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Abstract
We prove a dichotomy between absolute continuity and singularity of the
Ginibre point process G and its reduced Palm measures {Gx,x ∈ Cℓ, ℓ =
0, 1, 2 . . . }, namely, reduced Palm measures Gx and Gy for x ∈ Cℓ and y ∈ Cn
are mutually absolutely continuous if and only if ℓ = n; they are singular each
other if and only if ℓ 6= n. Furthermore, we give an explicit expression of the
Radon-Nikodym density dGx/dGy for x,y ∈ Cℓ.
Ginibre point process: Palm measure: absolute continuity: singularity
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1 Introduction
The Ginibre point process G is a probability measure on the configuration space over
C (∼= R2), whose k-correlation function ρk with respect to the complex Gaussian
measure π−1e−|z|
2
dz on C is given by the determinant
ρk(z1, . . . , zk) = det[K(zi, zj)]1≤i,j≤k
of the exponential kernel K : C× C→ C defined by
K(z, w) = ezw.
It is known that G is translation and rotation invariant. Moreover, G is the weak
limit of the distribution Gn of the eigenvalues of the non-Hermitian Gaussian random
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matrices, called Ginibre ensemble of size n. The labeled densitymn of Gn with respect
to the Lebesgue measure on Cn is then given by
mn(z1, . . . , zn) =
1
Zn
n∏
i,j=1
i<j
|zi − zj |2
n∏
k=1
e−|zk|
2
.(1.1)
Very intuitively, from (1.1), one may regard G as an equilibrium state with logarith-
mic interaction potential (2-dimensional Coulomb potential) Ψ(z) = −2 log |z|, and
G has an informal expression
G ∼ 1Z∞
∞∏
i,j=1
i<j
|zi − zj|2
∞∏
k=1
e−|zk|
2
dzk.(1.2)
Taking the translation invariance of G into account, we have another informal ex-
pression
G ∼ 1Z ′∞
∞∏
i,j=1
i<j
|zi − zj |2
∞∏
k=1
dzk.(1.3)
Indeed, as we see in Section 10, if µ is a translation invariant canonical Gibbs measure
with interaction potential Ψ(x, y) = Ψ(x− y) and inverse temperature β > 0, then
µ is informally given by
µ ∼ 1Z
∞∏
i,j=1
i<j
e−β
∑∞
i<j,i,j=1 Ψ(zi−zj)
∞∏
k=1
dzk.(1.4)
Taking Ψ(z) = − log |z| and β = 2, we obtain (1.3). We thus see that the infor-
mal expression (1.3) is an analogy of that of translation invariant canonical Gibbs
measures.
In both cases, we have no straightforward justification because of the unbound-
edness of the logarithmic potential at infinity and the presence of the infinite product
of the Lebesgue measure.
When the interaction potential Ψ is of Ruelle’s class, then the associated equi-
librium state described by the Dobrushin-Lanford-Ruelle equation (DLR equation),
and the expression corresponding to (1.2) are surely justified. The DLR equations
also guarantee the existence of the local density in bounded domains for fixed out-
side configuration, and play an important role not only for the static problem but
also for the dynamical problem of the associated infinite particle system. However,
since 2 log |x| is unbounded at infinity, one can no longer use the well developed
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theory based on the DLR equations for the Ginibre point process and other point
processes appearing in the random matrix theory.
In [13] and [14], the first author introduced the notions of quasi-Gibbs property
and the logarithmic derivative of G (see (2.3)) to remedy such a situation. The
quasi-Gibbs property provides a local density for fixed outside configuration, and
the logarithmic derivative gives a precise correspondence between point processes
and potentials. From these he has deduced that the natural labeled stochastic dy-
namics associated with the Ginibre point process is given by the infinite-dimensional
stochastic differential equation (ISDE):
dZ it = dB
i
t − Z itdt+ lim
r→∞
∑
|Z
j
t
|<r
j 6=i, j∈N
Z it − Zjt
|Z it − Zjt |2
dt (i ∈ N).(1.5)
In fact, the Ginibre point process G is the equilibrium state of the unlabeled dy-
namics Zt =
∑
i∈N δZit associated with (1.5). A surprising feature of this dynamics
is that it satisfies the second ISDE [13]:
dZ it = dB
i
t + lim
r→∞
∑
|Zi
t
−Z
j
t
|<r
j 6=i, j∈N
Z it − Zjt
|Z it − Zjt |2
dt (i ∈ N).(1.6)
The ISDEs (1.5) and (1.6) correspond to the informal expressions (1.2) and (1.3),
respectively.
One of the key ingredients of the proof of this result is the small fluctuation
property
VarG(〈s, 1Dr〉) ∼ O(r) (r →∞)(1.7)
obtained by the second author [22]. Here s =
∑
i δsi, 1Dr is the indicator function of
the disk Dr = {|z| ≤ r}, and 〈s, f〉 =
∑
i f(si). From (1.7) we see that the order of
the variance of the Ginibre point process is half of that of the Poisson point process
with intensity dx. This is a result of the strength of the 2-dimensional Coulomb
interaction at infinity.
Two typical translation invariant point processes over Rd are the Poisson point
process with Lebesgue intensity and (randomly shifted) periodic point process. The
former is the most random point process, while the latter is the most deterministic
one. Translation invariant canonical Gibbs measures are the standard class of the
point processes belonging to the Poisson category. We remark that the Ginibre
point process has intermediate properties between the Poisson and the periodic point
processes. Indeed, the exponent in (1.7) is the same as the periodic point processes
and the existence of the local density and the associated stochastic dynamics like
(1.6) implies that the Ginibre point process is similar to the Poisson point processes.
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The most prime interaction potential in Rd is the d-dimensional Coulomb po-
tential although this is outside of the classical theory of Gibbs measures based on
DLR equations. In Section 10, we introduce the notion of strict Coulomb point pro-
cesses, which are point processes on Rd interacting through d-dimensional Coulomb
potential Ψd defined as (10.3) with γ = d. We rigorously formulate the notion of
strict Coulomb point processes based on the notion of logarithmic derivative of point
processes (see (2.3) for the definition of the logarithmic derivative). As we have seen
above, the Ginibre point process is the case of the 2-dimensional Coulomb potential
in R2 at the inverse temperature β = 2, and an example of translation invariant
strict Coulomb point processes. To our knowledge, the Ginibre point process is the
only known example of such a type of point processes. We thus see that the Ginibre
point process is one of the most important interacting particle systems, significantly
different from Poisson and periodic point processes. Our aim is to study specific
features of the Ginibre point process arising from the Coulomb potential and shed
new light on it.
In the present paper, we focus on the absolute continuity and the singularity
of the Ginibre point process G and its reduced Palm measures {Gx,x ∈ Cℓ, ℓ =
0, 1, 2 . . .} (see (2.2)). Here we interpret Gx = G if ℓ = 0. Throughout the paper,
by Palm measures we always mean reduced Palm measures.
The main results are the following.
Theorem 1.1. Assume that x ∈ Cℓ and y ∈ Cn. If ℓ = n, then Gx and Gy are
mutually absolutely continuous. In addition, if ℓ 6= n, then Gx and Gy are singular
each other.
Such a singularity result of Palm measures is quite different from that of Gibbs
measures. Indeed, if µ is a translation invariant canonical Gibbs measures with
Ruelle’s class potential, then µx ≺ µ for any x = (x1, . . . , xℓ), where µ ≺ ν means
µ is absolutely continuous with respect to ν. Roughly speaking, − log dµx
dµ
(s) de-
scribes the total energy at x from a given configuration. In this sense, informally,
− log dGx
dG
(s) = ±∞ when ℓ 6= 0.
When ℓ = n, we have an explicit expression of the Radon-Nikodym density
dGx/dGy.
Theorem 1.2. For each x,y ∈ Cℓ, the Radon-Nikodym density dGx/dGy is given
by
dGx
dGy
(s) = Z−1xy lim
r→∞
∏
|si|<br
|x− si|2
|y− si|2(1.8)
for Gy-a.s. s. Here s =
∑
i δsi and {br}r∈N is an increasing sequence of natural
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numbers. We use a convention such that
|x− s| =
ℓ∏
j=1
|xj − s| for x = (x1, . . . , xℓ) and s ∈ C.
The convergence in (1.8) takes place uniformly in x on any compact set in Cℓ.
Moreover, the normalization constant Zxy is given by
Zxy = Z(x)Z(y)−1.(1.9)
Here Z(x) is the smooth function on Cℓ defined as the unique continuous extension
of the function
(1.10) Z(x) =
det[K(xi, xj)]
ℓ
i,j=1
|∆(x)|2
defined for x ∈ Cℓ with ∆(x) 6= 0, where ∆(x) = ∏1≤i<j≤ℓ(xi − xj) when ℓ ≥ 2;
∆(x) = 1 when ℓ = 1.
For example, by Lemma 4.3, we see that
Z(0) =
(
ℓ−1∏
k=1
k!
)−1
.
In general, Z(x) can be expressed as a series expansion by Schur functions. See
Remark 5.1 in Section 9.
To prove the singularity between Gx and Gy when ℓ 6= n, we introduce a family
of real-valued functions {FT}T>0 defined on the configuration space Q over C by
FT (s) =
1
T
∫ T
0
(s(D√r)− r)dr,(1.11)
where Dr is the disk of radius r and s(A) is the number of points inside a measurable
set A.
Theorem 1.3. Let Gx be the Palm measure of G conditioned at x ∈ Cℓ. Then the
function FT converges weakly in L
2(Q,Gx) and satisfies
lim
T→∞
FT = −ℓ.
Suppose that the number ℓ of the conditioned particles is unknown. Then The-
orem 1.3 implies one can detect the value ℓ from the sample point s almost surely.
Namely, the total system of the sample point s memorizes the missing number ℓ.
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This property is a remarkable contrast to the Poisson and canonical Gibbs measures,
and implies that the Ginibre point process is similar to the periodic point process
from this view point. We may thus regard the Ginibre point process as a random
crystal. Similar phenomenon is also observed as rigidity in Ginibre point process
in [3, 4], where it is shown that the conditioning of configuration outside of a disk
determines the number of particles inside the disk. In [7] the problem of absolutely
continuity of point processes is discussed in terms of deletion-insertion tolerance,
and it is shown that the Gaussian zero process on the plane C is neither insertion
tolerant nor deletion tolerant and that on the hyperbolic plane D = {|z| < 1} is
both insertion tolerant and deletion tolerant.
The organization of this paper is as follows. In Section 2, we give the setting of
this paper. In Section 3, we recall the notion of Palm measures and give remarks
on Palm measures of determinantal point processes. In Section 4, we provide basic
properties of Ginibre point process. In Section 5, we express the kernel of a con-
tinuous version of Palm measures in terms of Schur functions, and give an estimate
of the difference between a correlation kernel and its Palm kernels. Section 6 deals
with uniform estimate of variances for Ginibre and its Palm measures by using the
results in Section 5. In Section 7, we give proofs for the latter half of Theorem 1.1
and Theorem 1.3, which show singularity between the Ginibre point process and its
palm measures. In Section 8, we give a sufficient condition for absolute continuity
between two point processes that have an approximation sequence of finite point
processes, and by applying it to our problem we prove the former half of Theo-
rem 1.1 and Theorem 1.2 in Section 9. In Section 10, we give concluding remarks
with some open questions.
2 Setup
Let R be a Polish space. A configuration s in R is a Radon measure of the form
s =
∑
i δsi. Here δa denotes the delta measure at a and {si} is a countable sequence
in R such that s(K) < ∞ for all compact set K in R. For a measurable function
f , we denote 〈s, f〉 = ∫
R
f(s)s(ds) =
∑
i f(si) whenever the right-hand side makes
sense.
We regard the zero measure as an empty configuration by convention, which
describes the state that no particle exists. We remark that s(A) becomes the number
of particles in a measurable set A. Let Q = Q(R) be the set consisting of all such
configurations on R. We endow Q with the vague topology, under which Q is again
a Polish space. A Q-valued random variable s = s(ω) is called a point process or a
random point field. In what follows, we also refer to its probability distribution µ
on Q as a point process.
We fix a Radon measure m on (R,B(R)) as a reference measure. We call a
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symmetric measure λn on R
n the n-th correlation measure if it satisfies
E
[
j∏
i=1
(
s(Ai)!
ki!
)
ki!
]
=
∫
Q
j∏
i=1
s(Ai)!
(s(Ai)− ki)!µ(ds)
= λn(A
k1
1 × · · · × Akjj ).
Here A1, . . . , Aj ∈ B(R) are disjoint and k1, . . . , kj ∈ N such that k1+· · ·+kj = n. If
s(Ai)−ki ≤ 0, we interpret s(Ai)!/(s(Ai)− ki)! = 0. Furthermore, if λn is absolutely
continuous with respect tom⊗n, the Radon-Nikodym derivative ρn(x1, . . . , xn) is said
to be the n-point correlation function with respect to m, i.e.,
λn(dx1 . . . dxn) = ρn(x1, . . . , xn)m
⊗n(dx1 . . . dxn).
Let K : R × R → C be a Hermitian symmetric kernel such that the associated
integral operator (Kf)(x) :=
∫
R
K(x, y)f(y)m(dy) becomes a locally trace class op-
erator on L2(R,m) satisfying Spec(K) ⊂ [0, 1]. In other words, 0 ≤ (Kf, f)L2(R,m) ≤
(f, f)L2(R,m) for any f ∈ L2(R,m). It is known [20, 21] that under these conditions
on a pair (K,m), there exists a unique point process µ = µK,m such that its n-point
correlation function ρn with respect to m is given by
ρn(x1, . . . , xn) = det[K(xi, xj)]1≤i,j≤n
for every n ∈ N. We call it the determinantal point process (DPP) associated with
(K,m). We note that if we set
(2.1) K˜(x, y) = g(x)1/2K(x, y)g(y)1/2, m˜(dx) = g(x)−1m(dx)
for g : R→ (0,∞), then (K˜, m˜) defines the same DPP as that of (K,m).
In the rest of the paper we will take R = C, and Q denotes the configuration
space over C. Let g(z) = π−1e−|z|
2
and m(dz) = g(dz) := g(z)dz be the Gaussian
measure on C. Let K : C× C→ C such that
K(z, w) = ezw.
Let G be the probability measure on Q whose n-point correlation function ρn with
respect to the Gaussian measure g is given by
ρn(z1, . . . , zn) = det[K(zi, zj)]1≤i,j≤n.
The probability measure G is a DPP associated with (K, g(dz)) and called the Ginibre
point process. G will denote the Ginibre point process in the rest of the paper.
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Let ℓ ∈ N ∪ {0}. For x ∈ Cℓ and a probability measure µ on Q, let µx be the
reduced Palm measure of µ conditioned at x = (x1, . . . , xℓ):
µx = µ(· −
ℓ∑
i=1
δxi |s({xi}) ≥ 1 for all i).(2.2)
As we will see later, one can take the continuous version of µx for DPPs in such
a way that µx is weakly continuous in x. So µx is defined for all x ∈ Cℓ with no
ambiguity. If ℓ = 0, then we understand µx = µ for x ∈ C0 by convention.
The relation between the Ginibre point process and the two-dimensional Coulomb
potential with the inverse temperature β = 2 has been rigorously established in [13]
by using the notion of logarithmic derivative.
Let µ1 be the 1-Campbell measure of a point process µ. By definition µ1 is a
measure on C×Q given by
µ1(dxds) = λ1(dx)µx(ds) = ρ1(x)m(dx)µx(ds),
where ρ1 is the 1-correlation function of µ with respect to the Lebesgue measure and
µx is the Palm measure conditioned at x ∈ C. We call a function dµ ∈ L1loc(C×Q, µ1)
a logarithmic derivative of µ if
−
∫
C×Q
∇xϕ(x, s)µ1(dxds) =
∫
C×Q
ϕ(x, s)dµ(x, s)µ1(dxds)(2.3)
for all ϕ ∈ C∞0 (C) ⊗ Cb(Q), where Cb(Q) is the space of all bounded continuous
functions on Q. It was proved in [13, Th. 61] that
dG(x, s) = lim
r→∞
∑
|si−x|<r
2(x− si)
|x− si|2 in L
2
loc(C×Q,G1).(2.4)
One may regard the conditions (2.3) and (2.4) as a differential type of the DLR
equation for Ginibre point process. We emphasize that this formulation is valid for
more general setting. See the discussion in Section 10.
Note that there seems to exist no drift term coming from free potential in (2.4).
However, in the finite particle approximation of Ginibre ensemble, there exists an
Ornstein-Uhlenbeck type center force −2x. We remark that the convergence in (2.4)
is conditional convergence. This follows from the fact that the effect of the Coulomb
interactions at infinity is quite strong. In addition, we have a second representation
of dG [13, (2.11)]:
dG(x, s) = −2x+ lim
r→∞
∑
|si|<r
2(x− si)
|x− si|2 in L
2
loc(C×Q,G1),
which one may expect from the n-particle approximation (1.1) to the Ginibre point
process G. The similar phenomenon is also pointed out in [1] for Poisson point
processes on Rd with d ≥ 3.
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3 Palm measures of determinantal point processes
Recall that we always mean by Palm measures reduced Palm measures.
Let us restate the definition of Palm measures for simple point processes. For a
simple point process µ on R, the following formula defines Palm measures {µx, x ∈
R} for λ1-a.e.x: for any bounded measurable function F on R×Q∫
Q
µ(ds)
∫
R
s(dx)F (x, s) =
∫
R
λ1(dx)
∫
Q
µx(ds)F (x, s+ δx),
where λ1 is the 1-correlation measure. If
∫
s(U)≥2 µ(ds)s(U) = o(λ1(U)) as U ց {x},
then
lim
Uց{x}
E[f | s(U) ≥ 1] =
∫
Q
f(s)µx(ds) λ1-a.e.x
for any bounded measurable function f on Q. Similarly, the formula∫
Q
µ(ds)
∫
Rn
s⊗n(dx)F (x, s) =
∫
Rn
λ(n)(dx)
∫
Q
µx(ds)F (x, s+
n∑
i=1
δxi)
for any bounded measurable function F on Rn ×Q defines Palm measures {µx,x ∈
Rn} for λ(n)-a.e.x = (x1, . . . , xn), where λ(n) is the n-th moment measure. For
distinct x = (x1, . . . , xn) ∈ Rn, one can think that µx is defined for λn-a.e.x. It is
well-known that Poisson point process Πν with intensity measure ν do not change
by the operation of taking Palm measure, that is, (Πν)x = Πν for any x ∈ Rn.
The next fact shows that the Palm measures of a DPP are again DPPs.
Proposition 3.1 ([21]). Let µK be a DPP associated with kernel K(x, y). Set
(3.1) Kb(x, y) = K(x, y)− K(x, b)K(b, y)
K(b, b)
for b ∈ R with K(b, b) > 0. Then, for λ1-a.e. b ∈ R, we have
(µK)b = µKb.
Furthermore, for b = (b1, . . . , bn) ∈ Rn such that det[K(bi, bj)]ni,j=1 > 0, set
Kb(x, y) =
det[K(pi, qj)]
n
i,j=0
det[K(bi, bj)]ni,j=1
,(3.2)
where p0 = x, q0 = y and pi = qi = bi for i = 1, 2, . . . , n. Then, for λn-a.e. b ∈ Rn,
we have
(µK)b = µKb.
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As we have seen in Proposition 3.1, Palm measures {µb} are defined for λn-a.e.
b ∈ Rn, i.e., for b = (b1, . . . , bn) such that det[K(bi, bj)]ni,j=1 > 0. The next lemma
shows that if the kernel K is smooth one can take a continuous version of Palm
measures and define µb even when det[K(bi, bj)]
n
i,j=1 = 0.
For later use, we only consider the case where DPPs on C associated with an
analytic, Hermitian kernel K. Other cases can also be discussed in the same manner.
Lemma 3.2. Let µ = µK be a DPP on C generated by a Hermitian kernel K :
C × C → C which is analytic in the first variable (and thus anti-analytic in the
second) and a Radon measure m with positive smooth density. Then, we can take
a continuous version of Palm measures {µx}x∈Cn even when det(K(xi, xj))ni,j=1 is
vanishing at some points x = (x1, . . . , xn) in C
n.
Proof. For simplicity, we only show the case where n = 1. Suppose that K(b, b) = 0.
Since K is analytic and Hermitian, there exist a p ∈ N and an analytic kernel L with
L(b, b) > 0 such that K(z, w) = L(z, w)(z − b)p(w − b)p. It is easy to see that the
Palm kernel Kx for µx (x ∈ C) is of the form Kx(z, w) = Lx(z, w)(z − b)p(w − b)p
when x 6= b. Hence, as x → b, DPP µx converges weakly to DPP µb with kernel
Kb(z, w) := Lb(z, w)(z − b)p(w − b)p.
Example 3.1. For the Ginibre point process G with kernel K(z, w) = ezw, by
Proposition 3.1, we can take a continuous version of Palm measures {Gα, α ∈ C}
since K(α, α) = e|α|
2
> 0. In particular, G0 is the DPP with kernel K0(z, w) = e
zw−1.
Since K0(0, 0) = 0, we cannot define the kernel (K0)0 by using (3.1). However, by
Lemma 3.2, we can take a continuous version {Gx,x ∈ C2}. The kernel Kx is defined
by (3.2) when x ∈ C2 is not a diagonal element and by Lemma 3.2 otherwise; in
particular,
K(0,0)(z, w) = e
zw − 1− zw.
Repeating this procedure, we can easily see that for oℓ = (0, 0, . . . , 0) ∈ Cℓ the Palm
measure Goℓ can be taken as the DPP associated with kernel
Koℓ(z, w) =
∞∑
k=ℓ
(zw)k
k!
.(3.3)
Palm kernel Kx conditioned at x will be given in terms of Schur functions in
Lemma 5.2.
Remark 3.1. (1) For DPPs, the diagonal K(z, z)(= ρ1(z)) is the density (w.r.t.
m) of points at z. It is obvious from (3.1) that Kx(z, z) ≤ K(z, z), which implies
that taking Palm measure decreases the density. By induction, we see that, for any
x and z ∈ R, we have
(3.4) Kx(z, z) ≤ K(z, z),
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i.e., ρ1,x(z) ≤ ρ1(z).
(2) The trivial inequality ρ2(z, w) ≥ 0 for DPPs implies the Schwarz inequality
(3.5) |K(z, w)|2 ≤ K(z, z)K(w,w).
The following variance formulas are useful for deriving small fluctuation proper-
ties of G and its Palm measures.
Lemma 3.3. Let µK,m be a DPP associated with (K,m). Then,
VarµK,m(〈s, g〉) =
∫
R
|g(z)|2K(z, z)m(dz) −
∫
R2
g(z)g(w)|K(z, w)|2m(dz)m(dw),
(3.6)
where 〈s, g〉 = ∫
R
g(x)s(dx). Moreover, suppose that the kernel K has reproducing
property, i.e.,
(3.7)
∫
R
K(z, u)K(u, w)m(du) = K(z, w).
Then, the following also holds:
VarµK,m(〈s, g〉) = 1
2
∫
R2
|g(z)− g(w)|2|K(z, w)|2m(dz)m(dw).(3.8)
Proof. It is easy to see that (3.6) and (3.8) hold. (see cf. page 195 [15].)
Reproducing property is preserved by the operation of taking Palm measures.
Lemma 3.4. Let K be a kernel with reproducing property (3.7). Then, so is Kx
for λn-a.e. x ∈ Rn.
Proof. It suffices to show it for n = 1. (3.1) and (3.7) yield the reproducing property
for Kx.
4 Ginibre point process and its basic property
In this section, we summarize the basic properties of Ginibre point process.
Proposition 4.1 ([2]). Let An be an n × n matrix with i.i.d. standard complex
Gaussian entries, i.e., (An)ij ∼ NC(0, 1). Then the joint probability density of n
eigenvalues are given by
pn(s) =
1∏
n
k=1 k!
∏
1≤i<j≤n
|si − sj |2
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for s = (s1, s2, . . . , sn) ∈ Cn with respect to the Gaussian measure gn(ds) =
∏
n
i=1 g(dsi).
Equivalently, the set of eigenvalues of An forms the DPP G
n associated with g(dz)
and
Kn(z, w) =
n−1∑
k=0
(zw)k
k!
.(4.1)
Since Kn(z, w) → K(z, w) uniformly on any compact set in C × C, the DPP Gn
associated with (Kn, g) converges weakly to the DPP G associated with (K, g) (see
e.g. Proposition 3.1 in [21]).
Proposition 4.2. Let x = (x1, . . . , xℓ) ∈ Cℓ and
Z(Gnx) =
∫
Cn
n∏
i=1
|x− si|2|∆(s)|2gn(ds),
where ∆(s) is the Vandermonde determinant as in Theorem 1.2. Then we have
lim
n→∞
Z(Gnx)
Z(Gny)
=
∣∣∣∣∆(y)∆(x)
∣∣∣∣2 · det[K(xi, xj)]ℓi,j=1det[K(yi, yj)]ℓi,j=1(4.2)
for x,y ∈ Cℓ with ∆(x) 6= 0 and ∆(y) 6= 0.
Proof. By Proposition 4.1, for x ∈ Cℓ and s ∈ Cn,
(4.3) pℓ+n(x, s) =
1∏ℓ+n
k=1 k!
|∆(x)|2
n∏
i=1
|x− si|2|∆(s)|2
is the joint probability density function for eigenvalues of Ginibre random matrix
of size ℓ + n with respect to the Gaussian measure gℓ(dx)gn(ds). Then, the ℓ-point
correlation function of Gℓ+n is given by
ρ
(ℓ+n)
ℓ (x) =
(ℓ+ n)!
ℓ!
∫
Cn
pℓ+n(x, s)gn(ds)
=
(ℓ+ n)!
ℓ!
|∆(x)|2∏ℓ+n
k=1 k!
∫
Cn
n∏
i=1
|x− si|2|∆(s)|2gn(ds)
=
(ℓ+ n)!
ℓ!
|∆(x)|2∏ℓ+n
k=1 k!
Z(Gnx).
On the other hand, since Gℓ+n is the DPP associated with Kℓ+n, we have
ρ
(ℓ+n)
ℓ (x) = det[K
ℓ+n(xi, xj)]
ℓ
i,j=1,
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where Kℓ+n is as in (4.1). Hence, we obtain
(4.4)
Z(Gnx)
Z(Gny)
=
∣∣∣∣∆(y)∆(x)
∣∣∣∣2 det[Kℓ+n(xi, xj)]ℓi,j=1det[Kℓ+n(yi, yj)]ℓi,j=1 →
∣∣∣∣∆(y)∆(x)
∣∣∣∣2 det[K(xi, xj)]ℓi,j=1det[K(yi, yj)]ℓi,j=1
as n→∞.
When ∆(x) = 0, for example, x = oℓ, (4.2) should be understood by using the
following (see Section 5 for more general cases).
Lemma 4.3. Let x = (x1, . . . , xℓ) ∈ Cℓ. For every n ∈ N,
lim
x→oℓ
det[Kℓ+n(xi, xj)]
ℓ
i,j=1
|∆(x)|2 = limx→oℓ
det[K(xi, xj)]
ℓ
i,j=1
|∆(x)|2 =
ℓ−1∏
k=0
1
k!
.
Proof. We consider the ℓ×q matrix V q(x) = (ϕp(xi))1≤i≤ℓ,0≤p≤q−1 with q ≥ ℓ, where
ϕp(z) = z
p/
√
p!. Then,
(4.5) [Kℓ+n(xi, xj)]
ℓ
i,j=1 = V
ℓ+n(x)V ℓ+n(x)∗.
By the Binet-Cauchy formula, as x→ oℓ, we see that
det[Kℓ+n(xi, xj)]
ℓ
i,j=1 = det
[
V ℓ(x)V ℓ(x)∗
]
+ (higher order terms)
=
(
ℓ−1∏
k=0
1
k!
)
|∆(x)|2(1 + o(1)).
Since Kℓ+n(z, w) converges to K(z, w) as n → ∞ uniformly on any compact set in
C× C, the second equality also holds.
Proposition 4.4 ([10]). The set of squares of moduli of the Ginibre points is equal
in law to {Yi, i = 1, 2, . . . }, where {Yi}∞i=1 is a sequence of independent random
variables such that each Yi obeys Γ(i, 1), i.e.,
P(Yi ≤ t) =
∫ t
0
si−1e−s
Γ(i)
ds (t ≥ 0).
This proposition can be generalized to the case where radially symmetric DPPs
on the plane [8]. Let m be a rotation invariant finite measure on C and suppose
that {ϕj(z) = ajzj}∞j=0 is an orthonormal system with respect to m. We consider
the kernel
(4.6) K(z, w) =
∞∑
j=0
ϕj(z)ϕj(w) =
∞∑
j=0
|aj |2(zw)j
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and the DPP µK associated with K and m. For simplicity, we assume that m(dz) =
g(|z|)dz for some g : [0,∞)→ [0,∞), where dz is the Lebesgue measure on C. We
consider independent non-negative random variables {Zj, j = 0, 1, 2, . . . } whose law
are given by fj(t)dt, where
fj(t) = π|aj |2tjg(
√
t), for each j.(4.7)
In Lemma 4.5 and Corollary 4.6 below, we consider the map Θ : Q(C)→ Q([0,∞))
defined by
Θ(
∑
i
δsi) =
∑
i
δ|si|2.
Although a proof of Lemma 4.5 can be found in [8], here we include a slightly
different proof for readers’ convenience.
Lemma 4.5 ([8]). Let µK and {Zj, j = 0, 1, 2, . . . } be as above. Then
µK ◦Θ−1 = the law of
∞∑
j=0
δZj .(4.8)
Proof. Let Ar,R = {z ∈ C;
√
r ≤ |z| ≤ √R} for 0 ≤ r < R. Then, each ϕj(z), j =
0, 1, . . . is an eigenfunction of the restriction operator KAr,R and the corresponding
eigenvalue is given by
(4.9) λj(r, R) =
∫
Ar,R
|ϕj(z)|2m(dz) =
∫ R
r
fj(t)dt = P(Zj ∈ [r, R]),
where fj(t) is defined as in (4.7). For disjoint annuli {Ark,Rk}k having the origin
as common center, we consider functions represented as g =
∑
k ck1Ark,Rk and g0 =∑
k ck1[rk,Rk]. Then, since 1− e−g =
∑
k(1− e−ck)1Ark,Rk and the system {ϕj(z), j =
0, 1, . . . } are simultaneous eigenfunctions of {KArk,Rk}, it follows from (4.9) that
K((1− e−g) · ϕj) =
∑
k
(1− e−ck)KArk,Rkϕj
=
∑
k
(1− e−ck)P(Zj ∈ [rk, Rk]) · ϕj
= E[1 − e−g0(Zj)]ϕj
Hence, the nonzero eigenvalues of the operator K((1 − e−g)·) are given by {E[1 −
e−g0(Zj)]}∞j=0. Then, we have∫
Q(C)
e−〈s,g〉µK(ds) = det{I −K(1− e−g)}
=
∞∏
j=0
E[e−g0(Zj)] = E[e−〈
∑∞
j=0 δZj ,g0〉](4.10)
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The first equality follows from the well-known formula for Laplace transform of DPP
(see [21]). On the other hand, by the definition of the map Θ, we see that
(4.11)
∫
Q([0,∞])
e−〈η,g0〉(µK ◦Θ−1)(dη) =
∫
Q(C)
e−〈s,g〉µK(ds).
Therefore, the standard limiting argument together with (4.10) and (4.11) yield
(4.8).
Corollary 4.6. Let {Yi}∞i=1 be as in Proposition 4.4 and Goℓ be the Palm measure
of G conditioned at oℓ = (0, . . . , 0) ∈ Cℓ. Then,
Goℓ ◦Θ−1 = the law of
∞∑
i=ℓ+1
δYi .(4.12)
Proof. Let m(dz) = π−1e−|z|
2
dz, and set aj = 1/
√
j! for j ≥ ℓ; 0 otherwise in (4.6).
Then Zj = 0 for 0 ≤ j ≤ ℓ− 1, and the law of Zj is tjj!e−tdt for j ≥ ℓ by (4.7), which
is equal to that of Yj+1. The corresponding kernel K is Koℓ(z, w) from (3.3), and
then the corresponding DPP is Goℓ. By (4.8), we have
Goℓ ◦Θ−1 = the law of
∞∑
j=ℓ
δYj+1 ,
which implies (4.12).
5 Properties of kernel Kn and its Palm kernel Knx
We recall the definition of Schur functions following [12]. Let δ = δn = (n− 1, n−
2, . . . , 1, 0) and λ = (λ1, . . . , λn) be a weakly decreasing sequence, i.e., λ1 ≥ λ2 ≥
· · · ≥ λn ≥ 0. The weight of λ is defined by |λ| =
∑n
i=1 λi. For x = (x1, . . . , xn), we
define
aλ+δ(x) = det(x
λj+n−j
i )
n
i,j=1.
In particular, aδ(x) is the Vandermonde determinant given by
(5.1) aδ(x) = det(x
n−j
i )
n
i,j=1 =
∏
1≤i<j≤n
(xi − xj).
The Schur function associated with λ is defined by
sλ(x) = sλ(x1, . . . , xn) =
aλ+δ(x)
aδ(x)
.
We note that every Schur polynomial is a linear combination of monomials with
nonnegative integral coefficients.
For later use, we give an estimate for sum of Schur functions
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Lemma 5.1. For x ∈ Cℓ and i ∈ N ∪ {0},
(5.2)
∑
λ:|λ|≤i
|sλ(x)|2 ≤
( ℓ∏
j=1
(1 + |xj |)
)2i
.
Proof. We recall the following formula for Schur functions (see, e.g., [12], Example 1,
page 65).
(5.3)
∑
λ:|λ|≤i
(
i
λ
)
sλ(x)t
|λ| =
( ℓ∏
j=1
(1 + xjt)
)i
.
Since the coefficients of Schur functions are all nonnegative and
(
i
λ
) ≥ 1, by setting
t = 1 in (5.3), we have
∑
λ:|λ|≤i
|sλ(x)|2 ≤
( ∑
λ:|λ|≤i
sλ(|x|)
)2
≤
( ℓ∏
j=1
(1 + |xj|)
)2i
,
where |x| = (|x1|, |x2|, . . . , |xℓ|).
Let ϕk(z) = z
k/
√
k!. Note that Kn(z, w) =
∑
n−1
k=0 ϕk(z)ϕk(w). For x = (x1, . . . , xℓ) ∈
C
ℓ we set
Kn(x,x) = (Kn(xi, xj))
ℓ
i,j=1,
Kn(z,x) = (Kn(z, x1), . . . ,K
n(z, xℓ)) and K
n(x, w) = Kn(w,x)∗, where ∗ means the
complex-conjugation as matrix. From Proposition 3.1, if Kn(x,x) is invertible, or
equivalently, detKn(x,x) > 0, then the Palm kernel Knx has the following two repre-
sentations:
Knx(z, w) = det
(
Kn(z, w) Kn(z,x)
Kn(x, w) Kn(x,x)
)
/ detKn(x,x)(5.4)
= Kn(z, w)− Kn(z,x)Kn(x,x)−1Kn(x, w).(5.5)
The second equality is obtained from the well-known determinant formula for block
matrix
det
(
A11 A12
A21 A22
)
= detA22 · det(A11 −A12A−122 A21) if A22 is invertible.
For x ∈ Cℓ and i ∈ N ∪ {0}, we define a column vector by
Φi(x) = (ϕi(x1), ϕi(x2), . . . , ϕi(xℓ))
T
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and a Vandermonde-type ℓ× n matrix by
(5.6) V n(x) = (Φn−1(x),Φn−2(x), . . . ,Φ1(x),Φ0(x)).
Then, we have
Kn(x,x) =
n−1∑
p=0
Φp(x)Φp(x)
∗ = V n(x)V n(x)∗,(5.7)
Kn(z,x) =
n−1∑
p=0
ϕp(z)Φp(x)
∗, Kn(x, w) =
n−1∑
p=0
Φp(x)ϕp(w).(5.8)
Lemma 5.2. Suppose n > ℓ. The Palm kernel Knx(z, w) for x ∈ Cℓ admits the
following representation
(5.9) Knx(z, w) = qx(z)qx(w)L
n
x(z, w),
where qx(z) =
∏ℓ
j=1(z − xj) and Lnx(z, w) is a Hermitian kernel function analytic in
the first variable and is nowhere-vanishing on the diagonal.
Proof. Suppose n > ℓ. We define an (ℓ+ 1)× n matrix by
V n(z;x) = (Φn−1(z,x),Φn−2(z,x), . . . ,Φ1(z,x),Φ0(z,x)),
where Φi(z,x) = (ϕi(z), ϕi(x1), . . . , ϕi(xℓ))
T for z ∈ C and x ∈ Cℓ. Then, by (5.4)
and (5.7), we have
(5.10) Knx(z, w) = det
(
V n(z;x)V n(w;x)∗
)
/ det
(
V n(x)V n(x)∗
)
whenever detKn(x,x) > 0. By the Binet-Cauchy formula, we have
det
(
V n(z;x)V n(w;x)∗
)
=
∑
I⊂{0,1,...,n−1}
|I|=ℓ+1
det(V nI (z;x))det(V
n
I (w;x))
=
∑
I⊂{0,1,...,n−1}
|I|=ℓ+1
1
I!
sI−δℓ+1(z;x)sI−δℓ+1(w;x) · aδℓ+1(z;x)aδℓ+1(w;x)(5.11)
and
det
(
V n(x)V n(x)∗
)
=
∑
I⊂{0,1,...,n−1}
|I|=ℓ
det(V nI (x))det(V
n
I (x))
=
∑
I⊂{0,1,...,n−1}
|I|=ℓ
1
I!
|sI−δℓ(x)|2 · |aδℓ(x)|2.(5.12)
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Here I! =
∏ℓ
j=0 ij ! if I = {iℓ, iℓ−1, · · · , i1, i0} with n−1 ≥ iℓ > iℓ−1 > · · · > i1 > i0 ≥
0, and V nI (x) is the ℓ× ℓ matrix obtained from the ℓ× n matrix V n(x) by deleting
the columns corresponding to indices {0, 1, . . . , n − 1} \ I. The (ℓ + 1) × (ℓ + 1)
matrix V nI (z;x) is similarly obtained.
From (5.10)–(5.12), we can see that (5.9) holds by setting
(5.13) Lnx(z, w) :=
∑
I⊂{0,1,...,n−1}
|I|=ℓ+1
sI−δℓ+1(z;x)sI−δℓ+1(w;x)
I!
/ ∑
I⊂{0,1,...,n−1}
|I|=ℓ
|sI−δℓ(x)|2
I!
since aδℓ+1(z;x)/aδℓ(x) =
∏ℓ
j=1(z − xj) = qx(z) by (5.1).
From (5.13), it is clear that Lnx(z, z) > 0 for all z ∈ C when n > ℓ.
Remark 5.1. (1) From (4.5) and (5.12), by letting n→∞, we see that the quantity
in (1.10) is given by
Z(x) =
det[K(xi, xj)]
ℓ
i,j=1
|∆(x)|2 =
∑
I⊂{0,1,2,... }
|I|=ℓ
1
I!
|sI−δℓ(x)|2.
The right-hand side converges by the monotone convergence theorem. Since s0(0) =
1 when I = δℓ and sI−δℓ(0) = 0 otherwise, we obtain Lemma 4.3.
(2) Let x ∈ Cℓ. If n ≤ ℓ, then Knx = Lnx ≡ 0, and if n = ℓ+ 1, then Lnx(z, w) does not
depend on z and w. Indeed, it follows from (5.13) that
Lℓ+1x (z, w) =
(
ℓ∑
p=0
p!|sλℓ,p(x)|2
)−1
=
(
ℓ∑
p=0
p!|eℓ−p(x)|2
)−1
,
where λℓ,p = (1, . . . , 1︸ ︷︷ ︸
ℓ−p
, 0, . . . , 0︸ ︷︷ ︸
p
), and sλℓ,p(x) coincides with the (ℓ−p)-th elementary
symmetric function eℓ−p(x).
In the next section, we will show a uniform variance estimate. For this purpose,
we show an inequality for the difference between Kn and Knx.
Lemma 5.3. Let x ∈ Cℓ. Then, for every z ∈ C,
(5.14) (Kn(z, z) − Knx(z, z))1/2 ≤
n−1∑
i=0
|V ℓ(x)−1Φi(x)|ϕi(|z|),
where V ℓ(x) is the ℓ× ℓ matrix as in (5.6) with n = ℓ. When V ℓ(x) is not invertible,
the right-hand side is understood as
(5.15) V ℓ(x)−1Φi(x) = lim inf
y→x,y∈Iℓ
V ℓ(y)−1Φi(y),
where Iℓ := {y ∈ Cℓ : det V ℓ(y) > 0}.
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Proof. We note that Kn(x,x) ≥ Kℓ(x,x) = V ℓ(x)V ℓ(x)∗ from (5.7). Suppose V ℓ is
invertible. Then, by (5.5) and (5.8), we see that
Kn(z, z) − Knx(z, z) = Kn(z,x)Kn(x,x)−1Kn(x, z)
≤ Kn(z,x)(V ℓ(x)V ℓ(x)∗)−1Kn(x, z)
= |V ℓ(x)−1Kn(x, z)|2
≤
( n−1∑
i=0
|V ℓ(x)−1Φi(x)|ϕi(|z|)
)2
.
By continuity of Knx(z, z) in x, we obtain (5.14) with (5.15).
Although the right-hand side of (5.14) may diverge for x ∈ Iℓ at this stage, we
can see that it is finite indeed.
Lemma 5.4. For x ∈ Cℓ and i ∈ N ∪ {0},
|V ℓ(x)−1Φi(x)|2 =
{
1 i = 0, 1, . . . , ℓ− 1,∑ℓ−1
p=0
p!
i!
|sλi,ℓ,p(x)|2 i ≥ ℓ,
where λi,ℓ,p = (i− ℓ+ 1, 1, . . . , 1︸ ︷︷ ︸
ℓ−1−p
, 0, . . . , 0︸ ︷︷ ︸
p
). The left-hand side can be understood as
a continuous extension in x even when V ℓ(x) is not invertible.
Proof. First suppose x ∈ Iℓ as in Lemma 5.3. For p = 0, . . . , ℓ − 1, the (ℓ − p)-th
element of the column vector V ℓ(x)−1Φi(x) is given by Cramer’s rule:
(V ℓ(x)−1Φi(x))ℓ−p =
(Φℓ−1(x), . . . ,Φp+1(x),Φi(x),Φp−1(x), . . . ,Φ0(x))
(Φℓ−1(x),Φℓ−2(x), . . . ,Φ0(x))
=
{
δi,p i ≤ ℓ− 1,
(−1)ℓ−1−p(p!
i!
)1/2sλi,ℓ,p(x) i ≥ ℓ.
(5.16)
Summing up these equalities for p = 0, 1, . . . , ℓ− 1 yields the assertion for x ∈ Iℓ.
Since the right-hand side of (5.16) is continuous in x, we conclude that lim infy→x,y∈Iℓ
in (5.15) can be replaced by limy→x,y∈Iℓ. Therefore, V ℓ(x)−1Φi(x) can be understood
as a continuous function on Cℓ.
Lemma 5.5. Let C(x) :=
∏ℓ
j=1(1 + |xj|) for x ∈ Cℓ. Then, for each i ∈ N ∪ {0}
|V ℓ(x)−1Φi(x)| ≤ ((ℓ− 1)!
i!
)1/2C(x)i.
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Proof. From Lemma 5.4 and (5.2), since |λi,ℓ,p| = i− p ≤ i,
|V ℓ(x)−1Φi(x)|2 =
ℓ−1∑
p=0
p!
i!
|sλi,ℓ,p(x)|2 ≤
(ℓ− 1)!
i!
∑
λ:|λ|≤i
|sλ(x)|2 ≤ (ℓ− 1)!
i!
C(x)2i
for i ≥ ℓ, and it is clear that |V ℓ(x)−1Φi(x)|2 = 1 ≤ (ℓ−1)!i! C(x)2i for 0 ≤ i ≤ ℓ− 1.
Hence, we obtain the assertion.
6 Uniform estimate for variances
We will use the symbol n for the number of particles in n-particle approximations
Gn and Gnx, respectively.
For later use, we show uniform boundedness for the variances of n-particle ap-
proximation Gnx with n ∈ N ∪ {∞} and x ∈ Cℓ for ℓ ∈ {0} ∪ N. Hereafter, we set
Gn = G if n =∞ and Gnx = Gn for x ∈ C0.
Lemma 6.1. Let h : (0,∞) → C be a bounded measurable function and put
gp(z) = h(|z|)( |z|z )p for p ∈ Z. Let
In(p) := Var
G
n
(〈s, gp〉) + VarGon (〈s, gp〉)−VarG(〈s, gp〉).
Then,
(6.1) In(p) =
n−1∑
k=(n−|p|)+
1
k!(k + |p|)!
∣∣∣∣∫ ∞
0
h(
√
t)tk+
|p|
2 e−tdt
∣∣∣∣2 ≤ |p| · ‖h‖2∞,
where (n− |p|)+ = max(n− |p|, 0). In particular,
sup
n∈N∪{∞}
VarG
n
(〈s, gp〉) ≤ VarG(〈s, gp〉) + |p| · ‖h‖2∞.
Proof. We deduce from (3.3) and (4.1) that
K(z, w) = Kn(z, w) + Kon(z, w).(6.2)
We easily see that kernels Kn and K have the reproducing property with respect to
g in the sense of (3.7). Then so is Kon by Lemma 3.4. Hence, from (3.6) and (6.2)
for the first equality, (4.1) and (3.3) with ℓ = n for the second, we obtain
In(p) = 2
∫
C2
gp(z)gp(w)ℜ(Kn(z, w)Kon(z, w))g(dz)g(dw)
=
n−1∑
k=0
∞∑
l=n
1
k!l!
δl,k+|p|
∣∣∣∣∫
C
h(|z|)|z|2k+|p|g(dz)
∣∣∣∣2 .
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This implies the equality in (6.1). By the Schwarz inequality, we obtain∣∣∣∣∫ ∞
0
h(
√
t)tk+
|p|
2 e−tdt
∣∣∣∣2 ≤ ‖h‖2∞k!(k + |p|)!,
which implies the inequality in (6.1).
Lemma 6.2. Let C(x) =
∏ℓ
j=1(1 + |xj|) for x ∈ Cℓ. Then, for all z, w ∈ C,
(6.3) sup
n∈N∪{∞},n>ℓ
|Kn(z, w)− Knx(z, w)| ≤ (ℓ− 1)! · eC(x)(|z|+|w|).
Proof. Suppose detKn(x,x) > 0. By (5.5), we have
Kn(z, w)− Knx(z, w) = Kn(z,x)Kn(x,x)−1Kn(x, w).
Since the right-hand side is a quadratic form, by the Schwarz inequality, we have
(6.4) |Kn(z, w)− Knx(z, w)| ≤ |Kn(z, z)− Knx(z, z)|1/2 · |Kn(w,w)− Knx(w,w)|1/2.
By the continuity of Kn in x, the above inequality holds for every x ∈ Cℓ.
On the other hand, by Lemma 5.3 and Lemma 5.5, we have
(Kn(z, z)− Knx(z, z))1/2 ≤
n−1∑
i=0
|V ℓ(x)−1Φi(x)|ϕi(|z|)
≤
∞∑
i=0
(
(ℓ− 1)!
i!
)1/2C(x)i · |z|
i
(i!)1/2
= ((ℓ− 1)!)1/2eC(x)|z|.
Combining this with (6.4) yields the desired uniform estimate.
Remark 6.1. Setting z = w in (6.3) yields
(6.5) sup
n∈N∪{∞},n>ℓ
|ρ˜n1(z)− ρ˜n1,x(z)| ≤ (ℓ− 1)!eC(x)
2
e−(|z|−C(x))
2
,
where ρ˜n1(z) = g(z)
1/2Kn(z, z)g(z)1/2 is the 1-correlation function of Gn with respect
to the Lebesgue measure.
Lemma 6.3. Let f : C → C be a measurable function. Then, for x ∈ Cℓ, there
exists a positive constant C˜(x) > 0 such that
(6.6) sup
n∈N∪{∞}, n>ℓ
|VarGn(〈s, f〉)− VarGnx(〈s, f〉)| ≤ C˜(x)‖f‖2L∞(C).
Proof. Let I(z, w) = |Kn(z, w)|2 − |Knx(z, w)|2. Then, from (3.8), we see that
VarG
n
(〈s, f〉)− VarGnx(〈s, f〉) = 1
2
∫
C2
|f(z)− f(w)|2I(z, w)π−2e−|z|2−|w|2dzdw.
It is easy to see from (3.4), (3.5) and Lemma 6.2 that
|I(z, w)| ≤ 2|Kn(z, w)− Knx(z, w)| ≤ 2(ℓ− 1)! · eC(x)(|z|+|w|).
Combining these, we obtain (6.6).
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7 Palm measures and singularity
In this section, we prove that Gx and Gy for x ∈ Cℓ and y ∈ Cn are singular each
other if ℓ 6= n. To this end, it is sufficient to show that so are Goℓ and Gon for ℓ 6= n
since
Gx ∼ Goℓ ⊥ Gon ∼ Gy
from the first part of Theorem 1.1. By Corollary 4.6, the point process over [0,∞)
consisting of the square of moduli of Goℓ is equal in law to
(7.1) ηℓ :=
∞∑
i=ℓ+1
δYi,
where {Yi, i = 1, 2, . . . } are as in Proposition 4.4. That is, the law of ηℓ is equal to
Hℓ := Goℓ ◦Θ−1 (ℓ ∈ N ∪ {0}).
Here {ηℓ}∞ℓ=0 are defined on a common probability space (Ω,F ,P).
If Hℓ and Hn are singular each other, so are Goℓ and Gon, and then we first focus
on the singularity of Hℓ’s instead of Goℓ ’s.
7.1 Cesa`ro mean of counting functions
We define a function fT : Q([0,∞))→ R for T > 0 by
fT (η) =
1
T
∫ T
0
{η([0, r])− r}dr.(7.2)
We remark that the function FT defined in (1.11) can be expressed as a lift of fT by
Θ, that is, FT = fT ◦Θ. We also note that
1
T
∫ T
0
η([0, r])dr =
〈
η,max(1− x
T
, 0)
〉
.
Then it follows from (7.1) that for ℓ, n ∈ N ∪ {0} with ℓ ≤ n,
(7.3) fT (ηℓ)− fT (ηn) =
n∑
i=ℓ+1
max
(
1− Yi
T
, 0
)
.
Lemma 7.1. For ℓ, n ∈ N ∪ {0},
(7.4) lim
T→∞
{fT (ηℓ)− fT (ηn)} = n− ℓ P-a.s.
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Proof. The assertion immediately follows from (7.3).
The next lemma, especially the estimate (7.6) for the variance, is crucial for the
proof of singularity.
Lemma 7.2. For each ℓ ∈ N ∪ {0}, as T →∞,
(7.5) E[fT (ηℓ)]→ −ℓ,
(7.6) Var[fT (ηℓ)] = O(1).
Proof. Since Eη0([0, r]) =
∑∞
i=1 P(Yi ≤ r) = r, we have E[fT (η0)] = 0. On the other
hand, we see from (7.3) that {fT (ηℓ)− fT (ηn)}T>0 are bounded. Hence, from (7.4)
and the bounded convergence theorem, we deduce that for ℓ and n with ℓ ≤ n
lim
T→∞
E[fT (ηℓ)− fT (ηn)] =
n∑
i=ℓ+1
E
[
lim
T→∞
max
(
1− Yi
T
, 0
)]
= n− ℓ.
In particular, E[fT (ηℓ)]→ −ℓ. We have thus obtained (7.5).
The proof of (7.6) will be given in the next subsection.
Lemma 7.3. We can choose L2(Ω,P)-weak convergent subsequence fTk(ηℓ) for ℓ ∈
N ∪ {0} with limits f̂ℓ:
lim
k→∞
fTk(ηℓ) = f̂ℓ weakly in L
2(Ω,P).(7.7)
Moreover, we have
(7.8) f̂ℓ − f̂n = n− ℓ P-a.s.
for any ℓ, n ∈ N ∪ {0}.
Proof. For each ℓ, {fT (ηℓ)}T>0 is bounded in L2(Ω,P) by (7.6) and hence relatively
compact weakly in L2(Ω,P). By a diagonal argument one can take convergent
subsequences commonly in ℓ. We have thus obtained the first claim. Since |fT (ηℓ)−
fT (ηn)| ≤ |n−ℓ| by (7.3), by the dominated convergence theorem, (7.8) follows from
(7.4) and (7.7).
Lemma 7.4. limT→∞ fT (ηℓ) = −ℓ weakly in L2(Ω,P). In other words, limT→∞ fT =
−ℓ weakly in L2(Q([0,∞)), Hℓ).
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Proof. We note that
fT (η0) =
∞∑
i=1
max(1− Yi
T
, 0)−
∞∑
i=1
E[max(1− Yi
T
, 0)].
By the dominated convergence theorem, we see that for any p ∈ N
p∑
i=1
E
[(
max(1− Yi
T
, 0)− E[max(1− Yi
T
, 0)]
)
Z
]
→ 0 ∀Z ∈ L2(Ω,P),
from which we conclude that f̂0 is tail measurable. Hence, by Kolmogorov’s 0-1 law,
f̂0 is constant P-a.s. On the other hand, from (7.5) and Lemma 7.3 we see that
E[f̂0] = limk→∞E[fTk(η0)] = 0, and then f̂0 = 0 P-a.s. This together with (7.8) for
n = 0 yields f̂ℓ = −ℓ. Since f̂ℓ = −ℓ is independent of the choice of a subsequence,
Lemma 7.4 follows immediately from Lemma 7.3
Lemma 7.5. Let µ and ν be probability measures on X . Suppose that the weak
limits of {fn}n≥1 both in L2(X, µ) and L2(X, ν) exist and that they are constants a
and b, respectively. If a 6= b, then µ and ν are singular each other.
Proof. We write the Lebesgue decomposition as µ = hν + η, where h ∈ L∞(ν)
is nonnegative and η is singular with respect to ν. There exists a measurable set
E ⊂ X such that ν(E) = 0 and η(A) = η(A∩E) for any A. Let Axp = Ec∩{h ≤ α}.
We note that η(Aα) = 0 for all α > 0. Then, for every bounded measurable function
ϕ on X , we see that∫
Aα
aϕdµ = lim
n→∞
∫
Aα
fnϕdµ = lim
n→∞
∫
Aα
fnϕ(hdν + dη)
=
∫
Aα
bϕ(hdν + dη) =
∫
Aα
bϕdµ.
Hence, if a 6= b, then µ(Aα) = 0. By letting α → ∞, we have that µ(Ec ∩ {h <
∞}) = 0, or equivalently,
µ(E ∪ {h =∞}) = 1.
On the other hand, since ν({h =∞}) = 0, we see that
ν(E ∪ {h =∞}) = 0.
Therefore, µ and ν are singular each other whenever a 6= b.
Here we only show singularity part of Theorem 1.1. We will prove absolute
continuity part later in the proof of Theorem 1.2.
of Theorem 1.1 (singularity) . It immediately follows from Lemma 7.4 and Lemma 7.5
that Hℓ and Hn are singular each other whenever ℓ 6= n. Hence Goℓ and Gon are
mutually singular, from which the singularity of general Palm measures follows as
mentioned in the beginning of this section.
24
7.2 Small variance property
In this subsection, we show (7.6). We recall the following result obtained as Lemma
12 and Lemma 14 in [18]. Here we restate them in our situation.
Lemma 7.6. Let g : C→ C be of C1 class and of compact support. Then,
(7.9) Var
(〈s, g( ·
ρ
)〉)→ 1
4π
∫
C
|∇g(z)|2dz
as ρ→∞. For g ∈ H1(C) ∩ L1(C),
(7.10) sup
ρ>1
Var
(〈s, g( ·
ρ
)〉) ≤ c ∫
C
|∇g(z)|2dz
for some universal constant c > 0.
We remark that, if g is rotationally invariant, i.e., g(z) = h(|z|) for some h :
[0,∞)→ C, (7.9) reads as
Var
(〈η0, h( ·
ρ
)〉)→ 1
2
∫ ∞
0
x|h′(x)|2dx.
of (7.6) . From (1.11) and (7.2), if we take g(z) = max(1 − |z|2, 0), i.e., h(x) =
max(1− x2, 0), and setting gT = g(·/
√
T ) and hT = h(·/
√
T ), we have
FT (s) = 〈s, gT 〉 − E[〈s, gT 〉],
fT (η0) = 〈η0, hT 〉 − E[〈η0, hT 〉].
Hence, by (7.10),
Var(fT (η0)) = O(1).
From (7.4) we observe that
Var(fT (η0)− fT (ηn)) =
n∑
i=1
Var
(
max(1− Yi
T
, 0)
)
≤ n (n ∈ N).
Therefore, we conclude that Var[fT (ηn)] = O(1) as T →∞ for every n ∈ N.
Remark 7.1. Our test function g(z) = max(1− |z|2, 0) is not C1 but H1 ∩L1. Al-
though (7.9) in Lemma 7.6 cannot be applied directly, one can show that Var(FT )→
1/2 and it coincides with (7.9).
Now we are in a position to prove Theorem 1.3.
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of Theorem 1.3 . We denote the Borel σ-field of Q([0,∞)) by R, and the law of ηℓ
on (Q([0,∞)),R) by Hℓ as before. We recall that
FT = fT ◦Θ, Hℓ = Goℓ ◦Θ−1.
Then, Var(FT )(= Var(fT )) is uniformly bounded in T under Goℓ from (7.6), and thus
a weak (subsequential) limit F̂ℓ exists in L
2(Goℓ). Moreover, since FT is Θ
−1(R)-
measurable, so is the weak limit F̂ℓ. Therefore, there exists an R-measurable func-
tion f ∈ L2(Q([0,∞), Hℓ) such that F̂ℓ = f ◦ Θ. On the other hand, for every
ϕ ∈ L2(Q([0,∞)), Hℓ),∫
fϕdHℓ =
∫
F̂ℓ · (ϕ ◦Θ)dGoℓ = lim
k→∞
∫
FTk · (ϕ ◦Θ)dGoℓ
= lim
k→∞
∫
fTkϕdHℓ =
∫
f̂ℓϕdHℓ,
which implies that f must be f̂ℓ. Consequently, from Lemma 7.4, F̂ℓ = f̂ℓ ◦Θ = −ℓ,
which is the unique weak limit of {FT}T>0 in full sequence.
For general x ∈ Cℓ, absolute continuity between Goℓ and Gx yields the assertion
for Gx from Lemma 7.7 below.
Lemma 7.7. Let f̂µ and f̂ν be weak limits of {fn} in L2(X, µ) and L2(X, ν), re-
spectively. If µ and ν are mutually absolutely continuous, then f̂µ = f̂ν µ-a.s. (or
equivalently ν-a.s.)
Proof. Let Ak = {x ∈ X ; dνdµ ≤ k} for k ∈ N. For ψ ∈ L2(X, ν) we set ϕ := ψIAk ∈
L2(X, ν) for k ∈ N. Since ϕ dν
dµ
∈ L2(X, µ), we deduce that∫
fnϕdν =
∫
fnϕ
dν
dµ
dµ→
∫
f̂µϕ
dν
dµ
dµ =
∫
f̂µϕdν.
This implies that f̂ν = f̂µ ν-a.e. on Ak for any k ∈ N. Since ν(∪k∈NAk) = 1 when µ
and ν mutually absolutely continuous, we conclude that f̂ν = f̂µ ν-a.s.
8 Absolute continuity of point processes
In this section, we will show a sufficient condition for two point processes to be
mutually absolutely continuous in general setting.
Let R be a complete separable metric space with metric d(·, ·) and m a Radon
measure on R. We assume that R is unbounded. We fix a point o ∈ R regarded as
the origin, and set
Sr = {x ∈ R ; d(o, x) < br}.(8.1)
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Here {br} is an increasing sequence of positive numbers such that limr→∞ br = ∞.
We will later choose {br} suitably according to the model.
Let Q˜ be the configuration space over R, i.e., Q˜ is a nonnegative integer-valued
Radon measures on R equipped with the vague topology. An element s ∈ Q˜ can be
expressed as s =
∑
i δsi, and by definition,
Q˜ = {s =
∑
i
δsi ; s(K) <∞ for all compact set K}.
Let Q be the subset defined by
Q = {s ∈ Q˜ ; s(Sr) <∞ for all r ∈ N}.
We say an element s of Q a locally finite configuration. We note that this notion
depends on the choice of the metric d equipped with R.
Let Qn := {s ∈ Q; s(R) = n} be the set of n-point configurations and Qfin =
⊔∞
n=0Qn, where Q0 is the singleton of empty configuration ∅. Clearly, Qfin ⊂ Q ⊂ Q˜.
For a function f : Qfin → C, there exist a constant f 0 ∈ C and symmetric
functions f n : Rn → C so that f(∅) = f 0 and f(s) = f n(s1, s2, . . . , sn) for s =∑
n
i=1 δsi ∈ Qn, n = 1, 2, . . . . We say that f : Qfin → C is continuous if so is
f n : Rn → C for every n. We note that this continuity does not imply that in the
vague topology, and is enough for our argument. We often omit the superscript n
and abuse the same notation f(x) for the function f n on Rn.
For a Borel subset A, let P(A) be the set of all Borel probability measures µ on
Q˜ such that µ(Ac) = 0. We naturally regard such a µ as the probability measure on
(A,B(A)).
Definition 8.1. Fix a Radon measure m on R. We say that µ ∈ P(Q) has an
m-approximating sequence if (i) there exists a sequence µn ∈ P(Qn), n ∈ N such
that {µn} converges weakly to µ, and (ii) there exists a continuous function fµ :
Qfin → [0,∞) such that
µn(dx) = Z(µn)−1fµ(x)m⊗n(dx) (x ∈ Rn),(8.2)
where
Z(µn) =
∫
Rn
fµ(x)m
⊗n(dx).(8.3)
The totality of such probability measures is denoted by Pm(Q).
In Definition 8.1, we implicitly assume that 0 < Z(µn) <∞.
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Throughout this section we fix two probability measures µ, ν ∈ Pm(Q) with m-
approximations {µn} and {νn}, respectively. We define the function h : Qfin → [0,∞]
by
h(s) = hµ,ν(s) =
fµ(s)
fν(s)
,(8.4)
where it is understood to be ∞ when h(s) is not defined. Note that the domain of
h is Qfin, not Q. We remark that for s ∈ Qfin
dµn
dνn
(s) = h(s)
Z(νn)
Z(µn) .
Our task is to extend the domain of h naturally to Q in such a way that the extended
function hˆ is the Radon-Nikodym density dµ/dν.
Let Sr be as in (8.1). For r > 0, we define πr, π
c
r : Q→ Q by
πr(s) =
∑
si∈Sr
δsi, π
c
r(s) =
∑
si∈Scr
δsi for s =
∑
i
δsi ∈ Q.
For the function h on Qfin, we define hr : Q→ [0,∞] and hcr : Qfin → [0,∞] by
hr(s) = h(πr(s)), h
c
r(s) = h(π
c
r(s))
for each r > 0, respectively. Then for each s ∈ Qfin we see that
hr(s) = h(s) for sufficiently large r = rs.
This relation is a key to define the extension hˆ from h, and is a crucial consistency
in our argument.
For a non-decreasing positive sequence {ak}k∈N we define a subset of Q by
(8.5) Hk = {s ∈ Q ; a−1k ≤ inf
r∈N
hr(s) ≤ sup
r∈N
hr(s) ≤ ak}.
For {µn}n and {νn}n introduced in (A2) below, we set
µnk := µ
n(·|Hk) = µ
n(· ∩ Hk)
µn(Hk) , ν
n
k := ν
n(·|Hk) = ν
n(· ∩ Hk)
νn(Hk) .(8.6)
Taking (A3) below into account, we can and do assume that µ(Hk), ν(Hk), µn(Hk),
and νn(Hk) are all positive. Hence the measures in (8.6) are well defined for all k, n.
We now state the assumptions by using the notion ofm-approximating sequences
introduced in Definition 8.1. Hence let Pm be as in Definition 8.1, h = hµ,ν be as in
(8.4), and Hk be as above. For a map f on Q, we denote by Dcp(f) the discontinuity
28
points of f . We assume the following:
(A1) Dcp(πr) and Dcp(hr) are µ and ν measure zero for each r ∈ N.
(A2) µ and ν ∈ Pm with m-approximating sequences {µn}n and {νn}n.
(A3) lim
k→∞
lim inf
n→∞
µn(Hk) = lim
k→∞
lim inf
n→∞
νn(Hk) = 1.
(A4) For each r ∈ N, h(s) = hr(s)hcr(s) for s ∈ Qfin.
(A5) For each k ∈ N,
sup
n∈N
∫
Q
|hcr − 1|dνnk = o(1) (r →∞).
Before proceeding to the proof, we briefly sketch the structure of our proof.
From (A2) and (A3) we deduce that {(µnk, νnk , νn(Hk))}n are relatively compact. Let
{(µn′k , νn′k , νn′(Hk))}n′ be convergent subsequence with intermediate limits {(µk, νk, ανk)}
such that
{(µn′k , νn
′
k , ν
n′(Hk))} → {(µk, νk, ανk)} → (µ, ν, 1).
We note that the supports of {νn′k } are singular each other in n′ for each k. Hence
we introduce probability measures µn
′
k ◦π−1r and νn′k ◦π−1r and prove the convergence
of Radon-Nikodym density dµn
′
k ◦π−1r /dνn′k ◦π−1r . Our proof consists of the following
steps:
dµn
′
k ◦ π−1r
dνn
′
k ◦ π−1r
(a)−−−→
n′→∞
dµk ◦ π−1r
dνk ◦ π−1r
(b)−−−→
r→∞
dµk
dνk
(c)−−−→
k→∞
dµ
dν
.
Remark 8.1. (1) Assumption (A4) implicitly assumes that the Radon-Nikodym
densities dµn/dνn come from the sum of one-body potentials. In our application, we
set µn and νn as two Palm measures µnx and µ
n
y of
µn(ds) = Z(µn)−1e−
∑
1≤i<j≤n Ψ(|si−sj |)m⊗n(ds)
for s ∈ Rn and x,y ∈ Rℓ. Then the Radon-Nikodym derivative of two Palm measures
µn+ℓx and µ
n+ℓ
y , because of cancellation of mutual two-body potential part between
s, is given by
dµn+ℓx
dµn+ℓy
(s) ∝ e−
∑
n
j=1 Ψ˜(sj),
where Ψ˜(s) =
∑ℓ
i=1{Ψ(|xi−s|)−Ψ(|yi−s|)}. In the case of the Ginibre point process
Gn, the two-body potential Ψ is a logarithmic potential, i.e., Ψ(t) = −2 log t.
Under this setting, we also see that
dµn+ℓx,k ◦ (πcr)−1
dµn+ℓy,k ◦ (πcr)−1
(s) ≈ hcr(s) ∝ e−
∑
sj∈S
c
r
Ψ˜(sj).
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We note that (A5) controls the tail part of the above Radon-Nikodym densities
uniformly in n.
(2) We use (A1)–(A3) for
(a)−−−→
n′→∞
. We use (A5) to justify the procedure
(b)−−−→
r→∞
. In
fact, (A5) is used in (8.22) of Lemma 8.7. We also remark that the step
(c)−−−→
k→∞
follows
from (A3) and (A5).
The following four lemmas also hold for µnk under the assumptions (A1)–(A3)
because these assumptions are symmetric in (µn, µ) and (νn, ν).
Lemma 8.1. {νnk}n∈N is tight in n for all k ∈ N.
Proof. Since νn → ν weakly from (A2), {νn}n∈N is tight, i.e., for any ǫ > 0 there is
a compact set Kǫ such that supn∈N ν
n(Kcǫ ) ≤ ǫ. From this combined with (8.6), we
have
lim sup
n→∞
νnk(K
c
ǫ ) ≤
ǫ
lim infn→∞ νn(Hk) .
Therefore, {νnk}n∈N is tight from (A3).
For two measures m1 and m2 on a measurable space (Ω,F), m1 ≤ m2 means
m1(A) ≤ m2(A) for all A ∈ F .
Lemma 8.2. There exists an increasing sequence {np}p∈N of natural numbers suct
that, for all k ∈ N, the following limits exist:
νk := lim
p→∞
ν
np
k weakly,(8.7)
ανk := lim
p→∞
νnp(Hk).(8.8)
The limiting probability measures {νk}k∈N and constants {ανk}k∈N satisfy
0 ≤ ανk ≤ ανl ≤ 1 for all k ≤ l, lim
k→∞
ανk = 1,(8.9)
ανkνk ≤ ανl νl ≤ ν for all k ≤ l.(8.10)
Furthermore, νk → ν strongly as k →∞ in the following sense:
lim
k→∞
νk(A) = ν(A) for all A ∈ B(S).(8.11)
Proof. By tightness of {νnk}n combined with the diagonal argument, one can take a
common subsequence {np}p of N so that (8.7) and (8.8) hold for all k ∈ N.
Recall that Hk ⊂ Hl for all k ≤ l by definition. From this we see 0 ≤ νn(Hk) ≤
νn(Hl) ≤ 1. From (8.8) we then obtain the inequalities in (8.9). From this and
(A3), we deduce that limk→∞ ανk = 1. We thus obtain (8.9).
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From Hk ⊂ Hl for all k ≤ l and (8.6), we deduce that
νn(Hk)νnk ≤ νn(Hl)νnl ≤ νn.(8.12)
Recall that 0 < νnp(Hk) ≤ 1. Then (8.10) follows from (8.8), (8.12), and (A2) by
taking the limit along {np}p∈N.
We deduce from (8.9) and (8.10) that, for any Borel set A,
lim sup
k→∞
νk(A) ≤ ν(A).(8.13)
Replacing A with Ac in (8.13), we obtain
lim inf
k→∞
νk(A) = 1− lim sup
k→∞
νk(A
c) ≥ 1− ν(Ac) = ν(A).(8.14)
From (8.13) and (8.14), we conclude (8.11).
Lemma 8.3. For each k ∈ N, νk(Hk) = 1 and νk is absolutely continuous with
respect to ν and νl for l ≥ k.
Proof. Absolute continuity part follows from (8.10). Let Hk,r = {a−1k ≤ hr(s) ≤ ak}.
We easily see that
Dcp(1Hk,r) ⊂ {hr(s) = a−1k }
⋃
{hr(s) = ak}
⋃
Dcp(πr).
Note that the cardinality of the set {a; ν({hr(s) = a}) > 0} is at most count-
able. Hence, retaking ak if necessary, we can assume without loss of generality that
ν(hr(s) = a
−1
k ) = ν(hr(s) = ak) = 0 for all k. Then ν(Dcp(1Hk,r)) = 0. From
this, (8.9) and (8.10), we deduce that νk(Dcp(1Hk,r)) = 0. From this and the weak
convergence of ν
np
k to νk together with ν
n
k(Hk,r) = 1 for all n, we deduce that for
each k
νk(Hk,r) = 1 for all r ∈ N.(8.15)
From (8.15) we deduce νk(Hk) = 1 because Hk = ∩∞r=1Hk,r.
Remark 8.2. (1) It follows immediately from (8.10) that ανkνk ≤ ν(Hk)ν(·|Hk).
Since both νk and ν(·|Hk) are probability measures, ανk := limp→∞ νnp(Hk) ≤ ν(Hk).
Furthermore, if ανk = ν(Hk), then νk = ν(·|Hk).
(2) Let k be fixed. In Lemma 8.1 and Lemma 8.2, we proved that {νnk}n∈N is tight
in n for each k and we took a convergent subsequence {νnpk }p∈N with limit νk. We
remark that the whole sequence {νnk}n∈N, however, does not converge in general.
Indeed, by definition,
νnk(ds) =
1
νn(Hk)1Hk(s)ν
n(ds).
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Since the function 1Hk is not continuous, {νnk}n∈N does not necessarily converge
weakly in general. Furthermore, the limit point νk may depend on the choice of the
subsequence {νnpk }p∈N. This fact makes our proof complicated.
We remark that, if ν(∂Hk) = 0, then the convergence of {νnk}n∈N follows from
that of {νn}n∈N to ν. It would not be easy to prove ν(∂Hk) = 0 in general because Q
is equipped with the vague topology. Indeed, ∂Hk may be large in general as is seen
in Lemma 8.4 below. In the case of the Ginibre point process, one can construct
such a configuration t ∈ Q as in Lemma 8.4.
In the proof of Lemma 8.3, we introduced σ[πr]-measurable sets Hk,r such that
∩∞r=1Hk,r = Hk and that ν(∂Hk,r) = 0, and applied the above mentioned strategy
to 1
νn(Hk,r)1Hk,rν
n.
The point is that the limit ν˜ := limk→∞ νk is independent of the choice of a
subsequence {νnpk }p∈N and coincides with ν. To prove this, we use the monotonic-
ity argument in the sequel. The monotonicity comes from (8.9), (8.10), and the
definition of {Hk}.
Lemma 8.4. Assume (A4). If there exists a t ∈ Q such that 0 < hr(t) <∞ for all
r ∈ N and limr→∞ hr(t) =∞, then ∂Hk = Hk.
Proof. For each s ∈ Hk, t ∈ Q as in the assumption, and q > r > 0, we set
ur,q = πr(s) + π
c
r(πq(t)) ∈ Qfin. We see that from (A4)
h(ur,q) = hr(πr(s))h
c
r(πq(t)) = hr(s)
hq(t)
hr(t)
=
hr(s)
hr(t)
hq(t).
This implies that limq→∞ h(ur,q) =∞ for any fixed r > 0 since hr(s)/hr(t) > 0 from
the assumptions of s and t. Hence limq→∞ sups∈N hs(ur,q) = ∞ because h(ur,q) ≤
sups∈N hs(ur,q). Therefore, for fixed r > 0, there exists a q(r) > r such that ak <
sups∈N hs(ur,q(r)), which yields that ur,q(r) ∈ Hck. Since limr→∞ ur,q(r) = s in the vague
topology, we conclude that ∂Hk = Hk.
Lemma 8.5. The Radon-Nikodym derivative dνk/dν converges to 1 ν-a.s. as k →
∞.
Proof. From (8.10) and Lemma 8.3, we have that
(8.16) ανk
dνk
dν
≤ ανl
dνl
dν
≤ 1 ν-a.s.
for k ≤ l. Since ανk dνkdν is non-decreasing in k and ανk ր 1 by (8.9), we see that
limk→∞
dνk
dν
exists and is bounded by 1 ν-a.s. By Lemma 8.2 and the bounded
convergence theorem, we obtain∫
Q
ϕdν = lim
k→∞
∫
Q
ϕdνk =
∫
Q
ϕ
(
lim
k→∞
dνk
dν
)
dν
for ϕ ∈ Cb(Q). Therefore limk→∞ dνkdν = 1 ν-a.s.
32
Lemma 8.6. Let {np}p∈N be as in Lemma 8.2. For k, r ∈ N, we have
lim
p→∞
∫
Q
ϕhrdν
np
k =
∫
Q
ϕhrdνk for all ϕ ∈ Cb(Q).(8.17)
Proof. From (A1) and Lemma 8.3, we obtain νk(Dcp(hr)) = 0. This combined with
the weak convergence of ν
np
k to νk yields (8.17).
As mentioned before, Lemma 8.1–Lemma 8.5 hold for {µnk}n∈N under the assump-
tions (A1)–(A3). In particular, {µnk}n∈N is tight in n for all k. Therefore, by retaking
a subsequence if necessary, we may assume that there exists an increasing sequence
{np}p∈N of natural numbers such that (µnpk , νnpk , νnp(Hk)) converges to (µk, νk, ανk) for
all k as p→∞. In what follows, we use the symbol {np}p∈N for such a sequence.
Lemma 8.7. Let µk and νk be the limits of {µnpk }p∈N and {νnpk }p∈N, respectively.
Then there exists a constant ζk ∈ (0,∞) such that∫
Q
ϕdµk = ζk lim
r→∞
∫
Q
ϕhrdνk for all ϕ ∈ Cb(Q).(8.18)
The constant ζk depends on {np}p∈N such that
ζk = lim
p→∞
Z(νnpk )
Z(µnpk )
for each k ∈ N.(8.19)
Proof. Let ιn : R
n → Q be defined by ιn(s1, . . . , sn) =
∑
n
i=1 δsi. We put Hnk =
ι−1
n
(Hk) ⊂ Rn. We define
Z(νnk) =
∫
Hn
k
fν(s)m
⊗n(ds), Z(µnk) =
∫
Hn
k
fµ(s)m
⊗n(ds).
Then, we deduce from (8.2)–(8.4) that
Z(νnk)
Z(µnk)
=
∫
Hn
k
fµ(s){h(s)−1 − 1}m⊗n(ds)∫
Hn
k
fµ(s)m⊗n(ds)
+ 1
≤ max{|ak − 1|, |1− a−1k |}+ 1.
Hence there exists a subsequence {ns}s∈N of {np}p∈N with a limit ζk such that
lim
s→∞
Z(νnsk )
Z(µnsk )
= ζk <∞(8.20)
for each k ∈ N. Interchanging the role of µk and νk, we also see that ζk > 0.
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We deduce from (A2) and (A4) that∫
Q
ϕdµnk =
Z(νnk)
Z(µnk)
∫
Q
ϕhrh
c
rdν
n
k(8.21)
=
Z(νnk)
Z(µnk)
{
∫
Q
ϕhr(h
c
r − 1)dνnk +
∫
Q
ϕhrdν
n
k}.
From (A5) and (8.5), we obtain that, as r →∞,
lim sup
p→∞
|
∫
Q
ϕhr(h
c
r − 1)dνnpk | ≤ ‖ϕ‖∞akor(1).(8.22)
Since {ns}s∈N is a subsequence of {np}p∈N, the sequences {νnsk } and {µnsk } converge
to νk and µk, respectively. Putting these, Lemma 8.6, (8.20), and (8.22) into (8.21),
we obtain (8.18).
We note that
∫
Q
ϕdµk and limr→∞
∫
Q
ϕhrdνk are independent of the choice of
the subsequence {ns}s∈N defining ζk. Hence, we deduce from (8.18) that ζk is inde-
pendent of the choice of {ns}s∈N (but may depend on {np}p∈N at this stage). We
have thus completed the proof.
Remark 8.3. By the definition of the normalization constants Z(·)’s, we see that
Z(νn) = νn(Hk)−1Z(νnk). By Lemma 8.2 and (8.19), we have
(8.23) lim
p→∞
Z(νnp)
Z(µnp) =
αµk
ανk
ζk.
Note that the left-hand side of (8.23) does not depend on k, and hence so does the
right-hand side. Since limk→∞ α
µ
k = limk→∞ α
ν
k = 1, we obtain from (8.23) that
(8.24) ζ := lim
k→∞
ζk = lim
p→∞
Z(νnp)
Z(µnp) .
We will prove in Proposition 8.9 that ζ is independent of the choice of {np}p∈N.
Proposition 8.8. Let νk be as in Lemma 8.2. Then there exists a unique h∞ ∈
L1(Q, ν) such that, for each k ∈ N,
h∞ = lim
r→∞
hr weakly in L
1(νk).(8.25)
Furthermore, h∞ does not depend on the choice of a subsequence {np}p∈N and h∞
is not identically zero.
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Proof. From (8.5) and νk(Hk) = 1 by Lemma 8.3, we deduce that, for all r ∈ N,
‖hr‖L∞(νk) ≤ ak.
We can take a common subsequence {rm}m ⊂ (0,∞) tending to∞ such that, for all
k ∈ N, the subsequence {hrm}m is an L1(νk)-weak convergent sequence with limit
hk∞ satisfying ‖hk∞‖L∞(νk) ≤ ak for each k ∈ N. Here hk∞ is a function on Q. From
(8.10) we have that L∞(ν) ⊂ L∞(νk). These yield, for all k ∈ N,
lim
m→∞
∫
ϕhrmdνk =
∫
ϕhk∞dνk for all ϕ ∈ L∞(ν).(8.26)
For k ≤ l, we see that∫
ϕhk∞dνk = lim
m→∞
∫
ϕhrmdνk = lim
m→∞
∫
ϕhrm
dνk
dνl
dνl(8.27)
=
∫
ϕhl∞
dνk
dνl
dνl =
∫
ϕhl∞dνk for all ϕ ∈ L∞(ν).
We used here ϕdνk
dνl
∈ L∞(νl) by the inequality dνkdνl ≤
αν
l
αν
k
, which follows from (8.10).
From (8.27), we obtain the consistency such that, for all k ∈ N,
hk∞ = h
l
∞ for νk-a.s. for all k ≤ l ∈ N.(8.28)
From (8.10) and νk(Hk) = 1 in Lemma 8.3, we deduce that ν(∪∞k=1Hk) = 1. We
then deduce from this and (8.28) that there exists a function h∞ defined for ν-a.s.
such that
h∞(s) = h
k
∞(s) for νk-a.s. for all k ∈ N.
Hence we can rewrite (8.26) as
lim
m→∞
∫
ϕhrmdνk =
∫
ϕh∞dνk for all ϕ ∈ L∞(ν).(8.29)
We deduce from (8.29) and Lemma 8.7 that∫
ϕdµk = ζk
∫
ϕh∞dνk for all ϕ ∈ Cb(Q).(8.30)
From (8.30), the limit h∞ in (8.29) is unique for νk-a.s. and, as a result, the whole
sequence {hr} converges to h∞ weakly in L1(νk) for all k ∈ N. That is,
lim
r→∞
∫
ϕhrdνk =
∫
ϕh∞dνk for all ϕ ∈ L∞(ν).(8.31)
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We remark that, at this stage, h∞ in (8.31) may depend on {np}p∈N defining {νk}k∈N.
Our next task is to prove that h∞ does not depend on {np}p∈N.
Let νk and ν˜k be two subsequential limits, and h∞ and h˜∞ the corresponding
limits of hr as in (8.31), respectively. We then obtain from (8.31) that
lim
r→∞
∫
ϕhrdν˜k =
∫
ϕh˜∞dν˜k for all ϕ ∈ L∞(ν).(8.32)
For a fixed ǫ ∈ (0, 1) and k ∈ N, we let
(8.33) Ak = {s ∈ Q; ǫ ≤ dνk
dν
≤ ǫ−1, ǫ ≤ dν˜k
dν
≤ ǫ−1}.
From Lemma 8.5, we see that limk→∞
dνk
dν
= limk→∞
dν˜k
dν
= 1 ν-a.s. Hence,
ν(
⋃
k∈N
Ak) = 1.(8.34)
For ψ ∈ L∞(ν), set ϕ = ψIAk ∈ L∞(ν). From (8.33) and ϕ = ψIAk ∈ L∞(ν), we
then see that
ϕ
dνk
dν
(
dν˜k
dν
)−1
∈ L∞(ν).(8.35)
Hence, we deduce from (8.31), (8.32), and (8.35) that∫
h∞ϕdνk = lim
r→∞
∫
hrϕdνk
= lim
r→∞
∫
hrϕ
dνk
dν
(
dν˜k
dν
)−1
dν˜k
=
∫
h˜∞ϕ
dνk
dν
(
dν˜k
dν
)−1
dν˜k =
∫
h˜∞ϕdνk.
This implies that h∞ = h˜∞ ν-a.e. on Ak for any k ∈ N. Therefore, from (8.34), we
conclude that h∞ = h˜∞ ν-a.s.
Putting ϕ ≡ 1 in (8.30), we have 1 = ζk
∫
h∞dνk. We have already seen that
ζk ∈ (0,∞). Therefore, h∞ cannot be identically zero on Hk for every k, and hence
h∞ is not identically zero by its definition.
Proposition 8.9. Let ζk, ζ , and {np}p∈N be as in Lemma 8.7 and Remark 8.3.
Then ζ is unique in the sense that ζ does not depend on the choice of a subsequence
{np}p∈N. Furthermore, ζ is given by
(8.36) ζ = lim
n→∞
Z(νn)
Z(µn) .
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Proof. From Lemma 8.3 and (8.30), we see that∫
ϕdµ = lim
k→∞
∫
ϕdµk = lim
k→∞
ζk
ανk
∫
ϕh∞
(
ανk
dνk
dν
)
dν.(8.37)
We see that limk→∞ ζk/ανk = ζ from (8.9) and (8.24) and that α
ν
k
dνk
dν
ր 1 ν-a.s. from
Lemma 8.5 with (8.16). Hence, applying the monotone convergence theorem to the
most right-hand side of (8.37), we obtain that, for each non-negative ϕ ∈ Cb(Q),∫
ϕdµ = ζ
∫
ϕh∞dν.(8.38)
From Proposition 8.8, we see that h∞ is independent of the choice of a sub-
sequence {np}p∈N and uniquely determined ν-a.s. Putting ϕ ≡ 1 in (8.38) yields
1 = ζ
∫
h∞dν. Since h∞ was not identically zero from Proposition 8.8, we see that
ζ =
(∫
h∞dν
)−1
∈ (0,∞).
In particular, ζ is independent of the choice of a subsequence {np}p∈N.
From (8.24) and the fact that ζ is independent of {np}p∈N, we conclude that
ζ is given by (8.36). Indeed, from (8.24), we deduce that, for any subsequence of
{ni}i∈N, we can choose a further subsequence {nj}j∈N such that ζ = limj→∞ Z(ν
nj )
Z(µnj ) .
This implies (8.36) because ζ is independent of {ni}i∈N and {nj}j∈N.
The following theorem is the main result of this section.
Theorem 8.10. Under Assumptions (A1)–(A5), µ is absolutely continuous with
respect to ν with the Radon-Nikodym density
dµ
dν
= ζh∞,
where h∞ and ζ are given by (8.25) and (8.36), respectively.
Proof. From (8.38), we conclude that dµ/dν = ζh∞.
9 Absolute continuity of Palm measures of Gini-
bre point process
We verify Assumptions in Section 8 for two Palm measures of the Ginibre point
process G on R = C with the Euclidean metric. We take o as the origin of C and
br = 2
r. Hence Sr = {z ∈ C; |z| < 2r} by definition. Let m be the Lebesgue measure
on C.
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In this section we regard G (similarly for Gn) as the DPP associated with K˜(z, w) =
π−1ezw−
1
2
(|z|2+|w|2) and the Lebesgue measure m (see (2.1)). Now we verify Assump-
tions by setting x,y ∈ Cℓ and µ = Gx and ν = Gy. Here Gx and Gy are reduced
Palm measures of G conditioned at x and y, respectively. For n > ℓ we set Gnx and
Gny by the reduced Palm measures of G
n conditioned at x and y, respectively.
From (4.3), we consider the following function as h on Qfin = ⊔∞n=0Qn
h(s) =
∏
n
i=1 |x− si|2∏
n
i=1 |y− si|2
=
ℓ∏
j=1
∏
n
i=1 |1− xj/si|2∏
n
i=1 |1− yj/si|2
s ∈ Qn.(9.1)
Lemma 9.1. (A1), (A2), and (A4) are satisfied with µ = Gx and ν = Gy, µ
n = Gnx
and νn = Gny. Moreover, h is taken as (9.1).
Proof. Since ν has a locally bounded, 1-correlation function ρ˜1(s) with respect to
the Lebesgue measure m, (A1), (A2) and (A4) are clear by construction.
Let Dr = {z ∈ C; |z| ≤ r}. Let ⌈z⌉ denote the minimal integer greater than or
equal to z ∈ R. For fixed α ∈ N we set
uα(z) =
(⌈|z|⌉
z
)α
, vα(z) =
1
zα
,
Fα,r(s) = 〈s, uα1Dr\D1〉 =
∑
1<|si|≤r
(⌈|si|⌉
si
)α
,
Gα,r,R(s) = 〈s, vα1DR\Dr〉 =
∑
r<|si|≤R
1
sαi
, (s =
∑
i
δsi).
In the next two lemmas, we consider ν ∈ P(Q) and a sequence {νn}n∈N of
probability measures such that each νn is supported on Qn and {νn}n∈N is an m-
approximation of ν. Later, we will take νn to be the n-particle approximation Gny of
Palm measures ν = Gy of the Ginibre point process.
We introduce the notation ν∞ := ν to simplify the statement.
Lemma 9.2. Let α ∈ N. Assume that
sup
n∈N∪{∞}
‖Fα,r‖L2(νn) = O(rc) as r →∞ for some c = cα < 1.(9.2)
Then we obtain the following.
sup
n∈N∪{∞}
R>r
‖Gα,r,R‖L2(νn) = O(rc−α).(9.3)
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Proof. For α ∈ N and r, R ∈ N with r < R, by summation by parts, we have
Gα,r,R(s) =
R∑
k=r+1
1
kα
∑
k−1<|si|≤k
(⌈|si|⌉
si
)α
=
R∑
k=r+1
1
kα
(Fα,k − Fα,k−1)
=
Fα,R
Rα
− Fα,r
(r + 1)α
+
R−1∑
k=r+1
(
1
kα
− 1
(k + 1)α
)
Fα,k.
Hence, by taking the L2(νn)-norm and applying the assumption (9.2), we obtain
(9.3).
For 0 ≤ r < R <∞ and x ∈ C we set
Hxr,R(s) =
∏
r<|si|≤R
|1− x
si
|2 (s =
∑
i
δsi).
By construction, we see that
hr(s) =
∏ℓ
j=1H
xj
0,br
(s)∏ℓ
j=1H
yj
0,br
(s)
.(9.4)
Lemma 9.3. Assume that the 1-correlation functions ρ˜n1 of ν
n (n ∈ N ∪ {∞}) with
respect to the Lebesgue measure on C satisfy
sup
n∈N∪{∞}
s∈C
ρ˜n1(s) <∞.(9.5)
If there exists c < 1 such that, for α = 1, 2,
sup
n∈N∪{∞}
‖Fα,r‖L2(νn) = O(rc) as r →∞,(9.6)
then the following hold.
(1) For fixed x ∈ C,
sup
n∈N∪{∞}
R>r
‖ logHxr,R‖L1(νn) = O(r−(1−c)) as r →∞.(9.7)
(2) The series logHx0,r converges in L
1(νn) uniformly in n ∈ N∪ {∞} and uniformly
in x on any compact set in C. Moreover, with bp = 2
p,
lim
k→∞
inf
n∈N∪{∞}
νn
(
sup
p∈N
| logHx0,bp| ≤ k
)
= 1.(9.8)
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Proof. For sufficiently large r (r ≥ |x|+ 1, say), we have
∣∣∣∣∣∣
∑
r<|si|≤R
log(1− x
si
)−
∑
r<|si|≤R
x
si
− 1
2
∑
r<|si|≤R
(
x
si
)2∣∣∣∣∣∣ ≤ c1
∑
r<|si|≤R
∣∣∣∣ xsi
∣∣∣∣3 .(9.9)
For the right-hand side, we deduce from (9.5) that
sup
n∈N∪{∞}
R>r
Eν
n
[
∑
r<|si|≤R
| x
si
|3] ≤
∫
Dcr
|x|3
|s|3 { supN∪{∞}
s∈C
ρ˜n1(s)}ds = O(r−1).(9.10)
Hence from (9.9), (9.10), and Lemma 9.2, we have
sup
n∈N∪{∞}
R>r
‖ logHxr,R‖L1(νn) ≤ max
{|x|, |x|2
2
} 2∑
α=1
sup
n∈N∪{∞}
R>r
‖Gα,r,R‖L2(νn) +O(r−1)
= O(r−(1−c)).
This completes the proof of (9.7).
Since
| logHx0,r| =
∣∣∣ ∑
|si|≤r
log |1− x
si
|2
∣∣∣ ≤ 2〈s, ∣∣∣ log |1− x
s
|
∣∣∣1Dr(s)〉 ,
we see from (9.5) that, for any r > 0,
sup
n∈N∪{∞}
‖ logHx0,r‖L1(νn) ≤ 2
∫
Dr
∣∣ log |1− x
s
|∣∣ sup
n∈N∪{∞}
ρ˜n1(s)ds
≤ 2C
∫
Dr
{∣∣ log |s− x|∣∣+ ∣∣ log |s|∣∣}ds <∞.
Therefore, we deduce from (9.7) and the above that the series {logHx0,r}r∈N is a
Cauchy sequence in L1(νn) uniformly in n ∈ N∪ {∞}. This yields the first claim of
(2).
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By a direct calculation we obtain that
νn({sup
p∈N
| logHx0,bp| > k}) = νn
( ⋃
p∈N
{| logHx0,bp| > k}
)
(9.11)
= νn
( ⋃
p∈N
{| logHx0,∞ − logHxbp,∞| > k}
)
≤ νn({| logHx0,∞| > k/2})+ νn( ⋃
p∈N
{| logHxbp,∞| > k/2}
)
=
∞∑
p=0
νn({| logHxbp,∞| > k/2}) (set b0 = 0)
≤ 2
k
∞∑
p=0
‖ logHxbp,∞‖L1(νn).
We deduce from bp = 2
p and (9.7) that
sup
n∈N∪{∞}
∑
p∈N
‖ logHxbp,∞‖L1(νn) <∞.(9.12)
Therefore, we obtain from (9.11) and (9.12) that
sup
n∈N∪{∞}
νn(sup
p∈N
| logHx0,bp | > k) = O(1/k).
(9.8) is immediate from this. We thus complete the proof of Lemma 9.3.
Corollary 9.4. Assumption (A3) holds for {νn}n∈N∪{∞} under the assumptions (9.5)
and (9.6).
Proof. Take ak = e
2ℓk. Then (A3) follows from (9.8) and (9.4).
We now proceed with the proof of (A3) and (A5) for the Ginibre case. As before,
we set x,y ∈ Cℓ and µ = Gx and ν = Gy. We also set G∞ = G, G∞x = Gx, and
G∞y = Gy.
We verify (A3) by checking the assumptions (9.5) and (9.6) in Corollary 9.4.
Lemma 9.5. For each x ∈ Cℓ, we have
sup
n∈N∪{∞}
‖Fα,r‖L2(Gnx) = O(r1/2) as r →∞.
Proof. Notice that ‖Fα,r‖L2(Gnx) ≤ {VarG
n
x(Fα,r)}1/2+ |EGnx[Fα,r]|. Since EGn [Fα,r] = 0
by rotational invariance of Gn, we can show that |EGnx [Fα,r]| = O(1) by using (6.5).
Hence it suffices to show that sup
n∈N∪{∞}Var
Gnx(Fα,r) = O(r).
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In Lemma 6.1, if we put h(t) = 1(1,r](t)(
⌈t⌉
t
)α for α ∈ N, then gα = Fα,r. Since
Fα,r is uniformly bounded in r, it follows from Lemma 6.1 and Lemma 6.3 that there
exists a positive constant c = cx,α > 0 independent of r such that
sup
n∈N∪{∞}
VarG
n
x(Fα,r) ≤ VarG(Fα,r) + c = O(r).
The last equality is a result from [15, Theorem 1.2].
Since the 1-correlation functions for {Gn}n∈N∪{∞} are uniformly bounded, so are
those for {Gnx}n∈N∪{∞} by (6.5) in Remark 6.1. Then (9.5) follows. Also (9.6) follows
from Lemma 9.5. Therefore, (A3) holds for {Gnx}n∈N∪{∞} from Corollary 9.4.
We next verify (A5) for Gnx,k = G
n
x(·|Hk) as in (8.6).
Lemma 9.6. For each x ∈ Cℓ, we have the following.
sup
n∈N∪{∞}
∫
Q
|hcr − 1|dGnx,k = o(1) as r →∞.
Proof. Since hcr(s) = lims→∞ hs(s)/hr(s) for s ∈ Qfin, we have
a−2k ≤ inf
r∈N
hcr(s) ≤ sup
r∈N
hcr(s) ≤ a2k Gnx,k-a.s.(9.13)
and, from (9.4),
(9.14) | log hcr| ≤ lim inf
s→∞
ℓ∑
j=1
{| logHxjbr ,bs|+ | logH
yj
br ,bs
|}.
Since |t− 1| ≤ (t ∨ 1)| log t| for t > 0 and (9.13), we see that∫
Q
|hcr − 1|dGnx,k ≤ max{a2k, 1}
∫
Q
| log hcr|dGnx,k.(9.15)
In view of Lemma 9.5, applying Lemma 9.3 (1) to (9.14) and Fatou’s lemma yield
sup
n∈N∪{∞}
∫
Q
| log hcr|dGnx = O(b−1/2r ).(9.16)
Since Gnx,k ≤ Gnx(Hk)−1Gnx, we obtain the assertion from (9.15) and (9.16).
The main theorem of this section is as follows.
Theorem 9.7. For each x,y ∈ Cℓ, Gx is absolutely continuous with respect to Gy.
The Radon-Nikodym density dGx/dGy is given by (1.8) and (1.9).
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Proof. As we have seen above, all the assumptions of Theorem 8.10 are fulfilled.
Hence from Theorem 8.10 we deduce the first claim. By Theorem 8.10 the Radon-
Nikodym density is given by dGx/dGy = ζh∞, where h∞ = limr→∞ hr in the sense
of (8.25) and hr on Qfin is given by (9.1). Hence it only remains to prove the
convergence h∞ = limr→∞ hr is Gy-a.s. by retaking the sequence {br} suitably, and
to prove ζ = 1/Zxy.
By Lemma 9.3 (2), we see that log h∞ = limr→∞ log hr converges in L1(Gy)
because Gy = ν
∞. Hence a suitable subsequence converges almost surely in s, and
uniformly on any compact set in C\{yi}i for Gy-a.e. s =
∑
i δsi .
Hence (1.8) and (1.9) follows from (8.36) combined with (4.4).
of Theorem 1.2 . Theorem 1.2 follows from Theorem 9.7 immediately.
10 Concluding remarks and discussions
1. We have proved that the set of Palm measures (at finite points) of the Ginibre
point process is decomposed into equivalence classes ⊔∞ℓ=0Gℓ with respect to absolute
continuity, where Gℓ = {Gx,x ∈ Cℓ}. This result can be viewed as a generalization
of the similar result for finite point processes, i.e., in the Ginibre case,∞−k 6=∞−ℓ
makes sense like n − k 6= n − ℓ for distinct k and ℓ. DPP can be thought to be
associated with a reproducing kernel Hilbert space; Ginibre is associated with the
Bargmann-Fock space HK with reproducing kernel being K(z, w) = e
zw, which is the
space of L2-entire functions with respect to the complex Gaussian measure. The
integral operator with kernel K is the projection operator from L2(C, g(z)dz) to HK.
The Palm kernel Kx for x = (x1, . . . , xℓ) corresponds to the projection operator to
the subspace HK⊖ span{K(·, xi), i = 1, 2, . . . , ℓ}. From our results, the codimension
of the range of Kx in HK can be detected from a typical configuration and subspaces
of the same codimension are compared in terms of Radon-Nikodym density.
One can also define a Palm measure Gx for x ∈ C∞, i.e., x is a countable subset of
C. It would also be interesting to discuss absolute continuity for such Palm measures.
In this direction, it is shown in [3, 5] that the conditioning of configuration outside
of a disk determines the number of particles inside the disk G-a.s, which is called
rigidity in Ginibre point process. From the above discussion, this might mean that
the subspace HK ⊖ {K(·, xi), i ∈ N} is finite dimensional. This is also related to a
completeness problem of random exponentials discussed in [4].
Absolute continuity between Poisson point processes can be completely deter-
mined by the Hellinger distance between their intensity measures [11, 23]; this is
essentially due to Kakutani’s dichotomy for absolute continuity of infinite product
measures [9]. Absolute continuity for general DPPs seems more subtle from known
results ([6, 7]) and it should also be discussed.
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Question. (i) Can one give a criterion for absolute continuity between (a class
of) DPPs µK,λ in terms of K and λ?
(ii) For fixed K and λ, decompose {(µK,λ)x,x ∈ Rℓ, ℓ ∈ N ∪ {0}} into equivalence
classes with respect to absolute continuity.
2. We recall the notions of Ruelle’s class potentials, canonical Gibbs measures and
DLR equations. An interaction potential Ψ : Rd → R ∪ {∞} is called of Ruelle’s
class if Ψ is super stable in the sense of [19], and regular in the following sense:
There exists a positive decreasing function ψ : R+ → R and a constant R0 > 0 such
that
Ψ(x) ≥ −ψ(|x|) for all x, Ψ(x) ≤ ψ(|x|) for all |x| ≥ R0,(10.1) ∫ ∞
0
ψ(t) td−1dt <∞.
A random point field µ on Rd is called a (Φ,Ψ)-canonical Gibbs measure if its regular
conditional probabilities
µmr,ξ = µ( πr ∈ · | πcr(x) = πcr(ξ), x(Sr) = m)
satisfy the DLR equation. That is, for all r,m ∈ N and µ-a.s. ξ,
µmr,ξ(dx) =
1
Zmr,ξ
e−βHr,ξ(x)Πm1Srdx(dx).
Here, Zmr,ξ is the normalization, Πm1Srdx = Π1Srdx(· ∩ {x(Sr) = m}) is the Poisson
measure with intensity 1Srdx, and
Hr,ξ(x) =
∑
xi∈Sr
Φ(xi) +
∑
i<j, xi,xj∈Sr ,
Ψ(xi − xj) +
∑
xi∈Sr , ξk∈Scr
Ψ(xi − ξk)(10.2)
If µ is translation invariant, then Φ = 0. From this and (10.2), µ is loosely given by
(1.4).
For γ > 0 and x ∈ Rγ , we define
Ψγ(x) =
{
1
γ−2 |x|2−γ (γ 6= 2)
− log |x| (γ = 2),(10.3)
and its gradient is then given by
∇Ψγ(x) = − x|x|γ .(10.4)
When γ ∈ N, Ψγ is σγ2 times the fundamental solution of −12∆ on Rγ, where σγ =
2πγ/2/Γ(γ
2
) (the surface volume of the (γ − 1)-dimensional unit sphere Sγ−1). Since
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Ψγ gives the electrostatic potential in R
γ (γ = 3), we call them Coulomb potentials.
The sign of Ψγ is chosen in such a way that the potential describes the system of
one component plasma.
Here we call a translation invariant point process µβ,γ,d in R
d a Coulomb point
process if µβ,γ,d is a “Gibbs measure” with γ-dimensional Coulomb potential Ψγ
with inverse temperature β, and called it a strict Coulomb point process if γ = d.
If d+2 < γ, then Ψγ is a potential in the regime the classical theory can be applied
to, and hence µβ,γ,d can be constructed as a Gibbs measure via the ordinary DLR
equation; however, if d ≤ γ ≤ d + 2, then the integrability of the potential fails
and the DLR equation does not make sense. So we need to construct µβ,γ,d and
understand it as a “Gibbs measure” through the logarithmic derivatives discussed
in Section 2. We characterize µβ,γ,d using the logarithmic derivative such that
dµβ,γ,d(x, s) = −β lim
r→∞
∑
|x−si|<r
∇Ψγ(x− si) = β lim
r→∞
∑
|x−si|<r
x− si
|x− si|γ .
We remark that, because µβ,γ,d is translation invariant, the sum converges in L
1
loc(R
d×
Q, µ1β,γ,d). Ginibre point process is, so far, the only example of strict Coulomb point
processes rigorously constructed and verified as the “Gibbs measure” in the case of
(β, γ, d) = (2, 2, 2).
Question. (iii) It would be interesting to construct strict Coulomb point pro-
cesses other than the Ginibre point process, and to prove the analogy of Theorem 1.1
holds for all β > β0 for some β0 ≥ 0, and if this is the case, then to prove or disprove
that β0 > 0, which is the existence of a phase transition for this phenomena.
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