. In [5] the idea of the method was introduced, and the model scheme, for which the approximate solution is taken to be piecewise linear in space, was studied in the framework of periodic boundary conditions. The resulting scheme was proven to be formally uniformly of order two, and to converge to a weak solution of (1.1). Numerical results showing the uniform second-order accuracy as well as the convergence to the entropy solution in several cases were displayed. In [6] we extended these results to the general case, i.e., to the case of arbitrary boundary conditions and an approximate solution piecewise polynomial of degree k in space. A local maximum principle, the TVBM (total variation bounded in the means) and the TVB (total variation bounded) properties, as well as convergence to a weak solution were proven. A formal uniform order of accuracy of (k + 1) was obtained, and was verified numerically for k = 1, 2 in several cases. Convergence to the entropy solution, as well as sharp capture of discontinuities, were also observed in these cases, even for nonconvex fluxes f. Finally, in [7] the schemes were extended to systems ( m > [2] . This is the main reason why the RKDG methods use a finite element discretization in space. The particular finite elements of our method allow an extremely simple treatment of the boundary conditions. No special numerical treatment of them is required in order to achieve uniform high-order accuracy, as is the case for the finite difference schemes.
Another challenge is given by the increase of the complexity of the structure of the discontinuities. In the one-dimensional case, the Riemann problem can be solved in closed form, and discontinuity curves in the (x, t) plane are simple straight lines passing through the origin. However, in two dimensions, only some special cases of the general Riemann problem have already been solved, and those display a very rich structure; see the works of Wagner [43] , Lindquist [28, 29] , and Tong et al. [41, 42] . Thus, methods which allow triangulations that can be easily adapted to resolve this structure, should seriously be taken into consideration. Our methods allow extremely general triangulations. Moreover, the degree of the polynomial defining the approximate solution can be easily changed from element to element. Thus, adaptive versions of the RKDG methods can be easily defined and shall constitute the subject of a forthcoming work.
From a theoretical point of view, the passage from d = 1 to d = 2 is dra-matic. In the one-dimensional case, it is possible to devise high-order accurate schemes with the TVD (total variation diminishing) property, a property that implies the compactness of the sequence of approximate solutions generated by the schemes. (The TVD schemes were introduced by Harten [14] , and a wide class of them was analyzed by Sweby [40] . In what follows we shall first describe in detail the operator Lh. Then we shall obtain conditions under which the RKDG methods satisfy maximum principles. The local projection Aflh will then be constructed in order to enforce those conditions. The stability and convergence properties of these schemes are summarized at the end of this section. Ve E a8h}, and (., ) is the usual L2(Q) inner product. Notice that in order to go from the weak form (2.4) to the ODE (2.5b), a matrix has to be inverted. However, this can be easily done by hand, for its order is equal to the dimension of the local space V(K) . It is also important to remark that any choice of the degrees of freedom of the approximate solution is allowed in this formulation.
Thus, the operator Lh (Uh, Yh) is a discrete approximation of -div f(u) (together with the corresponding boundary conditions!). The following result gives an indication of the quality of this approximation. .) The constant C depends solely on the dimension of V(K), which was implicitly assumed to be uniformly bounded. 5 2.3. In quest of a maximum principle. We now consider the problem of rendering our schemes L' stable. As we said earlier, we shall construct a local projection Allh whose task will be to enforce a maximum principle on them. In this way, the existence of a maximum principle for the RKGD schemes is reduced to the existence of the maximum principle (2.8). Thus, to construct the projection AH h, we first study the conditions (on uh ) under which the maximum principle (2.8) holds, and then we define AIh in order to enforce them. This is the approach we took in the one-dimensional scalar case, and is the same we shall take in this case. Next, we study those conditions. The actual construction of Arh will be considered in the next section.
If 1 7b) . We can take, for example, the L2 projection into C(K; uh). In this case, carrying out the projection amounts to solving a minimization problem, which can be reduced to a one-dimensional maximization problem via a duality argument; see [3] . In fact, thanks to (2.14c), in most elements we have UhIK E C(K; uh), and so the operator A1lh K becomes the identity. Thus, if the exact solution is piecewise smooth, it is reasonable, from the computational point of view, to have a 'very complicated' projection into C(K; uh) . On the other hand, as the projection is actually carried out only very near the discontinuities, it is not necessary to define it in a very sophisticated way. Some practical implementations of this projection are considered in ?3. 
Note also that if K is a triangle and V(K) = P (K), or V(K) = P2 (K), then from the fact that

6). The same property is verified if K is a rectangle and V(K) = Q1 (K).
We can define Arh IK in order to enforce (2.1 8a) where a is the constant in (2.6).
Proof. First, let us prove that each triangulation T; E 7 is a B-triangulation.
Consider the figure below. The straight line I is parallel to a2 -a , the line 11 is parallel to bI -a2, and the line 12 to b2 -a . The point Pi is the intersection of I with 1i, i = 1, 2. The triangle whose barycenter is B (resp., Bi ) will be denoted by T (resp., T ). We shall prove that the angle (al + a2) is bounded below by a positive constant depending solely on a. This implies that Sh is a B-triangulation. (2.13c), whereas the second corresponds to equation (2.13d) . In the first case we simply have Idl < 2hT/3. In the second we obtain Idl < 2hT/3 < 2a2hT/3, as a consequence of the regularity of the triangulation. As a > v's, we have dl < 2cr2hT/3 in all the cases under consideration. Thus, The proof of (3) is similar to the proof of the same result for the onedimensional case and will be omitted; see [7] .
NUMERICAL RESULTS
In this section we display some preliminary numerical results. Extensive computations, in which we explore numerically several fluxes, triangulations, finite elements, quadrature rules, and local projections, are the subject of a forthcoming paper.
We consider triangulations made only of triangles (see Figure 1) , and we take the local finite element space V(T) to be P1(T), i.e., the space of linear functions on T. Proposition 2.1 affirms that we can reach a second-order accurate space approximation (which is in fact the best possible order of accuracy that can be reached with the given elements), provided we take a quadrature rule for the edges exact for polynomials of degree 3, and a quadrature rule for the elements exact for polynomials of P . Accordingly, we take the two-point Gauss quadrature rule for the edges, and the three midpoint rule for the triangles. We take the Godunov flux as the flux hem T, and the Runge-Kutta time discretization parameters of order two; see Table 1 . To complete the definition of this RKDG 1 method (which is formally uniformly second-order accurate) we need to specify the local projection, Aflh .
This projection is defined as described in subsection 2.4, only, the points Xel associated with the quadrature rule of the edges are replaced by the points associated with the degrees of freedom, the midpoints of the edges. In this way, four conditions are to be enforced by the projection on each triangle. Each of the degrees of freedom generates a single condition (2.1 5b). The fourth is provided by the conservativity condition (2.15c). First, the projection Atlh enforces each of the conditions (2.15b) independently of each other. This constitutes three simple one-dimensional projections. After this step, the conservativity condition (2.1 5c) is enforced via a trivial arithmetic computation which leaves the conditions (2.1 5b) satisfied.
It is important to stress the fact that the choice of the degrees of freedom as the values at the midpoints of the edges of each triangle increases the computational efficiency of the method. It allows us to save time in the evaluation of the integral over the triangles, and it allows us to define a simple and efficient local projection Aflh .
We are going to test the RKDG 1 method described above in three examples. We point out that we compute the L' error on the triangle T by evaluating the error at the barycenter. The L1 (T) error is obtained by multiplying that value by the area of the triangle. The errors are evaluated over the whole domain, unless otherwise stated. The L' error is divided by the area of the domain over which it has been computed. We also need to comment about the graphic outputs. A given function v, which is typically either the exact solution, or its finite element approximation, is represented graphically as a surface (and its level curves). To obtain such a surface, we evaluate the function u at each of the points of a 70 x 70 uniform grid. Then, we interpolate them linearly. , and is displayed in Figure 7 for T = 1 . We take M = 0 and b = 3. In Table 4 , we can see that convergence to the entropy solution is achieved. In Figures 8, 9 , and 10 we display the approximate solutions. The approximate solution of Figure 8 is defined on a triangulation whose triangles do not match the discontinuity curve. Nevertheless, the curve has been captured within two triangles, except at its cusp. The approximate solution of Figure 9 has, on the contrary, been defined on a triangulation designed to fit the discontinuity curve, and to better resolve the structure of the cusp. An excellent capture of discontinuities can be observed. See also Figure 10 . In Table 5 we compare the L errors of the approximate solutions under consideration.
In conclusion, the numerical results show that (i) the RKDG 1 method is uniformly second-order accurate away from discontinuities, that (ii) it does take advantage of suitable (nonuniform) triangulations, that (iii) it can resolve very complicated structures of the discontinuity curves, and that (iv) it converges to the entropy solution, even when the fluxes are nonconvex.
CONCLUDING REMARKS
This paper is the fourth of a series, [5, 6, 7] , in which we introduce, analyze, and test a new class of methods for numerically solving nonlinear hyperbolic conservation laws. These methods are called Runge-Kutta Discontinuous Galerkin Methods. In the previous papers, the one-dimensional case, d = 1, has been considered. In this paper we consider the multidimensional scalar case. A general theory for these schemes has been developed. These methods can easily handle complicated geometries, for they can be defined using quite arbitrary triangulations. For the so-called uniform triangulations, these methods are formally uniformly (k + 1)st-order accurate (when At = O(Ax) ). They can easily handle the boundary conditions. They also verify a suitable maximum principle for general nonlinearities, if the triangulations are B-triangulations, a concept introduced in this paper. The methods are easy to code, and show highorder uniform accuracy, good capture of discontinuity curves, and convergence to the entropy solution, even for nonconvex nonlinearities. Extensive computational experiments for the scalar case, as well as extensions to two-dimensional systems, constitute the subject of ongoing work. 
