ABSTRACT Today's data centers have various computing and storage devices for processing a myriad of data, and they generally consume a considerable amount of electrical energy. This paper proposes a smart grid-inspired methodology to observe and profile the power consumption of a data center. Based on this technique, our paper provides information that is useful for moderating the peak power consumption of the data centers. Our power measurement platform consists of several devices named CloudSockets, and each CloudSocket unit can measure the power consumption of multiple computing nodes and periodically transmit measurement data wirelessly to the coordinator unit. This data can be used to analyze the relationship between the workload and the power consumption of the data center. We tested our methodology through the application of various algorithms with a 32-node distributed system that runs Apache Spark for large-scale data analytics. An analysis of our experimental results reveals how and where the peak power of each node in the grid overlaps, providing opportunities for informed coordination of the computing components for peak power reduction.
I. INTRODUCTION
With advancements in information technology (IT) and mobile devices, the quantity of data has been increasing exponentially in various areas [1] . Datacenters are being noted as the main infrastructures that can analyze, store, and manage vast quantities of data [2] .
Datacenters generally require huge amounts of electrical energy. According to [3] , datacenters in the United States consumed 61 billion kWh in 2006, which was 1.5% of total power consumption at a cost of approximately $4.5 billion. In light of recent trends, power consumption in datacenters is expected to double over the next five years. Meanwhile, approximately 80% of power generation relies on fossil fuels that emit greenhouse gases [4] . In addition, deep learning and other parallel/distributed analysis methods [5] generally require a tremendous amount of computation [6] , which typically require heavy power-consuming devices, such as GPUs. Thus, power efficiency in datacenters remains a critical issue.
High-performance servers not only consume a great deal of power but also generate a lot of heat simultaneously. Several studies have shown that the power consumption for cooling is similar to the power consumption of computing servers in a datacenter [3] [7] . Recently, AI technology has been used to reduce the power consumption for cooling [8] . However, there is insufficient research on how to reduce the power consumption of the computing server itself.
If power consumption exceeds supply even for a short period of time, a catastrophe such as a blackout may result, which can be disastrous in a datacenter [9] . To maintain stable power, power provisioning is essential to mitigate the effects of unwanted high-peak power [10] . However, powerprovisioning methods incur additional overhead costs, such as additional facilities and the dissipation of power. There are system-level power-reduction techniques based on dynamic voltage scaling [11] , IO optimization by storage access pattern profiling [12] , and architecture exploration using low-power storage devices [13] . The effectiveness of these techniques for datacenters is yet to be validated.
In this paper, we propose a simple method for monitoring the power consumption of a datacenter. Our approach is inspired by the next-generation power grid, also known as a smart grid, which generates and distributes power energy efficiently. To maintain an efficient and robust power grid, the system has to be able to precisely check correlations between power supply and demand in real time. Thus, an advanced metering infrastructure (AMI) is a necessary system for a smart grid [14] . For this purpose, we built a fine-grained power monitoring system for a datacenter. The power consumption of each worker node in the datacenter is quantified by a measurement device named CloudSocket. At the same time, the workload of each worker node is profiled along with the power measured. By using our approach, we can reduce the unnecessary cost of energy supply since the power consumption of each worker node is measured and predicted accurately so that the power distribution of nodes can be adjusted properly.
The main contributions of our work can be summarized as follows:
• Our platform monitors and analyzes the power consumption of the worker nodes in the function-level of the running algorithm, which allows us to analyze machine learning algorithms from the perspective of power.
• We design and produce the monitoring devices, and directly measure the actual power consumption of each worker node.
• Our device measures multiple worker nodes simultaneously at low power and transfers the measured data through a low-cost wireless network.
• We tested our platform using up-to-date data and stateof-the-art algorithms which are widely used in datacenters today.
This study is an extension of our earlier publications on the power monitoring platform for a datacenter [15] . We describe more background knowledge in Section slowromancapii@, and more details about our device design on HW and SW perspective in Section slowromancapiii@. In addition, we conducted an additional experiment on another data. This paper is organized into six sections. In Section slowromancapii@, we present related work and the background of the study; in Section slowromancapiii@, we present the proposed CloudSocket in detail; and in Section slowromancapiv@, we report our experiment methodology and results. We discuss and analyze the results in Section slowromancapv@; and we present our conclusions in Section slowromancapvi@.
II. BACKGROUND A. POWER MEASUREMENT
Darby et al. [16] and Ehrhardt-Martinez et al. [17] claim that understanding the power efficiency of each appliance and applying such methods in a residence are immensely effective in reducing power consumption. To identify the power consumption patterns of home appliances, Park et al. [18] developed a simulation framework for modeling the power loads of a home. To extend this work to a distributed environment, Mukherjee et al. [19] used a commercial power profiling device to measure the power consumption of individual nodes in a datacenter. Moreover, Arjona Aroca et al. [20] and Basmadjian et al. [21] measured and investigated how the specifications of hardware, such as a CPU or a hard disk, can affect the power consumption in a datacenter server. Feng et al. [22] and Goiri et al. [23] investigated power consumption patterns over time for a distributed environment. Nevertheless, previous studies have focused only on the power consumption of single point rather than that of each and every node at the same moment. These approaches are limited in that they do not provide a way to measure the power consumption of individual nodes simultaneously.
To measure the power consumption of individual nodes, additional instruments must be installed. However, such an intrusive method not only incurs extra installation costs but also requires nodes to be shut down. Nonintrusive load monitoring (NILM) was introduced to avoid the expense of using an additional measurement device and suspension of operation [24] . NILM measures the total power consumption only, and then disaggregates the power consumption of individual nodes from the measured total power based on the power consumption signature of each load. Most early studies on NILM employed signature analysis; a signature can be defined as the duration and shape of the transient current when the current is switched on and off [25] . Moreover, recent advances in the concept of NILM, which include the hidden Markov model (HMM) and neural networks, have been introduced [26] , [27] . These approaches are supervised methods that use a signature as a label. Supervised methods usually demand a huge amount of data and learning time, and therefore, they cannot respond quickly to new or unknown signatures [28] . Although unsupervised approaches were proposed to resolve the existing problems [29] , [30] , those methods require more data and a higher measurement frequency to scale to a much larger scale than a home, such as commercial buildings and industies [31] , [32] .
Disaggregation in a datacenter is also not simple, because a large number of computing nodes are always running. Ferreira et al. [33] installed a USB device on a node for synchronous detection and then presented a technique for mapping the power consumption at the power panellevel to individual nodes. However, this method does not observe and analyze datacenter workloads accurately from a power consumption perspective. Tang et al. [34] established power mapping functions using the information of a server, such as CPU or memory utilization and I/O speeds. Their software method has the advantage of observing the finegrained power consumption of the server node cost effectively. However, the environment they used for verification does not include GPUs, and their methods require learning of new mapping functions whenever the configuration is updated. Thus, in actual datacenters, it is often managed by 49602 VOLUME 6, 2018 power monitoring through individual measurement equipment rather than by disaggregation through NILM [35] , [36] . Recently, the study of power disaggregation has reached up to a more fine-grained level; for example, the use of virtual machine unit of tenants of a datacenter, which helps fair charge [37] , [38] . Their method based on Shapley value game theory outperformed the power-model-based approach and can be utilized not only in a server node but also in non-IT devices. On the other hand, Levy and Hallstrom argued that the datacenter power monitor system should have the characteristics of real time, low cost, low power, and wireless operation [39] . Therefore, we present a new approach to overcome the shortcomings of previous work.
B. DISTRIBUTED MACHINE LEARNING PLATFORMS
Apache Hadoop is an open-source distributed platform that provides reliability and scalability under the MapReduce framework [40] . Although it presents a cost-effective scalable system for a commodity server, performance degradation is inevitable due to repetitive access to storage and the network. The Apache Spark platform was introduced to overcome the shortcomings of Hadoop, and many researchers argue that it has vastly improved the overall performance by exploiting in-memory computation based on resilient distributed dataset (RDD) [41] . In the Spark framework, tasks are assigned to worker nodes to the units of the executor. The executor is allocated to the memory and can be considered a process of the worker nodes where the actual computation is executed. Accordingly, the executor parameter is the dominant factor in improving the degree of parallelism and distributed computation.
Deep learning, a subfield of machine learning, is the most widely used method in the field of vision and speech recognition. This method automatically learns the representation of data in a hierarchical manner. With the emergence of various preprocessing techniques, the development of algorithms and distributed computing systems, and the convergence of big data, the performance of artificial neural networks appears to be state of the art.
One of the major pitfalls of deep learning is that it demands an enormous number of computations [6] . Various distributed machine learning platforms have been proposed to overcome this drawback. SparkNet [42] and DeepSpark [43] are proposed novel deep-learning frameworks that implement the Spark framework with GPGPU-based acceleration. They employ various techniques to minimize communication overhead to maximize the performance of distributed computing systems. DeepSpark utilizes asynchronous model updating, whereas SparkNet utilizes a synchronous method.
III. PROPOSED METHODOLOGY
Here, we describe our design and implementation of CloudSocket for monitoring the power consumption profile of an individual worker node. Existing devices, known as smart meters, can quantify the electrical power of one worker node precisely; however, they are not effective for measuring the power usage of multiple worker nodes and collecting consumption data. Figure 1 shows an instance of the proposed scheme by illustrating patterns of power consumption for several tasks with some idle intervals. As shown in Figure 1 -(A), the power expenditure under a workload is distinguished from that under an idle state. In other words, we can observe electrical energy consumption patterns at specific moments for each worker node. Figure 1-(B) shows the total electrical power consumption of all the worker nodes for the same period. Thus, our platform enables us not only to monitor the electrical power profile of each worker node but also to capture the moment of peak power in a distributed computing environment, such as a datacenter.
A. CLOUDSOCKET HARDWARE Figure 2 presents the basic design of CloudSocket. This platform is composed of two parts, a power strip with inserted current sensors and the CloudSocket mainboard. CloudSocket can measure the power of eight worker nodes simultaneously, as shown in Figure 2 -(A). Additionally, CloudSocket is able to transmit the measured data through VOLUME 6, 2018 a wireless Zigbee module shown in Figure 2-(B) . The microcontroller unit (MCU) is an Atmel ATmega128 [44] , whereas a CS5480 microchip is used to measure electrical power [45] . A three-channel CS5480 chip can measure the energy of two current channels and one voltage channel, which enables the simultaneous quantification of the power of two electrical loads.
The donut-shaped Hall effect current sensors are inserted into the power strip. First, the power strip is disassembled and the connections on individual switches are opened. Then, the switches are reconnected after the current sensors are inserted, as shown in Figure 3 . Because the electric current channel requires two connections to measure one node, 16 connections are needed for a CloudSocket that measures the power of eight worker nodes. Thus two strands of Cat 5 Ethernet cables, which have 8 wires, are used to couple the power strip to the mainboard. The mainboard part is shown on the left in Figure 3 , and the disassembled power strip part is depicted on the right in Figure 3 . Each CloudSocket includes one MCU and four CS5480s [45] . The MCU accesses four CS5480 microchips joined by an SPI sequentially and collects the observation data. This allows our device to measure the power consumption of each of the eight worker nodes. The resolution of the measurement can be adjust by varying the sensor sample count setting. As we used a master clock of 4.096 MHz for the chip, a measurement per second was possible by setting the sample count to 4,000.
The schematic design of the CS5480 component is presented in Figure 4 -(A). The microchip is connected to the chip selection and reset as well as to a pair of lines for the voltage sensor, two pairs of lines for the current sensor, and three lines for the SPI. In addition, a 4.096 MHz crystal provides the master clock for the CS5480.
Wireless communication between CloudSockets is implemented using an XBee RF module [46] . The RF module uses the Zigbee protocol, which meets and supports IEEE 802.15.4 standards and provides a low-power, low-cost, and highly scalable networks [47] . The bandwidth of the protocol has a maximum RF data rate of 250 kbit/sec. In other words, if one CloudSocket monitors eight worker nodes and each CloudSocket demands 106 bytes per second, then up 294 devices can collect electrical power data from over 2,000 worker nodes. Furthermore, the maximum RF range is 100 m indoors. The module interfaces with MCU by UART and then transmits the power measurement data. For our experiments, we built a wireless network with a star topology by constructing a number of CloudSockets, which were used to collect power consumption data.
Our device is powered by transforming 220 VAC for measurement into 5.0 VDC and 3.3 VDC without using a separate external power supply module. According to measurements conducted using another off-the-shelf product, the electrical expenditure of CloudSocket itself is near 1 watt [48] , which is comparable to the power consumption of a clock radio [49] . Given that each of the worker nodes used in our experiments consumed approximately 30-100 W depending on the workload, the energy consumption of CloudSocket itself is negligibly small.
We designed the schematic diagram based on these plans, and drew the PCB artwork as shown in Figure 4 . Then, parts were assembled on a PCB board. To prevent electric shock and short circuits, we put the mainboard in a high-quality enclosure, as depicted in Figure 3 .
B. CLOUDSOCKET SOFTWARE
The devices we produced forms a star topology wireless network composed of a coordinator socket and multiple CloudSockets. The coordinator socket is a device that has no power measurement functionality. The coordinator socket performs communication as a hub in the star topology network and stores received data. Moreover, we designed CloudSocket firmware that measures the power of worker nodes per second for 4 seconds and then sends the data collected during the period to the coordinator socket at 4-second intervals. of 4 seconds. From this point onward, CloudSocket begins to measure the power consumption of worker nodes connected to the socket and buffers the measurements in local memory. At this time, each CS5480 microchip measures the power consumption of two worker nodes as a type of 3-byte data (24-bit, two's complement) for each worker node, and the MCU accesses four CS5480s in order one by one. As a result, 24 bytes of data for the eight worker nodes are generated each second and buffered in the local memory. (f) After 4 seconds, the 96 bytes of data collected in the memory by the measurements are transmitted to the connected coordinator socket. These data are collected for 4 seconds because the size of the payload of a packet from the API provided by the XBee module is limited to 100 bytes. (g) If the transmission fails, (a) CloudSocket reset and attempts to connect to the coordinator socket again.
The XBee module is capable of handling various commands. Figure 6 shows the structure of the wireless communication packet. The structure of the API command is presented in Figure 6 -(A). When the API identifier means transmission, the identifier-specific data becomes a packet that includes the address of the receiver and the measurement data, as shown in Figure 6 -(B). The packet ID is used as the sequential number of the packet and is utilized to confirm the omission. The destination address is a 64-bit device address, in our case it is the address of the coordinator socket. The one byte following the destination address named options in Figure 6 -(B) can control the functions of ACK and broadcast. The data frame shown in Figure 6 -(C) is composed of measurement data enumerated in consecutive order, which is 96 bytes buffered by the eight nodes for four seconds and then sent to the destination (the coordinator socket).
The wireless network is not only expandable but also private through verification of the personal area network (PAN) and the channel number. The coordinator socket accepts a network association only if the PAN ID and the channel number match. For scalable networks, a new CloudSocket can simply be included in an existing network. Although a CloudSocket is initially unknown to the coordinator socket, if it attempts to participate in a network association with both an authorized PAN ID and channel number, then the network is expanded automatically.
The packets received at the coordinator socket are identified by the hardware address of the sending CloudSocket. Then, the coordinator socket saves the received data on the connected host server. This allows the generation of time series table and analysis of the data collected.
IV. EXPERIMENTS A. WORKLOAD 1) LOGISTIC REGRESSION
Logistic regression is a common technique for supervised learning, and it has been the most widely used classification and prediction method for numerous applications [50] . The regression method estimates a model that determines the relationship between input and output variables based on observed results. In logistic regression, an optimized model can be predicted by measuring the relationships between variables using a logistic rather than a linear function. Moreover, in multiclass classification, a multinomial logistic regression model can be formulated after a certain number of binary classification processes.
Generally, a training set is a data set used to generate models and optimization algorithms, such as stochastic gradient descent (SGD) or limited-memory BFGS (LBFGS), that are applied to minimize model errors [51] . The optimization algorithms evaluate the parameters of models and update their values iteratively.
2) LATENT DIRICHLET ALLOCATION
Latent Dirichlet allocation (LDA) is a subfield of clustering analysis and an unsupervised learning algorithm. The main application of LDA has been in the area of text mining, including topic modeling [52] . Topic modeling identifies a main topic based on extracted words that can describe the topic of a given text. In LDA, a corpus is defined as a number of documents composed of words extracted from a given text. Under the assumption that the corpus involves various latent topics with a Dirichlet distribution, it generates clustered words according to the number of topics, k. VOLUME 6, 2018 In addition, the expectation-maximization technique is repeatedly conducted to generate the optimal topic model [53] .
3) IMAGE CLASSIFICATION
Image Classification is a supervised machine learning method that takes image data as input and creates a model to predict the label. Since the image data is processed as pixel unit, the data has from several hundreds to thousands of dimensions, thus a very large amount of data is required in order to learn a model having sufficient generalization performance. State-of-the-art image classifications are based on artificial neural networks, and these algorithms are improved by stacking a linear model called perceptron and accelerated by using a distributed environment and GPUs [54] , [55] .
B. SETUP
We created a distributed environment for the experiments. Each worker node had an Intel i7-4790 CPU with a 16GB main memory and a 2TB HDD. This arrangement is a common configuration as a commodity computing server targeting scale-out, similar to a common PC. A set of 32 worker nodes were connected through a Gigabit Ethernet switching hub, as shown in Figure 7 .
Each worker node ran an Ubuntu 14.04 operating system and an Apache Spark framework. Apache Spark is a memory-based big data processing engine that overcomes the shortcomings of MapReduce [41] . Based on our previous work [15] , we conducted an additional experiment on the MNIST data, which is one of the most popular and basic in computer vision area [56] . We monitored the power consumption of the worker nodes while executing a logistic regression with an LBFGS optimization algorithm and a cluster analysis with latent Dirichlet allocation (LDA) in MLlib [57] , which is a machine learning library provided by Apache Spark. Each job was to process the MNIST data set and the 20 newsgroups data set [58] , respectively. In addition, experiments using GPUs, which are generally used in datacenters today, were also conducted. We equipped an NVIDIA GeForce GTX 970 GPU on each worker node for the experiments. To collect power consumption data from the distributed environment including GPUs, we carried out image classification on the DeepSpark [43] framework with the ImageNet Large Scale Visual Recognition Competition (ILSVRC) 2012 data set [59] .
We measured the power expenditure of the worker nodes once per second using CloudSocket and our application. By variation of the firmware configuration, the number of measurements per second was adjusted according to the characteristics of the workload used in the experiment.
C. EXPERIMENTAL RESULTS
Figures 8, 9, and 10 show the power consumption (in watts) with respect to the time (in seconds) while each application was performed. The power consumption of each worker node is shown in Figures 8-(A), 9 -(A), and 10-(A) with different colored lines per node, and the total power consumption of all nodes is presented in Figures 8-(B), 9-(B) , and 10-(B). To measure the power accurately, we added an idle time of 10 seconds at both the beginning and end of each application. Figure 8 shows a graph of the power consumption measured while logistic regression was performed with the MNIST data set that contains 70k data (60k training data and 10k testing data). The optimized model of logistic regression was obtained in approximately 30 seconds, on average, through several executions because the MNIST data set contains relatively little data. The inference result obtained using the testing data set in MNIST shows an accuracy of approximately 93%. As seen in Figure 8-(A) , a relatively large number of worker nodes are involved in the operation. Considering the total power consumption of all worker nodes, the power consumption is concentrated in the early stage of the operation, as seen in Figure 8-(B) . In addition, the peak of the power consumption during the operation occurs at approximately 20 seconds.
The LDA results are shown in Figure 9 . Only a few of the worker nodes consumed additional power for most of the execution time of approximately four minutes on average. In other words, most of the worker nodes did not participate in the LDA processing for most of the time from the power perspective. As seen in Figure 9 -(A), the power consumption patterns of the worker nodes overlapped only at the beginning of the workload. As a result, the dominant peak of the total power consumption was measured once in the early stage of the operation, as shown in Figure 9 -(B); the peak occurred at approximately 20 seconds, similar to the MNIST workload.
The experiments on DeepSpark using GPUs with the ILSVRC 2012 data took approximately 14 hours. The experiments involved two main steps, namely, data preparation and model learning. The data preparation step involves disk and network operations, which consume little power, and the memory and GPU, which are high-power devices, mainly operate in the model learning step. We checked the difference between the patterns in the two steps at approximately 2,500 seconds; the difference between the steps is shown in Figures 10-(A) and (B) . As seen in Figures 10-(C) and (D), the pattern is enlarged at approximately 15,000 seconds in the model-learning step, and the power consumption pattern is repeated to a certain degree. This algorithm updates the model periodically through the network. Thus, the instant network usage that consumes relatively low power compared with a CPU/GPU is reflected in the power consumption pattern.
The distribution of electrical power consumption in each experiment is shown in Figure 11 . In the case of (A) logistic regression, the majority of the worker nodes that participated in the experiment consumed relatively little power. Likewise, in the case of LDA (B), the worker nodes that participated in the task spent a similar amount of power as those shown in (A), but fewer worker nodes participated. In both cases, the maximum peak of each worker node appears to have been far from average, as outliers. On the other hand, (C) DeepSpark consumed high power consistently. In the case of (C), the workload employed the GPU, unlike in (A) and (B), which indicates that different hardware compositions and workloads create dissimilar electrical power profiles. Figure 12 presents the measured the peak power values and execution times obtained by repeating the LDA experiments shown in Figure 9 with variation of the environmental parameters of the Apache Spark platform. We varied the number of executors, the executor memory capacity in GB, and the number of executor cores over the sets of {48, 64}, {4, 6}, and {1, 2, 4}, respectively. The label of the x-axis in Figure 12 , the average run time is slowed down by 10.9% in comparison to other case, while the peak power is reduced by 21.8%. This result indicates that we can effectively reduce the peak power by VOLUME 6, 2018 tuning the parameters of a distributed environment with a relatively low performance sacrifice.
V. DISCUSSION A. MISCELLANEOUS LOADS BESIDES WORKER NODES
In addition to the previous discussion [15] , we examined with additional considerations on the experiments. The total power consumption of the system observed in this experiment did not include only worker nodes. To create a distributed computing environment, we used two 24-port Gigabit switching hubs and four CloudSockets that we fabricated to measure power. We observed that the switching hubs always consumed approximately 5 W of power regardless of the network load, whereas the sockets consumed 1 W, as mentioned previously. Therefore, up to 15 W was consumed constantly, which is negligible considering the magnitude and relevance of the other elements. Figure 13 shows a few hardware factors along with power consumption during the execution of the LDA algorithm. The solid lines colored red, blue, and green indicate the power consumption, usage of the CPU and usage of the memory, respectively. The tags on the x-axis indecate how certain execution processes affect the power consumption from an algorithm perspective. Figure 13 shows that power consumption is closely related to CPU usage rather than the usage of other resources. To achieve an optimized balance of resources between the CPU and memory, it could be effective to utilize more memory but less CPU in terms of power reduction.
B. MAXIMUM PEAK POWER REDUCTION
As seen in Figures 8 and 9 , the peak power for all the worker nodes appeared at the beginning of the application. The maximum value was remarkably dominant in LDA, as shown in Figure 9 . In addition, we observed that the maximum peaks, as shown in Figure 9 , appeared between the moment after the user job was submitted to the Spark system and prior to the execution of the user code. In other words, the peak power is more related to environmental parameters about resource scheduling of the Spark or Hadoop platform rather than the algorithm used. Furthermore, we observed that the prepeaks generated prior to the execution of the user code appeared when many worker nodes used CPU resources, as shown in Figure 13 . The prepeaks tended to be dominant, especially in the period when few nodes participated in the algorithm, as shown in Figure 9 .
The prepeaks are superficial because all the nodes participated in the scheduling task before the spark environment executed the user code and used the CPU resources. However, further research is required on how it works in a Spark environment to determine the root cause of this phenomenon.
C. FUTURE WORK
Our final goals with the proposed platform are to make a datacenter consume predictable electric power using our CloudSocket system and to reduce the peak power for more efficient power provision. In many cases, concentrated power consumption was observed before the user program began, which generally became the maximum peak. Hence, further research is required to investigate how to reduce the peak power incurred by the Spark platform itself rather than the workload. For instance, we discovered that some environmental parameters of the Spark platform, such as [Executor Memory in GB], played significant roles in shaping the power consumption profile, as seen in Figure 12 . Additionally, the power reduction problem could be formulated as a mathematical optimization problem, which requires some constraints to prevent sacrificing significant execution time and accuracy. Thus, it is necessary to study various machine learning methods that utilize measured data to solve the problem. In this paper, we focused only on the power consumption of computing servers rather than on the power consumption of the infrastructure in a datacenter, such as cooling. Combined with the methods proposed in studies on cooling, we expect to achieve much better power savings.
VI. CONCLUSION
We designed and implemented CloudSocket for measuring the power consumption of a distributed parallel environment. The proposed CloudSocket can provide scalability and precision by enabling data transfers via wireless communication and measuring power consumption in units of seconds. In addition, we have confirmed that the Spark platform generates peak power regardless of the algorithm.
