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RUMOR PROCESSES IN RANDOM ENVIRONMENT ON N
AND ON GALTON-WATSON TREES
DANIELA BERTACCHI AND FABIO ZUCCA
Abstract. The aim of this paper is to study rumor processes in random environment. In a rumor
process a signal starts from the stations of a fixed vertex (the root) and travels on a graph from
vertex to vertex. We consider two rumor processes. In the firework process each station, when
reached by the signal, transmits it up to a random distance. In the reverse firework process, on the
other hand, stations do not send any signal but they “listen” for it up to a random distance. The
first random environment that we consider is the deterministic 1-dimensional tree N with a random
number of stations on each vertex; in this case the root is the origin of N. We give conditions for
the survival/extinction on almost every realization of the sequence of stations. Later on, we study
the processes on Galton-Watson trees with random number of stations on each vertex. We show
that if the probability of survival is positive, then there is survival on almost every realization of
the infinite tree such that there is at least one station at the root. We characterize the survival of
the process in some cases and we give sufficient conditions for survival/extinction.
Keywords: rumor process, random environment, labelled Galton-Watson tree, multitype Galton-
Watson tree, inherited event.
AMS subject classification: 60K35, 60G50.
1. Introduction
Rumor processes are models for the propagation of signals or information on a net of stations.
There is a large literature on these processes, which takes into account deterministic and stochastic
variants both in space with no structure or on graphs, complex networks and grids (see e.g. [11,
13, 14, 17] or [7] and the references therein). More variants include competing rumors and rumors
spreading in a moving population (see [8, 9, 10]). So far, up to our knowledge, no rumor models on
random environment have been studied. In this paper we study two kinds of discrete-time rumor
processes (the firework and reverse firework processes, introduced in [7]) with a random number
of stations at each vertex of a graph X := (X,E(X)) which can be either N or a Galton-Watson
tree (briefly, GW tree). The use of a Galton-Watson tree (see for instance [15]) allows to study a
random process on a random and heterogeneous graph structure still retaining some probabilistic
homogeneity. The main question about this model is to understand under which conditions, the
signal, starting from one vertex of the graph, will spread indefinitely with positive probability or die
out almost surely in a finite number of steps. It is worth noting that rumor processes can describe
the behavior of other models such as the frog model (see [2, 12]): for instance the firework process
on N can describe the local survival of a frog model with immortal particles with left drift (where
the radius of a “station” or “frog” at x is the distance between x and the rightmost vertex ever
reached by the frog).
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Let (Ω,F ,P) be a probability space and consider two families of random variables {Nx}x∈X
and {Rx,i}i∈N∗,x∈X such that {Nx, Rx,i}i∈N∗,x∈X are independent and {Rx,i}i∈N∗ are identically
distributed for all x ∈ X, that is Rx,i ∼ Rx (where N
∗ := N \ {0}). We choose an origin o ∈ X
(which is the origin of N or the root of the GW-tree) and we suppose that P(No > 0) > 0. If Nx ∼ N
and Rx ∼ R for all x ∈ X (resp. for all x ∈ X \ {o}) then the firework (resp. reverse firework)
process is called homogeneous; heterogeneous otherwise. Nx represents the random number of radio
stations at x and {Rx,i}
Nx
i=1 are the operating radii of the stations. In order to avoid trivial cases,
we assume that P(Rx < 1) ∈ (0, 1). By N = {Nx}x∈X we denote the random sequence of the
numbers of stations.
We describe now the firework process starting from the root o on a tree (X,E(X)), with deter-
ministic number of stations {nx}x∈X and radii {rx,i}i∈N∗,x∈X . If either the number of stations or
the radii are random (or the tree itself is a random graph), then this evolution applies to every
fixed configuration ω ∈ Ω. At time 0 only the stations at o, if any, are active. At time 1 all the
stations at x such that the distance between o and x is less than or equal to maxi=1,...,no ro,i are
activated. Given the set An of active stations at time n then x ∈ An+1 if and only if there exists
y ∈ An such that
(a) x belongs to the subtree branching from y
(b) the distance between y and x is less than or equal to maxi=1,...,ny ry,i.
Clearly if no = 0 the process does not start at all. We say that the process survives if and only if
the stations on an infinite number of vertices are activated. When the number of stations and the
radii are random variables and the tree X is a random graph, we say that there is survival if the
event
V = {ω ∈ Ω: the firework process on X(ω) with radii {Rx,i(ω)} and {Nx(ω)} stations survives}
has positive probability. We call this annealed survival (see Section 2.3 for the definition of the
annealed counterpart of the process). We are mainly interested in the quenched survival, that is,
P(V |(X,N ) = (T,n)) > 0 for almost every tree T and almost every sequence n of stations in a
fixed set (see Section 2 for details).
The reverse firework process starting from the root o on a tree (X,E(X)), with {nx}x∈X stations
and radii {rx,i}i∈N∗,x∈X evolves in a slightly different way. We consider o as an active vertex at
time 0 disregarding its number of stations. The number of stations at o is not important because,
while in the firework process the stations are actively sending and passively listening, in the reverse
firework process it is the other way around. More precisely, at time 1 all the stations at x such
that the distance between o and x is less than or equal to maxi=1,...,nx rx,i are activated. Given the
set An of active stations at time n then x ∈ An+1 if and only if there exists y ∈ An such that
(a) x belongs to the subtree branching from y
(b) the distance between y and x is less than or equal to maxi=1,...,ny rx,i.
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When the number of stations and the radii are random variables (or the tree is a random graph),
the annealed and quenched survival for the reverse firework process are defined analogously to the
firework case.
It has been shown in [7] that, on N with a deterministic number of stations, even if the two
processes look similar, they behave differently. The same phenomenon can be observed in random
environment.
There is a simple way to describe the survival of our processes by using an auxiliary graph.
Consider a tree (X,E(X)), a root o and the sequence of annealed radii {R˜x}x∈X where R˜x :=
1l{Nx≥1} · max{Rx,j : j = 1, . . . , Nx}. We associate a new graph, that we call F-graph, with the
firework process as follows: the set of vertices is X and we draw an edge (w,w′) if and only if w′
belongs to the subtree branching from w and the distance between w and w′ is less than or equal
to R˜w; the F-graph is the connected component containing o. A similar graph, the RF-graph, can
be constructed for the reverse firework process: we draw and edge (w,w′) if and only if w′ belongs
to the subtree branching from w and the distance between w and w′ is less than or equal to R˜w′ ; as
before, we consider just the connected component containing o. It is clear that there is survival for
the firework (resp. reverse firework) process if and only if the F-graph (resp. RF-graph) is infinite.
In Section 5 the tree and the sequence {R˜w}w∈T are both random, thus the F-graph and RF-graph
are random as well.
Here is a brief outline of the paper. Section 2 is devoted primarily to the construction of the prob-
ability space, starting with the space of labelled GW-trees, where our processes live (Section 2.1).
The main result of this section, Lemma 2.2, is the key to obtain quenched results from the annealed
ones for the processes on GW-trees. In Section 2.2 we discuss the important case where the GW-
tree is the deterministic 1-dimensional tree N. In Section 2.3 we introduce the notion of annealed
counterpart of the firework and reverse firework processes. The results on survival and extinction
for the firework process and the reverse firework process on N with random number of stations can
be found in Sections 3 and 4 respectively. Theorem 3.1 gives a characterization for the extinction
of the homogeneous firework process. More explicit conditions for survival/extinction can be found
in Proposition 3.2 and Corollary 3.3: these are conditions on the tails of the distributions R and
N . In Remark 3.4 we show that, given any law R for the radii (resp. N for the number of sta-
tions) there exist a law N for the number of stations (resp. R for the radii) such that the firework
process survives. In particular, unlike the deterministic case, survival is possible even if the ex-
pected value of R is finite. The possible behaviors of the firework process when E[R] and E[N ] are
finite/infinite are discussed in Remark 3.5. Theorem 3.6 gives a sufficient condition for the survival
of the heterogeneous firework process. A characterization of survival for the homogeneous reverse
firework process is given by Theorem 4.1 while some sufficient conditions for survival/extinction
(on the tails of the distributions R and N) can be found in Corollary 5.5. Remark 4.4 is the re-
verse firework counterpart of Remark 3.4. Theorem 4.5 gives a sufficient condition for the survival
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of the heterogeneous firework process. Section 5 is devoted to homogeneous firework and reverse
firework processes on GW-trees. Lemma 5.1 derives quenched results from annealed ones by using
Lemma 2.2. Conditions for survival/extinction can be found in Theorem 5.2 and Corollary 5.3
for the firework process and in Theorem 5.4 and Corollary 5.5 for the reverse firework process.
In Example 5.7 we apply all these results to the case where, independently, at each vertex of the
GW-tree there is a station according to a Bernoulli distribution. All the proofs, along with some
technical lemmas, can be found in Section 6.
Finally it is worth noting that some results extend by coupling. Suppose that we have two
families of random variables {Nx, Rx,i}i∈N∗,x∈X and {N
′
x, R
′
x,i}i∈N∗,x∈X such that Nx  N
′
x and
Rx,i  R
′
x,i for all i ∈ N
∗, x ∈ X. By coupling, if the (firework or reverse firework) process
associated with {Nx, Rx,i}i∈N∗,x∈X dies out almost surely then so does the process associated with
{N ′x, R
′
x,i}i∈N∗,x∈X .
2. Preliminaries and construction of the process
In this section we construct the space of the processes and we establish the notation that we
use in the paper. This section is organized as follows. We start in Section 2.1 by constructing a
random labelled GW-tree or multiytype GW-tree (which generalizes the well-known GW-tree) and
the probability space of our processes. Section 2.2 is devoted to the special case where the GW-tree
is simply N; this is all we need in Sections 3 and 4. In Section 2.3 we introduce the annealed
counterpart or our processes which is used throughout the whole paper.
2.1. Random labelled Galton-Watson trees. The idea is to construct a probability space for
our processes on GW-trees with random radii and random number of stations. To this aim we
construct the space of labelled GW-trees which can be seen as the genealogy tree associated with
a generic discrete-time multitype branching process (or MBP). Even though it can be constructed
for a generic MBP (or a generic branching random walk as described in [3, 4, 5, 19]), for sake of
simplicity we write the explicit construction for the particular case that we need. Here the labels
of the vertices are the number of stations.
The reader who is just interested in firework and reversed firework processes on a random envi-
ronment on N can skip this section and go to Section 2.2.
Let us define the space of unlabelled GW-trees (the usual GW-trees). Consider a GW-process,
with offspring distribution ρ. We denote by ϕ(z) :=
∑
n∈N ρ(n)z
n the generating function of the
GW-process and we write m :=
∑
n∈N nρ(n). We consider the set of finite words W (including
the empty word, ∅, which is the root) on the infinite alphabet N∗ := N \ {0}. Given two words
w,w′ ∈ W we denote by ww′ the extension of w obtained by attaching w′ to the right. A tree T on
W is a tree with vertices in W such that every child of a vertex w ∈ W is in the set {wi : i ∈ N}.
We denote by T the set of these trees. The length of a word w ∈ W will be denoted by |w|.
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Let {Tw}w∈W be a sequence of independent random variables with law ρ. For every realization of
{Tw}w∈W we draw an edge from a word w to the word wi (where i ∈ N
∗) if and only if i ≤ Tw.
This is a forest; we denote by τ the random GW-tree, that is the connected component of the
forest containing the root ∅. Consider the space T endowed with the minimal σ-algebra containing
all sets AT := {T
′ ∈ W : T′ ⊇ T} where T is a finite tree. The GW-tree τ is a T-valued random
variable; we denote by µ its law and we call it GW-measure. The probability that τ is a finite tree
is the smallest fixed point α of ϕ in [0, 1]. Moreover, if ρ(1) = 1 then τL is the 1-dimensional tree
N and α = 0. If ρ(1) < 1 then α = 1 (that is, τL is a finite tree a.s.) if and only if m ≤ 1.
The set of vertices of a generic labelled tree is V := W × J , where J is the at most countable
set of labels. We consider only those trees Υ on V such that (1) every child of (w, j) ∈ Υ is in
the set {(wi, j′) : i ∈ N∗, j′ ∈ J}, (2) if (w, j), (w, j′) ∈ Υ then j = j′, (3) the root of Υ belongs to
{(∅, j) : j ∈ J}. Denote by LT the set of all these trees on V. The natural projection pi of V onto
W extends to a projection from LT onto T.
Given a probability space where we have a realization of the GW-tree τ and, independently,
a family of independent J-valued random variables {Nw}w∈W , we define an LT-valued random
variable τL(ω) := {(w, j) ∈ V : w ∈ τ(ω), j = Nw(ω)} that we call labelled GW-tree. Its law,
which is uniquely determined by ρ and by the laws of {Nw}w∈W , will be denoted by µς (where
ς = PN∅ is the law of N∅) or simply by µ. Roughly speaking, in this special case, the random
labelled GW-tree can be obtained by generating a GW-tree in the first place and then by placing
a random type (in our case, a random number of stations) on each vertex w independently with
law Nw. The projected random variable pi ◦ τ
L is the unlabelled GW-tree τ and µ(·) = µ(pi−1(·)).
Hence, given a measurable set A ⊂ T, the measure of the set pi−1(A) ⊂ LT does not depend on
{Nw}w∈W . In particular if E is the set of finite labelled trees then µς(E) = α for every law ς, since
it is independent of {Nw}w∈W .
On the probability space (LT, µς) there is a canonical process: given Υ ∈ LT, define Zn(Υ, j) as
the total number of vertices (w, j) ∈ Υ for all words w ∈ W of length n ≥ 0. If {Nw}w∈W\{∅} are
i.i.d. then {Zn}n∈N is a discrete-time MBP starting from one particle of random type N∅ and τ
L is
its genealogy tree.
We denote by l(Υ) the label of the root of Υ; l is a random variable on LT with law ς. By
construction l and τ = pi◦τL are independent. The measure µς depends on the initial distribution ς;
a particular case is ς := δj where we denote the measure µδj simply by µj . Clearly µς =
∑
j∈J ς(j)µj
and, for every measurable set A ⊆ LT, E[A|l = j] = µj(A) = E[τ
L ∈ A|Z0 = 1lj ]. The supports
LTj := {Υ ∈ LT : l(Υ) = j} of the measures µj induces a natural partition LT =
⋃
j∈J LTj .
We note that given a labelled tree Υ and a vertex (w, j) ∈ Υ there is a natural identification of
the subtree branching from (w, j) and a labelled tree in LTj. Analogously, every branching random
subtree of a random labelled GW-tree τL can be identified with a random labelled GW-tree.
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Definition 2.1. Given J ⊆ J , a couple (A, A˜) of measurable sets of trees A, A˜ ⊆ LT is called
inherited with respect to J if and only if
(1) µj(E \ A) = µj(A△A˜) = 0 for all j ∈ J ;
(2) if Υ ∈ A then all subtrees branching from the children of the root belong to A˜.
For instance, the first condition is satisfied if E ⊆ A = A˜; in this case, being inherited is just
a set property which does not depend on j ∈ J . When A = A˜ and J = J we simply say that A
is inherited (when J is a singleton this is the usual definition, see e.g. [16]). The following lemma
holds.
Lemma 2.2. Let {Nw}w∈W be an independent family of random variables such that Nw ∼ N for
all w ∈ W \ {∅} and define JN := {j ∈ J : P(N = j) > 0}. Suppose that JN ⊆ J ⊆ J . If (A, A˜) is
inherited w.r. to J then either µj(A△E) = µj(A˜△E) = 0 for all j ∈ J or µj(A) = µj(A˜) = 1 for
all j ∈ JN . Moreover, in the first case if supp(ς) ⊆ J , we have µς(A△E) = µς(A˜△E) = 0, while
in the second case if supp(ς) ⊆ JN , we have µς(A) = µς(A˜) = 1.
Note that in general, given an inherited set A, it is not true that if for some j ∈ J , µj(A) > µj(E)
then µj(A) = 1 for all j ∈ J . Indeed, suppose that J = {1, 2} and N = 2 almost surely. If m > 1
then the smallest fixed point α of ϕ is strictly smaller than 1. Let A be the collection of all trees
which are either finite or with root of type 2. Then A is inherited and µ1(A) = α, µ2(A) = 1.
When J is a singleton, Lemma 2.2 applies to classical (unlabelled) GW-trees.
From now on, J = N and the environment is a realization of the labelled GW-tree τL, that is, a
choice of the random GW-tree τ along with the number of stations at each vertex.
After the construction of the environment, we construct the probability space for our pro-
cesses. Let (LT, µ) be as before and ν =
∏
w∈W ,i∈N∗ PRw,i be the product measure of the laws
of {Rw,i}w∈W ,i∈N∗ on the canonical product space O := [0,+∞)
W×N∗ . Henceforth we do not
need the original probability space (Ω,F ,P) and we consider Ω := LT × O endowed with the
usual product σ-algebra and P := µ × ν. With a slight abuse of notation we denote again by
τL, Nw and Rw the natural counterparts of the original random variables which are now defined
on the “new” space Ω. For every ω ∈ Ω the processes evolve according to the sequence of radii
{maxi∈N∗ Rw,i(ω)1l[1,Nw(ω)](i)}x∈X (see also Section 2.3). Extinction and survival are measurable
sets with respect to the product σ-algebra. By standard measure theory, for every event A we have
P(A) =
∫
LT
P(A|τL = Υ)µ(dΥ) (2.1)
where P(A|τL = Υ) = ν(r ∈ O : (Υ, r) ∈ A) since τL(Υ, r) ≡ Υ. Using equation (2.1), we have
that P(A) = 0 (resp. P(A) = 1) if and only if P(A|τL = Υ) = 0 (resp. P(A|τL = Υ) = 1) µ-almost
surely. It is clear that P(A) > 0 if and only if µ(Υ: P(A|τL = Υ) > 0) > 0. Quenched results, when
A is the event “the process survives”, can be obtained from Lemma 2.2 as shown by Lemma 5.1.
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2.2. Random environment on N. We discuss here the case where ρ(1) = 1. The projection of
the resulting labelled GW-tree is the set of words (empty word included) where 1 is the only letter.
We identify this projected tree with N. To stress the fact that we are dealing with this special case,
we adopt a different notation. The tree τL can be identified with NN-valued random variable N
(representing the sequence of labels of τL) where N (ω) := {Ni(ω)}i∈N. Remember that {Ni}i∈N is
a family of independent random variables (possibly with different distributions).
In this case the environment is represented by every fixed realization of N . Instead of (LT, µ),
here we use the space (NN, µ) and µ is the law of N , that is, the product measure
∏
i∈N PNi of
the laws of {Ni}i∈N on N
N. The measure P = µ × ν is defined on Ω = NN × O. Equation (2.1)
becomes P(A) =
∫
NN
P(A|N = n)µ(dn). With a slight abuse of notation we denote by {Nx}x∈X
the realization of the sequence N on NN ×O.
2.3. The annealed counterpart. On a deterministic graph or on any given realization of a
random graph, we associate with our (firework or reverse firework) process with random numbers
of stations, a (firework or reverse firework) process with one station per vertex. Indeed, consider
the process with one station on each vertex x and radius R˜x = 1l{Nx≥1} ·max{Rx,j : j = 1, . . . , Nx}
at x ∈ X. We call this process, the deterministic counterpart or annealed counterpart of the
original process. The annealed counterpart does not retain any information about the environment,
nevertheless the probability of annealed survival of the processes are the same. In the following
we use extensively the cumulative distribution function of R˜x which can be easily computed as
1l[0,+∞)(t)GNx(P(Rx ≤ t))) where GNx(t) := E[t
Nx] =
∑∞
j=0 P(Nx = j)t
j . As a consequence we
have P(R˜x < t) = 1l(0,+∞)(t)GNx(P(Rx < t)). Since we assumed that P(Rx < 1) ∈ (0, 1) then
P(R˜x < 1) ∈ (0, 1).
3. Firework process on N
According to Section 2.2, the environment is the random sequence N (where J = N), its law
is µ and P is the probability measure on Ω = NN × O. We denote by V the event “the firework
process survives”, that is, “all the vertices are reached by a signal”. P(V ) is also the probability of
survival of the annealed counterpart of the reverse firework process; on the other hand P(V |N = n)
is the probability of survival of the firework process conditioned on a specific realization n of the
sequence of numbers of stations. Results for the deterministic case with k stations per site can be
retrieved by using GN (t) ≡ t
k.
Theorem 3.1. In the homogeneous case (Ri,j ∼ R and Ni ∼ N for all i ∈ N, j ∈ N
∗),
(1) if
∞∑
n=0
n∏
i=0
GN (P(R < i+ 1)) = +∞ (3.2)
then there is extinction for µ-almost all N ;
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(2) if
∞∑
n=0
n∏
i=0
GN (P(R < i+ 1)) < +∞ (3.3)
then P(V ) > 0 and µ(n : P(V |N = n) > 0) = P(N > 0).
Since there is no survival if there are no stations at the origin, then the probability that the
environment N can sustain a surviving firework process cannot exceed P(N > 0). The previous
theorem tells us that when the above probability is not 0 then it attains its maximum value.
A function L : (0,+∞) → R is slowly varying if and only if for all x > 0 (⇐⇒ for all x > 1)
limt→+∞L(xt)/L(t) = 1. It is clear that if a slowly varying function L does not vanish on (0,+∞)
then 1/L is a slowly varying function. Examples of slowly varying functions are (ln p(·))α where
p(·) is a polinomial and α ∈ R.
The following proposition gives sufficient conditions for extinction or survival.
Proposition 3.2. Suppose that Ri,j ∼ R and Ni ∼ N for all i ∈ N, j ∈ N
∗.
(1) If lim infn→∞ n(1 − GN (P(R < n))) > 1 then P(V ) > 0 and µ(n : P(V |N = n) > 0) =
P(N > 0).
(2) If lim supn→∞ n(1−GN (P(R < n))) < 1 then P(V ) = 0 and P(V |N = n) = 0 for µ-almost
all configurations n.
(3) If E[N ] < +∞ and lim supn→∞ nP(R ≥ n) < 1/E[N ] then P(V ) = 0 and P(V |N = n) = 0
for µ-almost all configurations n.
(4) If E[N ] < +∞ and E[R] < +∞ then P(V ) = 0 and P(V |N = n) = 0 for µ-almost all
configurations n.
(5) If lim infn→∞ nP(R ≥ n)G
′
N (P(R < n)) > 1 then P(V ) > 0 and µ(n : P(V |N = n) > 0) =
P(N > 0). In particular this holds if lim infn→∞ nP(R ≥ n) > 1/E[N ] (where 1/E[N ] := 0
if E[N ] = +∞).
The following corollary gives sufficient conditions for extinction or survival where N and R play
disjoint roles.
Corollary 3.3. Suppose that Ri,j ∼ R and Ni ∼ N for all i ∈ N, j ∈ N
∗.
If P(N > n) ∼ n−αL(n) (as n→∞) for some α ∈ (0, 1) and a slowly varying function L then
(1) lim infn→∞ nP(R ≥ n)
αL(1/P(R ≥ n))Γ(1 − α) > 1 implies P(V ) > 0 and µ(n : P(V |N =
n) > 0) = P(N > 0);
(2) lim supn→∞ nP(R ≥ n)
αL(1/P(R ≥ n))Γ(1−α) < 1 implies P(V ) = 0 and P(V |N = n) = 0
for µ-almost all configurations n.
If P(N > n) ∼ cn−1 (for some c > 0) then
(3) lim infn→∞ n ln(1/P(R ≥ n))P(R ≥ n) > 1/c implies P(V ) > 0 and µ(n : P(V |N = n) >
0) = P(N > 0);
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(4) lim supn→∞ n ln(1/P(R ≥ n))P(R ≥ n) < 1/c implies P(V ) = 0 and P(V |N = n) = 0 for
µ-almost all configurations n.
Observe that, by coupling, if P(N > n) ≥ n−αL(n) (resp. P(N > n) ≤ n−αL(n)) when α ∈ (0, 1)
then the conclusion of Corollary 3.3(1) (resp. Corollary 3.3(2)) still holds. An analogous result
holds for the case α = 1.
Remark 3.4. (i) For every fixed unbounded random variable R (with finite or infinite expected
value), there exists a random variable N such that the firework process (with Ri,j ∼ R and
Ni ∼ N for all i ∈ N and j ∈ N
∗) survives. Let us fix ε > 0, δ ∈ (0, 1) and choose a variable
N such that
P
(
N ≥
ln(1− δ)
ln(P(R < n))
)
≥
1 + ε
nδ
for every sufficiently large n. Such N exists since P(R < n) < 1 for all n ∈ N. Indeed consider
n(1−GN (P(R < n))) = nE[1− P(R < n)
N ]
≥ n
(
1− P(R < n)ln(1−δ)/ ln(P(R<n))
)
P
(
N ≥
ln(1− δ)
ln(P(R < n))
)
= nδ P
(
N ≥
ln(1− δ)
ln(P(R < n))
)
≥ 1 + ε
thus Proposition 3.2(1) applies.
(ii) For every fixed (bounded or unbounded) N such that P(N = 0) < 1, there exists R such that
the firework process (with Ri,j ∼ R and Ni ∼ N for all i ∈ N and j ∈ N
∗) survives.
Indeed, define pn := inf{t ≥ 0: GN (1− t) ≤ 1− 2/n}. Since GN (1− t) < 1 for all t > 0 we
have that pn ↓ 0 as n→∞; moreover, by continuity, GN (1− pn) ≤ 1− 2/n. By construction
lim infn→∞ n(1−GN (1− pn)) ≥ 2, hence if P(R ≥ n) = pn then Proposition 3.2(1) applies.
Another proof can be derived by coupling from the following example. Let N be a Bernoulli
random variable with parameter p > 0. In this case n(1 − GN (P(R < n))) = npP(R ≥ n),
hence if, for instance, P(R ≥ n) = 2/(pn) then according to Proposition 3.2(1) there is sur-
vival. Since every nontrivial N stochastically dominates a Bernoulli variable with parameter
p = P(N > 0), by coupling, we have survival of the homogeneous firework process associated
with N and R (where P(R ≥ n) = 2/(pn)).
We note that if P(N = 0) ∈ (0, 1) in almost every realization there are connected sequences of
empty vertices of arbitrarily large length and nevertheless the process may survive with positive
probability. This happens in particular in the Bernoulli case where we have at most one station per
site. This proves, for instance, that the sufficient conditions of [7, Theorem 2.2] are not necessary.
Remark 3.5. Here we consider the possible behaviors of the system depending on the conver-
gence/divergence of the expected values E[N ] and E[R].
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• If E[N ] < +∞ and E[R] < +∞ then there is a.s. extinction for almost every configuration
n (see Proposition 3.2(4)).
• If E[N ] = +∞ and E[R] < +∞ then both survival and extinction are possible. Indeed
Remark 3.4 proves that survival for almost every configuration n is possible. On the other
hand if P(N ≥ n) ∼ n−α (for some α ∈ (0, 1)) and P(R ≥ n) ∼ n−
1
α
−ǫ, according to
Corollary 3.3(2), we have a.s. extinction for almost every configuration n.
• If E[N ] < +∞ and E[R] = +∞ then both survival and extinction are possible. Indeed fix
any N such that 0 < E[N ] < +∞ and suppose that P(R ≥ n) ∼ α/n; then, according to
Proposition 3.2, if α > 1/E[N ] there is survival for almost every configuration n while if
α < 1/E[N ] there is extinction for almost every configuration n.
• If E[N ] = +∞ and E[R] = +∞ then, again, both survival and extinction are possible.
Survival is easy: take P(R ≥ n) = pn ∨ 1/n (where pn is defined as in Remark 3.4(ii)) and
apply Proposition 3.2(1).
As for the extinction consider N and R such that P(N ≥ n) ∼ 1/n as n → ∞ and
P(R ≥ n) = 1/
(
n ln(n) ln(ln(n))
)
for every sufficiently large n. Clearly
∑
n∈N P(R ≥ n) =∑
n∈N P(N ≥ n) = +∞; moreover
n ln(
1
P(R ≥ n)
)P(R ≥ n) =
ln(n) + ln(ln(n)) + ln(ln(ln(n)))
ln(n) · ln(ln(n))
→ 0
as n→∞, hence Corollary 3.3(4) applies and there is extinction for almost every configu-
ration n.
The previous remark is summarized by the following table.
E[N ] < +∞ E[N ] = +∞
E[R] < +∞ extinction extinction/survival
E[R] = +∞ extinction/survival extinction/survival
In the heterogeneous case we have a sufficient condition for survival.
Theorem 3.6. In the heterogeneous case, if
∞∑
n=0
n∏
i=0
GNi(P(Ri < n− i+ 1)) < +∞ (3.4)
then P(V ) > 0. Moreover P(V |N = n) > 0 for µ-almost all configurations n.
4. Reverse Firework process on N
We use the same notation as in Section 3. We denote by S the event “the reverse process
survives”. Here we suppose that there is always one station at 0. In the general case of a random
number N0 of station at 0 we can condition on the events {N0 = 0} and {N0 > 0}: in the first case
we have extinction, in the second one we apply the results of this section. As before, the results
for the deterministic case with one station per site can be retrieved by using GN (t) ≡ t.
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Theorem 4.1. Let {Ri,j}i,j∈N∗ and {Ni}i∈N∗ be two i.i.d. families. Define W :=
∑
n∈N(1 −
GN (P(R < n))) (or W :=
∫∞
0 (1−GN (P(R < t)))dt).
(1) If W = +∞ then P(S|N = n) = 1 for µ-almost all configurations n.
(2) If W < +∞ then P(S|N = n) = 0 for µ-almost all configurations n.
Remark 4.2. (i) If the homogeneous reverse firework process associated with N and R dies out
almost surely, so does the homogeneous firework process. Indeed, in this case
∑
n∈N(1 −
GN (P(R < n))) < +∞, hence limn→∞ n(1 − GN (P(R < n))) = 0 (see Lemma 6.3) and
Proposition 3.2(ii) applies. Hence if there is survival for the firework process then there is
survival for the reverse firework process.
(ii) For every fixed unbounded random variable R (with finite or infinite expected value), there
exists a random variable N such that the reverse firework process (with Ri,j ∼ R and Ni ∼ N
for all i ∈ N and j ∈ N∗) survives. Take the example in Remark 3.4(i).
(iii) For every fixed (bounded or unbounded) N such that P(N = 0) < 1, there exists R such that
the reverse firework process (with Ri,j ∼ R and Ni ∼ N for all i ∈ N and j ∈ N
∗) survives.
Consider the example in Remark 3.4(ii).
Theorem 4.1 gives a necessary and sufficient condition for (almost sure) survival for the homo-
geneous reverse firework process in RE, that is, W = +∞. This condition, implicitly involves both
N and R. What we want to do now, is to find conditions involving separately N and R.
Theorem 4.3. Let {Ri,j}i,j∈N∗ and {Ni}i∈N∗ be two i.i.d. families (Ri,j ∼ R and Ni ∼ N) and L
a positive slowly varying function. Define W as in Theorem 4.1.
(1) If E[N ] < +∞ then W < +∞ if and only if E[R] < +∞.
(2) If there exists ε > 0, α ∈ (0, 1) such that nαP(N ≥ n)/L(n) ≥ ε for all n ≥ 1 and∫ +∞
0 P(R ≥ t)
αL(1/P(R ≥ t))dt = +∞ then W = +∞.
(3) If there exists M > 0, α ∈ (0, 1) such that nαP(N ≥ n)/L(n) ≤ M for all n ≥ 1 and∫ +∞
0 P(R ≥ t)
αL(1/P(R ≥ t))dt < +∞ then W < +∞.
(4) If there exists M > 0 such that P(N ≥ n) ≤ M/n for all n ≥ 1 and
∫ +∞
0 P(R ≥
t) ln(1/P(R ≥ t))dt < +∞ then W < +∞.
(5) If there exists ε > 0 such that P(N ≥ n) ≥ ε/n for all n ≥ 1 and
∫ +∞
0 P(R ≥ t) ln(1/P(R ≥
t))dt = +∞ then W = +∞.
We note that, according to Theorem 4.3(2–3), if there exists α ∈ (0, 1) such that P(N ≥ n) ≍
L(n)/nα then
∫ +∞
0 P(R ≥ t)
αL(1/P(R ≥ t))dt < +∞ if and only if W < +∞. Analogously, using
Theorem 4.3(4–5), if P(N ≥ n) ≍ 1/n then
∫ +∞
0 P(R ≥ t) ln(1/P(R ≥ t))dt < +∞ if and only if
W < +∞.
Remark 4.4. As in Remark 3.5, we consider the possible behaviors of the reverse firework process
depending on the convergence/divergence of the expected values E[N ] and E[R].
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• If E[N ] < +∞ and E[R] < +∞ then there is a.s. extinction for almost every configuration
n (see Theorem 4.3(1)).
• If E[N ] = +∞ and E[R] < +∞ then both survival and extinction are possible. Indeed
suppose that P(N ≥ n) ≍ n−α (for some α ∈ (0, 1)) and P(R ≥ n) ≍ n−β (where by
an ≍ bn we mean that there exist m,M ∈ (0,+∞) such that an/bn ∈ [n,M ] for every
sufficiently large n). According to the discussion after Theorem 4.3, if β ∈ (1, 1/α] then
there is survival for almost every configuration n, while if β > 1/α there is a.s. extinction
for almost every configuration n.
• If E[N ] < +∞ and E[R] = +∞ then there is survival for almost every configuration n (see
Theorem 4.3(1)).
• If E[N ] = +∞ and E[R] = +∞ then, due to a coupling with the case E[N ] < +∞ and
E[R] = +∞, only survival is possible.
The previous remark is summarized by the following table.
E[N ] < +∞ E[N ] = +∞
E[R] < +∞ extinction extinction/survival
E[R] = +∞ survival survival
In the heterogeneous case we have the following result.
Theorem 4.5. Consider the heterogeneous reversed firework process on N.
(1)
∑
k≥1(1 − GNn+k(P(Rn+k < k))) = +∞ for all n ∈ N if and only if P(S|N = n) = 1 for
µ-almost all configurations n.
(2) If
∑
n∈N
∏∞
k=1GNn+k(P(Rn+k < k)) < +∞ then P(S|N = n) > 0 for µ-almost all configu-
rations n.
5. Firework and Reverse Firework Processes on Galton-Watson trees
Let us consider a GW-process with offspring distribution ρ. We know that if ρ(1) = 1 then the
resulting random tree is N. This particular case has been studied in Sections 3 and 4. In the rest
of the paper we assume that ρ(1) < 1 and we suppose that m :=
∑
n∈N nρ(n) > 1. The underlying
random graph will be a GW-tree generated by this process. Henceforth, to avoid a cumbersome
notation, we use the same symbol to denote a tree (as a graph) and its set of vertices. Let
ϕ(z) :=
∑
n∈N ρ(n)z
n be the generating function of ρ and let α ∈ [0, 1] be the smallest nonnegative
fixed point of ϕ. When
∑k
i=0 ρ(i) = 1 for some k we say that the GW-tree has maximum degree k
or that it is k-bounded.
In this section we consider just the homogeneous case: the set of labels J is N and the random
number of stations {Nw}w∈W are independent N-valued random variables, Nw ∼ N for all w ∈
W \{∅}. We also assume that, in the case of the firework process, N∅ ∼ N , while in the case of the
reverse firework process the number of stations at the root does not matter as long as it is positive,
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hence we take a deterministic N∅ = min{n ∈ N
∗ : P(N = n) > 0} (the minimum positive value of
N). In both cases the support of the law of N∅ is a subset of the support of N . The environment
is a random labelled GW-tree τL defined in Section 2.1 where the label of each vertex w is the
number of stations at w. As in Section 2.1, the law of τL is denoted by µ and P is the probability
measure on Ω = LT×O. Remember that P(τL is finite) = P(τ is finite) = µ(E) = µj(E) = α < 1
for all j ∈ N. The radii {Rw,i}w∈W ,i∈N∗ of the stations are independent and identically distributed
(with distribution R).
Two interesting particular cases are when there is one station per site (N = 1 a.s.) and when
N is a Bernoulli variable. The first case can be easily retrieved from the general results by taking
GN (t) ≡ t (see the comments along this section), while the second case is discussed in Example 5.7.
The strategy is to study the annealed counterpart of the process on a GW-tree, with one station
per site and radii R˜w = 1lNw≥1max{Rw,i : i = 1, . . . , Nw} (see Section 2.3). We prove that under
suitable conditions the probability of survival of the annealed counterpart is 0 (resp. > 0). This
implies that the annealed probability of survival of the original process is 0 (resp. > 0): quenched
results then follow as we explain in the following lemma (remember the definition of µ, µ as the
laws of τL and τ respectively and recall that l(Υ) is the number of stations at the root of Υ ∈ LT).
Lemma 5.1. Consider a homogeneous firework process or a homogeneous reverse firework process.
(1) If P(survival) = 0 then P(survival|τL = Υ) = 0 for almost every Υ ∈ LT (that is, for almost
every tree and every sequence of stations).
(2) If P(survival|τ is infinite) = 1 then P(survival|τL = Υ) = 1 for almost every infinite Υ ∈
LT.
(3) If P(survival) > 0 and P(N = 0) = 0 then P(survival|τL = Υ) > 0 for almost every infinite
Υ ∈ LT such that l(Υ) ≥ 1 (that is, for almost every realization of the environment such
that the underlying tree is infinite and there is at least one station at the root).
(4) If P(survival) > 0 and P(N = 0) > 0 then P(survival|τ = T, N∅ = n) > 0 for almost every
(T, n) ∈ T× N such that the tree T is infinite and n ≥ 1.
Moreover, µ(Υ: P(survival|τL = Υ) > 0) and µ × PN∅((T, n) : P(survival|τ = T, N∅ = n) > 0) are
both either 0 or (1− α)P(N∅ ≥ 1).
The third case of the previous lemma applies, for instance, to any annealed counterpart of a
process (since in the annealed counterpart there is one station per vertex).
Note the difference between “P(survival|τL = Υ) > 0 for almost every Υ ∈ LT such that the
underlying tree is infinite and l(Υ) ≥ 1” and “P(survival|τ = T, N∅ = n) > 0 for almost every
infinite tree T ∈ T and for PN∅-almost all n ≥ 1”. In both cases there is at least one station at
the root, but the second assertion is weaker than the first one since in the former the tree and
the number of stations at each vertex are fixed while in the latter just the tree and the number of
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stations at the root are fixed. Indeed we show that, when P(N = 0) > 0, the second assertion may
hold while the first does not (see Example 5.8).
Finally, since there is no survival if there are no stations at the root or the tree is finite, then
the probability that the environment can sustain a surviving process cannot exceed the probability
of the event “the tree is infinite and there are stations at the root”, that is, (1 − α)P(N∅ ≥ 1).
Lemma 5.1 tells us that when the probability that the environment can sustain a surviving process
is not 0 then it attains the maximum admissible value.
Theorem 5.2. Consider a homogeneous firework process. Define Φ(t) := GN (P(R < 1)) +∑∞
n=1(GN (P(R < n+ 1)) −GN (P(R < n)))t
n ∈ [0,+∞] (t ∈ [0,+∞)).
(1) If Φ(m)− 1 > Φ(0) = GN (P(R < 1)) and P(N = 0) = 0 then for the firework process there
is survival with positive probability for almost every realization of the environment such that
the underlying tree is infinite and there is at least one station at the root.
(2) If Φ(m) − 1 > Φ(0) = GN (P(R < 1)) and P(N = 0) > 0 then for the firework process
P(survival|τ = T, N∅ = n) > 0 for almost every (T, n) ∈ T × N such that T is an infinite
(unlabelled) tree and n ≥ 1.
(3) If the GW-tree is k-bounded and Φ(k) − 1 ≤ 1 − 1/k then the firework process becomes
extinct a.s. for almost every realization of the environment.
It is clear, from the previous theorem, that the radius of convergence of Φ will play an important
role. Elementary computations show that lim supn→∞
n
√
GN (P(R < n+ 1))−GN (P(R < n)) =
lim supn→∞
n
√
1−GN (P(R < n)). Moreover, in the case N = 1 a.s., Φ(t) := E[t
⌊R⌋] =
∑∞
n=0 P(n ≤
R < n+ 1)tn.
Corollary 5.3. Define mc := sup{m > 0: the firework process dies out a.s.}. We have that
lim supn→∞
n
√
1−GN (P(R < n)) = 1 implies mc = 1.
Consider the case N = 1 almost surely. In this case, if E[Ra] = +∞ for some a > 0 we
have mc = 1. An example where E[R] < +∞ and mc = 1 is given by any law R such that
P(n ≤ R < n+ 1) ≍ n−α (α > 2).
The next result deals with the behavior of the reverse homogeneous firework process. By defini-
tion,
∏0
j=1 αn := 1 for every sequence {αn}n∈N.
Theorem 5.4. Consider a homogeneous reverse firework process. Let φ1(m) :=
∑∞
n=1(1−GN (P(R <
n)))mn and φ2(m) :=
∑∞
i=1(1−GN (P(R < i)))m
i
∏i−1
j=1GN (P(R < j)). The following hold
(1) if φ1(m) = +∞ then there is survival with probability 1 for the reverse firework process for
almost all realizations of the environment such that the underlying tree is infinite;
(2) if P(N = 0) = 0, φ1(m) < +∞ and φ2(m) > 1 then there is survival with positive probability
(strictly smaller than 1) for the reverse firework process for almost all realizations of the
environment such that the underlying tree is infinite;
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(3) if P(N = 0) > 0, φ1(m) < +∞ and φ2(m) > 1 then P(survival|τ = T) ∈ (0, 1) for almost
every infinite (unlabelled) tree T ∈ T;
(4) if φ1(m) < +∞ and φ2(m) ≤ 1 then there is a.s. extinction for the reverse firework process
for almost all realizations of the environment;
We note that whenN = 1 a.s. then φ1(m) and φ2(m) become
∑∞
n=1m
n
P(R ≥ n) and
∑∞
n=1m
n
P(R ≥
n)
∏n−1
j=1 P(R < j) respectively.
Corollary 5.5. Define Mc := 1/ lim supn→∞
n
√
1−GN (P(R < n)). There exists a critical value
mc ∈ [1,+∞), mc ≤Mc such that
(1) m < mc implies a.s. extinction for almost all realizations of the environment;
(2) mc < m < Mc and P(N = 0) = 0 implies survival with positive probability for almost all
realizations of the environment such that the underlying tree is infinite;
(3) mc < m < Mc and P(N = 0) > 0 implies survival with positive probability for almost every
infinite (unlabelled) tree;
(4) Mc < m implies survival with probability 1 for almost all realizations of the environment
such that the underlying tree is infinite.
Moreover, if m = mc < Mc then there is a.s. extinction for almost all realizations of the environ-
ment.
Again the previous corollary applies, in particular, in the case N = 1 a.s. by using P(R ≥ n)
instead of 1−GN (P(R < n).
Remark 5.6. If φ1(1) = +∞, (that is, E[R] = +∞ if N = 1 a.s.) then Mc = mc = 1 and there is
survival with probability 1 for every realization of the environment such that the underlying tree is
infinite (when m > 1).
IfMc = +∞ then the probability of survival is smaller than 1 for almost every infinite (unlabelled)
tree (it might be 0 of course).
If Mc ∈ (1,+∞] and φ1(Mc) = +∞ then mc < Mc, thus there is a.s. extinction for almost all
realizations of the environment when m = mc (see the details in Section 6).
Note that according to Theorems 5.2 and 5.4 the firework and reverse firework processes on a
non-trivial GW-tree can survive even if the radius R is bounded. Indeed, if P(N = 0) < 1 − 1/m
and P(R < 1) is sufficiently small then we have 1 − GN (P(R < 1)) > 1/m and the conditions for
survival given in Theorems 5.2 and 5.4 hold. According to Theorems 3.1(1) and 4.1(2), this is not
possible on N. As an example we discuss the Bernoulli case.
Example 5.7. We consider N ∼ B(p), a Bernoulli variable with parameter p ∈ (0, 1). In this
framework, each vertex is occupied by one station independently with probability p and unoccupied
with probability 1− p. Let Rw ∼ R for all vertices w ∈ W. Clearly GN (t) = pt+ 1− p.
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Consider the firework process. Applying Theorem 5.2, we have that
(1)
∑∞
n=1 P(n ≤ R < n+1)m
n > 1/p implies survival with positive probability for almost every
infinite (unlabelled) tree if there is at least one station at the root;
(2) GW-tree k-bounded and
∑∞
n=1 P(n ≤ R < n + 1)k
n − P(R ≥ 1) ≤ (k − 1)/(kp) implies
a.s. extinction for almost every realization of the environment.
Consider the reverse firework process. According to Theorem 5.4, there is survival with proba-
bility 1 (for almost all realizations of the environment such that the underlying tree is infinite) if
and only if
∑∞
n=1m
n
P(R ≥ n) = +∞ (note that this condition does not depend on p > 0). If∑∞
n=1m
n
P(R ≥ n) < +∞ then the probability of survival is strictly less than 1 for every (unla-
belled) tree. In particular there is a.s. extinction for almost all realizations of the environment if
and only if
∑∞
n=1m
n
P(R ≥ n)
∏n−1
j=1 (1−pP(R ≥ j)) ≤ 1/p. We observe that Mc does not depend on
p. As for the critical value mc = mc(p) it is not difficult to show that p 7→ mc(p) is nonincreasing
and continuous. In particular limp→0mc(p) = Mc. Indeed, if Mc = 1 there is nothing to prove.
Otherwise, suppose that 1 < r < Mc; since limp→0 p
∑∞
n=1m
n
P(R ≥ n)
∏n−1
j=1 (1 − pP(R ≥ j)) = 0
according to Theorem 5.4 and Corollary 5.5 we have that lim infp→0mc(p) ≥ r.
When P(N = 0) > 0 and P(survival) > 0 it could happen that the firework and reverse firework
processes die out almost surely on a µ-positive set of infinite labelled trees with at least one station
at the root. This implies that, even when the probability of survival is positive, it is not possible,
in general, to have positive probability of survival for almost every realization of the environment
(but only for almost every realization of the unlabelled GW-tree) as the following example shows.
Example 5.8. Suppose that P(N = 0) ∈ (0, 1), m > 1 and P(R ≤ M) = 1 (for some M ∈ N∗).
Under these conditions, it is an easy exercise to prove that the set of infinite labelled trees Υ with
l(Υ) ≥ 1 such that every vertex between distance 1 and M from the root has label 0, has always
µ-positive measure. On this set the firework and reverse firework processes die out almost surely.
Nevertheless, according to Theorem 5.2 for every sufficiently large m the firework process survives
with (strictly) positive probability, Similarly, according to Theorem 5.4 there is a positive (strictly
smaller than 1) probability of survival for the reverse firework process (note that, if P(R ≤M) = 1,
then φ1(m) < +∞ for all m). This happens, for instance, in the Bernoulli model described in
Example 5.7.
6. Proofs
Proof of Lemma 2.2. In the following we consider the canonical MBP {Zn}n∈N defined on the
probability space LT endowed with the probability measure µς . Hence τ
L(Υ) = Υ for all Υ ∈ LT.
Remember the definition of the generating function ϕ(z) =
∑
n∈N ρ(n)z
n and its smallest fixed
point α ∈ [0, 1]. Define SJ := {g ∈ N
J : |g| :=
∑
j∈J g(j) < +∞} and denote by PN the common
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law of {Nw}w∈W\{∅}. Given an inherited couple (A, A˜) where A, A˜ ⊂ LT, if the expected value m
of the law ρ satisfies m ≤ 1 then µj(A) ≥ µj(E) = α = 1 for all j ∈ J , and the conclusion follows.
Suppose that m > 1. By conditioning on Z1, using the conditional independence and the Markov
property for labelled GW-trees we have, for all j ∈ J ,
µj(A˜) = µj(A) = E
µj [1lA] = E
µj [µj(Υ ∈ A|Z1)] ≤ E
µj [µj(Υ: Υ
(1) ∈ A˜, . . . ,Υ(|Z1|) ∈ A˜|Z1)]
=
∑
n∈N
∑
g∈SJ : |g|=n
µj(Υ: Υ
(1) ∈ A˜, . . . ,Υ(|g|) ∈ A˜|Z1 = g)µj(Z1 = g)
=
∑
n∈N
∑
g∈SJ : |g|=n
µj(Z1 = g)
|g|∏
i=1
µj(Υ: Υ
(i) ∈ A˜|Z1 = g)
=
∑
n∈N
∑
g∈SJ : |g|=n
µj(Z1 = g)
∏
j′∈J
µj′(Υ ∈ A˜)
g(j′)
=
∑
n∈N
∑
g∈SJ : |g|=n
ρ(|g|)
|g|!∏
j′∈J g(j
′)!
∏
j′∈J
PN(j
′)g(j
′)
∏
j′∈J
µj′(A˜)
g(j′)
=
∑
n∈N
ρ(n)
(∑
j′∈J
µj′(A˜)PN (j
′)
)n
= ϕ
( ∑
j′∈JN
µj′(A˜)PN (j
′)
)
,
where |Z1| :=
∑
j∈J Z1(j) is the total number of descendants of the root.
Take a generic h ∈ [0, 1]J and suppose that α ≤ h(j) ≤ ϕ
(∑
j′∈JN
h(j′)PN (j
′)
)
for all j ∈ J .
Define h :=
∑
j′∈JN
h(j′)PN (j
′). Hence
h¯ ≤ sup
j∈J
h(j) ≤ ϕ(h¯).
Thus, either h¯ = α or h¯ = 1. This implies h¯ ≤ supj∈J h(j) ≤ ϕ(h¯) = h¯. Since h(j) ∈ [α, 1] for all
j ∈ J , then h¯ = α implies h(j) = α ≡ µj(E) for all j ∈ J , while h¯ = 1 implies h(j) = 1 for all
j ∈ JN .
By Definition 2.1, µj(A) = µj(A˜), µj(E \A) = µj(E \ A˜) = 0 and µj(A \E) = µj(A˜ \E) for all
j ∈ J . If h(j) := µj(A˜) for all j ∈ J then we have that either µj(A˜) = µj(A) = 1 for all j ∈ JN or
µj(A˜) = µj(A) = µj(E) for all j ∈ J and the conclusion follows.
If ς (the law of N∅) satisfies supp(ς) ⊆ J
′ then µς =
∑
j∈J ′ ς(j)µj , whence, for every measurable
B ⊆ LT, µς(B) =
∑
j∈J ′ ς(j)µj(B) which yields the conclusion (by taking J
′ = J , B := A△E and
J ′ = JN , B := A). 
Lemma 6.1. If {ti,n}i,n∈N,i≤n is an arbitrary nonnegative sequence and
∞∑
n=0
n∏
i=0
GNi(ti,n) < +∞ (6.5)
then
P
(
∞∑
n=0
n∏
i=0
tNii,n < +∞
)
= 1.
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In particular if equation (6.5) holds
P
(
∞∑
n=0
n∏
i=0
tNii,n < +∞
∣∣∣N = n) = 1
for µ-almost all n = {ni}i∈N ∈ N
N.
Remark 6.2. Suppose that ti,n → 1 as n → ∞ for all i ∈ N. We observe that the event
{
∑∞
n=0
∏n
i=0 t
Ni
i,n < +∞} is a tail event with respect to {σ(Ni : i ≤ n)}n. Hence its probability
is either 0 or 1. Indeed, for all i0 ∈ N,
∏n
i=0 t
Ni
i,n ∼
∏n
i=i0
tNii,n as n → ∞ hence {
∑∞
n=0
∏n
i=0 t
Ni
i,n <
+∞} = {
∑∞
n=i0
∏n
i=i0
tNii,n < +∞}.
Proof of Lemma 6.1. Let ξ :=
∑∞
n=0
∏n
i=0 t
Ni
i,n. Note that, by the Monotone Convergence Theorem
and using the independence of {Ni}i∈N,
E [ξ] = Eµ [ξ] =
∫ ∞∑
n=0
n∏
i=0
tNii,ndµ =
∞∑
n=0
Eµ
[
n∏
i=0
tNii,n
]
=
∞∑
n=0
n∏
i=0
GNi(ti,n) < +∞
thus P(ξ < +∞) ≡ µ(ξ < +∞) = 1. The last equality is an easy consequence of equation (2.1). 
Proof of Theorem 3.1. We investigate the behavior of the deterministic counterpart of our process.
Since Ri,j ∼ R and Ni ∼ N for all i, j then R˜i ∼ R˜ where
P(R˜ < i) =
∑
j∈N
P(R < i)jP(N = j) = GN (P(R < i)).
By [7, Theorem 2.1] the a.s. extinction of the deterministic counterpart is equivalent to
∞∑
n=1
n∏
i=0
P(R˜ < i+ 1) = +∞.
Hence equation (3.3) is equivalent to P(V ) = 0 which, in turn, is equivalent to P(V |N = n) = 0
for µ-almost all configurations n.
We are left to prove that P(V ) > 0 implies µ(n ∈ NN : P(V |N = n) > 0) = P(N > 0). Note
that P(V ) = P(V |N0 > 0)P(N0 > 0) since P(V |N0 = 0) = 0; moreover P(V |N0 > 0) > 0 if
and only if P(V ) > 0. We condition now on the event {N0 > 0}. We denote by NN the space
{n : n0 > 0} and by µ the measure µ conditioned on NN (clearly µ(NN) = P(N0 > 0)). Observe
that µ(n : lim supi ni > 0) = 1, µ(n : n0 > 0) = P(N0 > 0) and that the variables {Ni}i≥1 are
independent with respect to the conditioned probability P(·|N0 > 0). Denote by
Wk := {n ∈ NN : P(“V starting from n(k) stations at k”|N = n) > 0}
the set of realizations of the environment such that the firework process starting from vertex k (and
moving rightwards) survives with positive probability. Note that µ(W0) = µ(n ∈ N
N : P(V |N =
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n) > 0). Clearly Wk ∈ σ(Ni : i ≥ k) where, in this case, {Ni}i∈N is the canonical realization of N
on NN.
If for a fixed sequence in NN there is survival for the firework process starting from ni0 stations
at i0 then, by the FKG inequality, there is survival starting from every i ≤ i0 (note that if equa-
tion (3.2) holds then the radii are unbounded variables, hence the event {R0 > i0} has a positive
probability). Whence Wk ⊇Wk+1 for all k ∈ N.
Moreover, if there is survival for a sequence n then for all j ∈ N there exists i0 ≥ j such
that there is survival starting from n(i0) particles at i0. Hence W0 ⊆ lim supkWk which implies
that W0 = lim supkWk = Wi for all i ∈ N. Hence W0 is a tail event, namely it belongs to⋂
k∈N σ(Ni : i ≥ k). Thus µ(W0) is either 0 or 1. This implies that µ(W0) is either 0 or P(N0 > 0).
Equation (3.2) implies P(V ) > 0 or, equivalently, µ(n ∈ NN : P(V |N = n) > 0) > 0. Since
µ(W0) = µ(n ∈ N
N : P(V |N = n) > 0) we have that µ(n ∈ NN : P(V |N = n) > 0) = P(N0 > 0). 
Before proving Proposition 3.2 we need another lemma.
Lemma 6.3. (1) Consider a sequence {xi}i∈N of nonnegative real numbers. If {yi}i∈N is a
nondecreasing sequence such that y0 > 0 and lim supn
∑n
i=0 xi/yn > 0 then
∞∑
i=1
xi = +∞⇐⇒
∞∑
i=0
xi
yi
= +∞.
In particular, if x0 > 0,
∞∑
i=1
xi = +∞⇐⇒
∞∑
i=0
xi∑i
j=0 xj
= +∞.
(2) If {αi}i∈N is a nondecreasing sequence of strictly positive real numbers such that lim infn n/αn >
0 then for every nonincreasing, nonnegative sequence {zi}i∈N such that
∑∞
n=0 zn < +∞ we
have limn→∞ znαn = 0.
Proof. (1) Observe that xi/yi ≤ xi/y0, this implies
∑∞
i=0 xi/yi ≤
∑∞
i=1 xi/y0. Whence
∑∞
i=0 xi/yi =
+∞ implies
∑∞
i=1 xi = +∞.
Conversely, suppose that
∑∞
i=1 xi = +∞. Fix δ ∈ (0, lim supn
∑n
i=0 xi/yn). For all
m ∈ N there exists n > m such that
∑n
i=m xi/yn > δ. By induction we can find a strictly
increasing sequence {nj}j∈N of natural numbers such that
∑nj+1
i=nj+1
xi/ynj+1 > δ. Clearly
∞∑
i=0
xi
yi
=
∞∑
j=0
nj+1∑
i=nj+1
xi
yi
≥
∞∑
j=0
nj+1∑
i=nj+1
xi
ynj+1
= +∞.
(2) By contradiction, suppose that, for some increasing sequence {nj}j∈N and δ > 0, we have
znjαnj ≥ δ for all j ∈ N. Then for all n ∈ (nj, nj+1] we have zn ≥ znj+1 ≥ δ/αnj+1 . Thus,∑∞
n=0 zn ≥
∑∞
j=0(nj+1 − nj)δ/αnj+1 . If we define xj := nj+1 − nj and yj := αnj+1 then
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∑
j∈N xj = +∞ and lim supj→∞
∑j
i=0 xi/yj ≥ lim infn→∞ n/αn > 0. Thus, according to
(1), we have
∞∑
n=0
zn ≥
∞∑
j=0
(nj+1 − nj)δ/αnj+1 = δ
∞∑
j=0
xj
yj
= +∞
which contradicts
∑∞
n=0 zn < +∞.

A particular case in Lemma 6.3 is αn = n.
Proof of Proposition 3.2. (1) In order to prove that equation (3.3) holds we use the Kummer’s
test. According to Kummer’s result, if {an}n∈N and {pn}n∈N are two positive sequences,
α := lim infn(pnan/an+1 − pn+1) and β := lim supn(pnan/an+1 − pn+1) then α > 0 implies∑
n an < +∞, while
∑
n 1/pn = +∞ and β < 0 implies
∑
n an = +∞.
If we take pn = n+2 and an =
∏n
i=0GN (P(R < i+1)) then α > 0 hence P(V ) > 0 (and
µ(n : P(V |N = n) > 0) > 0).
(2) As in the previous case, it follows immediately from Theorem 3.1 and Kummer’s Test with
pn = n+ 2.
(3) If E[N ] < +∞ then 1 − GN (P(R < n)) ∼ E[N ]P(R ≥ n) as n → ∞. The result follows
from (2).
(4) Trivially, E[R] < +∞ if and only if
∑
n∈N P(R ≥ n) < +∞. From Lemma 6.3(2) with αn =
n and zn = P(R ≥ n) we have that E[R] < +∞ implies limn→∞ nP(R ≥ n) = 0 < 1/E[N ]
and the previous part of the theorem applies.
(5) In this case, since G′ is a power series with nonnegative coefficients, 1 −GN (P(R < n)) ≥
P(R ≥ n)G′N (P(R < n)). Thus, the result follows from (1).

Proof of Corollary 3.3. The main idea of the proof is to compute a suitable asymptotic estimate
1−GN (x) ∼ (1− x)f(x) as x→ 1
−.
(1) Note that, using the Cauchy product of power series, (1−GN (x))/(1 − x) =
∑∞
n=0 P(N >
n)xn for all |x| < 1. From a well-known Tauberian theorem (see e.g. [1, Theorem 9] or [6,
Sec. XIII.5, Theorem 5]), we have that P(N > n) ∼ n−αL(n) if and only if
∑∞
n=0 P(N >
n)xn ∼ Γ(1−α)L(1/(1−x))/(1−x)1−α as x→ 1−. Hence n(1−GN (P(R < n))) ∼ nP(R ≥
n)αL(1/P(R ≥ n))Γ(1 − α) and Proposition 3.2(1) yields the result.
(2) It follows analogously from Proposition 3.2(2).
(3) If P(N ≥ n) ∼ cn−1, since
∑∞
n=0 P(N ≥ n) is divergent, then
∑∞
n=0 P(N ≥ n)x
n ∼
c ln(1/(1 − x)). Indeed, for any ε > 0, there exists n such that for all n ≥ n, we have
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P(N ≥ n) ∈ (c(1 − ε)/n, c(1 + ε)/n). Hence, eventually as x→ 1−,∑∞
n=0 P(N ≥ n)x
n
c ln(1/(1 − x))
=
∑∞
n=0 P(N ≥ n)x
n
c
∑∞
n=1 x
n/n
=
∑n−1
n=0 P(N ≥ n)x
n +
∑∞
n=n P(N ≥ n)x
n
c
∑n−1
n=1 x
n/n+ c
∑∞
n=n x
n/n
∼
∑∞
n=n P(N ≥ n)x
n
c
∑∞
n=n x
n/n
∈ (1− ε, 1 + ε).
This implies immediately that n(1 − GN (P(R < n))) ∼ n c ln(1/P(R ≥ n))P(R ≥ n) and,
again, Proposition 3.2(1) yields the result.
(4) It follows analogously from Proposition 3.2(2).

Proof of Theorem 3.6. We study the behavior of the deterministic counterpart. Note that P(R˜i <
n − i + 1) = GNi(P(Ri < n − i + 1)) is the probability that the n + 1-vertex does not belong to
the radius of influence of the i-th vertex. Hence
∏n
i=0GNi(P(Ri < n − i + 1)) is the probability
that the n + 1-vertex does not belong to the radius of influence of any vertex to its left. Denote
this event by En: by Borel-Cantelli P(lim supnEn) = 1. Whence, there exists n0 such that for all
P
(⋂
k≥n0
E∁k
)
> 0. Since P(Vn0) > 0, where Vn0 is the event “all the stations at 0, 1, . . . , n0 are
activated”, we have (using the FKG inequality)
P(V ) ≥ P
 ⋂
k≥n0
E∁k
∣∣∣Vn0
P(Vn0) = P
 ⋂
k≥n0
E∁k ∩ Vn0
 ≥ P
 ⋂
k≥n0
E∁k
P(Vn0) > 0.
In particular if we have a deterministic environment, say Ni := mi ∈ N for all i ∈ N, and
∞∑
n=0
n∏
i=0
P(Ri < n− i+ 1)
mi < +∞ (6.6)
then, since GNi(x) = x
mi , equation (3.4) holds and P(V ) > 0.
Finally, by Lemma 6.1 (using ti := P(Ri < n − i + 1)) we see that equation (6.6) holds for
µ-almost all configurations n and this yields the result. 
Proof of Theorem 4.1. Apply [7, Theorem 2.8] to the deterministic annealed process. Trivially
E[R˜] < +∞ if and only if W < +∞. The results follow immediately from the equivalence between
P(S) = 1 (resp. P(S) = 0) and P(S|N = n) = 1 (resp. P(S|N = n) = 0) for µ-almost all
configurations n. 
In the following, by f & g as x→ x0 we mean that lim infx→x0 f(x)/g(x) ≥ 1.
Proof of Theorem 4.3. (1) We start by noting that, given any N-valued random variable N such
that 0 < E[N ] < +∞ and an arbitrary sequence {tn}n∈N in [0, 1], then
∑
n∈N(1−GN (tn)) <
+∞ if and only if
∑
n∈N(1 − tn) < +∞. This follows easily from (a) limn→∞(1 − tn) = 0
⇐⇒ limn→∞(1 − GN (tn)) = 0 and (b) 1 − GN (x) ∼ E[N ](1 − x) as x → 1
−. The result
follows by taking tn := P(R < n).
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(2) Note that W < +∞ if and only if E[R˜] < +∞ where R˜ is the law of the radius of the
deterministic annealed counterpart of the reverse firework process. Moreover∫ +∞
0
(1−GN (P(R < t))dt =
∫ +∞
0
∑
n∈N
(1− P(R < t)n)P(N = n)dt
=
∫ +∞
0
∞∑
n=1
(1− P(R < t))
n−1∑
i=0
P(R < t)iP(N = n)dt
=
∫ +∞
0
P(R ≥ t)
∞∑
i=0
P(R < t)iP(N ≥ i+ 1)dt
=
∫ +∞
0
fN,R(t)P(R ≥ t)dt
where fN,R(t) :=
∑∞
i=0 P(R < t)
i
P(N ≥ i + 1). By the Monotone Convergence Theorem
fN,R(t) ↑ E[N ] as t ↑ +∞.
Since {P(N ≥ n)}n∈N is a nonincreasing sequence, then from [6, Sec. XIII.5, Theorem
5], if P(N ≥ n) ≥ εL(n)/nα we have that
fN,R(t) ≥ ε
∞∑
i=0
P(R < t)iL(i+ 1)/(i + 1)α ∼ ε
Γ(1− α)
(1 − P(R < t))1−α
L(1/(1 − P(R < t))
as t→ +∞. This, in turn, implies
fN,R(t)P(R ≥ t) & εΓ(1− α)P(R ≥ t)
αL(1/P(R ≥ t))
(remember that P(R < t) → 1 as t → ∞). Hence
∫ +∞
0 P(R ≥ t)
αL(1/P(R ≥ t))dt = +∞
implies W = +∞.
(3) Analogously
fN,R(t)P(R ≥ t) .M · Γ(1− α)P(R ≥ t)
αL(1/P(R ≥ t)),
Hence
∫ +∞
0 P(R ≥ t)
αL(1/P(R ≥ t))dt < +∞ implies W < +∞.
(4) In this case we have P(N ≥ n+ 1) ≤M/(n+ 1) for all n ∈ N, whence
fN,R(t)P(R ≥ t) .M · P(R ≥ t) ln(1/P(R ≥ t)).
Thus,
∫ +∞
0 P(R ≥ t) ln(1/P(R ≥ t))dt < +∞ implies W < +∞.
(5) Finally P(N ≥ n+ 1) ≥ ε/(n + 1) for all n ∈ N, whence
fN,R(t)P(R ≥ t) & ε · P(R ≥ t) ln(1/P(R ≥ t)).
Thus,
∫ +∞
0 P(R ≥ t) ln(1/P(R ≥ t))dt = +∞ implies W = +∞.

Proof of Theorem 4.5. If we define
ξn :=
∑
k≥1
(1− P(Rn+k < k)
Nn+k), ζ :=
∑
n∈N
∞∏
k=1
P(Rn+k < k)
Nn+k
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then, by the Monotone Convergence Theorem and the Bounded Convergence Theorem,
Eµ[ξn] =
∑
k≥1
(1−GNn+k(P(Rn+k < k))), Eµ[ζ] =
∑
n∈N
∞∏
k=1
GNn+k(P(Rn+k < k)).
According to [7, Theorem 2.4(i)], Eµ[ξn] = +∞ if and only if P(S) = 1 (almost sure survival of
the deterministic annealed counterpart) which is equivalent to P(S|N = n) = 1 for µ-almost all
configurations n. Moreover, Eµ[ζ] < +∞ implies ζ < +∞ for µ-almost all configurations n and
then, according to [7, Theorem 2.4(ii)], P(S|N = n) > 0 for µ-almost all configurations n. 
Before proving the results of Section 5 we discuss again the role of the annealed counterpart
introduced in Section 2.3. By using the equality P(R˜ < t) = 1l(0,+∞)(t)GN (P(R < t)) we have that
if the original process satisfies the assumptions in one of the results of of Section 5 (Theorems 5.2
and 5.4 or Corollaries 5.3 and 5.5) then the annealed counterpart satisfies the same conditions by
taking N = 1 a.s. and R˜ instead of R (observe that, in this case, GN (t) ≡ t). This means that
proving these results in the special case N = 1 a.s. is equivalent to proving them for every annealed
counterpart of a generic process.
Proof of Lemma 5.1. (1) and (2) are consequences of equation (2.1) (in the second case one applies
equation (2.1) to P(·|τ is infinite)).
Let us prove (3) and (4). Given {Rw,i}w∈W ,i∈N∗, denote by q(Υ) = P(extinction|τ
L = Υ) the
probability of extinction of the firework (resp. reverse firework) process on a fixed labelled tree
Υ ∈ LT (observe that, when conditioning on {τ = Υ}, the radii are still random variables).
Remember that µ (defined in Section 2.1) is the law of τL depending on N∅ (the law of the random
label l of the root). By hypothesis, the support of the law of N∅ is a subset of JN (the support of
the law of N).
Denote by O the set {Υ: q(Υ) = 1} of labelled trees where the process dies out almost surely.
Clearly if A := {Υ: q(Υ) = 1, l(Υ) ≥ 1} then O = A ∪ LT0 (where l(Υ) is the label of the
root of Υ and LT0 are the trees with no stations at the root). Note that O
∁ = {q(Υ) < 1} ⊆
{Υ is infinite, l(Υ) ≥ 1}.
On a finite labelled tree Υ the firework and the reverse firework processes become extinct almost
surely, hence E ⊆ O. Using the notation µj(·) = µ(·|l = j) (see Section 2.1), we have µj(E \ A) =
µj(A△O) = 0 for all j ∈ N
∗. If a process becomes extinct on a labelled tree Υ ∈ A (since there
is a positive probability that it reaches each child of the root) then it becomes extinct on every
labelled subtree branching from a child of the root. Since each subtree can be identified with a
labelled tree and the sequence of radii is i.i.d., we have that (A,O) is inherited with respect to
J = N∗. To be precise, for the above identification, in the case of the reverse firework, we just need
that {Rw,i}w∈W\{∅},i∈N∗ is an i.i.d. family. If the annealed probability of survival is positive then
by equation (2.1) we have that µ(O) ≡ P(q(τL) = 1) < 1 which implies P(q(τL) = 1|N∅ ≥ 1) < 1,
where q(τL) = P(extinction|τL). Note that {q(τL) = 1} = O∁ ×O.
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(3) Suppose that P(N = 0) = 0. Thus, JN ⊆ J and, applying Lemma 2.2, we have that either
µj(O△E) = 0 for all j ∈ N
∗ or µj(O) = 1 for all j ∈ JN . Whence µj(O) ∈ {α, 1} for all j ∈ JN .
In particular, recalling that µ(l = j) = P(N∅ = j), if ς(i) := µ(l = i|l ≥ 1) ≡ P(N∅ = i|N∅ ≥ 1)
then we have µς(·) =
∑
j∈N ς(j)µj(·) =
∑
j∈JN
ς(j)µj(·) = µ(·|l ≥ 1). From Lemma 2.2 either
µς(O△E) = 0 or µς(O) = 1. This implies µς(O) = µ(O|l ≥ 1) ∈ {α, 1} (since α = µj(E) =
µ(E) = µς(E) for all j ∈ N). Observe that µ(O) < 1 if and only if µς(O) = α; in this case
µ(O ∩ {l ≥ 1}) = αµ(l ≥ 1) = µ(E ∩ {l ≥ 1}), since the label of the root and the finiteness of the
tree are independent by construction. Hence, when µ(O) < 1 we have O ∩ {l ≥ 1} = E ∩ {l ≥ 1}
except for a µ-null set (since O ⊇ E, that is, there is no survival on a finite tree). Thus either
µ(O) = 1 or O = LT0 ∪ E except for a µ-null set (in this case µ(O) = P(N∅ = 0) + P(N∅ ≥
1)α). Equivalently, either µ(O∁) = 0 or O∁ = {Υ is infinite, l(Υ) ≥ 1} except for a µ-null set.
Equivalently, {q(τL) < 1} = {τL is infinite, N∅ ≥ 1} except for a P-null set. This means that there
is a positive probability of survival for the process for µ-almost every realization of the environment
(that is, the labelled GW-tree) such that the underlying tree is infinite and there is at least one
station at the root. Easy computations shows that P(τL is infinite, N∅ ≥ 1) = P(N∅ ≥ 1)(1 − α).
This completes the proof of (3).
(4) If P(N = 0) > 0 then consider the annealed process with one station per site and radii
{R˜w}w∈W (see Section 2.3). The environment of this process can be identified with the unlabelled
tree τ . Define q2(T) = P(extinction|τ = T) the probability of extinction of the annealed process
on T ∈ T. By reasoning as in Section 2.3, for every fixed realization T of τ , q2(T) is the same for
the annealed or the original process. Since the annealed process has one station per site, we apply
(3) obtaining that P(survival) > 0 implies {q2(τ) < 1} = {τ is infinite} except for a P-null set.
Denote now by q1(T, n) = P(extinction|τ = T, N∅ = n) the probability of extinction of the
firework (resp. reverse firework) process on a fixed unlabelled tree T ∈ T with n ∈ N stations at
the root (observe that, when conditioning on {τ = T, N∅ = n} the radii of all stations and the
numbers of stations outside the root are still random variables). Clearly, in the firework process,
the probability of survival starting from n stations at the root is less than or equal to n times the
probability of survival starting from 1 station (since it is necessary and sufficient that at least one
of the n stations triggers a surviving process). Hence 1 − q1(τ, 1) ≤ 1 − q1(τ, n) ≤ n(1 − q1(τ, 1))
for all n ≥ 1. For the reverse firework process the first inequality turns into an equality, since the
behavior of the process does not depend on the number of stations at the root as long as they
are positive. Since 1 − q2(τ) =
∑
n∈N∗(1 − q1(τ, n))PN∅(n) then, using the previous inequalities,
q2(τ) < 1 ⇐⇒ q1(τ, n) < 1 for some n ∈ supp(N∅) ⇐⇒ q1(τ, n) < 1, ∀n ∈ supp(N∅). This
implies that {q1(τ,N∅) < 1, N∅ = n} = {τ is infinite, N∅ = n} for all n ≥ 1 except for a P-null
set. This means that P(survival|τ = T, N∅ = n) > 0 for µ-almost every infinite (unlabelled)
tree T ∈ T and for PN∅-almost all n ≥ 1. Observe that q1(τ,N∅) = P(extinction|τ,N∅); again
P(τ is infinite, N∅ ≥ 1) = P(N∅ ≥ 1)(1 − α). 
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Proof of Theorem 5.2. The proof is divided into two main parts. We start in part (a) by proving
the results in the case N = 1 a.s.: the general case will be considered in (b).
(a). Here the environment τL can be identified with a realization of the GW-tree τ (with no
labels) and the generating function of N is GN (t) ≡ t. As in Section 1 we denote by µ the law of
τ on T.
(1-2). Consider at each step and for each station at a vertex w the border of the signal ∂w, that
is, the vertices at distance n from the source such that n ≤ Rw < n + 1. Define a new process
where at each step we activate only the stations in ∂w where w is the site of a station activated in
the previous step. This process is stochastically dominated by the original Firework process. The
generating function of the law of #∂w can be computed as Ψ(z) :=
∑
n∈N P(n ≤ R < n+1)ϕ
(n)
ρ (z)
where ϕ
(n)
ρ is the generating function of the convolution ρ ∗ . . . ∗ ρ︸ ︷︷ ︸
n times
(and ϕ
(0)
ρ (z) ≡ 1), that is, of
the law of the number of descendants in the n-th generation. The number of activated stations at
each step is a GW-process with generating function Ψ hence it survives if and only if Ψ′(1) > 1
which is
∑∞
n=1 P(n ≤ R < n+ 1)m
n > 1. This inequality is clearly equivalent to Φ(m)− 1 > Φ(0).
Since the (annealed) probability of survival is positive then P(q(τ) = 1) < 1 hence, according to
Lemma 5.1(3), {q(τ) = 1} = {τ is finite} except for a P-null set.
(3). By using a coupling argument it is enough to prove the result for the process on the deter-
ministic tree Tk where each vertex has k children. Consider the following random tree constructed
on the vertices of Tk. We connect by a blue edge the root ∅ with each vertex w ∈ Tk such that
the length |w| ≤ R∅. This is the first generation. Suppose we have defined the n-th generation
Hn. Take the vertices of Hn, one at the time, in lexicographic order and connect w ∈ Hn to every
vertex ww′ in the subtree of Tk branching from w which has not been previously connected and
such that the length |w′| ≤ Rw. The connected vertices ww
′ are the n+ 1-th generation. The ver-
tices of this random tree are exactly the vertices of Tk which are activated in the firework process.
More precisely, this is a spanning tree of the (random) F-graph described in Section 1. Hence, by
coupling, the firework process survives on Tk if and only if the blue tree is infinite.
But the blue random tree is a subtree of a new GW-tree whose (random) number of offsprings
has the same law as the number of descendants of any vertex of Tk, say the root for instance, up to
the random generation R (included). It is easy to check that the expected number of descendants
up to the (random) R-th generation is
∑∞
n=1 P(n ≤ R < n + 1)(k
n+1 − k)/(k − 1); thus if this
expected value is less or equal than 1 the blue tree is finite almost surely and the probability of
survival of the firework process is 0. The extinction for almost all the realizations of the GW-tree
follows easily from equation (2.1). The proof is complete in the case where N = 1 almost surely.
(b). We consider now the general case. Let us denote by τL the labelled GW-tree and by τ the
projection of τL on W, that is, the underlying (unlabelled) GW-tree. Let µ be the law of τL on
LT. Given {Rw,i}w∈W ,i≥1 and {Nw}w∈W , we consider, along with the firework process η on the
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labelled GW-tree, the annealed counterpart, that is, the firework process η˜ with one station per
vertex and radii R˜w := max(Rw,1, . . . , Rw,Nw) for all w ∈ W. If η satisfies the conditions of the
theorem then η˜ is a process with one station per site satisfying again the condition of the theorem
(in the case studied in the previous part of the proof).
(1). Since P(R˜w < t) = GN (P(R < t)) according to (1-2) we have that if Φ(m) − 1 > Φ(0)
(or equivalently
∑∞
n=1(GN (P(R < n + 1)) − GN (P(R < n)))m
n > 1) then the process η˜ survives
with positive probability on almost every infinite GW-tree, that is, µ
(
T : P(S˜|τ = T) > 0
)
=
µ
(
T : T is infinite
)
(where S˜ is the event “η˜ survives” and µ is the GW-probability measure on
the space T of unlabelled trees). This implies that P(S˜) > 0. Since P(S) = P(S˜) (where S is the
event “η survives”) then we have µ
(
Υ: P(S|τL = Υ) > 0
)
> 0. Since µ
(
Υ: P(S|τL = Υ) > 0
)
> 0
then, according to Lemma 5.1 (remember that the support of the law N∅ is equal to JN ), since
P(N = 0) = 0, we have {P(S|τL) > 0} = {τL 6∈ E, l(τL) > 0} except for a P-null measure set
(where E is the set of all finite labelled trees).
(2). As in (1) of part (b) we have that P(S) = P(S˜) > 0 which implies, according to Lemma 5.1,
{P(S|τ,N∅) > 0} = {τ is infinite, N∅ ≥ 1} except for a P-null set.
(3). If Φ(k) − 1 ≤ 1 − 1/k then µ
(
T : P(S˜|τ = T) = 0
)
= 1 which implies 0 = P(S˜) = P(S).
This, in turn, is equivalent to µ
(
Υ: P(S|τL = Υ) = 0
)
= 1. 
Proof of Corollary 5.3. Since P(R < 1) < 1 then Φ(m) > Φ(0) + 1 eventually as m → ∞;
thus, according to Theorem 5.2, mc < +∞. Since the GW-tree is a.s. finite when m ≤ 1,
we have that mc ≥ 1. Moreover, if m > 1/ lim supn→∞
n
√
1−GN (P(R < n)) (the latter being
the radius of convergence of Φ according to the discussion before Corollary 5.3) then, by Theo-
rem 5.2, there is survival with positive probability for the firework process. This implies that if
lim supn→∞
n
√
1−GN (P(R < n)) = 1 we have positive survival if and only if m > 1. Thus mc = 1.

Proof of Theorem 5.4. As in the proof of Theorem 5.2 we start with the case where N = 1 almost
surely. In the first part of the proof, the environment τL is identified with the GW-tree τ (since
we have one station per vertex).
After the construction of the GW-tree τ , we construct a new tree (which is not in general a
subtree of τ) iteratively as follows: starting from the origin, (1) for every word i of length 1 of
the tree draw a purple edge from ∅ to i if and only if Ri ≥ 1, (2) for all n ≥ 1 suppose we
finished connecting words of length n, take all words w′ of length n + 1 such that there are no
ancestors already connected to the root and connect them to the root if and only if Rw′ ≥ n + 1.
This is the construction of the first purple generation. Now we construct the second generation
applying (1) and (2) to the subtrees branching from each vertex of the 1st purple generation (in
the construction, these vertices become the roots of the branching subtrees). The constructions
on these subtrees are independent since the subtrees are pairwise disjoint. The construction of the
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subsequent generations follows by iteration. Using this construction, if a vertex is able to listen to
more than one station which can broadcast the signal then we are connecting it to the closest one.
This is a spanning tree of the (random) RF-graph described in Section 1.
This new purple tree is a GW-tree and there is survival if and only if this tree is infinite. The
expected number of purple edges from the origin is φ2(m) =
∑∞
i=1m
i
P(R ≥ i)
∏i−1
j=1 P(R < j)
where m is the expected number of children in the original GW-tree. Hence, the purple GW-tree
is finite if and only if the probability that a vertex has at least one child is strictly smaller than 1
and the expected number of children of a vertex is smaller or equal than 1.
Given the original GW-process {Zn}n∈N, the probability (conditioned on {Zn}n∈N) that the root
has no children in the purple process is
∏∞
n=1 P(R < n)
Zn . Clearly
∏∞
n=1 P(R < n)
Zn = 0 if and
only if
∑∞
n=1 ZnP(R ≥ n) = +∞. For almost every realization of {Zn}n∈N such that the GW-tree
is infinite, we have Zn ∼ m
n (where m > 1), thus
∑∞
n=1 ZnP(R ≥ n) = +∞ is equivalent to
φ1(m) =
∑∞
n=1m
n
P(R ≥ n) = +∞.
Hence there is annealed a.s. extinction if and only if φ1(m) < +∞ and φ2(m) ≤ 1; equation (2.1)
implies a.s. extinction on almost every realization of the GW-tree. Moreover the annealed proba-
bility of survival conditioned of the event “ the GW-tree is infinite” is 1 if and only if φ1(m) = +∞;
again equation (2.1) implies survival with probability 1 on almost every realization of the GW-tree.
When φ1(m) < +∞ and φ2(m) > 1 we apply Lemma 5.1 to obtain the quenched results.
As in the proof of Theorem 5.2, the results in the general case come from the first part of the
proof and from Lemma 5.1 by using the reverse firework process η (associated with {Rw,i}w∈W ,i≥1
and {Nw}w∈W) and its annealed counterpart η˜ (with one station per vertex and radii R˜w :=
max(Rw,1, . . . , Rw,Nw) for all w ∈ W). 
Proof of Corollary 5.5. Recall φ1 and φ2 defined in Theorem 5.4 From the probabilistic inter-
pretation of φ1(m) and φ2(m) given in the proof of Theorem 5.4 we have that φ2(m) < 1 im-
plies φ1(m) < +∞. Moreover, φ1 ≥ φ2. Since we assumed that P(R < 1) ∈ (0, 1) we have
GN (P(R < 1)) ∈ (0, 1) as well. In particular, GN (P(R < 1)) < 1, implies that φ2 is strictly
increasing and limm→∞ φ2(m) = +∞. Define
Mc := sup{m ≥ 0: φ1(m) < +∞}, mc := sup{m ≥ 0: φ2(m) ≤ 1} ≡ sup{m ≥ 0: φ2(m) < 1}.
By the discussion above,mc ≤Mc andmc < +∞. Observe that, in general,
∑∞
n=1(1−αn)
∏n−1
j=1 αj =
1 − limn→∞
∏n
j=1 αj when the limit exists. Hence φ2(1) = 1 −
∏∞
j=1GN (P(R < j)) which implies
mc ≥ 1 (note that φ2(1) < 1 if and only if φ1(1) < +∞).
Since φ2 is a series with nonnegative coefficients, we have that φ2(mc) ≤ 1; thus if mc < Mc then
φ1(mc) < +∞ and for m = mc there is almost sure extinction for almost every realization of the
environment. 
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Details on Remark 5.6. Recall the definition of φ1 and φ2 given in the proof of Corollary 5.5.
If Mc = +∞ there is nothing to prove since, according to Corollary 5.5, mc < +∞. On the
other hand, suppose that 1 < Mc < +∞. This implies immediately that φ1(1) < +∞ hence∏∞
j=1 P(R < j) = δ > 0. Thus, φ1(m) ≥ φ2(m) ≥ δφ1(m). Since φ2 is a series with nonnegative
coefficients, we have that φ2(mc) ≤ 1, whence φ1(mc) ≤ 1/δ < +∞. If, in addition, φ1(Mc) = +∞
then we have that Mc > mc. 
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