Abstract. We establish that, under certain conditions, the set of occupational measures as well as the set of mathematical expectations of occupational measures generated by the admissible controls and the corresponding solutions of a controlled stochastic differential equation (CSDE) converge (with the time horizon tending to infinity) to a set called limit occupational measures set (LOMS) and we show that this limit set coincides with the set of stationary marginal distributions of the CSDE. We also demonstrate the applicability of our results for averaging of singularly perturbed CSDE.
Introduction.
In this paper we establish that, under certain conditions, the set of occupational measures as well as the set of mathematical expectations of occupational measures generated by the admissible controls and the corresponding solutions of a controlled stochastic differential equation (CSDE) converge (with the time horizon tending to infinity) to a set called limit occupational measures set (LOMS) and we show that this limit set coincides with the set of stationary marginal distributions of the CSDE.
The motivation for our study is the applicability of results to averaging of singularly perturbed CSDE. We show that, given a singularly perturbed CSDE, the slow components of its state variables are approximated by the solutions of the averaged system in which the controls take values in the LOMS of the system describing the fast dynamics. In the deterministic control setting, a similar approach was used in [4] , [5] , [6] , [7] , [8] , [26] , [27] , [28] (see also [18] , [19] , [24] , [25] , [30] , [46] , [51] for related results). The current paper is based on a combination of ideas developed in the deterministic setting and also on results of [11] , [13] , and [49] which describe the set of stationary marginal distributions of the CSDE.
Note that singularly perturbed problems of control and optimization have been considered in both deterministic and stochastic literature (see [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] , [12] , [17] , [18] , [19] , [20] , [21] , [22] , [24] , [25] , [26] , [27] , [28] , [29] , [30] , [31] , [32] , [33] , [35] , [36] , [37] , [38] , [39] , [41] , [42] , [43] , [44] , [45] , [46] , [48] , [50] , [51] , [53] and references therein). Singularly perturbed CSDE, in particular, have been studied in [2] , [3] , [12] , [32] , [33] , and [38] , where earlier references can also be found. In [2] , [3] , and [12] the Hamilton-Jacobi-Bellman (HJB) equations corresponding to singularly perturbed CSDE were analyzed. In [2] , in particular, it was shown that the optimal value function of the problem of optimal control of singularly perturbed CSDE with a fairly general structure (the only structural constraint was the periodicity in fast variables) converges to a viscosity solution of the HJB equation in which the fast variables are averaged out. In [12] , results concerning asymptotic behavior of singularly perturbed CSDE with nongenerate diffusion were obtained. In [32] and [33] , singularly perturbed CSDE linear in fast variables were studied and the limit behavior of the attainability sets was described. In [38] , weak convergence methods were used to establish a number of important results concerning mainly the case when the fast dynamics are not controlled.
The results obtained in this paper can be used for an approximation of the slow dynamics of singularly perturbed CSDE having a general structure (that is, in particular, nonlinear and nonperiodic in fast variables, and having a controlled fast dynamics). It allows one to treat stochastic nondegenerate and degenerate diffusion cases (as well as a purely deterministic case) in a similar manner and also to deal with the situation when the classical approach, based on equating the singular perturbation parameter to zero, may not lead to a correct approximation of the slow dynamics.
The paper is organized as follows: In section 2 we introduce some notations and define the LOMS of the CSDE as the limit towards which converges the set of mathematical expectations of occupational measures generated by the controls and solutions of the CSDE. In section 3 we identify necessary and sufficient conditions for the LOMS to exist (Theorems 3.2 and 3.3) and also sufficient conditions for every element of the LOMS to be asymptotically approximated (in mean) by an occupational measure obtained with some admissible control (Theorem 3.4). In section 4 we establish that if the LOMS exists, it coincides with the set of marginal stationary distributions of the CSDE (Theorem 4.1) and show that every occupational measure converges to this set in mean (Theorem 4.2). The proofs for sections 3 and 4 are contained in sections 6 and 7.
In section 5 we demonstrate the applicability of above mentioned results to averaging of singularly perturbed CSDE (Theorem 5.1). The proofs for section 5 are contained in section 8.
Preliminaries. For a compact set U and m dimensional Euclidean space R m , P(U ×R
m ) and P(U ×R m ) will stand for the spaces of probability measures defined on the σ-algebras of Borel subsets of U ×R m and U ×R m , respectively, withR m being the one point compactification of R m (see, e.g., [23, p. 126] ). Note that any probability measure μ on U × R m may be identified with the unique probability measure on U ×R m that restricts to μ on U × R m and perforce assigns zero probability to its complement. Conversely, any probability measure μ on U ×R m , assigning probability one to U × R m , defines a unique probability measure on U × R m . Thus, P(U × R m ) can be considered as a subset of P(U ×R m ) consisting of the probability measures μ on U ×R m with μ(U × R m ) = 1. The set P(U ×R m ) will be treated as a compact metric space with a metric ρ(·, ·) consistent with its weak convergence topology which is metrizable and compact. There are many ways of how ρ(·, ·) can be introduced. In this paper the following definition will be used (in most of the cases): for any μ , μ ∈ P(U ×R m ), Remark 1. Note that, if M 1 and/or M 2 are not closed, then from the fact that ρ H (M 1 , M 2 ) = 0 it does not follow that M 1 = M 2 . That is, ρ H (·, ·) is, in fact, a semimetric. By some abuse of terminology we still will refer to it as to a metric keeping in mind that its equality to zero is equivalent to the equality of the closures of the corresponding sets.
We will be dealing with a CSDE
with the initial conditions
where:
• the functions a(u, y) : of σ-fields (with (Ω, F, P) being a given probability space) such that:
• {y 0 and W (θ); θ ≤ τ } is measurable with respect to 
where f i (·) are as in (2.1). From (2.7) it follows that, for any fixed μ ∈ P(U ×R m ), the value of the metric ρ(μ, μ
) is a random variable, which allows one to easily verify that μ
as the probability measure onR m × U such that
for any Borel subset Q of U ×R m . By (2.7) and (2.8),
] being uniquely defined by these equations. Denote by M(S, y 0 ) and E[M(S, y 0 )] the collections of the occupational measures and their mathematical expectations: (2.10) where the unions are over all admissible controls and corresponding solutions of (2.4) with the initial condition (2.5).
By analogy with the deterministic setting (see [26] , [27] , and [28] ), we introduce the following definition.
Definition. A convex and compact set M ⊂ P(U × R m ) will be called LOMS of the CSDE (2.4) with respect to the initial conditions having probability distributions from a given class C if, for any initial conditions with the distribution from this class,
The following assumption about the solutions of (2.4) will be used throughout the paper. Assumption 1. There exists α > 0 such that any solution of (2.4) obtained with an admissible control satisfies the inequality
As an example let us consider the case when the CSDE (2.4) is linear. That is,
where U is a compact subset of R s (for some natural s) and A i , i = 1, 2, 3, are matrices of the corresponding dimensions. In this case the solution of (2.4) can be presented in the form (2.14) and it is easy to verify that Assumption 1 will be valid with α = 2 if the eigenvalues of A 1 have negative real parts. Note that, for general nonlinear systems, sufficient conditions for Assumption 1 to be valid can be derived from the existence of the corresponding Liapunov functions (see, e.g., [11] , [16] , and [34] for classical results on the uncontrolled case).
Strong and weak h-approximation conditions. Let h(u, y)
where, as above, f i (·) are as in the definition of the metric ρ(·, ·) (see (2.1)). In some instances (e.g., in the definitions below or in Lemma 3.1 and Theorems 3.2, 3.4(i)) we will consider j, and hence h(·), as being fixed. In other cases (e.g., in Theorems 3.3 and 3.4(ii)), the reference "for every h(u, y) as in (3.1)" will be used in order to indicate that j can be any positive integer: j = 1, 2, . . . .
Definition. We shall say that the CSDE (2.4) satisfies strong h-approximation condition (S-h-AC) if, for any initial condition y 0 and admissible control u (·), corresponding to any other initial condition y 0 there exists an admissible control u (·) such that the solutions y (·) and y (·) of the CSDE (2.4) (obtained with y 0 , u (·) and y 0 , u (·), respectively) satisfy the inequality
Definition. We shall say that the CSDE (2.4) satisfies weak h-approximation
where y 0 , y 0 , u (·), u (·), y (·), y (·), ν h (·) and α are as above.
Note that, in the linear case (2.13), one can take u (·) = u (·) and obtain (see (2.14) ) that
Since h(·) satisfies Lipschitz conditions, the validity of S-h-AC will follow from (3.4) (with ν h (S) = O( 1 S ) and α ≥ 1) if the eigenvalues of A 1 have negative real parts, in which case ||e A1τ || ≤ β 1 e −β2τ , with β 1 , β 2 being positive constants. Note that A 3 in (2.13) can be degenerate or, in fact, it can be zero (the deterministic case). Note also that a Liapunov-type stability condition which leads to the validity of a similar estimate (and, thus, leads to the fulfillment of S-h-AC with u (·) = u (·)) for a nonlinear CSDE can be found in [11] .
Remark 2. Note that W-h-AC is an auxiliary condition which is introduced in order to simplify our consideration. It is obvious that it is implied by S-h-AC, but we were unable to construct an example in which W-h-AC is satisfied while Sh-AC is not. We leave the question of whether it is possible to construct such an example (or whether W-h-AC and S-h-AC are equivalent) open. Note that, in case of the uncontrolled dynamics (U consists only of one point; say, U = {ū}), S-h-AC is implied by W-h-AC and, hence, W-h-AC and S-h-AC are equivalent. In fact, as is noticed later (see Remark 4 on page 10), if W-h-AC is satisfied, then there exists a nonrandom vectorh such that
for any solution y(·) of (2.4) which has the initial condition satisfying the inequality E[||y(0)|| α ] ≤ C = const. It follows that, for any two solutions y (·) and y (·) of (2.4) with the initial conditions satisfying a similar inequality,
Therefore, S-h-AC is satisfied. For h(u, y) as in (3.1), let V h (S, y 0 ) stand for the collection of random variables
and E[V h (S, y 0 )] stand for the set of the corresponding mathematical expectations
where, in both (3.6) and (3.7), the first unions are over the admissible controls and corresponding solutions of (2.4) with the initial conditions (2.5).
Next, we introduce the Hausdorff metric d E H (·, ·) on collections of random variables as follows.
Definition. Let V 1 and V 2 be two collections of integrable random variables defined on the same probability space and taking values in R j . Then
where (here and in what follows) || · || is the Euclidean norm in R j . It is easy to see that d E H is nonnegative, symmetric, and satisfies the triangle inequality. For the constant valued collections of random variables, which can be viewed as just subsets of R j , the definition above is reduced to the "standard" definition of the Hausdorff metric (semimetric) in R j :
(3.10)
Note that, as in the case with ρ H (·, ·) (see Remark 1 on page 3), the equality d H (·, ·) = 0 is equivalent to the fact that the closures of the corresponding subsets of R j are equal.
Lemma 3.1. S-h-AC is equivalent to the fulfillment of the inequality (3.11) and W-h-AC is equivalent to the fulfillment of the inequality
for any initial conditions y 0 and y 0 .
Proof. The proof is obvious. Definition. We shall say that the initial condition (2.5) has a probability distribution belonging to the class (C, α) if 
Conversely, if there exists V h such that (3.14) is valid for any initial condition y 0 with the probability distribution from the class (C, α), then W-h-AC is satisfied for any initial conditions y 0 , y 0 with the probability distributions from this class.
Proof. The fact that the validity of (3.14) implies W-h-AC is obvious since from (3.14) it follows that
which, by (3.12), leads to the fulfillment of W-h-AC. The proof of the fact that Wh-AC implies the existence of a convex and compact set V h which satisfies (3.14) for any initial condition y 0 with the probability distribution from the class (C, α) is given in section 6. 
Also, the LOMS M allows the representation 
Proof of Theorem 3.3 is in the end of section 6. 
where V h is as in (3.14) and
then, for any initial condition y 0 with the probability distribution from the class (C, α),
where
Proof of Theorem 3.4 is in section 6. In conclusion of this section let us consider the following simple result which is used in the proof of Theorem 3.4.
, k be collections of random variables defined on the same probability space such that any element
ζ i ∈ V i is independent from any element ζ j ∈ V j for i = j. Assume also that E[||ζ i || 2 ] ≤c = const ∀ζ i ∈ V i , i= 1, 2 . . . k. Then d E H 1 k k 1 V i , 1 k k 1 E[V i ] ≤ c k , (3.21)
where E[V i ] stands for the set of mathematical expectations of the elements of V i and d
Proof. Take an arbitrary element ζ ∈
Due to the independence of
Now take an arbitraryζ ∈ 
be the operator defined as follows:
Define the set of probability measures
and introduce the following assumption.
Assumption 2. For some α > 0,
Note that the set D is convex and it is easy to verify that it is compact if Assumption 2 is satisfied. In fact, from this assumption it follows that D is tight and, hence, by Prohorov's theorem (see, e.g., Theorem 2.3.1, p. 25 in [15] ), it is relatively compact in P(U × R m ). Also, D is closed. This implied the compactness. In [13] and [49] it was shown that, under some mild conditions, the set D represents the set of marginal distributions of stationary relaxed solutions of (2.4). In the following theorem it is established that, if W-h-AC is satisfied for any h(u, y) as in (3.1)), then the LOMS of the CSDE (2.4) exists (the existence being implied by Theorem 3.3) and coincides with D.
Theorem 4.1. Let Assumptions 1 and 2 be satisfied with α ≥ 2. Then,
is valid, where the union is over all initial conditions with the probability distribution from the class (C, α).
(
ii) If W-h-AC is satisfied for any h(u, y) as in (3.1), then the LOMS M of the CSDE (2.4) with respect to the initial conditions having the probability distribution from the class (C, α) exists and is equal to D:
Proof. The statement (i) of the theorem is proved in section 7 on the basis of Theorem 4.2 stated below. The validity of (ii) is proved on the basis of (i) as follows. By (3.15) ,
If now one assumes that (4.4) is valid, it will follow that
The latter implies (4.5) since both M and D are compact. Theorem 4.2. Let Assumption 1 be satisfied with α ≥ 2. Then, for any initial condition y 0 with the probability distribution from the class (C, α),
Proof of Theorem 4.2 is in section 7. (3.1) , then, for any initial condition y 0 with the probability distribution from the class (C, α), (3.1) , then, for any initial condition y 0 with the probability distribution from the class (C, α), 
Corollary 4.3. Let Assumptions 1 and 2 be valid with α ≥ 2. If the CSDE (2.4) satisfies W-h-AC for any vector function h(·) as in
ρ H (E[M(S, y 0 )], D) ≤ ν C,α (S), lim S→∞ ν (C,α) (S) = 0. (4.7)
If the CSDE (2.4) satisfies S-h-AC for any vector function h(·) as in
. By definition, μ S is an occupational measure generated on the interval [0, S] by some admissible control u (·) and the corresponding solution y (·) of the CSDE (2.4) which satisfies the initial condition
S). The latter estimate implies the validity of S-h-AC for any h(·) as in (3.1).
Remark 4. Under Assumptions 1 and 2, one can show that, corresponding to any extreme point μ of D, there exists an admissible control u μ (·) and the corresponding solution y μ (·) of the CSDE (2.4) such that, for any h(·) as in (3.1), there almost surely exists the limit
We do not give the proof of this statement in the paper (it is based on results of [13] , [49] , and the ergodic theory). Let us note only that, for the uncontrolled case mentioned in Remark 2 on page 5, it follows that, if W-h-AC is satisfied, then the value of the integral on the right-hand side of (4.9) is the same for any extreme points μ of D and, hence, it is the same for all elements of D. Denoting this value ash and using (4.6), one can easily verify the validity of (3.5).
Let g(u, y) : U × R m → R n be continuous and satisfy Lipschitz conditions in y. Define the collection of R n -valued random variables V g (S, y 0 ) similarly to (3.6) with the replacement of h(·) by g(·). That is,
where, as in (3.6), the first union is over all admissible controls and corresponding solutions of the CSDE (2.4). Define also the set V g ⊂ R n by
where the union is over elements of D. Note that from the convexity of D it follows that V g is convex. Also, the following two corollaries used in averaging of singularly perturbed CSDE (see section 5 below) are valid. 
4) satisfies S-h-AC for any vector function h(u, y) as in (3.1). Then there exists a functionν
(C,α) g (S), tending to zero as S tends to infinity, such that for any initial condition y 0 with the probability distribution from the class (C, α), .1)). In the general case, the corollaries are proved in section 7.
5. Application in averaging of singularly perturbed controlled stochastic differential equations. Consider the following singularly perturbed CSDE:
• is a small positive parameter;
n → R n are continuous and satisfy Lipschitz conditions, respectively, in y and (y, z) uniformly with respect to u ∈ U ; • U is a compact metric space;
• B 1 (·) and B 2 (·) are R m -and R n -valued independent standard Brownian motions;
• y 0 and z 0 are R m -and R n -valued random variables which have bounded fourth moments and are independent of B 1 (·), B 2 (·);
• admissible controls u(·) are U -valued random processes progressively measurable with respect to a right continuous and complete filtration {F t } of σ-fields such that
The subsystem (5.1) takes then the form of the CSDE (2.4) and is called the associated system. Assuming that the associated system satisfies Assumptions 1 and 2, let us define the averaged CSDE by
where: 
where inf is over the admissible controls and the corresponding solutions of the singularly perturbed CSDE (5.1) and (5.2). Consider also the problem
where inf is over the admissible controls and the corresponding solutions of the averaged CSDE (5.4). Note that, if σ(·) ≡ 0, then the averaged system (5.4) is purely deterministic and the minimization in (5.6) can be restricted to open loop controls (a similar phenomenon was dealt with in [1] , where the fast dynamics were defined by a Markov decision process). 
and the following inequality is valid: 
Proof. The proof's details are outlined in section 8. Remark 5. The approximation of the z-components of the state variables of the CSDE (5.1) and (5.2) by the solutions of the averaged system (5.4) stated in Theorem 5.1 has many similarities with the classical relaxed control setting (see [52] ). In contrast to the latter, however, the approximation established in Theorem 5.1 is asymptotic (that is valid when the small parameter tends to zero) and also the controls used in (5.4) take values in the LOMS (and not in the space of all probability measures defined on the control set).
Remark 6. Note that the conditions of Theorem 5.1 can be relaxed. Namely, the theorem remains valid if Assumptions 1 and 2 are satisfied with α > 2 and also if they are satisfied with α = 2 (to prove the result in the latter case, one needs to impose some additional conditions; in particular, one needs to assume that there exists an integrable random variable η such that the solution of the associated system satisfy the inequality ||y(τ )|| 2 ≤ η ∀τ ≥ 0). Note also that a statement similar to Theorem 5.1 is valid for singularly perturbed CSDE in which the fast subsystem may depend on the slow state variables. The proof of such a statement is in many ways similar to one outlined in section 8 but it is more technically involved and we do not include it in the paper.
Let us consider a special case when b(y) = 0. That is, the associated system is deterministic and it can be written in the form
Assume that there exist positive definite matrices F 1 and F 2 such that, for any y , y and any u ∈ U ,
Note that (5.11) is satisfied if a(u, y) = A 1 y + A 2 u (as in (2.13)), with the eigenvalues of A 1 having negative real parts. Taking y T F 1 y as a Liapunov function, one can easily verify (see, e.g., [27] ) that solutions y (τ ) and y (τ ) of (5.10) obtained with the same control and with initial conditions y (0) = y 0 , y (0) = y 0 , satisfy the inequality
where β 1 and β 2 are some positive constants. This implies the validity of S-h-AC. From (5.12) it follows (see Theorem 3.1(ii) in [25] ) that there exists a compact set Y ⊂ R m such that any solution y(·) of (5.10) satisfies the inequality
where β 1 , β 2 are as in (5.12) (that is, Y is forward invariant with respect to the solutions of (5.10) and is a global attractor for these solutions). Using the inequality (5.13), it is straightforward to verify that Assumption 1 is satisfied with an arbitrary positive α. Also, using this inequality, one can establish that μ(U × Y ) = 1 ∀μ ∈ M, where, as above, M is the limit occupational measures set. Hence, this set allows the representation (see (4.2) and Theorem 4.1(ii))
where P(U × Y ) is the space of probability measures defined on Borel subsets of U × Y . Note that the representation of the LOMS in the form (5.14) is consistent with one obtained for the deterministic case in [26] and that Assumption 2 is satisfied automatically in this case.
As an example, let us consider the singularly perturbed CSDE (5.1) and (5.2), in which:
and the slow dynamics are one dimensional (z ∈ R 1 ) with z 0 = 0 (zero initial condition) and with
Consider the optimal control problem (5.5) with G(z) = z. Using (5.15) and (5.16), it is easy to verify that, if the fast subsystem (5.1) is multiplied by and, then is formally equated to zero, the resulting slow dynamics become uncontrolled and the value of the objective function is equal to zero. The limit of the optimal value of (5.5) is, however, strictly less than zero: lim →0 G * < 0. This is evidenced by the fact that, if the rapidly oscillating controls u 1 (t) = cos( t ), u 2 (t) = sin( t ) are used, then the value of the objective function can be verified to be equal to −0.5T + O( ) < 0. Thus, the classical approach based on the equating of the singular perturbation parameter to zero is not applicable in the given example. The averaged problem is equivalent in this case to the infinite dimensional linear program
where D is as in (5.14) and g(u, y) is defined in (5.16). Note that the solution of the problem (5.17) has been found numerically by approximating the problem with finite dimensional linear programs (using the approach proposed in [29] ). The optimal value g * of (5.17), in particular, was found to be approximately equal to −0.7679. One may conclude, therefore (by (5.9)) , that lim →0 G * ≈ −0.7679T . In some cases the averaged system can be equivalent to the system obtained via equating of the singular parameter to zero. To illustrate that, let us assume that the associated system is linear (that is, (2.13) is true, with eigenvalues of A 1 having negative real parts). Let us assume also that the slow subsystem (5.2) is linear in y and u. That is,
with A 4 (z), A 5 (z) being matrices functions of the corresponding dimensions, then the averaged system becomes equivalent to
Under the assumption that U is convex, it can be shown (although, we do not do it in this paper) that the set Ω defined above can be represented in the form
and that (5.19) is equivalent to the system
Note that the system (5.22) can be obtained via multiplying (5.1) by , then formally equating to zero and expressing y as a function of u, and then substituting the result into (5.2). 
Then there exists a limit
and the estimate
Proof. To establish the existence of the limit it is sufficient to show that, corresponding to any δ > 0, there exists S δ > 0 such that, for any S ≥ S ≥ S δ ,
Note that from (6.1) it follows that, for any k 2 ≥ k 1 ≥ 1,
Then, by (6.2),
Choosing S δ to be such that ν(S δ ) = δ 2 , one establishes (6.5). Thus the limit (6.3) exists. Passing to the limit as k → ∞ in (6.1), one obtains the estimate (6.4).
In the following lemmas, it is always supposed that Assumption 1 is satisfied.
Lemma 6.2. Let h(·) be as in (3.1) and the constant c h be defined by
Then the following estimates are valid:
Proof. Note that (6.7) is obvious and that (6.9) follows from (6.8) since
for any collections of random variables V 1 and V 2 such that E[||ζ||] < ∞ ∀ζ ∈ V i , i = 1, 2. Let us prove (6.8). Assume that S ≥ S . Then, by (6.7), for any admissible control u(·) and corresponding solution y(·) of the CSDE (2.4),
This implies (6.8). 
If the CSDE (2.4) satisfies W-h-AC, then there exists a convex, positively homogeneous and Lipschitz continuous function Ψ h (p) such that
where ν h (S) is the function introduced in (3.2) and c = 1+c 1 (c 1 is the constants from  (2.12) ).
Proof. Note, first, that Ψ h (p, S, y 0 ) allows also the representation
where the sup is over all admissible controls and corresponding solutions of (2.4). From (6.7) it follows that
and from (6.9) it follows that
Also, by (3.12),
Note that if (6.10) is established, then the fact that Ψ h (p) is convex, positively homogeneous and Lipschitz continuous will follow from the fact that Ψ h (p, S, y 0 ) is convex, positively homogeneous and Lipschitz continuous in p (see (6.11) ).
By Lemma 6.1, to establish (6.10), it is sufficient to verify the validity of the following estimates:
For k = 1 it is obvious. Assume that
and show the validity of (6.14) using the induction. Define the collection of random variables W h (S, y 0 ) as follows:
, (6.16) where the union is over all admissible controls and corresponding solutions of the CSDE (2.4). Using dynamic programming, one can obtain
By (6.13) and (2.12), for any η such that (ζ, η) ∈ W h ((k − 1)S, y 0 ),
with the constant c being as defined in the statement of the lemma. Hence, using (6.17), one can obtain
From (6.15) it follows, on the other hand, that
The latter implies (6.14).
Lemma 6.4. Let the CSDE (2.4) satisfy W-h-AC and let V h be a convex and compact subset of R j defined by
Then, for any y 0 with the probability distribution from the class (C, α), (6.19) where co stands for the convex hull of the corresponding set.
Comment. The notation (6.18) anticipates the fact that this set will coincide with the set V h , the existence of which is claimed in Theorem 3.2.
Proof. Note that the fact that the set V h is convex and compact follows from its definition in the form (6.18) and from the continuity of Ψ h (p).
Let y 0 be random. 
The support function for V h is Ψ h (p) (see Corollary 13.2.1 in [47] ). Hence (see, e.g., Lemma Π2.9, p. 207 in [24] ),
for any y 0 with the probability distribution from the class (C, α). This and (6.20) imply (6.19).
Lemma 6.5. For any S > 0 and k = 1, 2, . .
., there exists a collection of random variables
and such that: (i) The estimate
is valid if W-h-AC is satisfied; and (ii) The estimate
d E H (V h (kS, y 0 ), coE[V h (S, y 0 )] ≤ c h √ k +c h k + cν h (S)(1 + E[||y 0 || α ]), (6.24)
is valid if S-h-AC is satisfied (c h ,c h and c being constants).
Proof. The following three parts detail the proof. Define V (kS, y 0 ) as the collection of random variables (6.25) and E[V (kS, y 0 )] as the set of corresponding mathematical expectations
where, in both cases, the union is over the controls from {u(·)} 0,kS and the corresponding solutions of the CSDE (2.4) on the interval [0, kS] . Note that, by definition, .27) and that the inclusions (6.22) (6.28) and the set of corresponding mathematical expectations E[V h ((i − 1)S, iS, η) ]:
It is easy to verify that
where 
is valid. From Assumption 1 and W-h-AC (see (3.12) ) it follows that, for any η such
This and (6.31) lead to the estimate
Using the estimate above and (6.34), one can further obtain that
Thus, (6.33) is established. Since
By Shapley-Folkman's theorem (see, e.g., [24, p. 204 
where c h is as in (6.6) and j is the dimension of the Euclidean space containing the subsets above. These imply (6.23) . . , k − 1 have the same probability distribution as y 0 and be independent of y 0 and among themselves (and also independent of W (·)). Using induction, let us show that
For k = 1, the above expression is obviously true. Assume that
(6.37) From Assumption 1 and S-h-AC (see (3.11) ) it follows that, for any η such that
Hence, by (6.30) ,
Using this estimate and (6.37), one obtains
This proves the validity of the estimate (6.36). The elements of V h ((i − 1)S, iS, y
. . , k, are mutually independent and, by (6.6),
Hence, one can use Proposition 3.5 and the fact that
The last estimate along with (6.35) and (6.33) imply (6.24). Corollary 6.6. For any y 0 with the probability distribution from the class (C, α),
Proof. The estimates follow from (6.19), (6.23) and (6.19), (6.24), respectively.
Lemma 6.7. For any y 0 with the probability distribution from the class (C, α),
if W-h-AC is satisfied, and
Proof. Using (6.9) with S = S and S = S
where S 1 2 stands for the integer part of S 1 2 . Hence, 
This and (6.43) imply (6.40) with ν
To establish (6.41), one can use (6.8) and obtain, similarly to (6.42) 
By (6.22) and (6.39) (with S being replaced by S as above),
This and (6.44) imply (6.41) with ν 2 h (S) being equal to the sum of
and the righthand side of the last inequality.
Proof of Theorem 3.2. By (6.19),
Comparing this estimate and (6.40), one obtains (3.14) with ν 
for N large enough. Hence, for any μ ∈ M(S l , y 0 ),
(6.46) Let h(u, y) be defined by (3.1) with j = N and let ζ l
. The estimate (6.46) is equivalent, thus, to
The latter contradicts (6.41).
Proof of Theorem 3.3. Let Assumption 1 and W-h-AC be satisfied for any h(·) as in (3.1). Then, by Theorem 3.2, for any such h(·) and any initial condition y 0 with the probability distribution from the class (C, α), there exists a convex and compact set V h such that (3.14) is satisfied. From Corollary 3.7 in [28] (see also Theorem 3.1(i) in [27] and more general results in [7] ) it follows that
for some ν C,α (S) tending to zero as S tends to infinity, wherē
It is easy to verify that the setM is convex and compact. Hence, the estimate (3.15) will be established if one shows that M =M. Since, by definition, M ⊂M, it is enough to show thatM ⊂ M. 
Hence, using Assumption I and the fact that y 0 has the probability distribution from the class (C, α), one obtains that,
Take an arbitrary μ ∈M. By (6.47), there exists a sequence μ i ∈ E[M(S i , y 0 )] (S i tends to infinity as i tends to infinity) such that
The latter implies that μ ∈ M and, hence,M ⊂ M. Using the second representation for E[V h (S, y 0 )] in (3.7), it is straightforward to verify that the validity of (3.15) implies the validity of (3.14) with V h as in (3.17) for any h(·) as in (3.1). The fact that W-h-AC is satisfied for any such h(·) follows now from Theorem 3.2.
Proofs for sections 4.
Proof of Theorem 4.2. Assume that (4.6) is not valid. Then there exist a number δ > 0 and initial conditions y 0 with the probability distribution from the class (C, α) such that, for some S i , lim i→∞ S i = ∞, and some 
where, in order for the integration in the first term of the right-hand side to be legitimate, the definition of (Lf ) :
The left-hand side and the variance of the second term on the right-hand side of the above expression tend to zero as S i → ∞ (this can be easily derived from the fact that the probability distribution of y 0 belongs to the class (C, α) and from that Assumption 1 is satisfied with α ≥ 2). Hence, the first term on the right-hand side tends to zero in law.
By Skorohod's theorem (see, e.g., [15, p. 23] ), there exist P(U ×R m )-valued random variablesμ i andμ * defined on a common probability space such that they agree in law with μ i and μ * , respectively, and such that
Since D is countable, the last expression is valid for all f ∈ D outside a common zero probability set. Hence, if one establishes that μ * ∈ P(U × R m ) a.s., it will follow that μ * ∈ D a.s. and, thus, it will contradict (7.1).
To complete the proof of the theorem, one needs to show now that μ * ∈ P(U ×R m ) a.s. That is, one needs to show that
From Assumption 1 it follows that, for any δ > 0, there exists a compact set
where it is also taken into account thatμ i and μ i agree in law. By (7.2),
Since μ * andμ * agree in law,
Since δ can be arbitrary small, the latter implies that E[μ * (U × R m )] = 1 which, in turn, implies the validity of (7.3) . This completes the proof of the theorem.
Proof of Theorem 4.1(i). It can be easily verified that ρ(μ, D) is a convex function of μ. Hence, by (4.6),
Since the above estimate is uniform with respect to the initial conditions y 0 which have the probability distribution from the class (C, α), it follows that
In Lemma 7.1 below it is shown that As follows from Lemma 3.5 in [28] , the validity of (7.4) will be established if one shows that y)μ(du, dy) . From results in [13] and [49] it follows that there exists mdimensional standard Brownian motion W (·) and a stationary P(U ) × R m -valued random process (λ (τ ), y (τ )) such that
with W (·) being independent of y (0) and λ (·) being nonanticipative (i.e., forτ > τ, W (τ )−W (τ ) is independent of {y (0) and W (θ), λ (θ), θ ≤ τ }); (c 2 is the constant from Assumption 2). Using Filippov type chattering lemma for CSDE (see, e.g., [14, p. 15] ), one can establish that there exists a sequence of admissible controls u i (·) and the corresponding sequence of solutions y i (·) of the CSDE (2.4) (considered with W (·) instead of W (·)) such that y i (0) = y (0) and such that
From (7.8) and (7.10) it follows that
(the last inclusion being due to the fact that, by (7.9), y (0) has the probability distribution from the class (C, α) with C ≥ c 2 ), one can use (7.11) to obtain that
As v is an arbitrary element of D h , this implies (7.6). The proofs of Corollaries 4.4 and 4.5 are based on the following result.
Proof. follows from Theorem 2.1.1 in [15] . Proof of Corollary 4.4. By Assumption 2 (see (4.3)), for any μ ∈ D and N ≥ 1, 
Due to the Lipschitz continuity of g(u, y),
where a i = const, i = 1, 2. By (7.12), it is implied that
From (7.12) and (7.13) it follows that the set V g is bounded. Let us prove that it is closed by showing that, if μ k ∈ D and the limit lim k→∞ g(u, y)μ k (du, dy) exists, then this limit belongs to V g . Assume the above limit does exist. Due to the fact that D is compact, one may also assume (without loss of generality) that lim k→∞ ρ(μ k , μ) = 0 for some μ ∈ D. By virtue of Lemma 7.2 and since g N (u, y) is bounded, the latter leads to the equality lim k→∞ g N (u, y)μ k (du, dy) = g N (u, y)μ(du, dy), which, in turn, implies that
This proves that V g is compact.
Let V g N (S, y 0 ) and V g N be defined by (4.10) and (4.11) with the replacement of g(·) by g N (·). By (7.14),
Similarly to (7.12) , from Assumption 1 it follows that, for any y 0 having a probability distribution from the class (C, α),
where a 4 , a 5 are positive constants. From (7.15) and (7.18) it follows that, to prove (4.12), it is enough to prove that
Assume it is not true. Then there exists δ > 0 and sequences S i , lim i→∞ S i = 0, and (7.20) with μ i → μ * in law as i → ∞. Like in the proof of Theorem 4.2, letμ i andμ * be P(U ×R m )-valued random variables defined on a common probability space such that they agree in law with μ i and μ * , respectively, and such that (7.2) is satisfied. From (7.2) and Lemma 7.2 it follows that
the last inclusion being implied by the fact thatμ * ∈ D (which is established similarly to the proof of Theorem 4.2). Hence,
This contradicts the following inequalities resulting from (7.20) and the fact thatμ i and μ i agree in law:
Thus Corollary 4.4 is proved.
Proof of Corollary 4.5. By (7.15) and (7.18), to prove (4.12), it is sufficient to prove that
Assume it is not true. Then there exist a number δ > 0 and sequences μ i ∈ D and
From Theorem 3.4(ii) (see (3.19) ) it follows that there exists μ Si ∈ M(S i , y 0 ), such that
Without loss of generality, one may assume that μ i → μ * and μ Si → μ * * in law. Also, using Skorohod's theorem, one can verify (similar to the way it is done in the proof of Theorem 4.2) that there exist
The latter implies (by virtue of Lemma 7.2) that
These equalities contradict (7.22) and, thus, prove the corollary. 
where L is a positive constant.
Proof. The proof follows a standard argument based on Lemma 4.12 in [40, p. 125] and an application of the Gronwall-Bellman lemma.
Proof of Theorem 5.1(i). Let u (t) be an admissible control and (y (t), z (t)) be the solution of the singularly perturbed CSDE (5.1) and (5. 
where f i (u, y), i = 1, 2, . . . , are as in (2.7) and
The equations in (8.4) imply thatμ l is the occupational measure generated on the interval [0, S ] by the controlū(τ ) and the corresponding solutionȳ(τ ) of the associated system (2.4). Hence, by Theorem 4.2, Also, it can be verified that the estimates (8.1) and Assumption 2 (with α = 4) imply that 
Thus, denotingν( ) (g(u (t ), y (t ), z (t )) − g(u (t ), y (t ), z (t l )))dt 
E
g(u (t ), y (t ), z (t )) − g(u (t ), y (t ), z (t l )) 2 dt ≤ K 3 Δ( ), K 3 = const, (8.16) where, to obtain the last inequality, it has been taken into account that g(u, y, z) satisfies Lipschitz conditions in z and also that, by (8.2) The latter, in turn, being substituted into (8.14) implies (with the help of a GronwallBellman lemma) the validity of (5.7) withν( ) = K 9 (ν( ) + Δ 
