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RESUMEN 
En este trabajo se presenta el problema de la mejor aproximación, el cual 
consiste en determinar los elementos y0 E M (si existen) en un espacio con 
producto interno X que minimizan la distancia 
mf { d(x, y) / E M } = d (x, M) 
y se prueban teoremas de existencia de la mejor aproximación en espacios 
métricos, normados y con producto interno. Posteriormente se relaciona el 
problema de la mejor aproximación con los operadores proyecciones y se 
introducen los conceptos de conjuntos proximales, conjuntos de Chebyshev, 
conjuntos aproximativamente compactos y conjuntos acotadamente 
compactos Se caracteriza la mejor aproximación para conjuntos convexos, 
conos convexos, subespacios de dimensión finita y subespacios completos de 
dimensión infinita de un espacio con producto interno Finalmente, se calcula 
la mejor aproximación PM(x) para algunos conjuntos particulares M y se aplica 
la teoría de la mejor aproximación para resolver problemas de aplicación 
relacionados con sistemas de ecuaciones 
SUMMARY 
In this work the problem of the best approximation is presented, which consists 
on determining the elements (if they exist) in a inner product space X that 
minimizes the distance 
inf{ d(x,y) yEM}=d(x,M) 
and theorems of existence of the best approximatión are proven in metric, 
normed, and inner product spaces 	Later on the problem of the best 
approximation is related to projection operators, and the concepts of proximinal 
sets, Chebyshev sets, approximatively compact sets and boundally compact 
sets are introduced. The best approximation is chracterized for convex sets, 
convex cones, finite-dimensional subespaces and complete infinite-dimensional 
subespaces of a inner product space Finally, the best approximation PM(x)  is 
calculated for some particular sets M and the theory of the best approximation 
is applied to solve problems of applications related with systems of equation 
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INTRODUCCIÓN 
Muchos de los conceptos definidos en los espacios euclidianos Rr, como por 
ejemplo convexidad, ortogonalidad y ortonormalidad se pueden generalizar de 
una forma natural a los espacios con producto interno Más aún, debido a la 
riqueza de la geometría que conservan los espacios con producto interno, gran 
parte de los resultados fundamentales de estos espacios tienen una 
interpretación geométrica simple Esto es, que uno puede trazar un diagrama, 
lo cual permite el mejor entendimiento del alcance de los teoremas 
Un problema bien conocido en el plano euclidiano R2, es determinar la 
distancia de un conjunto convexo M a un punto x E R y caracterizar el punto 
y0 E M más próximo a x Este problema se puede generalizar a espacios 
métricos, normados y con producto interno, y es conocido con el nombre del 
Problema de La Mejor Aproximación 
La teoría de la mejor aproximación consiste en determinar los puntos yo  en un 
subconjunto no vacío M de un espacio métrico X que estén más próximo al 
punto x, o sea 
d(x,y0 )=inf{d(x,y). yEM}=d(x,M) 
y se puede resumir en las siguientes preguntas 
• Existencia de la mejor aproximación ¿Cuándo es verdad que cada 
x E X tiene una mejor aproximación en M? 
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• Unicidad de la mejor aproximación 	Cuándo es verdad que cada 
x E X tiene una única mejor aproximación en M? 
• Caracterización de la mejor aproximación ¿Cómo uno reconoce cuáles 
elementos de M son mejores aproximaciones a x? 
• Continuidad de la mejor aproximación ¿Cómo varía la mejor 
aproximación en M como una función de x? 
• Cálculo de la mejor aproximación ¿Qué algoritmos se tienen para el 
cálculo de la mejor aproximación? 
• Error de la mejor aproximación ¿Puede uno calcular la distancia de x a 
M, o por lo menos obtener una cota superior e inferior para esta 
distancia? 
El objetivo de esta investigación es dar respuesta a algunas de estas 
interrogantes, y para esto hemos dividido el trabajo en tres capítulos 
En el primer capítulo presentamos los resultados básicos del Análisis Funcional 
que serán utilizados en el desarrollo de nuestro tema, como los son los 
conjuntos convexos y conos convexos, conjuntos ortogonales y conjuntos 
ortonormales, complementos ortogonales, conjuntos ortonormales totales, 
suma directa y operadores proyección 
En el segundo capítulo se presenta el problema de la mejor aproximación a 
espacios métricos, espacios normados y espacios con producto interno Se 
relaciona el problema de la mejor aproximación con las proyecciones 
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ortogonales y se introduce los conceptos de conjuntos proximales y conjuntos 
de Chebyshev Por último, se definen dos tipos de compacidad utilizando el 
concepto de la mejor aproximación y se comparan con el concepto de 
compacidad usual 
Finalmente, en el tercer capítulo se caracteriza la mejor aproximación para 
conjuntos convexos, conos convexos, subespacios de un espacio con producto 
interno y subespacios completos de dimensión infinita Se calcula la mejor 
aproximación para algunos ejemplos específicos y se estudian las propiedades 
más sobresalientes de la proyección métrica sobre conos convexos También, 
se presentan algunos problemas donde se aplica la teoría de la mejor 
aproximación para su solución 
Queremos puntualizar que los espacios con producto interno utilizados en este 
trabajo son reales, aunque muchos de los resultados obtenidos pueden ser 
generalizados a espacios con producto interno complejos 
1 CAPÍTULO 
PRELIMINARES 
A 	 B 
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1.1 Conjuntos Convexos y Conos Convexos. 
En el plano cartesiano, un conjunto se dice convexo si para cada par de puntos 
M conjunto, el segmento que ellos determinan está totalmente contenido en el 
conjunto Esto es, un conjunto M es convexo sí y solo sí M contiene al 
segmento 
para todo x,yEM 
[x,y]=1x+(1-)y 	€[O,i]} 
Dados los conjuntos A, B, C y D Los conjuntos A y B son convexos, mientras 
que C y D no lo son 
Esta definición de conjuntos convexos en el plano se extiende de forma natural 
a espacios vectoriales como sigue 
Definición 1.1: Sea X un espacio vectorial y M un subconjunto de X M es 
convexo si 
x+(1-)y EM 




lo denotamos por [x,y], y lo llamaremos, el segmento en X de extremos x, y 
Así, Mes convexo si [x,y]cM para todo X,YEM 
Observaciones: 
1 A pesar de que la definición anterior está dada para espacios vectoriales en 
general, en este trabajo solo consideraremos espacios vectoriales definidos 
sobre el cuerpo R de los números reales 
2 Note que el conjunto M es convexo sí y sólo sí 
ax + y E M 
para todo X,YEM, 143ER , ?3~:0, a+=1 
3 	Si Mes convexo y x1, x2, .. ., x E M 1 a, a21 	C1n ~! O ' 	a = 1, entonces 
a1x1+a2x2 +•••+(Xx E  
A continuación presentamos una serie de ejemplos de conjuntos convexos 
Ejemplo 1.1: 
a) El conjunto vacío, el espacio vectorial X y cualquier conjunto unitario de X 
son subconjuntos convexos de X 
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b) La intersección de una colección de subconjuntos convexos del espacio 
vectorial X es un subconjunto convexo de X En efecto, sea 
{ M,. i E 11 
una colección de subconjuntos convexos de X y sean 
x,yEflM , XER , 0:51<1 
El 
entonces x, y E M para todo 1 e 1 Por lo tanto, 
para todo i E 1 
Así, 
x + (1- ) y E fl M 
ci 
Por consiguiente, flM  es un subconjunto convexo de X 
'E' 
c) Si M y N son conjuntos convexos, entonces la suma 
M+N={a+b acM, bEN} 
es un conjunto convexo En particular cualquier traslación M+a de un 
conjunto convexo M es convexo En efecto, sean 
y1,y2EMFNy  
Entonces existen a1, a2 E M, b1, b2 EN tales que 
Yi= a1 -'- b1 , Y2 = a2 + b2 
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Como M y N son convexos 
Xy1 +O-4Y2  = X(a1 +b1)+ (1  - 	 + b2) 
= Xa1 +Xb1 +(1-X)a2 +(1-x)b2 
=[Xa1 +(1-X)a2]+[Xb1 +(1-x)b2] 
donde 
Xa1 +(1-X)a2 EM 	y 	Xb1 +(1-X) 2 EN 
Así, M+Nesconvexo 
d) En un espacio formado X, para todo xEX y para todo r>O, la bola abierta 
B(x,r) y la bola cerrada (x,r) son conjuntos convexos Sin embargo, la 
esfera 
S(x,r) = B (x,r) - B(x,r) 
no es un conjunto convexo En efecto 
Sean Yi, Y2 E B(x,r) y o :!~ 	1 Entonces 
x-[?41 +("42111 =11?..(x-y1)+(1-X)(x-y2)H 
x 
- y111 + (1-11x - 
<X r + (1- X) r 
=r 
Por consiguiente, ?. y1 +(1-?)y2 e B(x,r) y B(x,r) es convexo 
lo 
• Sean Yi, Y2 E (x,r) y 0 :51:51  Entonces 
lix - [. y1 + (i - )y2] II = ?(x —y1) + 	Y211  
~ ?. 11  x - y111 + (1 - 	 x - yJ 
~ ?. r + (1— ?) r 
=r 
Por lo tanto, 	y1 + (1 - ?)y2 E (x, r) y B (x, r) es convexo 
. 	Probaremos que 5 (x, r) no es convexo En efecto, es claro que 5 (x, r) # 4 
Sea x E 5 (x, r) Como 11 x 11 =1, se tiene que x# O 
Note que - x E 5 (x, r) Tomemos ?. = -  -, entonces 
x + (i - )(—x) 
= 
x - x = O 
Por lo tanto, 
y S(x,r) noesconvexo 
x+(1—)(—x) o S(x,r) 
e) Si M es convexo y x > O, entonces 
xM={cx xEM} 
es convexo En efecto, sean x, y EM, a. E R , O :!~ ? :!~ 1 Entonces, existen 
a,bEM tal que 
x=aa , yab 
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Por lo tanto, 
2. x + (1— 2) y = 2 (a a) + (1— 2)(a b) 
= a[Xa+(1—X)b] 
Como Mes convexo, a+(1—)b e 	Por lo tanto, a[x+(1—)y}eaM 
y aMesconvexo 
Definición 1.2: Sea X un espacio vectorial y K un subconjunto de X K es un 
cono convexo si 
para todo x, y e K ya,~tO 
ax+yeK 
A continuación presentamos una serie de ejemplos de conos convexos 
Ejemplo 1.2: 
a) Todo subespacio de un espacio vectorial es un cono convexo 
b) La intersección de una colección cualquiera de conos convexos es un cono 
convexo En efecto, sea { K i e 1 } una colección de conos convexos y 
K = flK Si x, y e K y a, ~: O, entonces x, y e K para todo - ¡el 
id 
Por lo tanto, a x + y e K para todo ¡ e 1 Así pues, a x + y E K y K es 
un cono convexo 
c) Consideremos el espacio vectorial 
x=C ([a,b], R)={f [a,b]—R /f es continua} 
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y definamos el conjunto K por 
K={xEK x(t)~!O para todotE[a,b}} 
Probaremos que K es un cono convexo En efecto, sean 
x1,x2 EK y a,ER, a42:0 
Entonces, para todo tE [a,b] se tiene que 
(a x1-i-x2)(t) = a x1(t) -i-x2(t) O 
Por lo tanto, a x1 + x E K y el conjunto K es un cono convexo 
Note que K no es un subespacio vectorial de X, ya que si X E K, x :# O y 
aE R, a<O, entonces axK 
1.2 Conjuntos Ortogonales y Conjuntos Ortonormales. 
Es conocido que en R2 (o en R 3 ) dos vectores x, y son perpendiculares sí y 
solo sí 	xy = O (ó 	xy, = O) Esto es, en R 2 o en R 3 dos vectores x, 
y son perpendiculares sí y solo sí (x, y) = o 
En este sentido enunciamos la siguiente definición en cualquier espacio con 
producto interno 
Definición 1.3: Sean X un espacio con producto interno, x, y EX Decimos 
que x, y son ortogonales si (x,y) O En este caso escribimos xly 
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Sea A un subconjunto no vacío de X El vector x se dice que es ortogonal al 
conjunto A si xla, para todo a EA y escribimos x _L A 
Un subconjunto no vacío A de X se llama conjunto ortogonal si cada par de 
vectores en A son ortogonales, es decir, si (X, y) = O para todo x, y E A, x # y. 
Dos conjunto A y B son ortogonales si a _L b para toda a EA y b EB En 
este caso, escribimos Al B 
A continuación presentamos una serie de ejemplos de conjuntos ortogonales 
Ejemplo 1.3: 
a) En un espacio con producto interno X, el conjunto { x } es un conjunto 
ortogonal para todo x E X 
b) Sea 
X = 6 ([-1,1], R)= = { f [a,14->R /f es continua} 
el espacio vectorial de las funciones reales continuas definidas sobre [-1,1] 
con el producto interno 
1 
(f, g) = ff(x) g(x)dx 
-.1 
Consideremos las funciones f(x) = 1, g(x) = x, h(x) = x2 - -
1 
3 
















Por lotanto, LLg, LLh y g±h 
c) Sea el espacio vectorial X = 6' ([0,27r 1, R) con el producto interno 
definido por 
(f, g) = Jf(x) g(x)dx 
Consideremos los conjuntos 
M1 = {I, cos x, cos 2x, 	, cos nx, 	} 
M2 = {sen x, sen 2x, 	, sen nx, 	} 
M3 = M1  U M2 
M1, M2 y M3 son subconjuntos ortogonales de X En efecto, 
	
Verifiquemos que las funciones f(x) = 1 	y 	f(x) = cos nx 	son 
ortogonales 
sen 2nir  
(1, cos nx) = fcos nx dx = 	
n 	
= O 
Luego, 1 1 cos nx para todo n > 1 
o 
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Supongamos que n m, entonces 
(cos nx, cos mx) = cos nx)(cos mx) dx 
= 11 [cos(nx+mx)+cos(nx-mx)] dx 
= i[2jcos(n 
+ m)xdx + Jcos(n - m)x dx









1[sen 21L(n+m) sen 21L(n-m)  
2[ n+m 	n-m 
=0 
Por lo tanto, cos nx 1. cos mx para n :#, m 
. Supongamos que n = m , n~1, entonces 
(cos nx, cos nx) = J(cos nx)(cos nx) dx 
= Jcos2 nx dx 
21+ cos 2nxJd 








De lo anterior se tiene que M1 es un conjunto ortogonal 
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• Supongamos que n m, entonces 
sen nx, sen mx) = J(sen nx)(sen mx) dx 
=.7 [cos(nx-mx)- cos (nx+mx)]dx 
2it 	 2,t 










[sen(n- m) x 
n-m 	j 2 	n+m 	j 
=0 
Por lo tanto, sen nx 1 sen mx para n :;E m 
• Si n = m, entonces 
sen nx, sen nx) = J sen  2nx  dx 
2J1 	cos2 XJd 
[1 12 [i 	12 
=i—xi -i--sen 2xi 
L2 j 	L4n 
=lt 
De lo anterior se tiene que M2 es un conjunto ortogonal 
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• Supongamos que n m, entonces 









=2 O 	2[ 
2t 







n+m 	n+m n-m 
i] 
n-m 
- 	1 [1 - cos2it (n + m)1 	1  [1 - cos2it (n - m) 
2 	] n-m[ 	2 
= sen2it (n + m) sen2it (n - m) 
n+m 	n-m 
=0 
Si n =m, entonces 
2t 	 2it [sen 2  nxl 
(cos nx,sennx) = f(cos nx)(sen nx)dx =1 	 1 =0 
[ 2n 
Por lo tanto, M1  U M2 es un conjunto ortogonal 
Al igual que en el espacio R2, el Teorema de Pitágoras tiene una validez 
análoga en cualquier espacio con producto interno. 
Teorema 1.1: Sea X un espacio con producto interno y { x1 , x2 ,•• , x } un 
conjunto de vectores ortogonales en X Entonces 









Ox1+ x2 + ...+ Xn1l= 1 x1 




x)=O para t::J 
se tiene que 
n 	 n 
x1 + x2 +...+ x 2 = (x1 , x) = 
1 11 
x 
1=1 	 1=1 
Teorema 1.2: Sea X un espacio con producto interno y M un conjunto de 
vectores ortogonales no nulos Entonces M es un conjunto linealmente 
independiente 
Demostración: 
Sea x1,x2,•-•,x eM y a11 a2 •-,a eR tales que 
a1x1+a2x2+••+ax=O 
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entonces, para cada j, 151 n, se tiene que 
O = (0,x) 
= 
( n 
ECLI X I ,X J ) 
1=1 
= a, IX j 1
2 
Pero xj # O y así 11 X
2 
# O En consecuencia aj = O para todo j=1 ,2„n 
Por lo tanto, el conjunto M es linealmente independiente 
El recíproco del Teorema 1 2 no es cierto Existen conjuntos linealmente 
independiente que no son ortogonales Por ejemplo, en el espacio R2, 
M # 1(1,0), (1,1) } es un conjunto linealmente independiente que no es ortogonal 
Teorema 1.3: Sea X un espacio con producto interno Entonces, x ± y sí y 
solo sí II x +a y 11 = 11 x - a y II para todo a e R 
Demostración: 
) Supongamos que x 1. y, y sea a e R. Entonces 
il x + a y 11
2 
= (X ± ay, x + ay) 
= (x, x) + (x, ay) + (ay, x) + (ay, ay) 
= (x, x) + a(x, y) + a(T x) + (ax, ay) 
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' II x 112 + II a Y II 2 
' II x 112 + a2 11 Y il 2 
Y 
li x - a y ir = (x - ay, x - ay) 
= (x, x) - (x, ay) - (ay, x) + (ay, ay) 
= (x, x) - a(x, y) - a(y, x) + (ax, ay) 
= 11 x II2 ± li ay 112  
= 1 x Ir ± all Y Ir 
Por lo tanto, 




il x + a y 02 = (X, X) ± a(x, y) + a(y, x) + (ax, ay) 
li x-ayr = (x, x) - a(x, y) - a(y, x) + (ax, ay) 
il x+ ayll2 =lix - ay 02  
para todo a E R, resulta que 
a(x, y) + a(y, x) = - a(x, y) - a(y, x) 
Luego, 
2 a(x, y) + 2a(y, x) = O para todo a E R 
Si a =1, 
Luego, 
Por lo tanto, 
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(x, y) + (y, x)=0 
(x, y) = O 
xi_ y. 
Observación: Recordemos que todos los espacios vectoriales mencionados 
en este trabajo son reales 
Teorema 1.4: Sea X un espacio con producto interno Entonces, x ± y sí y solo 
sí li x + a y 11 11 x 11 para todo a E R 
Demostración: 
) Supongamos que x ± y, entonces para todo a E R se tiene que 
11 x +a y 112 = (X + ay, X + ay) 
= (X, X) + (X, ay) + (ay, X) + (ay, ay) 
= (X, X) ± a(x, y) + a(y, x) + (ax, ay) 
' ii x 112 +11 ay  112 
11 X 112 
Así, 
li x + alfil 	11)(11 





= (x, x) + (x, ay) + (ay, x) + (ay, ay) 
= (x, x)+ 2 a(x, y) + a2(y, y) 
= ll x 112 + 2 a(x, y) + a211 y 112 
Luego, 
	
( 	+ Y 2ilx±aYi -lxI = a a 	) 
de donde 
a (2(x, y) +a uy  112 ) O 
para todo a E R. 
Supongamos que (x, y) # O 
• Si (x, y) > O, tomemos un a E R tal que 
- 2 (x, y) < a < o.  
II y 112 
Entonces, 
2(x, y) + a 11 y 112 > O 	y 	a < 0 
de donde, 
a (2(x, y) + a ii y l 2)< 0 
Lo que es una contradicción 
• Si (x, y) < O , tomemos un a E R tal que 
- 2(x, y) 
0 < a < 	 
11 Y 112 
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Entonces 
2(x,y)+ al¡ yII2<O y 	a>O 
de donde, 
a (2(x, y) + a 11 y 112 ) < 
Lo que es una contradicción 
Así pues (x, y) = o, osea, x 1 y 
Sea X un espacio normado y { x rn=i una sucesión en X Si la sucesión de 
sumas parciales 
Sn = Xi + X2 + •+ X 
converge a x, entonces decimos que la serie 1x 	converge en X, o n=1 
simplemente decimos que la serie 1x es convergente En este caso 
escribimos 
hm =0. 
    
Teorema 1.5: Sea H un espacio de Hilbert y sea {z0 rn=i una sucesión 

































z 	 es una sucesión de Cauchy en H SÍ y sosamente SÍ 
II z 12F 1=1 	J=l 
ce es una su sión de Cauchy en R Por consiguiente, como H y R 
son completos, se tiene que 	z, es convergente en H sí y solo sí 
;; 
IkI2<c 
Ahora supongamos que 








sn = :;; z1 
luego, 
II s 112 = 
n 	
~ :: II z 112 
i=1 	 n=1 
hm 11z - s = O 
Por consiguiente, 
UI z 	sI n=1 
es una sucesión acotada de números y 








1 11 z112 
-11 sn II 
2 1 




Como { JI Z11 - sII } es converge a o y 111 z 11+11 sII } 	es acotada, se tiene 
que 
n 





En el espacio euclidiano IR3 el conjunto {(1, 0, 0), (0,1,0) , (0,0,1)} forma un 
conjunto ortogonal y constituye una base de IR3, así que cada xE R3 tiene una 
única representación de la forma 
X = a1  e1 + a2 e2 + a3 e3 
La ortogonalidad nos proporciona un procedimiento para determinar los 
coeficientes Ui, a2 y U3 Lo que constituye una gran ventaja de la 
ortogonalidad En efecto, dado xE IR3 se tiene 
(x, el) = a1(e1,el) + a2(e2,e1) + a3(e3,el) = Cel 
(x,e2) = a1(e2,é1) + a2(e2,e2 ) + a3(e3,e2) = 
(x, e3) = a1(e31e1) +a2(e3,e2) + a3(e3,e3 ) = a3 
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Definición 14: Sea X un espacio con producto interno y M un subconjunto 
no vacío de X M es un conjunto ortonormal si M es un conjunto ortogonal en 
el cual cada vector tiene norma unitaria. Esto es, para todo x, y E M 
ro si x#y 
11 si x=y 
En general, una familia t  x ¡E 11 es un conjunto ortonormal si es ortogonal y 
11 X. 11 =1 para todo¡ El Así que para todo 1,j El se tiene 
Ío si ¡#j 
(x,y)= 1 
t1 si i=j 
donde ¿ se conoce como el Delta de Kronocker. 
Si 1 es un conjunto enumerable entonces decimos que el conjunto 
{ x iEl}={x, .nEN} es una sucesión ortonormal 
A continuación presentamos una serie de ejemplos de conjuntos ortonormales 
Ejemplo 1.4: 
a) El 	conjunto 	{el, e2, ..,e} 	definida 	por 	e1 = ( i,o,...,o), 
e2 = (o, 1, ,o) , ,e = (O, O, ,1), es un conjunto ortonormal de R. 
b) Considere el espacio vectorial (2  de la sucesión de números reales { x} 
co 





X = { x} 1 = (x11 x2 ...) 
	
Y 	Y={Y}1=(Y1Y2") 
El subconjunto { e1, e2, ... } de (2, donde e E (2 es la sucesión real 
definida por 
e(i) N—R 
fi si i=j 
e,(i)= 
[O si iv-,j 
es un conjunto ortonormal 
c) Sea lc R un subconjunto no vacío y consideremos el espacio vectorial (2(I) 
de todas las funciones x 1 - R que tiene la propiedad de que el conjunto 
1, ={iEl x(i)~O} 	es enumerable y que 1x2 (1) <ao (Como esta 
I€Ix 
convergencia es absoluta, cualquier arreglo de los términos produce la 
misma suma) con el producto interno definido por 
(x,y)=x(i)y(i) 	—I Ul 
para cada j E 1 definamos la función e 
J 
E X por 
e(i) N—R 
si i=j 
o si iv-,j 
El conjunto M = !e, j E 11 es un conjunto ortonormal 
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d) En el espacio con producto interno 	X = 6 ([0,27t1, R) del 
Ejemplo 1 3 (c), el conju. 
íi 	1 1 	 1 	1 
M = 	,_ , -= cos x, -= sen x,• , -= cos nx, -= sen nx 
j27t ,/7t 	,/7t 	 /7t 	 /7t 
es un conjunto ortonormal 
Teorema 1.6: Sea X un espacio con producto interno, {e1,e2,...e} un 
conjunto ortonormal de x, Yn = [e1, e2,•••, e] el subespacio de X generado por 
e11 e2 ,•••e ' y xEX.Entonces 
n 
2 
a) Si y = 	(x, e1) e, entonces II 	= 	e,)¡  
i=1 1=1 
b) Si z = x -y, entonces z ± y 
n C) 










2 11 ' 112 = 
   
= lKx,ei)ei +(x,e2)e2 + 	
2 
= (x, el 
)12e2 





b) Probaremos que z ± y. En efecto, 
=0 
Por lo tanto, z±y 
c) Probaremos que 1 IN e 
')j2 < 11 
X 2 	En efecto, aplicando el Teorema de 
i=1 




2 	II 	12 	t 	2 	
h
t 	1 DXV = ii y+zh = lyL+zi 
2 
 
n u 11 x112 =(x,e)2+IIzIl2 
i=1 
2 	11 
O z 	= x ir _(x,e,)2 
i=1 
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z I =Dx 
_(x,ei)2 
i=1 
Por lo tanto 
n 
Kx, 
et)2 < 11 x 
112 
i=1 
El siguiente teorema conocido como la desigualdad de Bassel generaliza la 
2 	2 
desigualdad 	e x del teorema anterior 
Teorema 1.7: Sea {e1,e2,... }una sucesión ortonormal en un espacio con 






(desigualdad de Bassel) 
Demostración: 
2 
Como los términos de la serie 	e 	son no negativos y por el 
Teorema 16, 
n 
s = 	j(x,e1 ) 2 ~ x 	para todo n 
i=1 
se tiene que { s} 1 es una sucesión creciente y acotada de números reales 
00 	2 
Por lo tanto, la serie e,)¡ es convergente y 
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00 
I(x,ei )I2 <VxI2 
1=1 
Teorema 1.8: Sea H un espacio de Hilbert y { e} 1 una sucesión ortonormal 
en H Entonces, 
a) La serie 1ae converge en H si y solo sí la serie 	converge en R 
b) Si la serieae converge en H, entonces a = (x, en),  para todo n E, 
donde 
X =ae 
Así, en este caso 
x=(x,e)e - 
c) Para cada x E H, la serie 1(x, e) e converge. 
Demostración: 
a) Denotemos 
Sn  = ae + a2e2 + •• + ae 





Si n > m, entonces 
2 
5n 	m 	h Um+1 em+i  +Um+2 e.+2  +. •+aeD 
2 
2 	2 	 2 
= Um+1 H Um+2 +• •+I un 1 
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= 	- am 
= 	- am 
Por consiguiente, {s}' 1  es una sucesión de Cauchy en H sí y solo sí {a} 
es una sucesión de Cauchy en R 
Luego, como H y R son completos se tiene que la serie 1ae es 
convergente en H sí y solo sí la serie 11  (x 	es convergente en R 




hm s = hm ae = x 
n-9 	n-9 
i=1 
(sa, e) = 
	
a1  e, ej) = (xj 
Aplicando límite obtenemos 
hm (sa, e) = hm aj  
n-9 	 n-9 
/ hims,ej) =aj  \ 
(x,e)=e 








< " xli nl \I —II 
n=1 	n=1 
o sea, la serie 	
I ar 2 converge 
Luego por la parte (a), la serie 	(x, e) e,, converge en H 
1.3 Complemento Ortogonal. 
Definición 1.5: Sea X un espacio con producto interno y M un subconjunto no 
vacío de X El complemento ortogonal de M se denota por M' y se define 
por 
M' = { x E X (x, y) = O para todo y E M } 
={xEX xIM} 
Teorema 1.9: Sea X un espacio con producto interno y M, N subconjuntos, no 
vacíos de X Entonces 
a) M' es un subespacio cerrado de X 
b) SiMcN entonces N'cM' 
c) M(M=Mil 
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d) Si M es un subespacio de X, entonces M fl M = { o } 
e) M=[M}=([Kfl)t 
Demostración: 
a) Probaremos que M1 es un subespacio de X En efecto, 
• Como (O,y)=O para todo y€M, 0€M1 Por lotanto, M~ 
• Sean x, z €M y a,€R. Luego, para todo y€M se tiene 
(ax + pZ, y) = (0, y) + (z, y) = O 
Así, 
(ax + pZ, y) = O 
para todo y€M y ax+y€M1 
• Ahora probaremos que M' es cerrado en X En efecto, 
Sea x E i, luego existe una sucesión { x} 1 de elementos de M1 tal 
que x— x 
Sea z E M, entonces 
Aplicando límite obtenemos 
O = lim(x,z) 
n-).:, 
=(lim x,z) 
= (x, z) 
UNIVFTSTDAD DE PANAMA 
-BIBLIOTECA 
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Por lo tanto, (x, z) = O, para toda z E M Es decir, x E M1  Así pues, 
M' C M' y M1  es cerrado en X 
b) Sean x E N1  y z E M Como McN, entonces z E N 
Luego, 
(x,z)=O para todo zEN. 
Así x E M' Por lo tanto, N1  c M1  
c) Sea xEM, entonces 
(z, x) = O 
para todo z E M1  
Luego, x E M -- Por consiguiente, M M11  
d) Probaremos que si M es un subespacio de X entonces M fl M1 = { O } En 
efecto, como My M1  son subespacios de X, O E M fl M' 
Por otro lado, si x E M fl M1, entonces (x, x) = O Por lo tanto, x=0 
De lo anterior se tiene que M fl M' = {o } 
e) Probaremos que 
M1= [M]1= ([ÑiJ) 
• Como M [Ñi], entonces por la parte (b) se tiene que 
(f)M' 
• Sea x E M1  y sea z E [ÑI] Luego, existe una sucesión { y } en [M] tal 
que y—z 
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Como y e [M], existen vectores u",u,• •,u
Mn 
CM, y escalares 
a, a, •
Mn 
~ O tales que 
	
y, = au + 	+ •• + m m 
Luego, 
(X, Y) = (x, au +a2 2 	 Mn Mn u +...+au) 
= (x, aru) + (x, aur) +. • + (x au \ ' Mn Mn 
= a 	(x u) + a (x, u) +.. + a (x u) 
=0 
Por consiguiente, 
(x, z) = "M (X, y) = hm 0 = 0 
fl—c 	 n-->-o 
para todo z E [ÑI] Así pues, 
XE([ÑiJ y M1c ([Ñif)t 
Por lo tanto, 
Por último, como 
por la parte (b) se tiene que 
Mc[M]cjÑf] 
(MY C [M] CM 1 
En conclusión, 
M1 =[M] =(IiÑ'lY 
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Corolario 1.1: Sea X un espacio con producto interno y M un subconjunto no 
vacío de X. Si [M] es denso en X, entonces M = {o} 
Demostración: 
Esto es consecuencia directa del Teorema 1 9 (e). 
Teorema 1.10: Sea X un espacio con producto interno, M un subconjunto 
ortonormal de X, x E X y Mx = le E M (x, e) :# o} Entonces mx es un conjunto 
enumerable 
Demostración: 
Si x = O, el resultado es obvio Supongamos que x:# O 
Para cada n c= N definamos el conjunto 
2 ' 
2 	lxii  Sn={eEM:(xe) > n 
• Supongamos que S es un conjunto infinito Entonces, existe una sucesión 
{em}i de elementos distintos de S Luego 
(x,e) 	I1xII2 
 
M=1 	 m=1 n 
= 00 








se tiene que Mx es un conjunto enumerable 
1.4 Conjuntos Ortonormales Totales. 
Definición 1. 6: Sea X un espacio normado y M X M es un conjunto total 
(o fundamental) si [M] es denso en x, o sea, si [Ñi]= X 
Si X es un espacio con producto interno y M es un subconjunto (o sucesión) 
ortonorrnal en X, y además es total, entonces se dice que M es un conjunto (o 
sucesión) ortonormal total. 
Observación: De los Teoremas 1 7 y  1 10 se tiene que si M es un subconjunto 
ortonorrnal del espacio con producto interno X y Mx = {e E M (x,e) :;E o}, 
entonces 
(x, e) 2 = 	(x, e)12 
	11 
< x 112 
eeM 	 eeM 
Más aún, como esta serie es absolutamente convergente, ella converge a la 
misma suma para cualquier arreglo del conjunto M; o sea que para cualquier 




= E J(x,e)J 
2 
= E INe)J 
2 
1=1 	 eEMX 	 eEM 
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Corolario 1.2: Sea X un espacio con producto interno y M un subconjunto no 
vacíodeX Si  es total en X, entonces M' ={o} 
Demostración: 
Esto es consecuencia inmediata del Corolario 1 1 y  la Definición 16 
Finalizaremos esta sección con un teorema de representación 
Teorema 1.11: Sea X un espacio de Hilbert y M un subconjunto ortonormal 
de X Si M es total, entonces 
x = 	(x,e)e = 	(x,e)e 
eeM 	 eeM 
para todo XEX. 
Demostración: 
Sea XEX4] y 
mx  = { e1,e2,. } 
a, 
una ordenación de Mx  Por el Teorema 1 8 (c) , la serie 1(x,e)e es 
convergente en X Sea 
y = 	(x,e)e = 	(x, e)e = 	(x,e)e 
n=1 	 eEMX 	 eEM 
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. Si eEMX, entonces 
(x - y, e) = (x, e) - (y, e) 
= (x, e) 
-(n=l 




. Si eEM  - M, entonces 
(x - y, e) = (x, e) - (y, e) = 0 
Así pues, 
(x - y, e) =0 
para todo eEM, de donde x-yEM1  
Como M es total, por el Corolario 12, se tiene que 
x - y EM1 	= { o } 
Por consiguiente, 
x = y = 	(x, e) e. 
1.5 Suma Directa. 
Nuestro propósito es obtener una representación de un espacio de Hilbert 
como una suma directa, el cual es particularmente simple y conveniente para 
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hacer uso de la ortogonalidad Por tal razón, introduciremos el concepto de 
suma directa en espacios vectoriales como sigue 
Definición 1.7: Sea X un espacio vectorial y Y , Z subespacios de X 
Decimos que X es suma directa de Y y Z, y escribimos X = Y ® Z, si cada 
x E X tiene una única representación de la forma x = y + z donde x E Y y 
zEZ 
El subespacio Z es llamado el complemento algebraico de Y en X y 
viceversa Y y Z son llamados un par de subespacios complementarios en X 
Si X es un espacio normado y Y, Z son subespacios cerrados de X, entonces 
Z se llama un complemento topológico de Y y viceversa 
Observaciones: 
1 	Como Y y Z son subespacios de X, entonces X = Y ® Z sí y solo sí 
X=Y+Z y YflZ={O} 
2 Para todo subespacio Y de X siempre existe un subespacio Z de X tal que 
X = Y ® Z Sin embargo, Z no está unívocamente determinado por Y 
3 Dado un espacio normado X y un subespacio cerrado Y de X no siempre 
existe un subespacio cerrado Z de X tal que X = Y ® Z En el caso que 
exista, entonces diremos que Y es complementado en X 
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1.6 Operadores Proyección 
Un tipo especial de operadores, llamados proyección, juega un papel 
importante en el estudio sistemático de los operadores lineales y de la mejor 
aproximación 
El término proyección aparentemente fue utilizado por primera vez en un 
documento de Aronszajn y Smith (1954) 
Definición 1.8: Sea X un espacio vectorial y P X -* X un operador lineal P 
es un operador proyección (algebraico) sobre X si P es idempotente, o sea 
que 
P2 =PoP=P 
Existe una importante relación entre operador proyección y suma directa de un 
espacio vectorial, la cual presentamos en el siguiente Teorema 
Teorema 1.12: Sea X un espacio vectorial 
a) Si P X -* X es un operador proyección, entonces X = Im(P) N(P) donde 
N(P) es el núcleo de P y Im(P) es la imagen de P 
b) Si M y N son subespacios de X y X = M N, entonces la función y 
Px-*x 
P(x)=m 




a) Sea x E X, entonces 
x=P(x)+(x-P(x)) 
Además, P(x) E lm(P) y 
P(x -P(x))= P(x)-P2(x)= P(x)-P(x)= O 
o sea, x - P(x) E N(P) Por lo tanto, 
X = lm(P)+N(P) 
Por otro lado, si x E Im (P)fl  N (P), entonces existe y E X tal que 
x=P(y), XEN(P) 
por lo tanto, 




X=lm(P) ED N(P) 
b) Sean x, y E X, a E R. Luego existe rn1, m2 E, n1, n2 E N tal que 
x =Mi  +n1 , y=m2 +n2 
por lo tanto, 
x+y= (Mi  +m2 )+(n1 +n2), m1  +m2 EM, n1 +n2 EN 
y 
P(x+y)=m1  +m2 =P(x)+P(y) 
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De igual forma 
aX=am1 +an1 , am1 EM, anEN 
Luego, 
P(ax)= am1  =aP(x) 
Así pues P es un operador lineal 
Probaremos que P es idempotente En efecto, por definición 
P(m)=m para todo mEM 
Sea XEX, x = m + n Entonces 
P2(x)= P(P(x))= P(m)= m = P(x) 
lo que implica que 
P2 =P 
Finalmente como X = M N, se tiene que 
N(P)=N y lm(P)=M 
Teorema 1.13: Sea X un espacio vectorial y P X -* X un operador lineal P 
es un operador proyección sí y solo sí 1 - P es un operador proyección, donde 
1 X -> X es el operador identidad de X 
Demostración. 
(1-Py = 1-2P+P2 = l-P sí y 501051 P2 =P 
Observación: Si P X -* X es un operador proyección entonces 
N(P)=lm(l-P) 	y 	lm(P)=N(l-P) 
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Definición 1.19: Sea X un espacio normado y P X -* X un operador lineal 
P es un operador proyección (topológico) sobre X si P es operador lineal 
acotado idempotente; o sea que P es un operador proyección algebraico 
continuo 
Teorema 1.14: Sea X un espacio normado y P un operador proyección 
topológico sobre X Entonces X = lm(P) N(P) 	y 	lm(P), N(P) son 
subespacios cerrados de X 
Demostración: 
Como P es continuo, N(P) es un subespacio cerrado de X Además como 
lm(P) = N(l - P) y 1— P es continuo, se tiene que lm(P) es un subespacio 
cerrado de X 
Teorema 1.15: Sea (x, 	) un espacio de Banach y M, N subespacios 
cerrados de X tales que X = M 0 N Entonces, el operador 
P X_*X 
P(x)=m 
donde, x = m + n, m E M, n E N es un operador proyección (topológico) 
Demostración: 
Por la parte (b) del Teorema 1.12, se tiene que P es un operador proyección 
algebraico Sólo debemos probar que P es continuo 
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En efecto, definamos la función 
O. X — R 
II=DmO+OnD 
donde x=m+n, mEM, flEN 
Es claro que IL es una norma sobre X Además, como X es completo y 
M, N son subespacios cerrados de (x, D) se tiene que (x, 	es un 
espacio de Banach 
Por otro lado, si x = m + n, m c= M, n E N, entonces 
11 P(x) = VmD Dm 11 +lln 11 = O x 
Por consiguiente, p ( x, 	) (x, 	) es un operador lineal continuo 
Note que 
Ix11=m+n11:5 mO+nH=11xO 
para todo x=m+nEX, mEM, nEN 
Así pues, (x, 	y 
	
(x, ii•i) son completos y 
para todo X E X 
Luego, por el Teorema de la Función Abierta, se tiene que las normas 
y 	son equivalentes 
Por consiguiente, la función 
P (x,.V)—(x,M.D) 
es continua Así, P es un operador proyección (topológica) 
48 
Observaciones: 
1 Dado un espacio vectorial X y un subespacio M de X, siempre existe un 
subespacio N de X tal que X = M N 
2 Dado un espacio normado y un subespacio cerrado M de X. Si existe un 
subespacio cerrado N de X tal que X = M 	, entonces se dice que M es 
complementado en X y que N es un complemento topológico de M. 
3 En términos de operadores proyecciones, el Teorema 1.15 anterior implica 
que un subespacio cerrado M de un espacio de Banach X es 
complementado en X si y solo sí existe un operador proyección (topológico) 
P.X-X tal que lm(P)=M 
4 No todo subespacio cerrado de un espacio de Banach es complementado. 
F J. Murray presentó un subespacio cerrado M del espacio (f 
donde 1 <p <, p# 2, para el cual no existe complemento topológico N, 
es decir que M no es la imagen de ningún operador proyección sobre X 
5 En espacios de Hilbert todo subespacio cerrado es complementado Para 
probar esto se utiliza el concepto de ortogonalidad y será probado en el 
siguiente capítulo 
II CAPÍTULO 
LA MEJOR APROXIMACIÓN 
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2.1 	El Problema de La Mejor Aproximación. 
Dado un espacio métrico (E,d), un subconjunto no vacío M de E y xEE, el 
problema de la mejor aproximación, intuitivamente, consiste en determinar el 
elemento y E M más próximo a x, si existe 
Al punk-, y E M más próximo a x se le llama la mejor aproximación a x por 
elementos de M 
Esta teoría de la mejor aproximación se puede enfocar en base a las 
siguientes preguntas 
• Existencia de la mejor aproximación (¿Existen elementos del conjunto M 
que minimizan la distancia de M a x?) 
• Unicidad de la mejor aproximación (Bajo qué condiciones la Mejor 
Aproximación es única?) 
• Caracterización de la mejor aproximación (¿Cómo reconocer cuando un 
elemento de M es una Mejor Aproximación a x por elementos de M?) 
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• Error de la mejor aproximación (¿Cómo calcular el error al aproximar la 
distancia de M a x9 o por lo menos ¿Cómo calcular una buena cota 
superior para el error?) 
• Cálculo de la mejor aproximación (¿Cómo describir algunos algoritmos 
útiles para el cálculo de la mejor Aproximación?) 
• Continuidad de la mejor aproximación (¿Cómo varía la mejor 
aproximación como una función de x o de M?) 
En este trabajo nos dedicaremos a resolver las tres primeras preguntas, 
aunque en algunos casos resolveremos las seis preguntas planteadas 
Presentamos ahora la definición de la mejor aproximación 
Definición 2.1: Sea (E, d) un espacio métrico, M un subconjunto no vacío de 
Ey xeM Un elemento y, e M es llamado la mejor aproximación (o 
punto más cercano) a x por elementos de M si 
d(x, y.) = d(x, M) = inf { d(x, y) y e MI 
El conjunto de todas las mejores aproximaciones a x por elementos de M se 
denota por Pm(x) Así, 
Pm(x) =IyeM d(x, y) = d(x, M) ) 
Como veremos en el siguiente ejemplo, el conjunto Pm(x) puede ser vacío (el 
problema no tiene solución), unitario (el problema tiene única solución), o 
Pm(x) puede poseer varios elementos 
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Ejemplo 2.1: En el conjunto 1112 con la métrica usual (euclidiana) tomemos 
Mi ={(x,0)€R2 0<1} 
M2 = 1(X, 0) E R2 . 0 ._. )( 1} 
hA3 = {(x, y) E  R2 x2 ± (y .)2 = l} 
Entonces, 









pm 3 ((o,D) = m3 , 	 d ((O , 1) , M3) = 1 
Observación: Cuando el conjunto Pm(x) es unitario, por razones de 
simplicidad, escribimos y, = Pm(x), en lugar de { yo } = Pm(x) 
Teorema 2.1: Sea (E, d) un espacio métrico, M un subconjunto no vacío de E 
y xEE Entonces existe una sucesión { y„}: 1 de elementos de M tal que 
limd(x,y„)=d(x,M) 
n->co 
A la sucesión { y„}: 1 se le llama una sucesión minimizante para x en M 
Demostración: 
Denotemos 
3 =d(x,M)=Inf{d(x,y) yEM} 




8 5_ In d (X, Yn ) 5_ 8 
n-103 
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o sea que 
hm d (x, yo ) = 8 = d (x, M) n—)..:. 
Así pues { y} 1, es una sucesión minimizante para x en M 
A continuación probaremos un teorema de existencia de la Mejor 
Aproximación para conjuntos compactos. 
Teorema 2.2: Sea (E, d) un espacio métrico, M un subconjunto compacto no 
vacío de E y xEE Entonces, Pm(x) # 4) 
Demostración: 
Por el Teorema 2 1, existe una sucesión { yo } de elementos de M tal que 
hm d (x, yo ) = d (x, M) . 
n-->co 
Como M es compacto, la sucesión 	{ yri ti posee una subsucesión 
convergente { yok 	en M Sea yo E M tal que 
!TI yn, = Y. 
entonces, por la continuidad de la métrica, 
d (x, yo ) = 1m d (x, yok ) = d (x, M) 
Por lo tanto, yo E Pm(x) y 	Pm(x) # 4). 
Finalizaremos esta sección puntualizando que si (E, d) es un espacio métrico y 
XE E, entonces todo subconjunto no vacío M de E define una función 
55 
multivaluada Pm de E en el conjunto 9(E) de partes de E Si Pm(x) es un 
conjunto unitario, para todo x E E, entonces Pm define una función univaluada 
Pm E —> M 
x —> Pm(x) 
donde Pm (x) es la mejor aproximación a x por elementos de M 
2.2 	La Mejor Aproximación en Espacios Normados. 
En esta sección presentaremos un teorema de existencia de la mejor 
aproximación para subespacios de dimensión finita en un espacio normado 
Recordemos que todos los espacios vectoriales considerados en este trabajo 
son reales 
Teorema 2.3: Sea X un espacio normado y M un subespacio de dimensión 
finita de X. Entonces, para todo x E X, Pm(x) # 4) 
Demostración: 
Sea xeX y consideremos la bola cerrada de M 
5..{yEM- Ilyli.211xill 
Como O E G. , se tiene que 
d (x, El.) = inf {II x — z 11 z E 5, } 11 X 11 
Ahora bien, si y E M - 13, , entonces II y 11 > 211 x 11 , más aún 
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Por consiguiente, 
d( x,É-Ix ) = d( x, M) 
o sea que 
Pm(x) = Pd. ( x) 
Ahora bien, M es un subespacio de dimensión finita y G, es un subconjunto 
cerrado y acotado de M Por lo tanto, ij. es un subconjunto compacto de M 
Así, El), es un subconjunto compacto de X Luego por el teorema 2 2, 
Pa. (x) # 4,  De donde, Pm(x) # 4) 
Ejemplo 2.2: Sea X = 6 ( [ a, b], R) el espacio normado de las funciones 
continuas x - [a, b ]-> R, con la norma 
11 x 11 = tsz 1 x(t) 1 = rtrz I x(t) I 
Consideremos las funciones 1, t, t2, • • •, t" y M = [1, t, t2„tn, el subespacio 
de X generado por estas funciones 
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Como M es un subespacio de dimensión finita de X, por el Teorema 2 3 
n 
Pm(x) 4i para todo x E X, es decir, existe un polinomio p(t) = E ait" de grado 
a lo sumo igual a n tal que 
II x — pn il rtijaa,I 
  
n 
x(t) - E ar 
1.0 
111 i x(t)— y(t) I 
   
para todo y E M 
Una pregunta natural es si la hipótesis de que M es de dimensión finita en el 
Teorema 2 3 es necesaria La respuesta a esta pregunta la presentamos en el 
siguiente ejemplo 
Ejemplo 2.3: Sea X =6' ([ O, -ll , R) con la norma 
II x li = rtTen I x(t) 1 
Sea M el conjunto de todos los polinomios definidos sobre el intervalo [0,1] 
Es claro que M es un subespacio de dimensión infinita de X 
Consideremos la función 
Es claro que xEX y 
co 
X(t) = Z tn 
n=0 
o sea que la sucesión { xn } nc° 1  de elementos de M, definida por 
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n 
Xn(t) = E t'  
I= o 
converge a x en X, o sea 
IIM il X — Xri II = O 
n—>co 
Por lo tanto, 
d( x, M) = O 
Si y, E Pm(x), entonces 11 x — y, 11= 0, o sea que x = y, E M Pero esto es una 
contradicción, ya que x no es un polinomio Así, Pm(x) = (I) 
Por consiguiente, la hipótesis en el Teorema 2 3 de que M es de dimensión 
finita es necesaria 
Si bien es cierto que el Teorema 2 3 nos resuelve la pregunta sobre la 
existencia de la mejor aproximación para subespacios de dimensión finita de un 
espacio normado, este no nos ofrece ninguna información acerca de la 
unicidad de la mejor aproximación 	En el siguiente ejemplo mostraremos 
que bajo las condiciones del Teorema 2 3 se puede tener que Pm(x) es un 
conjunto infinito 
Ejemplo 2.4: Sea X = R2 con la norma il • 11, definida por 
Ii(a,b)111 =lal+lbi 
Consideremos el subespacio M de X definido por 
M = t(a,b)e R2 . a = b } 
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y sea  
Sea y = ( a, b) e M, entonces a = b y 





Por lo tanto, 
d(x,M) 2 
Por otro lado, como (0,0) E M , se tiene que 
d(x, M) .._ II ( 1,-1)-4°,0111'111 + 1 11'2  
Por consiguiente, d( x,M)= 2. 
Tomemos ahora y = ( a, a) E M con -1 a 1, entonces 
Ilx-ylli  =11-a1+11+al 
=1-a+1+a 
Por lo tanto, 
Más precisamente, 
=2 
1(a,a)E R2 .-1 	11c P1)1((1,-1)) 
Pm((1,-1))=1(a,a)E R2 -1 a.1 I 
el cual es un conjunto infinito 
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Teorema 2.4: Sea X un espacio normado, M un subespacio de X 
Si Pm(x) (1), entonces Pm(x) es un conjunto convexo 
Demostración: 
Sea y, ,y2 E Pm(x) y 	X. E [ 0,1], entonces 
Il x - Y1 II =II x - y2 II = d(x,M) 
luego, X y, + (1- 21.)y2 E M 	y 
lix -[XY1+(1- X)y2]1=lx-XY1 --- (i-X)Y211 
=lx+A.,x-Xx-25,y1 -(1-21.)y2 0 
)+ (1- A.)x -(1- a. ) y2 II 
=111(x  
II x — y, 11+0— x)II x — y211 
= xd(x,M)+(1—X)d(x,M) 
=d(x,M) 
Por lo tanto, 
Así pues, 
Y 
d(x,M)11x-Pt,y1 +(1-2)y2 fil_d(x,M) 
lix-ky11-0-x»2111= d(x, M) 
X, yl +0-21b2 e Pm(x) 
Por consiguiente, Pm(x) es convexo 
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Observaciones: 
1 El Teorema 2 4 también es verdadero si M es solamente un subconjunto no 
vacío y convexo de X 
2 Si M es un subespacio del espacio normado X, xE X y y1 , y2 E Pm(x), 
entonces por el Teorema 24 
Y2 ] c Pm(x)n B (x, d (x, M) )cMnB( x, d (x, M) ) 
donde 




B(x,d(x,M))={zE X Ilx—zil cl(x,M)} 
[y1 ,y2 ]cMnS(x,d(x,M)) 
S(x,d(x,M))--{zEX•11x—zil=d(x,M)} 
o sea que el segmento [y1,  y2 ] pertenece a la frontera de la bola cerrada 
B ( x, d (x, M) ) 
3 	Es claro que la frontera de la bola cerrada á( x,d(x,M) ) contiene un 
segmento [ yl  , y2 ] si y solo si, la frontera de la bola unitaria cerrada contiene 
un segmento Así, si queremos unicidad en el problema de la mejor 
aproximación, debemos excluir las normas cuya frontera de la bola unitaria 
cerrada contenga un segmento [z1 ,z2 ] 
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Definición 2.2: Sea X un espacio vectorial y 111 una norma sobre X 
La 	norma 	11 • 11 	es 	estrictamente 	convexa 	si 	para 	todo 
x,yeS(0,1)={zeXlizi1=1} , x y , se tiene que 
ilx+y il < 2 . 
Al espacio (x, II)11 	se le llama espacio normado estrictamente convexo. 
En el siguiente teorema presentamos un resultado sobre la unicidad de la 
mejor aproximación para subespacios de un espacio normado 
Teorema 2.5: Sea X un espacio normado estrictamente convexo y M un 
subespacio de X Entonces Pm(x) posee a lo sumo un elemento, para todo 
x E X 
Demostración: 
Supongamos que existe un x E X tal que Pm(x) posee más de un elemento, y 
sea yl  , y2 E Pm(x) , yl  # y2 Por el Teorema 2 4, 
[ Y, , Y2 }= { XY1+ O - 21b2 2L e[0,1[}cPm(x) 
Por la observación anterior, existen z1 , z2 E X tales que 
11 z1 11 = 1, 	11 z2 11 .-  1 , 	z1 # Z2 , 
Y 




w = - zri- - z2 E [z1 , z2 ] 
2 2 
entonces, como X es estrictamente convexo, se tiene que 
II W il = -12 ii ; + Z2 11 2 
<-(2) = 
1  
Pero esto contradice el hecho de que w E S ( O, 1 ) Por consiguiente, Pm(x) 
posee a lo sumo un elemento, para todo x E X 
Observaciones: 
1 El Teorema 2 5 también es verdadero si M es un subconjunto no vacío y 
convexo de X 
2 El espacio normado (R2, II • II   ) del Ejemplo 2 4 no es estrictamente 
convexo, ya que Pm( (1,-1) ) contiene infinitos elementos 
3 Todos los espacios euclidianos, Ele (norma usual) son espacios normados 
estrictamente convexos. 
Teorema 2.6: Todo espacio con producto interno es estrictamente convexo; o 
sea que las normas que provienen de un producto interno son estrictamente 
convexas 
Demostración: 
Sea x,yEX, x 	f,talesque lix1=11y0=1 
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Denotemos 
et=11x — yll 
entonces, a>0 
Por la ley del paralelogramo tenemos que 
II x + y 112 ' —II x — y 112 +2  1.11 x Ir +11 y 112 j 
=—a2 +2(1+1)<4 
Por lo tanto, 
y X es estrictamente convexo 
Iix+y 11<2 
2.3 La Mejor Aproximación en Espacios con Producto Interno. 
Iniciaremos esta sección con un resultado de unicidad de la mejor 
aproximación para subconjuntos convexos en un espacio con producto 
interno 
Teorema 2.7: Sea X un espacio con producto interno y M un subconjunto 
convexo de X Entonces Pm(x) posee a lo sumo un elemento, para todo x E X 
Demostración: 
Como por el Teorema 2 6, X es un espacio estrictamente convexo, por el 
Teorema 2 5 y su observación (1), se tiene que Pm(x) posee a lo sumo un 
elemento, para todo x E X 
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A continuación presentaremos un resultado de existencia de la mejor 
aproximación para subconjuntos convexos y completos de un espacio con 
producto interno 
Teorema 2.8: Sea X un espacio con producto interno y M un subconjunto 
no vacío, convexo y completo de X. Entonces, Pm(x) # (I) , para todo x E X 
Demostración: 
Sea x E X Entonces, por el Teorema 2 1, existe una sucesión { yn }: 1 de 
elementos de M tal que 
hm II x - yn il = d ( x,M ) 
Por la ley del paralelogramo se tiene que 
II Yn - 1'm 112 = II (x - Ym )- (x - Yn ) il2  
= 2 [II x - Ym 02 ± II x - yn 02]1 2x - (Yrn ± Yn) II2 
yrnii2 + ii x yn id 4 	 ( 12 y 	12 j 
	
x 	m +yn  
Como M es convexo, 	 por lo tanto 
O_Ilyn -ym 11 2 5_2[11x-ym il 2 lx-yn ir ]-4[d(x,M)]2 
Por consiguiente, 
lirn 11 yn — Y,„ li = O nm-. 
2 
Y 	{ Yn } r7,-1 es una sucesión de Cauchy en M Como M es completo, existe un 
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y E M tal que 
Por lo tanto, 
Así, 
lirn Yri =y n—>co 
11 x - y 11 = hm II x - yn II = d (x, M) 
y e Pm(x) 	y Pm(x) # 4) 
Corolario 2.2: Sea X un espacio con producto interno y M un subconjunto no 
vacío, convexo y completo de X Entonces Pm(x) , es un conjunto unitario, para 
todo x E X 
Demostración: 
Esto es una consecuencia inmediata de los Teoremas 2 7 y2  8 
Observaciones: 
1 	En base al Corolario 2 2, para todo subconjunto no vacío, convexo y 
completo de un espacio con producto interno X, se puede definir una 
función 
Pm X -> M 
x -> Pm(x) 
donde Pm(x) es la única mejor aproximación a x por elementos de M 
Posteriormente estudiaremos en detalles las propiedades de esta función, 
cuando M es un subespacio de X 
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2. Un caso particular del Corolario 2.2 es cuando M es un subespacio 
completo de X, o cuando M es un subespacio cerrado de X y X es 
completo 
Teorema 2.9: Sea X un espacio con producto interno y M un subespacio 
completo de X Entonces 
x —Pm(x) _L M 
para todo x E X 
Demostración: 
Sea xE X y denotemos 
z = x —11(x) 
Supongamos que z o M', entonces existe un yl  E M, yl  # O tal que 
f3 := ( z, yi) # O 
Sea 
a =
II :i II 2 
entonces, a y, E M y 
II z - a yi 112 = (z -a y, , z - a yl) 
= 11 z 112 - 2 a (z, y„)+ a2 11 y, 112 
= il z 112 	213 2 R+ P2 4 11'1 11
2 
II Y1 II 	II Y1 II 
	
= 11 Z 112 	2 	ii :1 	r 
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Por lo tanto, 
de donde, 
Y 
1 z - a yl  <d( x, M) 
11 x-Pm(x)-ayd<d(x,M) 
II x -(Pm(x)+aY, )II<d(x,M) 
con Pm(x) + a yl  E M Lo que es una contradicción 
Así pues, x -Pm(x) e hil i- , o sea, x -Pm(x) _L M. 
2.4 La Mejor Aproximación y Las Proyecciones Ortogonales. 
Los operadores proyección de interés en los espacios con producto interno son 
aquellos que están relacionados con el concepto de ortogonalidad En esta 
sección estudiaremos estos operadores y los relacionaremos con el concepto 
de mejor aproximación 
Definición 2.3: Sea X un espacio con producto interno y P X -> X un 
operador proyección (algebraico). P es una proyección ortogonal si 
N(P)±1m(P) 
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En el siguiente teorema presentaremos una caracterización de las 
proyecciones ortogonales 
Teorema 2.10: Sea X un, espacio con producto interno y P • X —> X un 
operador proyección P es una proyección ortogonal sí y solo sí 
( Px , y) = ( x , Py) 
para todo x, y E X 
Demostración: 
1 	Supongamos que P es una proyección ortogonal, entonces 
N ( P) I Im( P) Además, por el Teorema 1.12 
X = Im ( P) O N ( P) 
Sean x, y E X, entonces existen m , m' E IM ( P) y n , n'E N( P) tales que 
x =m+n , 	y= mi-bn' , P(x) = m , P(Y) = m ' 
Luego, 
(P (x), y) = (m, m '+n') = (m, m') 
( x,P(y)) = (m + n , m'_) = (m , m') 
Por lo tanto, 
( P(x), y) = ( x,P(y)) para todo x, y E X 
1 Recíprocamente, supongamos que 
( P (x), y) = ( x, P (y)) 
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para todo x, y E X. Sean x E im ( P) , y E N ( P), entonces P(x) = x Y 
P(y) = O . Por lo tanto, 
( x, y) =( P(x), y) =( x, P(y)) = O 
Por consiguiente, N ( P) I. Im ( P) y P es una proyección ortogonal 
Teorema 2.11: Sea X un espacio con producto interno y P X ---> X una 
proyección ortogonal Entonces P es un operado lineal acotado (o sea que P es 
un operador proyeccción topológico) Además, si P # O, entonces 11 P 11 = 1 
Demostración: 
Sea x E X = IM ( P) EH N( P) , entonces existen m E IM ( P) , n E N( P) tales que 
x = m + n , P(x) = m y ( P(x), n) = O . 
Luego por el Teorema de Pitágoras 
11 x 112 = 11 P(x)+ n112 = 11 P(x) 112 + 11 n  02 
Por lo tanto, 
11 P(x) 11 5- 11 x 11 
para todo xE X y P es un operador lineal acotado y li P il 1 
Por otro lado, como para todo x E IM ( P), 
11 P(x) 11 = 11 x 11 
se tiene que 11 P 11 = 1 , si P # O 
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Corolario 2.3: Sea X un espacio con producto interno y P X -> X una 
proyección ortogonal Entonces N(P) y Im(P) son subespacios cerrados de 
X 
Demostración: 
Por el Teorema 2 11, P es un operador lineal acotado Por lo tanto, I-P es un 
operador lineal acotado. Luego N(P) y Im(P) = N(I-P) son subespacios 
cerrados de X 
Ahora utilizaremos los resultados de la mejor aproximación para probar un 
teorema sobre suma directa 
Teorema 2.12: Sea X un espacio de Hilbert y M un subespacio cerrado de X 
Entonces 
X = M MI  
Demostración: 
Por el Corolario 2 2, para todo x e X existe un único Pm(x) E M tal que 
O x-Pm(x)11= d(x,M) 
y por el Teorema 2 9, x - Pm(x) E Mi- Así pues, 
x =Pm(x)+(x-Pm(x)) 





se tiene que 
X = M e 15/V- 
Observación: Del Teorema 2 12 se tiene que si X es un espacio de Hilbert y M 
es un subespacio cerrado de X, entonces para todo x E X, 
X = Pm(x)+z 
con Pm(x) la mejor aproximación a x por elementos de M y zE M1  Luego, por 
el Teorema 112 (b), la función 
P X —> M 
x —> Pm(x) 
es un operador proyección Además, como 
N(Pm)=Mi  y Im(Pm)=M 
se tiene que Pm es una proyección ortogonal 
Por lo tanto, por el Teorema 2 11, Pm es un operador lineal acotado y 
111111=1 si M#{0} 
Corolario 2.4 Sea X un espacio de Hilbert y M un subespacio cerrado de X 
Entonces M-L es el núcleo N(P) de alguna proyección ortogonal P X —> X, 
con M = Im(P) 
Demostración: 
Por los Teorema 2 11 y 2 12 y la observación anterior, se tiene que 
Pm X —> X 
x —>Pm(x) 
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donde Pm(x) es la mejor aproximación a x_ por elementos de M, es una 
proyección ortogonal y 
N(P)=M1  y Im(P)=M 
Teorema 2.13: Sea X un espacio de Hilbert y M un subespacio cerrado de X 
Entonces 
M = Mil  
Demostración: 
Como M C Mil,  sólo debemos probar la otra inclusión En efecto, sea x e Mil  
Entonces por el Teorema 2 12 
x=Pm(x)+z , PM(x)M, zEMI  
Luego 
z = x —Pm(x) E M1  
Por lo tanto, 
Z E MI  nrIALL ={o} 
Así, z = O y x = Pm(x) e M 
Por consiguiente, 
Mil  c M 	Y 
	M=M-u- 
Teorema 2.14: Sea X un espacio de Hilbert y K un subconjunto no vacío de 




K-L = [K]1=( IN)1  
Sea M =[—K1 Entonces M es un subespacio cerrado de X Luego por el 
Teorema 2 12 
Por lo tanto, 
o sea ' 
Así pues, 
X = M ED MI  
M = X sí y solo sí Mi  = {0 } 
1.—K1 = X sí y solo sí ( i-Ri )1  = { o } 
FK1 = X sí y solo sí Ki  = { O } 
Finalizaremos esta sección con una importante caracterización del núcleo de 
una proyección ortogonal en un espacio de Hilbert 
Teorema 2.15: Sea X un espacio de Hilbert y P X —> X una proyección 
ortogonal Entonces, 
N(P).(1m(P))1, Im (P).(N(P))i  
Demostración: 
Como P es una proyección ortogonal, por el Teorema 1 12 (a), 
X=Im(P)ON(P) y N(P)11m(P) 
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Por lo tanto, 
N(P)c(lm(P))1  
Recíprocamente, sea x E ( IM ( P) )± Entonces, existen a E IM ( P), b E N( P) 
tal que 
de donde 





a E Im ( P)n (Im ( ID) )1 = { o } 
a= O 	y 	x=bEN(P) 
(1m(P)) ± cN(P) 
Y 
N(P).(1m(P))-L 
Finalmente, como por el Corolario 2 3 N(P) y Im(P) son subespacios 
cerrados de X, por el Teorema 2 13 se tiene que 
(N(P))1=(lm(P))'=Im(P) 
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2.5 Conjuntos Proximales y Conjuntos de Chebyshev. 
Recordemos de la Sección 2 1, que si X es un espacio con producto interno y 
K es un subconjunto no vacío de X, entonces se puede definir una función 
multivaluada 
Pro X —> 9(x) 
x —>PK(x). {y EK lix—yli=d(x,K)} 
llamada la proyección métrica sobre K Plax) es el conjunto de todas las 
mejores aproximaciones a x por elementos de K (PK (x) puede ser vacío) 
A continuación presentamos algunas propiedades de la función distancia y la 
proyección métrica 
Teorema 2.16: Sea X un espacio con producto interno y K un subconjunto 
no vacío de X Entonces 
a) d ( x + y, K + y) = d (x, K) , para todo x, y E X 
b) PK+y (x + y) = PK (x)+ y, para todo x, y E X, si los conjuntos en consideración 
son no vacíos 
c) d(ax,aK)=Iald(x,K), para todo xE X y acR 
d) PaK(ax)=aPK(x), para todo x E X 	y 	a ER, si los conjuntos en 









b) Sean x, y E K Entonces por (a) se tiene que 
y„EPK+y(x+y)<=>y,,EK+y y 0(x+y)-y0 =d(x+y,K+y) 
<=> yo -YEK Y II x -(Y0 -y)11=d(x,K) 
<=> Y. -y e PK (x) 
E PK (x)+ y 
Por lo tanto, 
PK+ y(x+ y) = PK(x) + Y 
c) Para todo xeX, a€R, 
d(ax,aK) = inf {II ax -z li . z E aK } 
=inf{lax-aull ueK} 
=ialinf 10 x-ull. u e K } 
=la id(x,K) 
d) Sea xE X, a€111., 
• Si a = O, entonces como PaK(ax) # , Pi< (X) II , 
PaK(ClX) = aPK (x) = { O } 
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• Supongamos que a # O Entonces por (c), 





yo EK y —
1
ilax-y0 11=d(x,K) 





   
1 
*=> —a
Y. E PK(x) 
a yo E aPK (x) 
Por lo tanto, 
PoK(x) = a PK (x) 
Corolario 2.5: Sea X un espacio con producto interno y K un subespacio de 
X Entonces, 
a) , d( x + y, K)= d (x, K) , para todo xEX, yEK 
b) PK ( X ± y) = PK (x)+ y, para todo x E X, 	y E K, si los conjuntos en 
consideración son no vacíos 
c) d(ax,K)=Iald(x,K), para todo xEX y aER 
d) PK (a x) = a PK(x) , para todo xeX y 	a E R, si los conjuntos en 
consideración son no vacíos 
Demostración: 
Es una consecuencia inmediata del Teorema 2 16 
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Definición 2.4: Sea X un espacio con producto interno y K un subconjunto no 
vacío de X K es un conjunto proximal si P(  x) # 4) , para todo x E X 
Definición 2.5: Sea X un espacio con producto interno y K un subconjunto no 
vacío de X K es un conjunto de Chebyshev si PK (x) es un conjunto unitario, 
para todo x E X 
Observaciones: 
1 Todo conjunto de Chebyshev es proximal Pero la recíproca no es cierta En 
efecto, consideremos a R2 con la métrica usual y 
K = { (x, y) E R2 . X2 ± y2 =1 } 
Para todo (x, y) E R2 , ( X , y) # ( O , O) , el conjunto PK ( (x, y) ) es un 
conjunto unitario Sin embargo 
PK ((0,0))=K. 
Por lo tanto, K es un conjunto proximal (ver Teorema 2 2) pero no es 
1 
Chebyshev 
2 Los subconjuntos no vacíos, convexos y completos de un espacio con ' 
producto interno son conjuntos de Chebyshev (ver Corolario 2 2) 
3 Los subconjuntos no vacíos, convexos y cerrados (y por ende los conos 
convexos cerrados) de un espacio de Hilbert son conjuntos de Chebyshev 
4 Los subespacios cerrados en un espacio de Hilbert son conjuntos de 
Chebyshev 
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5 Si K es un subconjunto no vacío, convexo y proximal del espacio con 
producto interno X, entonces K es un conjunto de Chebyshev (ver 
Observación (1) del Teorema 2 5) 
Teorema 2.17: Sea X un espacio con producto interno y K un subconjunto 
no vacío de X 
a) K es proximal sí y solo sí, K + y es proximal para algún y E X 
b) K es proximal sí y solo sí, a K es proximal para algún a E R-{0 } 
c) K es de Chebyshev sí y solo sí, K + y es de Chebyshev para algún y E X 
d) K es de Chebyshev sí y solo sí, a K es de Chebyshev para algún 
aeR-{0} 
Demostración: 
a) Por (b) de Teorema 2.16 se tiene que 
K es proximal 	PK (x) # 4) para todo x E X 
PK (x) + y # 4) para todo xe X y algún y E X 
PK+y(x + y) # 4) para todo xEX y algún y E X 
PK+y(x) # 4) para todo xEX y algún y E X 
K + y es proximal para algún y E X 
De igual forma se prueba (b), (c) y (d), usando (b) y (d) del Teorema 2 16 
Teorema 2.18: 	Sea X un espacio con producto interno y K un subconjunto 
no vacío de X Si K es proximal, entonces K es cerrado 
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Demostración. 
Supongamos que K no es cerrado, entonces existe un xoX y una sucesión 
{ xri } 	de elementos de K tal que 
hm xn =x y x oK n_. 
luego, 
O 5_d(x,K)_d(x,xn)-7,-1---›). 0 
Por lo tanto, 
d (x, K) = O 
Por otro lado, como x o K, se tiene que d(x, y) >0 para todo y E K Esto 
implica que PK (x) = ó , lo que contradice el hecho de que K es un subconjunto 
proximal Por consiguiente, K es un subconjunto cerrado de X 
Observación: La recíproca del Teorema 2.18 es falsa, como lo muestra el 
siguiente ejemplo 
Ejemplo 2.5: Consideremos el espacio X = e ([- 1,1 I, R) con el producto 
interno 
1 







Por la linealidad de la integral, se tiene que K es un subespacio de X 
Probaremos que K es un subespacio cerrado de X En efecto, sea { xn 1 , una 
sucesión de elementos de K y supongamos que 





fx(t) dt - fxn(t) dt 
o o 
    
1 
II x(t) - xn(t) 1 dt 
o 
1 
J i x(t) - x(t) l dt -I 





fi X(t) — Xn(t) 12 dt12  ¡dt 
-1 	 -1 





hm 11 X — Xn 11 = 0 





o fx(t) dt =O y xEK 
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Lo que implica que K es un subespacio cerrado de X 
Consideremos ahora el elemento X E X definido por 
x j-1,11—> R 
x(t) =1 
Luego, para cada y E K se tiene que 
1 
11 x - y 02 = f I x(t)- y(t) I2dt 
-1 
o 1 
= ¡II - y(t) I2dt + f l 1- y(t) I2dt 
-1 	 o 
o r 
= JI 1- y(t) I2dt + 
1 
 fp - 2 y(t)+ ( y(t) )2 } dt 
-I 	 o 
o 1 
= f I 1 - y(t) I2dt +1+ f( y(t) )2 dt 
-1 	 o 
> 1 
y se obtiene la igualdad si 
11 si -10 
y (t) = 
O si 0<t..1 
Pero ningún elemento y E K satisface esta condición 
Por consiguiente, 
d(x,K).1 	y 	lx-yl>1 
para todo y E K 
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Por otro lado, para cada E, O<E< 1 definamos el elemento yE E K por 
yE  
1 si -1 <t<-£ 
yE(t) = si -E<t5_0 
E 
O si Ot1 
Luego, 
II x -Y. 112 = fi 1-yE(t)I 2 dt 
	
= f 	1+ 	dt + idt 






— °jQ2 dt+1 2 
j 	E j  -E -E 	t. -E 






d( x,K) 	x - yE 11 =111+ 
para todo E, 0<£<1 y 
d(x,K) 1 
Así pues, 
d(x,l()=1 	y 	Ilx-yil >1 
para todo y E K 
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De donde, 
PI< (x) = (1) 
Esto prueba que K es un subespacio cerrado de X que no es proximal. 
Una 	consecuencia inmediata del Ejemplo 2 5 es que el espacio 
X =6' ( [— 1,1], R) con el producto interno definido por 
.1 
(x, y) = f x(t) y(t) dt 
-.1 
no es completo (o sea que X no es un espacio de Hilbert) ya que posee un 
subespacio cerrado que no es de Chebyshev (ver Observación (4) posterior a 
la Definición 2 5) 
2.6. La Mejor Aproximación y Compacidad. 
En esta sección introduciremos dos definiciones de compacidad, usando el 
concepto de mejor aproximación, y las compararemos con la definición de 
compacidad usual 
Las nociones de compacidad presentadas en esta sección serán definidas 
sobre espacios con producto interno reales, aunque ellas pueden ser 
presentadas en espacios normados reales 
Definición 2.6: Sea X un espacio con producto interno y K un subconjunto no 
vacío de X K es aproximativamente compacto si cada sucesión minimizante 
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de K posee una subsucesión convergente en K Es decir, si xeX y { yn }: 1  
es una sucesión en K tal que 
r1,7.,  11 x — ynil = d(x,K) 
entonces, { yn }: posee una subsucesión convergente en K 
Observación: Por el Teorema 2 1 para todo subconjunto no vacío K de un 
espacio con producto interno X y xEX, existe una sucesión minimizante 
{ y} 1 para x Más aún, { yn }r: 1 es una sucesión acotada, ya que 
Teorema 2.19: Sea X un espacio con producto interno y K un subconjunto no 
vacío de X. Si K es aproximativamente compacto, entonces K es proximal 
Demostración: 
Sea x E X Entonces por el Teorema 2.1, existe una sucesión { yn }: 1 de 
elementos de K tal que 
hm li x — ynil = d(x,K) 
n-->co 
o sea que { yn }, es una sucesión minimizante para x 
Como K es aproximativamente compacto, la sucesión { yn }: 1 posee una 
subsucesión convergente {yn, }: 1 , digamos a yEK 
Luego, 
ll 'x  — y il = 1T, 11 x — linj = 112  il x — Ynil = d(x,K). 
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Por lo tanto, y E PK(x) De donde, PK (x) (I) para todo x EX, lo que implica 
que K es proximal. 
La recíproca del Teorema 2.19 no es verdadera, como lo muestra el siguiente 
ejemplo 
Ejemplo 2.6: Consideremos el espacio de las sucesiones 
{
X = /2 = Ixn ti Ec° xn2 00 
con el producto interno definido por 
({Xn} ' il hin ti) = E°3 Xnlin 
n=1 
Definamos el conjunto K como sigue 
K=Ix={xn } 1 Ef2 11x11=1} 
Probaremos que K es proximal En efecto, para O E12 se tiene que 




II O- y li ' li y 11=1  
para todo y E K Por lo tanto, PK (0) = K 
Sea x E12 , x O, entonces x EK y 
ilx II 
n=1 
II x 1= III x 11-11 = 
1 
1 
11 x II 
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Por otro lado, para todo y E K con y ± II x 11 , 
11 x - y 11 2 = (X - y, x - y) 
=1 x 112 - 2(x, y) +1 
luego, como { x, y } es linealmente independiente, 
0 x - Y II = 1,1 il x 112 - 2(X, y) +1 
"?- li il X 112 - 21(x, y)1 +1 
Además, 
   
x ( x j 






= d (x,K) 
  
Por consiguiente, 
y K es un subconjunto proximal de (2 
Probaremos que K no es aproximativamente compacto En efecto, sea len 1: 
la sucesión en K definida por 
= ( 1, O, O, • • ) 
e2 = (O, 1, O, ••• ) 
Note que 
d (O, K) = 1 = 11 en 11 = 1 , 
para todo n 
Por consiguiente, 
hm 11 - en11 = 1 = d (0, K) 
n-÷,o 
Y 	{ e„}: 1 es una sucesión minimizante para O Sin embargo, la sucesión 
{ en }: 1 no posee subsucesión convergente, ya que 
IIen -emll=k 
para todo n # m. Así pues, K no es aproximativamente compacto 
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Teorema 2.20: Sea X un espacio con producto interno y K un subconjunto 
no vacío, convexo y completa de X Entonces K es aproximativamente 
compacto. 
Demostración: 
Sea xEX y { yn }: 1 una sucesión en K, minimizante para x, entonces 
hm II x - ynil = d( x, K). 
Luego, por la ley del paralelogramo 
II Yn - ym112 ' II (x - Ym)-(x - yn) 112  
=2 hi x - YmI12 + II x - YnI121-11( x - ym)+( x - yn) 112 
' 2 [II x - YmI12 ± II x - yn112 ]-11 2x - ( ym - Yn) 112 
= 2 r 	21 [II x - ymi 	+ 11 x - Yn 11 I- 4 x- 1 	12  — ym  +yn 2 
Como K es convexo, 
 
x _rl yr!, +11,n) 
2 2 ) 
d(x,K) 
Por lo tanto, 
  
° 	11 Yn — Yn1112  
Y 





De lo anterior se tiene que {y} 1 es una sucesión de Cauchy en K Como K 
es completo, { y}, es convergente en K 
Así pues, K es aproximativamente compacto 
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Observación: Todo conjunto compacto es aproximativamente compacto Sin 
embargo, la recíproca no es cierta, ya que en un espacio de Hilbert X de 
dimensión infinita, el conjunto 
K=B(0,1)={xEX ilx11_1} 
no es compacto, pero si es aproximativamente compacto ya que K es donvexo 
y completo (ver Teorema 2.20). 
Definición 2.7: Sea X un espacio con producto interno y K un subconjunto no 
vacío de X K es acotadamente compacto si toda sucesión acotada de 
elementos de K posee una subsucesión convergente 
Observación: Todo conjunto compacto es, obviamente, acotadamente 
compacto Sin embargo, la recíproca no es cierta, ya que el conjunto de los 
números reales R con el producto interno usual (métrica usual) no es 
compacto, pero si acotadamente compacto (propiedad de Bolzano — 
Weierstrass) 
Teorema 2.21 Sea X un espacio con producto interno y K un subconjunto no 
vacío de X. Si 	K es acotadamente compacto, entonces K es 
aproximativamente compacto 
Demostración: 
Sea xEK y sea { Sin } i  una sucesión en K minimizante para x Luego, 
{ y r es una sucesión acotada de K Como K es acotadamente compacto, 
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1 sin I., posee una subsucesión convergente en K Por consiguiente, K es 
aproximativamente compacto 
La recíproca del Teorema 2.21 es falsa, como lo muestra el siguiente ejemplo 
Ejemplo 2.7: Consideremos el espacio de las sucesiones 
x = t2 = { { x ,}, E x n2 < 00 } 
con producto interno definido por 
({x}'11 hint°=1) = Ece9 XnYn n=1 
y 
K = B ( 0,1)= { y e (2 II yil 5_1 } 
Como K es convexo y completo, por el Teorema 2 20, K es aproximativamente 
compacto. Por otro lado, la sucesión { en }: 1 definida en el Ejemplo 2 6, es una 
sucesión acotada de K, la cual no posee subsucesión convergente Esto 
implica que K no es acotadamente compacto 
Los resultados anteriores se pueden sintetizar en el siguiente diagrama 
K es compacto 	K es acotadamente compacto 
<;# 
11 4 
K es aproximativamente compacto 
1 ft 




Teorema 2.22: Sea X un espacio con producto interno y Y un subespacio 
de dimensión finita de X 
a) Si K es un subconjunto cerrado de Y, entonces K es un subconjunto-
proximal de X 
b) Si K es un subconjunto cerrado y convexo de Y, entonces K es un 
subconjunto de Chebyshev de X 
c) Y es un subespacio de Chebyshev de X 
Demostración: 
a) Supongamos que K es un subconjunto cerrado de Y 
Probaremos que K es aproximativamente compacto en X En efecto, sea 
xEX y { y„}: 1 una sucesión minimizante en K para x Luego { Yn rn 1 es 
una sucesión acotada en X, y por lo tanto en Y Como Y es de dimensión 
n finita, existe una subsucesión {y„, 
}co 
	 { yt--1 i  de 	y y, E Y tal que 
hm yo = yo 
Como K es cerrado, y, e K Por lo tanto, K es aproximativamente 
compacto Así, por el Teorema 2 19, K es un subconjunto proximal de X 
b) Esto es consecuencia directa de (a) y el teorema 2 7 
c) Esto es consecuencia directa de (b) 
Ejemplo 2.8: Sea 
X =6' ( [a, b ], R) = { x • [a, ID] --> R / x es continua} 
el espacio con el producto interno definido por 
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b 
(X, y) = fx(t) y(t) dt 
Sea n EN, Y el subespacio de X de los polinomios de grado a lo sumo igual a 
n, y consideremos el subconjunto de Y definido por 
K ={pE Y p(t) > O para todo t E [a, b] } 
Probemos que K es un cono convexo de Chebyshev de X En efecto, sean 
p 1 , p2 E K y a, 3 O Entonces 
a Pl(t) + 13 p2(t) ?- o 
por lo tanto, a p, -113p2 EK y K es un cono convexo 
Probemos que K es un subconjunto cerrado de Y En efecto, sea {pral, una 
sucesión en K tal que 
hm pm = x 
k—>co 
Como Y es un subespacio cerrado de X, x E Y. Sólo nos resta probar que 
x(t) ?.. O para todo t E [a, b] 
Supongamos que esto no es cierto, entonces existe un t. e [a, ID] tal que 
x(t0 ) <O Por la continuidad de x, existe un intervalo [c, d] en [a, b], c<d, tal 
que to E [C, d] y x(t) —1 x(to ) <O para todo t e [c, cl] . 
2 
Luego como pm E K, 
b 
11 Pm — x 12  = f (Pm (t) - x(t) )2 dt 
a 
d 
.1.(Pm(t) — X(t) )2 dt 
c 
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(t ) I] dt 
= 	I Xo(t) 12 	— > O 
para m IN Esto contradice el hecho de que la sucesión {pm},  converge a 
x Por consiguiente, x(t) O para todo t E [a, ID] y xEK Así, K es un 
subconjunto cerrado de Y (y de X) 
Como K es un cono convexo cerrado de Y, por el Teorema 2 22 (b), K es un 
cono convexo de Chebyshev de X. 
Ejemplo 2.9: Sea X = (2(l) el espacio con producto interno completo definido 
en el Ejemplo 1 4 (c) Consideremos el conjunto 
K = { x Et2 (I) x(i) ?_ O para todo 1E11 
Es claro que K es un conjunto convexo de f2(l) 
Probaremos que K es un conjunto cerrado de (2(l) En efecto, sea { xn}'1 una 
sucesión de elementos de K tal que xn —> x en 6(1) Luego, 
2]; 
O 	hm 1 xn(1)- x(i)1_ hm [Z (xn(i)- x(i) ) 	= hm 11 xn - x11. O 
n-) cc 	" 	 co 	 n—>oo 
por lo tanto, 
Hm x(i) = x(i) para todo i E 1 
n—>on 
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Como x(i) O para todo n E [N, se tiene que x(i) O para todo 1 e I Por 
consiguiente, x E K 'y K es un cono convexo cerrado de (2(l) 
Como (2(l) es un espacio de Hilbert y K es un cono convexo cerrado de 
172(l), por la observación (3) de la Definición 2 5, se tiene que K es un cono 
convexo cerrado de Chebyshev de (2(1) 
III CAPÍTULO 
CARACTERIZACIÓN DE LA MEJOR 
APROXIMACIÓN 
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El objetivo de este capítulo es presentar teoremas de caracterización de la 
mejor aproximación para conjuntos convexos, conos convexos y subespacios 
_ 
vectoriales, los cuales son las bases para la caracterización de la mejor 
aproximación en espacios con producto interno En el caso particular de que el 
conjunto convexo es un subespacio vectorial, obtendremos la condición de 
ortogonalidad, el cual para el caso de dimensión finita se reduce a un sistema 
de ecuaciones lineales llamado ecuaciones normadas 
En este capítulo, al igual que en los anteriores, todos los espacios vectoriales 
considerados son reales 
3.1. Caracterización de la Mejor Aproximación para Conjuntos 
Convexos. 
Teorema 3.1: Sea X un espacio con producto interno, M un subconjunto 
convexo de X, xEX y y„ E M Entonces y, = Pm(x) sí y solo sí 
(x - y0, y - yo) O 
para todo y e M 
Demostración: 
Supongamos que y, = Pm(x) y que existe un y* E M tal que 
(x - yo, y' - yo) > O 
Para cada a E R, O <a <1, definamos el elemento ya por 
Y« = aya + (1- ct)Y, 
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Como M es un conjunto convexo, ya e M Además, 
li x — yall2 = (x — ya, x — ya) 
= (x —ay` — yo + ayo , x — ay* — yo +ayo) 
= (x — yo — a(y* — yo) , x — yo — a(Y*  — yo)) 
=11 x — yo 112 a(x —2 	— Yo , Ys — yo) + a2  y — Yo 11 2 
=11 x — yo 112  — 4 2(x — Yo , Y.  — 1/0) — a 11 Y *  — 51011 2 
1 
Como (x — yo, y* — yo) > O, para a suficientemente pequeño, el término dentro 
del paréntesis es positivo Por lo tanto, 
11 x — Y.11 2 < 11 x — Y011 2 
o sea que 
II x — Yall < II x — Yoll , 
para a suficientemente pequeño 
Esto implica que yo * Pm(x), lo que es una contradicción. Así pues, 
(x—y0  , y*  — Yo) O 
para todo y E M 
Recíprocamente, supongamos que 
(x — yo ,11— y.) o 
para todo y E M 
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Entonces por la desigualdad de Schwarz, 
11 
 
x— y02 ' (x— yo, x— y.) 
= (x — y., (x — y) + (1   — 1'0)) 
= (x— y., x— y) + (x — Yo, Y — yo) 
(x— yo, x — y) 
i(x— y., x — y) 
lix — Yollix — Yli 
Por lo tanto, 
11 x — Y oil 	11 x — Yli 
para todo y E M Esto implica que y, E Pm(x) Luego como M es convexo, por 
el Teorema 2 7, y, = Pm(x) (o sea que Pm(x) es un conjunto unitario) 
La interpretación geométrica del teorema anterior es que el conjunto convexo M 
se encuentra en uno de los hiperplanos que es ortogonal a x — y, y pasa por 
yo 




En el siguiente resultado presentamos, un tipo de unicidad fuerte para la mejor 
aproximación, el cual nos da un estimado cuantitativo de que tanto II x - y II 
supera a II x - Pm(x) II en términos de 11 y -Pm(x) II 
Corolario 3.1: Sea X un espacio con producto interno, M un subconjunto 
convexo y de Chebyshev de X y xeX Entonces, 
II x - y 112 II x -Pm(x) ir +II y -90(x) 02 
para todo y E M 
Demostración: 
Como M es un conjunto convexo y de Chebyshev de X, por el Teorema 3 1 
(x -Pm(x), y -Pm(x)) O 
para todo y E M Luego, 
il x - y 11 2 = II ( x -PM(X) )-( Y -PM(X))ii 2 
= h-PM(X) )-( Y -PM(X) ) I ( X -PM(X) )-( Y -PM(X) » 
=11 x -Pm(x) 0 2 +0 y-Pm 0 2 -2(x -Pm(x), y -Pm(x) ) 
Por lo tanto, 
para todo y E M 
II x -Pm(x) 02 +II y - Pm(x) 112 II x - y 112 
Definición 3.1: Sea X un espacio con producto interno y S un subconjunto no 
vacío de X El cono dual o polar negativo de S se denota por S° y se define 
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por 
S° ={xE X (x, y) 0, para todo y E S } 
Observación: Note que 
—S°.{xeX (x,y) O, para todo y e S } 
Por lo tanto, 
s-L=son(—so) 
.{xEx (x,y).0, paratodoyEs} 
Además, si S c T, entonces T° c S° 
Geométricamente, el cono dual S° de S es el conjunto de todos los vectores de 
X que hacen un ángulo de al menos 90 grados con cada vector en S 
(Recordemos que el ángulo O entre los vectores no nulos x , y se define por 
cos O =  (x,y), 0_07() 
lix 1111 Y 11 
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En , el siguiente corolario se presenta una caracterización de la mejor 
aproximación utilizando conos duales. 
Corolario 3.2: Sea X en espacio con producto interno, M un subconjunto 
convexo de X, xEX y yo E M Entonces yo = Pm(x) sí y solo sí 
x - y, E (M - y0)°  
Demostración: 
Es consecuencia inmediata del Teorema 3 1 y de la Definición 3 1 
3.2 Caracterización de la Mejor Aproximación para Conos Convexos. 
Definición 3.2: Sea X un espacio vectorial y S un subconjunto no vacío de X 
La cláusula cónica de S se denota por con(S) y se define como la intersección 
de todos los conos convexos que contiene a S, o sea, 
con (S) =n{m . x•M es un cono convexo y Sc M} 
Teorema 3.2: Sea X un espacio vectorial y S un subconjunto no vacío de X 
La cláusula cónica con(S) de S es un cono convexo; o sea que con(S) es el 
cono convexo más pequeño que contiene al conjunto S 
Demostración: 
Por definición 
con(S) 41 {MG X M es un cono convexo y S c M} 
Sean x, y E con(S) y a, ri e R, a _. O, 	13 ?_. O 
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Luego para todo cono convexo M con S c M se tiene que x, y E M 
Por lo tanto, 
ax+pyeM 
Así pues, 
a x + py en{Mc X M es un cono convexo y Sc M} 
o sea que ax+py e con(S) Por consiguiente, con(S) es un cono convexo 
Corolario 3.3: Sea X un espacio vectorial y S un subconjunto no vacío de X 
S es un cono convexo sí y solo sí S = con(S) 
Teorema 3.3: Sea X un espacio vectorial y S un subconjunto no vacío de X 
Entonces 
n 






I a,X, . X, E S, a, O, n e N} 
1=1 
Como x= 1.x, para todo x E S , se tiene que S c C . 
Por otro lado, sean x, y eC y a, p O, entonces 
n 	 m 
X = Z aiX„  
1=1 	 1=1 
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donde x„ y, E S y a„ 13, .k. O Por consiguiente, 
n 	 m 
ax+py =Zaa,x,+Epp,y, 
n+m 
= Z 8,z, 
donde 8, = a a, 	y 	z, = x, para 15. i n, y 8, = ,_n y z, = y,_n si 
n+1..1._n+m 
Como z, E S y_ 8, O, se tiene que a x -1-f3yEC Por consiguiente, Ces un 
cono convexo que contiene al conjunto S Así pues con(S) c C. 
Por otro lado, como con(S) es un cono convexo, se tiene que C c con(S) 
De todo lo anterior se tiene que 
n 
con(S) = C = {E a,x, x, E S, a, ... O, n E N} 
,--, 
Teorema 3.4: Sea X un espacio vectorial y S un subconjunto no vacío de X 
Si S es convexo, entonces 
con(S) ={ax xES, cc..0} 
Demostración: 
Denotemos 
'C =fax xE S, a 01 
Del Teorema 3 3 se deduce que 
C c con(S) 
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Recíprocamente, sea y E con(S) . Si y = 0, entonces obviamente y E C 
Supongamos que y O Entonces por el Teorema 3 3 
y = 	aix„ a, > O, x, E S, n E N 
a 
Sea a = 	a, y tomemos f3, = 	, i = 1, 2, • • • , n 
1.1 a 
Luego, 13, > O Y 	[3, =1 Como S es convexo, 
X = Z13,x, E 
1=1 
Por consiguiente, ax E C Pero, 
	
aX = aZ13,x, = 	x, = a,x, = y 
1=1 1.1 a 
de donde, y E C Así pues con(S) c C. 
De todo lo anterior se tiene que 
con(S)=C={ ax xeS, a.0} 
Corolario 3.4: Sea X un espacio vectorial y S un subconjunto no vacío de X. 
Si S es convexo y OeS, entonces 
con(S) = { a x xeS, a>0} 
Demostración: 
Es una consecuencia inmediata del Teorema 34 
Teorema 3.5: Sea X un espacio con producto interno y S un subconjunto no 
vacío de X Entonces, S° es un cono convexo cerrado de X 
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Demostración: 
Sean xl, X2 E S° y a, I3 O Entonces para todo y E S se tiene que 
(ax, + 0(21 y) = Cle(X11 y) ± 13(x21 y) ° 
Por consiguiente ax, + I3x2 E S° y S° es un cono convexo 
Por otro lado, sea x E S° Entonces existe una sucesión { xn } dé elementos de 
S° tal que xr,—>x 
Por consiguiente, para cada y E S se tiene que 
(X, y) -= IIM (X, y) O 
o sea que x E S° Así pues, S° es un cono convexo cerrado de X 
Teorema 3.6: Sea X un espacio con producto interno y S un subconjunto no 
vacío de X Entonces, 
a) S° = (S )° 
b) S° = [con(S)]°= [con(S)]°  
c) con(S) c 
d) Si S es un cono convexo, entonces 
(S — y)° = so n { y} 
para todo y E S 
e) Si S es un subespacio de X, entonces 
S° = SI 
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f) Si S es un cono convexo que es un conjunto de Chebyshev, entonces 
S°° = S 
g) Si S es un subespacio de Chebyshev, entonces 
S°° = Sil  =S 
h) Si X es un espacio de Hilbert, y S es un subconjunto no vacío de X, 
entonces 




a) Cornos S c S , se tiene que (§ )° C S° Recíprocamente, sea X E S°  
Para cada y e S existe una sucesión { yn }: 1 de elementos de S tal que 
yn --> y, luego 
(X, y) = ilM (X, lin) O n-».0 
Por consiguiente X E (-§)° y S° c (§ )13  
Así pues S° = (S )° . 
b) Como S c con(S), se tiene que [con(S)]° c S° 	Recíprocamente, sea 
n 
X E S°  , y E con(S) Luego por el Teorema _ 3 3, y = E a,y, para algunos 
y, E 5, a. O y n EN Por lo tanto 
(x, y) = (x, In ay, ) = In ai(x, y,) O 
Por consiguiente, x E [con(S)]° y S° c [con(S)]0 
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Así pues, 
S° = kon(S)r 
Por la parte (a) se tiene que 
S° = [ con(S) ]0 = [con(S) lo 
-- 
c) Sea x E S Entonces para cualquier y E S° se tiene que 
(x, y) 5. O 
Por lo tanto, x E S°° Así pues S C S°I3 
Como por el Teorema 3 5, Sc» es un cono convexo cerrado, se tiene que 
con(S) C S°° 
d) Sea x E (S - y)° , entonces (x, z - y) O para todo z E S Tomando z = 2y 
obtenemos que zES y (x, y) O Por otro lado, tomando z=0, tenemos 
que zES y (x,-y) 5_ 0, o sea (x, y) O Así, (x, y) =0 	Por lo tanto, 
(x, z) _ 	para todo z E S y xe{y}1  Así pues x e S° y x E {y }I  
Por consiguiente, x E S'n { y}I  y (S - y)° c s°n{y }1 
Recíprocamente, sea x e S° n { y }± , entonces (x, z) 5_. O para todo zeS y 
(x, y) = O 
Por lo tanto, 
(x, z - y) = (x, z) - (x, y) O para todo Z E S 
Por consiguiente, x E (S - y)° y so n { y }I  C (S -1/)<3 
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Así pues, si S es un cono convexo, entonces 
(S- y)° = so n { y }± 
e) Si S es un subespacio, entonces S = -S y S° = (- S)° Por lo tanto, 
S' = so n(- s)° = so n so = so 
f) Como S es un cono convexo, por la parte (c) se tiene que 
S = con(S) c con(S) c S°° 
Supongamos que S°° -S # 4) y sea x e S' - S Como por hipótesis S es un 
conjunto de Chebyshev, existe un y, E S tal que y, = P(x) 
Por el Corolario 3 1, se tiene que 
x - y„ E (S - yo )° 
Pero por la parte (d) se tiene 
(S - y0)° = S° n { yo}I 
de donde, x - y, E S° n { yo}' Por consiguiente, 
O 	il x—yolr = (x - y., x - y.) 
= (x - y., x)-(x - y., y.) 
= (x - y., x) 
< O 
ya que x - y, E S° y x E S°° Por consiguiente, 
x = y, = P(x) e S 
Lo que es una contradicción 
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Así púes, 
Sw — S = 4) y Sw = S 
g) Se deduce directamente de las partes (e) y (f) 
h) Como X es un espacio de Ffilbert y con(S) es un conjunto convexo y 
cerrado de X, por la observación (3) de la Definición 2 4, con(S) es un 
conjunto de Chebyshev, el cual es un cono convexo Luego por las partes 
(b) y (f) se tiene que 
S' = Econ(S)10°. con(S) 
Finalmente, por la parte (b) y lo anterior, se tiene que 
S°°° = [con(S) .1° = S° 
Observación: De los Teoremas 3 5 y 36, se obtiene que si S es un cono 
convexo de Chebyshev de X entonces S es un subconjunto cerrado de X 
A continuación enunciamos otras propiedades de los conos duales 
Propiedades: Sea X un espacio con producto interno y { Sl, S2, ••• , S„,} una 
colección finita de subconjuntos no vacíos de X Entonces 
a) 
,0 . 
( ú 	--nsio ....s, j  
m 	m 
b) E S, c (n S, 
1=1 	1=1 J 
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O 














n s. j = E c i°  . 
( 1=1 	1=1 
A continuación presentamos una caracterización de la mejor aproximación para 
conos convexos, en la cual se obtiene mayor información que en el 
Teorema 3 1 
Teorema 3.7: Sea X un espacio con producto interno, K un cono convexo de 
X, xEX y yo EK 
Los siguientes enunciados son equivalentes 
a) yo = PK (x) 
b) x - yo E K° n{ yo }I  
c) (x - yo, y) O para todo yEK y (x - yo, yo) = O 
Demostración: 
Como K es un cono convexo, por (d) del Teorema 3.6 se tiene que 
(K -- 1/0 )° = K° n { y. }± 
o 
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Luego, por el Corolario 3 2 se tiene que y0 e PK (x) 	sí y solo sí 
x - y. E K° n{y0}1, o sea que (a) es equivalente a (b) Pero, obviamente (b) es 
equivalente a (c), por consiguiente 
(a) <=> (b) <=> (c) 
Como una consecuencia del Teorema 3 7, presentamos una caracterización de 
la mejor aproximación para el trasladado de un cono convexo 
Corolario 3.5: Sea X un espacio con producto interno, C un cono convexo de 
X, 	z e X, K = C+z 	y 	y0 e K 	Entonces y, = PK (x) si y solo sí, 
(x - y., y) O para todo yEC y (X - yo , yo - z) = O 
Demostración: 
Como C es un cono convexo, por el Teorema 37, 
y:, = Pc(x) a (x - y:, , y) O para todo yEC y (x - y, , y0) = O 
Ahora bien, por el Teorema 2 16, 
PK(x) = P + (x) = P+( (x - z)+z )= Pc( x - z)+z 
Por lo tanto, 
/10 = PIM <4> YO = Pc(x - z)+ z 
<=> y, -z = Pc(x - z) 
para todo y c C 
y 	((x -z)- (y, - z), yo - z) = O 
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a (x — y, , y) O para todo y E C 
y 	(x — yo , y, — z) = O 
A continuación presentamos un ejemplo, en el cual se aplica el Teorema 3 7 
para caracterizar la mejor aproximación para el trasladado de un cono convexo 
dado 
Ejemplo 3.1: Sea 
X=6'([a,b],R)={xda,b] --> R/x es continua} 
con el producto interno definido por 
b 
. 	(X, y) = fx(t) y(t) dt 
a 
Tomemos vEX y consideremos el conjunto 
• Note que 
donde 
Kv = { y E X y(t) v(t) para todo t E [a,ID] } 
Kv =C+v 
C={yE X y(t) O para todo t E [a, ID] } 
es un cono convexo, o sea K v es el trasladado de un cono convexo Por 
consiguiente, K v es un conjunto convexo. 
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• Por otro lado, 
C° ={ X E X . (x, y) O para todo y E C } 
X E X (x, y) O para todo y E X, y 01 
b 
x e X fx(t) y(t) dt .13 para todo y e X. y O} 
a 
= { x e X. x(t) .13 para todo t e [a,1)] } 
=—c 
• Sea x E X, y, E C. Luego por el Teorema 3.7 
Yo = Pc(x) <=> x — y, e c° n {y0}1  
<z> x - y, E (--c)n {yo }± 
<=> x — yo O y (x — yo, yo) = O 
b 
<=> x — y, O y f(x — y0)(t) y0(t) dt = O 
a 
.1=> X — yo O y (x — yo )yo = O 
ya que (x — yo) y. E X y y„ O 
Por consiguiente, como y, E C 
Yo = Pc(x) <=> x —yo O Y Yo(t) = O si x(t) — y0(t) < O 
a y0(t) = max{ x(t),0} 
Recordemos que si x E X, entonces la función 
x+ 	[a,1:1] —> R 
x+(t) = max{ x(t),0} 
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es continua en [a,13], o sea x+ E X Luego de la equivalencia anterior se tiene 
que 
Yo = P(x) <=> yo = x" 
Así pues 
P(x) = x' 
para todo x E X y C es un conjunto de Chebyshev, el cual es un cono 
convexo. 
• Por el Teorema 2 17, Kv = C + y es un conjunto de Chebyshev convexo 
Luego, por el Teorema 2.16 (b), para cada x E X 
PKv (X) = Pc+,(x) 
= Pc+,(x-v +v) 
= Pc(x -v)+v 
= max { x - y, 0}+ y 
= max { x, v} 
Así pues, para todo x E X , 
PK, (X) -= max { x, v} 
El cual caracteriza la mejor aproximación para el trasladado del cono 
convexo K,, 
Ejemplo 3.2: Sea 1 GIR y f2(I) el espacio con producto interno definido en 
el Ejemplo 1 4 (c) Sea 
C={ xE i2(1) x(t) O para todo I E l} 
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Similar al Ejemplo 3 1 se prueba que C° = -C, y que 
y„ = P(x) si y solo sí y. = max { x,0 } = x+ 
Por lo tanto, C es un conjunto de Chebyshev, el cual es un cono convexo 
Ejemplo 3.3: Consideremos el espacio con producto interno 
X =e ( [a ,b ] , R) = { x [ a, ID] --> R / x es continua } 
el subespacio Y de X y el subconjunto K de Y definidos en el Ejemplo 2 8 Note 
que K es un cono convexo de Chebyshev de X 
Para el caso n = O 
Y={xEX /x es una función constante } 
Y 
K={xEX / es una función constante no negativa } 
Sea xEX y NEK, entonces existe un a„ E R, a, ?.. O tal que 
p0(t) = a, , para todo t E [a, ID] 
Por el Teorema 37 
p„ = PK (x) a (x - p0, y) O para todo yeK y (x - po, po) = O 
b 	 b 
<=> 1( X(t) — ao )dt O para todo 1:10 y I( x(t)-a„ )a,dt = O 
a 	 a 
b 	 b 
<=> I( x(t) - ao) dt O y a, I( x(t)-a„ )dt = O 
a 	 a 
b 
• Si a, = O, entonces fx(t)dt 5_ O 
a 
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• Si a, # O, entonces a, > O y 
1 b 
ac, = 	 j x(t) dt > O 
b -a a 
Así pues, PK (x) = p0 , donde 
p, [a, la] ->R , 
b 
Po(t) = max { O 
1
, — fx(t)dt } 
b -a a 
Ejemplo 3.4: Consideremos el espacio de Hilbert (2(1) y el cono convexo de 
Chebyshev 
K = { x Ef2(l) : X(i) _?_ O para todo i E 1 } 
del Ejemplo 2.7 
Sea x E X , y, E K Entonces por el teorema 3 7 
Yo = PK(x) <=> (x - yo, y) O para todo yEK y (x - Yo, Y.) = O 
a E (x - y0)(i) y(i) O para todo yEK y E (x - yo )(1) yo(i) = O 




E [ x(i)- yo(i)]y„(i) = O 
Id 
• Si i El—ly. =1-0 E I : yo(i) # O 1.1-{1 El y0(i) > O }, entonces Mi) = O 
Definamos el elemento y E K por 
y . 1-> R 
O 	si j #1 
Y(j) = 
1 Si j=i 
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Como (x - y„, y) O, se tiene que 
x(i) - yo(i) O 
por lo tanto, x(i) ._. yo(i) = O 
• Si i E ly. , entonces yo(i) > O Supongamos que x(i) # yo(i), y definamos el 
conjunto 
1.y. -z 't i E ly. X(t) 	YO (i) } 
Entonces, ry. # (I) 
Para cada i E l'yo definamos el elemento y, E K por 
y I --> R 
10 si j#i 
Y(.1) = 
1 	si j = 1 
luego, 
(( - y0, y) = x(i)- yo(i) 5_ O 
de donde 
x(i)- MI) < O , ya que i E Isy. . 
Así pues, 
= E [ x(i)- y0 (i)1Y0(1) 
1 El; o 
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pero, 
E [ x( i) - yo ( i) I y. ( 1) <O 
1E1;0 
lo que es una contradicción Por consiguiente, ry. = 4), es decir, 
x(i) = yo(i) > O para todo i E ly.  
De todo lo anterior se tiene que 
yo(i) = max {0, x(i) } para todo i E 1 
o sea, 
PK (x) = x+ = max {0, x } 
3.3 	Caracterización de La Mejor Aproximación para Subespacios. 
Cuando el conjunto convexo es un subespacio vectorial, la caracterización de la 
mejor aproximación es más sencilla y elegante, la cual se presenta en el 
siguiente teorema 
Teorema 3.8: Sea X un espacio con producto interno, K un subespacio de X, 
xEX 	y 	yo E K Entonces, yo = PK (x) si y solo sí x — yo E K1  Esto es, 
Yo = PK(x) si y solo sí (x — yo, y) = O para todo y E K 
Demostración: 
Por el Corolario 3 2 
YO =PK(x).(=> x - y0 E (K -- yo)° 
Y. = PK (X) 
O 
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Luego por el Teorema 3 6 (e) y el Teorema 3.7 
YO = PK(x) a x - yo E K° n { yo }i  
a x - yo EK1  n { yo}± 
Pero como yo E K, 
11, = PIM) <=> x - yo E KI  
El teorema nos dice que, yo es la mejor aproximación a x por elementos del 
subespacio K sí y solo sí el error x -yo es ortogonal a K Esta es la razón por la 
cual PK (x) es casi siempre llamada la proyección ortogonal de x sobre K 
• x 
x-yo • 
En el siguiente corolario se presenta una caracterización de la mejor 
aproximación para subespacios de dimensión finita 
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Teorema 3.9: Sea X un espacio con producto interno, K un subespacio de X de 
dimensión finita n, y { x1,x2,•••;} una base para K. Entonces K es un 
subespacio de Chebyshev, y para cada x E X, 
n 
PK (X) = Z clin 
1=1 
donde los escalares a, están unívocamente determinados por la ecuación 
normal 
n 
E a,(x„ x j) = (x, x j ) , j = 1,2, 	, n. 
i., 
En particular, si { x1,x2,•••x,} es una base ortonormal para K, entonces 
PK (X) = En (X, Xi)Xi  
i=1 
para toda xEK, y 
li 	1(X' X1)12 	11 X 112 
Demostración: 
Como K es un subespacio de dimensión finita, K es completo, luego por el 
Corolario 2.2, K es un subespacio de Chebyshev de X Fijemos un x E X, 
y, E K entonces existen escalares al, a2, • • • , an tales que 
n 
y, = Za,x, 
i., 
Por el Teorema 3.8, 
y. = PK (x) <=1. x — y, E KI  
para todo x E K 
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Por consiguiente, 
Y, = PK(x) <=> (x — y,„ x j) = O para todo j = 1, 2, • • • n 
<=> (x — E a,x„ x j) = O para todo j =1, 2, • • • , n 
para todo j = 1, 2, • • • , n 
1=1 
para todo j = 1, 2, • • ,n 
1=1 
Así pues, los coeficientes  a1, a 2, • • an de Yo están unívocamente 
determinados por la ecuación normal 
j = 1,2, 	n
1=1 
• Si { xl, x2, • • • xn } es una base ortonormal de K entonces, 
a, = (x, x,) 	, 	j = 1, 2„ n 
Por consiguiente 
P(x) = En (x, x,) x, 
1=1 
para todo x E K 
Finalmente, como x — PK (x) K1, por el Teorema de Pitágoras 
O 	11 X 112 = 11 (X — PK(X)± P(x) 112 
= X — Pk (X)112 +11 Pk (X) 112 
de donde 
1=1 
II PK(X) 0 2 	X 02 
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Nuevamente, por el Teorema de Pitágoras 
  
2 
II P(  x) 2 = 
rn (x, xi)xi  
1=1 
   
Por consiguiente, 
n 
E I(X, X, )12 	li X 112 
1=1 
Otra consecuencia del Teorema 3.8 es el siguiente resultado, el cual presenta 
una caracterización de la mejor aproximación para trasladados de un 
subespacio (conjunto afín) 
Corolario 3.6: Sea X un espacio con producto interno, M un subespacio de X, 
vEX y K=M+v 
a) Sea x E X , y, E K Entonces 
y. = PK (X) si y solo sí x — y. E A/1   
b) Sea xEX, ZE MI. Entonces 
PK (x + z) = PK(x) 
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Demostración: 
a) Por los Teoremas 2 16 y 3 8, se tiene que 
yo = PK(x) .1=> y. =Pm.((x -v)+v ) 
a y, =Pm(x-v)+v 
a y„ -y = Pm(x -v) 
a (x-v)-(y0 -v) E MI  
<=> X — y, E MI  
b) Como Z E MI, por la parte (a) se tiene que 
y, = PK (X + Z) <=> (X 114 — y„ E Mi  
<=> (X I- Z — yo , y) = O para todo y E M 
<=> (x - yo, y) = O para todo y E M 
<=> X — y, E M1  
<=> Yo = PK ( X) 
Así pues, PK (X ± 4 = PK (X) 
3.4. Caracterización de La Mejor Aproximación para Subespacios 
Completos de Dimensión Infinita. 
Para presentar una caracterización de la mejor aproximación para subespacios 
completos de dimensión infinita es necesario recordar algunos resultados del 
Análisis de Founer 
Primeramente, recordemos que si X es un espacio con producto interno y M es 
un conjunto ortonormal en X, entonces por el Teorema 110, para cada x E X el 
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conjunto 
Mx = lee M (x, e) 01 
es enumerable Más aún, si escribimos 
M, = { el, e2, • • • } 
entonces, por el Teorema 1 7 
l(x, 02 = l KX, 02 = ± 1(X, 0 _< 2 11 X 112 	(desigualdad de Bassel) i	e
.-_., 
La serie de Fourier de x relativa al conjunto ortonormal M se define por 
co 	 n 
Z (x, e)e = E (x, e)e = E (x, e,)e, = lim E (x, ei)e, n—>a) eEM 	edilx 	1=1 	 i=1 
si este límite existe, y es independiente del ordenamiento de los elementos Mx 
(Esto se probará en el Teorema 3 10) Los escalares (x, e) son llamados los 
coeficientes de Fourier de x relativos al conjunto M Si hilx =4),  entonces la 
serie de Fourier de x es el vector 0. 
Teorema 3.10: Sea X un espacio con producto interno y M un subconjunto 
ortonormal de X Si x e NI, entonces 
x = E (x, e) 
xeM 
Demostración: 
Sea x e 1111 Si Mx = 4), entonces (x, e) = O para todo e e M Luego, 




por consiguiente, x = O y es igual a su serie de Founer 
• Supongamos que Mx = { el, e2, • • • , e, } es finito Sea E > O, entonces 
existe un y E [ M ] tal que 
ii x - y ii< E 
Luego existen vectores s1,'S2, • • • , sm E M y escalares al, a2, • • • ,am  E R tal 
que 
Por el Teorema 3 9 
    
 
m 





x - Z a, s, 
1=1 = il x - yil <E 
      
Note que si (x , sm) = O, entonces 
m-1 
= 







x - E a,s, 
I., 
m 	 m 
=11xli — 5" 
2 2 „...., a,(x, s,) + E a,2 
1=1 	 1.1 
k li X 112 - 211  a (X, Si) + 11  Oti2 
i=1 	I t=1 
   
2 














x - E a, s, 
I., Hi x— yll <8  
        
Repitiendo este argumento, podemos eliminar los términos (x, s,)s, y a,s, 
m 	 m 
de las sumas E (x, s,)s, --, y 	E a s" , respectivamente, para los cuales 
i., 
(x, s,) = O; o sea que s, o M. Esto quiere decir que, sin pérdida de 
... 
generalidad, podemos tomar y e [ Mx] = [el, e2, • • ,e]. Para estos y E [M,} se 
tiene que 
 
X — En (X, ei )e, 
.., II x - y II <E 
Así pues, 
  
x - En (x, e,)e, 
1.1 
para todo E > O. Esto implica que 
Finalmente, supongamos que M. = { ei, e2, •• • } es un conjunto infinito 
enumerable Sea E > O, entonces existe un y E [M] tal que 
11 x - y 11 < E . 
<E 
Siguiendo un razonamiento similar al del caso anterior se concluye que y 
se puede tomar del subespacio [Mi. Luego existe un número natural n lo 
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suficientemente grande tal que 
y = 	ocie, 
1=1 





X — 	aie, = 11 x— y II <8  
     
Así pues, existe un número natural N tal que 
x — 	(x, e,)e, 
1.1 
<E 
para todo n N 
Por consiguiente, 
= 	(x,e,)e, =x n_sco 1=1 	1=1 
Si los elementos de Mx son ordenados de otra forma, digamos 
M, = 	e.2, • • • } Entonces tomemos un N1 tal que 
X — En (x,e,)e, 
1.1 
	<E 
para todo n N1 . Tomemos ahora un N2 N1 tal que 
e21•••eN jc 





n  x= lirn E (x, e,) e, = 	(x, e, ) e, 
n->co 1=1  1=1 
<E 
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El Teorema anterior nos dice que la serie de Founer de x converge para todo 
x E Fill y converge al vector x Además, la serie de Founer no depende de la 
ordenación de Mx 
Teorema 3.11: Sea X un espacio con producto interno y M un subconjunto 
ortonormal de X Si 
entonces, 
donde 
x = E(x,e)e 	Y 	y = E(y,e)e 
eeM 	 eeM 
(x, y) = E (x, e)(e, y) 
eeM 
E n (x, eXe, y) = km E (X, e)  (e,, Y) 
1=1 
y { el, e2, • • • } es cualquier enumeración del conjunto enumerable M„ U My 
Demostración: 
Como x, y E 1111 , por el Teorema 3 10 se tiene 
x = E°3 (x, e,) e„ y = (y, e,) e, 
Por la continuidad del producto interno, 
(x, y)  
1=1 	1=1 
= InT(i (x, e,) e„ ± (y, e,) e, ) 
1=1 	 1=1 
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= lim(En (x,e,)(y,e,)) 
n-m 1=1 
= IIM(En (X, eiXei, Y)) n->co 1=1 
y como el producto interno (x, y) no depende de la ordenación de Mx U My se 
tiene que 
(x, y) = E (x, e)(e, y) . 
edd 
Teorema 3.12: Sea X un espacio con producto interno y M un subconjunto 
ortonormal de X Consideremos los siguientes enunciados. 
a) 111. X 
b) Para todo x E X , 
x = E(x,e)e 
eeM 
(X, y) = E (x, e)(e, y) 
eeM 
d) Para todo x e X , 
II X 112 =IX, 02 
e) M es un subconjunto ortonormal maximal Esto es, que ningún cónjunto 
ortonormal de X contiene propiamente a M - 
f) Mi  = { O } 
g) Si (x, e) = (y, e) para todo e E M, entonces x = y 










(a) a (b) 	(c) 	(d) (e) a (f) 	(g) 
Más aún, si 11.41 es completo (o X es completo) entonces los siete enunciados 
son equivalentes 
Demostración: 
(a) 	(b) Sea x E X, entonces x E[II Luego, por el Teorema 110 
x = I(x,e)e 
eeM 
(b) (c) Fue probado en el Teorema 111 
(c) (d) Sea x e X, entonces 





(d) = (a) Sea xE X y Mx = { el, e2, • • } Entonces 
= II 	11






= 11 X 112 — 	RX, el/2 	 n-soo > O 
1=1 
Por consiguiente, como E (x, e1 ) e, E [M] , se tiene que x E [KÁI Así pues, 
1=1 
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De lo anterior se tiene que 
(a) a (b) a (c) a (d) 
(d) (e) Supongamos que M no es un conjunto maximal. Luego, existe un 
xEX-M tal que M U { x } es un conjunto ortonormal 
Luego X E MI  y II xii= 1 Por lo tanto, 
(x, e) = O para todo e E M 





Pero esto contradice que 
II X 112 = 	 1(X, 02 I
Así pues, M es maximal como conjunto ortonormal 
(e) (f) 	Supongamos que M1  {0 }, entonces existen x E MI  con x O 
{ Por lo tanto, el conjunto M —x U 	es un conjunto ortonormal que contiene 
il x li 
propiamente al conjunto M, lo que contradice el carácter maximal de M Por 
consiguiente, MI  = { O } 
(f) (g) 	Sean x, y E X tal que 
(x, e) = (y, e) , para todo e E M 
Luego, 
(x - y, e) = O , para todo e E M 
Porlotanto, x-yEM± ={0} y x=y 
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(g) = (e) Supongamos que M no es un conjunto maximal, entonces existe un 
x E X tal que M U { x } es un conjunto ortonormal Luego x E Mi  y il x 11=1 
Por lo tanto, 
(x, e) = O = ( O, e> , para todo e E M 
Esto implica que x = O, lo que es una contradicción Así pues, M es un conjunto 
maximal, como conjunto ortonormal 
De todo lo anterior se deduce que 
(d) = (e) a (f) a (g) 
En conclusión, 
(a) a (b) .c.=> (c) a (d) (e) a (f) a (g) 
Por último, supongamos que [14] es completo y probemos que (f) = (a) En 
efecto, supongamos que M1  = {o} y queRV-11# X Sea x EX -VV11 Como 1111 
es convexo y completo, por el Corolario 2 2, 11 es un conjunto Chebyshev. 
Luego, por el Teorema 3 8 
x-P VI (x) E Mi  =M'   
pero x -P vi  (x) # O Por consiguiente, M1  # {0 }, lo que es una contradicción [  
Así, [=x. 
De lo anterior se concluye que los siete enunciados de este Teorema son 
equivalentes 
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Corolario 3.7: Sea X un espacio con producto internó, Y un subespacio 
cerrado de X y M un subconjunto ortonorrnal de Y Considere los siguientes 
enunciados 
a) Pl= Y 
b) Para todo x E Y , 
c) Para todo x, y E Y , 
d) Para todo x E Y , 
x = Z(x,e)e 
eEM 
(X, y) = 	(x, e)(e, y) 
eEM 
II X 112 = 	1(X, 02  
eeM 
e) M es un subconjunto ortonormal maximal de Y 
f) YrIM± ={0} 
g) Sean x, y E Y Si 
(x, e) = (y, e) , para todo e E M 
entonces, x = y 
Entonces, 
(a) a (b) 	(c) 	(d) (e) a (f) 	(g) 
Más aún, si Y es completo, entonces los siguientes enunciados son 
equivalentes 
UNWERSIDAD DE PANAL-11A. 
131 B LIOTEGA. 
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Definición 3.3: Sea X un espacio con producto interno Y un subespacio de X 
y M un subconjunto ortonormal de Y. M es una base ortonormal para Y si 
Y= Pi 
Observaciones: 
1 	Si Y posee una base ortonormal, entonces Y es un subespacio cerrado de X 
2. Por el Corolario 3 7, M es una base ortonormal para Y si y solo sí 
x = rx, e) e 
eEM 
para todo x E Y 
3 Si M es una base ortonormal para Y y M es un conjunto finito, entonces M 
es una base algebraica para Y y Y es un espacio de dimensión finita 
... 
Recíprocamente, por el proceso de Gram-Schmit, todo subespacio de 
dimensión finita posee una base ortonormal 
4 Por el Corolario 3.7, para probar que es un espacio con producto interno 
completo tiene una base ortonormal, es suficiente probar que el espacio 
contiene un subconjunto ortonormal maximal 
5 Dado un espacio con producto interno X y M un subconjunto ortonormal de 
X, M es una base ortonormal para X si y solo sí M es total en X 
Teorema 3.13: Todo espacio con producto interno X # { O } posee un 
conjunto ortonormal maximal 
Demostración: 
Sea- C la familia de todos los subconjuntos ortonormales de X 
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• Como X # { O}, existe un xE X, X 0 Luego, { x } es un subconjunto 
li x li 
ortonormal de x Por lo tanto, C# 4) 
• Definamos la relación -‹ en C por M1 -‹ M2 si y solo sí M1   c M2 
Note, que -‹ es una relación de orden parcial sobre C 
) 
Sea 7 un subconjunto no vacío totalmente ordenado de C. y sea, 
illis=UM.  MeF 
• Sean x, yE M* Como 7 es totalmente ordenado, existe un M E 7 tal que 
x, y E M. Por lo tanto 
(x, y) ' lo si x # y 
1 si x = y 
Así pues, M* es un conjunto ortonormal y M'E C 
Note que M -‹ M* para todo MET Por lo tanto, M* es una cota superior 
de MET en C. Por el Lema de Zorn, C contiene un elemento maximal M 
Por consiguiente M es un subconjunto ortonormal maximal de X 
Teorema 3.14: 	Todo subespacio completo Y # {o } de un espacio con 
producto interno X tiene una base ortonormal. En particular, todo espacio de 
Hilbert tiene una base ortonormal - 
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Demostración: 
Por el Teorema 3 13, Y posee un subconjunto ortonormal maximal M Luego por 
la segunda parte del Corolario 3.7, [ffl= Y Esto implica que M es una base 
ortonormal para Y. 
En el siguiente teorema presentamos una caracterización de la mejor 
aproximación para subespacios completos de dimensión infinita; la cual nos 
dice que si se conoce una base ortonormal para el subespacio completo Y 
entonces, en principio, es sencillo calcular la mejor aproximación a x por 
elementos de Y, utilizando los resultados del Análisis de Founer. 
Teorema 3.15: Sea X un espacio con producto interno y Y un subespacio 
completo de X Si M es una base ortonormal para Y, entonces 
P(  x) = Z (x, e)e 
eEM 
para todo x E X Es decir, que P(x) es exactamente igual a la- sene de 
Founer de x con respecto el conjunto ortonormal M 
Demostración: 
Por el Corolario 2 2, Y es un subespacio de Chebyshev y por el Teorema 3 14, 
Y posee una base ortonormal 
Sea M una base ortonormal para Y y sea X E X, yo = Py(x). 
Por el Corolario 3 7, 
yo =  
eEM 
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y por el Teorema 3.8, 
Pero como 
x -y, E Y1  
Yi  = 111 1- =M1  
se tiene que x - y, E M1; o sea 
(x - yo, e) = O , para todo e E M 
es decir, 
(x, e) = (y„, e) , para todo e E M 
Por consiguiente, 
Py(x) = = E (x, e) e 
eEM 
para todo x E X 
3.5 La Proyección Métrica Sobre Conos Convexos. 
En esta sección probaremos algunas propiedades de continuidad de la 
proyección métrica, cuando ella es una función univaluada (es decir, PK (x) es 
un conjunto unitario para todo xEX y K es un conjunto de Chebyshev). 
Teorema 3.16: Sea X un espacio con producto interno y K un cono convexo 
, 
de Chebyshev de X Entonces, 
a) K° es un cono convexo de Chebyshev 
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b) Para cada x E X , 
	
X = PK (X)+PK, (X) y 	PK (x) I_ Pr (X) 
Más aún, esta representación es única (o sea que si x = y + z, y E K, 
z E K° y y _L z , entonces y = PK(x), z = PK. (X) 
c) Para cada X E X , 
II x 112 = II Pim) Ir ± III PK,, (X) 11 2= [d(X,K)]2 ± [d(x,r)]2 
d) K° .{xE X Pk(x)=0} y 
K =IX E X.PK,(X)=0 I= {X E X PK(X)= X} 
e) Para cada X E X , 
II Pim) II 	II x II 
Más aún, 
IIPK(X)IIII_ o II X II sí y S010 sí, Pr (X) = O 
es decir, 
II PIM) ll = 11 x il 	sí y solo sí, 	xe K 
f) K °°= K 
g) PK es positivamente homogéneo, es decir, 
PK(A,x) = X. PIM) 
para todo x EX y X O. 
Demostración: 
a) Sea x E X y definamos el elemento 
YO = x — PK (X) 
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Entonces, por el Teorema 3 7 
x-(x- y0)EK° 11{ x -110}1  
luego, 
yo E K° y yo 1 x - y. 
Por otro lado, para todo y E K° se tiene que 
(x-y0 , y) = (PK(x) , y) O 
por lo tanto, 
x - yo E ( K° )0  
o sea 
X— yo E (K° ) °nly.11  
Aplicando nuevamente el Teorema 3.7 (pero esta vez al conjunto K°) se tiene 
Yo = Pr (X) • 
Por consiguiente, K° es un conjunto proximal Pero por el Teorema 3 5, K° es 
un cono convexo cerrado. Así, por el Teorema 2 7, K° es un cono convexo 
' cerrado de Chebyshev 
b) Por la parte (a) se tiene que 
x = yo +PK (x) = PK(x)+ PK, (X) y PK (x) 1 PKO (x) 
Probaremos ahora la unicidad de la representación En efecto, supongamos 
que 
x=y+z, yEK, zEK° , ylz 
Sea u EK , entonces 
luego, 
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(x - y , u) = (z , u) ._ O 
(x - y , y) = (z , y) = O 
x-yEK0 n{y}1  
Por el Teorema 3 7, se tiene que y = PK (x) Similarmente, 
x - z E (K° ) 6'n { z }± 
Y 
Z = PK. (x) 
Por consiguiente, la representación es única 
e) Como x = PK (x)+PK.(x) y 	PK (x) 1 PK, (X) , por el Teorema de 
Pitágoras, se tiene que 
II x 11 2 = 0 PK (x)+ PK. (X) 12 
= il PIM) 12  
1 X - PK. (X) 12+1,x_pk(x) 112 
=[d( x,"]2+[d(x,K)12 
d) Por la parte (b) se tiene que 
x E K° a Pic, (x) = x 
a PK (x) = O 
por lo tanto, 
K° = { x E X PK (x)= O } 
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De igual forma, 
K=t xEX:PK,(x)=0}={xEX PK (x)=x} 
e) Sea x E X, entonces por la parte (c), 
OPK(x)1 _Ilx il 
Más aún, 
11 PK ( X) 11 = 11 X 11 <=> 11 PK° (X) 11 = ° 
<=>XEK 
f) Como K y K° son conos convexos cerrados de Chebyshev, por (d) se 
tiene que 
K°° =(K°)° = 1x E X• PK„(x)= O 1= K 
g) Sea xEX y 	X O Entonces, por (b) 
x = PK (x)+PK, (X) 
luego, 
?X = X PK(x)+ X Pico (x) 
Como K y K° son cono convexos, X PK(x) E K y A. Pie, (X) E K° 
Además, X PK (x) 1 A, Pie (x). Luego, por la unicidad de la representación, se 
tiene que 
PK ( 1 x) = X PK(x) y 	Pr(l. X) = X Pie (X) . 
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Observación: De la parte (b) del Teorema 3.16, se obtiene que 
1 = PK + PK. 
donde I X -÷ X es el operador identidad de X En particular, esta relación 
implica que determinar la mejor aproximación a x por elementos de K es 
equivalente a determinar la mejor aproximación a x por elementos de K° Este 
resultado, nos permite escoger el caso más sencillo entre el cálculo de PK (x) 
y de PK. (X). 
Corolario 3.8: Sea X un espacio con producto interno y M un subespacio de 
Chebyshev de X Entonces, 
a) MI  es un subespacio de Chebyshev 
b) Para todo x e X, 
x = Pm(x)+ Pm, (x) 
Más aún, esta representación es única en el sentido de que si x = y + z, y E M , 
z E MI; entonces, 	y = Pm(x), z = Pm, (x). 
c) Para todo x E X, 
11x11 2  =11Pm(x) 11 2 +1 ± Pm, (x) 0 2 
qd(X, M)121-[d( X, M1)}2 
d) MI  =1x e X PM(x)=O} y 
m= IX E X Pm,(x) = O I= 1x E X Pm(x) = xl 
e) Para cada x EX, 
1 Pm(x)0 1 x 0 
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Y 
11 Pm(x)11 = 11 x 11 
	
sí y solo sí, 	x E M 
f 	M 11= M 
g PIA, es positivamente homogéneo 
Demostración: 
Como M es un subespacio de X, entonces por el Teorema 3 6 (e), M° = MI. 
Luego, este corolario se deduce del Teorema 3 16. 
Definición 3.4 Sea X un espacio con producto interno y A, B subconjuntos 
de X. X es la suma ortogonal de AyB, y la denotamos por X = A DB si 
cada x E X tiene una representación única de la forma x = a + b, donde 
aEA, bEB y alb 
Teorema 3.17: Sea X un espacio con producto interno y K un cono convexo 
de X Entonces K es de Chebyshev sí y solo sí 
X = K E K° 
Demostración: 
Supongamos que K es de Chebyshev, entonces por la parte (b) de Teorema 
3 16 se tiene que 
X = K El K° 
Recíprocamente, supongamos que X = K E K° Sea x E X, entonces existe 
yEK, zE K° únicos, tales que ylz y ' x=y+z Luego, 
x—yEK° y x—yly 
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o sea que 
x—yEK0 n{y}1  
Luego, por el Teorema 3 7, y E PK (x) 
Así, PK (x) 4) para todo xE X y K es un conjunto proximal Entonces, 
por la Observación (5) de la Definición 2 5, se tiene que, K es un conjunto de 
Chebyshev 
Corolario 3.9: Sea X un espacio con producto interno y M un subespacio de 
X Entonces M es de Chebyshev sí y solo sí 
x=mem± 
En particular, si M es un subespacio cerrado y X es un espacio de Hilbert, 
entonces 
X=MEDM-L 
Demostración: Esto es consecuencia inmediata del Teorema3.6 (e) y el 
Teorema 3 17 (ver también Teorema 2 12). 
Observación: Si K es un cono convexo del espacio con producto interno X, 
entonces de los Teoremas 3 16 y 3.17 se deduce que si X = K El K° y 
x = y, + z, con y, E K, z, E K°, entonces y, = PK(x), z, = PK. (x) 
Finalizaremos esta sección con un teorema sobre la continuidad de la 
proyección métrica, que generaliza los resultados de la observación del 
Teorema 2 12 
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Teorema 3.18: Sea X un espacio con producto interno y M un subespacio 
de Chebyshev de X Entonces 
a) Pm es un operador lineal acotado, y II Pm II =1, y M # { O }. 
b) Pm es idempotente 
c) Pm es auto-adjunto, es decir, 
(Pm(x), y) = (x , Pm(x» 
para todo x, y E X 
d) Para todo x E X 
e) Pm es no negativo, o sea 
para todo x E X 
(Pm(x), x) =11  Pm(x) 112 
(Pm(x) , x) ?_ O 
Demostración: 
a) Sean x, yEX y a,f3 e 12 Entonces, por el Corolario 3 8, 
x = Pm(x)+ Pm, (x) , 	Y = Pm(Y)+ Pm, (Y) 
luego, 
x - Pm(x) E MI  , 	y - Pm(Y) E MI  
Como M-L es un subespacio, 
( ax +PI/)-[a Pm(x)+ 8 Pm(y) I E M-L 
Pero, a Pm(x)+ 8 Pm(y) E M Luego, por el Corolario 3 8 (b) se tiene que 
Pm(ax +13y) = a Pm(x)+ r3Pm(y) 
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lo que implica que Pm es un operador lineal. 
Además, por el corolario 3 8 (e), se tiene que 
11 1 00 11 5 il x il 
para todo x E X 	Por consiguiente, Pm es un operador lineal acotado Y 
li Pm 0 5 1  
Finalmente, supongamos que M # { O }, y sea x E M, I # O Entonces, 
PM(x)=x 	y il Pm(x)11=11x il 	Por lo tanto, liPm il= 1. 
b) Sea x E X, entonces Pm(x) E M Por lo tanto, 
FI (x) = Pm( Pm(x) ) = Pm(x) 
Así pues, 13,24 = Pm 	y Pm es idempotente 
c) Sean X,y E X Entonces por el Corolario 3 8 (b), 
Pm(x) E M 1 Y - Pm(Y) E Mi  
luego, 
(Pm(x) , Y — Pm(Y)) = o 
de donde, 
(Pm(x), Y) = (Prd(x) , Pm(Y)) 
De igual manera se prueba que 
(Pm(Y),x)= (Pm(Y),Pm(x))= (Pm(x),Pm(Y)) • 
Por consiguiente, 
(Pm(x) , y) = (Pm(y) , x)) = (x , Pm(y)) 
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d) Tomado y = x en la demostración de (c) obtenemos 
(11(x) , x) = (Pm(y) , Pm(x)) = II Pm(x) 11 2 
e) Es una consecuencia inmediata de (d) 
3.6 Aplicaciones. 
Finalizaremos este capítulo con unos ejemplos en los cuales se aplica 
directamente la teoría de la mejor aproximación desarrollada en este trabajo. 
Ejemplo 3.5: Sea I c R no vacío y (2(l) el espacio con producto interno 
definido en el Ejemplo 1 4 (c) El conjunto 
M=tej jEll 
donde 
e l --> R , 
O si i j 
ei(i) = 8, j = 
1 	si i = j 
es un conjunto ortonormal de (2(l) Además, /VI) con la norma 
ii x . [p x2(01
2 
 
es completo, o sea que (2(l) es un espacio de Hilbert 
Sea I. un subconjunto no vacío de I, y definamos el conjunto 
YI. = tx E X x(i)=0 para 1El—lol 
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Es claro que Y1. es un subespacio de (2(l) 
• Probaremos que Y1. es cerrado en (2(l) En efecto, sea x e Y1,, entonces 
existe una sucesión { xn } 	de elementos de YI. tal que 
limDx — xnli= o
Sea 
=(
ü lxn) Ulx 
n=1 
luego, I* es un conjunto enumerable y 
2 
X(i) — Xn(l) 
1E1' 
por lo tanto 
	
I x(i)_ x(i) 	[ E( x(i)- x(i) )12 11x — Xn  
para todo i El* 
Sea 1E1 — in Entonces 
101* IX(1) — ;(1)1=01X—Xn 11 
E I* 	I X(1) — Xn(l) 	IIX_XnII  
o sea que 
x(i)— x(i) 	x — xo 
para todo i E — lo . 
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Pero x(i) =0 para todo i E l — lo , por lo tanto 
l x(i) I 	II 
Así pues 
o 	I x(i)  I 	hm 11 X —Xo 11 = 0 n-). 
Esto implica que x(i) = O para todo i E l — lo Por lo tanto, x E Y,. y Y1. es 
un subespacio cerrado del espacio de Hilbert f2(l) 
Por la observación (4) de la Definición 2 4, se tiene que Y1. es un 
subespacio completo y de Chebyshev de (2(1). 
Consideremos el conjunto 
MI. ={e i EU 
luego, MI. es un subconjunto ortonormal de Ylo . 
• Probemos que n n mi. . { 01 En efecto, Si x E 'yi.  n mi. , entonces 
Y 
Por consiguiente, 
x(i) = O para todo i E 1— 
(x, e1) = x(i) =0 para todo i e lo 
X = 0 y Y1. r1M1.  = { O } 
Como Y1. es un subespacio completo de (2(l), por el Corolario 3.7 se tiene 
que M1. es una base ortonormal de Y1. 
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Por el Teorema 3 15, se tiene que para todo xef2(I), 
P,, = E (x, e) e = E x(i) e, io 	, 
eEllAio 	ido 
En particular, si lo = 1, entonces 
MI. =M , n =1(2(i) 
o sea que M es una base ortonormal para (2(l) , y 
x = E x(i) e, = E x(i) e, 
para todo xef2(1). 
Ejemplo 3.6: Sea 
F =1( t„ x(t) )E R2 1 =1,2,•••,m } 
un conjunto de datos. Para cada n < m fijo, determinar un polinomio 
n 
p(t) = E aktk 
k=0 
de grado a los sumo n, tal que la expresión 
í 1 X(tk  ) — P(tk ) I 2  
K=1 
sea mínima 
En efecto, sea O _<_ n <m fijo, I = { ti, t2, • • , to, } y consideremos el espacio con 
producto interno (2(l) definido en el Ejemplo 1 4 (c) 	Denotemos por M el 
subespacio de (2(l) formado por los polinomios de grado a lo sumo igual a n 
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Note que la función x I —> R cuyo grafo es el conjunto l' es un elemento de 
f2(I) Además, para todo p E M se tiene que 
il x —13  li = E 1 x(tk )—p(tk ) I 2 
Por otro lado, como {1, t, t2, •• • , tri } 	es una base para el subespacio M de 
n 
(2(I), por el Teorema 3 9 se tiene que p(t) = Z cc,tt es la mejor aproximación 
1=0 
a x por elementos de M sí y solo sí los a, satisface la ecuación normal 
n 




(X, V ) = E X(tk ) g 
k=1 
Por lo tanto, la ecuación normal (3 1) se puede escribir como 
nm 	m 
	
E a, E rk+J = E x(tk ) g , 	j = 0, 1, 2„ n 	(32) 
1=0 	k=1 	1 	1(1=1 
En particular 
a) En el caso de la mejor aproximación a x por medio de constantes (o sea 
n=0), la ecuación normal (3 2) se reduce a 
m.. 	m ctor 1 = E x(tk ) 
k=1 	k=1 
de donde, 
1 m x(tk ) 
ni k=1 
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b) En el caso de la mejor aproximación a x por medio de polinomios lineales 
(n=1), 
c) p(t) = a. + alt 
donde a0 y al  están determinados por el sistema 
m 	m 	m 
a0E 1+ alE tk = E x(tk ) 
K=1 	k=1 	k=1 
m 	m 	m 
a0E tk + alI ti2, = E tk x(tk ) 
K=1 	k=1 	k=1 
o sea 
( :1  ti21 IX(tk)j—C*.:1 tk )( :*:1  tk x(tk)j 
ao = 	( m 	m j  
2 
t2  k ni E E tk 
	
k=1 	)— (k=1 




Z tk X(tk )) — 
 (
tk ) (í1 X(tk) ) 
k=1 	 k=1 	k=1  
ril( 1±1 t1_( I±1 tkj 2  
k=1 	k=1 
Ejemplo 3.7: Consideremos el siguiente sistema de m ecuaciones lineales 
con n incógnitas 
) 
al, xl  + a12 x1 + • • • + ainx„ = bl  
a21 xl + a22 xl ± — ± a2nxn = b2 
ami X'i  ±ani2 x1  + • • • + amnx, = bm 
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Utilizando matrices, este sistema se puede escribir como 
Ax = b 
donde 
A = (auL , x,_(xl,x2, ••,xn) E Rn , 	b =(131,b2,•••,bn )eRn 
En este problema se desea minimizar la expresión 
2 
E
m [ n 
E au x j -b,j 
Para resolver este problema utilizaremos los resultados de la teoría de la mejor 
aproximación desarrollada en este trabajo En efecto, sea I = {1,2, •••,n } y 
consideremos el espacio con producto interno (2(l) definido en el 
Ejemplo 1 4 (c) 
Note que en este caso, (2(l) = 02" y nuestro problema equivale a encontrar un 
x E Rn que minimice la expresión 
donde 




E au xi -b, 
)=1 
n 	zn a 	 zn 




 m j  i=1 	j=1 	 j=1 3 
Denotemos 
M=1yERm y=Ax , xER"} 
Como M es el rango de A, M es un subespacio cerrado de Rm Por 
consiguiente, este problema puede ser reformulado como sigue 
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Determinar la mejor aproximación y, Ax, a 	b 	por elementos del 
subespacio M de Rm 
Por el Teorema 3 8, y. = Pm(b) sí y solo sí b - y. E M', es decir, 
(b - y, , A x) = O 
para todo x ERm Por lo tanto, y, = Pm(x) sí y solo sí 
(At (b - yo), x) = O 
para todo x ER" donde A t es la matriz transpuesta de A Pero, 
(At (b - y0), x) = O , para todo x ER" .(=> At (b - yo) = O 
Por lo tanto, 
y, = Pm(b) sí y solo sí At b = At y, 
Ahora bien, como y, E M, existe un X0 E R" tal que y, = Ax, 	Por 
consiguiente, x, E Rn es una solución de este problema si y solo sí 
AtAx„ = At b 
En 	particular, si la matriz At A es invertible, 	entonces existe una única 
solución x, al problema, dada por 
x, = (At AYA' b 
Sin embargo, si A' A no es invertible, entonces el problema tiene infinitas 
soluciones, las cuales son las soluciones del sistema 
AtAx = At b 
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Queremos puntualizar que esto , de ninguna manera, contradice la unicidad de 
la mejor aproximación en el Corolario 2.2, ya que a pesar que existen varios 
x eRn que minimizan la expresión dada, todos estos vectores tiene la propiedad 
de que A x = yo , donde y, es la mejor aproximación (única) a b por 
elementos de M 
Ejemplo 3.8: Sea x [ a, b ]—> R una función continua Para un número 




de grado a lo sumo n, que minimice la expresión 
b 
f( X(t) — p(t) )2dt 
a 
En efecto, sea 
X =6' ( [a , b ] , R) = { x [a, la] —Al / x es continua } 
con el producto interno dado por 
b 
(X, y). 5 x(t) y(t) dt 
y 	M el subespacio de X de los polinomios de grado a lo sumo igual a n 
Como M es de dimensión finita, M es un subespacio completo, y por lo tanto 
cerrado, de X 
Usando el resultado de la teoría de la mejor aproximación, el problema consiste 
en determinar la mejor aproximación a x por elementos del subespacio M. 
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Como t1, t, t2, • • , t" } es una base para M, por el Teorema 3 9 se tiene que 
p(t) = 	a, t'  
1=0 
es la mejor aproximación x por elementos de M si y solo sí los a, satisfacen la 
ecuación normal 
n „ 
E a, (tI , ti) = 	ti) , j = O, 1, • • •,n 
1.1 
Así pues, 
p(t) = 	a, t'  
1,0 
es la mejor aproximación a x por elementos de M sí y solo sí 




E 	-1 - 	= it' x(t) dt , 	j = 0, 1, • • 
i=0 1+j+1 	 a 
En particular, la mejor aproximación a x por constantes (o sea n = O) está 
dada por 
a, (b - a) = fx(t)-dt 
a 
sea que 
a, = b _a x(t) dt 
es el valor medio de la integral de x 
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