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We study the interaction between spherical colloids that catalyze the interconversion reaction
A B between solute molecules A and B whose concentration at infinity is maintained away from
equilibrium. We show that this long range 1/r interaction is screened via a mechanism that is very
different from its electrostatic analog: catalytic activity drives the concentrations of solute molecules
towards their equilibrium values and reduces the chemical imbalance that controls the strength of the
interaction between the colloids. The combination of screening and boundary conditions gives rise
to finite penetration depth of the chemical imbalance field into the colloid solution in 3D. Screening
can be suppressed in quasi-2D geometry in which the colloids but not the solutes are confined to
a surface, resulting in the formation of clusters or Wigner crystals, depending on the sign of the
interaction between colloids. The relevance of our results to experiments is discussed.
I. INTRODUCTION
To build a macroscopic machine capable of directly uti-
lizing chemical energy to perform mechanical work, by-
passing heat, is a long standing and unresolved engineer-
ing challenge. At the same time, on the macromolecular
or colloidal scale, this is routinely done by molecular mo-
tors moving on a solid substrate [1] or by colloidal swim-
mers moving through a fluid [2]. In the latter case, me-
chanical motion is usually achieved by diffusiophoresis,
i.e., the drift of a colloidal particle (or a liquid droplet)
in a solvent, induced by gradients in the concentration
of chemical species (solute) [3–6]. The phenomenon is
driven by short-range interactions between the surface
of the particle and the solute molecules which results in
different energies of a solute molecule close to the sur-
face of the particle and away from it and, depending on
the sign of the interaction, it leads to the motion of the
particle along or opposite to the direction of the con-
centration gradient. Recently, diffusiophoresis has been
proposed as a non-equilibrium, non-motor protein mech-
anism for metabolism-dependent transport of protein fil-
aments, plasmids, storage granules, and foreign particles
of different sizes in cells [7, 8]. Related cross-diffusion and
chemotaxis effects [9] have been also implicated in the ag-
gregation of enzymes and the formation of metabolons in
regions of high substrate concentrations [10].
Under the name “chemically (or phoretically) active
matter” these systems attracted much attention from
theorists in recent years. A far reaching phenomenolog-
ical theory was developed by Ramin Golestanian with
co-authors [11–18] and in a number of other works [19–
21] (reviewed in [17]).
One simple way to create solute concentration gradi-
ents is to have colloidal particles catalyzing the reaction
A  B between substrate A and product B molecules,
provided that substrates are supplied to the system, while
products are washed away. An interesting observation
about such a system is that concentration gradients typ-
ically decay as 1/r with distance, thus leading to effective
phoresis-induced interactions which are long-ranged and
reminiscent of electrostatics or gravity [13, 20, 21]. This
realization leads to prediction of a plethora of beautiful
and unusual states of this “phoretically active matter”
[13].
We here want to revisit that same system in order to
clarify one aspect of it, which is the following. Whenever
there is a catalyst that accelerates chemical transforma-
tion of A (“fuel”) to B (“exhaust”) molecules, A ⇀ B,
it accelerates also the reverse reaction, A ↽ B; in other
words, it accelerates relaxation to equilibrium. This fact
has interesting consequences for the analog of Debye-
Hu¨ckel electrostatic screening in phoretically active sys-
tems. Specifically, in electrostatics, the field that is be-
ing screened is, of course, the electric field, or potential.
What is screened in our chemical system? We shall show
that the screened field is not concentration of either fuel
A or exhaust B, but what we call field of chemical imbal-
ance that measures the deviation from chemical equilib-
rium, ψ(r) ≡ k→cA(r)−k←cB(r), where cA(r) and cB(r)
are local concentrations of corresponding solute compo-
nents, while k→ and k← are corresponding catalytic rate
constants. For instance, in a canonical example, when
there is a large crowd of catalytic particles confined in
an osmotic bag permeable for fuel A and exhaust B
molecules, but not permeable for catalytic particles, and
even if chemical imbalance is maintained outside by sup-
plying A and removing B, the chemical imbalance field
ψ(r) penetrates into the crowd only by a finite distance
and decays exponentially beyond that distance. Deep
inside the crowd of catalysts both A and B are present,
but in chemical equilibrium. This main point of our work
has some important consequences which we will discuss
at the end.
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2The plan of the remainder of our article is as follows.
To make the work self-contained and to establish the no-
tations, we rederive some of the well-known results [13]
about concentration profiles around single catalyst in sec-
tion II, and about interactions between two catalysts in
section III. These two sections contain no new results
and serve pedagogical purposes, except we never omit the
fundamentally important reverse reaction. The crowd of
catalysts, screening [22], Wigner crystals [23], etc, are
considered in section IV.
II. SOLUTES DENSITY PROFILE AROUND A
SINGLE CATALYTIC SPHERE
Consider a dilute solution of molecules A and B of
concentrations (molecules per unit volume) cA and cB ,
respectively. In the following we will assume that A and
B can interconvert via the chemical reaction A B. We
will also assume that the energy barrier for the reaction
is sufficiently high so that, in the absence of catalysts, the
system can be maintained indefinitely out of equilibrium
and therefore cA and cB are externally controlled param-
eters. We now introduce a spherical particle of radius R
which can catalyze the reaction A  B on its surface
by reducing the energy barrier to a value comparable to
kBT . Assuming for simplicity that concentrations are
sufficiently small, the steady state rate (current) of cat-
alytic reaction can be written as
J = vk→cA − vk←cB , (1)
with k→ and k← forward and backward rate constants,
cA(R) and cB(R) the concentrations of A and B species
at the surface of the catalyst, and v the volume where
reaction takes place (for instance, if catalysis occurs uni-
formly along the spherical surface, then v = 4piR2d, with
d a molecular length scale). As we stated, Eq. (1) is
valid only for sufficiently small concentrations of A and
B, otherwise the catalyst gets “clogged” and a non-linear
Michaelis-Menten reaction rate has to be used, as it was
done in [13]. However, for our purpose, it is important to
have both forward and backward reaction taken into con-
sideration, which at large concentrations would require
using the so-called reversible Michaelis-Menten kinetics
[24, 25] which was not done in [13]. Because of the dra-
matic simplification, we stay with the linear relation (1).
Since solute particles A and B have to be delivered to
and from the catalyst surface by diffusion, their steady
state concentration profiles must be found from the ap-
propriate diffusion equation. For a spherically symmetric
catalyst, the concentration fields of all solutes A and B
are spherically symmetric as well:
cA(r) = cA − J
4piDAr
; cB(r) = cB +
J
4piDBr
. (2)
Plugging these expressions (at r = R) back to Eq. (1)
which serves as a boundary condition for the diffusion
equation, produces an equation for the current J which,
as one can show, always has a unique solution. Assuming
that catalysis takes place in a narrow layer of thickness
d around the catalyst surface, the rate constants can be
written in the form
k→ =
1
τ
eβ(εA−ε
†) k← =
1
τ
eβ(εB−ε
†) , (3)
where 1/τ is the attempt rate, β = 1/kBT , while εA and
εB are the bulk free energies of A and B, and ε
† is the
free energy of the transition state of the catalytic surface
reaction (for reasons of brievity, we will refer to these free
energies as energies in the following). This yields
J
4piR2d
=
cAe
βεA − cBeβεB
Rd
DA
eβεA + eβε†τ + RdDB e
βεB
(4)
Inspection of Eq. 4 shows that the current J van-
ishes in thermal equilibrium since the concentrations ceqA
and ceqB of molecules that interconvert by the chemical
reaction A  B, obey the detailed balance condition,
ceqA exp (βεA) = c
eq
B exp (βεB) (this is equivalent to equat-
ing the chemical potentials of A and B molecules). The
current is driven by the difference in chemical potentials
of A and B that does not vanish only if the chosen con-
centrations cA and cB , deviate from their equilibrium
values (this chemical imbalance can be driven by energy
if εA > εB , or by entropy if cA > cB , or by any com-
bination of the two). This can happen in steady state
only if the free energy barrier for the interconversion re-
action in the absence of catalysts, is much larger than
kBT since, in this case, the equilibration time is expo-
nentially large and the concentrations of preparation are
effectively frozen in. Since catalysts reduce free energy
barriers, they drive the system towards equilibrium and
therefore reduce the current J . Thus, in order to main-
tain the system away from equilibrium in the presence of
a finite concentration of catalysts, one needs to confine
the catalysts to a region of space that is surrounded by
a “bath” in which non-equilibrium concentrations of A
and B molecules are enforced. The implications of such
boundary conditions for the interaction between catalytic
colloids will be explored in the following.
III. INTERACTION ENERGY AND FORCE
BETWEEN CATALYTIC SPHERES
We now consider two catalytic spheres, some distance r
apart, such that r  R; the catalyst spherical symmetry
assumption will be relaxed later on. Because of the short-
range interactions between solute molecules A and B and
the catalyst, and because steady state concentrations of
A and B are non-uniform in space, the energies of these
two spheres depend on the distance r between them, i.e.,
there is an interaction force between them. This problem
can be treated, in the first approximation, by imagining
3one particle located in the origin, while the other parti-
cle, positioned at distance r away, interacts with concen-
tration fields cA(r), cB(r) Eq. (2) created by the first.
“Interference” effect does exist, as the concentration field
created by one sphere is affected by the other sphere, but
it becomes relevant only in the sub-leading term with re-
spect to r/R  1 (Supplemental Material [26]) and will
be neglected in the following. Expanding the surface en-
ergy of a sphere in small concentrations cA and cB at the
sphere surface, as σ ' σ0 + cA(r)σ′A + cB(r)σ′B (where
prime signs indicate partial derivatives of surface ten-
sion with respect to the corresponding concentration), we
write distance-dependent part of energy for two spheres
as follows:
E
4piR2
= σ′A [cA(r)− cA] + σ′B [cB(r)− cB ] . (5)
For brevity, we drop the summation over all species of Ai
and Bj . The constant (r-independent) cA and cB terms
are subtracted such that this energy vanishes when two
droplets are infinitely far. Plugging in the concentration
profiles Eq. (2), the force on each sphere is
f
4piR2
=
J
4pir2
[
σ′B
DB
− σ
′
A
DA
]
. (6)
where the current J is given by Eq. (1) (we have ne-
glected the hydrodynamic interaction contribution to the
force, f = −∇E; see [18]). This force depends on the dis-
tance as 1/r2 i.e., it is a long-range interaction similar to
gravitational and Coulomb forces, as it was pointed out in
[11–13, 16, 20, 21]. Furthermore, the force is proportional
to J – the chemical rate (or current) of interconversion
of A to B, which emphasizes that the entire phenomenon
is of non-equilibrium nature. It is driven by the supply
of “fuel” A molecules as well as removal of “exhaust” B
molecules at infinity.
For instance, if we model short range interactions of
A and B with the catalytic surface as some layer of
thickness d in which our particles have energies ε∗A and
ε∗B , different from their bulk values εA and εB , then
σ′A = dε˜Ae
−βε˜A and σ′B = dε˜Be
−βε˜B , with ε˜A = ε∗A − εA
and ε˜B = ε
∗
B − εB . In this approximation,
f
4piR2
=
Jd
4pir2
[
ε˜B
DB
e−βε˜B − ε˜A
DA
e−βε˜A
]
, (7)
with J given by Eq. (4).
Eq. (7) together with Eq. (4) is convenient for mak-
ing numerical estimates, showing that forces in question
are quite large. Assume, for instance, that the reaction
is diffusion limited (the barrier energy is of order kBT )
which allows us to neglect the τ -term in the denomina-
tor of Eq. 4; furthermore, take εA  εB and assume
DA = DB = D. This yields J = 4piRDcA and in this
case cA(R) = 0 which means that all A molecules ar-
riving at the surface of the sphere are converted into B
molecules. As a specific numerical example, we take the
separation between spheres to be r = 10R, the molecular
scale d = 1 nm and R = 1µm, a size typical of colloidal
particles. We further take the bulk concentrations of the
solutes to be cA = 10
7 µm−3 and cB = 0, and assume all
the energies to be of order kBT . With all these approxi-
mations Eqs. (4) and (7) yield
f ≈ 103fth , (8)
where fth = kBT/R is the thermal (Brownian) force on
the sphere. Thus, diffusiophoretic force is easily three or-
ders of magnitude larger than thermal force. This should
lead to deterministic motion of the two spheres along the
line that connects them and should be readily observable.
Our consideration so far was restricted to spherically
symmetric catalytic particles. This idealization is per-
haps rarely realized. A catalytic particle without spheri-
cal symmetry creates non-isotropic concentration fields of
reagents, which can result in auto-diffusiophoretic motion
of the catalyst [4, 19, 27–36]. Such self-diffusiophoretic
particles are of considerable current interest and consid-
ered an important example of the so-called active swim-
mers [34, 35, 37]. Speaking about concentration field me-
diated interactions between catalysts, we should think of
multipole expansion of the concentration fields (see also
[36]). Then, exactly as in the familiar electrostatics con-
text, the dominant long range contribution is that from
a monopole, ∼ 1/r2, which is what we considered above,
while dipole (like for Janus particles), quadrupole, and
higher order multipoles are important for the near field.
Thus, we will continue working in the monopole approx-
imation which is only justified when distance between
catalysts is large. Accordingly, we do not consider self-
diffusiophresis, simply because it was already studied in
detail [11–13, 16, 19, 27, 28].
Inspection of Eq. (7) shows that the force between cat-
alysts can be attractive or repulsive, depending on the
energies εA, εB , ε
∗
A and ε
∗
B , as shown in the Fig. 1 (see
also [19]). For instance, if both A and B molecules are
attracted to the surfaces of catalytic particles, ε∗A < εA
and ε∗B < εB , then the resulting long range interaction
between catalysts is a competition: interaction with A
pushes each sphere away from the other, towards greater
supply of A, but interaction with B pulls catalysts to-
wards one another, towards where new B is produced.
Therefore, overall attraction between spheres occurs if
ε∗B − εB < ε∗A − εA, and overall repulsion takes place in
the opposite case.
A word of caution is in order about our usage of equi-
librium surface tension σ and its derivatives σ′A and σ
′
B
in this decidedly non-equilibrium context. In fact, it is
well justified by the assumption that colloidal catalytic
particles are much larger and move much slower than the
solute molecules A and B.
On a related note, we expressed these quantities σ′A
and σ′B , as well as rate constants k→ and k← in terms of
energies such as ε∗B , εB , ε
∗
A, εA; these mechanical quan-
tities are easy to imagine for a theorist, but virtually
impossible to measure. Furthermore, we consider only
the force acting on catalytic colloidal particles, which is,
4-1 1 2 3 β(ϵA* -ϵA )
-1
1
2
3
β(ϵ
B
* -ϵB )
FIG. 1. Diagram of regimes for two catalytic spheres in terms
of energies ε˜A and ε˜B , according to Eq. 7. Yellow marks the
region where interaction force is repulsive, in other areas it is
attractive. The plot is constructed for DA = DB ; the only
modification required in the case DA 6= DB is change of scales
along axes.
in principle, measurable in an optical tweezers experi-
ment, but we do not consider their motion under this
force. Translating force into velocity requires the knowl-
edge of mobility, and simple minded assumption of Stokes
friction is known to be only qualitatively and not quanti-
tatively right. More systematic phenomenological treat-
ments [11, 12] operate with directly measurable surface
tensions, Onsager coefficients, and other phenomenologi-
cal parameters. We chose our somewhat more naive way
only because of its simplicity and pedagogical value.
IV. MANY CATALYSTS
We now turn from considering the force between two
catalytic particles to the case when there are many cata-
lysts. Consider a crowd of catalytic particles, with den-
sity of ρ(r) catalysts per unit volume. On the mean field
level, overall behavior should be described by the vol-
ume fraction of catalytic centers in space, φ(r) = vρ(r),
where v is the volume of the region in which catalysis
takes place on the surface of the particle. Now, let cA(r)
and cB(r) be the concentration fields of “fuel” and “ex-
haust” molecules A and B, coarse grained over distances
large compared to the typical distance between catalysts,
` (`−3 ∼ ρ). Then mean field equations for concentra-
tions of A and B read
c˙A(r) = DA∇2cA(r)− φ(r) [k→cA(r)− k←cB(r)]
c˙B(r) = DB∇2cB(r) + φ(r) [k→cA(r)− k←cB(r)]
(9)
In steady state, time derivatives vanish and, combining
Eqs. (9) with proper weights, we find that the “field of
chemical imbalance”
ψ(r) ≡ k→cA(r)− k←cB(r) (10)
satisfies
∇2ψ(r)− ξ−2ψ(r) = 0 , (11)
meaning that the field ψ(r) is screened on distances larger
than ξ where
ξ−2 =
[
k→
DA
+
k←
DB
]
φ . (12)
This result for the screening length is similar to the earlier
obtained formula (8) from reference [13], except a couple
of features. First, instead of our simple minded rate con-
stant k→ they have the derivative of non-linear Michaelis-
Menten expression; it is identically the same in the limit
of small concentrations, to which we stick throughout our
paper. More importantly, they do not have the second
term, controlled by the reverse reaction rate, and our
main point is that it must be included. Of course, if one
wants to operate with non-linear Michaelis-Menten kinet-
ics, then second term must be also replaced by the cor-
responding derivative of the reversible Michaelis-Menten
formula [24, 25].
In order to understand the physical meaning of the
screening length ξ let us consider the 3D situation shown
in Fig. 2: catalytic colloids are confined inside a spher-
ical osmotic bag of radius L which is permeable to so-
lute molecules A and B but not to the colloids. Sub-
strate molecules A are delivered by diffusion from infin-
ity, and product molecules B are also absorbed at in-
finity such that their concentrations at infinity are fixed
at some non-equilibrium values cA and cB , respectively
(note that since chemical reactions take place only inside
the bag, these bulk concentrations can be arbitrarily far
from equilibrium). As shown in Fig. 2, the chemical im-
balance field ψ(x) penetrates up to a penetration depth ξ
into the catalysts-occupied domain. Deeper into the bulk
of the catalysts-occupied region ψ(x) → 0, the concen-
trations of A and B approach equilibrium values. More
specifically, assuming the concentrations to be cA and
cB = 0 at infinity (i.e., exhaust molecules are rapidly
washed away), concentration profiles are expressed in
terms of chemical imbalance function ψ(r)
cA(r) = cA
k←
k→
+ DBDA
ψ(r)
ψ(∞)
k←
k→
+ DBDA
(13a)
cB(r) = cA
1− ψ(r)ψ(∞)
k←
k→
+ DBDA
, (13b)
while ψ(r) itself is found for this spherical geometry,
based on the Eq. (11), along with boundary conditions of
continuous function and its derivative and no singularity
at the origin:
ψ(r)
ψ(∞) =
{
1− Lr + ξr tanh Lξ at r > L
ξ
r
sinh r/ξ
coshL/ξ at r < L
(14)
These results are plotted, for specific values of parame-
ters, in Fig. 2. As expected, the current J vanishes inside
the crowd of catalysts along with ψ, and the forces be-
tween colloids vanish as well. These forces (attractive
52R
l
ξ
2L
cA(r)
cB(r)ψ(r)
FIG. 2. Catalytic particles, of diameter 2R each, are dis-
tributed in a sphere of diameter 2L, while substrate molecules
A diffuse from outside, and product molecules B diffuse out
to infinity. The chemical imbalance function k→cA(r) −
k←cB(r) = ψ(r) is shown in shades of gray. Deep in the
crowd of catalysts, there is no chemical imbalance between A
and B, ψ(x)→ 0. For plotting, we assumed ξ = L/5, k←
k→ =
1
2
and DB
DA
= 1.
or repulsive) will be significant only inside the boundary
layer of thickness ξ. If the size of the osmotic bag L is
smaller or comparable to the penetration depth ξ, de-
pending on the sign of the force in Eq. 7, catalysts will
attract one another and form an aggregate or repel each
other and form a Wigner crystal.
An interesting and experimentally relevant case is a
quasi-2D system, where catalytic colloids are confined
due to gravity within a short distance from the bottom
(or from the top if they float) of a container, as shown in a
cartoon, Fig. 3. Note that although colloidal spheres are
confined in 2D, the substrate A and product B molecules
are diffusing in 3D. If the depth of the container is very
large (infinite), the force still obeys the 1/r2 law as in 3D
(perhaps with a halved prefactor). Nevertheless, our pre-
dictions are very different, because there is no screening
in this case. In the attractive case, we expect catalysts in
2D to form a macroscopic aggregate. For repulsive forces
we expect a macroscopic 2D Wigner crystal to form (its
size is not limited by ξ).
A more subtle situation exists when the container has
a finite depth H. Clearly, on scales less than H along the
surface, catalysts should behave as if the container was
very deep, i.e., with no screening. However, on larger
scales screening takes over. A naive estimate suggests
φ ∼ v/H`2, where ` is the typical distance between
catalysts in 2D. According to Eq. (12), this predicts
2L
H
L
ξ
FIG. 3. Catalytic colloids are located within a gravitational
height of the order of their own size from the bottom of the
container of depth H. As before, the chemical imbalance field
is approximately shown by the shade of gray.
ξ ∝ H1/2, and we expect attractive catalysts to assemble
in 2D aggregates of size ∼ ξ.
This conclusion is reminiscent of the fact that “live”
colloids in the experiments by Theurkauff et al [37] and
by Pallaci et al [34] formed 2D aggregates of limited
size that did not grow further. These colloids were not
spherically-symmetric and exhibited self-diffusiophoretic
swimming. Moreover, they were shown [34] to form the
so-called “living crystals”, a finding which was inter-
preted as an experimental confirmation of the theoreti-
cally predicted activity-driven condensation [38–47]. We
speculate that the limited size of the aggregates could be
due to screening (screening does not require catalysts to
be spherically symmetric and is expected to take place
even for self-diffusiophoretically driven swimmers).
V. CONCLUSION
To summarize, we have presented a very simple
schematic theory demonstrating that spherical colloids
capable of catalyzing a reversible chemical reaction be-
tween solutes, experience a peculiar interaction which ex-
ists only as long as the concentrations of the solutes are
maintained out of equilibrium by constant supply of high
free energy “fuel” and removal of “exhaust” molecules at
the boundaries of the colloid solution. As has been shown
by previous investigators, this long range (1/r) interac-
tion is screened at finite colloid concentrations, analo-
gously to the screening of Coulomb interactions [13]. We
have shown that the origin of this screening is very differ-
ent from the Debye-Huckel electrolyte polarization mech-
anism in electrostatics: catalytic activity drives the con-
centrations of solute molecules towards their equilibrium
values and therefore reduces the chemical imbalance that
controls the strength of the diffusiophoretic interaction
between the colloids.
We demonstrated that the combination of screening
and boundary conditions have a profound effect on the
interaction between catalytic colloids. Thus, in a realistic
3D geometry of a colloid solution enclosed in an osmotic
bag (permeable to solute molecules but not to colloids)
and surrounded by a “bath” that fixes the concentrations
of solutes at some arbitrary values, non-equilibrium con-
centrations of solutes can be maintained in steady state
only within a penetration depth (screening length) from
6the boundary, and therefore interactions between colloids
vanish in the bulk of the colloid solution. The effects of
finite penetration depth can be overcome in quasi-2D ge-
ometry (with colloids confined to a surface and solute
molecules free to move in 3D) where unscreened 1/r at-
tractions between colloids can lead to macroscopic aggre-
gates or to Wigner crystals, depending on the sign of the
diffusiophoretic interaction between colloids. We predict
that finite 2D clusters or Wigner crystals of colloids can
form if the depth of the 3D container is finite. The size
of such 2D clusters is expected to be proportional to the
screening length which increases as the square root of this
depth. These theoretical predictions await experimental
verification.
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