ABSTRACT: The evaluation of new energetic nitroaromatic compounds (NACs) for use in green munitions formulations requires models that can predict their environmental fate. Previously invoked linear free energy relationships (LFER) relating the log of the rate constant for this reaction (log(k)) and one-electron reduction potentials for the NAC (E 1 NAC ) normalized to 0.059 V have been re-evaluated and compared to a new analysis using a (nonlinear) free-energy relationship (FER) based on the Marcus theory of outersphere electron transfer. For most reductants, the results are inconsistent with simple rate limitation by an initial, outer-sphere electron transfer, suggesting that the linear correlation between log(k) and E 1 NAC is best regarded as an empirical model. This correlation was used to calibrate a new quantitative structure−activity relationship (QSAR) using previously reported values of log(k) for nonenergetic NAC reduction by Fe(II) porphyrin and newly reported values of E 1 NAC determined using density functional theory at the M06-2X/6-311++G(2d,2p) level with the COSMO solvation model. The QSAR was then validated for energetic NACs using newly measured kinetic data for 2,4,6-trinitrotoluene (TNT), 2,4-dinitrotoluene (2,4-DNT), and 2,4-dinitroanisole (DNAN). The data show close agreement with the QSAR, supporting its applicability to other energetic NACs.
■ INTRODUCTION
The release of energetic nitroaromatic compounds (NACs) used in munitions (e.g., during manufacturing and in application for testing and training), poses known and potential threats to human health and the environment. 1, 2 Concern over these risks has led to interest in identifying new energetic compounds with properties that minimize their environmental impact. 3 This application of green chemistry principals 4 to the design and selection of new energetic compounds requires data on their chemical fate properties, often in the early stages of evaluation (including prior to synthesis) when experimentation with the candidate compounds is impractical. 3, 5 To overcome this obstacle, robust models are needed to predict key environmental fate properties, including rate constants for nitro reduction, which is a major determinant of their fate. 6, 7 In a substantial amount of previous work, (e.g., 6,8−10) linear correlations of NAC reduction rate constants in the presence of a variety of reductants (k red ) were related to one-electron reduction potentials (E 1 NAC ) according to the following linear free energy relationship (LFER) (eq 1).
Many of the correlations reported using eq 1 have a slope (a) of ∼1 and this has widely been interpreted as evidence that the rate-limiting step in NAC reduction is the initial electron transfer in an outer-sphere reaction (eq 2). 
Electrochemical studies of NAC reduction, however, suggest that subsequent reaction stepseither dehydration or electron transfer to Ar−NO 2
•− are rate limiting, depending on experimental conditions. 11, 12 In addition, evidence from compound-specific nitrogen isotope analysis of NAC reduction reactions suggests that the rate limiting step in NAC reduction is either (i) the dehydration of Ar−N(OH) 2 to form Ar−NO, or (ii) proton or electron transfer to the nitroaromatic radical anion (Ar−NO 2
•− ), depending on the reductant and solution chemistry. 13−15 In the latter work, it was suggested that the initial electron transfer might still influence the overall rate of NAC reduction if it served as a pre-equilibrium step before subsequent slower steps. 13 To provide additional reconciliation between the common interpretation of LFERs involving NAC reduction and the apparent inconsistency with evidence from electrochemical and isotope fractionation studiesand to provide a more thoroughly vetted basis for defining predictive models for energetic NAC compoundswe have revisited the interpretation of the correlation between log(k red ) and E 1 NAC as evidence that initial outer-sphere electron transfer is rate limiting. This was done by comparing the LFER described in eq 1 and a (nonlinear) free energy relationship (FER) based on the Marcus theory of outer-sphere electron transfer, 16 developed for application to organic reactions by Eberson. 17 The Marcus− Eberson approach (described in detail in the Background section) has been used to analyze kinetic data for a variety of organic reactions, (e.g., 17, 18) including environmentally relevant oxidation reactions 19−21 and photocatalytic reduction of NACs by TiO 2 . 22 However, somewhat surprisingly, this model has not previously been fully and quantitatively evaluated for describing the kinetics of NAC reduction by environmentally relevant model reductants. Therefore, the first major objective of this study was to reevaluate the application of (L)FERs for describing rates of NAC reduction by applying the Marcus− Eberson model to existing data for the reduction of NACs (by quinone and iron porphyrin electron shuttles and organically complexed Fe(II) species) and to assess the consistency of the results with evidence regarding the rate-limiting step of nitro reduction.
Our second and ultimate objective was to define a predictive correlation for nitro reduction by calibrating a (L)FER or quantitative structure−activity relationship (QSAR) with available kinetic data for nonenergetic model NACs and then testing its range of applicability using new data for available energetic NACs. Development of such a predictive model (and its future application) requires data for E 1 NAC , however, measured data for E 1 NAC are often lacking or difficult to obtain, particularly for novel energetic NACs (e.g., due to lack of synthesized material or experimental hazards). To overcome this, it is desirable to use calculated values, such as those obtained using molecular modeling. Multiple efforts have been made to determine E 1 NAC using various computational techniques. 23−28 We compiled and compared the results of many of these studies previously, in addition to presenting preliminary results from our own calculations of E 1 NAC . 26 In this paper, we have expanded on our previous results and applied these computational methods to a larger set of compounds. We also present kinetic data for the nitro reduction of three energetic NACs2,4,6-trinitrotoluene (TNT), 2,4-dinitrotoluene (2,4-DNT), and 2,4-dinitroanisole (DNAN)and use these to test the range of applicability of the correlation calibrated with nonenergetic model compounds.
■ BACKGROUND
The Marcus theory of outer-sphere electron transfer relates the free energy of activation (ΔG ‡ ) for an electron transfer to the corrected standard free energy of the reaction (ΔG°′) 17, 29 as shown in the following parabolic relationship:
where W is an electrostatic term and λ is the reorganization energy. 17 Based on the collide-and-react model of electron transfer (as described by Eberson 17 ) the following equation has been derived to describe the observed reaction rate (k)
where k d is the rate at which the electron donor and acceptor diffuse together to form the precursor complex, K d is the equilibrium constant for formation of the precursor complex, Z is a universal frequency factor (describing collision frequency), and R and T have their usual meanings. Equation 4 accounts for contributions to k from precursor formation (controlled by k d ) (i.e., diffusion together of the electron donor and acceptor compounds) and the rate of electron transfer (k ET ) from the electron donor to the acceptor. 17 For the analysis presented in this work, values for the variables in eq 4 were defined or calculated as follows. k d and k d /K d Z were assumed to be 10 10 M −1 s −1 and 0.1, respectivelyboth common assumptions for these parameters, which have little influence on eq 4. 17 The value of W depends on the charges on the electron acceptor and donor species (Z 1 and Z 2 ), 17 and is equal to zero when Z 1 and/or Z 2 = 0, as is the case in all instances presented here (because the charge on the NAC = 0 in all cases). Including these assumptions, a log transformation of eq 4 gives eq 5.
log (10 ) 
Plots of eq 5 (i.e., "Marcus plots" 17 ) are shown in Figure 1 for various λ. Nonlinear regression of eq 5 (where λ is the only fitting parameter) to data for log(k) and ΔG°′ is one way to evaluate the consistency of a data set with the model assumption that the observed rate is controlled by outer-sphere electron transfer. dinitrotoluene (2,4-DNT) (Tokyo Chemical Industry Co.), and 1,3-dinitrobenzene (1,3-DNB) (Tokyo Chemical Industry Co.) were prepared in HPLC-grade methanol (Fisher Scientific) at a concentration of 0.1 M. Phosphate buffer was prepared from monobasic sodium phosphate (Fisher Scientific) and adjusted with NaOH (Aldrich) to pH 7.0. L-cysteine (Acros Organics) solutions (0.25 M) were prepared fresh daily in deoxygenated DI water. Stock solutions of Fe(III) meso-tetra (N-methyl-4-pyridyl) porphine pentachloride (Frontier Scientific) were prepared in deoxygenated DI water at a concentration of 4.29 mM. All deionized (DI) water used was obtained from a Milli-Q system (EMD Millipore).
Batch Experiments. Batch experiments were performed in 60-mL clear glass reaction vials capped with butyl rubber septa (Fisher Scientific). Each vial was prepared in an anoxic glovebox (5% H 2 in N 2 ) and initially contained 49 mL of 50 mM phosphate buffer, 1 mL of aqueous cysteine solution, and an aliquot (25−400 μL) of aqueous porphyrin stock solution. Vials were equilibrated to 25.0°C in a water bath. After temperature equilibration, the specified NAC was introduced to the reaction vial by injecting 50 μL of a 0.1 M stock solution. One-mL aliquots were removed over time and quenched by mixing with an equal volume of oxygen-containing (i.e., not deoxygenated) HPLC grade methanol. Quenched aliquots were analyzed by high-performance liquid chromatography (HPLC) using a Varian ProStar 210 solvent delivery module, 410 autosampler, and 330 photodiode array detector, with a Platinum C18 5 μm 250 mm × 4.6 mm column (Grace). For most analyses, the mobile phase consisted of 1:1 DI water and HPLC-grade methanol, the flow rate was 1 mL min −1 , and the detection wavelength was 254 nm.
Computational Methods. The computational methods used in this study are fully described in the Supporting Information (SI), Section 1. Briefly, values of E 1 NAC were determined from the free energy difference, ΔG rxn , for the oneelectron half reaction, given in eq 2. These energy differences were calculated using electronic structure calculations with the COSMO 30 and COSMO-SMD continuum solvation models using the NWChem program suite. 31 The electronic structure calculations were performed using density functional theory (DFT) 32 with the 6-311++G(2d,2p) basis set 33, 34 
■ RESULTS AND DISCUSSION

Assessment of Free-Energy Relationships (FER).
To reevaluate the use of FERs to describe NAC reduction rates, and to assess the consistency of these FERs with other evidence regarding the rate-limiting step of this reaction, we compiled the major data sets for NAC reduction by homogeneous reductants (consisting of second order rate constants, k red ) and plotted the data vs E 1 NAC /0.059 V according to eq 1 (in the convention of previous studies) (e.g., 6,8−10) and vs ΔG°′ (in a Marcus plot). The results are shown in Figure 2A and B, respectively. The compiled data include k red for NAC reduction by the electron carrier/donor pairs juglone/hydrogen sulfide, 8, 9 lawsone/hydrogen sulfide, 8 and Fe(II) porphyrin/cysteine, 8 as well as electrochemically reduced 9,10-anthraquinone-2,6-disolfonate (AQDS) and Fe(II) complexed by the organic ligands tiron 41 and desferrioxamine B (DFOB). 42 Throughout this paper, we refer to these redox systems simply as juglone, lawsone, AQDS, Fe(II) porphyrin, Fe(II)−tiron, and Fe(II)− DFOB.
The E 1 NAC data used in the preparation of Figure 2 were those reported in conjunction with the original k red data sets. 8, 9, 41, 42 Note that in some cases, the values of E 1 NAC were not measured, but instead were estimated based on LFERs for juglone and lawsone. 9, 10 We included these data in Figure 2 but excluded them from subsequent fitting. For Figure 2B , ΔG°′ was calculated for all NAC/reductant pairs. For this, it was determined that the electrostatic term differentiating ΔG°′ from ΔG°(described in detail elsewhere) 17, 29, 43 was equal to zero in cases where the reductant carries a charge of −1, 17 and negligible in all other cases. 29, 43 Therefore, ΔG°′ was taken to 41 and Fe(II)−DFOB. 42 Closed symbols represent data for which the descriptor variable was determined from measured E 1 red . Open symbols represent data for which the descriptor variable was determined from reported E 1 red values that were estimated from LFERs. 8, 9 Only data for which E 1 red was measured were included in the fits. The data were fit to (A) eq 1 or (B) eq 5. In (B), an extrapolation of the fit is shown (as a dashed line) for cases where the data is well fit to eq 5.
be equal to ΔG°. ΔG°was calculated from E 
. 41, 42, 46 Details on the sources of and corrections to E 1 are described in the SI, Tables S1−S6. The data in Figure 2A (which in most cases are replots of previously reported correlations 8, 9, 47 ) show strong linear correlations to E NAC ] (i.e., a slope of a ≪ 1), or no correlation at all is found, then other reaction steps and/or processes are important including, for example, precursor complex formation, the (slow) regeneration of reactive sites, and/or just plain mass transport." 6 This interpretation has been applied to the reduction of NACs by juglone, lawsone, and Fe(II) porphyrin (Fe(II)P) previously, 6, 8, 9 and extending the interpretation to the whole set of correlations shown in Figure 2A implies that while rates of NAC reduction by juglone, lawsone, AQDS, and Fe(II)−tiron may be limited by k ET (for the first electron transfer), the rates of NAC reduction by Fe(II) porphyrin (Fe(II)P) and Fe(II)/ DFOB are influenced by other factors. However, these conclusions regarding the mechanism of NAC reduction are not entirely consistent with the results from electrochemical experiments and stable isotope analysis of NAC reduction by reductants including juglone, AQDS, and Fe(II)−tiron, which suggest later reaction steps are (primarily) rate limiting.
11−15
To further evaluate the consistency of the kinetic data with a rate-controlling, initial electron transfer step, the log(k red ) data shown in Figure 2A were plotted vs ΔG°′ and fit to the Marcus−Eberson model by using eq 5 (as shown in Figure 2B ). Visual inspection of the data in Figure 2B shows fairly strong (ostensibly linear) correlations between log(k red ) and ΔG°′ for each reductant. However, the correlations that are evident in Figure 2B do not always coincide with the fits to eq 5. For two of the reductantsFe(II) porphyin and Fe(II)−DFOBthe correlations coincide well with fits to the Marcus−Eberson model: the data are fit closely and there are few outliers (one for Fe(II) porphyrin (solid green triangles) and none for Fe(II)−DFOB (solid blue squares)). These fits are shown in Figure 2B as solid curves with extrapolations shown in dashed lines. For the other reductantsjuglone, lawsone, AQDS, and Fe(II)−tironthe trends in the data cannot be matched by regression to eq 5, which is tightly constrained by having only one fitted variable (λ). We have included the curves that result from fitting these data in Figure 2B to show that the model consistently gives shallower "slopes" than the observed correlation.
The ability of the Marcus−Eberson model to fit the data for Fe(II) porphyin and Fe(II)−DFOB but not juglone, lawsone, AQDS, and Fe(II)−tiron is prima facie evidence that the former group conforms the assumptions of the model and the latter group does not. The deviation from the Marcus−Eberson model by the second group of reductants might be explained by a number of scenarios in which an initial, outer-sphere electron transfer is not primarily rate limitingincluding scenarios of complex rate-limitation in which later reaction steps influence the observed rate, as suggested by evidence from compoundspecific isotope analysis of NAC reduction by juglone, AQDS, and Fe(II)−tiron.
13−15
The conclusions we have drawn from Figure 2B regarding consistency of the kinetic data with Marcus theory differ from the interpretations others have drawn previously based on correlations to E 1 NAC fit to eq 1 ( Figure 2A ). Specifically, the reductants that produce a slope of ∼1 in Figure 2A (previously interpreted as indicative of rate control by k ET within the first electron transfer step) are the same reductants where the trend in the data is not adequately captured by fitting to eq 5 in Figure 2B , suggesting the rate is not primarily controlled by the overall rate of an initial, outer-sphere electron transfer (influenced by both k ET and k d ). Also, the reductants that produce a slope of ≪1 in Figure 2A (previously interpreted as indicative of rate control by factors other than the first electron transfer) are well-fit by eq 5, suggesting that these reductants react in a manner more consistent with the Marcus−Eberson model. The reason for this inverse interpretation of the two figures is explored below.
Equation 1 is similar to the Marcus−Eberson FER (eq 4), but with two major simplifications: (i) eq 1 is based on a linear model by Polanyi rather than the quadratic model by Marcus, 6, 10, 48, 49 and (ii) it has been rewritten in terms of E 1 NAC, 10 rather than ΔG°′. Over sufficiently small ranges of ΔG°′, the Polanyi equation describes the tangent to the curve described by the Marcus equation. Tangents to the Marcus curve have been classified into three regions: (i) an inverted region where the tangent has a slope (γ) > 0 (not relevant here); (ii) a plateau region where k d is controlling (i.e., precursor formation is rate limiting) and γ = 0; and (iii) a curved region where electron transfer is rate limiting and γ < 0. 17, 29 It should be noted that this interpretation assumes irreversible electron transfer (on the basis that the rate of reverse electron transfer is insignificant). 17 If k ET is relatively slow, then an additional term can be added to eq 4 to account for reverse electron transfer and competition of this reaction step with the formation of successor complexes (as described elsewhere 17, 29, 50 ). In this case, the slope of region iii approaches a limiting value of γ = −1/2.3RT at sufficiently endergonic reactions. 17, 29, 50 In either case, the slopes of these tangents can be reliably interpreted as consistent or inconsistent with Marcus theory (without performing nonlinear regression) only if the relationship between the tangent and ΔG°′ is taken into account (i.e., the tangent should have γ = −0.5/2.3RT only at ΔG°′ = 0, γ < −0.5/2.3RT only at ΔG°′ > 0, and γ > −0.5/ 2.3RT only at ΔG°′ < 0). 29 Because eq 1 is written in terms of E Figure 2B were fit to a version of eq 5 that was written in terms of E 1 NAC (by substituting in eq 6 for ΔG°′), thereby allowing both λ and E 1 red to be fitting parameters. Adding this additional degree of freedom to the fitting equation produced fits (not shown) that agree closely with the trends for all of the reductants, including juglone, lawsone, and Fe(II)/tiron. However, some of the fitted values for E 1 red were implausibly different from the measured values (e.g., for lawsone, the fitted value of E 1 red was 0.144 V, whereas the measured value is −0.415 V 45 and for juglone, the fitted value of E 1 red was 0.196 V, whereas the measured value is −0.093 V 44 ). Clearly, correlation analysis using the full Marcus−Eberson model and ΔG°′ from independently determined data is a more robust method for diagnosing the consistency of kinetic data with electron transfer theory.
For the practical objective of developing a QSAR for predicting reduction rates of energetic NACs, however, the above discussion of results in Figure 2 , taken together with the prior evidence regarding rate limitation in these reactions, 11−15 suggests that (L)FER with a mechanistic basis in electron transfer theory (for the first electron transfer) are not broadly applicable to the variety of reductants of interest. However, simple linear correlations to E 1 NAC are common and generally quite good, so they should be adequate for predicting rate constants. Such empirical correlations may arise because of covariation between E 1 NAC and the factors influencing nitro reduction rates, but this is not problematic as long as the covariation holds. To avoid implying a specific mechanistic basis for the simple linear correlations to E 1 NAC , however, we discontinue the normalization of the slope to 0.059 V (cf. eq 1) and switch from using "LFER" to more general term "QSAR" to describe this correlation. 20 In addition to selecting a simple linear correlation to E 1 NAC as most appropriate model for developing a QSAR, we chose to focus on one reductant, Fe(II)P, as a model system for QSAR calibration. This choice was made to take advantage of the availability of existing data for nonenergetic model compounds and the simplicity of performing and analyzing experiments NAC were calculated at several levels of theory, using the 6-311++G(2d,2p) basis set with the LDA, PBE, PBE0, B3LYP, and M06-2X exchange correlation functionals with solvation determined using the COSMO and/or COSMO-SMD solvation models. The results were evaluated by comparing a subset of the calculated E 1 NAC values to a previously compiled set of measured E 1 NAC . 51 The validation data set is given in Table 1 along with the corresponding computed values determined at the levels of theory used in this study. The deviations between calculated and measured values were determined and are summarized (at the bottom of Table  1 ) as the mean absolute deviation (MAD), root-mean-square deviation (RMSD), and the largest positive and negative deviation.
The lowest MAD given in Table 1 corresponds with the data set obtained with the M06-2X exchange correlation functional and COSMO solvation model. This data set also gives the second lowest RMSD (0.001 V higher than the data set determined with the same exchange correlation functional and the COSMO-SMD solvation model). Comparing this computational method to previous efforts to determine E To calibrate a QSAR using the E 1 NAC values calculated using the M06-2X/COSMO method (E 1 NAC, M06-2X/COSMO ), previously reported values of k Fe(II)P (also shown in Figure 2A and B) were correlated against E 1 NAC, M06-2X/COSMO and fit by linear regression (Figure 3) . A data point for chloronitrobenzene (3-Cl-NB) was treated as an outlier and excluded from the fit due to its a nomalously la rge a ve rage deviation in E 1 NAC, M06-2X/COSMO (3-Cl-NB is the only compound in Figure  3 for which the absolute deviation between E 
Validation of the QSAR for Energetic NACs. To validate the QSAR given in eq 7 for predicting rate constants for energetic compounds, we measured rate constants for reduction of three energetic NACs (TNT, 2,4-DNT, and DNAN) by Fe(II)P/cysteine. Rate constants were also measured for three nonenergetic NACs (NB, 4-Cl-NB, and 1,3-DNB) in order to check the agreement between our results and the previously published k Fe(II)P data we used to calibrate the FER given in eq 7.
A typical analysis of the measured kinetic data is shown in Figure 4 for 2,4-DNT. Data for the other compounds can be found in the SI, Table S8 . Concentration vs time data for NAC disappearance at different Fe(II)P concentrations were fit to pseudo-first-order kinetics 8, 9 to obtain observed rate constants (k obs ). These k obs were plotted against [Fe(II)P] and fit to a line to obtain the second-order rate constant k Fe(II)P . Data for NB, 4-Cl-NB, and 2,4-DNT were fit in this manner. For some of the NACs tested, the concentration vs time plots showed progressive increases in rate that are not captured by the first-order model. This effect was especially pronounced for DNAN ( Figure 5 ), but was also evident in concentration vs time plots for 1,3-DNB and TNT (SI , Table S8 ). These deviations from first-order kinetics are likely the result of Figure 3 . QSAR for NAC reduction by Fe(II)P calibrated using rate constants (log(k Fe(II)P )) obtained from the literature 8 and E secondary reactions (e.g., condensations involving intermediates), but this was not investigated further.
In the absence of a comprehensive kinetic model for the cases that show deviation from first-order behavior, the initial portion of the data alone were fit to first-order kinetics (similar to the method of initial rates 52 ). This treatment resulted in fitting one to three half-lives of NAC disappearance data. It is likely that the kinetics at the beginning of the experiment were dominated by simple reduction of the nitro groups, making this simplification a satisfactory approximation of the rate constant for that process. Details regarding data fitting for all the NACs evaluated are given in the SI, Section 4. The resulting log(k Fe(II)P ) values are reported in Table 2 .
To verify that our methods of measuring k Fe(II)P produced values similar to the calibration data set, log(k Fe(II)P ) values for a few nonenergetic compounds (NB, 4-Cl-NB, and 1,3-DNB) were measured and plotted with the calibration data from Figure 3 , as shown in Figure 6 . The data for compounds in both the calibration and validation data sets (NB and 4-Cl-NB) show good agreement (deviations of <0.15 log units) between each pair of values and with the QSAR overall (deviations of <0.5 log units). An additional compound not found in the calibration data set, 1,3-DNB shows good agreement with the k Fe(II)P predicted by the QSAR (deviation of 0.07 log units). Overall, these results support the consistency of all three types of data (measured in previous work, measured in this work, and calculated from the QSAR). In addition, the results suggest that the measured values of k Fe(II)P are generally accurate and that most of the scatter observed in Figure 6 comes from E 1 NAC, M06-2X/COSMO or limitations of the QSAR.
Following method verification, log(k Fe(II)P ) data for the energetic compounds tested (2,4-DNT, TNT, and DNAN) were appended to Figure 6 to test the validity of the QSAR to energetic compounds. The data points for TNT and 2,4-DNT plot nearly in line with the QSAR (with deviations of −0.105 and 0.156 log units, respectively) and are well within the 95% confidence interval for the QSAR (or extrapolation of this interval). The data point for DNAN falls just outside the 95% confidence interval, but within the range of scatter in the calibration data (with a deviation of 0.457 log units). The general agreement of the energetic NAC data with the QSAR suggests that this model may be used for estimating reduction rates by Fe(II)P. This information could be valuable in (i) making qualitative assessments of relative reduction rate constants for energetic NACs and (ii) guiding future experimentation (where more accurate data can be obtained for particular compounds and conditions). 
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1.#Computational#Methods!
The first step used to calculate the solution phase one-electron reduction potential was to calculate the free energy difference, ΔG rxn , for the one-electron half reaction,
•− directly from gas phase reaction energy, entropy, and solvation energy differences using electronic structure calculations, gas phase entropy estimates, and continuum solvation models.
The NWChem program suite was used for all of these calculations. parameterized the constants g and b to the experimentally determined free energies of solvation of alkanes 21 by using a least-squares fit. The Shrake-Rupley algorithm was used to determine the solvent accessible surface areas. 22 In addition to this approach for solvation, we also calculated the one electron potentials using the COSMO-SMD approach of Marenich et. al. 23 (for the B3LYP and M06-2X exchange correlation potentials).
The reaction energy was then converted to a redox potential using
where n is the number of electrons transferred and F is the Faraday constant. This type of potential is known in electrochemistry as an absolute potential ( E (abs) ) and is difficult to measure directly. Instead redox potentials are usually measured relative to a reference electrode, such as the standard hydrogen electrode (SHE), saturated calomel electrode (SCE), or silver/silverchloride electrode. For measurements using the SHE this means that the free energy differences for the one-electron half reaction are reported in terms of the following overall reaction,
the SHE potential is given by
where E H 0 is the potential associated with the absolute free energy of the hydrogen electrode reaction. In cases where only the initial portion of the concentration vs. time data was fit to the pseudo-first-order model (denoted with asterisks) a "zoomed-in" plot of the fitted data is also shown. 
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