Abstract-This paper considers a wireless communication system with multiple transmit and receive antennas, i.e., a multiple-input-multiple-output (MIMO) channel. The objective is to design the transmitter according to an imperfect channel estimate, where the errors are explicitly taken into account to obtain a robust design under the maximin or worst case philosophy. The robust transmission scheme is composed of an orthogonal space-time block code (OSTBC), whose outputs are transmitted through the eigenmodes of the channel estimate with an appropriate power allocation among them. At the receiver, the signal is detected assuming a perfect channel knowledge. The optimization problem corresponding to the design of the power allocation among the estimated eigenmodes, whose goal is the maximization of the signal-to-noise ratio (SNR), is transformed to a simple convex problem that can be easily solved. Different sources of errors are considered in the channel estimate, such as the Gaussian noise from the estimation process and the errors from the quantization of the channel estimate, among others. For the case of Gaussian noise, the robust power allocation admits a closed-form expression. Finally, the benefits of the proposed design are evaluated and compared with the pure OSTBC and nonrobust approaches.
I. INTRODUCTION
M ULTI-ANTENNA multiple-input-multiple-output (MIMO) channels have become a popular means to increase the spectral efficiency and the quality of wireless communications by means of spatial diversity at both sides of the link. The design of the communication system depends on the quantity and the quality of the channel state information (CSI) available at both the transmitter and the receiver. In case that the transmitter does not have any information about the channel, then space-time coding techniques should be applied [1] - [5] . The optimum exploitation of the benefits provided by MIMO systems can be achieved when a perfect CSI is available at both the transmitter and the receiver. In such a case, the optimum solution consists in the joint design of the transmitter and the receiver taking into account the channel response and the noise plus interference profile. In some works such as [6] and [7] , and references therein, the design is done according to several performance criteria and using the tools and the potential provided by convex optimization theory [8] .
In a realistic scenario, however, the channel knowledge is generally imperfect. In such a situation, the design should take into account explicitly the errors in the channel estimate, leading to robust designs less sensitive to these errors. The first applications of robust designs were not for wireless communications, but for control theory (see [9] and [10] and references therein). Indeed, the concepts of signal state space and MIMO were originally used in that area. Afterwards, all these techniques and concepts were extended to other fields due to their potential benefits. Some works such as [11] - [14] analyzed the performance degradation of several nonrobust solutions for multi-antenna systems, in which the errors in the CSI were considered negligible in the design process. The conclusion was that this degradation increases rapidly with the error level and, hence, robust designs are needed.
Regarding the CSI in a communication system, the receiver usually estimates the channel using a training sequence (pilot symbols). At the transmitter, the CSI can be obtained through a feedback channel or from previous received signals, exploiting the channel reciprocity in time division duplexing (TDD) (see [15] for an overview of different channel estimation strategies). Different sources of errors can be identified depending on the CSI acquisition method. In case of exploiting the channel reciprocity, the Gaussian noise from the estimation and the outdated estimate due to the channel variability have to be considered. If a feedback channel is used, additional effects arise, such as the quantization of the estimate and the errors in the communication through the feedback channel.
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The robust techniques can be classified into Bayesian (or stochastic) and maximin (or worst case) approaches, depending on the way the errors in the CSI are modeled [8] , [16] . Bayesian techniques optimize a stochastic measure of the system performance, such as the mean or the outage values, assuming that the statistics of the error are known. On the other hand, maximin techniques consider that the error belongs to a predefined uncertainty region (with no inherent statistical assumption) and the final objective is the optimization of the worst system performance for any error in this region.
The Bayesian philosophy has been applied to systems with multi-antenna transmitters and single-antenna receivers in works such as [17] - [19] to optimize the signal-to-noise ratio (SNR), the bit error rate (BER), the mean square error (MSE), or the mutual information. The more general case of MIMO channels was considered in [20] - [22] , and references therein. In some of these works, the transmitter was composed of an orthogonal space-time block code (OSTBC) and a beamforming stage, which was designed, for example, to minimize an upper bound of the BER. Two more examples are provided in [23] and [24] , in which a statistical approach is taken to design a transmitter combining an Alamouti's code [1] , a power allocation, and two beamformers to minimize an upper bound of the BER according to the knowledge of the channel correlation matrix and the channel mean, respectively. An overview of the analysis of the capacity of a MIMO system from an information theory point of view is given in [25] . There, a statistical approach is taken assuming that either the actual channel response or only its statistics are known at the transmitter and/or the receiver.
Regarding the maximin philosophy, [26] and [27] provide a general insight using a game theoretic formulation [28] and describing several applications in signal processing. This approach has been recently used in the classical problem of designing a receive beamformer under mismatches in the presumed model, as in [29] , where the errors were assumed to be in the estimated steering vector and to belong to a spherical uncertainty region. This was afterwards generalized in [30] to embrace uncertainties both in the array response and the covariance matrix. The classical Capon's beamformer [31] was extended to its robust version in [32] - [34] taking generic uncertainty regions and different formulations. In some of these examples, the robustness was obtained by minimizing the output power of the beamformer while guaranteeing a minimum gain for any direction modeled by the uncertainty region. A linear receiver for a MIMO channel was derived in [35] to minimize the MSE, whereas in [36] , the receivers for a multiuser scenario using OSTBC at the transmitters were obtained using a similar philosophy to that in [29] . A maximin design of a transmitter in a MIMO channel was proposed in [37] for the concrete case of spherical uncertainty regions. Finally, several applications of this robust approach to multiuser systems with multi-antenna base stations can also be found in [15] , [38] , [39] .
In this paper, the objective is to obtain a robust maximin design of a communication system, where the channel estimate at the transmitter is imperfect. A MIMO channel is assumed, generalizing and improving other previous maximin designs, that considered, for example, multiple antennas only at one side of the system. The robust design problem is first formulated and, afterwards, is simplified to a convex optimization problem, for which global solutions can always be found, either analytically or numerically with a polynomial complexity [8] . Thanks to this transformation, the efficient software packages available for convex problems can be directly applied, obtaining the robust design (see [8] and [40] for a description of different techniques for solving convex problems). In some cases of practical interest, the simplified problem is quadratic and a simple closed-form solution can be found (see [8] ).
The paper is organized as follows. In Section II, the system model is presented and the problem is formulated. The solution to the maximin problem is given in Section III based on convex optimization. Different uncertainty regions for the error in the channel estimate are described in Section IV, providing also a closed-form solution for the case of spherical uncertainty regions. An application of the robust design to adaptive modulation is presented in Section V. Finally, some simulations results and conclusions are provided in Sections VI and VII.
II. SYSTEM MODEL AND PROBLEM STATEMENT
Consider the transmission through a multi-antenna flat fading wireless MIMO channel with transmit and receive antennas. The th component of the channel matrix represents the channel gain between the th transmit and the th receive antenna. At the receiver, it is assumed that there is additive white Gaussian noise (AWGN) with power .
The objective in this work is to obtain a maximin robust design of the transmitter for an imperfect channel estimate , which is modeled according to (1) where is the error in the estimate. The CSI at the receiver is assumed to be perfect.
Consider, for illustrative purposes, that one symbol has to be transmitted at one time instant. In case that a perfect CSI is available, it has been shown in [6] , [11] that the optimum solution maximizing the SNR is based on single beamforming, consisting in the transmission through the eigenvector of associated to the maximum eigenvalue (the superscript stands for conjugate transpose). In case that the channel knowledge is imperfect, transmitting through the maximum eigenmode of constitutes the nonrobust or naive solution, which may be quite sensitive to errors. Therefore, a robust design is expected to use more eigenmodes than the maximum one. See [37] , for example, for a robust design using more estimated eigenmodes than the maximum one. Also in [41] , a transmitter is designed according to different degrees of channel knowledge, showing that in some situations, the capacity achieving solution may need to use multiple beamforming.
The design of the transmitter will be based on a linear processing or beamforming scheme, whereas at the receiver, a maximum likelihood (ML) detector will be employed assuming a perfect channel knowledge. The proposed architecture for the robust transmitter is composed of an OSTBC block, whose outputs are transmitted through all the eigenmodes of using an adequate power distribution among them, as opposed to the nonrobust design, which uses only the maximum eigenmode. The proposed architecture is shown in Fig. 1 , where the OSTBC, the power allocation, and the beamforming stages are explicitly shown (similar transmitter architectures have been proposed in other works, such as [20] , [22] - [24] ).
Consider that an OSTBC block is used, such that independent complex symbols are transmitted simultaneously over periods of time, i.e., the code rate is . According to this, the transmitted signal can be formulated as follows (similarly to linear dispersion codes [42] and OSTBC [4] , [5] ): (2) where each of the rows of corresponds to the signal samples that are transmitted through each antenna, and are the real and imaginary parts of the complex symbol , which is assumed to have a normalized energy , and and are the matrices belonging to the Hurwitz-Radon family of matrices used in OSTBC (see [4] and [5] ). The unitary matrix contains the eigenvectors of with eigenvalues sorted in decreasing order, is the power allocated to the transmission through the th estimated eigenmode, and is a diagonal matrix whose elements are . According to this signal model, the ML detector reduces to a set of linear operations, as happens with OSTBC.
The design objective is to calculate the optimum power allocation strategy subject to a transmit power constraint under an adequate performance criterion. If the transmit power budget is , the power constraint can be expressed in terms of the factors as
where represents the Frobenius norm of matrix and is the trace operator. Note that the set of feasible power distributions is convex in , since the constraints detailed in (3) are linear and, hence, convex [8] . Note also that, according to this notation, the nonrobust design corresponds to , i.e., only the maximum eigenmode is used for transmission [11] . Note that, regardless of the CSI, the symbol rate is always equal to the rate of the OSTBC , which means that the multiple beamforming architecture is used to provide robustness, but not for increasing the transmission rate of the code.
For the considered system (2) using OSTBC with ML detection, the performance can be measured by the SNR, which is equal for all the symbols and can be expressed as (see [4] and [5] ) SNR (4) where (the superscript stands for transpose) and is a diagonal matrix with elements . Based on this, the performance function in this system can be defined as (5) whose maximization with respect to is the design objective and where the error model (1) has been used. Note that is linear and, therefore, concave in ; and convex-quadratic in . 1 The application of quasi-orthogonal space-time block codes [43] is not possible since they lead to nonlinear ML detectors whose performance cannot be directly measured by the SNR.
The maximin approach has been chosen to include robustness in the design of the power allocation. According to it, an uncertainty region for the error in the estimate has to be chosen, which, in the following, will be assumed to be a convex set 2 [8] and to have a nonempty interior. This region models the imprecise knowledge of the channel and, therefore, the size of the region should be larger as the quality of the CSI decreases. The objective of the maximin design is to look for the power allocation that optimizes the worst performance for any error in the uncertainty region, expressed as . Therefore, the robust approach can be formulated as [44] maximize subject to (6) where is the all-one vector.
III. SOLVING THE MAXIMIN PROBLEM
The direct way to solve the maximin problem is to obtain the minimization of analytically and then solve the outer maximization, either numerically or analytically. Such an approach, however, is difficult because it is not clear what is the minimizing for a given in closed-form. One can also consider the inner minimization numerically for a given (7) and then solving again the outer maximization numerically. Note that the inner minimization is a convex problem, since is convex in and the constraint set is also convex. 3 The outer maximization is also convex, since the constraint set for is convex (the constraints in (3) are linear) and is concave [45] . This procedure allows to find the robust power allocation , although it is computationally very costly. This is because each iteration in the outer maximization requires an evaluation of (and possibly also of its gradient), which in turns requires solving the inner minimization numerically with as many iterations as needed to converge.
Other numerical methods can be used, such as the algorithm proposed in [46] to find saddle points of maximin problems based on a modified steepest descent over and simultaneously. In [47] , an alternative algorithm for the same problem is derived based on the interior point method.
In the following, a much more efficient and elegant way to solve the problem is shown, based on a transformation of the original maximin problem (6) into a simple convex optimization problem.
A. Reformulating the Original Maximin Problem as a Simplified Convex Minimization Problem
In this subsection, the original problem (6) is transformed into a simplified convex problem consisting of a single optimization stage, instead of the two stages defined originally (this equivalence was sketched in [45] ). Thanks to this transformation, the powerful numerical algorithms available in software packages for solving convex problems can be applied to find the optimum solution to the design problem in a polynomial time, requiring much less computational effort than the algorithms previously mentioned. Some examples of these software packages are the optimization toolbox of MATLAB and SeDuMi [48] . This problem transformation is described in the following proposition:
Proposition 1: The original maximin problem (6) can be transformed into the following simplified convex optimization problem: minimize subject to (8) where is a dummy variable and is the normalized eigenvector of associated to the th eigenvalue (the eigenvalues are sorted in decreasing order). The optimum robust power allocation is equal to the optimum dual variables associated to the inequalities in (8) multiplied 3 A constrained minimization problem is convex when both the objective function to be minimized and the constraint sets are convex (see [8] ). by the power budget , i.e., . Besides, the optimum primal variable of (8) minimizes , i.e., . Proof: Consider the original maximin problem maximize subject to (9) where the optimum solution is attained when the transmit power constraint inequality is fulfilled with equality: . This problem can be rewritten in terms of the variables , so that the constraints are formulated as and . The problem is then maximize subject to (10) Let us include a dummy variable , which, as will be shown in the following, is the same as the dummy variable in (8) , obtaining maximize subject to (11) It turns out that the constraint can now be removed since, if it is not satisfied, the inner minimization with respect to would be unbounded below (simply by looking at the term . Note that this constraint can be also derived as one of the Karush-Kuhn-Tucker (KKT) conditions [8] for the inner minimization in the previous problem. Hence, the original problem can be rewritten as maximize subject to (12) This problem can be recognized as the maximization of the dual function (which in turn is defined as the minimization of the Lagrangian, as explained in [8] ) associated to the problem minimize subject to (13) which is the same problem as (8) and, therefore, the dual variables or Lagrange multipliers associated to the constraints coincide with , i.e., , proving Proposition 1. Note that the constraint is implicitly included in both problems (12) and (13) by defining the domain of the functions in the variable as .
From this proof, it can be seen that the fundamental reason why the relationship holds is that the original function is linear in the power distribution variables and, hence, they can be interpreted as the Lagrange multipliers.
In Appendix A, a completely different proof is given based on the application of the necessary and sufficient KKT conditions to the optimization problem (see [8] for a description of these conditions) and using the concepts of concave-convex functions and saddle points, also defined in the appendix.
Summarizing, the original maximin power allocation problem (6) can be solved by considering the simplified convex problem (8) . The values of the optimum Lagrange multipliers for this problem provide the normalized power distribution to be applied among the estimated eigenmodes. Currently, there exist many software packages implementing very efficient numerical algorithms, such as the primal-dual interior point methods, that are able to solve convex optimization problems and give, not only the value of the optimum primal variables, i.e., and in problem (8) , but also the optimum value of the dual variables, i.e., the Lagrange multipliers . Consequently, by using these algorithms, the worst case error and the optimum robust power allocation can be calculated efficiently (see, for example, the function fmincon in the optimization toolbox of MATLAB). In addition, it can be shown that, for some concrete uncertainty regions , problem (8) simplifies to a quadratic problem and, even in some cases, a closed-form solution exists.
B. An Application to Minimum Transmit Power With an Instantaneous Performance Constraint
From the KKT conditions (37)- (40) in Appendix A for the reformulated convex problem (8) , it can be shown that the optimal dual variables and the worst case error do not depend on the power budget . Consequently, the optimum robust power allocation scales linearly with , and also , which is given by (14) This result can be used to calculate the solution to the problem consisting in minimizing the transmit power, while still guaranteeing that the instantaneous performance, in terms of the SNR, is better than a minimum target SNR for any error in the uncertainty region. This problem is the complementary as that solved previously, in which the performance was optimized subject to a power constraint, although both problems are essentially equivalent. The solution to this new problem is also attained by taking the robust power allocation given by , where the required transmit power is calculated as SNR (15) The results in this paper can be straightforwardly extended to multicarrier systems assuming independent uncertainty regions for the channel estimate at each subcarrier and applying an adequate power allocation policy among the frequencies [11] .
IV. CONVEX UNCERTAINTY REGIONS
The definition of the uncertainty region may impact importantly on the system performance. The size and the shape of this region should take into account the quality of the channel estimate and the imperfections that generate the error, linking the mathematical optimization problem and the physical phenomenon producing the error.
In the following, two sources of errors are identified and three different uncertainty regions, jointly with their sizes, are described. In all the cases, the proposed uncertainty regions are convex, as required to solve the optimization problem in Proposition 1. Afterwards, a more general list of possible uncertainty regions is given.
A. Estimation Gaussian Noise
A usual error in the channel estimate comes from the Gaussian noise, especially in TDD systems, where the transmitter can estimate the channel using the signals received in the reverse link, and use it as an estimate in the forward link, due to the channel reciprocity principle.
In this subsection, the objective is to derive the expression of an uncertainty region according to an unbiased estimate of the channel and taking into account that the error is Gaussian distributed. Let the unbiased channel estimate be formulated as , where is the zero-mean estimation noise, independent from the actual channel realization. Note that a different notation is used for the unbiased channel estimate and the estimation error when compared to and , as used in the previous sections. In the following, the relationship between , , and is shown, and the corresponding uncertainty region for is obtained. Let us define and , where and are column vectors resulting from stacking the columns of and , respectively, using the operator. Frequently, and are assumed to be jointly Gaussian distributed with mean values and covariance matrices given by and , and and , for and , respectively. According to this, the distribution of the actual channel conditioned to the unbiased channel estimate follows also a Gaussian distribution [49] : (16) where (17) (18) Consequently, from (16) it is concluded that the actual channel can be assumed to be in a region centered at , i.e., at the conditional mean of the actual channel, also known as the MMSE Bayesian channel estimate [49] . Based on this, is defined as and, therefore, the error is equal to . According to these results, the uncertainty region for the error can be defined as the following ellipsoid (and, consequently, problem (8) is quadratic): (19) See Fig. 2(a) for an example of an ellipsoidal uncertainty region.
As the error is Gaussian distributed, it will be inside the uncertainty region with a certain probability lower than 1, i.e.,
. This probability will be equal to the probability of providing the required QoS to the user (i.e., the probability of having a SNR higher than the target SNR or, equivalently, a BER lower than a maximum target BER ). The mathematical relationship between the size of the uncertainty region, measured by , and is given by , where is the cumulative density function (cdf) of the chi-square distribution with degrees of freedom and normalized variance (this result can be easily obtained taking into account the statistical distribution (16) and that the vector is Gaussian distributed with zero-mean and identity covariance matrix).
For the concrete case where both the channel and the error matrices have independent identically distributed (i.i.d.) components with zero-mean and variances and , respectively, the uncertainty region for the channel reduces to a sphere of radius centered at the Bayesian channel estimate, obtaining SNR (20) where SNR is the received SNR during the transmission of the training sequence and is calculated as explained previously.
B. Quantization Errors
In frequency division duplexing (FDD) systems, the estimate of the channel at the transmitter has to be obtained through a feedback channel from the receiver to the transmitter. Since this feedback channel has a finite capacity, the channel response has to be quantized introducing an error in the CSI available at the transmitter. Assuming that the receiver has a perfect knowledge of the channel response , it can quantize uniformly the real and imaginary parts of all the components of using a quantization step equal to , obtaining as a result. Taking this parameter, the quantization SNR is defined as SNR , where is the variance of each component of assuming i.i.d. Gaussian components. Consequently, the uncertainty region for the channel can be defined as a hypercube centered at and, therefore, is defined as follows (leading to a convex quadratic optimization problem): (21) See Fig. 2(b) for an example of a cubic uncertainty region.
Usually, the assumed dynamic range for the quantization is equal to 6 times the standard deviation. If this approach is taken, the relationship between SNR and the number of bits to be fed back is SNR . Obviously, as the capacity of the feedback channel increases, more bits can be used in the quantization and, therefore, the size of the uncertainty region can be reduced.
C. Combined Estimation and Quantization Errors
In a realistic scenario, the two effects considered previously, i.e., the Gaussian noise from the estimation process and the quantization errors, are expected to be combined. This can be modeled mathematically by defining an appropriate uncertainty region for the error, which can be expressed as (22) and is convex. See Fig. 2(c) for an example of this uncertainty region. Note that in this case, white Gaussian noise and uncorrelated MIMO channels have been considered, although the extension to ellipsoidal regions combined with quantization is straightforward. According to this region, the optimization problem (8) can be rewritten as the following convex quadratic problem: minimize subject to (23) which comprises the previous uncertainty regions and the corresponding optimization problems as particular cases.
D. Other Uncertainty Regions
In addition to the previous uncertainty regions, there are many other possibilities and feedback strategies, whose error and imperfection models also lead to convex uncertainty regions. The regions described previously make sense when the whole channel matrix is estimated or each element of is independently quantized. In the case of SIMO channels, a possible approach is to represent the channel in terms of the modes of the channel correlation matrix, as in the Karhunen-Loeve transform (see [50] and references therein). Consider the channel , where this column vector represents the response of the SIMO channel with fixed covariance matrix . Given this eigen-decomposition, the actual channel response and the estimate can be coded taking the eigenvectors as the basis vectors for the representation, obtaining:
, so that and (the eigenvectors are assumed to be known both at the transmitter and the receiver, and the only parameters that have to be fed back are the coefficients ).
In a general setup for a MIMO channel, this strategy could also be used and, therefore, the representation of the MIMO channel in terms of its coordinates could be expressed as
where the matrices , which are fixed and known at both sides of the system, form the basis for the expression of the channel estimate. The estimated/quantized channel available at the transmitter is (25) where the error in the coefficients is represented by . If the set defined for the error vector is convex, then the uncertainty region for the error in the channel estimate is also convex, since the channel is expressed as a linear combination of the matrices of the basis multiplied by the coefficients [8] . The imperfections and uncertainty regions described previously can also be adopted for the coordinates as follows: 1) spherical/ellipsoidal regions for the coordinates-represented by ; 2) quantization regions for the coordinates-represented by ; 3) combination of 1) and 2). Previously, the quantization has been assumed to be a scalar quantization; however, a vector quantization is usually preferred. Consider a space with points , each one representing the region given by , i.e., if , the th index corresponding to is sent (the number of bits for the feedback is equal to ). Each region is a polyhedron defined by the intersection of a finite number of half-spaces (see Fig. 3 for an example). The region is then as follows:
4) vector quantizationand , where is the received index; observe that in this case, the uncertainty regions depends on the channel estimate, as opposed to the previous cases where it was fixed.
See [51] , and references therein, for a general overview of different vector quantization strategies with limited feedback.
E. A Closed-Form Solution for Spherical Uncertainty Regions
The general convex problem presented in (8) can be extremely simplified for the case of spherical uncertainty regions. In this subsection, a closed-form solution is given for this region, improving the results given in [44] , in which the solution was not exact and an iterative method had to be applied. The solution provided in this subsection is similar to that obtained in the independent work [37] but using a completely different proof. There, a maximin approach has also been taken to find a solution to the problem of the maximization of the SNR Fig. 3 . Uncertainty regions resulting from the intersection of half-spaces in vector quantization. In this example, the channel is in the indicated region and the index i is fed back to the transmitter. assuming spherical uncertainty regions with a prefixed size, where no discussion is given on how to calculate the value of the radius of the region. That paper assumes a different transmitter architecture from the one presented in this paper, proposing the use of a spreading sequence at each antenna instead of an OSTBC and, therefore, leading to transmission rates much lower than those obtained by our proposal.
Proposition 2: Consider the maximin problem (6) and the uncertainty region . If , then and no SNR can be guaranteed, i.e., no robust power allocation exists. Otherwise, the optimum robust power allocation is given by (26) where is the th eigenvalue of (with the eigenvalues sorted in decreasing order), is a normalization factor such that is the maximum index such that the following inequality is fulfilled: (27) and is the minimum solution to the following second degree equation: (28) Proof: See Appendix B.
V. APPLICATION TO ADAPTIVE MODULATION WITH BER CONSTRAINTS
The previous robust design can be combined with adaptive modulation strategies [52] to maximize the throughput subject to BER constraints, i.e., the objective is to maximize the transmission rate by employing high level modulations while still guaranteeing a minimum quality in terms of a maximum BER for any possible error in the uncertainty region.
Consider that the transmit power is bounded by and let BER SNR be the function that relates the SNR with the BER for an -QAM modulation. Obviously, given a certain SNR, the BER increases as the number of constellation points in the modulation also increases. Taking this into account, the proposed robust adaptive modulation is based on the following steps, in which all the symbols are assumed to be taken from the same signal constellation: 1) Define the desired QoS in terms of a maximum allowed BER . 2) Given the channel estimate and the uncertainty region , calculate the robust normalized power allocation given by the optimum Lagrange multipliers and the worst case error given by the optimum primal variables . 3) Calculate the guaranteed achievable SNR for any error in the uncertainty region similarly as in (15), as follows:
SNR (29) 4) Calculate the maximum number of constellation points fulfilling BER SNR BER . This can be trivially done by using a look-up table in which the values of the SNR required for each BER and signal constellation size are saved. If the previous constraint cannot be fulfilled for any value of , set . In this case, no signal is transmitted since the QoS requirement cannot be satisfied for all the possible errors in the uncertainty region while still fulfilling the maximum transmit power constraint. 5) For the selected value , calculate the necessary instantaneous transmit power as in (15) . Note that the transmit power required to fulfill the BER constraint with equality may be lower than the maximum available transmit power since the number of constellation points is discrete. Summarizing, this algorithm proposes a robust adaptive modulation technique, in which the throughput is maximized while a certain QoS can be guaranteed to the user given a channel estimate and a transmit power constraint.
VI. SIMULATIONS RESULTS
In this section, several simulations results are presented to show the robustness capabilities of the already presented technique and compare its performance with other classical solutions, such as the nonrobust approach and the pure OSTBC approach. In all the simulations in this section, the OSTBC matrices given in [4] for complex symbols are used, attaining a symbol rate , according to the notation used in (2), equal to 1 for for and , and for any other number of transmit antennas. In the simulations, the optimum robust power allocation has been obtained simply using the function fmincon of the optimization toolbox of MATLAB, that provides simultaneously the optimum values of the primal and dual variables of problem (8) .
As presented in Section III, the robust maximin technique distributes the available power among the estimated eigenmodes taking into account the errors in the channel estimate. If the channel estimate is perfect, the robust solution should be equal to the nonrobust beamforming, i.e., to the power allocation given by . When the uncertainty in the actual channel increases, the robust design tends to distribute the power in a more uniform way.
In the first simulations we analyze a system with 4 transmit and 6 receive antennas. We consider Gaussian noise in the channel estimate and spherical uncertainty regions with a radius equal to . Note that for these uncertainty regions, . This condition has to hold since, otherwise, the saddle value, i.e., , would be equal to 0. Since , the total transmit power has to be distributed among the 4 estimated eigenvectors. In Fig. 4 , the mean value of the normalized robust power allocation is shown as a function of . As seen, for the power distribution corresponds to the nonrobust approach, as expected. As increases, the power allocation profile changes and tends to distribute the power in a more uniform way. Note that the pure OSTBC approach is equivalent to a uniform power allocation . As can be seen in Fig. 4 , this uniform distribution is not attained by the robust approach, even when . In [5] , it is shown that OSTBC is optimum in a robust maximin sense when the channel is completely unknown. This can be expressed mathematically as the following nonconvex uncertainty region for the actual channel:
, where is a positive real value that avoids the channel to belong to the uncertainty region. Note that, when , the spherical uncertainty region is different from that for which OSTBC is the robust maximin solution and, consequently, the robust power allocation policy for does not have to be necessarily uniform.
As stated in Subsection III-B, the maximin design can be used to guarantee a minimum target SNR with the minimum required transmit power for any error in the uncertainty region. In Fig. 5 , the cdf of the minimum required transmit power is shown for SNR 10 dB. This cdf is represented for and and for three different transmission techniques: the robust approach, the nonrobust classical beamforming, and a pure OSTBC strategy. The uncertainty regions that are considered are spherical with a radius equal to and taking four different values for the parameter : 0.1, 0.65, 0.8, and 0.9. As can be seen, for small uncertainty regions, both the robust and the nonrobust approaches have a similar performance and need less transmit power than OSTBC, as expected. When the size of the uncertainty region increases, the nonrobust approach increases the necessary transmit power to fulfill the QoS requirements. Note that, for an extreme case corresponding to big uncertainty regions, the nonrobust technique may need even more power than OSTBC. This means that in case that the CSI may have high errors, it is more convenient to use an OSTBC approach than to assume that the channel estimate is perfect, despite not being true. Note also that, in all cases, the robust solution is the technique requiring the least transmit power.
Figs. 6 and 7 show some results on the mean value of the minimum required transmit power to attain a SNR =10 dB when considering spherical (TDD systems) and cubic (FDD systems) uncertainty regions. The sizes of the regions are directly related to the estimation and quantization SNR, as described in Section IV. For the case of spherical uncertainty regions, two different QoS probabilities (as defined in Section IV-A) have been used: and . The same conclusions can be obtained from the observation of both figures. If the estimation or quantization SNR is high, OSTBC needs more power than the nonrobust and the robust designs, since it does not exploit the channel knowledge available at the transmitter. As the estimation or quantization SNR decreases, all the techniques need more power to fulfill the instantaneous SNR requirements, since the size of the uncertainty region increases. Note that for all the cases, the technique requiring the least transmit power is the robust approach. Also, as previously pointed out, if the estimation or quantization SNR is low enough, the nonrobust solution needs more power than OSTBC, concluding that in case of having a very low quality channel estimate, it is not convenient to use it without taking into account explicitly the errors in the estimate, i.e., in a nonrobust way. In the case of spherical regions, increasing the probability of providing a QoS implies an increase of the minimum required transmit power, since the size of the uncertainty region also increases. From the figures it is also concluded that very important savings in terms of transmit power can be obtained when using the robust approach instead of the nonrobust beamforming. For example, for and and SNR = 11 dB, a saving of almost 4 dB can be obtained, whereas for and and SNR 5 dB, a saving of 3 dB is achieved.
As explained at the beginning of this section, an instantaneous SNR can be guaranteed to the user only in case that does not belong to the uncertainty region for the actual channel. In Figs. 8 and 9 the service provision probability is shown, i.e.,
, as a function of the QoS probability required by the user in the case of TDD, and the quantization SNR in the case of FDD. These results have been obtained for different number of transmit and receive antennas. As a general conclusion, it can be observed that increasing the number of antennas and the quantization SNR implies an increase of the service provision probability, as expected. On the other hand, if the user demands for a higher QoS probability, the service provision probability decreases, since an increase of the required QoS implies an increase of the uncertainty region and, therefore, it is not always possible to guarantee that QoS since the actual channel may be possible. As explained in Section V, the throughput, i.e., the number of transmitted bits per channel use, can be maximized while guaranteeing a maximum BER for any possible error in the channel estimate by using the robust power allocation. Fig. 10 shows the throughput (averaged over many channel realizations) that can be achieved in order to guarantee a maximum BER equal to for any possible error in the uncertainty region, which is considered to be spherical with a radius equal to . This throughput has been normalized with respect to the code rate so that the gains provided by the robust technique itself for different number of transmit antennas can be compared directly. The techniques that are compared are the robust approach and the nonrobust classical beamforming solution. For both techniques, the mean throughput is shown as a function of the maximum available power at the transmitter. Besides, the plots regarding the application of fixed modulation formats corresponding to QPSK and 16-QAM are also given. From the figure it is concluded that, thanks to the use of the robust maximin design, very important savings in terms of transmit power can be obtained when compared to the nonrobust solution, specially when the size of the uncertainty region is high, as expected. In the same figure, the improvement of the system can also be observed when the number of antennas increases.
VII. CONCLUSION
In this paper, a robust design strategy has been proposed for a wireless multi-antenna MIMO channel. The transmitter is designed based on a channel estimate that may have errors from different origins, such as the Gaussian noise from the estimation process, or the errors from the quantization of the channel estimate, among others. These errors have been taken into account explicitly in the design, obtaining a robust solution less sensitive to these errors. In particular, a maximin philosophy has been adopted to include robustness. This approach is characterized by attaining the best worst case performance, in terms of SNR, for any channel response in an uncertainty region centered at the channel estimate. This uncertainty region models the error in the estimate, whose shape and size have to be chosen according to the origin and amount of imperfection in the estimate.
The transmitter architecture that has been proposed is based on the concatenation of an OSTBC block, a power allocation, and a set of beamformers, each one connected to one of the outputs of the OSTBC and corresponding to an eigenmode of the MIMO channel estimate. The robustness has been included according to an adequate power distribution of the total transmit power among the estimated channel eigenmodes. Thanks to this optimum robust power allocation, the necessary transmit power is minimized while guaranteeing a minimum instantaneous SNR for any possible estimation error in the uncertainty region.
The mathematical optimization problem corresponding to the maximin robust power allocation has been transformed into a simple convex optimization problem that can be solved efficiently by existing software packages. For many uncertainty regions, the convex problem is quadratic and, for the case of a spherical uncertainty region, a closed-from solution exists.
Finally, this robust solution has been compared with a pure OSTBC strategy and also with the classical nonrobust beamforming strategy, corresponding to the use of only the maximum estimated channel eigenvector. From the simulations results, it has been observed that the gains in terms of saving in transmit power are quite important when compared to the nonrobust and the pure OSTBC techniques, especially when the estimation and the quantization SNR are low.
APPENDIX A PROOF OF PROPOSITION 1 BASED ON THE KKT CONDITIONS
In this appendix, an alternative proof of Proposition 1 is provided using the KKT conditions. First, some mathematical preliminaries on saddle points and concave-convex functions are given and, afterwards, the proof is provided.
A. Mathematical Preliminaries
In this subsection, the concept of saddle point is defined and two basic results are then given, since they will be useful in the following.
Definition 1: A point is a saddle point of the function with respect to maximizing over and minimizing over if (30) Given a saddle point , the saddle value is defined as . Lemma 1 [53, Corollary 37.6.2] : Let and be nonempty closed bounded (compact) convex sets and let be a real continuous finite concave-convex function on . 4 Then, has a saddle point with respect to . Lemma 2 [53, Lemma 36.2] : Let be any function from a nonempty product set to . If a saddle point of exists (with respect to maximizing over and minimizing over ), then (31) and both and are attained at . In other words, if a saddle point exists, the order of the supremum and infimum operators can be interchanged.
B. Proof of Proposition 1
The function (5), which is concave-convex, and the optimization sets satisfy the conditions required by Lemma 1. Consequently, there exists a saddle point (see Definition 1) of the maximin problem (6), i.e., there exist and fulfilling the constraints and satisfying (32) for any feasible and . The solution to the original problem (6) is and the saddle value is (see Lemma 2) . The existence of the saddle point permits to interchange the outer and inner optimizations in the original maximin problem, obtaining the minimax problem minimize subject to (33) with the advantage that the inner maximization is a linear program with linear constraints, as follows: maximize subject to (34) It can be shown that the optimum value of this maximization is the maximum element of the diagonal of the matrix multiplied by the power budget , i.e., where the power allocation achieving this optimum value is not unique if the maximum value is attained by more than one element of the diagonal of the matrix . As a consequence of this result, the original problem (6) can be written as the convex problem (8) shown in Proposition 1, where the dummy variable has been introduced.
Solving the convex problem (8) gives the saddle value and the worst case error of the saddle point of the problem (see Lemma 2); however, the optimal robust power distribution is still unknown. It turns out that the optimum Lagrange multipliers associated to the inequality constraints in problem (8) provide the optimum normalized power distribution, i.e., , as proved below.
The problem (8) can be solved by formulating the necessary and sufficient KKT conditions (Slater's condition holds since has a nonempty interior), 5 which, according to Lemma 2, are satisfied by the worst case error along with the optimum dual variables. On the other hand, it is clear that is also the solution to the convex problem (from the second inequality in (32) ), where is the robust power distribution, and, therefore, the worst case error must satisfy the KKT conditions for the problem as well. By a simple comparison between both sets of KKT conditions, it can be seen that, for , the worst case error satisfies both sets of conditions and, hence, that is an optimal power allocation.
The Lagrangian of the problem (8) (characterizing for convenience and without loss of generality the uncertainty convex region as the intersection of a set of convex constraints of the form ) 6 is
where the equality has been used. Therefore, the KKT conditions for this problem are 
From the comparison of both sets of KKT conditions (37)- (40) and (42)- (45), it is clear that they are satisfied by the same worst case error taking and . Besides, from (40) it is concluded that the saddle value is . In other words, given a solution to (37)- (40) , a solution to (42) - (45) is automatically obtained, which means that is the worst case error for ; moreover, the pair is a saddle point of the problem and, consequently, is a robust 6 An arbitrary intersection of convex sets is also a convex set. In addition, the sublevel sets S f of a convex function f, defined as S f = fx : f(x) g, are also convex.
power allocation. Note that the transmit power constraint is fulfilled, since the optimum dual variables are required to satisfy (see (38) ) and (see (39) ).
APPENDIX B PROOF OF PROPOSITION 2
This proof is based on the proof of Proposition 1, which uses the KKT conditions, shown in Appendix A. The concave-convex function in (5) can be rewritten in terms of the matrices and , which are obtained by performing a linear transformation of the original channel estimate and error matrices using the unitary matrix of estimated eigenvectors: (46) and, therefore (47) Note that the uncertainty region defined for as can be equivalently written in terms of the transformed error as , since the multiplication by the unitary matrix does not modify the value of the norm. Besides, the norms of the columns of the transformed channel matrix are related to the estimated eigenvalues by . The original maximin problem (6) can be rewritten as a minimax problem (the order of the inner and outer optimizations can be interchanged according to Lemma 2 and as used in the proof of Proposition 1, since a saddle point of the problem exists) that can be formulated as minimize subject to (48) The elements of the diagonal can be written as . Consider now the minimization with respect to each , i.e., to each column of the matrix . The vector with norm that minimizes is . Using this result, the minimized th component of the diagonal can be written as (49) According to this, the problem (48) can be equivalently expressed as minimize subject to (50) where . It is now clear how to find the optimum solution to this problem according to the points below, taking into account that , then the worst-error is attained when , which corresponds to , and the saddle value is 0, which means that no SNR can be guaranteed for any power allocation.
2) Detection of the number of active eigenmodes: When the saddle value is different from 0, some of the inequality constraints in (50) are fulfilled with equality, whereas the value of for the other constraints is 0. This is the optimum solution, since, in case that there exists an index such that but the corresponding constraint is not fulfilled with equality (i.e., ), then the value of can be reduced by decreasing the value of and increasing , while still fulfilling . Consequently, the optimum solution is attained when is constant for the active constraints and the value of cannot be further reduced since (see Fig. 11 for an example of an optimal solution). Taking all this into account, the number of active constraints is the maximum index such that the following inequality is fulfilled:
Once this index has been calculated by a simple finite iteration, the optimum values of the coefficients for the active constraints can be expressed as a function of the constant for the last active constraint (note that for the other constraints, the optimum constants are equal to 0, i.e., , as follows:
Using this result, can be easily calculated by taking the positive solution to the following second degree equation resulting from the constraint (53) (54)
Collecting all these results, the worst case error can be finally calculated as (55)
The optimal robust power allocation can be obtained as the power such that the worst case error is a solution to , i.e., satisfies the corresponding KKT conditions. The Lagrangian associated to the problem is (56) and, therefore, one of the KKT conditions is (57) (58) which has to be satisfied at the worst case error and for the robust power allocation . From this equation, the power to be allocated to the th estimated eigenmode can be calculated as (59) where is a normalization factor such that .
By defining the constant , absorbing the factor in , and introducing the change of variable in (54), the results in Proposition 2 are directly obtained, including (28) .
