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LOWER BOUNDS FOR FRACTAL DIMENSIONS OF
SPECTRAL MEASURES OF THE PERIOD DOUBLING
SCHRO¨DINGER OPERATOR
V. R. BAZAO, T. O. CARVALHO, AND C. R. DE OLIVEIRA
Abstract. It is shown that there exits a lower bound α > 0
to the Hausdorff dimension of the spectral measures of the one-
dimensional period doubling substitution Schro¨dinger operator,
and, generically in the hull of such sequence, α is also a lower
bound to the upper packing dimension of spectral measures.
1. Main results
One-dimensional discrete Schro¨dinger operators, with potentials tak-
ing a finite number of values along (nonperiodic) almost periodic se-
quences, have a tendency to present Cantor spectra of zero Lebesgue
measure and purely singular continuous; this is the case of Sturmian po-
tentials [13], many primitive substitutions [6] as the Fibonacci one [28,
29] (which, in fact, is a particular Sturmian sequence), Thue-Morse [4],
period doubling [5, 12], palindromic sequences [19], etc., and also some
nonprimitive substitutions [15, 25]. A natural question is about fractal
properties of such spectra, with prominent roles played by Hausdorff
and packing measures on the line. Usually such fractal properties are
not easy to be proven, but nontrivial Hausdorff continuity properties
have been obtained for Sturmian potentials whose rotation numbers
are of bounded density [13] (see also [22]), and recently this property
has been found to be stable under some perturbations when a singular
continuous component is persistent [2]. Note that α-Hausdorff conti-
nuity implies α-packing continuity of a measure [16, 26, 18], but the
reverse does not hold in general.
In this work we give a contribution to such fractal properties; we
will state results in terms of the Hausdorff and packing dimensions of
spectral measures, so we recall such concepts [16, 26]. Let dimH(S) and
dimP(S) denote the Hausdorff and packing dimensions, respectively, of
1991 Mathematics Subject Classification. Primary 81Q10, 47B37 Secondary
34L40 37B10.
Key words and phrases. fractal spectrum, period doubling substitution, packing
measures.
1
2 V. R. BAZAO, T. O. CARVALHO, AND C. R. DE OLIVEIRA
the set S ⊂ R and 0 < a ≤ 1; if K indicates H or P (for Hausdorff or
packing), the upper K dimension of the finite Borel measure µ, on R,
is defined as
dim+K(µ) = inf{dimK(S) : µ(R \ S) = 0, S a Borel subset of R},
and its lower K dimension as
dim−K(µ) = sup{a : µ(S) = 0 if dimK(S) < a, S a Borel subset of R}.
If S ⊂ R, it is known [26, 18] that dimH(S) ≤ dimP(S), dim−H(µ) ≤
dim−P(µ) and dim
+
H(µ) ≤ dim+P(µ); clearly, dim−K(µ) ≤ dim+K(µ).
We shall prove lower bounds for lower Hausdorff dimension of the
spectral measures of the whole-line operator with potential built along
the period doubling substitution sequence and, generically in the hull of
this sequence, a lower bound for their upper packing dimensions. Recall
that the period doubling substitution ξ is defined on an alphabet of two
letters {a, b} as
ξ (a) = ab, ξ (b) = aa,
and with the usual extension by concatenation
ξn (a) = ξn−1 (ab) = ξn−1 (a) ξn−1 (b) ,
ξn (b) = ξn−1 (aa) = ξn−1 (a) ξn−1 (a) .
The two-sided period doubling substitution sequence ̟ is obtained as
the limit
(1.1) ̟ := lim
n→∞
ξ2n(a) · ξ2n(a) = ...abaa · abaa...
The dot indicates the zeroth position on the right, and̟ is a fixed point
of the substitution, that is, ξ(̟) = ̟. The hull of ̟ is the associated
subshift Ω̟ (the dynamics given by the shift operator) of the set of
all two-sided sequences ω such that all finite subblocks occurring in ω
also occur in ̟, and it is a complete metric space with the metric of
pointwise convergence [27].
To each sequence ω ∈ Ω̟ one associates a potential Vω, which is
obtained by thinking of a, b as two different real numbers. For instance,
V̟(b) = 1 and V̟(a) = −4.
We are interested in the Schro¨dinger operators
Hω = ∆+ Vω, ω ∈ Ω̟,
acting on l2(Z), with ∆ denoting the usual discrete Laplacian (i.e.,
(∆u)(n) = u(n + 1) + u(n − 1)). Given a nonzero φ ∈ l2(Z), denote
the spectral measure of the pair (Hω, φ) by µ
ω
φ. From the spectral
viewpoint, it is known [12] that Hω is purely singular continuous for
all ω ∈ Ω̟, and our main results are the following.
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Theorem 1.1. There exists an α ∈ (0, 1] so that, for all nonzero φ ∈
l2(Z):
(i) dim−P(µ
̟
φ ) ≥ dim−H(µ̟φ ) ≥ α;
(ii) there is a generic (i.e., dense Gδ) set G ⊂ Ω̟, with ̟ ∈ G, so
that dim+P(µ
ω
φ) ≥ α, for all ω ∈ G.
For one-dimensional Schro¨dinger operators with singular continuous
spectrum, this adds to a small list of results on α-continuity outside
the scope of (quasi) Sturmian [13, 14] and sparse potentials [22, 31,
30, 9, 11, 7]; see also [23, 3] (note that most of these results were ob-
tained around 20 years ago). We underline that we also know explicitly
elements of the generic set G.
It is well known that Theorem 1.1 has some dynamical consequences,
which we now recall. Let δj be the vector that δj(n) takes 1 at n = j
and zero otherwise (an element of the canonical basis of l2(Z)). Given
a self-adjoint operator T on l2(Z), for p > 0, let
〈XpT 〉(t) :=
2
t
∫ ∞
0
∑
n
|n|pe−2s/t |〈e−isT δ0, δn〉|2 ds
denote the average moment of order p associated with the initial state δ0
at time t > 0; the lower and upper dynamical exponents β−T (p) and
β+T (p) are defined, respectively, as
(1.2) β−T (p) := lim inft→∞
ln〈XpT 〉(t)
p ln t
, β+T (p) := lim sup
t→∞
ln〈XpT 〉(t)
p ln t
,
and they quantify the transport on the lattice Z. For the spectral
measure µT of (T, δ0), one has [17, 24, 1], for all p > 0,
β−T (p) ≥ dim+H(µT )
and [18]
β+T (p) ≥ dim+P(µT ).
It then follows, by Theorem 1.1 and the above remarks:
Theorem 1.2. Let α and G be as in Theorem 1.1. Then, for all p > 0:
(i) β−H̟(p) ≥ α;
(ii) β+Hω(p) ≥ α for all ω ∈ G.
In Section 2 the proof of our spectral results are presented; it is based
on an auxiliary proposition. Section 3 is devoted to the proof of such
proposition, which is the main technical contribution of this work.
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2. Proof of Theorem 1.1
Denote by σω the spectrum of the self-adjoint operator Hω. If u
is a solution to the eigenvalue equation (note the fixed choice of the
potential ̟)
(2.1) (H̟ − E)u = 0
with normalized initial conditions (NIC), i.e., |u(0)|2 + |u(1)|2 = 1,
denote by ‖u‖L the truncated norm at 0 < L ∈ R ([L] is the integral
part of L), that is,
‖u‖L :=

 [L]∑
n=1
|u(n)|2 + (L− [L])|u([L] + 1)|2


1
2
.
Proposition 2.1. There exist numbers 0 < γ1 ≤ γ2 so that, for
each E ∈ σ̟ and all L > 0 sufficiently large, all solutions u to (2.1)
with NIC satisfy
(2.2)
1√
2
Lγ1 ≤ ‖u‖L ≤ Lγ2 .
The proof of Proposition 2.1 is the subject of Section 3.
By invoking Theorem 1 in [13], Proposition 2.1 directly implies that
the operator H̟ has purely α-Hausdorff continuous spectrum with
0 < α =
2γ1
γ1 + γ2
≤ 1,
that is, for any φ ∈ l2(Z), the spectral measure µ̟φ does not give weight
to sets of zero α-Hausdorff measure hα. Hence, if dimH(S) < α, then
hα(S) = 0 and so µ̟φ (S) = 0, which implies that dim
−
H(µ
̟
φ ) ≥ α. This
concludes Theorem 1.1(i).
Lemma 2.2. For each a ∈ (0, 1] and φ ∈ l2(Z), the set
CφauPd :=
{
ω ∈ Ω̟ : dim+P(µωφ) ≥ a
}
is a Gδ set in Ω̟.
Proof. This is a direct consequence of results in [8] for more general
(regular) metric spaces of self-adjoint operators. Theorem 4.2 in [8]
shows the result for a = 1, but its proof also applies (a simplification,
in fact) for 0 < a < 1. 
By Theorem 1.1(i), for each nonzero vector φ one has dim+P(µ
̟
φ ) ≥
dim−H(µ
̟
φ ) ≥ α. Since the period doubling sequence is a primitive
substitution, the translates (through the shift operator) of ̟ form a
dense set in Ω̟ [27], but each translate has the same spectral properties
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as H̟; thus, C
φ
αuPd is dense in Ω̟. By Lemma 2.2, C
φ
αuPd is also a Gδ
set. This completes the proof of Theorem 1.1.
Remark 2.3. To the best knowledge of the present authors, there
exists no proof that any of the sets {ω ∈ Ω̟ : dim±H(µωφ) ≥ a} is a Gδ
set; so the restriction of Theorem 1.1(i) to H̟ (and, if one likes, with
the inclusion of the translates of ̟, of course).
3. Proof of Proposition 2.1
We begin with some remarks about the period doubling substitu-
tion and corresponding transfer matrices. If u is a solution to (2.1),
introduce the column vectors
U(m + 1) =
(
u(m+ 1)
u(m)
)
,
so that
U(m+ 1) = M(E, V̟(0) . . . V̟(m− 1))U(1),
where M(m) := M(E, V̟(0) . . . V̟(m − 1)) is the transfer matrix in
this context. Observe that 1
2
‖U‖2L ≤ ‖u‖2L ≤ ‖U‖2L.
Denote an = ξ
n (a) and bn = ξ
n (b), so that
(3.1) an = an−1bn−1 and bn = an−1an−1,
and both an and bn have length 2
n.
For fixed E and all n ≥ 0, write
(3.2) Mn =ME(an) =M(E, V̟(0) . . . V̟(2
n − 1)),
in particular
M0 =
[
E − V (a) −1
1 0
]
.
If m =
∑k
i=1 2
ni, then
M(m) =
k∏
i=0
Mnk−i .
Now we recall well-known properties of this substitution. Let xn =
xn(E) := tr (ME (an)) and yn = yn(E) := tr(ME(bn)).
Lemma 3.1. For each positive integer n, the words an and bn spell the
same, except for the rightmost letter.
For each positive integer n, the sequence ̟ may be uniquely de-
composed in blocks an and bn, and such decomposition is called the
n-partition of ̟.
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Lemma 3.2. In the n-partition of ̟, the bn-blocks are isolated and
between consecutive occurrences of bn-blocks there occur either one or
three an-blocks.
The following recent result will be crucial to conclude Proposition 2.1.
Theorem 3.3 (Theorem 1.1 in [10]). There exists C ≥ 2 such that,
for each E ∈ σ̟,
lim sup
n→∞
|xn(E)| ≤ C .
3.1. Lower bound. We first derive the lower bound 1/
√
2Lγ1 ≤ ‖u‖L
for E ∈ σ̟ and any solution to (2.1) with NIC (and large L > 0). The
actual value of the constant C may vary from one equation to another.
Lemma 3.4. Suppose that there are C > 0 and a subsequence nk →∞
so that
(3.3)
{
V (m) = V (m+ nk), 1 ≤ m ≤ nk∣∣tr[ME(Vω(j) . . . Vω(j + nk − 1))]∣∣ ≤ C
Then, for E ∈ σ̟ and for any 1 ≤ l ≤ nk, every solution u to (2.1)
satisfies
‖U‖l+2nk ≥ D‖U‖l
with D =
(
1 + 1
4C2
) 1
2 and C as in Theorem 3.3.
Proof. Pick j ∈ {1, . . . , l}. By definition,
U(j + nk) =ME(Vω(j) . . . Vω(j + nk − 1))U(j),
U(j + 2nk) = ME(Vω(j) . . . Vω(j + 2nk − 1))U(j).
For m = j + nk, since V (m) = V (m+ nk), it follows that
U(j + 2nk) = [ME(Vω(j) . . . Vω(j + nk − 1))]2 U(j).
Now, by Cayley-Hamilton Theorem,
U(j + 2nk)− tr[ME(Vω(j) . . . Vω(j + nk − 1))]U(j + nk) + U(j) = 0.
This, together with the hypothesis∣∣tr[ME(Vω(j) . . . Vω(j + nk − 1))]∣∣ ≤ C ,
implies
2C max{‖U(j + nk)‖, ‖U(j + 2nk)‖} ≥ ‖U(j + 2nk)‖+ C‖U(j + nk)‖
≥ ‖U(j)‖
for all 1 ≤ j ≤ l. Then,
‖U(j + nk)‖2 + ‖U(j + 2nk)‖2 ≥ (max{‖U(j + nk)‖, ‖U(j + 2nk)‖})2
≥ 1
4C2
‖U(j)‖2
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for all 1 ≤ j ≤ l. Hence,
‖U‖2l+2nk =
l+2nk∑
i=1
‖U(i)‖2
=
l∑
i=1
‖U(i)‖2 +
l+2nk∑
i=l+1
‖U(i)‖2
≥
l∑
i=1
‖U(i)‖2 +
l∑
i=1
(‖U(i+ nk)‖2 + ‖U(i+ 2nk)‖2)
≥
l∑
i=1
‖U(i)‖2 + 1
4C2
l∑
i=1
‖U(i)‖2
=
(
1 +
1
4C2
)
‖U‖2l .
Therefore,
‖U‖l+2nk ≥ D‖U‖l,
with D =
(
1 + 1
4C2
) 1
2 . 
Lemma 3.5. Let E ∈ σ̟ and u a solution to (2.1) with NIC. Then,
for all n ≥ 1,
‖U‖2n+2 ≥ D‖U‖2n−1 ,
with D =
(
1 + 1
4C2
) 1
2 .
Proof. We will apply Lemma 3.4 to show that
‖U‖2n+2 ≥ D‖U‖2n−1 ,
for all E ∈ σ̟ and NIC solution u. Fix n ≥ 1 and consider the n-
partition of V̟.
By Theorem 3.3, |xn| := |tr(ME(an))| ≤ C, with C > 1. Consid-
ering the structure built of potential as in (1.1) with the repetition of
sequence in blocks, using the Lemma 3.1 and Lemma 3.2, we have to ex-
hibit squares in the potential. Thus, the hypothesis (3.3) in Lemma 3.4
is satisfied for nk = 2
n and l = 2n − 1. Consequently,
‖U‖2n+2 ≥ ‖U‖2∗2n+2n−1 ≥ D‖U‖2n−1 ≥ D‖U‖2n−1 ,
with D =
(
1 + 1
4C2
) 1
2 . 
By Lemma 3.5 (replace n + 2 with 3n), we get
‖U‖23n ≥ D‖U‖23n−3 ≥ . . . ≥ Dn,
8 V. R. BAZAO, T. O. CARVALHO, AND C. R. DE OLIVEIRA
and so, by picking 0 < γ ≤ log2D
3
,
‖U‖23n
(23n)γ
≥
(
D
23γ
)n
≥ 1.
Therefore,
(3.4) ‖u‖Ln ≥ C1Lγn,
with the choices Ln = 2
3n and C1 = 1/
√
2 (independent of E).
Corollary 3.6. Let E ∈ σ̟ and u be a solution to (2.1) with NIC.
Then, for γ1 = γ/2 and C1 = 1/
√
2, one has
(3.5) ‖u‖L ≥ C1Lγ1
for L > 0 sufficiently large.
Proof. For all n > 3 we have 4n > 3(n + 1). Given L > 0, pick n so
that 23n ≤ L < 23(n+1), and by taking (3.4) into account,
1
C1
‖u‖L ≥ 1
C1
‖u‖23n ≥ 23nγ ≥ 22nγ = 24n
γ
2 > 23(n+1)
γ
2 > L
γ
2 ,
and (3.5) follows. 
3.2. Upper bound. Now, for each E ∈ σ̟, we derive the upper bound
(3.6) ‖u‖L ≤ Lγ2 ,
for any solution to (2.1) with NIC. We will adapt techniques from [20,
21] along with Theorem 3.3. There will be no restriction to values of L,
so that we may be able to simultaneously apply both lower and upper
bounds with the sequence Ln found in Subsection 3.1.
Recall that, by (3.2), for n ∈ N, Mn+1 = ME(an+1) = ME(anbn) =
M2n−1Mn, so that
Mn+1 =M
2
n−1Mn = xn−1Mn−1Mn −Mn
and, by Cayley-Hamilton Theorem,
MnMn+1 = xn+1Mn −MnM−1n+1 = xn+1Mn −Mn(M2n−1Mn)−1
= xn+1Mn + I − xn−1M−1n−1 = xn+1Mn + I − xn−1(xn−1I −Mn−1)
= (1− x2n−1)I + xn+1Mn + xn−1Mn−1.
From these recursive relations, it is natural to introduce a family of
4×4 matrices whose norms will serve to estimate upper bounds for the
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solutions to (2.1). For n ∈ N, let Bn be the 4× 4 matrix such that

I
Mn+1
Mn
MnMn+1

 = Bn


I
Mn
Mn−1
Mn−1Mn

 .
Explicitly
Bn =


1 0 0 0
0 −1 0 xn−1
0 1 0 0
1− x2n−1 xn+1 xn−1 0

 ,
and detBn = x
2
n−1.
For n, k ≥ 0, put
D(n, 0) = I and D(n, k + 1) = Bn+k+1D(n, k).
We have the following product formula, for every n ≥ 0 and k ∈ N,
D(n, k) = Bn+kBn+k−1 · · ·Bn+1 =
1∏
i=k
B(n+ i) ,
with the (further) convention that D(0, 0), being an empty product,
equals the 4× 4 identity matrix I.
Denoting Zn = Mn−1Mn, it follows by the definitions ofBn andD(n, k)
that 

I
Mn+k+1
Mn+k
Zn+k+1

 = D(n, k)


I
Mn+1
Mn
Zn+1

 .
Let D(n, k)ij denote the element in ith row and jth column of D(n, k),
with i, j ∈ {1, 2, 3, 4}; we gather some basic relations in Lemma 3.7.
Lemma 3.7. For each n ≥ 0, k ≥ 0, k + n ∈ N,
D(n, k + 1)1j = δ1j
D(n, k + 1)2j = −1D(n, k)2j + xn+kD(n, k)4j
D(n, k + 1)3j = D(n, k)2j
D(n, k + 1)4j = (1− x2n+k)δ1j + xn+k+2D(n, k)2j + xn+kD(n, k)3j .
Lemma 3.8. If E ∈ σ̟, then for all n ≥ 0 and k ∈ N,
|D(n, k)ij| ≤ Kk, i, j ∈ {1, 2, 3, 4} ,
for some constant K > 1.
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Proof. IfE ∈ σ̟, by Theorem 3.3, there is n0 such that 1 < supn≥n0 |xn| ≤
C < ∞, for some C > 2. Set K := C2 + 2C + 1. By Lemma 3.7, it is
sufficient to prove that
|D(n, k)2j| ≤ Kk and |D(n, k)4j| ≤ Kk ,
which we do by induction on k. For k = 1, D(n, 1) = Bn+1, and so
|D(n, 1)2j| ≤ |xn|+ 1 ≤ C + 1 ≤ K ,
|D(n, 1)4j| ≤ |xn|2 + 1 + |xn+2|+ |xn| ≤ C2 + 2C + 1 = K .
The induction step reads
|D(n, k + 1)2j | ≤ |D(n, k)2j|+ |xn+k||D(n, k)4j| ≤ (C + 1)Kk ≤ Kk+1 ,
|D(n, k + 1)4j | ≤ |xn+k|2 + 1 + |xn+k+2||D(n, k)2j|+ |xn+k||D(n, k − 1)2j |
≤ (C2 + 2C + 1)Kk ≤ Kk+1,
and the proof is complete. 
Lemma 3.9. If E ∈ σ̟ then, for each n ≥ 0,
max {‖Mn+1‖, ‖Zn+1‖} ≤ Jn+1 ,
where J = max {4, K, 4‖M0‖, 4‖M1‖, 4‖Z1‖}.
Proof. Note that, for each n ≥ 0,

I
Mn+1
Mn
Zn+1

 = D(0, n)


I
M1
M0
Z1

 .
For J as in the statement of the lemma,
‖Mn+1‖ = ‖D(0, n)21I +D(0, n)22M1 +D(0, n)23M0 +D(0, n)24Z1‖
≤
4∑
j=1
|D(0, n)2j|max {1, ‖M0‖, ‖M1‖, ‖Z1‖}
≤ Kn4max {1, ‖M0‖, ‖M1‖, ‖Z1‖} ≤ Jn+1.
Similarly,
‖Zn+1‖ ≤
4∑
j=1
|D(0, n)4j|max {1, ‖M0‖, ‖M1‖, ‖Z1‖}
≤ Kn4max {1, ‖M0‖, ‖M1‖, ‖Z1‖} ≤ Jn+1.

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Lemma 3.9 gives the expected estimates for Mn; recall that for this
operator, with potential built along the period doubling substitution
sequence, we can write any transfer matrix as products of these matri-
ces, i.e., M(m) =
∏k
i=0Mnk−i .
Lemma 3.10. If E ∈ σ̟, then for n ≥ 0 and k ∈ N,
max {‖MnMn+k‖, ‖MnZn+k‖} ≤ Sn+k ,
with S = J(4 + 2C).
Proof. We have
‖MnMn+k‖ =
= ‖Mn (D(n, k − 1)21I +D(n, k − 1)22Mn+1 +D(n, k − 1)23Mn +D(n, k − 1)24Zn+1) ‖
= ‖D(n, k − 1)21Mn +D(n, k − 1)22Zn+1+
+D(n, k − 1)23(xnMn − I) +D(n, k − 1)24(xnZn+1 −Mn+1)‖
≤ Kk−1(Jn + Jn+1 + CJn + 1 + CJn+1 + Jn+1)
≤ Kk−1Jn+1(4 + 2C) = Kk−1(J(4 + 2C))n+1 4 + 2C
(4 + 2C)n+1
≤ Kk−1Sn+1 ≤ Sk+n,
where S = J(4 + 2C).
Analogously,
‖MnZn+k‖ =
= ‖Mn (D(n, k − 1)41I +D(n, k − 1)42Mn+1 +D(n, k − 1)43Mn +D(n, k − 1)44Zn+1) ‖
= ‖D(n, k − 1)41Mn +D(n, k − 1)42Zn+1+
+D(n, k − 1)43(xnMn − I) +D(n, k − 1)44(xnZn+1 −Mn+1)‖
≤ Kk−1(Jn + Jn+1 + CJn + 1 + CJn+1 + Jn+1)
≤ Kk−1Jn+1(4 + 2C) ≤ Sk+n.

Lemma 3.11. Let E ∈ σ̟ and k ≥ 2. Then, for any finite set of
positive integers n1 < n2 < · · · < nk, we have
‖Mn1 . . .Mnk‖ ≤ Snk+k−2.
Proof. Note that
‖Mn1Mn2‖ = ‖Mn1Mn1+(n2−n1)‖ ≤ Sn2
and
‖Mn1Zn2‖ = ‖Mn1Zn1+(n2−n1)‖ ≤ Sn2 .
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In this proof, we write Dij = D(nk, nk+1 − nk − 1)ij, for k ≥ 2. One
has
‖Mn1Mn2Mn3‖ = ‖Mn1Mn2 (D21I +D22Mn2+1 +D23Mn2 +D24Zn2+1) ‖
= ‖ −D23Mn1 −D24Mn1Mn2+1 + (D21 + xn2D23)Mn1Mn2 +
+ (D22 + xn2D24)Mn1Zn2+1‖
≤ (4 + 2C)Kn3−n2−1max {‖Mn1‖, ‖Mn1Mn2+1‖, ‖Mn1Mn2‖, ‖Mn1Zn2+1‖}
≤ SSn3−n2−1Sn2+1 = Sn3+1.
Similarly,
‖Mn1Mn2Zn3‖ = ‖Mn1Mn2 (D41I +D42Mn2+1 +D43Mn2 +D44Zn2+1) ‖
≤ (4 + 2C)Kn3−n2−1
× max {‖Mn1‖, ‖Mn1Mn2+1‖, ‖Mn1Mn2‖, ‖Mn1Zn2+1‖}
≤ SSn3−n2−1Sn2+1 = Sn3+1.
By supposing that ‖Mn1 . . .Mnk‖ ≤ Snk+k−2 and ‖Mn1 . . . Znk‖ ≤
Snk+k−2, the inductive step reads
‖Mn1 . . .Mnk+1‖ = ‖Mn1 . . .Mnk (D21I +D22Mnk+1 +D23Mnk +D24Znk+1) ‖
= ‖ −D23Mn1 . . .Mnk−1 −D24Mn1 . . .Mnk−1Mnk+1 + (D21 +
+ xnkD23)Mn1 . . .Mnk + (D22 + xnkD24)Mn1 . . .Mnk−1Znk+1‖
≤ (4 + 2C)Knk+1−nk−1Snk+1+k−2
≤ SSnk+1−nk−1Snk+k−1 = Snk+1+(k+1)−2.

To finish the proof of the upper bound (3.6), given a natural num-
ber m, write it in basis 2: m =
∑k
i=0 2
ni. It follows that 2nk ≤ m, that
is, nk ≤ log2m. Therefore
‖M(m)‖ = ‖Mn1 . . .Mnk‖ ≤ Snk+k−2 ≤ S2nk ≤ S2 log2m = mκ,
where κ = 2 log2 S.
For any solution u to (2.1) with NIC, one has,
|u(m)| ≤ ‖M(m)‖max {|u(1)|, |u(0)|} ≤ mκ,
since max {|u(1)|, |u(0)|} ≤ 1.
Put γ2 =
2κ+1
2
, so that ‖u‖L ≤ Lγ2 . This, combined with (3.5),
completes the proof of Proposition 2.1.
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