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Abstract 
Topics in Interpolation and Smoothing of Spatial Data, by Lindsay McNeill. 
Thesis presented for the degree of Doctor of Philosophy in Statistical Sciences, 
University of Cape Town, June 1994. 
This thesis addresses a number of special topics in spatial interpolation and smoothing. 
The motivation for the thesis comes from two projects, one being to extend the availability 
of a daily rainfall model for southern Africa to sites at which little or no rainfall data is 
available, using data from nearby sites, and the other arising from a need to improve the 
species abundance estimates used to produce maps for the Southern African Bird Atlas 
Project in areas where the original presence/absence data is sparse. 
Although problems of spatial interpolation and smoothing have been the subject of 
much research in recent years, leading to the development of the specialised discipline of 
geostatistics, these two problems have features which render the available methodology 
inappropriate in certain respects. 
The semi-variogram plays a central role in geostatistical work. In both of the appli-
cations considered here, the raw semi-variogram is 'contaminated' by error, but the error 
variance varies widely between data points, so that the spatial autocorrelation structure of 
the underlying error-free variable is blurred. An adjusted semi-variogram, which removes 
the effect of the measurement error, is defined and incorporated into the kriging equations. 
A number of measures have been proposed for kriging in the presence of trend, ranging 
from explicit modelling of a deterministic trend function to 'moving window' kriging, which 
assumes local stationarity as an approximation. The former approach is often inappropri-
ate over large non-homogenous regions, while the latter approach tends to underestimate 
the kriging variance. As an alternative strategy it is proposed here that the trend function 
be considered as another random variable, with a long-range spatial autocorrelation. This 
approach is simple to implement, and can also be used as a basis for filtering the data to 
separate trend from local or high-frequency variation. 
The daily rainfall model is based on a Fourier series representation giving rise to 
amplitude and phase parameters; the latter are circular in nature, and not amenable to 
analysis by standard techniques. This thesis describes a method of interpolation and 
smoothing, analogous to kriging, which is appropriate for unit vector data available at a 
number of spatial locations. 
The cumulated values of species counts in the SABAP are essentially binomially dis-
tributed and thus again specialised techniques are required for interpolation. New geosta-
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tistical methods which cater for both binomial and Poisson data are presented. 
Another problem arises from the need to improve interpolated values of the rain-
fall model parameters by incorporating information on altitude. Although a number of 
approaches are possible, for example, using co-kriging or kriging with external drift, diffi-
culties are caused by the complexity of the relationship between the rainfall at a point and 
the surrounding topography. This problem is overcome by the use of orthogonal functions 
of altitude to model the patterns of topography. 
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Mapping of environmental data has become increasingly important in recent 
years in application areas as diverse as mining exploration, meteorology and 
epidemiology. In some cases only small data sets are available, in others, 
particularly where satellite imagery is used, the data sets may be very large; 
in either case there is inevitably a demand to make maximum use of the 
available data to provide detailed and comprehensive coverage of the region 
of interest. 
Features which are common to many problems involving spatial data in-
clude irregular spacing of data points and auto-correlation of neighbouring 
values. Several techniques have been developed in recent years to handle the 
estimation and smoothing of spatial variables with such characteristics, krig-
ing and smoothing splines being perhaps the most notable of these. Although 
these tools are flexible and powerful, many applications have special features 
which pose new challenges, and this thesis addresses two such applications. 
The first of the problems is to extend the estimation of the parameters 
of a daily rainfall model, originally developed by Zucchini and Adamson 
(1984a), to sites in southern Africa where insufficient or no rainfall data 
are available, so that the model parameters must be estimated using values 
from nearby sites. Once calibrated, the model can be used to generate long 
1 
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artificial rainfall sequences (typically 1000-2000 years) which preserve all the 
statistical properties of daily rainfall; not merely the means and variances, 
but also the frequency of occurrence of any sequence of values. By averaging 
over such a generated sequence one can estimate derived statistics relating 
to any specific characteristic of daily rainfall, for example, the probability 
of receiving a minimum of x mm of rain during a specified period, or the 
percentage of annual rainfall attributable to storms. In addition, the artificial 
rainfall sequences may be used as input to other models such as crop yield, 
soil moisture or rainfall-runoff models. 
In order to be of general use, the model must somehow be calibrated 
throughout the country; however, to estimate the model parameters directly 
from the historical rainfall record at a given site Zucchini and Adamson 
( l 984a) found that a minimum of 30 years of daily rainfall data was needed. 
In some parts of southern Africa locations with the required amount of data 
are few and far between, as can be seen from Figure 1.1. A research project, 
funded by the Water Research Commission, was therefore undertaken to es-
timate the model parameters on a grid of 1 minute of a degree of latitude and 
longitude throughout the region by using spatial interpolation. Apart from 
allowing the use of the model at some half a million individual grid points, 
such an extension also allows the production of maps of derived parameters 
such as that given in Figure 1.2. 
One special feature of this problem, from a point of view of the selection 
of an appropriate interpolation method, is that the model parameters at the 
available stations are not known accurately, hut are estimated from the daily 
rainfall data, and the accuracy of the resultant parameters is thus largely 
dependent on the length of the rainfall record, which in turn varies markedly 
between stations. Thus what is really required here is in fact not a method 
of interpolation but a method of smoothing which can take into account the 
varying accuracy of the data points. This problem is addressed in Chapter 6. 
Introduction 3 
Figure I. I: Rainfall stations used by Zucchini and Adamson. 
The daily rainfall model, which is described in detail in Chapter 2, makes 
use of a truncated Fourier series representation, so that the resultant param-
eters to be estimated consist of both amplitude and phase parameters. The 
phase parameters of the model are circular in nature, and standard tech-
niques for spatial interpolation cannot be applied to such data. Chapter 
8 presents a new technique for the interpolation and smoothing of circular 
data. 
Topography plays an important part m the local variat~on m rainfall, 
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Figure 1.2: Mean annual percentage of rainfall attributable to storms. 
and thus estimation of the parameters of the daily rainfall model should 
be improved by the incorporation of topographic information. The exact 
relationship between rain and topography is complex and localised, and pre-
vious attempts to study the relationship have been limited to very small 
areas. Chapter 7 considers approaches to this problem and attempts to find 
a methodology which can realistically be applied on a large scale. 
The second problem which is considered in this thesis is that of producing 
smoothed maps of the spatial distribution of individual bird species for the 
Southern African Bird Atlas Project. This major atlassing project (Harrison, 
1987 and 1992) has involved some 7500 data collectors, mainly volunteers, 
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over a five-year data collection period ending in 1992; and during this period 
over seven million individual sightings have been entered into the databank. 
The major aim of the project is to produce detailed distribution maps for 
each of the 900 or so species of birds occurring in southern Africa, with 
additional information on factors such as seasonal variation of distribution 
and breeding periods. Apart from its value to ornithologists, the resulting 
atlas will provide a basis for monitoring long-term changes in abundance, 
for the planning of conservation strategies based on species richness and 
diversity, and for the study of the relationship of avian distribution patterns 
with other environmental variables such as rainfall and human land use. 
The data for the project are in the form of presence/absence records for 
individual species in each month and each quarter degree grid square, so that 
the resulting cumulated abundance measure for each species is in the form of a 
reporting rate which may reasonably be modelled by a binomial distribution. 
One result of the use of volunteers for data collection is that most of the data 
are concentrated around urban areas, so that, as with the daily rainfall model 
discussed above, the data are clustered in certain areas and very sparse in 
others. Thus the underlying parameters of the binomial model are accurately 
estimated in some grid squares and very poorly estimated in others, so that 
there is a need to improve these estimates by some form of spatial smoothing 
which is adapted to the binomial nature of the data. Chapter 9 of this thesis 
presents extensions to standard kriging techniques to cater for binomial and 
Poisson data. 
There is a considerable degree of overlap, from a statistical point of view, 
in the two problems described above. Both deal with irregularly spaced 
auto-correlated spatial data subject to measurement error, the variance of 
which varies widely from point to point. Thus after describing the daily 
rainfall model and the Southern African Bird Atlas Project in some detail 
in Chapters 2 and 3 respectively, those aspects which are common to both 
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problems are considered, deferring special features of the individual problems 
to later chapters. In Chapter 4 methods of interpolation and smoothing for 
spatial data are reviewed and the advantages and disadvantages of each are 
discussed briefly. The special requirements of the two projects described 
above are discussed, and reasons are given as to why a geostatistical approach 
was selected for their solution. 
An overview of the geostatistical technique of kriging, as used for spatial 
interpolation, is given in Chapter 5, together with a discussion of the meth-
ods of co-kriging and kriging with external drift. There is no difficulty in 
principle in extending kriging to the case where the data contain measure-
ment error, although in practice there are very few published examples of 
kriging used for smoothing. In Chapter 6 the appropriate kriging equations 
for this situation are given and methods of estimation of the relevant compo-
nents of the spatial covariance or semi-variogram are discussed, with specific 
reference to the case where the error variance is not constant across the data 
locations. An alternative approach to the problem of kriging in the presence 
of large-scale fluctuations is proposed. This approach is simpler to imple-
ment than other methods presently in use for modelling long-range trend. It 
is also demonstrated that kriging can provide an appropriate technique for 
non-parametric trend estimation for irregularly-spaced data with autocorre-
lated residuals. These ideas are illustrated on the amplitude parameters of 
the daily rainfall model. 
The incorporation of topographical data into the estimation of the param-
eters of the daily rainfall model is considered in Chapter 7. Although either 
the method of co-kriging or kriging with external drift should in theory be 
appropriate for this task, difficulties arise due to the complex nature of the 
relationship between topography and rainfall, which shows significant direc-
tional and regional affects. Computational difficulties are also encountered 
as a result of the number of altitude values needed to describe the relevant 
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patterns of topography in sufficient detail. These problems are overcome by 
the use of orthogonal functions of altitude to summarise the topographical 
patterns in the neighbourhood of any given point. 
Chapter 8 addresses the problem of estimation of the phase parameters 
of the daily rainfall model, which are circular in nature. Existing methods 
of interpolation and smoothing for such data are reviewed, and it is shown 
that none of the existing methods is entirely suitable for our purpose. An 
extension of the kriging methodology is therefore derived to cater for such 
data and is shown by means of a test data set to be more effective than a 
simple distance-weighted average method for this data set. 
Chapter 9 considers the extension of the semi-variogram and kriging equa-
tions to binomial and Poisson data, and illustrates the use of this methodol-
ogy for the smoothing of the bird atlas reporting rates. 
Although the techniques described in Chapters 8 and 9 for smoothing 
circular, binomial and Poisson data are introduced here in the specific con-
texts of the daily rainfall model and the Southern African Bird Atlas Project, 
they a.re clearly of wider applicability, and further applications a.re discussed 
briefly in Chapter 10. 
Chapter 2 
The Daily Rainfall Model 
Zucchini and Adamson (1984a) fitted a model of daily rainfall to some 2550 
sites throughout South Africa, Lesotho and Swaziland. Briefly, the model 
provides conditional probabilities of rain (conditioned on the previous day's 
rain) for each day of the year, together with the mean and variance of rainfall 
amounts on wet days, again for each day of the year. Such a model is 
particularly versatile in that it allows one to generate very long sequences of 
simulated daily rainfall amounts, which in turn enables one to calculate any 
statistics of interest for daily, weekly, monthly or annual time periods. The 
probabilities of relatively complex events are easily calculated, for example, 
the probability that, between 15 October and 31 December, there will be at 
least 200 mm of rain, and that there will be no 10-day run having less than 
5 mm. Derived values which can be defined in terms of daily rainfall, such 
as indices of probability of drought, can also be generated. The model thus 
provides a research tool which has found wide usage among water resource 
planners, agriculturalists and other research workers. Several examples of 
the use of the model are given in Zucchini, Adamson and McNeill (1991 a.nd 
1992). 
8 
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2.1 Description of the Model 
In the Zucchini and Adamson model the process of daily rainfall is described 
by means of two main components; the first component describes the occur-
rence of wet and dry days and the second component describes the distribu-
tion of rainfall amounts on wet days. Such a model has been used by other 
researchers in other parts of the world, for example, Gabriel and Neumann 
(1962). Woolhiser (1992) gives a recent review. 
It is known that the probability of rainfall on a particular day varies with 
the season in a smooth fashion, and, in addition, wet days tend to occur 
in clusters owing to the movement of weather-generating systems (Caskey, 
1963; Woolhiser and Pegram, 1979). Thus the occurrence of rain can be 
modelled using a seasonal Markov chain, and Zucchini and Adamson found 
that a first-order Markov chain, that is a process with a memory of one day, 
provided a good fit to data at sites throughout southern Africa. The first 
step in fitting the model at a given site is therefore to use all the available 
daily rainfall records to estimate, for each day of the year, t, the probability 
of a wet day on day t, given that day t - 1 was wet, and the probability 
of a wet day on day t, given that day t - 1 was dry; these are denoted 
as 1rw1w(t) and 1rWtD(t) respectively. The maximum likelihood estimates of 
these probabilities are simply the relevant (conditional) frequencies. Thus, 
for example, 
*wiw(t) = Nw1w(t)/Nw(t - 1) t=l,2, ..... 365 
where 
?rwiw(t) = probability that day t is wet, given day t - 1 is wet 
Nw1w(t) =number of years when it rained on day t - 1 and day t 
Nw(t - 1) = number of years when it rained on day t - 1 
Unless a very long historical record is available, of hundreds, perhaps 
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thousands, of years, these estimators provide very poor estimates of the 
required probabilities. The estimates of 1rw1w are particularly difficult to 
estimate accurately in a relatively dry climate like South Africa's since the 
denominator in the equation above will generally be very much smaller than 
the number of years of data. Thus the sampling variance is large and the sea-
sonal cycle of probabilities, although fairly marked at most sites (Figure 2.1 ), 
is far from smooth, whereas it is reasonable to assume that the actual prob-
abilities for any two consecutive days should be very similar. Furthermore, 
probability estimates of zero can occur for certain days in the year, which 
makes no physical sense. Finally, since 1rw1w(t) and 7rw1v(t) need to be es-
timated for each value of t, a model based on these empirical probabilities 
would require 2 x 365 = 730 parameters at each rainfall station. Parsi-
mony and the required smooth estimates of the transition probabilities were 
achieved by using a truncated Fourier series representation for the logits of 
the daily probability estimates. The logit transformation was used in order 
to a.void the possibility of the model predicting probabilities outside the per-
missible (0, l] range. The number of parameters required in the Fourier series 
approximation was determined to be five, using model selection criteria of 
Linhart and Zucchini (1986). Thus we have 
2 
~w1w(t) = ao + L aicos(21ri(t - 1 - /Ji)/365) (2.1) 
i=l 
where 
~wiw(t) = ln(1rw1w(t)/(l -1rw1w(t)) t = 1, 2, .... 365 
and a similar Fourier series approximation holds for ~w1v(t), the logit of the 
probability of a wet day following a dry day. Thus each of the 365 daily 
probabilities is replaced by the three amplitude parameters a0 , a., a 2 , and 
the two phase para.meters /31, /32• 
The Daily Rainfall Model 11 
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Figure 2.1: Empirical probabilities and Fourier series model for ?rwiv(t) at 
Stellenbosch. 
The distribution of rainfall depths on rainy days also exhibits a distinct 
seasonal variation: both the average depth and the variance of the depth 
vary with the time of year. However the coefficient of variation was found by 
Zucchini and Adamson to be approximately constant over the year at any 
site. They therefore used a truncated Fourier series, also with two harmonics 
(five parameters), to approximate the seasonal variation in mean rainfall 
depths, and this, together with the constant coefficient of variation of the 
depths, allows one to fit any two-parameter family of univariate distributions 
to the rainfall depths at any site, with a mean and standard deviation which 
change in a smooth way throughout the year. The Weibull distribution was 
found to be the best choice for a sample of locations which were selected to be 
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representative of the full range of rainfall regimes in southern Africa, although 
the flexibility of the model allows the user to fit different distributions, for 
example the log-normal or gamma, at different sites, or at different times of 
year at one site where this may be appropriate. 
Thus the model for rainfall depths on wet days is given by 
2 
µ(t) = ao + L aicos(211'i(t - 1 - /Ji)/365) 
i=l 
CV(t) =CV t = 1, 2, .... 365 
where 
µ(t) = mean depth on day t, given that day twas wet 
CV(t) = coefficient of variation of depth. 
(2.2) 
There are thus a total of sixteen model parameters for each site: three 
amplitudes and two phases for the seasonal mean depth and for the logits 
of each of the two probabilities, "'w1w(t) and 1f'Wjv(t), plus the coefficient 
of variation of the depths. ~ethods and explicit algorithms for estimating 
the parameters, together with the estimates for 2550 rainfall stations across 
southern Africa, are given in Zucchini and Adamson (1984a and 1984b). 
Table 2.1 lists the parameters, together with a mnemonic for each parameter; 
these mnemonics are used for convenience in later chapters of this thesis. 
2.2 Interpretation of the Parameters 
Figure 2.1 shows the daily estimates and fitted Fourier series for the prob-
ability of a wet day following a dry day at Stellenbosch near Cape Town, 
based on a 104-year rainfall record. The amplitude parameter a0 of equa-
tion 2.1 can be interpreted as a measure of the annual average of the logit 
of the probability of rain, while a 1 and a 2 relate to the amplitude of the 
seasonal variation; the phase parameters are indicators of the time of year of 
The Daily Rainfall Model 13 
WWAO Zero'th amplitude: Prob(WclWc-1) 
WWAl First amplitude: Prob(WclWc-1) 
WWA2 Second amplitude: Prob(WclWc_i) 
WWPl First phase: Prob(WclWc-1) 
WWP2 Second phase: Prob(WclWc_i) 
DWAO Zero'th amplitude: Prob(WclDc-d 
DWAl First amplitude: Prob(WclDc-1) 
DWA2 Second amplitude: Prob(WclDc-i} 
DWPl First phase: Prob(WclDc-1) 
DWP2 Second phase: Prob(WclDc-1) 
DEPAO Zero'th amplitude: Mean depth on wet days (mm x 10-1) 
DEPAl First amplitude: Mean depth on wet days (mm x 10-1) 
DEPA2 Second amplitude: Mean depth on wet days (mm x 10-1) 
DEPPl First phase: Mean depth on wet days (mm x 10-1) 
DEPP2 Second phase: Mean depth on wet days (mm x 10-1) 
CV Coefficient of Variation: Depth on wet days 
Table 2.1: List of symbols: daily rainfall model. 
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peaks in the rain probabilities. Figure 2.2 shows the individual harmonics of 
the curve shown in Figure 2.1 which clarifies this interpretation. A similar 
interpretation holds for the parameters of the Fourier series for the rainfall 
depths given in equation 2.2. For most areas of southern Africa, the seasonal 
patterns are reasonably well represented by a Fourier series with a single 
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Figure 2.2: Individual harmonics of Fourier series model for 1r'WfD(t) at Stel-
lenbosch. 
It is possible to use an alternative form of the Fourier series model based 
on sine and cosine terms instead of the amplitude and phase representa-
tion described above; the amplitude-phase representation was selected for 
this project because these parameters have a clearer physical interpretation 
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which should make it easier to relate the parameters to other factors such as 
topography. 
2.3 Spatial Aspects of the Model 
Zucchini and Adamson (1984a) originally fitted their model to some 2550 
rainfall stations (Figure 1.1), being all stations at which a sufficiently long 
record of daily rainfall (30 years) was available. It can be seen from Fig-
ure 1.1 that the stations are clustered around major urban centres, and are 
very sparse in some rural areas, notably in Lesotho and in the north-west. A 
consequence of this distribution is that the locations are thus biased towards 
lower lying areas, rather than mountainous areas, which in turn could lead to 
a downward bias in areal rainfall estimates. In order to extend the applica-
bility of the model, there is a need to provide estimated model parameters at 
a fairly dense grid of locations giving an even coverage throughout southern 
Africa. 
Figure 2.3 shows averages of the model parameters calculated for each 
S.A.Weather Bureau block (half-degree grid square) . These maps indicate 
that there are fairly smooth large-scale trends, but also some significant local 
variation. In general one would not expect sharp changes in the phases, which 
reflect the time of year of highest rainfall, hut it is likely that the amplitudes 
will be influenced by topography and could thus change rapidly over short 
distances in mountainous areas. 
2.4 Estimation Error 
The daily rainfall data used by Zucchini and Adamson were taken from the 
data base of the Computing Centre for Water Research (CCWR). These 
data originate from several sources, including the South African Weather 
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Figure 2.3: SA Weather Bureau block means (contd.). 
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Figure 2.3: SA Weather Bureau block means (contd.). 
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Figure 2.3: SA Weather Bureau block means (contd.). 
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Bureau, the Department of Forestry, the Department of Agriculture, the 
South African Sugar Association, as well as data collected by farmers and 
other members of the public. Dent et al. (1989) describe the data base in 
more detail and also discuss the quality of the data. While the data have 
been screened by CCWR for human recording and coding errors, and missing 
values are appropriately flagged, it is almost certain that there are still some 
errors in the data base. Apart from such errors, some of the apparent spatial 
variability in the parameters may be due to model fitting error, resulting 
from the estimation of probabilities and means from a finite record length. 
T~is error could be expected to vary between sites depending on the length 
of the rainfall record. 
As the model fitting process was based on maximum likelihood it should 
in theory be possible to estimate the model fitting error directly using the 
inverse of the matrix of second derivatives of the likelihood, but this approach 
led to difficulties in that, for some stations, the parameters for the mean 
rainfall depth on wet days are such as to violate the regularity conditions 
required for the usual asymptotic distribution. The problem is described in 
more detail in McNeill et al. (1994). It was therefore decided to estimate the 
model fitting error at each site by means of a bootstrap procedure. Sampling 
directly from the original daily data would have been inappropriate because 
of the necessity to preserve the one day memory of the process and thus a 
parametric bootstrap was used. That is, at each site, 100 samples of n years of 
data, (where n was the length in years of the rainfall record at the given site), 
were simulated using the original maximum likelihood parameter estimates, 
and the model parameters were re-estimated from each of the generated data 
sets; the variability of these 100 estimates provides a measure of the model 
parameter estimation error at that site. This error is not constant across 
the sites; in particular, it tends to be greater for sites at which the number 
of years of rainfall record, n, is small, and also larger in areas where the 
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rainfall is less frequent or more variable from year to year. In Figure 2.4 the 
bootstrap variance is plotted against the number of years of data for each of 
the parameters. 
Another limitation on the accuracy of any spatial interpolation of the 
model parameters arises from the station locations. These are recorded in 
the CCWR database to the nearest minute of a degree of latitude and longi-
tude. This means that locations are accurate to within approximately 1 to 
2 km. In most parts of the country the pattern of daily rainfall will change 
very little over such a distance, however in coastal and mountainous areas 
the changes can be quite significant. As an example, Table 2.2 lists the fit-
ted model parameters at three stations on the slopes of Table Mountain in 
Cape Town which all have the same recorded location. It can be seen that 
for some parameters, notably WWAO and DEPAO, the differences are quite 
considerable. This variability must be viewed as a limitation imposed by the 
resolution of the. data; it cannot be removed but must be taken into account 
in the estimation process. 
2.5 Extending the Data Set 
In order to make use of rainfall data collected in recent years since the original 
analysis of Zucchini and Adamson (1984a), the model parameters, together 
with bootstrap estimates of the error variances, were re-calculated for all the 
original stations, and a number of additional stations, which at the end of 
February 1992 had 20 years of data, were included (Figure 2.5). This still re-
sulted in a very sparse spatial coverage in certain parts of the country, thus in 
these areas stations with five or more years of data were also included. While 
models fitted at such sites might not be very accurate in themselves, they 
would contribute useful information to the interpolation process described in 
this thesis; the accuracy of the fitted model was incorporated into the final 
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Figure 2.4: Bootstrap variance versus number of years of data. 
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Station Code 
20719 w 20719AW 20719BW 
WWAO -0.847 -1.018 0.183 
WWAl 0.622 0.576 0.634 
WWA2 0.140 0.183 0.085 
WW Pl 195.40 204.56 191.87 
WWP2 131.09 127.22 132.51 
DWAO -1.614 -1.646 -1.175 
DWAl 0.292 0.258 0.395 
DWA2 0.051 0.067 0.033 
DWPl 216.67 216.34 211.50 
DWP2 49.42 53.02 97.74 
DEPAO 203.40 192.38 114.20 
DEPA I 88.63 91.82 37.90 
DEPA2 25.23 27.12 11.77 
DEPP I 173.44 173.40 176.81 
DEPP2 164.90 163.71 175.26 
CV 1.265 1.278 1.233 
Table 2.2: Fitted parameters: stations on Table Mountain. 
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estimation process in such a way that stations where the fitted model had 
low accuracy were appropriately down-weighted. 
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Figure 2.5: Rainfall stations with at least 20 years of data. 
Simple outlier and consistency checks were done on the parameter esti-
mates at each site, for example the maximum likelihood parameter estimates 
were compared with the mean of the bootstrap estimates to check for dis-
crepancies which might suggest instability or bias in the model, and as a 
result a few sites were deleted from the data set. In all, there were 5070 
stations finally selected; their locations are shown in Figure 2.6. As can be 
seen by comparing Figure 2.6 with Figure 2.5, however, the additional sites 
still do little to fill in the major gaps on the original map, for example in the 
north-west region and, to a lesser extent, in Lesotho. 
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Figure 2.6: Selected rainfall stations. 
Using this data set as a basis, the objective was then to estimate the 
model parameters on a grid of 1 minute of a degree of latitude by 1 minute 
of a degree of longitude (or approximately 1,9 km by 1,6 km) across southern 
Africa. Thus in total some 500000 sites are to be estimated in all. 
Many methods for interpolation and smoothing of spatial data are avail-
able and these are reviewed in Chapter 4, but in choosing a method for this 
particular application the following features of the problem should be borne 
in mind: 
• The data locations are irregularly spaced (Figure 2.6). 
• The data locations are biased in the sense that there are more rainfall 
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gauges in places close to human habitation and thus fewer in more 
mountainous areas which in turn tend to be areas of increased rainfall. 
• On a local scale, rainfall is known to be highly influenced by topography 
with orographic rain being induced on the windward sides of mountain 
slopes and rain shadow areas occurring on the leeward slopes, and thus 
(and also because of the bias mentioned above) it is essential to allow 
for the incorporation of topographical information in the estimation 
process. The effects of topography must be modelled on a local basis, 
partly because large scale trends may tend to obscure the relationship, 
and also because the effects will be different in different areas due, for 
example, to the changing direction of the prevailing rain-bearing wind. 
• In order to study the local effect of topography it may be necessary 
to first remove the large scale trends which could otherwise obscure 
the relationship. Since the maps in Figure 2.3 show that the large 
scale trends do not follow any simple functional form, a non-parametric 
from of trend removal, appropriate for irregularly spaced data with 
autocorrelated residuals, would be required. 
• The d~ta (fitted model parameters) are known to be subject to error, 
and the error variance varies considerably from one site to another, 
depending on the number of years of data and the geographical location. 
In particular, sites with less than 20 years of data generally have very 
large error variances (Figure 2.4). The error variance for each site can 
be estimated by the bootstrap procedure. 
• The phase parameters are circular variables (see Chapter 8) and ordi-
nary interpolation and smoothing techniques are inappropriate for such 
data. 
• There are sixteen rainfall model parameters, each estimated at some 
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5000 sites. In addition there are some 500000 altitude values (on a 
grid of one minute of a degree of latitude by one minute of a degree 
of longitude). We wish to interpolate the sixteen rainfall model pa-
rameters to some 500000 sites. Thus the methodology chosen must be 
computationally feasible for very large data sets. 
Chapter 3 
The Southern African Bird 
Atlas Project 
The Southern African Bird Atlas Project (Harrison, 1987 and 1992) has as 
its main objective to map the spatial distribution of each of the individual 
bird species occurring in southern Africa. The project, which has the De-
partment of Environment Affairs, the Mazda Wildlife Fund, the Southern 
African Ornithological Society and the University of Cape Town as major 
sponsors, commenced in 1987. Between 1987 and 1992 some 7500 people, 
mainly volunteers, have participated in data collection, and over seven mil-
lion individual records have been entered into the databank. By recording 
reporting rate frequencies on a grid square basis for individual months the 
resultant data base provides a wealth of information on distribution, sea-
sonality and migration patterns, and allows for the study of the relationship 
between these patterns and other environmental variables such as vegetation, 
rainfall, topography and human land use. The atlas will also provide a ba-
sis for the planning of conservation strategies based on species richness and 
diversity and provide a basis for monitoring long-term trends in distribution 
and abundance. 
The spatial unit for data collection and mapping is the quarter degree 
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grid square (QDGS) of 15 minutes of a degree latitude by 15 minutes of a 
degree longitude, or approximately 28 x 24 km in the centre of South Africa. 
Observers complete monthly field cards similar to that shown in Figure 3.1 
for individual QDGS, on which the presence or absence of each individual 
species is recorded. That is, if a species was sighted at least once during the 
month in a given QDGS, it is recorded as present. 
The field cards are checked and collated by the atlas co-ordinator, with 
the help of regional assistants. The reporting rate, that is, the ratio of the 
number of cards indicating the presence of a given species to the total number 
of cards completed, is calculated for each QDGS and each month. These 
reporting rates form the basis of the maps of each species. In preparing the 
detailed map for each species to be published in the atlas, the aggregated 
data for the entire period will be used; that is, the ratio of the total number of 
monthly field cards showing the species as present to the total number of field 
cards completed for that QDGS; the small number of cards available in some 
areas does not allow for more detailed maps for individual months, although 
histograms showing the average reporting rate for each month, taken over all 
squares, will be included in the published atlas to give an indication of the 
seasonal variation of abundance. Figure 3.2 shows a map of the reporting 
rates for the Pied Crow Corvus albv.s, using data cumulated over all months 
of the year. 
3.1 The Reporting Rate as a Measure of 
Abundance 
The reporting rate is commonly used as a measure of abundance of a species. 
Clearly there are problems with this in that the relationship between abun-









Figure 3.2: Unadjusted reporting rates: Pied Crow. 
uousness and ease of identifiability of the species and the degree of clustering 
of the birds, and also on the search effort expended by the observer, both in 
terms of time and spatial coverage of the area. To a large extent, however, 
these other factors will be fairly constant across all QDGS for a given species, 
. and previous studies show that the relationship between reporting rate and 
abundance is at least monotonic (Temple and Temple, 1986, Hockey et al., 
1989). Thus the maps of individual species' reporting rates do provide useful 
information on the spatial distribution of a given species at any point in time 
and could, for example, serve as a basis for monitoring changes over a period 
of some years. 
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3.2 Spatial Coverage of the Data 
The use of volunteers for data collection has made it possible to collect an 
enormous amount of data in a fairly short time and with relatively little 
expense but a drawback is that the geographical coverage is very uneven, 
with observers' field efforts being concentrated mainly in the vicinity of the 
large urban centres. In this thesis I have made use of all the data that had 
been processed in April 1990 for the 1974 QDGS in South Africa, Lesotho 
and Swaziland. For some squares the total number of field cards completed 
and checked up to this time is quite large, while in more remote areas it is 
very small and, in some cases, zero (Table 3.1 ). More recently efforts have 
been made to obtain additional data in the more remote areas, but it is 
clear that there will always be squares for which there is very little available 
information; for example, at the end of February 1992 some 30 percent of all 
QDGS in the northern Cape still had fewer than 5 field cards. 
No. of cards No. of QDGS 
0 139 
1 - 5 592 
6 - 10 277 
11 - 20 273 
21 - 50 339 
51 and over 354 
Total 1974 
Table 3.1: Frequency distribution of field cards as at April 1990. 
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3.3 Smoothing the Data 
The reporting rate may be interpreted as an estimate of the probability 
that a randomly chosen observer will see a given species (in a given area 
and time period). Clearly the observed reporting rate is subject to sampling 
variation, with the variability being larger for those QDGS where the number 
of completed field cards is small. Thus reporting rates based on a small 
number of field cards provide a poor estimate of the underlying probability. 
If, as is likely, the observed reporting rates exhibit spatial correlation, then 
a better estimate can be obtained by incorporating the observed reporting 
rates from neighbouring QDGS, that is, by some type of spatial smoothing 
of the data. Another advantage of smoothing the data is that this would 
reduce the rather discontinuous appearance of the species maps; while some 
discontinuity is inevitable if one maps rates for discrete subregions using a 
scale of grey shades, the sampling variation exacerbates this effect, especially 
in those areas where the number of field cards is low. 
There are several aspects of this problem which are, in a statistical sense, 
very similar to those of the problem discussed in the previous chapter. 
• Data are available at a large number of spatial locations (1974 in all). 
• There is error (sampling variability in this case) in the observed data 
and the variance of this error depends on the sample size which varies 
markedly across the QDGS {from zero to over 1500). 
• Estimation may be improved by the incorporation of covariate infor-
mation such as climate, vegetation or topography, since many species 
are observed to occur only in specific types of habitat. 
• There are a large number of values to be estimated; in the Southern 
African Bird Atlas Project the objective is to map reporting rates across 
some 2000 QDGS for each of 900 species or more. 
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The bird atlas data differs however from the daily rainfall model data 
in that the reporting rates are essentially binomial in nature, so that the 
variance of the error depends on the reporting rate. Thus, what is needed here 
is a method of spatial interpolation and smoothing for binomially distributed 
data. This problem is taken up in Chapter 9. 
Chapter 4 
Methods of Interpolation and 
Smoothing of Spatial Data 
In this chapter it is assumed that values of some variable are available at 
a number of spatial locations and that the objective is to predict values at 
one or more additional spatial locations. Discussion is restricted to the case 
where the data locations are in a two-dimensional space, although the results 
generalise readily to three (or more) dimensions. In general the predicted val-
ues are required to be estimated at all points or at a regular grid of points 
within a given boundary so that one is essentially fitting a surface to the orig-
inal data points. In the interpolation problem the fitted surface is required 
to coincide with the original values at the data points. The interpolation 
problem can be viewed as a limiting case of the smoothing problem, in which 
the fitted surface need not coincide with the original values. The smoothing 
problem arises in various situations: 
• In mapping spatial data there is often a necessity to smooth in order 
that the major features of the data can be readily visualised without 
excessive detail. This is often used as a preliminary step in contouring 
the data. 
42 
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• In cases when the data contain measurement error or other 'noise' one 
may wish to predict underlying 'measurement-error-free' values at all 
locations, that is, to separate 'signal' and 'noise'. This is the case for 
both the applications described in this thesis. 
• Smoothing is sometimes pa.rt of the process of decomposition of data 
which is undertaken so that individual components may be studied 
separately; this is analogous to the decomposition of time-series into 
trend and other components. This approach is used in this thesis to 
filter out large-sea.le trends from the rainfall para.meter values so that 
the local relationship of rain and topography may be studied in more 
detail. 
These differing objectives may require different smoothing techniques; 
furthermore, different aspects of the data set, such as irregular spacing of the 
data, or the need to incorporate information on covariates, may influence the 
choice of methodology. 
Once a method of smoothing has been selected, there still remains the 
problem of determining the degree of smoothing required. Once a.gain there 
a.re several options. Many smoothing methods have a built-in smoothing 
para.meter which may be set at a level chosen by the user; for example, the 
'band width' in kernel smoothing or the weighting para.meter for the roughness 
penalty in smoothing splines. This para.meter may be selected to optimise 
some user-selected criterion of goodness of fit, typically by means of cross-
va.lidation. Other methods proceed directly to minimise some model-based 
criterion such as the least squares fit (as in trend surface analysis) or the 
prediction variance (as in kriging); in order to do this some assumption must 
be made a.bout the underlying model and, in particular, some knowledge of 
the covariance function must be assumed. 
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It is perhaps of interest to point out some fundamei;ital differences between 
the estimation problem for spatial data as compared with time series data. 
It is unusual in the spatial context to try to predict beyond the geographical 
boundaries of the observed data so that one does not have the problem of 
extrapolation, and thus methods based on simple local averaging are often 
sufficient. This advantage is offset by some disadvantages, particularly the 
lack of a natural ordering in more than one dimension, and also the fact 
that spatial data are typically collected at irregularly spaced locations. These 
differences render much of the standard time series methodology inapplicable 
in the spatial context. 
4.1 Review of Smoothing Methods for Spa-
tial Data 
We consider the more commonly used methods of interpolation and smooth-
ing for spatial data which have been applied in such areas as soil mapping, 
mining, rainfall modelling and hydrology. 
Three of the methods described below are model based, the remainder 
are non-parametric and appear to make fewer assumptions about the data; 
however this flexibility is often illusory, as several of the non-parametric 
methods have been shown to be equivalent to some form of kriging with a 
pre-specified covariance function. For comparison, at the end of this section 
we provide a common model framework for those methods which are linear 
smoothers. 
Throughout this chapter we use the notation that the variable Vi is mea-
sured at locations Zi = (xi, Yi)' where i = 1, 2, ... n, and x and y represent 
appropriate co-ordinates such as longitude and latitude. The location of the 
point to be estimated is given by z0 = (x0 , y0 )', and ~; represents the dis-
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tance between Zi and z;, while dio represents the distance between Zi and 
Zo. 
4.1.1 Trend Surface Analysis 
In trend surface analysis a simple polynomial function such as a plane or 
quadratic surface is fitted to the data using ordinary least squares (Grant, 
1957; Krumbein, 1959; Watson, 1971 and 1972). For example, if the fitted 
function is quadratic in the x and y coordinates of the data locations, then 
the fitted surface has the form: 
While this method may be appropriate when the trend has a simple func-
tional form, this is rarely the case in practice in the earth and atmospheric 
sciences, except perhaps over fairly small areas. The degree of the polynomial 
must be selected by the user, and in fact this is the only way in which the 
user can control the degree of smoothing; interpolation is possible for most 
data sets only by allowing the number of terms in the model to equal the 
number of data points. When .the residuals from the trend, or local 'anoma-
lies', are spatially correlated, as they generally are in spatial applications, use 
of the usual F-tests will often lead to the fitting of a surface of too high an 
order which is perceived by the user as 'too wavy'. Ripley (1981, Chapter 4) 
illustrates this effect. In addition, clustering of the data points tends to give 
excessive weight to the fit of the surface in the vicinity of the clusters. In the 
presence of spatial correlation of the residuals it would be more appropriate 
to use generalised (weighted) least squares (Draper and Smith, 1981). 
The fitting of polynomial models lends itself to the inclusion of informa-
tion on covariates, and thus the method of trend surface analysis has been 
popular for interpolating rainfall values, incorporating information on conti-
nentali ty, altitude, and other topographic features (Wolfson (1975), Hutchin-
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son (1968), Hughes (1982), Dent et al. (1989)). However, a problem often 
encountered is that the relationship with the covariates may change across 
the study area and this may necessitate partitioning the area, which is in 
itself a major problem in that homogeneous areas must be delineated, and 
also leads to the subsequent problem of patching together the various fitted 
equations in a smooth way as described for example by Dent et al. {1989). 
4.1.2 Harmonic Trend Analysis 
This method is similar to trend surface analysis except that double Fourier 
series surfaces are used in place of polynomials. Thus we have 
M N 
f(x, y) - LL Amn(amn cos(m1rx/ £) cos(mry/ H) 
m=O n=O 
+bmn sin(m7rx/ £) cos(n1ry/ H) + Cmn cos(m1rx/ £) sin(n7ry/ H) 
+dmn sin( m1rx / L) sin( n1ry / H)) 
where the Amn are constants depending only on m and n and L and H are 
equal to one half of the distance covered by the data locations in the x and y 
directions respectively. The number of harmonics, M and N, are chosen by 
the user, while the values of amn, bmn, Cmn and dmn are determined by a least 
squares fit criterion. Harbaugh and Merriam (1968, Chapter 6) describe the 
methodology and give a comparison with polynomial trend surface fitting. 
James {1966) gives a FORTRAN program for fitting double Fourier series to 
irregularly spaced data. 
Most of the criticisms made above for trend surface analysis apply also to 
harmonic trend analysis and the method is probably only appropriate when 
there is reason to expect some underlying periodicity in the trend. 
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4.1.3 Smoothing Splines 
The idea of fitting local polynomial functions leads naturally to the concept 
of smoothing splines. There are various generalisations of spline smoothing 
to two dimensions, but the most commonly used is the thin-plate smoothing 
spline (two-dimensional Laplacian smoothing spline) which can be viewed as 
the function J which minimises the penalised least-squares expression 
n 
n-• L (vi - /(xi,Yi))2 + ).J2(/) 
i=l 
where 
(Duchon, 1976; Wahba and Wendelberger, 1980). The degree of smoothing 
is controlled by the smoothing parameter ).; if ). is set to zero, the solution 
will interpolate the original data. If there is measurement error in the data 
the smoothing parameter is usually selected by generalised cross-validation; 
software for this is available in GCVPACK (Bates et al., 1987). 
Unequal error variance in the data could be accommodated into the spline 
smoothing method by weighting the fit differently at individual points. In-
formation on covariates, such as altitude, could possibly be included by using 
'partial spline' models (Wahba, 1990a) so that 
le 
vi= /(xi, Yi)+ LfJ;t/Ji; 
;:t 
where the f3; are parameters to be fitted and the tPi; are the covariate values. 
4.1.4 Kriging and Optimal Interpolation 
The technique of kriging was developed by Matheron (1963); the almost 
identical but less well known method of optimal interpolation was developed 
at about the same time by Gandin (1963). In these methods the data are 
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modelled as a realisation of a stochastic process with a covariance function 
which is assumed stationary, that is, dependent only on distance, a.t least 
locally, a.nd the kriging predictor is derived as the minimum variance un-
biased linear predictor. By explicitly modelling the covariance of the data. 
points, the method is especially suited to clustered data. exhibiting spatial 
a.u to correlation. 
If we use the model 
Vi= Ti+ 1/i (4.1} 
where r represents large-sea.le trend and 1/ represents the local spa.tia.lly cor-




where the weights Wi a.re chosen to minimise the expected squared error of 
estimation, that is, to minimise 
E [<t, w;v; - Vo)'] 
In the case of so-called simple kriging, the data. are assumed to be de-
trended so tha.t the r terms may be assumed to be zero. In this case the 




where the matrix Chas elements ct;= cov(v1, v;) a.nd ct= cov(vi, v0 ). 
More generally, the trend term is either assumed to be a constant ('ordi-
nary kriging'}, or else modelled as a. polynomial in x a.nd y as in trend surface 
analysis ('universal kriging'). Full details are given in the next chapter. 
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Although kriging is almost invariably used in applications as an interpo-
lator, it can also he utilised as a smoother; this aspect is discussed in Chapter 
6. 
The method of kriging can be extended to the situation where data on 
covariates are also available, using either co-kriging, in which the estimate 
is given by vo = E w,v, + E w;u; where the u; are the covariate values, or 
alternatively by incorporating the covariates as part of the trend function. 
These two options are discussed further in the next chapter. 
4.1.5 Kernel Smoothing 
These methods use a simple weighted average of the neighbouring data 
points, with the weights being chosen as some (inverse) function of distance 
or kernel function. Thus to estimate the value v0 at the location z0 based on 




where the weights Wi are given by 
where K is the chosen kernel function (a decreasing function of distance) and 
..\ is known as the bandwidth. The constant Co is usually included to ensure 
that the weights sum to unity (Hastie and Tibshirani, 1990). Interpolation 
of the data is achieved by choosing a weighting function which tends to 
infinity as the distance tends to zero. In general, the degree of smoothing is 
determined by the bandwidth and the rate of decay of the kernel function. 
Kernel smoothing methods are computationally simple and do not require 
the assumption of any functional form for the underlying trend. They are 
however inappropriate for clustered data which exhibit short-scale spatial 
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correlation, since in this case the clusters tend to dominate the smooth in 
their vicinity, leading to bias. For one-dimensional data Gasser and Muller 
(1979) proposed a form of kernel smoothing which to some extent overcomes 
this problem by using as the weights, not the value of the kernel function 
itself, but rather the integral of this function over an interval around each 
data point, so that the weight w; is given by 
Wi = (c.o(>..) 1•; K((s - x0 )/>..) ds 
•i-1 
where the s; are the midpoints between the ordered data points so that 
Si = l( Xi + Xi+i ). This would however seem to give undue weight to the 
points on the edge of each cluster which would have a relatively large range 
of integration compared to the interior points. Furthermore, extension of 
their method to two dimensions would destroy the attractive computational 
simplicity of kernel smoothing as it would necessitate the integration of the 
kernel function over an area or 'tile' around each data point, where a tile 
consists of the set of points of the plane which is closer to that data point 
than to any other; this in turn requires a Dirichlet tessellation of the plane 
(Green and Sibson, 1978). 
If the purpose of the smoothing is to remove large-scale trends only, then 
we need to allow for the fact that the residuals will be auto-correlated; this 
leads to difficulties in the choice of the optimum smoothing parameter. As 
with trend surface analysis, ignoring the auto-correlation leads to a smooth 
which follows the data too closely; Hart (1991) discusses this problem in the 
one-dimensional context. 
Another disadvantage of kernel-based methods for estimating the param-
eters of the rainfall model or for smoothing the SABAP data is that it is not 
clear how one might incorporate covariate information. It is also not obvious 
how one would incorporate information on heterogeneity of the measurement 
error into these methods, although a possible approach might be to multiply 
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the weight of each data point by some inverse function of the variance. 
4.1.6 Median Polish 
Cressie (1986) proposed a method of smoothing of gridded data using the 
median polish technique of Tukey {1977). Trend is estimated as the sum of 
row and column effects which in turn are estimated by successively extracting 
the row and column medians until convergence is obtained, that is, the row 
and column medians of the residuals are zero. This technique is intended to 
be used to remove trend so as to produce a mean-stationary set of residuals 
which can then be used in the kriging process. While this does eliminate some 
of the difficulties involved in kriging non-stationary data, and is suitable for 
arbitrary trend functions, its use as a general-purpose smoother is somewhat 
limited in that there is no control over the degree of smoothing, and the 
method is most appropriate for data which lie, at least approximately, on a 
regular grid. 
4.1. 7 Multiquadric Surface Interpolation 
A predictor for two-dimensional data based on the fitting of multi-quadric 
surfaces was proposed by Hardy (1971). The surface to be interpolated is 
represented by the summation of the heights of a series of n quadric surfaces, 
where the ith surface has its vertex at the ith data point. The parameters 
of the individual surfaces, which may be circular hyperboloids of two sheets, 
paraboloids or cones, are determined in such a way as to ensure that the final 
surface interpolates the original data. Lee et al. (1974) tested several types 
of quadric surface for the estimation of areal rainfall and concluded that the 
cone was the most appropriate choice of surface, giving good estimates and 
being simple to compute. 
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For the circular cone with vertex at (xi, Yi) given by 
the height at a point with coordinates (x;, y;) is given by 
where di; is the distance between (xi, Yi) and (x;, Y;). Thus if the sum of the 
heights of the cones is to interpolate the original data, the constants Ci must 
be determined by the equations 
v=Dc 
where the elements of the n x n matrix D are the inter-point distances, and 
the elements of the vector v are the data values. From this we see that 
c = n-1v and hence 
A d'n-t Vo= V (4.4) 
where d is the vector of distances dio between (xi, Yi) and (xo, Yo). The 
method is specifically designed to interpolate the original data and is thus 
not a general purpose smoother. 
4.1.8 Natural Neighbour Interpolation 
Sibson (1981) proposed a method of interpolation which he called natural 
neighbour interpolation. The method results in a fitted surface which is 
continuously differentiable and reproduces exactly an underlying spherical 
quadratic surface. In one dimension it reduces to a Hermite cubic interpolant. 
As a first step in the calculation for two dimensional data, it is necessary 
to calculate what Sibson calls the local coordinates for each of the n data 
points, which are based on the areas of the polygons or 'tiles' resulting from 
a number of Dirichlet tessellations. Specifically, if we define Ti to be the tile 
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around the ith data point in a Dirichlet tessellation of the data locations, 
and Ti; to be that part of Ti that is closest to the jth location if the ith data 
point is excluded from the tessellation, and similarly define T0 and To; when 
the location z0 (of the point at which an estimate is required) is included 
with the data points. Then if we let "•; represent the area of the tile Tt; and 
similarly for "i, Ito and 1to;, then the local coordinates for the j th data point 
are given by .\o; = 1to;/tt.o and Aij = "i;/"-i· 
These local coordinate values form the basis for the calculation of the 
estimate at the location z0 ; full details are given by Sibson (1981). Unfor-
tunately no explicit representation for the ,\ values is readily available; this 
makes comparison with other methods difficult. Sibson (1980) mentioned 
the possibility of extending the technique to provide a method of smoothing, 
hut as yet no such extension appears to have been published. 
4.2 Comparison of Smoothing Methods 
Discussions of most of these methods as well as some other simpler methods, 
together with further references, can be found in Ripley (1981) and in Cressie 
(1991). 
Several researchers have compared some or all of these methods on real 
and simulated data. Creutin and Obied (1982) tested splines, optimal inter-
polation and kriging, amongst other methods, to estimate rainfall amounts 
in southern France, while Tabios and Salas (1985) used trend surface anal-
ysis; kriging, optimal interpolation, multi-quadric interpolation and inverse-
distance averaging to estimate annual precipitation in Nebraska and Kansas. 
Both studies used a group of known sites as test sites to evaluate the various 
methods being tested. Generally the more sophisticated methods gave bet-
ter results. In their conclusions, Creutin and Obied recommended optimal 
interpolation while Tabios and Salas recommended optimal interpolation or 
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kriging. 
Despite the apparent differences between the various methods described 
above, there are numerous connections between them; some of these have 
been mentioned in the discussion above. With the exception of natural neigh-
bour interpolation and median polish, all the methods can be expressed as 
linear functions of the data which makes detailed comparison feasible. To 
facilitate such comparison first specify a general model as 
Vz = Tz + 'IJz + f.z 
where T is a large-scale trend function, 11 is an autocorrelated spatial process 
and f is white noise. 
In trend surface analysis, the form of T is taken to be a polynomial in z, 
and the objective is to predict T with 11 either taken to be zero (ordinary least 
squares), or to have known covariance (generalised least squares). Goldberger 
(1962) considered the prediction problem, that is, the estimation of T+'IJ, and 
his formulation is identical to so-called universal kriging (see Section 5.1.3). 
He did not, however, discuss the problem of estimation of the covariance 
functions of the model components. 
In kriging, the objective is generally to predict T + .,,, although, as we 
shall see in Chapter 6, the method may also be used to filter out trends, that 
is, to estimate T alone. In most practical applications t, the measurement 
error or 'noise', has been assumed to be zero, which seems rather unrealistic 
in many cases. Various assumptions may be made about the form of the 
trend: in simple kriging, T is assumed zero, in ordinary kriging, it is as-
sumed constant, while in universal kriging and IRF-k kriging it is generally 
assumed to be a low order polynomial, at least locally. The covariance of 11 
is assumed to be some function of distance which is estimated from the data. 
In Gandin's optimal interpolation method the mean is separately estimated 
so that subsequent estimation is equivalent to simple kriging. 
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Although the thin-plate smoothing spline is not formulated as a model 
based method, it has been shown that it is equivalent to kriging with a par-
ticular covariance function and (local) trend model. (Kimeldorf and Wahba, 
1970; Watson, 1984). The relationship between the two methods is also 
discussed in some detail by Cressie (1990) and Wahba (1990). Thus the 
smoothing spline can he seen as an estimator of T + T/ with the covariance 
of T/ assumed to have a specific functional form. H it is required to esti-
mate T alone, then the spatial autocorrelation of T/ presents a problem for 
the generalised cross-validation (GCV) approach as discussed by Diggle and 
Hutchinson (1989). They show that, in the presence of autocorrelation of the 
errors, the GCV-hased smoothing spline is inconsistent and suggest a modifi-
cation using penalised maximum likelihood; this works reasonably well when 
the trend function has a relatively low frequency compared with the 'noise' 
component, and provided that the autocorrelation function is known. 
Kernel smoothers can he considered as estimators of a non-parametric 
trend function, that is, no explicit assumption is made about the form of T , 
except that it is reasonably smooth. Similarly, no explicit assumption is made 
about the error and thus in general kernel based methods will work best on 
irregularly spaced data only when T/ is zero, otherwise, as mentioned previ-
ously, undue weight is given to spatially clustered, and thus highly correlated, 
observations. Silverman (1985) discusses the relationship between splines 
and kernel smoothers and shows that the one-dimensional cubic smoothing 
spline is (approximately) equivalent to a kernel smoother with a bandwidth 
which is varied according to the local density at each data point used in the 
estimation, so that more clustered points are thus down-weighted. 
The multi-quadric interpolator can also be expresses as a linear estimator. 
By comparing the solution given in equation 4.4 with that in equation 4.3 we 
see that the multi-quadric interpolator is equivalent to simple kriging with a 
linear covariance function. Thus multi-quadric surface interpolation can he 
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viewed as a special case of kriging, with a pre-specified covariance structure. 
4.3 Selection of a Smoothing Method 
Some the simpler methods described in the first section of this chapter are 
inappropriate for irregularly spaced data, or for data exhibiting autocorre-
lation, and are thus totally unsuitable for the problems being described in 
this thesis. Thus the choice would appear to be essentially between a spline-
based approach or a geostatistical approach. The geostatistical approach was 
selected for the following reasons: 
• Kriging was specifically developed for the prediction of random vari-
ables in the presence of spatial autocorrelation and irregular spacing 
of data points; the appropriate degree of smoothing is based on the 
spatial covariance function which is estimated directly from the data. 
• The model based formulation of kriging makes it suitable for the ac-
commodation of a varying error variance and for extension to the inter-
polation of binomial data, such as the reporting rates of the SABAP. 
• Several techniques for including information on covariates (via co-kriging 
or kriging with external drift) already exist; in particular the co-kriging 
approach makes it possible to relate the rainfall at one point to the al-
titude at neighbouring points, thus largely obviating the need to try to 
define functions such as 'exposure'. 
• The factorial kriging approach (to be discussed in Chapters 6) allows 
one to use kriging as a filter to extract trend or other components from 
the overall data 'signal'. In the rainfall model this allows us to separate 
the large scale effects from the more local effects due to topography. 
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• Kriging allows for the calculation of a local measure of precision asso-
ciated with each estimated value. 
Several problems still remain in adapting kriging to our specific needs, in 
particular to cater for binomial data and for circular data, and to allow for 
the widely varying error variances. These topics are the subject of chapters 
6 to 9. 
Chapter 5 
Kriging 
The stochastic modelling approach to the interpolation of spatial data was 
developed by Matheron (1963) and independently by Gandin (1963) who 
drew on earlier work of Kolmogorov (1941), and the branch of statistics 
known as geostatistics has grown out of Matheron's work. The books by Clark 
(1979), Cressie (1991) and Isaaks and Srivastava (1989) describe current 
theory and practice in some detail. 
The geostatistical model for spatial data assumes that observations are 
available for a regionalised variable, that is, a random variable observed at 
a number of spatial locations. In general, the best predictor of the value v0 
at some location z0 based on values vi, .. vn, in the sense of minimising the 
expected squared error of prediction, is given by the conditional expectation 
of v0 , given vi, .. vn. If v is a Gaussian random process, then the req~ired 
conditional expectation is linear in vi, .. vn, and thus the usual starting point 
is to look for a best linear predictor, that is, to find weights wi, .. wn to 
minimise E[vo - vo]2, where v0 = L: WiVi· Matheron coined the name kriging 
for this process. The main aspects of the theory and practice of kriging are 
outlined in the ~emainder of this chapter. 
It has been common practice amongst users of geostatistics to assume 
that the data are free of measurement error; we will make this assumption 
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throughout this chapter, and defer the discussion of measurement error until 
the following chapter. Thus the usual basic model for the geostatistical 
approach can be written as 
Vz = Tz + T/z 
where z is a location in (usually) two or three dimensional space, Tis a large-
scale trend function while T/ is an autocorrelated spatial process with mean 
zero. 
5.1 The Kriging Equations 
Several variants of the kriging method have developed, differing mainly in 
their approach to the modelling of the trend and the estimation of the co-
variance of the process T/z in the presence of trend, and these are discussed 
below. A further extension of the kriging method allows for the inclusion of 
information on a covariate or covariates and this is discussed in Section 5.3.1. 
5.1.1 Simple Kriging 
In the case of simple kriging, it is assumed that the trend term is zero, so 
that 
E[v21] = 0 
and thus 
E(vo - vo)2 
i=l 
n n n 
- L L WiWjC,j - 2 L WiCSO + Coo 
t=l j=l i=l 
where cs;= cov(v1,v;) = cov(T/1,T/;). 
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By taking derivatives with respect to the Wi and setting these equal to 
zero, we obtain the equations 
n 
2[L w;Ci; - Cio] = 0 i=l, ... ,n 
j=I 
so that the solution for the Wi is given by 
C-1 W= Co (5.1) 
where the matrix C has elements Ci; and the vector c0 has elements Cio· 
This solution assumes that the covariance function is known; more real-
istically it must be estimated from the data. This is discussed in Section 5.2. 
It is easy to see that the solution given above interpolates the data, since 
if zo = z; for some j then the vector c0 will be equal to the jth row and 
column of the matrix C so that the weight vector w will have a 1 in the jth 
position and zeros elsewhere and thus Vo= v;. 
5.1.2 Ordinary Kriging 
In simple kriging one assumes that E[vz) = 0. A slightly more realistic model 
in practice would be 
E[vz) = µ 
where µ is some constant. In order to ensure that the estimator will be 
unbiased, we now introduce the constraint E~=I Wi = I .Thus 
n 
E( Vo - vo)2 = E(L WiVi - vo)2 
i=I 
n 
- E(L Wi(Vi - µ) - (vo - µ)) 2 
i=l 
n n n 
- L L WiWjCij - 2 L WiCiO + Coo 
i=l j=l i=l 
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as before. Using the Lagrange multiplier technique, we then set 
n n n n 
G =LL WiW;Ci; -2 L WiCiO +Coo+ ..\(L Wi - I) 
i=l j=l i=l i=1 
where ..\ is the Lagrangian parameter. Taking· the derivative of G with re-
spect to each of the Wi and ..\ and equating the derivatives to zero gives the 
equations: 
(~ ~)(:)-(7) (5.2) 
where the matrix C has elements c;; and the vector Co has elements c;0 , as 
in the simple kriging solution. 
In practice it is usual to model the covariance indirectly via the semi-
variogram, which is defined in Section 5.2. However, although the kriging 
equations can be written in terms of the semi-variogram, the covariance is 
generally used in algorithms for solving the kriging equations since the largest 
elements are then located on the diagonal, leading to greater numerical sta-
bility for systems based on Gaussian elimination. 
5.1.3 Kriging in the Presence of Trend 
A further relaxation of the assumptions made in the previous section is ob-
tained by allowing the mean to vary across the study area. Thus the model 
becomes 
where 
E[11z] = 0 
Various approaches to the estimation of v0 are possible. One common practice 
is to assume a simple functional form for the trend, for example, a quadratic 
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function of the x and y coordinates. Thus we have, at any location z, 
JI 
Vz = L f1t:(z)f31t: + 11z 
k=l 
where the /1t:(z) are functions of x and y and the f31t: are coefficients to be 
determined. The problem is then equivalent to a generalised least squares 
prediction problem, and we can write, in the usual regression notation, 
By using the Lagrange multiplier technique as above, and introducing the 
unbiasedness constraint w'X = xo, where Xo is the vector of values /1t:(z0 ) 
at the location z0 for which an estimate is sought, we obtain the solution for 
thew as: 
(~. :)(:~)-(:) (5.3) 
where .X is a p x 1 vector of Lagrange multipliers, 0 is a p x p matrix of zeros, 
Ci; = cov(11i, 11;) and Co has elements cov(11i, 110). 
By partitioning the left hand matrix in the equation above the solution 
for Vo = L: WiVi = w'v can also be written (Goldberger, 1962 or Stein and 
Corsten, 1991) as 
(5.4) 
where /3 is the generalized least squares estimate of {3. Comparing this with 
equation 5.1 we can see that the procedure is equivalent to generalised least 
squares regression combined with simple kriging of the residuals. 
There are several difficulties with this approach, named universal kriging 
by Matheron. Firstly, an appropriate form for the trend function may not 
be known and a simple polynomial may not suffice throughout the study 
area, and secondly, the covariances required in the solution are those of the 
regionalised variable 11, but 11 itself is not directly observable, since only v is 
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actually observed. The usual solution to this latter problem is to use an iter-
ative approach, starting with an ordinary least squares analysis of the data 
(trend surface analysis), followed by modelling the covariance of the resid-
uals, and then using the generalised least squares analysis as given above, 
re-modelling the residuals, and so on until convergence is reached. An ex-
ample of an application to the estimation of regional groundwater levels is 
described by Neuman and Jacobson (1984). However this procedure leads to 
a slight bias in the estimation of the semi-variogram function (Cressie, 1991 ). 
Alternatively, one could attempt to model the trend and covariance simul-
taneously using a maximum likelihood approach as suggested by Vecchia 
(1988). This method was implemented and tested for some of the daily rain-
fall model data described in Chapter 2, using fairly simple parametric models 
for both the trend and the residual covariance structure, but computational 
difficulties were encountered which seemed to be due to the likelihood func-
tion being rather flat and having numerous local maxima (Harrison1, 1989). 
This problem has been noted and discussed by other authors (Warnes and 
Ripley, 1987; Mardia and Watkins, 1989). 
An alternative approach, suggested by Cressie (1986), is to use median 
polish to remove the trend and then to use ordinary kriging on the resid-
uals. This corresponds to a non-linear estimate of the trend function. As 
mentioned in the previous chapter, median polish is most appropriate for 
gridded or approximately gridded data. 
Matheron (1973) takes another approach to the problem by defining gen-
eralised increments of order k, which are linear combinations of the data 
which are chosen to filter out polynomial trends of order k. This allows for 
the definition of generalised covariances, such that the covariance of two gen-
eralised increments can be written as a linear combination of the generalised 
1 An honours student project supervised by the author oft.his thesis. 
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covariances and the kriging is carried out on these generalised functions. The 
procedure has been largely automated in the software package BLUEPACK, 
(Delfiner et al., 1978} although the order k must be specified by the user. 
However, some authors have suggested that the parametric covariance mod-
elling procedure used in BLUEPACK is not entirely satisfactory {Starks and 
Fang, 1982; Zimmerman and Zimmerman, 1991). In addition, unless the 
data locations lie on a grid, to obtain the generalised increments of the data 
one must first group adjacent data points and solve a set of linear equations 
to obtain each increment (Delfiner, 1975). 
In practice, many statisticians use local or moving-window kriging, that 
is, only data points within a certain distance of the point to be estimated 
are included in the kriging estimation. The assumption is then that µz will 
not vary much within this neighbourhood, so that local stationarity may be 
assumed, and the ordinary kriging model described in the previous section 
may thus be applied. Local kriging is common practice in any case even 
when there is no trend in the mean, for purely computational reasons, that 
is, to avoid having to invert a very large covariance matrix. Journel and 
Rossi {1989) show that local kriging in the presence of apparent trend pro-
duces estimates which are virtually identical to those produced by kriging 
with a simple polynomial trend model, except in those situations where one 
attempts to extrapolate beyond the spatial boundaries of the data. 
A further possibility for kriging in the presence of trend, based on treating 
the trend as another, large scale, random process, and partitioning the overall 
semi-variogram in a commensurate way, is suggested in the next chapter. 
5.2 Estimation of the Covariance Function 
In the kriging equations as given above it has been assumed that the covari-
ance is known. In practice it is estimated from the data, and, since only one 
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value of the regionalised variable v is usually available at each data location 
it is usual to make some assumption of second-order stationarity which im-
plies that the covariance between two points will be dependent, not on their 
specific locations, but only on the vector distance between them. 
Thus the spatial covariance is defined as: 
u(h) = E[(vz - µz)(Vz+h - µz+h)] 
where µ denotes the mean value at a given location. 
Mat heron ( 1963) develops the theory of geostatistics on a slightly less 
restrictive set of assumptions known as the intrinsic hypothesis which does 
not actually require the existence of a covariance function, but only a semi-
variogram function, defined as 
(5.5) 
The term 'semi-variogram' is due to Matheron although its use had been 
recommended earlier in a time series context by Jowett (1955). Even when 
the covariance exists there are several advantages in working with the semi-
variogram, using the estimator 
..Y(h) = 2~h L(Vz; - Vz1)2 
where the summation is over all Nh pairs which are a vector distance h apart. 
In practice, for non-gridded data, the summation is calculated over all pairs 
belonging to specified distance intervals, for example, (0-1) km, [1-2) km, 
[2-3) km etc. If the spatial continuity is more marked in some directions 
than others, then it is necessary to calculate separate semi-va.riograms for 
each direction, but often there is no directional effect so that one need only 
consider the distance h =II h II· 
One of the advantages of working with the semi-va.riogram is that its 
estimation does not require any prior estimate of the mean or trend function. 
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The effect of trend on the semi-variogram is dependent on the exact form 
of the trend. If the trend is constant then it is clear from equation 5.5 that 
it will cancel out of ;(h). In general the trend will vary little over small 
distances, so that the effect of the trend will be relatively minor for small lag 
distances, these being the more critical values for the kriging process, since 
in practice it is usual to obtain the kriging estimate at a given location using 
only the data points which are in the vicinity of that location. If the trend 
is not constant, for example if a linear deterministic trend is present, then 
the variance of the process may not show an upper bound, as illustrated in 
Figure 5.1. Additional reasons for preferring to use the semi-variogram rather 
than the covariance function are given by Srivastava (1988) and Cressie and 
Grondona (1992). 
As defined by Matheron's intrinsic hypothesis the semi-variogram exists 
for a wider class of processes than the covariance function; however, for a 
second-order stationary process where both exist there is a simple relation-
ship between them, given by 
7(h) = u(O) - u(h) 
so that, having estimated the semi-variogram, one may readily obtain the 
corresponding covariance to be used in the solution of the kriging equations. 
In order to ensure that the fitted semi-variogram corresponds to a positive-
definite covariance function, it is usual to select a parametric model from one 
of several standard models which are known to have this property. Christakos 
(1984) gives details of necessary and sufficient conditions to ensure a. valid 
variogram model. Four of the most commonly used models are the nugget, 
linear, spherical, exponential and Gaussian models: 
Kriging 
14 
12 0 0 0 CJ 
0 0 0 
0 
0 0 0 0 
0 0 
10 0 + + + + + + + + + + + + + 
E 0 + 
Cl + 
~ 
0 Cl 8 0 + ·c 
!fl Cl 
~ 6 ·e ltl 
m 
Ill 'ii 4 
2 
0 
0 2 4 6 8 10 12 14 16 18 
distance 
I + ., c w+tNnd 




-y(h) = { : 
h=O 
h>O 
'Y( h) = ah h ~ 0 






where s, the asymptote, is commonly known as the sill, while r, 
the range, indicates the maximum extent of the spatial correla-
tion. 
Exponential: 
'"f(h) = s(l - exp(-h/r)) 
wheres is the sill and r is a range parameter. The effective range, 
that is, the range at which the value of '"( reaches 95% of the sill, 
is 3r. 
Gaussian: 
wheres is the sill and r is the range parameter, the effective range 
for this model being v'ar. 
These models are illustrated in Figure 5.2. In practice, a combination 
of models is frequently used, for example, a nugget model plus a spherical 
model. 
Zimmerman and Zimmerman (1991) review and compare a number of 
methods of fitting semi-variogram models. The method used for applications 
described in this thesis was the weighted least squares method of Cressie 
(1985), which Zimmerman and Zimmerman found to perform consistently 
well, and which weights points according to the number of data pairs on 
which they are based, and also gives more weight in the fitting process to 
points at smaller lag distances. Thus the parameters of the semi-variogram 
















Figure 5.2: Semi-variogram models. 
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summed over the k lag distances, where 'Yi is the value given by the model 
and ')'; is the value estimated from the data. 
Although the kriging equations may be re-written in terms of the semi-
variogram function it is common practice to estimate the semi-variogram 
from the data and then convert this to a covariance function prior to solving 
the kriging equations, as this has computational advantages, as mentioned 
earlier. 
Clearly the optimality claims made for the kriging estimator rest on the 
assumption of correctly specified models. The effects of errors in the es-
timation of the semi-variogram are not normally included in the calcula-
tion of the kriging variance. Some research has been done on the effects of 
mis-specification, for example Stein (1988) and Stein and Handcock (1989). 
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Cressie ( 1991) notes that while model mis-specification will lead to a nega-
tive bias in the mean square prediction error, in practice other factors such 
as strong spatial correlation and a tendency to underfit the trend may act as 
compensatory factors. 
5.3 Kriging with Covariate Information 
In some situations we may have values of more than one regionalised vari-
able; if the variables are correlated we may then be able to incorporate the 
information on all of the variables to improve prediction accuracy. The dif-
ferent variables need not all be measured at the same sites. For example, in 
estimating rainfall parameters one might wish to include information on the 
altitude, which is available on a grid of 1 minute of latitude by 1 minute of 
longitude. There is no difficulty in theory in incorporating such additional 
information, and several approaches are possible. 
5.3.1 Co-Kriging 
One possibility is to use co-kriging (Matheron, 1971) in which the covariates 
are essentially treated as an extension of the data vector so that the solu-
tion (for a single covariate) is a weighted sum of values of the variate to be 
interpolated and the values of the covariate. Thus we have 
n m 
Vo = L WiVi + L w;u; 
i=l j=l 
with unbiasedness constraints L: Wi = 1 and L: w; = 0. 
Assuming a no-trend model for the data, the co-kriging weights are given 
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by 
Cvv Cvu 1 0 w Cvo 
Cuv Cuu 0 1 w Cuo 
-
1' O' 0 0 -~ti 1 
O' 1' 0 0 -~" 0 
where the matrix Cvu is now the n x m matrix of cross-covariances, Cuv = 
Cvu' and the vector Cuo also contains cross-covariances (of the Ui with v0 ), 
while ~ti and ~" are Lagrangian parameters. More generally, a polynomial 
trend model may be included, as in universal kriging. Stein and Corsten 
(1991) show how co-kriging with a polynomial trend function may be ex-
pressed as a generalised least squares predictor. 
In using co-kriging, the covariates need not be available at the same points 
as the variate of interest, nor at the sites to be estimated, although the loca-
tions of the covariate information do affect the method of estimation of the 
cross-covariance function, as explained below. Co-kriging is generally most 
valuable when the covariates are sampled more intensely than the predictand. 
An application of co-kriging to the estimation of rainfall data is described by 
Krajewski (1987). 
In order to use the co-kriging approach it is necessary to model the cross-
covariance of u and v in addition to their respective covariances. The spatial 
cross-covariance of two variates v and u is defined as 
where µti and µ" denote the mean values, of v and u respectively, at the 
relevant locations. 
While the cross-covariance function may be estimated directly it is nat-
ural, in view of the advantages of the semi-variogram over the ordinary co-
variance function, to look for an appropriate way of defining a cross semi-
variogram. The traditional definition (see for example Journel and Hui-
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jbregts, 1978) is 
In order to estimate this function the variables v and u must be available 
at a number of common locations. The function is also symmetric in v and 
u. This implies that "Yvu(h) = "Yvu(-h) and this is not always appropriate; 
for example, in studying the relationship between rain and altitude, it is 
generally the windward slopes of mountains which receive more rain, so that 
the direction of a mountain in relation to a point at which rainfall is to be 
estimated cannot be ignored. 
Myers {1982) suggested making use of the fact that the cross-covariance 
· of the sum of the values v + u can be expressed as the sum of the covariances 
of the individual components plus twice the cross-covariance. Thus if one fits 
models for the semi-variograms of v, u and v + u, and uses these to estimate 
the corresponding covariances, then the cross-covariance is readily obtained. 
However, to obtain the semi-variogram of v + u, one again needs to have a 
number of common data locations. This method is also symmetric in v and 
u, and thus suffers from the same problem as the previous definition in that it 
does not cater for directional effects. Armstrong (personal communication) 
comments that the use of this approach occasionally leads to inadmissible 
models, for example models with negative variances. 
Clark et al. {1989) have suggested that a better definition of the cross 
semi-variogram is 
"Yvu(h) = iE[(vz - Uz+h)2] 
Use of this definition does not require common data locations; further-
more the definition is not symmetric in v and u. They suggest that the two 
variables first be standardised to zero mean and unit variance so that values 
are commensurate, since gross differences in scale could adversely affect the 
precision of computations. A disadvantage with this definition is that it is 
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not possible to establish a relationship between the cross semi-variogram and 
the cross-covariance without estimating the mean value for each of the two 
variables. 
5.3.2 Kriging with External Drift 
An alternative to the co-kriging approach is to include the covariates as part 
of a trend function, which is essentially similar to the kriging formulation 
given in Section 5.1.3 so that, in the equation 
'P 
Vz = L f1(z),81 + '7z (5.6) 
l=l 
some of the functions /1 may be functions of the covariates. Thus, for ex-
ample, the functions /1 might be functions of altitude as well as latitude and 
longitude. This approach requires firstly that the form of the relationship 
between predictand (e.g. rainfall parameter) and covariate (e.g. altitude or 
function of altitude) is known or can be approximated by a simple function 
such as a polynomial, and also that the covariate information is available at 
all the sites at which the predictand is known and also at all those points at 
which an estimate of the predictand is required. This method is known as 
kriging with external drift (Galli and Meunier, 1987; Ahmed and de Marsily, 
1987 and Renard and Nai-Hsien, 1988). It has recently been used by Arm-
strong (1992) to estimate monthly rainfall in Lesotho, using (sometimes es-
timated) annual rainfall as the covariate or 'drift', and by Hudson (1992) to 
estimate monthly temperatures in Scotland using elevation as the covariate. 
The use of this approach means, in effect, that we would be using a gener-
alised least squares multiple regression of the variable to be predicted (rainfall 
parameter) on some function of the covariate (altitude), together with ordi-
nary kriging of the residuals. This would appear to bring us back to the 
problems previously mentioned for the multiple regression approach, namely 
74 CHAPTER 5 
the need for restricting the regression calculations to homogenous sub-regions 
in which the f31 of equation 5.6 could be treated as constant, and also the 
need to pre-define the appropriate functions of the surrounding topography 
to be included in the regression model. The use of a moving-window (lo-
cal) kriging approach as discussed in Section 5.1.3 avoids the first of these 
problems by re-calculating the estimates at each point using only data points 
within a limited neighbourhood, thus effectively re-fitting the regression at 
each point. While computationally intensive, the process is computationally 
stable, and does not produce the sharp discontinuities in the output that can 
occur at regional boundaries when regional regression models are used. By 
contrast, in co-kriging, if the relationship cannot be assumed to be constant 
throughout the area under study either the area must be partitioned or the 
cross-covariance function will have to be re-modelled locally prior to kriging 
each point; this latter option will increase the computational load very con-
siderably, besides making it impractical for the user to interact fully with the 
modelling process, which is generally considered essential for the successful 
application of kriging. 
The second problem mentioned above, that is the need to define suitable 
functions of altitude to use as the external drift, was overcome by using as the 
covariates orthogonal functions of the gridded altitude values in the vicinity 
of each point, thus effectively including all possible polynomial functions up 
to a given degree. This is described further in Chapter 7. 
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5.4 Variance of the Kriging Estimator 
Using a general notation which encompasses ordinary kriging, universal krig-
ing, kriging with external drift and co-kriging, we may write our model as 
v X1 0 
( :: ) +~ u - 0 X2 
Vo x;, O' 
where 
E[11) = 0 
and 
Cvv Cvu Cvo 
( c ~) cov[11] = = Cuv Cuu Cuo 
c~ Coo 
c' ~o VO Coo 
where v0 is the value to be predicted, the vector v is the vector of data 
values and u is the vector of covariates (included only in co-kriging), the 
matrices X1 and X2 contain trend function values (polynomials in latitude 
and longitude) or external drift values, or simply a vector of l's for ordinary 
kriging, and {J1 and {J2 are vectors of unknown parameters. Then it can be 
shown (Stein and Corsten, 1991) that the variance of the prediction error 
(for v0 ) is given by 
(5.7) 
where 
X = ( X1 0 ) 
0 X2 
and 
X'c-• Xa=Xo- Co 
In ordinary kriging, when the matrix X reduces to a vector of l's, we 
can see from the equation above that the error variance depends only on the 
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covariance values, which in turn reflect the covariance model and the density 
of the data points in the vicinity of the point to be estimated However, 
when a trend or external drift function is used, equation 5. 7 shows that 
the estimation variance will also depend on the values of the trend or drift 
function. 
Chapter 6 
Kriging as a Smoother 
Some of the assumptions made in the previous chapters are clearly not ap-
propriate for the data sets described in Chapters 2 and 3. In particular, both 
sets of data show measurement error, and the variance of this measurement 
error is not constant, being heavily dependent on the number of years of data 
in the case of the rainfall model or on the number of field cards in the bird 
atlas project. Although kriging in the presence of measurement error has 
been discussed in the literature (Cressie, 1988) such discussion does not deal 
with the case of non-constant variance. A further problem arises from the 
need to de-trend the rainfall data in order to study the effect of topography 
on local rainfall variability. The maps of the parameters (Figure 2.3) suggest 
that a simple polynomial will not be suitable as a model of trend, while the 
irregular spacing of the data points makes non-parametric smoothing meth-
ods such as kernel smoothing or median polish more difficult to implement. 
In this chapter some possible solutions to these problems are considered. 
We now extend our discussion of kriging to the model 
Vz = µ + Tz + T/z + fz (6.1) 
where 
µ is a constant (the mean of the process over the whole study area) 
77 
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Tz is a large-scale stochastic process which is assumed to have zero 
mean and covariance some function <7T of distance, and which takes the 
place of a non-constant deterministic 'trend' in the usual geostatistical 
models 
7Jz is a small-scale or 'local' process with zero mean and covariance 
function u,, which is also a function of distance and typically will have 
a much shorter range than <7 T 
fz represents spatially uncorrelated zero mean noise, typically measure-
ment error, and which is independent of both T and 77. 
Thus the large-scale variation, or 'trend', commonly modelled as a determin-
istic process, is here treated as another random vari~ble, but with a spatial 
correlation extending over a longer range than that of the 'local' process. 
The decomposition into trend (low frequency component) and local vari-
ation (high frequency component) is not uniquely defined, but is generally 
dependent on the scale at which the data are measured, and also on under-
lying processes which generate the data; for example, with rainfall data the 
trend might reflect the effect of large-scale weather generating systems in the 
atmosphere (global circulation patterns) while the local effects might result 
from local topographic variability. Some further guidance as to a possible 
separation of these components may be obtained from a study of the spatial 
covariance function or spectrum, or simply from a map of the data. For cer-
tain applications it may be appropriate to decompose the observations into 
more than the three components shown in equation 6.1, and the methods 
discussed in this chapter are readily extended to such situations. We assume 
that the large-scale process T and the local process 17 are independent of one 
another. This will be a reasonable assumption in many applications where 
two separate underlying processes occur, as suggested above for the rainfall 
model. This independence assumption is not in fact necessary unless we 
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wish to use kriging as a filter to separate the components, as described in 
Section 6.4. 
The measurement error term f can be quite considerable in certain prac-
tical situations, often as a result of some type of sub-sampling. For example, 
in mining applications, chemical determinations of borehole core samples are 
typically done on sub-samples of the individual cores which are themselves 
not homogeneous. In the case of the rainfall model parameters introduced 
in Chapter 2 there is measurement error due to the fact that the model is 
fitted to a finite daily rainfall record. The variance of this error can be esti-
mated by the bootstrap procedure described in Section 2.4. In the Southern 
African Bird Atlas Project discussed in Chapter 3 the species counts are bi-
nomially distributed and thus subject to the usual binomial sampling error 
which depends on the underlying probability and the sample size. 
In many applications it will be reasonable to assume that the measure-
ment error term f has zero expectation and shows no spatial correlation. In 
practice it is quite common to ignore the error altogether, that is, the data 
are assumed to be error-free, so that interpolation methods are used and 
thus predictions at existing data locations 'honour' the data. However, when 
there is known to be error in the data it makes more sense to try and estimate 
values of T + TJ rather than v itself, so that the resulting predicted grid or 
surface would smooth the original data. 
This chapter begins by showing the effect of measurement error on the 
semi-variogram and considers the situation where the variance of the mea-
surement error is not constant but is known or can be estimated for each 
data point. We then look at how the kriging equations need to be adjusted 
to estimate values of T + TJ, that is, estimation of the underlying error-free 
values. In the third section we look at kriging in the presence of large-scale 
variation in the case where a simple parametric model of the trend is inap-
propriate. In the fourth section we discuss how kriging may be used as a 
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filter to extract only the long-range or the local component. 
6.1 Estimating the Components of the Semi-
• var1ogram 
In the case where E( fi) = 0, var( fi} = u: and the fi are uncorrelated with 
one another and with the T and T/ then it is easy to show that 
so that we have 
so that the error term increases the semi-variogram by a constant amount 
equal to u: (Figure 6.1). 
If, in addition, the long-range and local components are uncorrelated then 
we have also 
Figure 6.1 shows a typical semi-variogram composed of spherical models 
for T and T/ together with a measurement error component. Modelling such a 
composite semi-variogram presents no new problems, since in any case many 
geostatisticians commonly use nested models for semi-variogram estimation, 
as described in Section 5.2. 
Unless there are repeated measurements at some locations, or some other 
way of independently estimating u:, the error variance can only be estimated 
from the empirical semi-variogram by extrapolating the fitted model to the 
point h = 0. As it is quite possible that there is also significant short-scale 
variation in TJ, commonly referred to as the nugget effect, such extrapolation 
may be quite inaccurate (Figure 6.2). 
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Figure 6.1: Components of the semi-variogram. 
In the case of non-constant error variance, as is the case in both the 
applications described in this thesis, then the effect of error on the semi-
variogram is more complex. We have then 
so that the increase in the semi-variogram will differ for each pair of data 
locations. If the individual error variances are known or can be estimated, 
one can estimate the semi-variogram of the error-free values T + 7J by using 
where the summation is over all Nh pairs which are a vector distance h apart. 
The use of the adjusted semi-variogram values also relieves us of the 
necessity of trying to estimate separately the measurement error variance 
and the nugget effect from the empirical semi-variogram, that is, any residual 
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Figure 6.2: Estimating the nugget effect. 
nugget effect observed in the adjusted semi-variogram can presumably be 
attributed entirely to short-scale variation rather than measurement error. 
6.1.1 The Daily Rainfall Model 
It is clear from the maps of the parameter values (Figure 2.3) that there are 
large-scale trends in the values of all the parameters; more detailed study 
in various regions shows that there are also more local topographical effects. 
There is also 'measurement error' in the data resulting from the estimation 
of probabilities and mean depths from a finite record length. As discussed 
in Chapter 2, the assumption of constant u; would be unreasonable for this 
data, given that, firstly, the number of years of rainfall data on which the 
parameter estimation was based varied from as few as five years to as many as 
115 years, and, secondly, the year-to-year variation in rainfall differs markedly 
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in different areas of the country. Therefore the bootstrap procedure described 
in Section 2.4 was used to estimate q; for each of the sixteen parameters at 
each site so that the adjusted semi-variogram, as described above, could be 
calculated. 
Figure 6.3 shows the unadjusted and adjusted semi-variograms for the 
nine amplitude parameters and the coefficient of variation of the daily rainfall 
model. For most of the parameters, the unadjusted values suggest a. definite 
nugget effect, while in many of the graphs the adjusted values appear to pass 
approximately through the origin, that is, 1'T+71 (0) = O. Those which still 
show an apparent nugget effect after adjustment (notably DEPAO, DEPA!, 
CV, WWAO, and DWAO) suggest that the corresponding parameters are 
sensitive to local topographical changes, or possibly other sources of small-
scale variation. Another reason for an apparent nugget effect could be that, 
since the rainfall station locations are recorded only to the nearest minute 
of latitude and longitude, two or more distinct stations may have the same 
recorded location, but differing rainfall parameters, as illustrated in table 2.2. 
For one parameter, WWA2, the adjustment seems to have over-corrected, 
resulting in negative values throughout the empirical semi-variogram. This is 
probably due to the somewhat skew distribution of this parameter, and also 
the fact that the error variance of this parameter is relatively large compared 
to the actual parameter values, which are typically quite small. Models were 
fitted to each of the adjusted semi-variograms shown in Figure 6.3; in each 
case the model fitted was the sum of a constant (nugget effect) together with 
a spherical model for the local component q, plus a linear model for the 
long-range component r. 
One problem arises as a result of the negative values in the adjusted semi-
variogram; the weighted least squares method of fitting variogram models 
described in Section 5.2 does not operate correctly when negative values 
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Figure 6.3: Semi-variograms: amplitude parameters. 
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Figure 6.3: Semi-variograms: amplitude parameters (contd.). 
overcome by adding a suitably chosen constant to both the observed and 
predicted values during the fitting process, so that all values are positive. For 
WWA2 the semi-variogram was fitted to the unadjusted data, incorporating 
a separate estimate of the (average) measurement error variance. 
The fitted values of the sill and range of the spherical semi-variogram, 
the slope of the linear semi-variogram, and the nugget value for each rainfall 
model parameter, are listed in Table 6.1. The ranges of the local component 
vary between 10 and 40 kilometres. All the models fit well up to a distance 
of at least 240 km, which corresponds to the maximum distance which was 
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later used in the local kriging calculations. These fitted models are used to 
. provide the covariances required for the kriging calculations. 
parameter sill range slope nugget 
WWAO 0.0350 24 0.000110 0.020 
WWAl 0.0035 36 0.000036 0.000 
WWA2 0.0027 19 0.000007 0.000 
DWAO 0.0450 35 0.000300 0.035 
DWAl 0.0030 10 0.000140 0.000 
DWA2 0.0007 12 0.000010 0.000 
DEPAO 210 26 0.0400 180 
DEPAl 22 40 0.0330 20 
DEPA2 5 40 0.0020 0 
CV 0.0060 12 0.000064 0.010 
Table 6.1: Fitted semi-variogram models: amplitude parameters. 
A similar adjustment was made for the phase parameters of the daily 
rainfall model, but as the semi-variogram for these circular variables needs to 
be defined somewhat differently discussion of these is deferred to Chapter 8. 
6.1.2 The Southern African Bird Atlas Project 
In the Southern African Bird Atlas Project we observe the reporting rate in 
each QDGS which is effectively a frequency and thus reflects the underlying 
probability of observation of the species in question, but is subject to the 
usual binomial sampling variance. This variance in turn is dependent on the 
number of field cards available for each QDGS which varies greatly (from 
zero to 1698). The semi-variogram of the underlying probabilities can again 
be estimated by adjusting the observed semi-variogram for the estimated 
binomial variances; full details are given in Chapter 9. 
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6.2 Kriging in the Presence of Measurement 
Error 
In the case where the data contain measurement error it is appropriate to 
estimate the underlying measurement error-free values, either at the existing 
data locations or at new locations. That is, we assume that 
Vz = µ + T z + T/z + fz 
and the objective is then to estimate the value µ+To+ T/o at some location 
z0 • Thus we seek Wi such that 
n 
E[L WiVi - (µ +To + q0)]2 
i=l 
is a minimum, subject to l:?=I Wi = 1. 
We have: 
n n n 
E[L WiVi - (µ + To + TJo)]2 - E[L wi( Ti + T/i) - {To + T/o) + L Witi] 2 
i=l i=l i=l 
n n n n 
- L L WiWjCij - 2 L WiCio + Coo + L w7 o-;; 
i=l j=l i=l i=l 
where Cij = cov( Ti+ T/i, Tj + TJi) and CiQ = cov( Ti+ T/i, To+ TJo). 
If we set 
n n' n n n 
G =LL WiWjCij - 2 L WiCio +Coo+ L w;o-;; - 2,\(L Wi - l) 
i=l j=l i=l i=l i=l 
where A is a Lagrange multiplier, then, taking the derivative of G with respect 
to each of the wi and A leads to the set of equations 
ac n 
- = 2[~ w·c·· - Cio + w·o-2 - ,\] = 0 aw. L-J J tJ I [i 
I j=l 
i = l, ... n 
and 
n 
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or, in matrix notation, 
C11 + <J';1 C12 C13 CJn 1 Wt 
C21 C22 + <J';
2 C23 C2n 1 W2 
CnJ Cn2 Cn3 Cnn + <J';n 1 Wn 
1 1 1 1 0 -.\ 1 
' 
which gives the required values of the Wi and hence the estimated value at 
z0 , assuming that the relevant covariances are known or can be modelled as 
described in the previous section .. 
Since cov(vi, Vj) = cov(ri + T/i, Tj + T/j) when i # j, it might at first 
appear that the equations above are no different to those of ordinary kriging 
(equation 5.2). However, there are two important differences. Firstly, if 
we seek an estimate at a point which is also a data location, i.e. z0 = 
Zi for some i, then the ordinary kriging solution would lead to an exact 
interpolation, since the ith row of the data covariance matrix would then 
be identical to the right hand vector. However, in the equations above this 
is no longer so, since the term <J';; appears in the left hand matrix but not 
in the right hand vector, so we no longer have exact interpolation. Thus 
we avoid the 'spikes' in the estimated surface at the data points which are 
characteristic of ordinary kriging when there is measurement error present. 
A second difference is that, if there are duplicated data, that is, two data 
values with the same position vector z then the ordinary kriging equations 
will be singular while the equations above are not. In practice, the position 
vectors are only measured to a limited degree of accuracy in most situations, 
so that duplicate values may occur, this is certainly the case for the daily 
rainfall data, where rain gauge positions are recorded to the nearest minute 
of a degree and several apparently duplicated locations thus exist. 
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6.3 Kriging in the Presence of Trend 
In the previous chapter current methods of kriging in the presence of trend 
. were reviewed. In all the methods discussed the assumption was made that 
the trend could be approximated by a low order polynomial. For two dimen-
sional data a simple quadratic model contains six parameters while a cubic 
model contains ten and yet such a model is often a poor representation of 
the trend over the entire region of interest. A more realistic option is thus to 
allow for a non-parametric modelling of the trend. The model described at 
the beginning of this chapter provides such a framework by considering the 
'trend' to be another random process with a longer range of spatial correla-
tion than the 'local' process. 
The discussion of the previous section shows that such a trend is readily 
incorporated into the kriging process. The solution to the kriging equations 
derived there may be written as 
(6.3) 
where Cij = cov(vi,Vj) and c0 has elements cov(vi,(µ+ro+77o)). Thus 
the covariances in the matrix C are the covariances of the observed data 
points (including the component due to the trend) while the covariances in 
the vector c0 are the adjusted covariances described in Section 6.1, that is, 
excluding the error variance component. 
In practice, if a local window is used for kriging then it is only the co-
variance for values of h not exceeding the window width which is actually 
of interest. Essentially then, kriging using the above model is similar to the 
local kriging method recommended by Journel and Rossi (1989) which was 
mentioned in Chapter 5. Note however that the equations above show that 
the semi-variogram should be modelled so as to include effects which are due 
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to trend; such effects are often ignored in semi-variogram modelling when a 
local kriging approach is used. In practice the difference will be small since, 
by definition, the effect of trend on the semi-variogram will be negligible 
for small lags. However, by not modelling the trend one is effectively un-
derestimating the variance and thus kriging estimation errors will probably 
also be underestimated. This may explain results such as that of Dagbert 
et al. (1993) who noticed in the results of cross-validation exercises with 
hydrographic data that 
'any de-trending generates variograms which are too low i.e. pre-
dicted interpolation errors from those variograms are optimistic 
compared to the actual errors. In fact, the overall variogram which 
we calculated ... without any "de-trending" was all right in the 
prediction of the average interpolation error'. 
The method proposed above has advantages over universal kriging and 
IRF-kriging in that, firstly, there is no need to define a deterministic model 
for the trend, and, secondly, it is not necessary to try and separate out the 
effect of trend in modelling the covariance. Also, the kriging equations are 
simpler (equivalent to those used in ordinary kriging). In practice, the results 
of the various methods may not differ markedly, although if we attempt to 
extrapolate to points outside the region of the data points then estimates 
based on a deterministic trend model will be dominated by the extrapolated 
trend while the method described above will give estimates tending towards 
the mean as the distance from the nearest data points increases. 
Compared with the usual kriging model with a deterministic trend func-
tion as discussed in Chapter 4, we may now have some additional parameters 
to estimate in the structural analysis, such as the slope of the linear compo-
nent of the semi-variogram described in Section 6.1.1, but this is compensated 
for by the fact that the parameters of the trend function are no longer re-
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quired; for spatial data there are generally at least three parameters in this 
function, and thus there will usually be a net saving in the total number 
of parameters to be estimated, besides the extra flexibility of not having to 
determine an appropriate functional form of the trend function. 
Kriging as a Filter for Trend 
In most practical situations involving spatial data the available data are not 
regularly spaced, so that removal of trend by simple moving averages such as 
are commonly used in time-series analysis, or by the median polish approach 
of Cressie (1986), is often not possible. 
By a simple modification of the kriging procedure described in the previ-
ous section one can use the kriging process as a filter to separate the trend 
component from the short-scale component. We now wish to obtain the Wi 
which minimise 
E [<t. W;V; - (µ+To))'] 
subject again to the unbiasedness constraint L:~=I Wi = 1. 
Using the Lagrange multiplier technique as before we find that the solu-
tion is now given by the following equation: 
(6.4) 
where Cij = cov(vi, Vj) and Coi = cov(vi, (µ+To)) = cov((µ +Ti),(µ+ To)) 
and A is the Lagrangian multiplier. Thus the values Coi required here differ 
from those of equation 6.3 in that they exclude the component due to the 
small-scale process 17. 
In order to estimate the values of c0 we need to separately estimate the 
covariances CT7 and u 11 , or, equivalently, to estimate the semi-variograms of 
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these components. Provided that the components T and 7J are independent, 
then their combined covariance will be the sum of the individual covariances, 
and similarly fo~ the semi-variograms. Thus we have 
(6.5) 
Clearly the success of the method depends on being able to correctly identify 
and estimate the individual components of the covariance. It should be noted 
that such a decomposition is not unique; while the empirical semi-variogram 
may suggest a particular decomposition there is no reason why the user 
should not use additional information to decide on an appropriate split into 
trend and local variation. Any decomposition of the covariance function will 
lead to some smoothing of the data; the amount of smoothing will depend 
on precisely how the total semi-variogram is partitioned in equation 6.5. A 
study of the semi-variograms in Figure 6.3 indicates that most of them show 
a levelling off at between lOkm and 40km which probably corresponds to the 
range of spatial correlation of the 'local' component; this was used as the 
basis of the fitted models described in Section 6.1.1. 
Using the fitted semi-variogram given in table 6.1 for the parameter 
DEPAO of the daily rainfall model, with the linear semi-variogram attributed 
to the trend component T and the spherical model attributed to the local com-
ponent 7], equation 6.4 was applied to the data for DEPAO to estimate the 
underlying trend values. Figure 6.4 shows the original values of DEPAO at 
stations in the south-west Cape while Figure 6.5 shows the estimated trend 
values at the same sites; these figures show clearly the smoothing effect of the 
procedure. In many applications one would want to estimate trend values at 
a regular grid of points and display the results by means of a contour map; I 
have deliberately chosen not to do this here since the process of gridding and 
contouring generally involves additional smoothing which would obscure the 
effect which I wish to illustrate; however, the procedure can equally well be 
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Figure 6.4: SW Cape: DEPAO - Raw data. 
used to estimate trend values at a grid of points. 
The decomposition is analogous to the method known as factorial kriging 
(Matheron, 1982), in which the stochastic part of the model is split in to a 
number of components which are separately estimated, but the method of 
factorial kriging does not appear to have been used to estimate trend. The 
process is also analogous to Wiener filtering which is usually applied in the 
frequency domain, using Fourier transforms, to estimate the trend or signal 
in the time-series or signal-processing context (Press et al., 1989). 
Figure 6.6 shows the semi-variograms of the residuals, after the trend has 
been removed, of the four major parameters of the daily rainfall model. It is 
clear from the graphs that the trend has effectively been removed from the 
data. The graphs also show some evidence of a spike at small lags, which 
may indicate spurious negative correlations introduced at small lags by the 
smoothing process. Such an effect is well known in the time series field; for 
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Figure 6.5: SW Cape: DEPAO - Trend. 
example, Diggle (1990, Section 2.6) gives an example of a simple 3-point 
moving average applied to an equally-spaced data series with linear trend 
and uncorrelated residuals, giving rise to a negative correlation at lag 1 m 
the residuals after the smoothing. 
The procedure described here was used to separate the trend from the 
local component for all the amplitude parameters of the daily rainfall model 
as a pre-cursor to the study of the effects of topography on the 'local' com-
ponent; this is discussed further in the next chapter. 
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Figure 6.6: Semi-variograms: de-trended amplitude parameters. 
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Chapter 7 
Rainfall Model: Interpolation 
· of the Amplitude Parameters 
In this chapter1 we consider the problem of estimating the amplitude param-
eters of the daily rainfall model at sites where insufficient rainfall data are 
available. Specifically, our objective is to estimate values of all the parame-
ters on a grid of 1 minute of a degree of latitude and longitude throughout 
South Africa, Lesotho and Swaziland. For various reasons, the treatment 
of the amplitude and phase parameters is somewhat different, and thus this 
chapter looks only at the amplitude parameters ( and the coefficient of vari-
ation); the phase parameters are considered in the next chapter. 
The approach taken is univariate; that is, each of the parameters is es-
timated independently of the others. Although there will probably be some 
spatial correlation between the parameters, which might suggest some advan-
tage to be gained from a multivariate approach, possibly using co-kriging, it 
has been found in practice that co-kriging is generally only beneficial when 
the covariates are sampled more densely than the variable of interest. For 
the rainfall model, the data locations are the same for all par(\meters, so 
1The work described in this chapter has previously been published in McNeill et al. 
(1994). 
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that a multivariate kriging is unlikely to give much advantage. In addition, 
a multivariate approach would be considerably more complex, necessitating 
the modelling of all pairwise cross-covariances amongst the 16 parameters, as 
well as greatly increasing the time required for the kriging computations of 
the roughly 500000 points to be estimated. Most users of the model will not 
be interested in the individual parameters but rather in descriptive measures 
of rainfall which can be deduced from the model, for example, mean rainfall 
over a given time period, or the probability of exceedance of a minimum 
rainfall criterion, as described in Chapter 2. While it might be optimal to 
interpolate such measures directly, as has been done by Dent et al. (1989) for 
mean annual and mean monthly precipitation throughout southern Africa, 
such a procedure is very time-consuming, while the model may he used to 
obtain a wide range of such derived measures in a matter of minutes on a 
personal computer. At the end of Chapter 8 the performance of the esti-
mated model parameters in deriving mean annual precipitation is compared 
with values obtained from two other sources. 
The map of selected rainfall stations (Figure 2.6) shows that in some areas 
of the country there is a high density of stations while in others, notably the 
north-western Cape, the data are very sparse. Available data tend to be 
clustered around areas of human habitation. One consequence of this is 
that, in mountainous regions of the country, the higher-lying areas tend to 
he less well covered by rain gauges, so that to ignore this in the analysis 
would tend to give rise to under-estimation of rainfall. 
Large-scale spatial patterns are clearly observable in most of the model 
parameters (Figure 2.3). These large scale trends may be attributed to gen-
eral circulation patterns affecting the climate of southern Africa and involv-
ing the movements of large masses of air, giving rise to frontal rainfall. On a 
smaller scale rainfall patterns are affected by the local topography and other 
physical features; in particular orographic rainfall is induced by the forced 
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ascent of air on the windward side of mountain barriers, while convectional 
rainfall is due to updraughts caused by localised heating and can thus be 
affected by ground cover and land use. In all types of rainfall, rising air is 
cooled so that it approaches saturation; a further factor in the formation of 
actual rain droplets is the presence of suitable nuclei; these may be provided 
by ice crystals in the clouds or by other particles such as occur in dust or 
man-made air pollution so that, for example, large cities may have more 
rainfall than the surrounding rural areas. It is clear that local anomalies can 
be accurately estimated only if the rainfall data are sufficiently dense in a 
given locality or if information on local explanatory variables is incorporated 
into the estimation process. 
While an appropriately detailed data base on ground cover and land use 
is not available at this stage, elevation data are available on a grid of 1 minute 
of a degree of latitude by 1 minute of a degree of longitude throughout South 
Africa, and one would expect that local estimation of model parameters could 
be improved by incorporating this information. In addition, by making use 
of elevation data we would hope to overcome the bias in the station locations 
towards the lower-lying parts of each region. 
One might expect that the amplitude parameters, which relate to rainfall 
amounts, would be more susceptible to topographic effects than the phase 
parameters which relate to seasonality of rainfall. This is exemplified by a 
comparison between the models for Tamboerskloof in Cape Town (station 
code 20716 W, elevation lOOm) and the station at Woodhead Dam on the 
slopes of Table Mountain (station code 20719BW, elevation 747m) as shown 
in Figure 7.1. These two sites are only about five kilometres apart but show 
a large difference in the parameter DEPAO (as can be seen by comparing the 
curves for mean rainfall depth) and a somewhat smaller difference in DEPAl 
(the amplitude of the seasonal variation of mean depth), but show very little 
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Figure 7.1: Comparison of two stations on Table Mountain. 
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mum probabilities or mean depth. It was therefore decided to make use of 
the altitude information only in the estimation of the amplitude parameters. 
In the following section we review some of the approaches taken by pre-
vious researchers in the field of rainfall modelling to the incorporation of the 
effects of topography into the modelling process. 
7.1 Rainfall and Topography: A Review 
As mentioned in the previous section, orographic rain results when air rises 
over mountains, so that one may expect the most rain to oc~ur on the wind-
ward slopes; for narrow mountain ranges the tops of the mountains and lee-
ward slopes may also experience relatively heavy rainfall, however for more 
extensive mountain ranges the leeward slopes may be in a rain shadow area. 
This suggests that using only the altitude at a given point to predict the 
rain anomaly at that point will in general not be very successful, and this 
has been found to be the case by several researchers, for example, Armstrong 
(1993) and Creutin and Obied (1982). Thus a considerable body of research 
has been directed at deriving functions of the altitude at surrounding points 
which will be more suitable for predicting local rainfall patterns. 
An early study is that of Spreen (1947) who investigated the relationship 
between elevation, slope, orientation (or aspect) and exposure (defined be-
low). Using a graphical regression technique Spreen found that 88% of the 
variation in mean winter precipitation in western Colorado could be explained 
by these four variables, compared with 30% for elevation alone. Other stud-
ies, using the same measures, plus a number of others such as 'roughness', 
have been carried out in other parts of the world, for example in New Zealand 
by Hutchinson (1968), in Israel by Wolfson (1975), and in South Africa by 
Whitmore (1968), Schulze (1976), Hughes (1982) and Dent et al. (1989). 
Most of these authors have used multiple regression techniques to incorpo-
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rate the topographic variables into the rainfall modelling process; a difficulty 
with this approach is that if the area under study is large it may first need 
to be segmented into homogenous sub-regions within each of which the re-
lationship between rainfall and the topographic variables is approximately 
constant. Dent et al. {1989) initially delineated some 712 regions in their 
study of mean annual and monthly rainfall in southern Africa, but experi-
enced considerable difficulty in patching together the resultant estimates at 
. the sub-region boundaries. 
All the topographic variables used by these authors are based on grid-
ded altitude data, using a local grid centred on a given point to calculate 
the relevant variates at that point. Definitions of the most commonly used 
measures are given below. 
Gradient and Aspect Given a tangent plane to the surface at any point, 
the gradient is the maximum rate of change in altitude on this plane 
and the aspect is the compass direction of this maximum (decreasing) 
rate of change (Skidmore, 1989). The estimate of these values will 
depend on the grid size and limits used, as well as the algorithm used; 
Skidmore compares six possible algorithms. Some authors (Spreen, 
1947; Hutchinson, 1968) define aspect as the direction in which the 
exposure (defined below) is a maximum. Aspect is a circular variable, 
and thus cannot be used directly in a standard regression model. 
Roughness In view of the fact that the roughness of the terrain may cause 
updraughts and turbulence which may in turn influence the occurrence 
and longevity of storms (London and Emmitt, 1986) some researchers 
have included a measure of roughness. Hobson (1972) gives three meth-
ods for the calculation of roughness: one based on 'bump frequency', 
one based on comparing estimated surface area with the corresponding 
planar area and a third based on the variation in the direction of nor-
102 CHAPTER 7 
mals to planar surfaces defined by adjacent groups of three elevation 
readings. 
Exposure Several authors have attempted to define directly a function of 
topography which encapsulates the fact that windward sl9pes tend to 
get more rain due to their greater 'exposure' to the rain bearing winds. 
Dent et al. (1989) used the definition of exposure suggested by Seed 
(1987) which involves counting the number of points in a 5 minute by 5 
minute mask which have a lower elevation than the point at the centre. 
Spreen (1947) used as his definition of exposure the number of one-
degree sectors of a 20 mile radius circle centred on the station in which 
there is no land higher than 1000 feet above the station. Hutchinson 
(1968) used a similar definition but with a five mile radius. Hughes 
(1982) used an index based on the (weighted) sum of areas of grid 
squares with elevation higher than the gauge, taken over all squares 
of area 0,25 km2 lying in a 45 degree sector oriented south-west and 
of radius 10 km. The weighting used was the logarithm of the excess 
elevation while the south-west orientation was chosen to coincide with 
the main rain-bearing wind direction in the area; the other aspects 
of the measure were chosen after a number of trials with exposure 
indices of varying complexity, and Hughes comments that 'the choice 
of a measure of exposure proved to be very difficult'. It is clear from 
these different definitions that, apart from the difficulty of finding a 
satisfactory definition of exposure, there is almost certainly a need to 
'customise' the measure for different geographical regions. 
In practice all these measures are calculated as a function of the ai where the 
ai are the local values of altitude, usually available at a grid of points, and 
are thus influenced by the grid spacing and also by the extent of the local 
area or mask used in the calculation. Many of the measures can be expressed 
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in the form 2:: Wiai, that is, a l~near function of the local altitudes. In view of 
the fact that researchers have noted the difficulty in finding an appropriate 
measure of 'exposure' based on a priori considerations, it is appropriate to ask 
whether it may not be possible to use the data themselves to determine, on a 
local basis, that function of the ai which best explains the rainfall anomalies, 
and let this function provide a local definition of 'exposure' which can then be 
calculated at ungauged locations to predict the anomalies there. By defining 
a single measure in this way one would also avoid the difficulty that arises 
when a number of correlated measures are used as the explanatory variables 
in a multiple regression and also the need to consider the possible interacting 
effects of such variables. This approach is discussed further in Section 7 .2.2. 
7.2 Modelling Topography via Kriging 
In Chapter 5 we described two possible approaches to the problem of incor-
porating covariate information into the kriging process, namely co-kriging 
and kriging with external drift. We now consider each of these in turn as 
applied to the amplitude parameters of the daily rainfall model, with the 
altitudes or functions of altitude as covariates. 
7.2.1 Co-Kriging 
In order to use the co-kriging approach, as outlined in Section 5.3.1, it is 
necessary first to model not only the spatial covariance functions of each 
parameter, but also the cross-covariances of each parameter with altitude. 
For our application, where the cross-covariance will certainly show direc-
tional effects, it was decided to try modelling the cross-covariance directly, 
rather than using one of the cross semi-variogram measures introduced in 
Section 5.3.1. In exploring this approach the cross-covariance of the param-
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eter DEPAO with altitude was studied for the south western Cape region 
(approximately west of Mossel Bay (22°E) and south of Calvinia (32°S) ). 
Calculations were done for eight directions, and the results are shown in Fig-
ure 7.2 (in which the distance units are minutes of a degree of latitude or 
longitude). Figure 7.3 displays the same information in the form of a contour 
map. It is clear from the figures that the cross-covariance is generally positive 
and decreases with distance, but there is a distinct group of negative values 
at a lag distance of approximately 20 units (about 35 km) in a north-west 
direction. This corresponds with the knowledge that the main rain-bearing 
wind direction in this area is approximately north-west, so that it is likely 
that rain gauges which are sited so as to have points of high elevation to the 
north-west will be in the rain shadow of that higher ground and thus have 
reduced rain. 
It is clear, however, that in order to take account, for example, of lo-
cally varying directional effects, the cross-covariance models would have to 
be re-calculated and fitted regionally, or perhaps, to avoid discontinuities at 
regional boundaries, re-computed in a neighbourhood of each point being 
estimated as suggested by Haas (1990). This would necessitate an enormous 
amount of computation. Further, there is a then a need to parameterise 
appropriate cross-covariance models which could be used as part of an auto-
matic fitting procedure, since it would be impractical for the user to inter-
actively model cross-covariances at the half a million or so locations being 
estimated in this project. Some further research was done to investigate 
the feasibility of such automatic modelling, but the results were generally 
disappointing (Sedupane2 , 1992). 
It was therefore decided not to continue with the co-kriging approach 
and to look at the alternative possibility of kriging with an 'external drift' 
2 An honours student project supervised by the author of this thesis 
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function. 
7.2.2 Kriging with External Drift 
As outlined in Section 5.3.2, kriging with external drift uses a model similar 
to that of universal kriging, that is, 
1' 
Vz = L f1(z)f31 + TJz (7.1) 
1=1 
However the functions f1 are now taken to be functions of the covariates. 
Thus we require firstly that the form of the relationship between predictand 
(rainfall parameter) and covariate (altitude or function of altitude) is known 
or can be approximated by a simple function such as a polynomial, and 
also that the covariate information is available at all the sites at which the 
predictand is known and also at all those points at which an estimate of the 
predictand is required. As discussed above, the relationship between altitude 
and rainfall is complex, and certainly the rainfall at a point is influenced not 
only by the altitude at that point but by the pattern of topography in the 
vicinity of the point. Thus one possibility would be to define a function such 
as 'exposure' and use this as the covariate; however, as mentioned previously, 
it is unlikely that a single definition would suffice throughout the country, and 
the alternative of attempting to find appropriate local measures of 'exposure' 
is prohibitively computer intensive, since such a measure will necessarily 
incorporate altitude values on a fairly large grid surrounding each point. 
A solution to this difficulty was obtained by first calculating orthogonal 
functions of the surrounding elevations at each gridded altitude point, which 
together would account for all possible (local) patterns up to a third degree 
surface. This would effectively incorporate a number of the functions defined 
in Section 7 .1; for example, both slope and aspect can he measured in terms of 
first degree functions, while some of the definitions of roughness and exposure 
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could also be expressed as low-order polynomials of the gridded altitude 
values. It should be emphasised, however, that what is proposed here is more 
general than the use of a pre-defined function of altitude such as slope, in that 
no particular polynomial is chosen a priori, but rather, a set of functions is 
used which effectively encompasses all possible patterns that can be described 
by third degree functions; the kriging process then estimates appropriate 
weightings to give to the component functions in the neighbourhood of each 
point being estimated, and the use of moving-window kriging ensures that 
the weightings are updated for each point to be kriged. 
An advantage of defining orthogonal functions is that they are by defini-
tion uncorrelated and thus we avoid the multicollinearity problems commonly 
associated with multiple regression. 
For gridded data the calculation of the orthogonal functions is a sim-
pie matter. If we write the altitude values at a grid of points in an q x q 
matrix, D, and then calculate the matrix M' DM where M is the q x 4 ma-
trix whose columns give the coefficients for orthogonal polynomials of degree 
0,1,2,3 respectively, then the resultant matrix has as its elements the required 
orthogonal functions. 
We illustrate the procedure using a 5 x 5 grid of altitude points. Let the 
altitude values at a grid of points be given by: 
an a12 a13 a14 a1s 
a21 a22 a23 a24 a2s 
D= a31 a32 a33 a34 a3s 
a41 a42 a43 a44 a4s 
as1 as2 as3 as4 ass 
Then the matrix M of orthogonal polynomial coefficients is given by: 
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1 -2 2 -1 
1 -1 -1 2 
M = 1 'O -2 0 
1 1 -1 -2 
1 2 2 1 
and M' DM can be written as 
eoo eo1 eo2 eo3 
M'DM= 
60 en 62 ei3 
60 61 62 ·63 
60 e31 62 63 
where e00 is simply the sum of the elements of D, while eo1 is the linear 
contrast of the columns of D, which corresponds to a plane with E-W slope, 
and 6o corresponds to a plane sloping N-S. By including both 60 and e01 in 
the external drift function we allow for a plane of any inclination to form the 
'drift' function. By including also e02, 61 and 60 we allow for an arbitrary 
second degree surface and so on. I decided to include all terms up to third 
degree, thus allowing for a cubic surface, and using 10 orthogonal functions 
in all. This allows for reasonably complex topographical patterns. 
Tables of orthogonal polynomial coefficients for small values of q, together 
with formulae for their computation in the general case, a:re given in various 
books of statistical tables, for example, Pearson and Hartley (1962). 
Thus the full external drift function has the form: 
where the /3 coefficients will be selected optimally by the kriging program to 
model the relationship between the rainfall model parameter and the compo-
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Figure 7.4: Calculating the functions of topography. 
The values foo, ... fo3 are calculated at each data point and at each point 
to be estimated. Figure 7.4 illustrates this, using a 3 x 3 grid. In practice, a 
3 x 3 grid is too small to allow the calculation of independent functions up 
to third degree; a grid of at least 5 x 5 is required, but it is not immediately 
obvious how to choose the optimal size of the grid. In addition, the opti-
mal choice may depend on whether the data have been de-trended. If one is 
working with de-trended residuals, then they will probably only reflect local 
topographic effects, while the effects of larger mountain features will have 
been absorbed by the trend. On the other hand if no prior smoothing has 
been used then the data will possibly reflect the effects of mountain features 
some distance away, so that a larger mask should probably be us·ed for the 
altitude function calculations. A disadvantage of using a larger m.ask would 
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be that as the number of points in the mask increases, so does the potential 
complexity of possible topographic patterns, so that it might be necessary 
to use orthogonal functions of higher degree to obtain a realistic approxima-
tion to the surface. Another problem with using a large mask is that the 
gridded altitude data are not currently available for some of the areas north 
of the South African border, so that as the grid size increases, there are an 
increasing number of data sites for which we cannot calculate the necessary 
functions without some additional estimation. 
7.2.3 Cross-Validation 
In order to decide on the optimal grid size and also on the optimal degree 
of the e functions to be used in the external drift kriging procedure, a set of 
test sites was selected as described below, and the values at these sites were 
estimated from the remaining sites using a range of grid sizes and functions. 
The sum of the squared estimation errors at the test sites was then used to 
compare the various options. 
Thus, for a given grid size, the corresponding orthogonal altitude func-
tions were first calculated and stored for each point within southern Africa. 
Then the kriging estimation process was carried out firstly using no topo-
graphical information, then using only the term eoo, that is, the average 
altitude, then using only first degree functions, that is, including 60 and 
e01, then using first and second degree functions, and finally using the full 
set of third degree functions. For any sites where the external drift matrix 
consisting of the values of the e was singular' (this could happen for example 
if a_ll the altitude values in the mask around that site were identical) a drift 
of lower order was substituted until a non-singular matrix was obtained. 
Spherical models fitted to the adjusted semi-variograms described in Sec-
tion 6.1.l were used throughout. 
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The whole process was repeated twice; once using the de-trended param-
eters, (the trend estimation procedure was described in Section 6.4), and 
once with the original parameters. In all cases, a moving window version of 
kriging was used, such that the closest 33 points (within a maximum search 
distance of 120 km ) were selected. In those parts of the country where 
the stations are fairly dense the closest 33 points were generally all within 
a radius of not more than 60 km. If the number of points found within the 
maximum search distance of 120 km was insufficient for estimation with the 
chosen degree of orthogonal functions then a drift of lower order was used at 
that site. For example, if a cubic drift was selected, but less than 30 data 
points were found within 120 km of a given location to be estimated, then a 
quadratic drift was used, if less than 20 data points were found, then linear 
drift was used, while if less than 10 data points were available, then only ~oo 
· was used. In practice only three of the test sites were affected in this way. 
In selecting a set of data points as test sites to cross-validate the various 
options it must be remembered that the data, that is, the rain parameter 
values, are themselves estimated values subject to error, so that we do not 
have 'true' values with which to compare our estimates. In order to minimise 
the effect of this unknown error in the data I decided to select from each 
Weather Bureau block (half degree grid square) the rainfall statiqn at which 
the bootstrap variance of the estimate of DEPAO was a minimum, and to use 
these points as the test points. No test point was selected from blocks having 
less than five data points, as this would mean that the resultant data set was 
rather sparse around that point. Apart from these omitted blocks the 373 
test points are thus roughly on a grid across the country, with one in each 
Weather Bureau block. The decision to use the variance of the parameter 
DEPAO as the selection criterion for the test sites was ba_sed on the fact that 
this parameter is probably the one most sensitive to topography. 
The levels of the various factors used in the cross-validation exercise were: 
Amplitude Parameter Estimation 113 
• grid size: (5 x 5, 15 x 15, 25 x 25, 35 x 35 minutes of a degree) 
• degree of orthogonal functions: (0,1,2,3) 
• prior de-trending / no prior de-trending 
For each rain model parameter the mean squared estimation error, averaged 
over the 373 test points, was calculated for various possible combinations 
of the factors shown above. The optimal factor combination could vary 
depending on the specific rain parameter under consideration. In practice, 
results were very similar for all parameters and thus only results for the 
parameter DEPAO are given here (Table 7.1). 
degree of orthogonal function 
with no de-trending with prior de-trending 
grid size 0 1 2 3 0 1 2 3 
5x5 363 378 437 568 373 387 443 558 
15 x 15 366 373 410 466 377 383 417 466 
25 x 25 374 385 391 437 not calculated 
35 x 35 378 400 413 465 not calculated 
no altitude 381 not applicable 386 not applicable 
Table 7.1: Mean squared estimation error: DEPAO. 
It is clear from the results that prior de-trending of the data gives no 
improvement. The spurious correlations at short lags which were induced by 
the smoothing process (see Section 6.4) may be responsible for this. Also, the 
fact that local kriging was used throughout means that the effects of trend 
are likely to be small, and thus the de-trending only introduces an extra level 
of complexity into the kriging process, apparently without any compensating 
gam m accuracy. 
A rather surprising feature of the results is that fitting the more complex 
topographical models produces poorer results, although the deterioration 
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is less marked for the larger grid sizes. The estimation using the average 
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Figure 7.5: Estimation errors at individual test sites. 
These results are made clearer if we graph the absolute values of the 
errors at individual test sites, as in Figure 7.5. Points below the diagonal 
line in each diagram represent test sites for which the inclusion of the relevant 
80 
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functions of altitude leads to a reduction in the estimation error, and vice 
versa. We see from these graphs, which are based on a grid size of 9 x 9, that, 
although the models using average, linear or quadratic altitude generally· give 
rise to smaller absolute error than the model ignoring altitude, the quadratic 
model gives rise to one very poor estimate, and the cubic model gives two. 
Bearing in mind that we may be extrapolating the altitude functions; that is, 
the values of the e at the point being estimated could be outside the range of 
the e values at the neighbouring data locations, it is not so surprising that we 
occasionally get rather poor estimates. Thus it seems that the more complex 
models are less robust. The fact that the models which do not include altitude 
at all do almost as well as the models with altitude is probably due to the fact 
that the test points, which were chosen for their low variance, are typically 
stations with many years of data and are not necessarily at high altitude, 
so that a simple interpolation from the neighbouring data points gives fairly 
accurate results. 
In order to show more clearly the effect of including altitude in the mod-
els, parameter estimates were calculated at one minute intervals along two 
transects; Figure 7.6 shows the estimates of DEPAO along the two tran-
sects, together with the altitude values. In the first, running west to east in 
the Jonkershoek mountains near Stellenbosch (latitude 33°59'5), there are a 
number of rainfall stations within the mountains, so that the ordinary krig-
ing model without any altitude functions follows the shape of the mountains 
quite well. In the second transect, running west to east across the mountain 
ranges just north of Porterville (latitude 32°50'5), the model without alti-
tude does not pick up the individual mountain peaks at all as there are few 
rainfall stations in the area, while the model including eoo shows a small rise 
in DEPAO as each peak is crossed. By contrast, the values of DWAO, which 
is a measure of the probability of rain, taken along the same transect (Fig-
ure 7. 7), show almost no response to altitude; the values decrease steadily as 
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Figure 7.6: Predicted DEPAO and altitude. 
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one moves west, away from the coast. 
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Figure 7.7: Predicted DWAO and altitude. 
On the basis of these results it was decided that the final estimates should 
be done without prior de-trending and including only the term eoo in the drift 
function. Further checking of grid sizes suggested that a grid of 9 x 9 would be 
optimal, and this was used for the final estimation at a grid of sites covering 
the country at 1 minute by 1 minute intervals. Maps of the estimates at 
intervals of 30 minutes by' 30 minutes, that is, at the centre of each Weather 











Figure 7.8: Estimated parameter values at centres of Weather Bureau blocks 
(amplitude parameters). 
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Figure 7.8: Estimated parameter values at centres of Weather Bureau blocks 
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Rainfall Model: Interpolation 
of the Phase Parameters 
The phase parameters of the daily rainfall model 1 are circular in nature. In 
particular the first phase parameters take values between 0 and 365 while the 
second phase parameters take values between 0 and 365/2. Given two sites, 
one with </>1 = 364 (December 30) and the other with </>1 = 3 (January 3), say, 
an obvious estimate of the value of this phase parameter at a site situated 
midway between the two sites would be given, not by the arithmetic average 
(364 + 3)/2 = 183.5, but by the value </>1 = 1 (January 1). From this simple 
example it is clear that normal methods of calculation are inappropriate for 
circular data. Such data arise in various fields. The most common examples 
arise either from directional data in two-dimensional space, such as in studies 
of wind direction or direction of magnetisation of rock specimens, or else 
from periodic phenomena, such as the time of day or the time of year of the 
occurrence of certain events. The phase parameters of the rainfall model are 
of the latter type. Many other examples are given in the texts by Mardia 
(1972), Batschelet (1981) and Upton and Fingleton (1989). 
1The work described in this chapter has previously been published in McNeill (1993) 
and McNeill et al. (1994). 
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Statistical techniques for circular data tend to be more computationally 
complex than their counterparts for data taking values on the real line. No-
tions of correlation, regression and bias are still the subject of discussion 
(Mardia, 1975; Jupp and Mardia, 1989). In particular, the development of 
smoothing techniques for spatially distributed circular data is very much in 
its infancy. 
8.1 Smoothing Methods for Circular Data 
Almost all of the published work on interpolation and smoothing of circular 
or spherical data has been directed towards the problem of data indexed in 
one dimension. Many of these methods are not truly vectorial in nature. For 
example, Parker and Denham (1979), studying the problem of plotting the 
position of the magnetic north pole at various geological times, suggested 
splining the individual x and y coordinates of the unit vector independently, 
and then re-normalizing to get unit vectors; this method could be extended 
to data available at locations in two dimensions using thin plate splines, 
but the method has been criticised by several authors, including Watson 
(1985) and Jupp and Kent (1987), as it ignores the geometry of the sphere. 
Other methods, such as that of Clark and Thompson (1984) which involves 
projecting the data on to a tangent plane, do not work well unless the data 
are restricted to a portion of the sphere or circle, and produce fitted paths 
which are not invariant to change of origin. Since the phase parameters of the 
rainfall model take values throughout the full range of angles on the circle, 
such methods are not suitable for our application. 
The method proposed by Jupp and Kent (1987) does not readily extend 
to spatial data as they require that the circular data be 'unwrapped' on to 
the real line; it is not clear that this can be done consistently for data indexed 
in two dimensions. 
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Another feature of almost all the methods suggested for smoothing cir-
cular or spherical data is that they are spline based, and Watson (1985) 
suggests that, even in the relatively simple case when the data locations are 
on a line, rather than a plane, there is a need to penalise excessive spiralling 
of the estimated values around the unit circle, in addition to the usual rough-
ness penalty used for splines, and this leads to a considerably more complex 
problem. 
Watson (1985) is perhaps the first to discuss the problems of interpolating 
and smoothing circular data available at a number of spatial locations, and 
he outlines a couple of possible approaches. For the interpolation problem he 
suggests the use of a weighted average of the data points, with the weights 
chosen proportional to the inverse of the square of the distance from the 
point to be estimated. He goes on to outline a possible method for smoothing 
spatial directional data, represented by angles Oi, .. On, based on calculating 




where ki is some inverse function of the measurement error variance of the i th 
data point, dij is a some monotonic increasing function of distance between 
the ith and jth data points and Tis a smoothing parameter. Watson does not 
give full details of the method; in particular, the discussion does not explain 
how the method generates estimates at points other than the original data 
locations Zi. Also, if the original data locations are clustered in space, then 
excessive weight will be given to 'high density' areas. This criticism applies 
also to the simple weighted average method. 
Mendoza (1986) has subsequently implemented a method of smoothing 
circular data available at locations on a plane and illustrates its use to smooth 
data on the cross-bedding directions of sandstone. His method, which is 
, 
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rather similar to Watson's except that it uses a spline-based measure of 
smoothness, finds f ( z) to minimize 
n 
L wi(l - cos(Oi - J(zi)) + >.R2(J) 
i=l 
where Oi is the observed angle and J(zi) the smoothed angular value at the 
ith location, Wi is a weighting factor for the ith data point and R2 (J) is a 
measure of roughness of the function f. The roughness criterion is similar to 
that used in spline-smoothing and is given by 
Whereas for most calculations involving directional data only trigonomet-
ric functions of the data are used, so that ei and ei + 360 (in degrees) are 
equivalent, in the calculation of R 2(J) such values are not equivalent, so that 
it is first necessary to choose the value Oi to represent each data point. Men-
doza suggests that these values should be chosen 'so that observations are 
not rougher than they should be'. Thus, for example, a sequence of adjacent 
values (in degrees) of 240 300 350 30 is re-expressed as 240 300 350 390. This 
may not be easy to achieve consistently for spatial data. For example, Fig-
ure 8.1 shows some data in the south-western Cape, taken from the values of 
WWPl (converted to degrees), in which smoothing the data along the path 
indicated by the dotted line from the point A ( 192 degrees) to the point B 
leads to a labelling of 381 degrees for point B whereas smoothing the data 
along the path indicated by the dashed line leads to a value of 21 degrees for 
the same point; the lack of a natural ordering of points in two dimensional 
space means that appropriate values may not be uniquely defined. 
Young (1987) extends the technique of kriging to vector data in a natural 
way, using the Euclidean norm as a measure of distance, and suggests that the 
resulting technique will be appropriate for directional or circular data. This 
is not the case however, since there is no guarantee that the vector estimate 
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Figure 8.1: Re-labelling of circular values. 
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resulting from the vector kriging process will in fact be of unit length, and 
thus it may minimise the vector distance but not the angular distance. Thus, 
for example, in Figure 8.2 the vector B is closer (as measured by the Euclidean 
norm distance) to vector 0 than is vector A. However, in terms of angular 
distance, A is closer to 0 than B is. To get an estimate which minimises the 
angular distance it is necessary either to constrain the solution to lie on the 
unit circle, or else to try to minimise angular distance directly. 
In the next section we explore the feasibility of extending kriging in this 
way. 
8.2 Kriging for Circular Data 
We start by reviewing some basic notation and summary statistics for cir-
cular data. This leads us to define a weighted average for circular data and 
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Figure 8.2: Vector distance and angular distance. 
appropriate measures of angular distance and covariance. 
8.2.1 Means and Variances for Circular Data 
Circular data can be represented by points on a circle of unit radius. Where 
the data are not directions, as in the present application, the range of values 
can easily be mapped on to the circle; for example, in the case of the first 
phase parameters of the rainfall model , which take values between 0 and 365, 
we can multiply the values by 27r /365 to get an equivalent value in radians. 
The mean of the data is then defined to be the direction of the resultant 
vector. That is, if we represent the data points by the unit vectors e1,e2 , 
... en, with polar coordinates ( 1, 01 ), ( 1, 02 ), ••• ( 1, On) then the mean vector 
of the sample is given by 
n 
If we assign a unit mass to each data point in Figure 8.3, then m rep-
resents the centre of gravity of the data. The cartesian coordinates of m 
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0 
Figure 8.3: Mean of circular data. 
are x = "'£.cos Oif n and y = "'£.sin Oif n and the polar coordinates are (R, 0) 
where 
R2 -2 +-2 = x y 
and 
tan (j = L sin Bi/ L cos ei 
This has a singularity if L sin ei = L cos ei = 0, so that the centre of gravity 
is at the origin, and thus the resultant direction is not uniquely defined. 
It can be shown that 
n 
R = L cos(Oi - O)/n 
i=I 
and thus the measure [l - R] provides a measure of the variance, with prop-
erties which are in many ways analogous to those of the variance for non-
circular data (Mardia, 1972) 
To obtain a weighted mean with weights wi, ... Wn it is natural to de-
fine this as the direction corresponding to the point with coordinates x = 
~ Wi cos Oif n and y = ~ Wi sin Oif n, which is equivalent to assigning the 
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weights as masses to the data points and finding the centre of gravity as 
before. Note that multiplying all the weights by a non-zero constant, l, does 
not affect the direction of the weighted mean, but changes the length of the 
mean vector by a factor l. 
8.2.2 The Kriging Equations 
We consider a model equivalent to that used in ordinary kriging, that is, we 
assume the data are a realisation of a stochastic process with common mean 
and variance, and that the covariance, to be defined below, is a function of 
distance only. 
Given unit vectors ei,e2, ... en at spatial locations z1,z2, ... zn, we seek an 
estimator, based on the weighted sum L Wiei, of the value eo at some location 
zo. Specifically, if L Wiei is written in polar form as (.Ro, Bo) then we seek w 
to minimise 
E[l - cos(B0 - Bo)] (8.1) 
where Bo is the unknown angular value at location z0 • The use of the function 
1-cos( 0-B) as a measure of estimation error is common in circular statistics, 
and is analogous to the usual least squares criterion (Fisher and Lewis, 1985). 
If we write ei = (xi, Yi)' so that Bi = arccos(xi) = arcsin(yi) and e0 = 
(xo, yo)' with Bo= arccos(xo) = arcsin(y0), then we have 
n n 




cos Bo = L wixd .Ro = L Wi cos Bi/ Ro 
i=l i=l 
where Ro is the length of the vector L Wiei so that 
n n 
R~ = (L WiXi) 2 + (L WiYi) 2 
i=I i=I 
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n n n n 
LL WiWj cos ()i cos 01 +LL WiWj sin (Ji sin 01 
i=I j=I i=I j=I 
n n 
LL WiWj cos(Oi - 01) 
i=I j=l 
w'Qw 
where qij = cos( ()i - 01) . 
Now 
cos( Bo - Oo) 
where Ci = cos(Oi - 00 ) 
cos B0 cos 00 + sin B0 sin 00 
I/ JI,, ( t w;( cos D; cos Do + sin D; sin D0)) 
w'c/ J(w'Qw) 
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Thus in order to minimise E[l - cos( Bo -00 )] we need to find w 1 , ••• Wn to 
max1m1se 
E[w' cf ./w'Qw] (8.2) 
It is clear from the formula above that the solution will be unique only 
up to a constant multiplier; that is, if w is a solution, then so is lw for 
any non-zero constant l. In order to make the solution unique, we might 
introduce a constraint, such as I: Wi = 1, or E[R~J = E[w'Qw] = 1. Note 
that the constraint w'Qw = 1 is not an appropriate choice, since then the 
Wi will depend on the data values, so that, for example, we would not have 
E[w'c] = I: wiE[ci]. 
The expected values of the elements of Q and c in equation 8.2 can be es-
timated by modelling an appropriate spatial covariance function as described 
in Section 8.2.3 below; however, this is not of immediate help in finding a 
solution, since the expression to be maximised cannot be expressed directly 
as a linear or quadratic function of these, so that the usual method of max-
imisation used in kriging does not apply directly in this case. 
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If we use a first order Taylor series expansion of E[w'c/ Jw'Qw], so that 
we approximate it by w's/v'w' Kw, where kii = E[%] and Si = E[ci], and 
use the uniqueness constraint E[w'Qw] = w' Kw = 1 then we can use the 
Lagrange multiplier approach to find the optimal values of the Wi. With the 
chosen uniqueness constraint, the function to be maximised becomes simply 
w's, so if we set 
then 
and 
G = w's - >..(w'Kw -1) 
aa 
- = s-2>..Kw 
aw 
aa , 
- = w Kw-1 a>.. 
which leads to the solution 
w = ---;:==::== Js1 J(-1s r 
where r = Js1 K-1s is a scalar normalising constant. 
(8.3) 
For the case where the data include measurement error, as is the case 
with the rainfall model parameters, so that we observe f)i = ()i + Ei instead 
of ()i, a similar argument shows that the approximate solution t.o obtaining 
an optimal estimate of ()0 is given by the same expression but with kii = 
E[cos(rJi - rJ1)] and Si= E[cos(rJi - 00)]. 
The form of the solution given by equation 8.3 is, apart from the normal-
ising constant r, exactly analogous to the solution of the usual (non-circular) 
problem of simple kriging. The form of this solution is intuitively appealing, 
in that it gives more weight to those data points which are close (in space) 
to the point to be estimated (via s) and gives less weight to points which 
are clustered with other data points (via J<-1 ). Thus, although equation 8.3 
gives only an approximate solution to the minimisation of equation 8.1, it 
can be justified in its own right as a form of weighted average which caters 
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specifically for clustered data, and can also cater for varying error variances. 
It is thus of interest to see how well such a method performs in practice. 
The performance of the method was therefore compared with the simple 
weighted average method described in Section 8.1, using a set of test sites. 
Before carrying out the estimation it is first necessary to model the spatial 
covariance so as to have values for E[cos(t9i - t9i)] and E[cos(t9i - 00 )]. 
8.2.3 Modelling the Spatial Covariance 
Many measures of association have been proposed for circular data, and 
reviews can be found in Jupp and Mardia (1989) and Breckling {1989). For 
our purposes here it suffices to find a measure. of the relationship between 
two circular variables with the same distribution, and, in particular, with the 
same mean, since, in using local kriging, trends can be ignored. In view of 
the form of the kriging equations an obvious choice is 
This is in fact equivalent to the measure proposed by Breckling (1989) in the 
case where the means of (Ji and (Ji are the same. 
If we assume that the covariance is a function of distance only then we 
can estimate the covariance function from the data by plotting cos( (Ji - {} i) 
as a function of dii, the distance between the two data points. Alternatively 
we may prefer to define a circular semi-variogram as 
(8.4) 
as a circular analogue of the usual semi-variogram, where the expectation 
is over all locations i and j with separation distance h. The circular semi-
variogram as thus defined takes values between 0 and 1. In order to study 
the empirical circular semi-variogram as a function of separation distance we 
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can plot the average of the values (1 - cos(Oi - Oj))/2 for all pairs of points 
with a given separation distance as a function of the separation distance. 
When the data are measured with error, this empirical semi-variogram 
will be increased by an amount depending on the error variance. Specifically, 
suppose that we observe angular values {Ji such that 
where the angles t:i represent measurement error, so that we may assume that 
the values of t:i at different sites are independent of one another and also of 
the values Oi. We also assume that the distribution of ti is symmetric with 
mean zero so that E[sin t:i] = 0. Then we have: 
E[cos(Oi +ti - Oj - t:j)] 
E[cos(Oi - Oi) cos(t:i - t:j) - sin(Oi - Oj) sin(t:i - t:j)] 
Similarly, we can show that 
E[cos(l?i - 00 )] = E[cos(Oi - 00 )]E[cost:i] 
Estimates of the terms E[cos t:i] were calculated for each parameter at each 
rainfall station as part of the bootstrap variance calculations described in 
Chapter 2, and thus it is possible to estimate the covariance of the underlying 
0 values using the adjusted covariance estimator 
where the summation is over all Nh pairs of points a distance h apart. If 
one prefers to work with the circular semi-variogram defined above then a 
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similar adjustment may be made to the semi-variogram calculated from the 
observed {) values to get an estimate of the semi-variogram of the () values. 
Figure 8.4 shows the unadjusted and adjusted semi-variogram for each of 
the phase parameters of the daily rainfall model. The effect of the adjust-
ment is less marked for the first phase parameters than for the second phase 
parameters, indicating that the former are subject to less estimation error. 
After adjustment, the graphs show little evidence of any residual nugget ef-
fect, which means that the phase parameters do not change significantly over 
short distances. This confirms the assumption that while the amplitude pa-
rameters would be sensitive to local topography, the phase parameters would 
not. The few negative values in some of the adjusted graphs result from the 
measurement error adjustment; clearly, in fitting a model to such data we 
require al1 the fitted values to be positive. 
8.2.4 Validation and Discussion 
To test the circular kriging .method proposed in the previous section, the 
method was compared with the simpler method of inverse distance weighting 
using a test set of 101 rainfall stations and a data set of 325 rainfall stations 
selected from the full data set. The test sites selected lie approximately 
on a regular grid, with one station having been selected at random from 
every alternate Weather Bureau block, while the 'data' sites were obtained by 
selecting one station at random from every sequence of ten stations remaining 
in the data file after removal of the test sites. Since the stations are ordered 
in the data file by Weather Bureau block, this method of selection ensures 
that the 'data' sites have a similar spatial distribution to the full data set, 
but are much more sparse (Figure 8.5). 
While the sparseness of the selected data points can be expected to re-
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;.. 
Figure 8.5: Data set used in circular kriging validation. 
between the two methods being tested, since, if too dense a data set is used, 
almost all smoothing methods will give good results. In both methods a 
search radius of 300 kilometres was used, that is, only points within 300 
kilometres of the point to be estimated were included in the calculation. 
The unadjusted and adjusted semi-variogram was calculated using the 
selected data sites for the parameter WWPl, and a Gaussian model, given 
by 
(8.5) 
was fitted, with sill and range parameters 0.0929 and 233 respectively for the 
adjusted semi-variogram. The average of the error terms, [1 - cos( {Ji - Bi)] 
(averaged over the 101 test data points), was compared for the two methods, 
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and the results are shown Table 8.1 below, from which it is clear that the 
kriging method has resulted in considerably lo~er errors on average. 
Method Average Error 
Inverse distance 0.1318 
Kriging 0.0988 
Table 8.1: Comparison of prediction errors: WWPl. 
There are several reasons why the kriging method may give better results 
than the inverse distance method. One is, of course, that in using the inverse 
distance method no attempt has been made to optimise the particular inverse 
distance function used; it would be possible to use a parametric function 
of distance, with the parameter value controlling the effective bandwidth 
selected, for example, by cross-validation, but this to some extent reduces 
the main advantage of the inverse distance method, namely its simplicity. 
Another possible reason for the superiority of the kriging method is that 
the inverse distance method does not take account of clustering in the data; 
however, a study of Figure 8.5 suggests that this is probably not of great 
consequence for this particular data set, as the clustered data points generally 
have similar values to the more isolated points around them. A third reason 
for the superiority of the kriging method is its explicit use of the error variance 
of the data; the inverse distance method will give relatively high weight to 
the few points which are closest to the point to be estimated eve1i if those 
data points have high measurement error, whereas the kriging method will 
adjust for this; this is quite important in the present application where the 
error variance, as measured via the bootstrap procedure, was rather high at 
some sites. 
In comparing individual estimated values with the original values in the 
test data set one must bear in mind that even the values in the test data set 
are not entirely accurate but are subject to the parameter estimation errors 
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Figure 8.6: Kriging estimates at test sites. 
as estimated by the bootstrap procedure. Therefore, in plotting a map of 
the values estimated by the kriging method (Figure 8.6) I have included for 
comparison, not the original data values, but a range of values (indicated 
by the two short lines emanating from each site in the figure) which repre-
sent a range of {)i ± Ei, where {)i is the original data value at that site and 
€i = arccos(~=;~~ cos(lJij - {)ij)), where the {)ij are the individual bootstrap 
estimates described in Chapter 2 and lJij is their mean. For our data set this 
range corresponds roughly to an approximate 95% confidence interval for 
data having a van Mises distribution, based on the formulae given in Section 
9.6 of Upton and Fingleton (1989). 
It can be seen in Figure 8.6 that the fit of the estimated values is generally 
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good, except for five sites which lie in the area of change-over between the 
winter rainfall area in the south west and the summer rainfall area further 
to the north and east. The test data set is relatively sparse in this area; 
clearly more data points are needed for accurate estimation in this region. 
In practice, of course, the full data set has over 5000 points compared with 
the 325 used here, which should give much more accurate results throughout 
the country. 
In the comparison described above the serrii-variogram parameters were 
estimated directly from the empirical semi-variogram. However, since the 
solution given by equation 8.3 is only approximate as it is based on the 
linear Taylor series expansion there is no reason why these parameters should 
be optimal and it is likely that better results would be obtained if the sill 
and range parameters were estimated via cross-validation. However, the 
cross-validation approach is more computationally intensive and it is thus of 
interest to test the sensitivity of the kriging method to the semi-variogram 
parameters. The estimation process was therefore repeated with a range of 
values of these parameters, and some of the results are shown table 8.2, where 
the average error is given as a function of the sill and range parameters. It 
is apparent from the results that the method is not particularly sensitive to 
the choice of parameters, as the error surface is fairly flat in the region of the 
parameter values used, although the global optimum (0.0942) was found at 
values of roughly 0.20 for the sill and 350 for the range. In fact, a detailed 
search suggests that the error surface may well have several local minima, for 
example in the region of s = 0.09 and r = 300, a fact that has been noted 
by other researchers in connection with maximum likelihood estimation of 
spatial covariance functions (Warnes and Ripley, 1987). Thus it would seem 
that, for this data set at least, using cross-validation to estimate optimal 
parameters is not likely to give much improvement over the computationally 
quicker method used here, based on modelling the empirical semi-variogram. 
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Sill 
Range 0.07 0.08 0.09 0.10 0.11 
100 0.1083 0.1081 0.1080 0.1078 0.1077 
150 0.1069 0.1072 0.1075 0.1076 0.1077 
200 0.1013 0.1019 0.1024 0.1029 0.1034 
250 0.0964 0.0967 0.0971 0.0975 0.0978 
300 0.0948 0.0947 0.0947 0.0947 0.0948 
350 0.0961 0.0956 0.0953 0.0950 0.0948 
400 0.0973 0.0969 0.0966 0.0963 0.0961 
450 0.0973 0.0970 0.0968 0.0967 0.0965 
500 0.0975 0.0970 0.0966 0.0963 0.0962 
Table 8.2: Average error as a function of sill and range parameters. 
Another possible method of improving the accuracy of estimation would 
be by re-estimating the semi-variogram locally, as suggested by Haas (1990). 
For example, it is likely that the effective range of the spatial covariance 
would be smaller in the change-over region between the winter and summer 
rainfall area than it is in the middle of the summer rainfall area. However, 
as mentioned in Section 7.2.1, such a moving-window approach is excessively 
computationally intensive and thus effectively impractical in a project such 
as this. In addition, the advantage of a locally-calibrated semi-variogram 
model must be offset against the fact that relatively fewer data points will 
be used to estimate each local model and thus the model-fitting procedure 
will be less robust. 
For the final estimation of the phase parameters throughout South Africa, 
the semi-variograms for all parameters were estimated using the full data set 
(Figure 8.4), and the kriging weights were calculated for each grid point using 
a search radius of 120 km. Figure 8.7 shows maps of the resultant estimates 
at the centre of each Weather Bureau block. 
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Figure 8. 7: Estimated parameter values at centres of Weather BU:reau blocks 
(phase parameters). 
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Figure 8. 7: Estimated parameter values at centres of Weather Bureau blocks 
(phase parameters) (contd.). 
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Figure 8.7: Estimated parameter values at centres of Weather Bureau blocks 
(phase parameters) (contd.). 
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8.2.5 Measure of Estimation Error 
One of the advantages of the kriging method is that it provides a measure 
of the error of estimation, although, as discussed in Section 5.2, the kriging 
variance may under-estimate the error, since it does not take account of the 
fact that the covariance model is estimated. 
For the estimator given by equation 8.3 we have 
E[cos(B~ - Bo)] E[w'c/ )w'Qw] 
E[ s' J{-Ic/r ] 
J(s' J{-1 /r)Q(I<- 1s/r) 
E[ s' J{-Ic ] 
vs' J{-lQJ{-Is 
:::::::: Vs' I<-1s (8.6) 
using again a first order Taylor series approximation. A similar expression 
holds for the case where the data are measured with error provided that kij 
is defined as E[cos(t?i - t?i)J and Si as E[cos(t?i - Bo)]. 
In the analysis described in this thesis I have assumed that the covariance 
model is constant throughout the entire area, and thus the kriging estimation 
error at any point will reflect only the configuration of data points in that 
locality and the inherent measurement error of those data values. 
It is difficult with our data set to check the estimation errors, since we 
do not know the exact values of Bo at the test points but only t? 0 = Bo + 
t 0 . However, an examination of the estimation errors as given by cos(O~ -
t? 0 ) for the 101 test points showed that none of the errors exceeded the 
approximate expectation as given in equation 8.6 by more than a very small 
amount, with the notable exception of the five points in the change-over 
area between the summer and winter rainfall regions, where the observed 
error was much greater than predicted. This again suggests that it might be 
more realistic to use locally computed semi-variogram models, although this 
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will not necessarily result in more accurate estimation, as discussed in the 
previous section. 
8.3 Rainfall Model Validation 
Zucchini and Adamson (1984a) validated the daily rainfall model by compar-
ing the relevant characteristics of simulated daily rainfall data generated by 
the model at individual rainfall stations with the corresponding values de-
duced directly from the original data. The kriging process described in this 
thesis extends the original 5000 stations at which the model is available to 
some 500000 points throughout southern Africa. Since most of these points 
do not coincide with the location of rain gauges, it is not possible' to validate 
them in the same way. In addition, at those grid points which do coincide 
with rainfall stations we do not expect the estimated model parameters for 
the grid point to be equal to the values fitted to the original data at the sta-
tion, since the kriging process takes into account the estimation error in the 
fitting of the original parameters and also the error introduced by the limited 
accuracy of the station locations. However, a comparison of grid point and 
station values will give some indication of the validity of the kriging process. 
Rather than comparing individual model parameter values,' it is more 
meaningful to compare derived characteristics, such as the mean annual pre-
cipitation, based on simulated data generated by the model; this enables us 
to test the model as a whole in the form in which it will be us.ed in prac-
tice, and also allows comparison with the same statistics derived:from other 
sources. The mean annual precipitation (MAP) was therefore calculated at 
the location of each of the 373 test sites described in Section 7.2.3 using four 
different methods: 
• Using a 100 year simulation based on the daily rainfall model parame-
ters estimated for that station. 
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• Using a 100 year simulation based on the daily rainfall model parame-
ters estimated by the kriging procedure at the grid point with the same 
latitude and longitude as the station. 
• Using the MAP calculated directly from the daily rainfall data for that 
station held by Computing Centre for Water Research (CCWR). 
• Taking the value of MAP from the CCWR data base of gridded MAP 
values, as estimated by Dent et al. (1987). 
The results are shown in Table 8.3. There are several reasons for the 
differences between the four values; in particular, sampling variability intro-
duced by the simulation process, uncertainty in the exact station location 
relative to the grid point, estimation error in the daily rainfall model pa-
rameters, estimation error in the kriging procedure, estimation error in the 
CCWR gridded MAP value calculations, outliers in the daily rainfall data, 
I 
and also the use of data for a different time period (the grid values estimated 
by Dent et al. (1987) include data up to May 1987 and thus exclude the more 
recent rainfall data up to the end of February 1992 which were incorporated 
in the other three values). In general, however, the agreement between the 
four sets of figures is quite close. 
The MAP estimates based on the kriged values are also compared graphi-
cally with the other three sets of values in Figure 8.8. As might be expected, 
the agreement with the values based on the daily rainfall model fitted to 
the station data (diagram A) is the closest; any discrepancy is due to the 
allowance for model-fitting error and the uncertainty of the exact station 
locations in the kriging process and also to the sampling variation of the 
simulation process. In diagram B, where the kriged values are compared 
with those calculated directly from the CCWR rainfall data at the station, 
the discrepancies incorporate also any inherent 'lack of fit' of the seasonal 
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Markov chain model described in Chapter 2. In diagram C, the discrepan-
cies are generally greater, as they now include also the effects of estimation 
errors inherent in the regression procedure used by Dent et al. : (1987) and 
also the effect of using a slightly different historical set of daily r~infall data, 
as mentioned above. 
Thus while Sections 8.2.4 and 7.2.3 gave some confirmation of'the validity 
of the kriging methodology applied to individual rainfall model parameters, 
the results shown here indicate that the process of separately· estimating 
the 16 parameters and then combining these estimates to provide a model 
of rainfall at any location is also valid. The kriging estimation procedures 
have thus allowed us to extend the applicability of the original Zucchini and 
Adamson model to sites throughout southern Africa. 

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































DAmoclel DRmoclel CCWR 
(stn) (grid) (stn) 
204 205 209 
198 195 188 
216 216 221 
230 238 234 
289 292 302 
298 294 287 
348 351 344 
400 400 393 
435 438 419 
483 486 473 
522 509 507 
678 695 640 
621 618 590 
820 808 804 
912 911 897 
817 820 818 
954 951 923 
1231 1214 1195 
113 99 105 
111 1n 119 
213 203 215 
332 332 327 
315 316 313 
401 406 390 
437 436 421 
523 531 489 
636 641 623 
715 714 686 
830 824 834 
617 621 609 
707 711 673 
750 754 733 
1156 1133 1130 
881 873 810 
1042 1047 1019 
219 210 216 
235 238 235 
250 243 250 
267 269 264 
244 248 248 
321 324 311 
383 390 367 
438 458 428 
515 508 509 
500 496 483 
618 619 585 
537 559 430 
619 654 586 
1207 1199 1192 
881 866 864 
900 889 875 
1032 1025 1020 
995 1000 966 
138 144 144 
181 184 191 
216 222 227 
223 221 229 
340 334 331 
380 386 364 
395 400 376 
443 441 426 
495 500 467 





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 8.3: Comparison of MAP values (contd.). 
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Figure 8.8: Comparison of MAP values (in mm). 
Chapter 9 
Kriging Binomial or Poisson 
Data 
In this chapter we look at how kriging may be adapted to the situation 
where the data values are viewed as a sample from a binomial or Poisson 
distribution1, and where the underlying distribution parameter may be ex-
pected to show spatial correlation. We may then wish to estimate that 
parameter at the given locations or to interpolate to obtain estimates at 
unsampled locations. This may be considered as a special case of the sit-
uation discussed in Chapter 6 in that there is error in the observed data 
(we observe ir = X/n and we wish to estimate 7r ); in this case however the 
'measurement error' variance is dependent on the value of the (unknown) 
underlying parameter 7r. Examples of such data arise in many fields; for ex-
ample the reporting rates of diseases or the occurrence of rare events such as 
rain storms. Our particular interest is to smooth the reporting rates of the 
data collected for the South African Bird Atlas Project described in Chapter 
3 and the discussion in Section 9.3 will focus exclusively on that application; 
other applications are described briefly in the next chapter. 
Previously published methods for smoothing binomial or P~isson data 
1The work described in this chapter has previously been published in McNeil! (1991). 
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have been suited to gridded data and involved the merging of adjoining grid 
cells (Musmeci and Vere-Jones, 1986; Byers, 1992); the methods described 
here are applicable to data collected at irregularly spaced locations and allow 
for a model in which the underlying parameter changes continuously. 
9.1 Binomial Model for Spatial Data 
For the ith location we define: 
(9.1) 
where ni is the number of samples for this location and Xi is the number 
of these in which the condition of interest (such as the presence of a species 
or the occurrence of a disease) is recorded; we refer to Ri as the 'observed 
reporting rate'. The distribution of Xi, conditional on rri, is Binomial (ni, 1ri), 
and we assume that, if i # j' then xi and xj are conditionally independent, 
given 7ri and 7rj. 
A simple model for the spatial structure of the 7ri is obtained by assuming 
second-order stationarity, that is: 
E[7ri] = µ 
var[7ri] = rI 2 = p(O) 




where p(dij) is some function of the distance dii between the ith and jth 
locations. 
We also have the restriction that 1ri f [0,1]. 
Clearly the model could be extended to cover the situation where large-
scale trend is present as discussed in Chapter 6 , so that µ is not constant for 
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all i, but for simplicity that case will not be considered here. The assump-
tion of constant variance might also need to be relaxed if the data locations 
differ greatly in size, this is the so-called 'change of support' problem in 
geostatistics. 
9.1.1 The Kriging Equations 
We seek a best unbiased linear estimator of each of the 11"i, that is, for each 
i, we seek an estimator of the form L:,7=1 WjRj, where the summation is over 
all N of the locations for which data are available, and the Wj are chosen to 
mm1m1se 
subject to the constraint 2::_7=1 Wj = 1, the latter condition guaranteeing 
unbiasedness. Using the Lagrange multiplier technique as in Section 5.1.2 we 
can show that, for each i, the solution is given by the following equation 
(9.5) 
where kik = cov(Rj, Rk) and Cj = cov(Rj, 11"i) and A is a Lagrangian multi-
plier. 
9.1.2 Estimation of the Covariance 
In order to apply the kriging equations given above we need to know or 
estimate the relevant covariance values. 
We use the fact that 
and thus, in particular, 




and, if i ~ j, 
so that 
E[Xi7r3] - 11 11 E[Xi7r3/1ri1r3]j(1ri1r3) d7ri d7r3 
- ni[P( dij) + µ2] 
E[XiX3] - 11 11 E[XiX3/1ri7r3]f(7ri1r3) d7ri d7r3 
- nin3[p(di3)+µ 2] 
Summarising the results above, we have 
and 
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Note that, since cov(Ri, Jr;) =f cov(R;, Ri), the vector c in equation 9.5 is 
not equal to the ith row and column of the matrix ]( and thus· the solution 
is not given by w; = 1 so that we do not get exact interpolation at the data 
points, as is the case when the data are error-free. 
9.1.3 The Semi-Variogram 
In order to find a suitable estimator of p we consider the use of the semi-
variogram in the binomial situation. For the isotropic situation the semi-
variogram of the random variable Jr is defined as 
where h is the length of the vector h. It is easy to show that: 
/tr(h) = p(O) - p(h) 
Clearly the empirical semi-variogram based on the observed R values 
will not be a good estimator of /tr, but will be inflated due to the binomial 
sampling error. In this case, however, the measurement error variance, that 
is, the variance of€; in equation 9.1, is not constant across all locations , but 
depends on both n; and Jr;. We have, when j =f k, 
[var(R1) + µ2 + var(Rk) + µ2 - 2(cov(R1Rk) + µ2 )] 
[var(R1) + var(Rk) - 2p(d1k)] 
L [µ(1 - µ)/nr + cr2 (nr - 1)/nr] - 2p(djk) 
r=j,k 
2[cr2 - p(d1k) + 1/2 L [µ(1 - µ) - cr2]/nr] · 
r=j,k 
and thus 
1 2 1 """"" µ( 1 - µ) 1 """"" cr2 -E[(R1 - Rk) ] = p(O) - p(d1k) + - 6 - - 6 -
2 2 . nr 2 . nr r=3,k r=3,k 
(9.8) 
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so that we may estimate /71'{h) by calculating an adjusted semi-variogram as 
where the summation is over all Nh pairs of points which are a distance h 
apart. Thus the correction to the semi-variogram requires a prior estimate 
of both µ and u2, the mean and variance respectively of the 1ri· These may 




where the summations are over all the N locations with ni > 0. The variance 
estimator is based on the fact that 
N N 
Ell:) Ri - µ )2] I:var(R) 
i=l i=l 
N N 
µ(1 - µ) L(lfni) + u 2 (N - L(lfni)) (9.12) 
i=l i=l 
The estimator of the mean is unbiased, but the estimator of the variance is 
not; the bias is a function of the variance of fl, which depends on the unknown 
p( dii ). However, the fitted semi-variogram provides another estimate of u 2 
in the sill parameter, and if the. difference between the two estimates is large 
the new value may be substituted in equation 9.9 and the process repeated 
until convergence is obtained. 
9.2 Poisson Model for Spatial Data 
Suppose now that the observations Xi can be assumed to be samples from 
Poisson distributions with parameters >.i, and that, if i =f:. j, then Xi and Xi 
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are conditionally independent, given Ai and Aj. Then if we use a second-order 
stationary model as before, we can write 
E[\] = µ 
Then 




E[Xi] = 100 .Xif(.Xi) d.Xi = µ 
E[XlJ = 100 (Ai - .xnf(.Xi) d.Xi = a 2 + µ + µ2 
var(Xi) = u 2 + µ 
E[Xi.XiJ - 100 100 E[Xi.Xi/ .Xi.XilJ(.Xi.Xi) d.Xi d.Xi 
= p(dij) + µ2 
and, if i :f: j, 
so that 
E[XiXiJ = 100 100 E[XiXi/ .Xi.XilJ(.Xi.Xi) d.Xi d.Xi 




Kriging Discrete Data 
Summarising the results above, we have 
and 
From this it follows that, if j f:. k, 
j =I- k 
j=k 
j =I- i 
J = i 
1( 2 1[2 2 2E (Xj - Xk) ] - 2E xi + xk - 2XjXk] 




so that the Poisson case is simpler than the binomial case discussed above in 
that the semi-variogram of the observed xi differs from that of the underlying 
parameter values ,\i by the constant amount µ, which may be estimated either 
directly from the data, or alternatively as the apparent nugget effect of the 
empirical semi-variogram of the xi. 
The kriging equations are then similar to those given for the binomial 
model; that is, to estimate ,\i we use 2: wiXi where the vector w is obtained 
from: 
(9.18) 
where kik = cov(Xi, Xk) and Cj = cov(Xj, ,\i) and L is a Lagrangian multi-
plier. 
9.3 The Southern African Bird Atlas Project 
An outline of the Southern African Bird Atlas Project (SABAP) was given 
in Chapter 3. The major objective of the SABAP is to obtain and publish 
definitive information on the spatial distribution and relative abundance of 
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individual bird species based on detailed field records. The raw data are in 
the form of field cards detailing presence/ absence data on individual species 
based on the quarter degree grid square (QDGS) sampling units. The resul-
tant maps show, for each QDGS, the 'reporting rate', that is, the ratio of 
the number of cards indicating the presence of a given species to the total 
number of cards completed. As discussed in Section 3.1, the relationship 
between reporting rate and relative abundance is dependent on a number of 
factors, so that a map of reporting rates can be seen at best as an indicator 
of abundance. There is also the problem of random sampling error in the 
reporting rates, particularly for those more remote areas of the r~gion where 
sampling intensity is very low, in some QDGS as few as five field cards or less 
(table 3.1). In the most extreme cases, where only one field card .is available 
the observed reporting rate must necessarily take one of the values zero or 
one. Clearly values based on small samples provide a very po6r estimate 
of the underlying probability that a species will be observed by a randomly 
selected observer in a given QDGS, and hence a poor indicator of abundance. 
Since the data are effectively on a regular grid one possibility for improv-
ing the estimates might be to smooth the data using a simple average or 
weighted average of neighbouring values, as was used, for example, by Byers 
( 1992) for contour mapping of plant and animal densities. However, there 
is a need for an objective method to select appropriate weights which takes 
into account the extent of spatial correlation present in the data. In this 
particular application, there is also a need for a method which, will allow 
for the large variation in sampling effort across QDGS, so that squares with 
more field cards should receive more weight. The map of the raw reporting 
rates of the Pied Crow given in Figure 3.2 shows clear evidence of spatial 
continuity in the data but also illustrates the effect of the lower sample sizes 
in the north-western and southern areas of the country which give rise to a 
somewhat less smooth map in those areas. 
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9.3.1 The Model 
We assume that, for a given bird species, the reporting rate in the ith QDGS 
would tend to some value 7ri as the number of completed field cards tends 
to infinity. Thus 7ri can be loosely interpreted as the probability that a 
'typical' observer in the ith QDGS will see the given species in any month. 
In practice the number of completed field cards depends on the number of 
observers participating in the project in a given region. Then, if ni is the 
number of field cards for the ith QDGS and Xi is the number of these in 
which the given species is reported as present, the distribution of xi may be 
modelled as Binomial (ni, 7ri), The equations described in Section 9.1 may 
then be used to model the spatial structure of the 7ri· 
The area of the QDGS decreases gradually as one moves to the south, 
from 28 x 25 km to 28 x 23 km, and in practice one might expect the variance 
o-2 of the 7r to be larger for smaller areas; however the differences in area are 
small and have been ignored in this analysis. 
In order to calculate the adjusted semi-variogram described in Section 9.1.3 
we need to obtain preliminary estimates of µ and o-2 using equations 9.10 
and 9.11. For the Pied Crow the initial estimates ofµ and o-2 were 0,334 and 
0,0716 respectively; the first iteration of the variogram fitting process gave 
o-2 as 0,0712, and a second iteration gave 0,0711. 
Figure 9.1 shows both the unadjusted semi-variogram of the reporting 
rates and the semi-variogram of the underlying probabilities estimated as 
in equation 9.9. In plotting the semi-variograms values are grouped into 
lag distance classes of 5 km and only· the average of each class is shown on 
the graph. The distances between QDGS were calculated as the distances 
between their respective centres; since the centres of the QDGS are approx-
imately on a square lattice the distances tend to cluster, thus the smallest 
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Figure 9.1: Semi-variogram: Pied Crow reporting rates. 
is around 26 x J2 km. The 'waviness' of the graph at large lags is due to 
the existence of a small number of large areas of high density which can be 
seen in Figure 3.2. In practice, using local kriging, only the values of the 
variogram for small lags are required and thus one need not be especially 
concerned with the fit of the model for large lags. 
The exponential variogram model, fitted by the weighted least squares 
method (Cressie, 1985), was found to provide a satisfactory fit. The value 
of the sill in the final fitted semi-variogram (Figure 9.1) was 0.0711 and the 
effective range was 240 km. 
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9.3.2 Solving the Kriging Equations 
The kriging equations given in equation 9.5 were used to estimate the value 
of 7r for each QDGS. In solving the kriging equations a 7 x 7 neighbourhood 
of squares was used as the local window to compute each estimated value. 
Although the data points are (approximately) on a regular grid, the fact 
that the diagonal elements of K involve the ni means that the covariance 
matrix has to be inverted separately for each point to be estimated. The 
use of local-window kriging effectively obviates the need to de-trend the data 
prior to kriging. Alternatively the data could have been de-trended using 
the median polish technique mentioned in Section 5.1.3 and then a global 
kriging approach could be used, requiring only a single matrix inversion of 
the full covariance matrix, (in this case a 1974 x 1974 matrix). 
The e·stimation process does not explicitly constrain the values to lie in 
the range [0,1). In practice, none of the estimates exceeded 1 and only 28 
of the 1974 estimates were less than zero, with the smallest being -0.004; 
these 28 values were simply adjusted to zero. Barnes and You (1992) show 
that this is in fact the appropriate solution to the corresponding constrained 
kriging problem, and that the associated estimation variance is equal to the 
ordinary kriging variance plus a non-negative correction term. 
The possibility of working with transformed data was also explored. The 
logit transformation is an obvious candidate, but as many of the reporting 
rates were zero it is necessary to use a modified logit. Various adjustments 
were considered, for example, Cox's empirical logistic transformation (Cox, 
1970) given by: 
[ 
X· + l l zi =log i 2 1 
n· -X·+-i i 2 
However, the transformed values are then dependent on the ni; for example, 
if xi = 0 then zi = log(~) when ni = 1 and z • . approaches -oo as ni gets 
large. This leads to instability in the variogram and the estimation process. 
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Figure 9.2: Pied Crow: smoothed reporting rates. 
In the map of the kriged estimates (Figure 9.2) the sharp discontinuities 
evident in the original map (Figure 3.2) have been smoothed out. The degree 
of smoothing is greater in the more remote areas of the country, where the 
number of field cards tends to be smaller. 
The estimated kriging variance, that is , the variance of the estimation 
error, is dependent on the values of K and c and hence on the fitted semi~ 
variogram model. For gridded data the inter-point distances , and thus the 
off-diagonal values of K , remain constant at each point being estimated, 
unless it is close to the boundary; however the diagonal values of K depend 
on the n i and thus a plot of the standard errors should largely reflect the 
values of the ni in the QDGS and its neighbours. Figure 9.3 shows that this 
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Figure 9.3: Pied Crow: kriging error plotted against number of field cards. 
is so, and also shows that, when the number of cards in the QDGS is large, 
the standard error is determined almost entirely by this number, irrespective 
of the number of cards in adjacent QDGS. In fact, when ni is large, one 
would expect that ii ::::::: R. This is confirmed by a plot of the absolute value 
of (ii - R) against ni (Figure 9.4). 
9.3.3 Discussion 
There are several possible criticisms of our model; these are discussed in this 
section and various refinements and improvements are suggested. 
The 7ri may vary with time, due to seasonal effects caused by migration or 
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Figure 9.4: Pied Crow: amount of smoothing plotted against number of field 
cards. 
period is considered sufficiently short for such long-term trends to have a 
fairly small effect. The number of field cards sent in for any QDGS does not 
vary much with time of year, so that the process of aggregating monthly data 
is not unreasonable, and serves the aim of providing a measure of relative 
spatial abundance, averaged over the period of the survey. 
It is also likely that the 'lri will vary between observers, depending on 
their ability to identify the species in question, on their exact location in the 
QDGS, and on the time and effort they expend in locating species. This 
could lead to a distribution with variance greater than the usual binomial 
model. In addition, the fact that each observer may send in a card each 
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month, and that the cards are aggregated over months, means that there 
will often be more than one card from a given observer in the raw reporting 
rate, which may violate the assumption of independent observations. 
For species with very specific habitat or climatic requirements one might 
be able to improve the estimation by incorporating information on the habitat 
or climate using the method of co-kriging or kriging with external drift, 
as was done for the rainfall model parameters; this assumes of course that 
the relevant habitat information is actually available throughout the area of 
interest. 
A problem that occurs for species with a more localised distribution is 
that the distribution of reporting rates is very skew with many zeros, leading 
to a very skew distribution of the observed semi-variogram values at any lag, 
since a large number of pairs of zeros will occur. For such species, a more 
robust estimator of the variogram would probably be advantageous, although 
Verlander2 (1990) successfully applied the procedures described in this chap-
ter to two other species which have rather localised distributions, namely the 
Greenshank Tringa nebularia, a common non-breeding Palaearctic migrant 
with a habitat largely restricted to dams, pans, seashores and estuaries, and 
the Hadeda Ibis Bostrychia hagedash, a common resident of grassland areas 
which is generally absent from the dry western part of the country. 
In considering these various criticisms and suggestions one must bear in 
mind that the ultimate objective in this project is to provide maps for close to 
900 individual species based in each case on almost 2000 individual reporting 
rates and thus it is important that the resultant methodology does not make 
excessive demands of computer time for negligible gain in accuracy. 
2 An honours student project supervised by the author of this thesis 
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9.4 Conclusion 
The methods developed in this chapter allow for the technique of kriging to 
be used as a means of estimation of the underlying parameter of data with 
a binomial or Poisson distribution. In the binomial case, the sample sizes 
need not be constant across all spatial locations; the procedure automatically 
takes the varying accuracy of different sized samples into account both in the 
variogram estimation and in the kriging equations. The estimated spatial 
correlation function of the underlying binomial or Poisson parameter is used 
to determine the appropriate degree of weighting of neighbouring sample 
values. 
While the data used in Section 9.3 were obtained at regularly spaced 
locations, this makes no difference to the calculations, and thus the methods 
have wide application to estimation and mapping in the biological and social 
sciences. For example, Oliver et al. (1993) recently used the methodology to 
derive regional estimates of risk of childhood cancer in the West Midlands of 
England based on local frequencies of the disease. 
Chapter 10 
Summary 
In this thesis I have addressed a number of problems arising from the need to 
estimate the values of a spatially correlated variable at a grid of points cover-
ing an extensive geographical area. Although extensive data were available, 
the data locations were not evenly spaced throughout the region and the 
values were subject to some form of measurement error; the variance of such 
error could be estimated, either as a function of the mean or via bootstrap 
calculations, but varied considerably between data points. The calculation 
of an adjusted semi-variogram, free of the measurement error, was suggested 
as a means of overcoming this problem. 
Further complications arose from the fact that some of the data showed 
large scale trends which could not be realistically modelled by simple para-
metric functions. This led to a consideration of modelling trend as another, 
large-scale, random function which allows a :flexible and yet simple solution 
to the problem of kriging in the presence of trend. The use of kriging as 
a means to filter out the large-scale trend from the local variation was also 
demonstrated, thus allowing for the study of the dependence of the local 
variation on relevant covariates. 
The study of the effect of topography on the local component of the 
parameters of the rainfall model was simplified by using orthogonal functions 
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of altitude as covariates in an external drift model; the orthogonal functions 
effectively encompass all patterns which can be described in terms of low-
order polynomial functions, thus obviating the need to pre~define suitable 
functions of topography such as 'roughness' or 'exposure'. 
A new method of smoothing of circular variables was presented, based on 
an analogy with ordinary kriging techniques. The technique was ,successfully 
applied to the phase parameters of the daily rainfall model, and shown to be 
more effective than a simple distance-weighted average smoothing method. 
The technique may be used either for interpolation or smoothing of any 
circular data in one or more dimensions. Typical applications would be in 
stratigraphic analysis or in studies of the direction of movement o.f pollutants 
in the ocean or atmosphere. Other examples arise from the phase values of 
periodic phenomena, such as the time of year of biological events such as 
spawning of fish, onset of plant growth or outbreaks of diseases in crops or 
animals, or of extreme events in atmospheric or oceanographic systems, as 
in the study of maximum sea levels in coastal flood prevention s<:;hemes. 
The process of kriging was also extended to cater for variables having 
a binomial or Poisson distribution; this approach was used to smooth the 
reporting rates of individual bird species for the Southern AfricaIJ. Bird Atlas 
Project. Apart from its use for mapping in environmental and land-use 
applications based on counts or presence/absence data, the technique has 
many other potential applications in the smoothing and mapping of socio-
economic and epidemiological data such as crime rates or the incidence of 
rare diseases, where it is often of interest to study how incidence patterns 
correlate with other environmental variables. 
Thus, while the focus of the thesis was to find practical means of solving 
two specific problems in the area of spatial estimation, the lJ1ethodology 
developed here has wide-ranging and important uses, especially in view of 
the increasing demand for detailed geographical information systems based 
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on data of varying accuracy and uneven spatial coverage. 
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