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Re´sume´
On de´finit des objets combinatoires nouveaux, les arbustes, qui ge´ne´ralisent
les foreˆts d’arbres enracine´s. On introduit ensuite une structure d’ope´rade
sur les arbustes. On montre que cette ope´rade Arb s’injecte dans l’ope´rade
Zinbiel, en utilisant l’inclusion de Zinbiel dans l’ope´rade des moules. On
montre aussi que cette inclusion est compatible avec la structure plus riche
d’ope´rade anticyclique qui existe sur Zinbiel et sur les moules.
Abstract
We define new combinatorial objects, called shrubs, such that forests
of rooted trees are shrubs. We then introduce a structure of operad on
shrubs. We show that this operad is contained in the Zinbiel operad, by
using the inclusion of Zinbiel in the operad of moulds. We also prove that
this inclusion is compatible with the richer structure of anticyclic operad
that exists on Zinbiel and on moulds.
Introduction
Parmi les ope´rades classiques, on trouve l’ope´rade Comm des alge`bres com-
mutatives et associatives. Cette ope´rade s’injecte dans une ope´rade d’introduc-
tion plus re´cente, l’ope´rade Zinb des alge`bres de Zinbiel, introduite par Loday
[Lod01]. L’ope´rade Zinb est munie d’une structure plus riche d’ope´rade anticy-
clique [Cha05]. L’image de Comm dans Zinb n’est pas une sous-ope´rade anticy-
clique et la plus petite sous-ope´rade anticyclique de Zinb contenant Comm est
en fait Zinb tout entie`re.
On peut cependant se poser la question suivante. L’ope´rade Comm est en fait
une ope´rade ensembliste, i.e. qui existe dans la cate´gorie des ensembles plutoˆt
que dans celle des espaces vectoriels. En oubliant la structure additive de Zinb,
on obtient une inclusion d’ope´rades ensemblistes de Comm dans Zinb. Quelle est
alors la plus petite ope´rade anticyclique ensembliste de Zinb contenant Comm?
Cet article donne la re´ponse a` cette question, en de´crivant explicitement cette
ope´rade.
On a choisi de pre´senter les choses dans le sens contraire de la motivation
qui vient d’eˆtre donne´e. On introduit donc une ope´rade a priori ; on e´tudie cette
ope´rade et on montre en particulier qu’elle s’injecte bien dans Zinb et qu’elle
re´pond a` la question pose´e.
L’ope´rade en question, qu’on notera Arb, est une ope´rade ensembliste, dont
la combinatoire fait intervenir des objets nouveaux, qui ge´ne´ralisent les foreˆts
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d’arbres enracine´s. On a choisi de nommer ces objets des arbustes. La premie`re
section est consacre´e a` une e´tude combinatoire de ces objets, qui a par ailleurs
fait l’objet d’une note [Cha08].
Ensuite, on introduit la structure d’ope´rade, et on en donne une pre´sentation
par ge´ne´rateurs et relations. L’ope´rade Arb est binaire et quadratique, ce qui
signifie qu’elle est engendre´e par des e´le´ments en degre´ 2 et que les relations
sont en degre´ 3.
On de´crit ensuite le morphisme d’ope´rade de Arb dans Zinb dont l’existence
re´sulte imme´diatement de la pre´sentation par ge´ne´rateurs et relations.
Pour montrer que ce morphisme est bien injectif, on va utiliser une injection
de Zinb dans une ope´rade plus grosse, l’ope´rade des moules, qu’on notera Mould,
et dont les e´le´ments sont des fractions rationnelles en plusieurs variables [Cha07].
On donne une description directe du morphisme compose´ de Arb dans Mould
en associant explicitement a` chaque arbuste une fraction rationnelle en des va-
riables indexe´es par ses sommets.
En utilisant alors les descriptions explicites obtenues, on montre que ces
morphismes d’ope´rades sont injectifs.
Il reste ensuite a` introduire la structure plus riche d’ope´rade anticyclique.
On introduit pour cela des signes, et on montre que la version signe´e de Arb
est une sous ope´rade anticyclique ensembliste de Zinb. Il est alors e´vident de
voir que c’est bien la plus petite sous-ope´rade anticyclique ensembliste de Zinb
qui contienne Comm. Ceci re´pond a` la question pose´e plus haut, qui est la
motivation originelle de cet article.
On termine en donnant la pre´sentation binaire quadratique de l’ope´rade
duale de Arb, sans l’e´tudier plus avant.
1 Combinatoire des arbustes
Certains aspects purement combinatoires des arbustes ont e´te´ pre´sente´s au-
paravant dans la note [Cha08]. Par souci de comple´tude, on rappelle dans cette
section ceux qui seront ne´cessaires, ainsi que leurs de´monstrations.
1.1 De´finitions
Un arbuste P sur un ensemble fini I est la donne´e d’un ensemble d’areˆtes
i− j et d’une fonction hauteur hP : I → N satisfaisant les conditions suivantes :
1. Si i− j est une areˆte, alors hP (i) = hP (j)± 1.
2. Si hP (j) > 0, alors il existe une areˆte i− j avec hP (i) = hP (j)− 1.
3. Les motifs et sont interdits.
Par motif interdit, on entend que le graphe induit sur un sous-ensemble de
sommets n’est jamais identique a` la configuration exclue, modulo un de´calage
e´ventuel de la hauteur.
Nota Bene : on dessine les arbustes avec la hauteur croissante de bas en
haut. En particulier, ceci vaut pour les deux motifs exclus.
Remarque : la troncation d’un arbuste aux hauteurs plus grandes qu’une
hauteur fixe´e est encore un arbuste, apre`s de´calage de la fonction hauteur.
Les arbres enracine´s (i.e. les graphes connexes et simplement connexes munis
d’un sommet distingue´ appele´ la racine) sont des exemples d’arbustes, pour la
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Fig. 1 – Les 30 arbustes connexes sur 5 sommets.
fonction hauteur donne´e par la distance a` la racine. Plus ge´ne´ralement, les foreˆts
d’arbres enracine´s sont aussi des arbustes, pour la meˆme fonction hauteur.
Les graphes bipartites complets, forme´s d’un ensemble I ⊔ J et de toutes les
areˆtes possibles entre I et J , sont aussi des arbustes, en plac¸ant I a` hauteur 0
et J a` hauteur 1.
Par convention, on orientera les areˆtes selon la hauteur de´croissante. Si i− j
est une areˆte avec hP (i) = hP (j) − 1, on dira que j couvre i, ce qu’on notera
i
P
← j ou simplement i←j .
Un arbuste est dit connexe si le graphe sous-jacent est connexe. Tout ar-
buste s’e´crit de manie`re unique comme union disjointe d’arbustes connexes.
On appelle arbuste trivial un arbuste a` un seul e´le´ment.
La figure 1 montre les 30 classes d’isomorphisme d’arbustes connexes sur 5
sommets. La signification des couleurs et des regroupements dans cette figure
sera explique´e plus loin.
Un sommet i d’un arbuste P est dit ramifie´ si il est source d’au moins deux
areˆtes sortantes, i.e. si il couvre au moins deux sommets distincts. Dans la figure
1, les sommets ramifie´s sont colorie´s.
Les foreˆts d’arbres enracine´s sont exactement les arbustes sans sommet ra-
mifie´.
1.2 Quelques lemmes
Lemme 1.1 Soit P un arbuste. Soient a et a′ deux e´le´ments de meˆme hauteur
de P . Si il existe un e´le´ment b et deux chemins
a← · · · ← b→ · · · → a′, (1)
alors il existe un e´le´ment b′ et deux areˆtes
a← b′ → a′. (2)
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Preuve. Par re´currence sur la hauteur de b. Si b est de hauteur hP (a) + 1, il
n’y a rien a` de´montrer. Sinon, on a des e´le´ment c, d, e et deux chemins
a← · · · ← c← b→ d→ e→ · · · → a′, (3)
ou` e peut e´ventuellement se confondre avec a′. On utilise alors le motif exclu
sur les sommets {b, c, d, e} pour montrer qu’il existe une areˆte c → e, donc
un chemin de c a` a′. Comme la hauteur de c est strictement infe´rieure a` celle
de b, on conclut ensuite par hypothe`se de re´currence.
Lemme 1.2 Soit P un arbuste. Soient a et a′ deux e´le´ments de hauteur nulle
de P . On suppose qu’il existe des e´le´ments de hauteur nulle a = a0, . . . , aℓ = a
′,
des e´le´ments bi de hauteur 1 pour 0 ≤ i ≤ ℓ− 1 et des areˆtes
ai ← bi → ai+1. (4)
Alors il existe un e´le´ment c de hauteur 1 et des areˆtes
a← c→ a′. (5)
Preuve. Par re´currence sur ℓ. Si ℓ = 1, il n’y a rien a` de´montrer. Sinon on
utilise le motif exclu sur les e´le´ments a0, a1, a2, b0, b1. On en de´duit
soit qu’il existe une areˆte de b0 vers a2, soit qu’il existe une areˆte de b1 vers a0.
Dans tous les cas, on obtient, en supprimant a1 et b0 ou b1, une suite plus
courte satisfaisant les meˆmes hypothe`ses. On conclut par re´currence.
Lemme 1.3 Soit P un arbuste connexe et non trivial sur l’ensemble I. Soient
a et a′ distincts de hauteur nulle dans P . Alors il existe b couvrant a et a′.
Preuve. Soient a et a′ de hauteur nulle. Par connexite´ de P , on peut trouver
une suite d’areˆtes reliant a et a′. Comme tout e´le´ment de hauteur non nulle
est source d’au moins une areˆte sortante, on peut, quitte a` prolonger cette suite
d’areˆtes, trouver des e´le´ments de hauteur nulle a = a0, . . . , aℓ = a
′, des e´le´ments
bi pour 0 ≤ i ≤ ℓ− 1 et des chemins
ai ← · · · ← bi → · · · → ai+1. (6)
Par le lemme 1.1, on peut trouver des e´le´ments b′i de hauteur 1 tels que
ai ← b
′
i → ai+1. (7)
Par le lemme 1.2, il existe b couvrant a et a′.
Proposition 1.4 Soit P un arbuste connexe et non trivial sur l’ensemble I.
Il existe dans P au moins un e´le´ment de hauteur 1 lie´ a` tous les e´le´ments de
hauteur nulle.
Preuve. Prenons e de hauteur 1 couvrant le plus possible d’e´le´ments de hauteur
nulle. Supposons qu’il existe a de hauteur nulle qui ne soit pas couvert par e.
Soit b un e´le´ment couvert par e. Soit d une couverture commune a` a et b,
qui existe par le lemme 1.3. Alors d diffe`re de e par hypothe`se.
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Soit c un e´le´ment couvert par e et diffe´rent de b, si il en existe. Conside´rons
le graphe induit sur {a, b, c, d, e}. Par le motif exclu , ou bien e couvre
a, ou bien d couvre c. Comme e ne couvre pas a par hypothe`se, on a donc que
d couvre c.
Qu’un tel c existe ou non, on a donc montre´ que d couvre tous les e´le´ments
couverts par e et aussi a, ce qui contredit la maximalite´ de e. Donc l’existence
de a est absurde et e couvre tous les e´le´ments de hauteur nulle.
Proposition 1.5 Soit P un arbuste connexe et non trivial sur l’ensemble I.
Soit S l’ensemble des e´le´ments de hauteur 1 couvrant tous les e´le´ments de hau-
teur nulle. Dans le graphe obtenu en oˆtant dans P toutes les areˆtes entre S et les
e´le´ments de hauteur nulle, aucun sommet de S n’est dans la meˆme composante
connexe qu’un sommet de hauteur nulle.
Preuve. Supposons le contraire. Soit P≥1 l’arbuste obtenu par troncation de P
aux hauteurs non nulles. Il existe donc un e´le´ment a de S dont la composante
connexe dans P≥1 contient un e´le´ment a
′ de h−1P (1)\S. Par le lemme 1.3 applique´
a` cette composante connexe, il existe b et des areˆtes a← b→ a′.
Par le motif exclu applique´ dans P a` a, b, a′ et un e´le´ment c de hauteur
nulle, on montre alors que a′ couvre tous les e´le´ments de hauteur nulle de P ,
donc appartient a` S, ce qui est absurde.
On appelle feuille un sommet ayant une seule areˆte sortante et aucune areˆte
entrante. On dit que deux sommets sont corre´le´s si ils ont le meˆme ensemble de
sources des areˆtes entrantes et le meˆme ensemble de buts des areˆtes sortantes.
Lemme 1.6 Dans un arbuste non-trivial, il existe au moins une feuille ou deux
sommets corre´le´s.
Preuve. Supposons qu’il n’existe pas de feuille et montrons qu’il existe deux
sommets corre´le´s. En effet, soit c un sommet de ramification minimale parmi
les sommets de hauteur maximale. Par hypothe`se, c n’est pas une feuille, donc
est ramifie´. Soient a et b deux sommets distincts couverts par c. Montrons que
a et b sont corre´le´s.
Soit d un sommet de meˆme hauteur que c qui couvre soit a soit b. Montrons
que d couvre a et b. Supposons par exemple que d ne couvre pas amais seulement
b. Par minimalite´ de la ramification de c, il existe un sommet e qui est couvert
par d mais pas couvert par c. On en de´duit le motif sur {c, d, a, b, e},
ce qui est absurde.
Par ailleurs, tout sommet e couvert par a ou b est en fait couvert par a et b,
en raison du motif exclu applique´ aux sommets {c, a, b, e}.
Lemme 1.7 Soit P un arbuste et i une feuille de P . Le graphe obtenu en
supprimant le sommet i est un arbuste.
Preuve. C’est clair. La fonction hauteur est inchange´e sur les autres sommets.
Les motifs exclus le sont toujours.
Lemme 1.8 Soit P un arbuste et i, j deux sommets corre´le´s de P . Le graphe
obtenu en identifiant i et j est un arbuste.
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Fig. 2 – Composition de deux arbustes P et Q : P ◦D Q.
Preuve. La fonction hauteur passe au quotient. Si un des motifs exclus appa-
raissait dans le graphe quotient, on pourrait le relever dans P en choisissant de
relever en i le sommet obtenu par identification.
1.3 Bijection avec les posets se´rie-paralle`le
On peut construire par re´currence une bijection entre les arbustes et les
posets Se´rie-Paralle`le, voir [Sta74, Sta99] pour cette notion. Plus pre´cise´ment,
il existe un isomorphisme entre l’espe`ce des arbustes et celle des posets Se´rie-
Paralle`le, au sens de la the´orie des espe`ces de structure de Joyal [BLL98]. On
renvoie le lecteur a` la note [Cha08] pour les de´tails de cette construction.
On peut noter qu’il existe aussi une structure d’ope´rade sur les posets Se´rie-
Paralle`le, voir l’article [LR08] de Loday et Ronco.
2 L’ope´rade des arbustes
2.1 De´finition
Dans cette section, on de´finit une structure d’ope´rade en se donnant des
compositions partielles ◦i sur les arbustes.
Soit P un arbuste sur I, P ′ un arbuste sur I ′ et i ∈ I.
De´finissons d’abord une fonction hauteur sur I \ {i} ⊔ I ′ :
hP◦iP ′(j) =
{
hP (j) si j ∈ I \ {i},
hP ′(j) + hP (i) si j ∈ I
′.
(8)
De´finissons aussi un graphe P ◦i P
′ sur I \ {i}⊔ I ′ comme suit : dans l’union
disjointe de P ′ et de P prive´ du sommet i, on relie par une areˆte tout sommet
de P qui e´tait relie´ a` i a` tout sommet de hauteur nulle de P ′. La figure 2 montre
un exemple de cette construction.
Proposition 2.1 Le graphe P ◦iP
′ (muni de la hauteur hP◦iP ′) est un arbuste.
Preuve. Les conditions sur la hauteur sont clairement ve´rifie´es. Il reste donc a`
ve´rifier que les motifs exclus et n’apparaissent pas.
Remarque pre´liminaire : supposons qu’un des deux motifs exclus soit
pre´sent dans P ◦i P
′. Ne´cessairement, comme le motif est exclu de P et de P ′,
une des areˆtes du motif relie un e´le´ment de I \ {i} a` un e´le´ment de I ′. Si un
seul sommet du motif est dans I ′, alors on peut relever le motif dans P en
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remplac¸ant ce sommet par i, ce qui est absurde. Donc, au moins deux sommets
du motif sont dans I ′.
Supposons d’abord qu’on ait le motif avec a, b en haut et c, d, e
en bas. Par la remarque ci-dessus, la hauteur de a et b est donc soit hP (i) soit
hP (i) + 1.
Supposons d’abord que la hauteur de a et b est hP (i). Alors c, d, e sont dans
I \ {i}. Par la remarque ci-dessus, a et b sont dans I ′. Mais dans ce cas, les cinq
sommets a, b, c, d, e ne peuvent pas former le motif , par construction
de la composition.
Supposons ensuite que la hauteur de a et b est hP (i) + 1. Si a est dans I
′,
alors c, d sont dans I ′ par construction. Mais dans ce cas, b est aussi dans I ′,
sinon, il y aurait une areˆte b−c par construction. Par conse´quent a, b, c, d, e sont
dans I ′ et P ′ contient le motif , ce qui est absurde. On montre de meˆme
que b 6∈ I ′. On peut donc supposer que a et b sont dans I \ {i}. Ne´cessairement,
on a alors que c et e sont dans I \ {i}. On aurait alors au plus un sommet dans
I ′, ce qui est impossible par la remarque.
Supposons maintenant qu’on ait le motif avec a en haut, b, c au milieu
et d en bas. Par la remarque, la hauteur de a est hP (i), hP (i) + 1 ou hP (i) + 2.
Si a ∈ I ′ est de hauteur hP (i), alors b, c, d sont dans I \ {i}, ce qui contredit
la remarque.
Si a ∈ I ′ est de hauteur hP (i)+1, alors b, c sont dans I
′ et d est dans I \{i}.
Le motif est impossible par construction de la composition.
Si a ∈ I ′ est de hauteur hP (i)+2, alors b, c, d sont dans I
′, ce qui est absurde
car le motif est exclu dans P ′.
On a donc ne´cessairement a ∈ I \ {i}. Alors, par la remarque, la hauteur de
a est hP (i) + 1, b, c sont dans I
′ et d dans I \ {i}. Mais alors le motif est
impossible par construction de la composition.
Proposition 2.2 Ces compositions de´finissent une ope´rade Arb.
Preuve. L’arbuste trivial est clairement une unite´ pour la composition.
La composition est aussi clairement un application fonctorielle, qui ne de´pend
en aucune fac¸on des e´tiquettes des sommets.
Il reste a` ve´rifier les deux axiomes d’associativite´ des ope´rades.
Soient P, P ′ et P ′′ des arbustes sur I, I ′ et I ′′. Soient i et j dans I. Si i et j
ne sont pas relie´s dans P , alors on a clairement
(P ◦i P
′) ◦j P
′′ = (P ◦j P
′′) ◦i P
′, (9)
dans la mesure ou` la composition est locale dans P .
Si i et j sont relie´s par une areˆte, cette relation est encore vraie, le re´sultat
contenant un graphe bipartite complet entre les sommets de hauteur nulle de
P ′ et ceux de P ′′.
Soient P, P ′ et P ′′ des arbustes sur I, I ′ et I ′′. Soient i dans I et i′ dans I ′.
Alors on a bien
(P ◦i P
′) ◦i′ P
′′ = P ◦i (P
′ ◦i′ P
′′). (10)
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En effet, la description du re´sultat est la meˆme pour les deux expressions, en
distinguant deux cas selon que i′ est de hauteur nulle ou non dans P ′.
Si la hauteur de i′ dans P ′ est nulle, on relie tous les sommets de hauteur
nulle de P ′′ a` tous les sommets relie´s a` i dans P et a` tous les sommets relie´s a` i′
dans P ′ et on relie tous les sommets de hauteur nulle de P ′ a` tous les sommets
lie´s a` i dans P .
Si la hauteur de i′ dans P ′ est non nulle, on relie tous les sommets de hauteur
nulle de P ′′ a` tous les sommets lie´s a` i′ dans P ′ et on relie tous les sommets de
hauteur nulle de P ′ a` tous les sommets lie´s a` i dans P .
On note [1][2] l’union disjointe de deux arbustes triviaux. L’ope´ration cor-
respondante (P,Q) 7→ [1][2] ◦1 P ◦2 Q est juste l’union disjointe des arbustes.
C’est un produit associatif et commutatif. On notera simplement P Q l’union
disjointe de P et Q.
On note [1 ⊳ 2] l’arbre enracine´ sur l’ensemble {1, 2} ayant pour racine 1.
L’ope´ration correspondante (P,Q) 7→ [1 ⊳ 2] ◦1 P ◦2 Q est la suivante : on joint
les e´le´ments de hauteur 0 de P a` ceux de hauteur 0 de Q par un graphe bipartite
complet, et on ajoute 1 a` la fonction hauteur de Q. Cette ope´ration n’est pas
associative. On la notera P ⊳ Q.
Remarque : on a deux sous-ope´rades simples contenues dans Arb. Les
arbres enracine´s forment une copie de l’ope´rade NAP [Liv06]. Les foreˆts d’ar-
bustes triviaux forment une copie de l’ope´rade Comm.
2.2 Pre´sentation par ge´ne´rateurs et relations
The´ore`me 2.3 L’ope´rade Arb est engendre´e par ses e´le´ments [1][2] et [1 ⊳ 2]
de degre´ 2, soumis uniquement aux relations suivantes :
[∗ ⊳ 1] ◦∗ [3 ⊳ 2] = [∗ ⊳ 2] ◦∗ [3 ⊳ 1] = [3 ⊳ ∗] ◦∗ [1][2] (11)
et
[∗][1] ◦∗ [2][3] = [∗][2] ◦∗ [3][1]. (12)
Preuve. Soit A l’ope´rade quotient de l’ope´rade libre sur les ge´ne´rateurs C1,2 =
C2,1 et D1,2 en degre´ 2 par l’ide´al engendre´ par les relations obtenues en rem-
plac¸ant [1][2] par C1,2 et [1 ⊳ 2] par D1,2 dans les relations de l’e´nonce´.
Tout d’abord, les relations de l’e´nonce´ sont faciles a` ve´rifier dans Arb. On a
donc un unique morphisme φ de l’ope´rade A dans Arb tel que φ(C1,2) = [1][2]
et φ(D1,2) = [1 ⊳ 2]. Il faut montrer que ce morphisme est un isomorphisme en
construisant un inverse ψ.
On construit ψ par re´currence sur le degre´ n. On suppose par re´currence que
ψ est l’inverse de φ jusqu’en degre´ n− 1. Ceci entraˆıne en particulier que ψ est
un morphisme d’ope´rade jusqu’en degre´ n− 1.
Soit P un arbuste de degre´ n ≥ 2. Par le Lemme 1.6, il existe dans P une
feuille ou une paire de sommets corre´le´s.
Si il existe une feuille i, on de´finit ψ de la fac¸on suivante. Soit j l’unique
sommet couvert par i. Soit P ′ l’arbuste obtenu a` partir de P en supprimant
le sommet i et en re´-e´tiquetant par le symbole  le sommet j. Alors P peut
s’e´crire P ′ ◦ [j ⊳ i]. On pose ψ(P ) = ψ(P
′) ◦ Dj,i.
Si il existe deux sommets corre´le´s i et j, on de´finit ψ de la fac¸on suivante.
Soit P ′ l’arbuste obtenu a` partir de P en identifiant les sommets i et j de P
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et en e´tiquetant le sommet ainsi de´fini par . L’arbuste P peut alors s’e´crire
P ′ ◦ [i][j]. On pose ψ(P ) = ψ(P
′) ◦ Ci,j .
Il se peut bien entendu qu’il existe plusieurs feuilles, plusieurs paires de
sommets corre´le´s ou qu’il existe a` la fois une feuille et une paire de sommets
corre´le´s dans P . Il faut montrer que la de´finition de ψ est bien cohe´rente, i.e.
que nous avons bien ainsi de´fini une application ψ, inde´pendamment de tout
choix. On va conside´rer successivement le cas de deux feuilles, le cas de deux
paires et le cas d’une feuille et d’une paire, et deux sous-cas pour chacun de ces
trois cas.
1) Soient i et i′ deux feuilles. Si elles couvrent deux sommets distincts j et
j′, alors il existe un arbuste P ′′ tel que
P = (P ′′ ◦∗ [j
′ ⊳ i′]) ◦ [j ⊳ i] = (P
′′ ◦ [j ⊳ i]) ◦∗ [j
′ ⊳ i′]. (13)
On obtient P ′′ en supprimant i et i′ dans P et en re´-e´tiquetant j par  et j′
par ∗.
Dans ce cas, les deux de´finitions possibles de ψ co¨ıncident :
ψ(P ′′ ◦∗ [j
′ ⊳ i′]) ◦ Dj,i
= (ψ(P ′′) ◦∗ Dj′,i′) ◦ Dj,i
= (ψ(P ′′) ◦ Dj,i) ◦∗ Dj′,i′
= ψ(P ′′ ◦ [j ⊳ i]) ◦∗ Dj′,i′ , (14)
par hypothe`se de re´currence et en utilisant l’axiome de commutativite´ des
ope´rades.
Si les deux feuilles i et i′ couvrent le meˆme sommet j, alors il existe un
arbuste P ′′ tel que
P = P ′′ ◦ ([∗ ⊳ i]) ◦∗ [j ⊳ i
′]) = P ′′ ◦ ([∗ ⊳ i
′] ◦∗ [j ⊳ i]). (15)
On obtient P ′′ en supprimant i et i′ dans P et en re´-e´tiquetant j par .
Dans ce cas, les deux de´finitions possibles de ψ co¨ıncident :
ψ(P ′′ ◦ [∗ ⊳ i]) ◦∗ Dj,i′
= (ψ(P ′′) ◦ D∗,i) ◦∗ Dj,i′ = ψ(P
′′) ◦ (D∗,i ◦∗ Dj,i′)
= ψ(P ′′) ◦ (D∗,i′ ◦∗ Dj,i) = (ψ(P
′′) ◦ D∗,i′) ◦∗ Dj,i
= ψ(P ′′ ◦ [∗ ⊳ i
′]) ◦∗ Dj,i, (16)
par la partie gauche de la relation (11).
2) Soient i, j et i′, j′ deux paires de sommets corre´le´s, tous distincts. Alors
il existe un arbuste P ′′ tel que
P = (P ′′ ◦∗ [i
′][j′]) ◦ [i][j] = (P
′′ ◦ [i][j]) ◦∗ [i
′][j′]. (17)
On obtient P ′′ en identifiant i et j d’une part et i′ et j′ d’autre part dans P et
en e´tiquetant ces sommets par  et ∗.
Dans ce cas, les deux de´finitions possibles de ψ co¨ıncident :
ψ(P ′′ ◦∗ [i
′][j′]) ◦ Ci,j
= (ψ(P ′′) ◦∗ Ci′,j′) ◦ Ci,j
= (ψ(P ′′) ◦ Ci,j) ◦∗ Ci′,j′
= ψ(P ′′ ◦ [i][j]) ◦∗ Ci′,j′ , (18)
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par hypothe`se de re´currence et en utilisant l’axiome de commutativite´ des
ope´rades.
Si i, j et j, k sont deux paires de sommets corre´le´s, alors il existe un arbuste
P ′′ tel que
P = P ′′ ◦ ([∗][i] ◦∗ [j][k]) = P
′′ ◦ ([∗][k] ◦∗ [j][i]). (19)
On obtient P ′′ en identifiant les trois sommets i, j, k dans P et en e´tiquetant ce
sommet par .
Dans ce cas, les deux de´finitions possibles de ψ co¨ıncident :
ψ(P ′′ ◦ [∗][i]) ◦∗ Cj,k
= (ψ(P ′′) ◦ C∗,i) ◦∗ Cj,k = ψ(P
′′) ◦ (C∗,i ◦∗ Cj,k)
= ψ(P ′′) ◦ (C∗,k ◦∗ Cj,i) = (ψ(P
′′) ◦ C∗,k) ◦∗ Cj,i
= ψ(P ′′ ◦ [∗][k]) ◦∗ Cj,i, (20)
par la relation (12).
3) Soit enfin i une feuille et j, k des sommets corre´le´s. Si i est distincte de j
et de k, alors i couvre un sommet ℓ distinct de j et de k et il existe P ′′ tel que
P = (P ′′ ◦∗ [j][k]) ◦ [ℓ ⊳ i] = (P
′′ ◦ [ℓ ⊳ i]) ◦∗ [j][k]. (21)
On obtient P ′′ en supprimant i et en identifiant j et k dans P , puis en re´-
e´tiquetant ℓ par  et en e´tiquetant le sommet provenant de j, k par ∗.
Dans ce cas, les deux de´finitions possibles de ψ co¨ıncident :
ψ(P ′′ ◦∗ [j][k]) ◦ Dℓ,i
= (ψ(P ′′) ◦∗ Cj,k) ◦ Dℓ,i
= (ψ(P ′′) ◦ Dℓ,i) ◦∗ Cj,k
= ψ(P ′′ ◦ [ℓ ⊳ i]) ◦∗ Cj,k, (22)
par l’axiome de commutativite´ des ope´rades.
Si i = j, alors k est aussi une feuille, les sommets i et k couvrent un sommet
ℓ et il existe un arbuste P ′′ tel que
P = (P ′′ ◦ [ℓ ⊳ ∗]) ◦∗ [i][k] = (P
′′ ◦ [∗ ⊳ i]) ◦∗ [ℓ ⊳ k]. (23)
On obtient P ′′ en supprimant j et k dans P et en re´-e´tiquetant le sommet ℓ par
.
Dans ce cas, les deux de´finitions possibles de ψ co¨ıncident :
ψ(P ′′ ◦ [ℓ ⊳ ∗]) ◦∗ Ci,k
= (ψ(P ′′) ◦ Dℓ,∗) ◦∗ Ci,k = ψ(P
′′) ◦ (Dℓ,∗ ◦∗ Ci,k)
= ψ(P ′′) ◦ (D∗,i ◦∗ Dℓ,k) = (ψ(P
′′) ◦ D∗,i) ◦∗ Dℓ,k
= ψ(P ′′ ◦ [∗ ⊳ i]) ◦∗ [ℓ ⊳ k], (24)
par la partie droite de la relation (11).
Ceci termine de montrer que l’on a bien de´fini une application ψ.
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Montrons maintenant que ψ et φ sont bien inverses l’un de l’autre.
Comme φ est un morphisme d’ope´rade, on a clairement φ ◦ ψ = Id par
hypothe`se de re´currence.
Conside´rons une expression monomiale R de degre´ n dans l’ope´rade A.
Supposons d’abord qu’elle s’e´criveR = R′◦iD1,2. Alors φ(R) = φ(R
′)◦i[1⊳2].
Donc 2 est une feuille de φ(R), qui couvre 1. En choisissant cette feuille pour
calculer ψ, on trouve
ψ(φ(R)) = ψ(φ(R′) ◦i [1 ⊳ 2]) = ψ(φ(R
′)) ◦i D1,2 = R
′ ◦i D1,2 = R. (25)
Sinon, on peut e´crire R = R′ ◦iC1,2. Alors φ(R) = φ(R
′)◦i [1][2]. Donc φ(R)
posse`de deux sommets corre´le´s : 1, 2. En choisissant ces sommets corre´le´s pour
calculer ψ, on trouve
ψ(φ(R)) = ψ(φ(R′) ◦i [1][2]) = ψ(φ(R
′)) ◦i C1,2 = R
′ ◦i C1,2 = R. (26)
Donc les applications φ et ψ sont inverses l’une de l’autre en degre´ n. Ceci
conclut la re´currence.
3 Morphismes injectifs
3.1 Morphisme vers l’ope´rade Zinb
Soit P un arbuste sur un ensemble I. On dit qu’un ordre total < sur I est
compatible avec P si il satisfait la condition suivante :
∀i ∈ I ∃j ∈ I j
P
← i and j < i, (27)
ou` la notation j
P
← i signifie que i couvre j dans P .
Autrement dit, chaque sommet i doit eˆtre supe´rieur pour l’ordre < a` au
moins un des sommets j qu’il couvre dans P .
Si P est non-ramifie´, la condition (27) de´crit simplement l’ordre partiel as-
socie´ a` une foreˆt d’arbres enracine´s et les ordres totaux compatibles avec P sont
les extensions line´aires de cet ordre partiel.
On rappelle brie`vement la de´finition de l’ope´rade Zinb, voir [Lod01]. Si I est
un ensemble fini, Zinb(I) est l’espace vectoriel de base les ordres totaux sur I.
On va conside´rer un ordre total comme une liste, avec le minimum a` gauche.
Soit π ∈ Zinb(I) et σ ∈ Zinb(I ′) deux listes. On note ≤π et ≤σ les ordres
totaux correspondants sur I et sur I ′. La composition de σ dans π en position
i ∈ I est une somme sur les battages de σ avec π tels que σ reste a` droite de i.
Plus pre´cise´ment, soit ≺ l’ordre partiel sur I \ {i} ⊔ I ′ de´fini par
a  b si


a, b ∈ I et a ≤π b
ou a, b ∈ I ′ et a ≤σ b
ou a ∈ I, b ∈ I ′ et a ≤π i.
(28)
Alors la composition π◦iσ dans Zinb(I \{i}⊔I
′) est la somme des ordres totaux
qui e´tendent l’ordre partiel .
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Proposition 3.1 Il existe un unique morphisme d’ope´rades γ de Arb dans Zinb
tel que
γ([2 ⊳ 1]) = [21], (29)
γ([1][2]) = [12] + [21]. (30)
Preuve. Il suffit de ve´rifier que les relations (11) et (12) sont satisfaites par les
images dans Zinb, ce qui est imme´diat.
Le morphisme γ admet la description suivante.
Proposition 3.2 Pour tout arbuste P , γ(P ) est la somme des ordres totaux
sur I qui sont compatibles avec P .
Preuve. Comme Arb est engendre´e par ses e´le´ments de degre´ 2, il suffit de
montrer par re´currence que c’est vrai pour [1][2]◦1P ◦2Q et pour [1⊳2]◦1P ◦2Q
si c’est vrai pour P et pour Q.
L’arbuste [1][2] ◦1 P ◦2 Q est simplement l’union disjointe de P et Q. Les
ordres compatibles avec l’union disjointe sont exactement les battages d’un ordre
π compatible avec P et d’un ordre σ compatible avec Q. Or ([12]+[21])◦1π ◦2 σ
dans Zinb est exactement la somme des battages des deux listes π et σ. On en
de´duit que la proposition est ve´rifie´e pour l’union disjointe de P et Q.
Il reste a` conside´rer le cas de [1⊳2]◦1P ◦2Q. C’est l’arbuste obtenu en reliant
tous les sommets de hauteur nulle de P a` tous les sommets de hauteur nulle dans
Q et en ajoutant 1 a` la fonction hauteur de Q. En termes d’ordres compatibles,
ceci signifie que l’on a les meˆmes relations entre les sommets de P que pour
un ordre compatible avec P , les meˆmes relations entre les sommets de Q que
pour un ordre compatible avec Q et la condition supple´mentaire suivante : pour
tout sommet de hauteur nulle i de Q, il existe un sommet j de hauteur nulle
de P tel que j < i. Les ordres compatibles sont donc les battages d’un ordre
π compatible pour P avec un ordre σ compatible pour Q tels que le minimum
est un e´le´ment de P . Or l’ope´ration [21] ◦1 π ◦2 σ dans Zinb est exactement la
somme des battages des deux listes π et σ tels que le minimum provient de π.
3.2 Morphisme vers l’ope´rade des moules
Commenc¸ons par rappeler la de´finition de l’ope´rade Mould des moules, voir
[Cha07, CHNT08] pour plus de de´tails.
Si I est un ensemble fini, Mould(I) est le corps des fractions rationnelles en
des inde´termine´es (ui)i∈I .
La composition d’une fraction g dans Mould(J) dans une fraction f ∈
Mould(I) en position i ∈ I est donne´e par la formule suivante :
f ◦i g =
(∑
j∈J
uj
)
× g × f
∣∣
ui=
P
j∈J
uj
. (31)
Dans cette formule, g est applique´e aux variables uj pour j ∈ J , et on remplace
dans les arguments de f la variable ui par la somme indique´e.
On a une inclusion de Zinb dans Mould (voir [CHNT08]) qui est donne´e par
l’application suivante : un ordre total π sur I est envoye´ sur la fraction
1∏
i∈I
∑
j≥pii
uj
. (32)
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Remarque : on voit assez facilement que l’image dans Mould d’un e´le´ment
de Zinb permet de calculer cet e´le´ment en utilisant des re´sidus ite´re´s. Ceci
entraˆıne l’injectivite´.
En composant le morphisme γ de Arb dans Zinb avec cette inclusion de Zinb
dans Mould, on obtient un morphisme κ de Arb dans Mould, qui est caracte´rise´
comme suit.
Proposition 3.3 Il existe un unique morphisme d’ope´rades κ de Arb dans
Mould tel que
κ([2 ⊳ 1]) =
1
u1(u1 + u2)
, (33)
κ([1][2]) =
1
u1u2
. (34)
Lemme 3.4 Soient Q et R deux arbustes. On a κ(QR) = κ(Q)κ(R) et
κ(Q ⊳ R) = κ(Q)κ(R)
∑
i∈Q ui∑
i∈Q⊔R ui
. (35)
Preuve. Ceci re´sulte du fait que κ est un morphisme d’ope´rade.
On va donner maintenant une description directe du morphisme κ. On a
besoin pour cela de quelques notations.
Deux sommets ramifie´s i et i′ d’un arbuste P sont dits e´quivalents si les
ensembles des buts des areˆtes sortantes de i et de i′ sont identiques. On note
Ram(P ) l’ensemble des classes d’e´quivalence de sommets ramifie´s d’un arbuste
P . Dans la figure 1, on a colorie´ les sommets ramifie´s avec un couleur commune
par classe d’e´quivalence. Si r ∈ Ram(P ) est une classe d’e´quivalence, on note
r− l’ensemble commun des buts des areˆtes sortantes de r.
Une partie J de P est un ide´al supe´rieur si le comple´mentaire de J dans
P est un arbuste, pour la restriction de la fonction hauteur.
Soit S une partie d’un arbuste P . Il existe un ide´al supe´rieur minimal conte-
nant S, note´ JP (S) et nomme´ l’ide´al supe´rieur engendre´ par S dans P . C’est la
partie de I forme´e des e´le´ments j tels que : tout chemin dans P qui descend de
j vers un sommet de hauteur 0 passe par un e´le´ment de S. Ceci revient a` dire
que, pour tout ordre total ≤ compatible avec P , il existe i dans S tel que j ≥ i.
Pour une partie S de I, notons u[S] la somme des uk pour k ∈ S.
Soit P un arbuste. De´finissons une fraction fP par la formule
fP =
1∏
i∈I u[JP ({i})]
∏
r∈Ram(P )
u[JP\JP (r)(r
−)]
u[JP (r−)]
. (36)
Proposition 3.5 Pour tout arbuste P , la fraction fP est re´duite, sans multi-
plicite´, et produit de facteurs line´aires.
Preuve. En effet, si on compare les facteurs de fP selon l’ensemble des sommets
de hauteur minimale qu’ils contiennent (qui est soit un singleton i soit de la
forme r− avec r ∈ Ram(P )), les seules co¨ıncidences possibles sont entre les
deux facteurs (un dans le nume´rateur et un dans le de´nominateur) associe´s a`
un meˆme r ∈ Ram(P ), et ces deux facteurs sont distincts, car chaque e´le´ment
de JP (r) est dans l’une et pas dans l’autre.
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Par exemple, en abre´geant uA en A, uB en B, etc, la fraction associe´e a`
l’arbuste de droite de la figure 2 est la suivante :
(B + E + F +G)(F +G)
ABE F G (A+B + C + E + F +G)(A +B + E + F +G)(E + F +G)
.
(37)
Dans ce cas, on a deux classes de sommets ramifie´s : {A} et {E}.
Proposition 3.6 Le morphisme κ de Arb dans Mould est donne´ par κ(P ) =
fP .
Preuve. Par re´currence. L’e´nonce´ est vrai en degre´ 1. Soit donc P un arbuste
a` n sommets avec n ≥ 2.
Supposons d’abord P non connexe. Alors P s’e´crit comme union disjointe
d’arbres connexes. Chaque r dans Ram(P ) est contenu dans un composante
connexe, l’ensemble r− est dans la meˆme composante, et l’ide´al supe´rieur en-
gendre´ par une partie contenue dans une composante connexe est contenu dans
cette composante connexe. La formule pour fP est donc clairement le produit
des formules sur les composantes connexes. Comme κ est aussi multiplicatif par
le Lemme 3.4, on en de´duit par hypothe`se de re´currence le re´sultat voulu pour
P .
Supposons maintenant P connexe. Alors P s’e´crit Q⊳R, pour deux arbustes
Q et R. Si P a un seul sommet de hauteur nulle, on peut et on va supposer que
Q est re´duit a` ce sommet.
Conside´rons d’abord l’ide´al supe´rieur JP ({j}) engendre´ par un singleton {j}
dans P . Si j est dans R, alors JP ({j}) s’identifie a` JR({j}), car tous les sommets
au dessus de j sont dans R. Si j est dans Q, on distingue deux cas. Si j est le
seul sommet de hauteur nulle de P , alors Q est un singleton, JP ({j}) = P ,
et JQ({j}) = Q = {j}. Sinon, il existe i 6= j de hauteur nulle dans P , ce qui
entraˆıne pour tout sommet de R l’existence d’un chemin vers i et e´vitant j.
Donc aucun sommet de R ne peut appartenir a` JP ({j}). Par conse´quent, on a
JP ({j}) = JQ({j}).
Conside´rons ensuite les facteurs de fP associe´s aux sommets ramifie´s. Il y
a une inclusion de Ram(Q) ⊔ Ram(R) ⊂ Ram(P ). On voit aise´ment que, pour
chaque r dans Ram(R) ⊂ Ram(P ), la contribution de r a` la fraction fP est
identique a` la contribution de r a` la fraction fR.
On va distinguer selon qu’il y a un ou plusieurs sommets de hauteur 0 dans
P .
Supposons d’abord qu’il y a un seul sommet de hauteur 0 dans P . Alors Q
est un singleton et on a Ram(P ) = Ram(R).
Supposons maintenant qu’il y a plusieurs sommets de hauteur 0 dans P .
Dans ce cas, on a Ram(P ) = Ram(Q) ⊔ Ram(R) ⊔ {r0}, ou` r0 est l’ensemble
des sommets de hauteur 0 dans R. On voit aise´ment que, pour chaque r dans
Ram(Q) ⊂ Ram(P ), la contribution de r a` la fraction fP est identique a` la
contribution de r a` la fraction fQ. La partie r
−
0 est l’ensemble des sommets de
hauteur nulle de P . L’ide´al supe´rieur engendre´ par r−0 est donc P . Le facteur
associe´ a` r0 dans fP est
u[Q]
u[P ] .
Dans tous les cas conside´re´s, on obtient donc que
fQ⊳R = fQfR
u[Q]
u[P ]
. (38)
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ce qui de´montre que fP = κ(P ), en utilisant le Lemme 3.4.
3.3 Injectivite´ des morphismes
Les composantes connexes des fractions On montre dans ce paragraphe
qu’on peut reconstituer la partition de I en composantes connexes de P a` partir
de la fraction fP .
Lemme 3.7 Soit P un arbuste connexe. Le de´nominateur de fP contient le
facteur
∑
i∈I ui.
Preuve. Si P a un seul sommet i de hauteur nulle, l’ide´al supe´rieur engendre´
par i est I. Le terme correspondant au sommet i dans le de´nominateur est donc∑
i∈I ui.
Si P a plusieurs sommets de hauteur nulle, il existe des sommets de hauteur
1 couvrant tous ces sommets par la proposition 1.4. Ces sommets sont ramifie´s
et e´quivalents. Le terme correspondant a` cette classe d’e´quivalence de sommets
ramifie´s dans le de´nominateur est
∑
i∈I ui.
Soit f une fraction en les variables (ui)i∈I . On de´finit une partition πf de
I comme suit : i et j sont dans la meˆme part de πf si il existe un facteur du
de´nominateur de f qui fait intervenir a` la fois ui et uj .
Lemme 3.8 Soit P un arbuste sur I. Les composantes connexes de P sont les
parts de πfP .
Preuve. Soit πP la partition de I forme´e par les composantes de P . Si P n’est
pas connexe, la fraction fP est le produit des fractions associe´es aux composantes
connexes de P . En particulier, le de´nominateur se factorise selon les parts de πP .
Donc πfP est un raffinement de πP . Re´ciproquement, par le lemme pre´ce´dent,
πP est un raffinement de πfP .
De la fraction a` la fonction hauteur On montre dans ce paragraphe qu’on
peut reconstruire la partition de I selon la hauteur a` partir de la fraction fP .
On remarque d’abord que, comme l’ope´rade Zinb s’injecte dans Mould, on
peut reconstituer a` partir de la fraction fP l’ensemble des ordres totaux com-
patibles avec P . On va utiliser cet ensemble pour reconstruire la partition selon
la hauteur.
Lemme 3.9 Les e´le´ments de I de hauteur 0 dans P sont exactement ceux qui
peuvent apparaˆıtre comme minimum dans un ordre total compatible avec P .
Preuve. Si i n’est pas de hauteur nulle et ≤ est un ordre total compatible, alors
il existe au moins un j tel que j < i, donc i n’est pas minimal. Re´ciproquement,
si i est de hauteur nulle, on peut toujours trouver un ordre compatible avec
P ayant i pour minimum, par exemple en ordonnant les sommets par hauteur
croissante, puis arbitrairement a` hauteur fixe´e.
Proposition 3.10 On peut reconstruire a` partir de fP la partition en hauteur
de I associe´e a` P .
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Preuve. On commence par retrouver l’ensemble des ordres totaux compatibles
avec P . On en de´duit les sommets de hauteur 0 par le Lemme 3.9. En supprimant
ces sommets dans les ordres totaux, on obtient l’ensemble des ordres totaux
compatibles avec l’arbuste obtenu par restriction de P a` la hauteur au moins 1.
On en de´duit les sommets de hauteur 1 par le Lemme 3.9. On proce`de ainsi de
suite par hauteur croissante, en e´liminant les sommets dont la hauteur est de´ja`
identifie´e.
De la fraction a` l’arbuste On montre enfin dans ce paragraphe qu’on peut
reconstituer entie`rement l’arbuste P a` partir de la fraction fP .
Proposition 3.11 Le morphisme γ de Arb dans Zinb est injectif, ainsi que le
morphisme compose´ κ de Arb dans Mould.
Preuve. Il suffit de montrer que le morphisme κ de Arb dans Mould est injectif.
Il faut donc montrer comment reconstruire un arbuste P a` partir de sa fraction
fP . On donne un algorithme pour ceci, par re´currence.
La fraction 1/u1 ∈ Mould({1}) correspond e´videmment au seul arbuste sur
{1}.
E´tape 1 : on sait reconnaˆıtre les composantes connexes par le Lemme 3.8 : les
composantes connexes d’un arbuste P sont exactement celles du de´nominateur
de la fraction fP . On obtient par factorisation les fractions associe´es aux com-
posantes connexes.
E´tape 2 : on peut donc supposer la fraction f connexe. Elle contient donc
la somme de toutes les variables en de´nominateur. On sait aussi reconstruire la
fonction hauteur, par la Proposition 3.10.
On distingue ensuite deux cas.
Cas 1 : il y a un seul sommet i de hauteur nulle.
Dans ce cas, P s’e´crit comme {i}⊳Q et la fraction fP est e´gale a` fQ×
1
u[Q]+ui
par le Lemme 3.4. On en de´duit fQ. On reconstitue alors Q par re´currence et
on obtient donc P .
Cas 2 : il y a plusieurs sommets de hauteur nulle.
Alors il existe un e´le´ment r ∈ Ram(P ) correspondant aux e´le´ment de hauteur
1 qui couvrent tous les e´le´ment de hauteur 0. Dans fP , le facteur αr correspon-
dant du nume´rateur est le seul qui contienne tous les e´le´ments de hauteur nulle.
Dans cette situation, P s’e´crit Q⊳R ou` les sommets de R sont exactement ceux
qui n’apparaissent pas dans le facteur αr. En utilisant la formule
fQ⊳R = fQfR
u[Q]
u[P ]
, (39)
et en se´parant les facteurs selon que leurs variables sont dans R ou non, on
obtient les fractions fQ et fR. On reconstitue Q et R par re´currence, donc P
aussi.
4 Structure anticyclique
L’ope´rade Mould est munie de la structure plus riche d’ope´rade anticyclique
[Cha07, CHNT08]. Ceci signifie qu’il existe sur Mould({1, . . . , n} une action
du groupe syme´trique Sn+1 qui e´tend l’action du groupe syme´trique Sn et
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satisfait a` certaines relations avec les compositions de l’ope´rade Mould. L’action
du groupe syme´trique Sn+1 sur Mould({1, . . . , n}) est donne´e comme suit. On
introduit une variable supple´mentaire u0 ve´rifiant u0 + u1 + · · · + un = 0. Le
groupe Sn+1 agit par permutations des variables u0, . . . , un. Toute fraction
obtenue ainsi peut s’e´crire de fac¸on unique comme une fraction en les variables
u1, . . . , un, en e´liminant u0.
L ’ope´rade Zinb est alors une sous-ope´rade anticyclique de Mould, ce qui
signifie que Zinb({1, . . . , n}) est stable par l’action de Sn+1.
Pour pouvoir parler d’ope´rade anticyclique ensembliste, on a besoin de signes,
car les axiomes font intervenir des signes. On de´finit donc une ope´rade Arb×Z/2
en introduisant un signe +1 ou −1 pour chaque arbuste et en prolongeant les
compositions en multipliant les signes.
On peut alors prolonger de manie`re unique les morphismes injectifs d’ope´rades
ensemblistes γ et κ de Arb dans Zinb et Mould en morphismes de Arb×Z/2 dans
Zinb et Mould qui envoient −x sur −γ(x) et −κ(x) pour tout x. On ve´rifie fa-
cilement que ces morphismes restent injectifs.
Proposition 4.1 La sous ope´rade ensembliste Arb×Z/2 est une sous-ope´rade
ensembliste anticyclique de Zinb et Mould.
Preuve. Comme Arb×Z/2 est engendre´e en degre´ 2, il suffit de ve´rifier que les
images des ge´ne´rateurs de Arb×Z/2 dans Mould sont bien stables sous l’action
du groupe syme´trique S3, ce qui est facile.
Par conse´quent, il existe une action du groupe syme´trique Sn+1 sur les
arbustes signe´s sur l’ensemble {1, . . . , n}, pour tout n ≥ 1. On appellera cette
action l’action anticyclique.
Dans la figure 1, on a groupe´ ensemble les classes d’isomorphisme (i.e. les
orbites pour l’action de Sn) d’arbustes connexes qui sont (au signe pre`s) dans
la meˆme orbite pour Sn+1. Dans chacune de ces orbites pour Sn+1, il peut y
avoir aussi des arbustes non connexes, qui ne sont pas repre´sente´s dans la figure
1.
Proposition 4.2 L’action anticyclique sur les arbustes signe´s pre´serve le nombre
de classes d’e´quivalence de sommets ramifie´s.
Preuve. Par de´finition de son action sur les fractions, elle pre´serve le degre´ du
nume´rateur de fP , ce qui entraˆıne le re´sultat.
Remarque : pour distinguer les orbites de cette action, on dispose d’un
invariant plus fin que le degre´ du nume´rateur de fP . Cet invariant est une paire
de multi-ensembles d’entiers compris entre 1 et (n+1)/2. Pour cela, on spe´cialise
les variables ui en 1. Chaque facteur du nume´rateur et du de´nominateur de fP
donne un nombre. On a donc un multi-ensemble pour le nume´rateur et un autre
pour le de´nominateur. On remplace dans ces multi-ensembles un nombre k par
n + 1 − k si il est plus grand que (n + 1)/2. La paire de multi-ensembles ainsi
obtenue est alors invariante pour l’action du groupe syme´trique Sn+1.
4.1 Action sur les foreˆts d’arbres enracine´s
Par la proposition 4.2, on obtient en particulier une action du groupe syme´trique
Sn+1 sur les foreˆts signe´es d’arbres enracine´s sur l’ensemble {1, . . . , n}, car les
foreˆts sont exactement les arbustes sans sommets ramifie´s.
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Dans cette section, on va de´crire cette action.
Si F est une foreˆt forme´e des arbres enracine´s T1, . . . , Tk, on note B+(j, F )
ou B+(j, T1, . . . , Tk) l’arbre enracine´ obtenu en greffant les racines des arbres
composant F sur une nouvelle racine commune j. Si T est un arbre enracine´,
on note B−(T ) la foreˆt obtenue en supprimant la racine de T .
Lemme 4.3 Soit F une foreˆt forme´e des arbres enracine´s T1, . . . , Tk. Soit i la
racine de T1. Alors, pour l’action anticyclique, on a
τ0,iF = −B−(T1) ⊔B+(i, T2, . . . , Tk), (40)
ou` τ0,i est la transposition de 0 et i.
Preuve. Dans la fraction fF , le sommet i apparaˆıt seulement dans le facteur
correspondant a` T1 tout entier. En e´changeant i et 0, et en e´liminant u0 par la
relation
∑n
j=0 uj = 0, on obtient la fraction
− fF ×
∑
j∈T1
uj
ui +
∑
j 6∈T1
uj
. (41)
Cette fraction correspond (avec un signe moins) a` la foreˆtB−(T1)⊔B(i, T2, . . . , Tk).
On note l’ensemble C(n + 1) des arbres enracine´s signe´s sur l’ensemble
{0, 1, . . . , n} modulo la relation suivante : Si (T, r) est un arbre enracine´ en
r et r′ un sommet adjacent a` r alors
(T, r) = −(T, r′). (42)
Le groupe syme´trique Sn+1 agit naturellement sur C(n + 1). On remarque,
en utilisant la simple connexite´ des arbres, que chaque e´le´ment de C(n + 1)
admet un unique repre´sentant enracine´ en 0. Le cardinal de C(n + 1) est donc
2(n+ 1)n−1.
On de´finit alors une application B0 de l’ensemble des foreˆts signe´es dans
C(n + 1) comme suit : B0(F ) = B+(0, F ) et B0(−F ) = −B0(F ). C’est une
bijection, qui respecte les actions du groupe Sn.
Proposition 4.4 L’application B0 est compatible avec les actions de Sn+1 sur
les foreˆts signe´es d’arbres enracine´s et sur C(n+ 1).
Preuve. Il suffit de conside´rer les transpositions τ0,i avec i ∈ {1, . . . , n}. On
proce`de par re´currence sur la distance entre 0 et i dans l’arbre B(0, F ).
Si cette distance vaut 1, i est la racine d’un des arbres composant F . Si on
fait agir la transposition τ0,i sur B(0, F ), on obtient un arbre enracine´ en le
sommet i, voisin du sommet 0. Par la relation (42), on change sa racine pour la
ramener en 0 en introduisant un signe moins. Le re´sultat est
−B(0, B−(T1) ⊔B(i, T2, . . . , Tk)), (43)
qui est bien B0(τ0,i(F ) par le lemme 4.3.
Si la distance entre 0 et i est au moins 2, soit 0, i1, i2, . . . , iℓ, i l’unique chemin
entre 0 et i dans B(0, F ). Dans ce cas, on a
τ0,i = τi,i1τ0,iτ0,i1 . (44)
18
Par le cas pre´ce´dent (distance 1), on a donc
τ0,iB0(F ) = τi,i1τ0,iB0(τ0,i1F ). (45)
Mais la distance dans τ0,i1F entre 0 et i est moindre que dans F , donc par
hypothe`se de re´currence, on a
τ0,iB0(F ) = τi,i1B0(τ0,iτ0,i1F ). (46)
Comme B0 est compatible avec l’action de Sn, on en de´duit le re´sultat voulu.
4.2 Une de´formation du morphisme de Arb dans Mould
A titre de remarque, on de´crit ici des morphismes d’ope´rade anticyclique des
arbustes dans les moules, qui ge´ne´ralisent celui utilise´ dans le reste de l’article.
Soit t(u) une fonction rationnelle d’une variable u.
Proposition 4.5 La fonction
t(u1)t(u2)
u1u2t(u1 + u2)
(47)
de´finit un e´le´ment commutatif et associatif dans Mould(2), donc un morphisme
κt de Comm dans Mould.
Preuve. La preuve est une simple ve´rification de l’associativite´.
Proposition 4.6 Il existe une unique extension du morphisme κt en un mor-
phisme d’ope´rade anticyclique κt de Arb dans Mould.
Preuve. Pour montrer cela, il suffit de ve´rifier que les images des ge´ne´rateurs de
Arb, qui sont impose´es par la structure anticyclique, ve´rifient la relation (11).
Le cas t(u) = 1 est celui e´tudie´ dans le reste de l’article.
5 L’ope´rade duale
En partant de la pre´sentation quadratique binaire de l’ope´rade Arb donne´e
par le the´ore`me 2.3, on peut calculer (par la proce´dure habituelle, voir par
exemple [Lod01, Appendix B]) une pre´sentation de l’ope´rade quadratique bi-
naire duale Arb!. On va de´crire les alge`bres sur cette ope´rade, ce qui e´quivaut
a` de´crire la pre´sentation.
Une alge`bre sur l’ope´rade duale Arb! est donne´e par un crochet [ , ] anti-
syme´trique et un produit ∗ (non commutatif), ve´rifiant les axiomes suivants :
[a, [b, c]] + [b, [c, a]] + [c, [a, b]] = 0, (48)
[a, b] ∗ c = 0, (49)
a ∗ (b ∗ c) = 0, (50)
[a ∗ b, c] = 0, (51)
a ∗ [b, c] = (a ∗ b) ∗ c− (a ∗ c) ∗ b. (52)
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On remarque que le crochet est un crochet de Lie par (48), et que le produit
∗ n’est pas associatif, mais de´finit un module a` droite pour le crochet de Lie par
(52).
Les Arb!-alge`bres libres ont une description simple. En termes d’ope´rades,
ceci s’exprime comme suit.
Proposition 5.1 On a
Arb!(n) =
{
Ass(1) si n = 1,
Lie(n)⊕Ass(n) si n ≥ 2,
(53)
ou` Lie(n) = Lie({1, . . . , n}) et Ass(n) = Ass({1, . . . , n}) sont les composantes
des ope´rades classiques Lie et Ass.
Preuve. C’est une conse´quence facile de la pre´sentation.
L’ope´rade Arb! he´rite par dualite´ d’une structure anticyclique provenant de
celle de Arb. Ceci donne une notion de forme antisyme´trique invariante 〈 , 〉
pour les alge`bres sur Arb!. La condition d’invariance est la suivante :
〈a ∗ b, c〉 = −〈[b, c], a〉. (54)
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