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QUANTITATIVE HOMOGENIZATION OF THE PARABOLIC AND ELLIPTIC
GREEN’S FUNCTIONS ON PERCOLATION CLUSTERS
PAUL DARIO AND CHENLIN GU
Abstract. We study the heat kernel and the Green’s function on the infinite supercritical percolation
cluster in dimension d ≥ 2 and prove a quantitative homogenization theorem for these functions with
an almost optimal rate of convergence. These results are a quantitative version of the local central
limit theorem proved by Barlow and Hambly in [23]. The proof relies on a structure of renormalization
for the infinite percolation cluster introduced in [12], Gaussian bounds on the heat kernel established
by Barlow in [21] and tools of the theory of quantitative stochastic homogenization. An important
step in the proof is to establish a C0,1-large-scale regularity theory for caloric functions on the infinite
cluster and is of independent interest.
Figure 1. The figure on the left represents the density distribution of the function t
d
2 p(t, ⋅, 0) where
the map p is the 2-dimensional heat kernel on the infinite percolation cluster with probability p = 0.7
at time t = 1000; it is similar to a Gaussian distribution. The figure on the right is the error between
the map t
d
2 p(t, ⋅,0) and the normalized Gaussian heat kernel θ(p)−1t d2 p¯(t, ⋅) defined in (1.5); it is
small compared to density distribution on the left.
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1. Introduction
1.1. General introduction and main results. In this article, we study the continuous-time
random walk on the infinite cluster of the supercritical Bernoulli bond percolation of the Euclidean
lattice Zd, in dimension d ≥ 2. The model considered is a specific case of the general random
conductance model and can be described as follows. We let Bd be the set of bonds of Zd, i.e., the
set of unordered pairs of nearest neighbors of Zd. We denote by Ω the set of functions from Bd to
the set of non-negative real numbers [0,∞). A generic element of Ω is denoted by a and called an
environment.
For a given environment a ∈ Ω and a given bond e ∈ Bd, we call the value a(e) the conductance
of the bond e. We fix an ellipticity parameter λ ∈ (0,1] and add some randomness to the model by
assuming that the collection of conductances {a(e)}e∈Bd is an i.i.d. family of random variables whose
law is supported in the set {0} ∪ [λ,1]. We define p ∶= P [a(e) ≠ 0] and assume that
p > pc(d),
where pc(d) is the bond percolation threshold for the lattice Zd. This assumption ensures that, almost
surely, there exists a unique infinite connected component of edges with non-zero conductances (or
cluster) which we denote by C∞ (see [35]). This cluster has a non-zero density which is given by the
probability θ(p) ∶= P [0 ∈ C∞]. The model of continuous-time random walk considered in this article
is the variable speed random walk (or VSRW) and is defined as follows. Given an environment a ∈ Ω
and a starting point y ∈ C∞, we endow each edge e ∈ Bd with a random clock whose law is exponential
of parameter a(e) and assume that they are mutually independent. We then let (Xt)t≥0 be the
random walk which starts from y, i.e., X0 = y, and, when X(t) = x, the random walker waits at x
until one of the clocks at an adjacent edge to x rings, and moves across the edge to the neighboring
point instantly. We then restart the clocks. This construction gives rise to a continuous-time Markov
process on the infinite cluster C∞ whose generator is the elliptic operator ∇ ⋅ a∇ defined by, for each
function u ∶ C∞ → R and each point x ∈ C∞,
(1.1) ∇ ⋅ a∇u(x) ∶= ∑
z∼xa({x, z}) (u(z) − u(x)) .
We denote the transition density of the random walk by
p (t, x, y) = pa (t, x, y) ∶= Pay (Xt = x) ,
and often omit the dependence in the environment a in the notation. The transition density can be
equivalently defined as the solution of the parabolic equation
(1.2) { ∂tp(⋅, ⋅, y) −∇ ⋅ a∇p(⋅, ⋅, y) = 0 in (0,∞) ×C∞,
p(0, ⋅, y) = δy in C∞.
Due to this characterization, we often refer to the transition density p as the heat kernel or the
parabolic Green’s function.
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There are other related models of random walk on supercritical percolation clusters which have
been studied in the literature, two of the most common ones are:
(i) The constant speed random walk (or CSRW), the random walker starts from a point y ∈ C∞.
When X(t) = x, it waits for an exponential time of parameter 1 and then jumps to a
neighboring point z according to the transition probability
(1.3) P (x, z) = a ({x, z})∑w∼x a ({x,w}) .
This construction also gives rise to a continuous-time Markov process whose generator is
given by, for each function u ∶ C∞ → R and each point y ∈ C∞,
1∑z∼x a ({x, z}) ∑z∼xa({x, z}) (u(z) − u(x)) .
(ii) The simple random walk (or SRW), the random walk (Xn)n∈N is indexed on the integers, it
starts from a point y ∈ C∞, when Xn = x, the value of Xn+1 is chosen randomly among all
the neighbors of x following the transition probability (1.3).
These processes have similar, although not identical, properties and have been the subject of
interest in the literature. In the case of the percolation cluster, i.e., when the environment a is
only allowed to take the values 0 or 1, an annealed invariance principle was proved in [42] by De
Masi, Ferrari, Goldstein and Wick. In [80], Sidoravicius and Sznitman proved a quenched invariance
principle for the simple random walk in dimension d ≥ 4. This result was extended to every dimension
d ≥ 2 by Berger and Biskup in [28] (for the SRW) and by Mathieu and Piatnitski in [69] (for the
CSRW).
For the VSRW, a similar quenched invariance principle holds: there exists a deterministic diffusivity
constant σ¯ > 0 such that, for almost every environment, the following convergence holds in the
Skorokhod topology
(1.4) εX ⋅
ε2
(law)Ð→
ε→0 σ¯B⋅,
where B⋅ is a standard Brownian motion. From a homogenization perspective, the diffusivity σ¯2 of
the limiting Brownian motion is related to the homogenized coefficient a associated to the elliptic
and parabolic problems on the percolation cluster by the identity a = 12θ(p)σ¯2 (see the formula (B.5)
of Appendix B).
The properties of the heat kernel p on the infinite cluster have been investigated in the literature.
In [70], Mathieu and Remy proved that, almost surely, the heat kernel decays as fast as t−d/2. These
bounds were extended in [21] by Barlow who established Gaussian lower and upper bounds for this
function; we will recall his precise result in Theorem 4 below.
In the article [23], Barlow and Hambly proved a parabolic Harnack inequality, a local central limit
theorem for the CSRW, and bounds on the elliptic Green’s function on the infinite cluster. Their
main result can be adapted to the case of the VSRW, and reads as follows: if we define, for each
t ≥ 0 and x ∈ Rd,
(1.5) p¯(t, x) ∶= 1(2piσ¯2t)d/2 exp(− ∣x∣22 σ¯2t) ,
the heat kernel with diffusivity σ¯, then, for each time T > 0, the following convergence holds, P-almost
surely on the event {0 ∈ C∞},
(1.6) lim
n→∞ ∣nd/2p(nt, gωn(x),0) − θ(p)−1p¯(t, x)∣ = 0,
uniformly in the spatial variable x ∈ Rd and in the time variable t ≥ T , where the notation gωn(x)
means the closest point to
√
nx in the infinite cluster under the environment ω.
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The main result of this article is a quantitative version of the local central limit theorem for the
VSRW and is stated below.
Theorem 1. For each exponent δ > 0, there exist a positive constant C <∞ and an exponent s > 0,
depending only on the parameters d, λ,p and δ, such that for every y ∈ Zd, there exists a non-negative
random time Tpar,δ(y) satisfying the stochastic integrability estimate
∀T ≥ 0, P (Tpar,δ(y) ≥ T) ≤ C exp(−T s
C
) ,
such that, on the event {y ∈ C∞}, for every x ∈ C∞ and every t ≥ max (Tpar,δ(y), ∣x − y∣),
(1.7) ∣p(t, x, y) − θ(p)−1p¯(t, x − y)∣ ≤ Ct− d2−( 12−δ) exp(− ∣x − y∣2
Ct
) .
Remark 1.1. The heat kernel p does not exactly converge to the heat kernel p¯ and there is an
additional normalization constant θ(p)−1 in (1.7). A heuristic reason explaining why such a term is
necessary is the following: since p(t, ⋅, y) is a probability measure on the infinite cluster, one has∑
x∈C∞ p (t, x, y) = 1.
One also has, by definition of the heat kernel p¯,
∫
Rd
p¯(t, x − y)dx = 1.
Since the infinite cluster has density θ(p), we expect that
∑
x∈C∞ p¯(t, x − y) ≃ θ(p)∫Rd p¯(t, x − y)dx = θ(p),
and we refer to Proposition A.7 for a precise statement. As a consequence, we cannot expect the maps
p and p¯ to be close since they have different mass on the infinite cluster; adding the normalization
term θ(p)−1 ensures that the mass of θ(p)−1p¯ on the infinite cluster is approximately equal to 1.
As an application of this result, we deduce a quantitative homogenization theorem for the elliptic
Green’s function on the infinite cluster. In dimension d ≥ 3, given an environment a ∈ Ω and a
point y ∈ C∞, we define the Green’s function g(⋅, y) as the solution of the equation−∇ ⋅ a∇g(⋅, y) = δy in C∞ such that g(x, y) Ð→
x→∞ 0.
This function exists, is unique almost surely and is related to the transition probability p through
the identity
(1.8) g(x, y) = ∫ ∞
0
p(t, x, y)dt.
In dimension 2, the situation is different since the Green’s function is not bounded at infinity, and we
define g (⋅, y) as the unique function which satisfies
−∇ ⋅ a∇g(⋅, y) = δy in C∞, 1∣x∣g(x, y) Ð→x→∞ 0 and g(y, y) = 0.
This function is related to the transition probability p through the identity
g(x, y) = ∫ ∞
0
(p(t, x, y) − p(t, y, y)) dt.
In the statement below, we denote by g¯ the homogenized Green’s function defined by the formula,
for each point x ∈ Rd ∖ {0},
(1.9) g¯(x) ∶= ⎧⎪⎪⎨⎪⎪⎩
− 1
piσ¯2θ(p) ln ∣x∣ if d = 2,
Γ(d/2−1)(2pid/2σ¯2θ(p)) 1∣x∣d−2 if d ≥ 3,
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where the symbol Γ denotes the standard Gamma function. Theorem 2 describes the asymptotic
behavior of the Green’s function g.
Theorem 2. For each exponent δ > 0, there exist a positive constant C <∞ and an exponent s > 0,
depending only on the parameters d, λ,p and δ, such that for every y ∈ Zd, there exists a non-negative
random variable Mell,δ(y) satisfying
∀R ≥ 0, P (Mell,δ(y) ≥ R) ≤ C exp(−Rs
C
) ,
such that, on the event {y ∈ C∞}:
(1) In dimension d ≥ 3, for every point x ∈ C∞ satisfying ∣x − y∣ ≥Mell,δ(y),
(1.10) ∣g(x, y) − g¯(x − y)∣ ≤ 1∣x − y∣1−δ C∣x − y∣d−2 .
(2) In dimension 2, the limit
K(y) ∶= lim
x→∞ (g(x, y) − g¯(x − y)) ,
exists, is finite almost surely and satisfies the stochastic integrability estimate
∀R ≥ 0, P (∣K(y)∣ ≥ R) ≤ C exp(−Rs
C
) .
Moreover, for any dimension d ≥ 2, and every point x ∈ C∞ satisfying ∣x − y∣ ≥Mell,δ(y),
(1.11) ∣g(x, y) − g¯(x − y) −K(y)∣ ≤ C∣x − y∣1−δ .
Remark 1.2. In dimension 2, the situation is specific due to the unbounded behavior of the
Green’s function, and the theorem identifies the first-order term. The second term in the asymptotic
development is of constant order and is random: with the normalization chosen for the Green’s
function, the constant K depends on the geometry of the infinite cluster and cannot be deterministic.
We nevertheless expect it not to be too large and prove that it satisfies a stretched exponential
stochastic integrability estimate.
We complete this section by mentioning a potential application of these theorems. Theorem 1
shows that the law of the VSRW on the infinite percolation cluster converges quantitatively to
the one of the Brownian motion (σ¯Bt)t≥0. To go one step further in the analysis, one can try to
construct a coupling between the random walk (Xt)t≥0 and the Brownian motion (σ¯Bt)t≥0 such that
their trajectories are close, i.e., such that sup0≤s≤t ∣Xs − σ¯Bs∣ is small. This question is known as the
embedding problem: a good error should be at least of order o(√t). In the case of the simple random
walk on Zd, the optimal result is given by the Komlo´s-Major-Tusna´dy Approximation (see [64, 65])
and gives an error of order O(log t). Adapting this result to the setting considered here requires to
take into account the degenerate geometry of the percolation cluster; we believe that Theorem 1 can
be useful in this regard.
1.2. Strategy of the proof. On the supercritical percolation cluster, a qualitative version of
Theorem 1 is established by Barlow and Hambly in [23], where the strategy implemented is to first
prove a parabolic Harnack inequality for the heat equation. From the Harnack inequality, one derives
a C0,α-Ho¨lder regularity estimate (for some small exponent α > 0) on the heat kernel. It is then
possible to combine this additional regularity with the quenched invariance principle, established on
the percolation cluster in [80, 70, 28], to obtain the local central limit theorem.
In the present article, the strategy adopted is different and follows ideas from the theory of
stochastic homogenization, more specifically the ones of [15, Chapter 8]. A first crucial ingredient in
the proof is the first-order corrector, which can be characterized as follows: given a slope p ∈ Rd, the
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Figure 2. A simulation to illustrate the convergence of the parabolic Green’s function for the
VSRW on the infinite cluster with p = 0.6. We use different colors to represent the level sets of
the map t
d
2 p(t, ⋅, y) in the first two rows. The figures in first row are drawn for the short times
t = 100,200,300,400,500 in a cube of size 64 × 64 and the level sets of the heat kernel are perturbed
by the geometry of the infinite cluster. In the second row, the figures are drawn for the long times
t = 500,1000,2000,3000,4000 and in a cube of size 256 × 256; in this case, homogenization happens
and the geometry of the level sets of the heat kernel is similar to the one of a Gaussian heat kernel.
In the third row, we simulate the function t
d
2 ∣p(t, ⋅, y) − θ(p)−1p¯(t, ⋅ − y)∣1{x∈C∞} associated to the
figures in the second line and we observe that the errors decay to 0 as the time tends to infinity.
corrector χp is defined as the unique function (up to a constant) which is a solution of the elliptic
equation −∇ ⋅ a (p +∇χp) = 0 in C∞,
and which has sublinear oscillation, i.e.,
1
r
osc
x∈C∞∩Br χp ∶= 1r ( supx∈C∞∩Br χp − infx∈C∞∩Br χp) Ð→r→∞ 0.
The corrector is defined and some of its important properties are presented in Section 2.3. We note
that the use of the corrector to study random walk on supercritical percolation cluster is not new:
it is a key ingredient in the proofs of the quenched invariance principle (see [80, 70, 28]). Once
equipped with this function, the analysis relies on a classical strategy in stochastic homogenization:
the two-scale expansion. The general approach relies on the definition of the function
(1.12) h(t, x, y) ∶= θ(p)−1 (p¯ (t, x − y) + d∑
k=1∂kp¯(t, x − y)χek(x)) ,
where (ek)k={1,⋯,d} denotes the canonical basis of Rd and p¯ is the continuous heat kernel defined
in (1.5). The strategy is then to compute the value of
(1.13) ∂th −∇ ⋅ a∇h,
by using the explicit formula on h stated in (1.12) and to prove that it is quantitatively small in the
correct functional space (precisely, the parabolic H−1 space introduced in (1.33)). Obtaining this
result requires two types of quantitative information on the corrector:
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● One needs to have quantitative sublinearity of the corrector, i.e.,
(1.14)
1
rα
osc
x∈C∞∩Br χp Ð→r→∞ 0,
for every exponent α > 0.● One needs to have a quantitative control on the flux of the corrector in the weak H−1 norm,
(1.15)
1
rα
∥a (p +∇χp) − 1
2
σ¯2p∥
H−1(C∞∩Br) Ð→r→∞ 0,
for every exponent α > 0, where σ¯2 is the same diffusivity constant as in the definition (1.5)
of the heat kernel p¯.
The sublinearity of the corrector in the setting of the percolation cluster is established qualitatively
in [80, 70, 28] and quantitatively in [12, 40, 62]. The second property (1.15) cannot be directly
deduced from the results of [12, 40, 62] and Appendix B is devoted to the proof of this result.
Once one has good quantitative control over the H−1-norm of ∂th−∇ ⋅ a∇h, the proof of the result
follows from the following two arguments:
(i) First, one shows that the function h is (quantitatively) close to the function θ−1(p)p¯. This is
achieved by proving that the second term in the right side of (1.12) is small and relies on the
quantitative sublinearity of the corrector stated in (1.14).
(ii) Second, one needs to show that the function h is (quantitatively) close to the heat kernel p.
To prove this, the strategy is to use that the map p solves the parabolic equation
∂tp −∇ ⋅ a∇p = 0,
and subtract it from (1.13) to obtain that ∂t(p − h) −∇ ⋅ a∇(p − h) is small in the H−1 norm.
We then use the function (p − h) as a test function in the previous equation, to deduce that(p − h) has to be small in the H1-norm.
This strategy is essentially carried out in Section 4.2. Nevertheless, a number of difficulties have
to be treated in order to implement it. They are mainly due to three distinct causes which are listed
below.
First, the heat kernel p has an initial condition at time t = 0 which is a Dirac (see the equation (1.2)).
It is rather singular and causes serious troubles in the analysis. To fix this issue, one replaces the
initial condition in (1.2) by a function which is smoother, but which is still a good approximation of
the Dirac function. The argument is sketched in the following paragraph. We fix a large time t > 0
and want to prove the main estimate (1.7) for this particular time t. To this end, we replace the
initial condition δy by the function p¯(τ, ⋅ − y) for some time τ ≪ t, and we define
(1.16) { ∂tq −∇ ⋅ (a∇q) = 0 in (τ,∞) ×C∞,
q(τ, ⋅, y) = θ(p)−1p¯(τ, ⋅ − y) on C∞.
The strategy is then to make the following compromise: we want to choose the coefficient τ small
enough (in particular, much smaller than t) so that the initial data p¯(τ, ⋅ − y) is close to the Dirac
function δy, the objective being that the function q(t, ⋅, y) is close to p(t, ⋅, y) (see Lemma 4.1); we
also want to choose τ large enough so that the initial data p¯(τ, ⋅) is smooth enough. Our choice will
be τ = t1−κ for some small exponent κ > 0. This approach is essentially the subject of Section 4.1.
The second difficulty is that the two-scale expansion described at the beginning of the section only
yields the result for a small exponent, i.e., we obtain a result of the form
(1.17) ∣p(t, x, y) − θ(p)−1p¯(t, x − y)∣ ≤ Ct−κt− d2 exp(− ∣x − y∣2
Ct
) ,
for a small exponent κ > 0. This result is much weaker than the near-optimal exponent 12 − δ stated in
Theorem 1. The strategy is thus to improve the value of the exponent by a bootstrap argument: by
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redoing the two-scale expansion and by using the estimate (1.17) in the proof, we obtain an improved
estimate of the form
(1.18) ∣p(t, x, y) − θ(p)−1p¯(t, x − y)∣ ≤ Ct−κ1t− d2 exp(− ∣x − y∣2
Ct
) ,
where κ1 is a new exponent which is strictly larger than the original exponent κ. We can then redo
the proof a second time and use the estimate (1.18) to obtain the inequality with an exponent κ2
strictly larger than κ1. An iteration of the argument shows that there exists an increasing sequence
κn such that, for each n ∈ N, the following estimate holds
(1.19) ∣p(t, x, y) − θ(p)−1p¯(t, x − y)∣ ≤ Ct−κnt− d2 exp(− ∣x − y∣2
Ct
) .
The sequence κn is defined inductively (see the formula (4.43)) and we can prove that it converges
toward the value 12 ; this is sufficient to prove the near optimal estimate stated in Theorem 1.
The third difficulty is the degenerate structure of the environment. It is treated by defining a
renormalization structure for the infinite cluster which was first introduced in [12]: building upon
standard results in supercritical percolation, we construct a partition of the lattice Zd into cubes
of different random sizes which are well-connected in the sense of Antal, Penrose and Pisztora
(see [10, 76]), using a Caldero´n-Zygmund type stopping time argument. The sizes of the cubes of
the partition are random variables which measure how close the geometry of the cluster is from
the geometry of the lattice: in the regions where the sizes of the cubes are small, the cluster is
well-behaved and its geometry is similar to the one of the Euclidean lattice, while in the regions
where the sizes of the cubes are large, the geometry of the cluster is ill-behaved (see Figure 4). The
probability to have a large cube in the partition is small and stretched exponential integrability
estimates are available for these random variables (see Proposition 2.5 (iii) or [76]).
This partition provides a random scale above which the geometry of the infinite cluster is similar
to the one of the Euclidean lattice and it allows to adapt the tools of functional analysis needed to
perform the two-scale expansion to the percolation cluster. Similar strategies using renormalization
techniques where used to study random walk on the supercritical percolation cluster and we refer
for instance to the work of Barlow in [21], who established a Poincare´ inequality on the percolation
cluster, or to the one of Mathieu and Remy in [70].
The general strategy to study the random walk on the infinite cluster is thus to prove that there
exists a random scale above which the geometry of the infinite cluster C∞ is similar to the geometry of
the lattice Zd, and to deduce from it that, above a random time which is related to the aforementioned
random scale, the random walk has a behavior which is similar to the one of the random walk on Zd.
As a consequence, most of the results described in this article only hold above a random scale (or
random time) above which the infinite cluster has renormalized. Moreover, we need to appeal to a
number of random scales (or random times) in the proofs, above which some analytical tools are
available: the scale Mreg above which a C0,1-regularity theory is valid (see Theorem 3), the timeTNA above which a Nash-Aronson estimate for the heat kernel is available (see Theorem 4) etc. For
all these random scales and times, stretched exponential integrability estimates are valid.
This strategy describes the proof of Theorem 1. Once this result is established, Theorem 2,
pertaining to the elliptic Green’s function, can be deduced from it thanks to the Duhamel principle
stated in (1.8). This is the subject of Section 5.
We complete this section by describing the content and purposes of Section 3. To perform
the analysis described in the previous paragraphs, and in particular to prove that the function q
defined (1.16) is a good approximation of the heat kernel p, one needs to have some control over the
quantities at stake. In particular, it is useful to have a good control on the heat kernel p and its
gradient ∇p. The first one is given by the article of Barlow [21], which provides Gaussian upper and
lower bounds for the heat kernel p (see Theorem 4). For the gradient of the heat kernel, we expect to
have a behavior similar to the one of the gradient of the heat kernel on Rd, i.e., a C0,1-regularity
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estimate of the form ∣∇xp (t, x, y)∣ ≤ Ct− d2− 12 exp(− ∣x − y∣2
Ct
) .
Section 3 is devoted to proving a large-scale version of this estimate and is independent of Section 4
and Section 5. The precise statement established in this section is the following.
Theorem 3. There exist an exponent s ∶= s (d,p, λ) > 0, a positive constant C ∶= C(d,p, λ) < ∞
such that for each point x ∈ Zd, there exists a non-negative random variable Mreg(x) satisfying the
stochastic integrability estimate
(1.20) ∀R ≥ 0, P (Mreg(x) ≥ R) ≤ C exp(−Rs
C
) ,
such that the following statement is valid: for every radius r ≥ Mreg(x), every point y ∈ C∞ and
every time t ≥ max (4r2, ∣x − y∣), the following estimate holds,
∥∇xp (t, ⋅, y)∥L2(Br(x)∩C∞) ≤ Ct− d2− 12 exp(− ∣x − y∣2Ct ) ,
where the notation L2 (Br (x) ∩C∞) denotes the average L2-norm over the set Br (x) ∩ C∞ and is
defined in (1.31).
Remark 1.3. By using the symmetry of the heat kernel, a similar regularity estimate holds for the
gradient in the second variable: for each point y ∈ Zd, there exists a non-negative random variableMreg(y) satisfying the stochastic integrability estimate (1.20) such that for every radius r ≥Mreg(y),
every point x ∈ C∞ and every time t ≥ max (4r2, ∣x − y∣),
∥∇yp (t, x, ⋅)∥L2(Br(y)∩C∞) ≤ Ct− d2− 12 exp(− ∣x − y∣2Ct ) .
The strategy of the proof of this result relies on tools from homogenization theory, in particular
the two-scale expansion and the large-scale regularity theory. It is described at the beginning of
Section 3.
1.3. Related results.
1.3.1. Related results about the random conductance model. The random conductance model has
been the subject of active research over the recent years, by various authors and under different
assumptions over the law of the environment. In the case of uniform ellipticity, i.e., when the
environment is allowed to take values in [λ,1], a quenched invariance principle is proved by Osada
in [74] (in the continuous setting) and by Sidoravicius and Sznitman in [80] (in the discrete setting).
Gaussian bounds on the heat kernel follow from [43]. This framework is the one of the theory of
stochastic homogenization and we refer to Section 1.3.2 for further information.
In the setting when the conductances are only bounded from above, a quenched invariance principle
was proved by Mathieu in [68] and by Biskup and Prescott in [32]. In the case when the conductances
are bounded from below, a quenched invariance principle and heat kernel bounds are proved in [22]
by Barlow and Deuschel. In [3], Andres, Barlow, Deuschel and Hambly established a quenched
invariance principle in the general case when the conductances are allowed to take values in [0,∞).
The i.i.d. assumption on the environment can be relaxed: in [5], Andres, Deuschel and Slowik
proved a quenched invariance principle for the random walk for general ergodic environment under
the moment condition
(1.21) E [a(e)p] +E [a(e)−q] <∞ for p, q ∈ (1,∞) satisfying 1
p
+ 1
q
< 2
d
.
We also refer to the works of Chiarni, Deuschel [37], Deuschel, Nguyen, Slowik [45] and Bella and
Scha¨ffner [25] for additional quenched invariance principles in degenerate ergodic environment. The
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case of ergodic, time-dependent, degenerate environment is investigated by Andres, Chiarini, Deuschel,
and Slowik in [4] where they establish a quenched invariance principle under some moment conditions
on the environment. More general models of random walks on percolation clusters with long range
correlation, including random interlacements and level sets of the Gaussian free field, are studied by
Procaccia, Rosenthal and Sapozhnikov in [78], where a quenched invariance principle is established.
The heat kernel has been studied under various assumptions on the environment: a first important
property that needs to be investigated is the question of the existence of Gaussian lower and upper
bounds. Such estimates are valid in the case of the percolation cluster presented in this article
and were originally proved by Barlow in [21]. This result also holds when the conductances are
bounded from below and we refer to the works of Mourrat [71] (Theorem 10.1 of the second arxiv
version) and of Barlow, Deuschel [22]. It is also known that it cannot hold in full generality: in [29],
Berger, Biskup, Hoffman and Kozma established that, when the law of the conductances has a fat
tail at 0, the heat kernel can behave anomalistically due to trapping phenomenon (even though a
quenched invariance principle still holds by [3]). We refer to the works of Barlow, Boukhadra [31]
and Boukhadra [33, 34] for additional results in this direction. Gaussian estimates on the heat kernel
for more general graphs were studied by Andres, Deuschel and Slowik in [7] and [9].
The question of Gaussian upper and lower bounds on the heat kernel is related, and in many
situations equivalent, to the existence of a parabolic Harnack inequality (see for instance Delmotte [43]).
On the percolation cluster, the parabolic Harnack inequality is established in [23]. We refer to the
article of Andres, Deuschel, Slowik [6] for a proof of elliptic and parabolic Harnack inequalities on
general graphs with unbounded weights, to the work of Sapozhnikov [79] for a proof of quenched
heat kernel bounds and parabolic Harnack inequality for a general class of percolation models with
long-range correlations on Zd and to the articles of Chang [36] and Alves and Sapozhnikov [2] for
similar results on loop soup models.
Results on the elliptic Green’s function usually follow from the ones established on the parabolic
Green’s function, by an application of the formula (1.8) in dimension larger than 3. In dimension 2
the situation is different and requires separate considerations; in [8], Andres, Deuschel and Slowik
characterize the asymptotics of the Green’s function associated to the random walk killed upon
exiting a ball under general assumptions on the environment.
Finally, we refer to [30] for a general review on the random conductance model.
1.3.2. Related result about stochastic homogenization. The theory of qualitative stochastic homoge-
nization was developed in the 80’s, with the works of Kozlov [66], Papanicolaou and Varadhan [75]
and Yurinski˘ı [82] in the uniformly elliptic setting. Still in the uniformly elliptic setting, a quantitative
theory of stochastic homogenization has been developed in the recent years up to the point that it is
now well-understood thanks to the works of Gloria and Otto in [56, 57, 58, 59] and Gloria, Neukamm,
Otto [55, 54], building upon the ideas of Naddaf and Spencer in [72]. These results have applications
to random walks in random environment, as is explained in [47]. Another approach was initiated by
Armstrong and Smart in [17], who extended the techniques of Avellaneda and Lin [19, 20] and the
ones of Dal Maso and Modica [38, 39]. These results were then improved in [13, 14], and we refer to
the monograph [15] for a detailed review of this approach.
The aforementioned works treated the case of uniformly elliptic environments and the question of
the extension of the theory to degenerate environments has drawn some attention over the past few
years. A number of results have been achieved and some of them are closely related to the works
on the random conductance model presented in the previous section. In [73], Neukamm, Scha¨ffner
and Schlo¨merkemper proved Γ-convergence of the Dirichlet energy associated to some nonconvex
energy functionals with degenerate growth. In [67], Lamacz, Neukamm and Otto studied a model of
Bernoulli bond percolation, which is modified such that every bond in a fixed direction is declared
open. In [49], Fleger, Heida and Slowik proved homogenization results for a degenerate random
conductance model with long range jumps. In [24], Bella, Fehrman and Otto studied homogenization
of degenerate environment under the moment condition (1.21) and established a first-order Liouville
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theorem as well as a large-scale C1,α-regularity estimate for a-harmonic functions. In [52], Giunti,
Ho¨fer and Vela´zquez studied homogenization for the Poisson equation in a randomly perforated
domain. In [12], Armstrong and the first author implemented the techniques of [15] to the percolation
cluster to obtain quantitative homogenization results as well as a large-scale regularity theory.
1.4. Further outlook and conjecture. The results of this article present quantitative rates of
convergence for the parabolic and elliptic Green’s functions on the percolation cluster. We do
not expect the result to be optimal: the quantitative rate of convergence 12 − δ and the stochastic
integrability s in Theorem 1 can be improved and so is the case for Theorem 2. We expect the
following conjecture to hold.
Conjecture 1.4. Fix s ∈ (0, 2(d−1)d ), there exists a positive constant C < ∞ depending on the
parameters d,p, λ and s, such that, for each time t > 0 and each pair of points x, y ∈ Zd such that∣x − y∣ ≤ t, conditionally on the event {x, y ∈ C∞},
∣p(t, x, y) − θ(p)−1p¯(t, x − y)∣ ≤ ⎧⎪⎪⎪⎨⎪⎪⎪⎩
Os (Ct− d2− 12 exp (− ∣x−y∣2Ct )) when d ≥ 3,Os (C log 12 (1 + t) t− 32 exp (− ∣x−y∣2Ct )) when d = 2,
where the notation Os is used to measure the stochastic integrability and is defined in Section 1.6.2.
For the elliptic Green’s function, a similar result holds:
(1) In dimension d ≥ 3, for each x, y ∈ Zd, conditionally on the event {x, y ∈ C∞},∣g(x, y) − g¯(x − y)∣ ≤ Os (C ∣x − y∣1−d) .
where the function g¯ is defined in the equation (1.9).
(2) In dimension 2, for each y ∈ Zd, conditionally on the event {y ∈ C∞}, the limit
K(y) ∶= lim
x→∞ g(x, y) − g¯(x − y)
exist, is finite almost surely and satisfies the stochastic integrability estimate∣K(y)∣ ≤ Os (C) .
Moreover, for every x ∈ Zd, conditionally on the event {x, y ∈ C∞}, one has∣g(x, y) − g¯(x − y) −K(y)∣ ≤ Os (C log 12 (1 + ∣x − y∣) ∣x − y∣−1) .
Remark 1.5. This statement cannot be stated with a minimal scale as in Theorems 1 and 2. This
is due to the fact that the estimates scale optimally in time or space; the best possible statements
involving a minimal scale are the ones of Theorems 1 and 2.
This result can be conjectured from the theory of stochastic homogenization in the uniformly
elliptic setting (see [15, Theorem 9.11 and Corollary 9.12]). There is one main difference between
the results in the uniformly elliptic setting and in the percolation setting, which is the stochastic
integrability: we expect that the stochastic integrability will be reduced by a factor (d− 1)/d. This is
expected because of a surface order large deviation effect which can be heuristically explained as
follows. In the uniformly elliptic setting and in a given ball BR, to design a bad environment, i.e., an
environment on which no good control on the heat kernel is valid, it is necessary to have a number of
ill-behaved edges of order of the volume of the ball. In the percolation setting, one can design a bad
environment with a number of ill-behaved edges of order of the surface of the ball: given a ball of
size R, it is possible to disconnect it into two half-balls with cRd−1 closed edges. This should result
in a deterioration of the stochastic integrability by a factor (d − 1)/d.
The conjecture improves Theorems 1 and 2 in two distinct directions: the spatial scaling, where
the coefficient 1/2 − δ is replaced by 1/2 for the heat kernel and the coefficient 1 − δ is replaced
by 1 for the elliptic Green’s function, and the stochastic integrability, where the exponent s can
take any value in the interval (0, 2(d−1)d ). We believe that the two improvements should follow from
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different techniques: for the spatial integrability, we think that it should follow by an adaptation of
the techniques developed in [15, Chapter 9]. The improvement of the stochastic integrability seems
to be a much harder problem which requires separate considerations and should rely on a precise
understanding of the geometry of the percolation clusters.
We complete this section by mentioning that the results of this article pertain to the variable
speed random walk, but similar results, with similar proofs, should hold for other related models of
random walk on the infinite cluster such as the constant speed random walk and the simple random
walk. This choice is motivated by the fact that the generator of the VSRW, written in (1.1), is more
convenient to work with than the ones of the CSRW and the SRW, which simplifies the analysis.
1.5. Organization of the article. The rest of this article is organized as follows. The remaining
section of this introduction is devoted to the presentation of some useful notations.
In Section 2, we record some preliminary results, including some results from the theory of
quantitative stochastic homogenization on the infinite cluster from [12, 40, 62]: the quantitative
sublinearity of the corrector and a quantitative estimate to control the H−1-norm of the centered flux.
In Section 3, we recall the Gaussian bounds on the heat kernel which were established by Barlow
in [21] and establish a large-scale C0,1-regularity theory for the heat kernel.
In Section 4, we establish Theorem 1. The proof is organized in three subsections: Section 4.1
is devoted to the proofs of three regularization steps, which can be seen as a preparation for the
two-scale expansion in Section 4.2. The heart of the proof is Section 4.2, where we perform the
two-scale expansion. In Section 4.3, we post-process the result from Section 4.2 and deduce the result
of Theorem 1.
In Section 5, we use Theorem 1 to prove the homogenization of the elliptic Green function, i.e.,
Theorem 2.
Appendix A and Appendix B are devoted respectively to two technical estimates: a concentration
inequality for the density of the infinite cluster in a cube and the proof of the quantitative estimate
of the weak H−1-norm of the centered flux which is stated in Section 2.3.
1.6. Notation and assumptions.
1.6.1. General notations and assumptions. We let Zd be the standard d-dimensional hypercubic
lattice and Bd ∶= {{x, y} ∶ x, y ∈ Zd, ∣x − y∣ = 1} denote the set of bonds. We also denote by Ð→Bd the set
of oriented bonds, or edges, of Zd. We use the notation {x, y} to refer to a bond and (x, y) to refer
to an edge.
We denote the canonical basis of Rd by {e1, . . . , ed}. For a vector p ∈ Rd and an integer i ∈ {1, . . . , d},
we denote by [p]i its ith-component, i.e., p = ([p]1, . . . , [p]d). For x, y ∈ Zd, we write x ∼ y if x
and y are nearest neighbors. We usually denote a generic edge by e. We fix an ellipticity parameter
λ ∈ (0,1] and denote by Ω the set of all functions a ∶ Bd → {0} ∪ [λ,1], i.e., Ω = ({0} ∪ [λ,1])Bd and
we denote by a a generic element of Ω. The Borel σ-algebra on Ω is denoted by F . For each U ⊆ Zd,
we let F(U) ⊆ F denote σ-algebra generated by the projections a↦ a({x, y}), for x, y ∈ U with x ∼ y.
We fix an i.i.d. probability measure P on (Ω,F), that is, a measure of the form P = PBd0 where P0
is a measure of probability supported in the set {0} ∪ [λ,1] with the property that, for any fixed
bond e,
p ∶= P0 [a(e) ≠ 0] > pc(d),
where pc(d) is the bond percolation threshold for the lattice Zd. We say that a bond e is open if
a(e) ≠ 0 and closed if a(e) = 0. A connected component of open edges is called a cluster. Under the
assumption p > pc(d), there exists almost surely a unique maximal infinite cluster, which is denoted
by C∞ and we also note θ(p) ∶= P[0 ∈ C∞]. From now on, we always consider environments a ∈ Ω
such that there exists a unique infinite cluster of open edges. We denote by E the expectation with
respect to the measure P.
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1.6.2. Notation of Os. For a parameter s > 0, we use the notation Os to measure the stochastic
integrability of random variables. It is defined as follows, given a random variable X, we write
(1.22) X ≤ Os(θ) if and only if E [exp((θ−1X)s+)] ≤ 2,
where (θ−1X)+ means max{θ−1X, 0}. From the inequality (1.22) and the Markov’s inequality, one de-
duces the following estimate for the tail of the random variableX: for all x > 0, P[X ≥ θx] ≤ 2 exp(−xs).
Given a random variable X satisfying the identity X ≤ Os(θ), one can check that, for each
λ ∈ R+, one has λX ≤ Os(λθ). Additionally, one can reduce the stochastic integrability parameter s
according to the following statement: for each s′ ∈ (0, s], there exists a constant 0 < Cs′ <∞ such
that X ≤ Os′(Cs′θ).
To estimate the stochastic integrability of a sum of random variables, we use the following estimate,
which can be found in [15, Lemma A.4 of Appendix A]: for each exponent s > 0 there exists a positive
constant Cs < ∞ such that for any measure space (E,S,m) and any family of random variables{X(z)}z∈E , one has
(1.23) ∀z ∈ E,X(z) ≤ Os(θ(z))Ô⇒ ∫
E
X(z)m(dz) ≤ Os (Cs∫
E
θ(z)m(dz)) .
The previous statement allows to estimate the stochastic integrability of a sum of random variables:
given X1, . . . ,Xn a collection of non-negative random variables and C1, . . . ,Cn a collection of non-
negative constants such that, for any i ∈ {1, . . . , n}, Xi ≤ Os (Ci) , one has the estimate
(1.24)
n∑
i=1Xi ≤ Os (Cs
n∑
i=1Ci) .
The following lemma is useful to construct minimal scales.
Lemma 1.6. [12, Lemme 2.2] Fix K ≥ 1, s > 0 and β > 0 and let {Xn}n∈N be a sequence of non-
negative random variables satisfying the inequality Xn ≤ Os(K3−nβ) for every n ∈ N. There exists a
positive constant C(s, β,K) <∞ such that the random scale M ∶= sup{3n ∈ N ∶Xn ≥ 1} satisfies the
stochastic integrability estimate M ≤ Oβs(C).
1.6.3. Topology, functions and integration. For every subset V ⊆ Zd and every environment a ∈ Ω, we
consider two sets of bonds Bd(V ) and Bad(V ). The first one is inherited from the set of bonds Bd of
Zd, the second one is inherited from the bonds of non-zero conductance of the environment a. They
are defined by the formulasBd(V ) ∶= {{x, y} ∶ x, y ∈ V, x ∼ y} , Bad(V ) ∶= {{x, y} ∶ x, y ∈ V, x ∼ y, a({x, y}) ≠ 0} .
We similarly define the set of edges
Ð→Bd(V ) and Ð→Bad(V ).
The interiors of a set V with respect to Bd(V ) and Bad(V ) are defined by the formulas
int(V ) ∶= {x ∈ V ∶ y ∼ x Ô⇒ y ∈ V }, inta(V ) ∶= {x ∈ V ∶ y ∼ x, a({x, y}) ≠ 0 Ô⇒ y ∈ V },
and the boundaries of V are defined by ∂V ∶= V /int(V ) and ∂aV ∶= V /inta(V ). The cardinality of a
subset V ⊆ Zd is denoted by ∣V ∣ and called the volume of V . Given two sets U,V ⊆ Zd, we define the
distance between U and V according to the formula dist(U,V ) ∶= minx∈U,y∈V ∣x − y∣ and the distance
of a point x ∈ Zd to a set V ⊆ Zd by the notation dist(x,V ) ∶= miny∈V ∣x − y∣.
For a subset V ⊆ Zd, the spaces of functions with zero boundary condition are defined by
(1.25) C0(V ) ∶= {v ∶ V → R ∶ v = 0 on ∂V } , Ca0 (V ) ∶= {v ∶ V → R ∶ v = 0 on ∂aV } .
Given a subset U ⊆ Zd and a function u ∶ C∞ ∩U → R (resp. a function F ∶ Bad(C∞ ∩U)→ R), the
integration over the set C∞ ∩U (resp. over Bad(C∞ ∩U)) is denoted by
(1.26) ∫
C∞∩U u ∶= ∑x∈C∞∩U u(x), resp. ∫C∞∩U F ∶= ∑e∈Bad(C∞∩U)F (e),
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which means that we only integrate on the vertices (resp. open bonds) of the infinite cluster C∞.
We extend this notation to the setting of vector-valued functions u ∶ C∞ ∩ U → Rn. We also let(u)V ∶= 1∣V ∣ ∫V u denote the mean of the function u over the finite subset V ⊆ Zd.
Given a subset V ⊆ Zd, a vector field is a function Ð→F ∶ Ð→Bd(V ) → R satisfying the anti-symmetry
property Ð→
F ({x, y}) = −Ð→F ({y, x}).
For y ∈ Zd and r > 0, we denote by Br(y) the discrete Euclidean ball of radius r > 0 and center y;
we often write Br in place of Br(0). A cube Q is a subset of Zd of the form
Q ∶= Zd ∩ (z + [−N,N]d) .
We define the center and the size of the cube given in the previous display above to be the point
z and the integer N respectively. The size of the cube Q is denoted by size (Q). Given an integer
n ∈ N, we use the non-standard convention of denoting by nQ the cube
(1.27) nQ ∶= Zd ∩ (z + [−nN,nN]d) .
A triadic cube is a cube of the form
◻m(z) ∶= z + (−3m
2
,
3m
2
)d , z ∈ 3mZd, m ∈ N.
We usually write ◻m ∶= ◻m(0). Additionally, we note that size(◻m) = 3m, denote by Tm ∶= {z + ◻m ∶ z ∈ 3mZd}
the set of triadic cubes of size 3m and by T the set of all triadic cubes, i.e., T ∶= ∪m∈NTm.
1.6.4. Discrete analysis and function spaces. In this article, we consider two types of objects: functions
defined in the continuous space Rd and functions defined on the discrete space Zd.
Notations for discrete functions. Given a discrete subset U ⊆ Zd, an environment a such that there
exists an infinite cluster C∞ of open edges, and a function u ∶ C∞ ∩U → R, we define its gradient ∇u
to be the vector field defined on
Ð→Bd by, for each edge e = (x, y) ∈Ð→Bd,
(1.28) ∇u(e) ∶= { u(y) − u(x) if x, y ∈ C∞ and a({x, y}) ≠ 0,
0 otherwise.
For each x ∈ C∞, we also define the norm of the gradient that ∣∇u∣(x) ∶= ∑y∼x ∣u(y) − u(x)∣. We
frequently abuse notation and write ∣∇u(x)∣ instead of ∣∇u∣(x).
For a vector field
Ð→
F ∶Ð→Bd → R, we define the discrete divergence operator according to the formula,
for each x ∈ Zd, ∇ ⋅Ð→F (x) ∶= ∑
y∼x
Ð→
F (x, y).
By the discrete integration by parts, one has, for any discrete set U ⊆ Zd, any functions v ∈ Ca0 (C∞∩U)
and u ∶ C∞ ∩U → R,
(1.29) ∫
C∞∩U ∇v ⋅ a∇u ∶= ∫C∞∩U a(e)∇v(e)∇u(e) = ∫C∞∩U v(−∇ ⋅ a∇u),
where the finite difference elliptic operator −∇ ⋅ a∇ is defined in (1.1).
For p ∈ [1,∞), we define the Lp(C∞ ∩ U)-norm and the normalized Lp(C∞ ∩ U)-norm by the
formulas
(1.30) ∥u∥Lp(C∞∩U) ∶= (∫C∞∩U ∣u∣p)
1
p
, ∥u∥Lp(C∞∩U) ∶= ( 1∣C∞ ∩U ∣ ∫C∞∩U ∣u∣p)
1
p
.
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We also define the Lp(C∞ ∩ U)-norm and the normalized Lp(C∞ ∩ U)-norm of the gradient of a
function u ∶ C∞ ∩U → R by the formulas
(1.31) ∥∇u∥Lp(C∞∩U) ∶= (∫C∞∩U ∣∇u∣p)
1
p
, ∥∇u∥Lp(C∞∩U) ∶= ( 1∣C∞ ∩U ∣ ∫C∞∩U ∣∇u∣p)
1
p
.
We define the normalized discrete Sobolev norm W 1,p(C∞ ∩U) by
(1.32) ∥u∥W 1,p(C∞∩U) ∶= ∣C∞ ∩U ∣− 1d ∥u∥Lp(C∞∩U) + ∥∇u∥Lp(C∞∩U) ,
and the dual norm W −1,p (C∞ ∩U),
(1.33) ∥u∥W−1,p(C∞∩U) ∶= sup
v∈Ca0 (C∞∩U),∥v∥W1,p′ (C∞∩U)≤1
1∣C∞ ∩U ∣ ∫C∞∩U uv,
with 1p′ + 1p = 1. We use the notation H1(C∞∩U) ∶=W 1,2(C∞∩U) and H−1(C∞∩U) ∶=W −1,2(C∞∩U).
For a function u ∶ Zd → R and a vector h ∈ Zd, we denote by Th(u) ∶= u(⋅ + h) the translation and
by Dek the finite difference operator defined by, for any function u ∶ Zd → R,
Deku ∶= { Zd → R,x ↦ Tek(u)(x) − u(x).
We also define the vector-valued finite difference operator Du ∶= (De1u,De2u,⋯Dedu). This definition
has two main differences with the gradient on graph defined in (1.28): it is defined on the vertices
of Zd (not on the edges) and it is vector-valued. This second definition of discrete derivative is
introduced because it is convenient in the two-scale expansion (see (4.1)).
Given an environment a ∈ Ω, and a function u ∶ C∞ → R, we define the functions aDu and 1{a≠0}Du
by, for each x ∈ C∞,
aDu(x) = (a({x,x + e1})De1u(x),a({x,x + e2})De2u(x), . . . ,a({x,x + ed})Dedu(x)) ,(1.34)
1{a≠0}Du(x) = (1{a({x,x+e1})≠0}De1u(x),1{a({x,x+e2})≠0}De2u(x), . . . ,1{a({x,x+ed})≠0}Dedu(x)) .
We extend these functions to the entire space Zd by setting, for each point x ∈ Zd ∖C∞,
aDu(x) = 1{a≠0}Du(x) = 0.
It is natural to introduce the dual operator D∗eku ∶= T−ek(u) − u and the divergence D∗⋅ defined by,
for any vector-valued function F̃ ∶ Zd → Rd, F̃ = (F̃1, F̃2,⋯F̃d),
D∗ ⋅ F̃ (x) = d∑
k=1D∗ek F̃k(x).
By the discrete integration by parts, one has the equality, for any v ∈ Ca0 (C∞ ∩U),
(1.35) ∫
C∞∩U v (D∗ ⋅ aDu) = ∫C∞∩U Dv ⋅ aDu.
In fact one can check that the identity −∇ ⋅ a∇ = D∗ ⋅ aD holds, which allows to interchange the two
notations.
Moreover, given a vector x = (x1, . . . , xd) ∈ Rd, we denote by ∣x∣ = (∑dj=1 x2j) 12 its norm. This allows
to extend the definition of the Sobolev norms (1.30), (1.32) and (1.33) to vector-valued functions,
and we note that
c ∥u∥W 1,p(C∞∩U) ≤ ∣C∞ ∩U ∣− 1d ∥u∥Lp(C∞∩U) + ∥1{a≠0}Du∥Lp(C∞∩U) ≤ C ∥u∥W 1,p(C∞∩U) ,
for some constants c,C which only depend on the dimension d.
Notations for continuous functions. We use the notations ∂k, ∇, ∆ for the standard derivative,
gradient and Laplacian on Rd, which are only applied to smooth functions. It will always be clear
16 P. DARIO AND C. GU
from context whether we refer to the continuous or discrete derivatives. We sometime slightly abuse
the notation and denote by ∣∇kη∣ the norm of k-th derivatives of the function η.
Notations for parabolic functions. For r > 0, we define the time interval Ir ∶= (−r2,0] and
Ir(t) ∶= t + (−r2,0]. We frequently use the parabolic cylinders Ir ×Br and Ir × (C∞ ∩Br) and define
their volumes by∣(Ir ×Br)∣ = r2 × ∣Br ∣ and ∣(Ir × (C∞ ∩Br))∣ = r2 × ∣C∞ ∩Br ∣.
Given a function u ∶ Ir ×Br → R (resp. v ∶ Ir × (C∞ ∩Br)→ R), we define the integrals
∫
Ir×Br u ∶= ∫ 0−r2 ∫Br u(t, x)dxdt and ∫Ir×(C∞∩Br) v ∶= ∫ 0−r2 ∫C∞∩Br v(t, x)dxdt,
and denote the mean of these functions by the notation
(u)Ir×Br ∶= 1∣(Ir ×Br)∣ ∫ 0−r2 ∫Br u(t, x)dxdt,(v)Ir×(C∞∩Br) ∶= 1∣(Ir × (C∞ ∩Br))∣ ∫ 0−r2 ∫Br v(t, x)dxdt.
Given a finite subset V ⊆ Zd or V ⊆ Rd, we denote by ∂⊔(Ir × V ) the parabolic boundary of the
cylinder Ir × V defined by the formula
∂⊔(Ir × V ) ∶= (Ir × ∂V ) ∪ ({−r2} × V ) .
Given a real number p ≥ 1 and a Lebesgue-measurable function u ∶ Ir × V → Rd, we define the norm
Lp (Ir × V ) and the normalized norm Lp (Ir × V ) according to the formulas
∥u∥Lp(Ir×V ) ∶= (∫ 0−r2 ∥u(t, ⋅)∥pLp(V ) dt)
1
p
and ∥u∥Lp(Ir×V ) ∶= (r−2∫ 0−r2 ∥u(t, ⋅)∥pLp(V ) dt)
1
p
.
These notations are extended to the gradient of a function u ∶ Ir × V → Rd by the formulas
∥∇u∥Lp(Ir×V ) ∶= (∫ 0−r2 ∥∇u(t, ⋅)∥pLp(V ) dt)
1
p
and ∥∇u∥Lp(Ir×V ) ∶= (r−2∫ 0−r2 ∥∇u(t, ⋅)∥pLp(V ) dt)
1
p
.
Given a real number q ≥ 1, we also define the space Lq (Ir;W −1,p(V )) by
Lq (Ir;W −1,p(V )) ∶= {u ∶ Ir × V → Rn ∶ ∫ 0−r2 ∥u∥qW−1,p(V ) dt <∞} ,
and we equip this space with the normalized norm defined by
∥u∥Lq(Ir;W−1,p(V )) ∶= (r−2∫ 0−r2 ∥u(t, ⋅)∥W−1,p(V ) dt)
1
q
.
We define the parabolic Sobolev space W 1,ppar(Ir×V ) to be the set of measurable functions u ∶ Ir×V → R
such that the time derivative ∂tu, understood in the sense of distributions, belongs to the space
W −1,p′(Ir × V ) with 1p + 1p′ = 1, i.e.,
W 1,ppar(Ir × V ) ∶= {u ∈ Lp (Ir × V ) ∶ ∂tu ∈ Lp′ (Ir;W −1,p′(V ))} .
We also make use of the notations H1par (Ir × V ) ∶= W 1,2par(Ir × V ) for the H1 parabolic space and
L2 (Ir;H−1(V )) ∶= L2 (Ir;W −1,2(V )).
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1.6.5. Convention for constants, exponents and minimal scales/times. Throughout this article, the
symbols c and C denote positive constants which may vary from line to line. These constants may
depend only on the dimension d, the ellipticity λ and the probability p. Similarly we use the symbols
α, β, γ, δ to denote positive exponents which depend only on d, λ and p. Usually, we use the letter
C for large constants (whose value is expected to belong to [1,∞)) and c for small constants (whose
value is expected to be in (0,1]). The values of the exponents α, β, γ, δ are always expected to be
small. When the constants and exponents depend on other parameters, we write it explicitly and use
the notation C ∶= C(d,p, t) to mean that the constant C depends on the parameters d,p and t. We
also assume that all the minimal scales and times which appear in this article are larger than 1.
1.7. Acknowledgments. We would like to thank Jean-Christophe Mourrat and Scott Armstrong
for helpful discussions and comments. The first author is supported by the Israel Science Foundation
grants 861/15 and 1971/19 and by the European Research Council starting grant 678520 (LocalOrder).
2. Preliminaries
In this section, we collect a few results from the theory of supercritical percolation which are
important tools in the establishment of Theorems 1 and 2.
2.1. Supercritical percolation.
2.1.1. A partition of good cubes. An important step to prove results on the behavior of the random
walk on the infinite cluster C∞ consists in understanding the geometry of this cluster. A general
picture to keep in mind is that the geometry of C∞ is similar, at least on large scales, to the one of
the Euclidean lattice Zd. To give a precise mathematical meaning to this statement, the common
strategy is to implement a renormalization structure for the infinite cluster. In this article, we use
a strategy, which was first introduced by Armstrong and the first author in [12]. It relies on the
following geometric definition and lemma which are due to Penrose and Pisztora [76].
Definition 2.1 (Pre-good cube). We say that a discrete cube ◻ ⊆ Zd of size N is pre-good if:
(i) There exists a cluster of open edges which intersects the 2d faces of the cube ◻. This cluster
is denoted by C∗ (◻);
(ii) The diameter of all the other clusters is smaller than N10 .
Figure 3. A pre-good cube, the cluster C∗(◻) is drawn in green and the clusters in yellow are the
small clusters.
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We then upgrade this definition into the following definition of good cubes.
Definition 2.2 (Good cube). We say that a discrete cube ◻ ⊆ Zd of size N is good if:
(i) The cube ◻ is pre-good;
(ii) Every cube ◻′ whose size is between N/10 and N and which has non-empty intersection with◻ is also pre-good.
We note that the event “the cube ◻ is good” is F (2◻)-measurable. The main reason to use good
cubes instead of pre-good cubes is that they satisfy the following connectivity property, which can be
obtained from straightforward geometric considerations and whose proof can be found in [12, Lemma
2.8].
Lemma 2.3 (Connectivity property). Let ◻1,◻2 be two cubes of Zd which are neighbors, i.e., which
satisfy
dist (◻1,◻2) ≤ 1,
which have comparable size in the sense that
1
3
≤ size (◻1)
size (◻2) ≤ 3,
and which are both good. Then there exists a cluster C such that
C∗(◻1) ∪C∗(◻2) ⊆ C ⊆ ◻1 ∪ ◻2.
The main interest in these definitions is that in the supercritical phase p > pc(d), the probability
of a cube to be good is exponentially close to 1 in the size of the cube. Such a result is stated in the
following proposition and is a direct consequence [77, Theorem 3.2] and [76, Theorem 5].
Proposition 2.4. Consider a Bernoulli bond percolation of probability p ∈ (pc(d),1]. Then there
exists a positive constant C(d,p) <∞ such that, for every cube ◻ ⊆ Zd of size N ,
(2.1) P [◻ is good] ≥ 1 −C exp (−C−1N) .
The renormalization structure we want to implement relies on the observation that Zd can be
partitioned into good cubes of varying sizes. Thanks to the exponential stochastic integrability
obtained by Penrose and Pisztora and stated in Proposition 2.4, we are able to build such a partition.
The precise statement is given in the following proposition.
Proposition 2.5 (Propositions 2.1 and 2.4 of [12]). Under the assumption p > pc, P–almost surely,
there exists a partition P of Zd into triadic cubes with the following properties:
(i) All the predecessors of elements of P are good cubes, i.e., for every pair of triadic cubes◻,◻′ ∈ T , one has the property◻′ ∈ P and ◻′ ⊆ ◻ Ô⇒ ◻ is good.
(ii) Neighboring elements of P have comparable sizes: for every ◻,◻′ ∈ P such that dist(◻,◻′) ≤ 1,
we have
1
3
≤ size(◻′)
size(◻) ≤ 3.
(iii) Estimate for the coarseness of P: if we denote by ◻P(x) the unique element of P containing
a given point x ∈ Zd, then there exists a constant C(p, d) <∞ such that,
(2.2) size (◻P(x)) ≤ O1(C).
(iv) Minimal scale for P. For each q ∈ [1,∞), there exists a constant C ∶= C(d,p, q) < ∞, a
non-negative random variable Mq(P) and an exponent r ∶= r(d,p, q) > 0 such that
(2.3) Mq(P) ≤ Or(C),
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and for each radius R satisfying R ≥Mq(P),
(2.4) R−d ∑
x∈Zd∩BR size (◻P(x))q ≤ C and supx∈Zd∩BR size (◻P(x)) ≤ R
1
q .
Remark 2.6. To be precise, this proposition is a consequence of Propositions 2.1 and 2.4 of [12]
and of Proposition 2.4 as is explained in [12, Section 2.2].
Additionally, the precise result stated in [12, Proposition 2.4] is that there exists a minimal scaleMq(P) above which supx∈Zd∩BR size (◻P(x)) ≤ R dd+q , with an exponent d/(d + q) instead of 1/q.
Nevertheless, it is straightforward to recover the statement of Proposition 2.5 from the one of [12,
Proposition 2.4].
Figure 4. A realization of the partition P, where the cluster in green is the maximal cluster and the
cubes in red are elements of P.
Figure 4 (drawn with dyadic cubes instead of triadic cubes to improve readability) illustrates
what this partition looks like. It allows to extend functions defined on the infinite cluster to the
whole space Rd, as is explained below. We consider a function u ∶ C∞ → R. For each point x ∈ Zd,
we choose a point z (x) in the cluster C∗(◻P(x)) according to some deterministic procedure (for
instance we choose the one which is the closest to the center of the cube and break ties by using the
lexicographical order). We then define the coarsened function [u]P on Zd according to the formula,
for each x ∈ Zd,
(2.5) [u]P (x) ∶= {u(x) if x ∈ C∞,u (z (x)) otherwise,
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and extend it to the whole space Rd by setting it to be piecewise constant on the cubes [x − 12 , x + 12)d,
for x ∈ Zd. When the function u is defined on the parabolic space [0,∞)×C∞, we define its extension
to the space [0,∞) ×Zd, which we also denote by [u]P , according to the formula
(2.6) [u]P (t, x) ∶= {u(t, x) if x ∈ C∞,u (t, z (x)) otherwise.
For later purposes, we note that, given a function u ∶ C∞ → R, the Lp-norm of the function ∇ [u]P
can be estimated in terms of Lp-norm of the function ∇u and the sizes of the cubes in the partitionP. Specifically, one has the formula, for any radius r ≥ size (◻P(0)),
(2.7) ∥∇ [u]P∥pLp(Zd∩Br) ≤ C ∫Br∩C∞ size (◻P(x))pd−1 ∣∇u(x)∣p dx.
The proof of this result can be found in [12, Lemma 3.3]. Additionally, one can estimate the Lp-norm
of the function [u]P in terms of the Lp-norm of the function u according to the formula, for any
radius r ≥ size (◻P(0)),
(2.8) ∥[u]P∥pLp(Br) ≤ ∫Bˆr∩C∞ size (◻P(x))d ∣u(x)∣p dx,
where Bˆr denotes the union of all the cubes in the partition P which intersect the ball Br, i.e.,
Bˆr ∶= ∪{◻ ∈ P ∶ ◻ ∩Br ≠ ∅}. This estimate is a consequence of the following argument: by definition
of the coarsened function [u]P , one has the estimates, for any cube ◻ of the partition P,∥[u]P∥pLp(◻) ≤ size (◻)d ∥[u]P∥pL∞(◻) ≤ size (◻)d ∥u∥pL∞(C∞∩◻) ≤ size (◻)d ∥u∥pLp(C∞∩◻) ,
where we used the discrete L∞ −Lp-estimate in the third inequality. Summing over all the cubes of
the set Bˆr completes the proof of the estimate (2.8).
2.2. Functional inequalities on the infinite cluster. In this section, we state mostly without
proofs, some functional inequalities which are valid on the infinite cluster C∞. The partition of good
cubes presented in Section 2.1.1 allows to prove these estimates and we refer to [12] for the details of
the argument. Some of these inequalities were already proved by other renormalization technique: it
is in particular the case of the Poincare´ inequality which was established by Barlow in [21] (see also
Mathieu, Remy [70] and Benjamini, Mossel [27]).
The fact that these bounds are stated on a random graph which has an irregular nature means
that they are only valid on balls of size larger than some random minimal scales, denoted by MPoinc
and MMeyers in the following statements, which depend on the environment a and are large when
the environment is ill-behaved.
The first functional inequality we record is the Poincare´ inequality, it can be found in [21,
Theorem 2.18] for the L2-version.
Proposition 2.7 (Poincare´ inequality on C∞). Fix a real number p ∈ [ dd−1 ,∞). There exist a
constant C ∶= C(d,p, p) <∞, an exponent s ∶= s(d,p, p) > 0 such that, for any y ∈ Zd, there exists a
non-negative random variable MLp−Poinc(y) which satisfies the stochastic integrability estimate
(2.9) MLp−Poinc(y) ≤ Os (C) ,
such that for each radius R ≥MLp−Poinc(y) and each function u ∶ C∞ ∩BR(y)→ R,∥u − (u)C∞∩BR(y)∥Lp(C∞∩BR(y)) ≤ CR ∥∇u∥Lp(C∞∩BR(y)) .
Moreover for each function u ∶ C∞∩BR(y)→ R, such that u = 0 on the boundary ∂ (Zd ∩BR(y)) ∩C∞,∥u∥Lp(C∞∩BR(y)) ≤ CR ∥∇u∥Lp(C∞∩BR(y)) .
Remark 2.8. This inequality is frequently used in the case p = 2. To shorten the notation, we writeMPoinc(y) to refer to the minimal scale ML2−Poinc(y).
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Proof. By translation invariance of the model, we can always assume y = 0. The proof relies on the
Sobolev inequality as stated in [12, Proposition 3.4], together with the Ho¨lder inequality by settingMLp−Poinc(0) ∶=Mq (P), for a parameter q chosen large enough depending only on the dimension d
and the exponent p. 
The second estimate we need to record is the parabolic Caccioppoli inequality. This estimate is
valid on any subgraph of Zd and is used in Section 3.2.2.
Proposition 2.9 (Parabolic Caccioppoli inequality on C∞). There exists a finite positive constant
C ∶= C(d, λ) such that, for each point y ∈ Zd, each radius R ≥ 1 and each function u ∶ IR × (C∞ ∩BR(y))→ R
which is a-caloric, i.e., which is a solution of the parabolic equation
∂tu −∇ ⋅ a∇u = 0 in IR × (C∞ ∩BR(y)) ,
one has ∥∇u∥L2(IR/2×(C∞∩BR/2(y))) ≤ CR ∥u − (u)IR×(C∞∩BR(y))∥L2(IR×(C∞∩BR(y))) .
Proof. The proof follows the standard arguments of the Caccioppoli inequality; the fact that the
function u is defined on the infinite cluster does not affect the proof and we omit the details. 
The third estimate we record is an L∞L2 gradient bound for a-caloric functions. The proof of
this result can be found in [15, Lemma 8.2] in the uniformly elliptic setting, the extension to the
percolation cluster makes no difference in the proof.
Lemma 2.10. There exists a positive constant C ∶= C(d, λ) <∞ such that for any radius R ≥ 1, any
point y ∈ Zd and any function u ∶ IR × (C∞ ∩BR(y))→ R which satisfies
∂tu −∇ ⋅ a∇u = 0 in IR × (C∞ ∩BR(y)) ,
one has the estimate
sup
t∈IR/2 ∥∇u(t, ⋅)∥L2(C∞∩BR/2(y)) ≤ C ∥∇u∥L2(IR×(C∞∩BR(y))) .
The last estimate we record in this section is the Meyers estimate for a-caloric functions on
the percolation cluster. This inequality is a non-concentration estimate and essentially states that
the energy of solutions of a parabolic equation cannot concentrate in small volumes. It is used in
Section 3.2.2.
Proposition 2.11 (Interior Meyers estimate on C∞). There exist a finite positive constant C ∶= C(d,p, λ),
two exponents s ∶= s(d,p, λ) > 0, δ0 ∶= δ0(d,p, λ) > 0 such that, for each y ∈ Zd, there exists a non-
negative random variable MMeyers(y) which satisfies the stochastic integrability estimateMMeyers(y) ≤ Os (C) ,
such that, for each radius R ≥MMeyers(y) and each function u ∶ IR × (C∞ ∩BR(y))→ R solution of
the equation
∂tu −∇ ⋅ a∇u = 0 in IR × (C∞ ∩BR(y)) ,
one has ∥∇u∥L2+δ0(IR/2×(C∞∩BR/2(y))) ≤ C ∥∇u∥L2(IR×(C∞∩BR(y))) .
Proof. The classical proof of the interior Meyers estimate (cf. [50]) is based on an application of the
Caccioppoli inequality, the Sobolev inequality and the Gehring’s lemma (cf. [53]). The proof of this
result on the percolation cluster for the elliptic problem is written in [12, Proposition 3.8]. For the
parabolic problem considered here, the proof in the case of uniformly elliptic environments can be
found in [11, Appendix B]. The argument can be adapted to the percolation cluster following the
strategy developed in [12, Section 3]. Since the analysis does not contain any new idea regarding the
method and the result can be obtained by essentially rewriting the proof, we skip the details.

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2.3. Homogenization on percolation clusters. In this section, we collect some results of sto-
chastic homogenization in supercritical percolation useful in the proof of Theorem 1. The proof of
this theorem is based on a quantitative two-scale expansion, which relies on two important functions:
the first-order corrector and its flux. They are introduced in Sections 2.3.1 and 2.3.2 respectively.
2.3.1. The first-order corrector. We let A1(C∞) be the random vector space of a-harmonic functions
on the infinite cluster C∞ with at most linear growth. This latter condition is expressed in terms of
average L2-norm and we define
A1 (C∞) ∶= {u ∶ C∞ → R ∶ −∇ ⋅ (a∇u) = 0 in C∞ and lim
r→∞ r−2 ∥u∥L2(C∞∩Br) = 0} .
It is known that this space is almost surely finite-dimensional and that its dimension is equal to (d+1)
(see [26]). Additionally, every function u ∈ A1 (C∞) can be uniquely written as
u(x) = c + p ⋅ x + χp(x),
where c ∈ R, p ∈ Rd and χp is a function called the corrector; it is defined up to a constant and
satisfies the quantitative sublinearity property stated in the following proposition.
Proposition 2.12. For any exponent α > 0, there exist an exponent s(d,p, λ,α) > 0 and a positive
constant C(d,p, λ,α) <∞ such that, for any point y ∈ Zd, there exists a non-negative random variableMcorr,α(y) satisfying the stochastic integrability estimate
(2.10) Mcorr,α(y) ≤ Os (C) ,
such that for every radius r ≥Mcorr,α(y), and every p ∈ Rd,
osc
x∈C∞∩Br(y)χp ∶= ⎛⎝ supx∈C∞∩Br(y)χp − infx∈C∞∩Br(y)χp⎞⎠ ≤ C ∣p∣rα.
Proof. The proof of this result relies on the optimal scaling estimates for the corrector estab-
lished in [40]. Indeed by [40, Theorem 1], one has the following result: there exists a constant
C ∶= C(d, λ,p) <∞ and an exponent s ∶= s(d, λ,p) <∞ such that for each x, y ∈ Zd, and each p ∈ Rd,
(2.11) ∣χp(x) − χp(y)∣1{x,y∈C∞} ≤ ⎧⎪⎪⎨⎪⎪⎩
Os(C ∣p∣) if d ≥ 3,Os(C ∣p∣ log 12 ∣x − y∣) if d = 2.
Proposition 2.12 is then a consequence of the previous estimate and an application of Lemma 1.6
with the sequence of random variables
Xn ∶= 3−αn sup
x∈Zd∩B3n(y) ∣χp(x) − χp(y)∣1{x,y∈C∞}.
To be more precise, we use the estimate (1.24) to control the maximum of the random variables
Xn = 3−αn sup
x∈Zd∩B3n(y) ∣χp(x) − χp(y)∣1{x,y∈C∞}(2.12)
≤ 3−αn ⎛⎝ ∑x∈Zd∩B3n(y) (∣χp(x) − χp(y)∣1{x,y∈C∞})
2d
α
⎞⎠
α
2d
≤ ⎧⎪⎪⎪⎨⎪⎪⎪⎩
Os (C ∣p∣3−αn2 ) if d ≥ 3,Os (C ∣p∣√n3−αn2 ) if d = 2.
Then the sequence {Xn}n≥1 satisfies the assumption of Lemma 1.6. 
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The fact that the corrector is only defined up to a constant causes some technical difficulties in
the proofs, in particular the two-scale expansion stated in (4.1) and used in the proof of Theorem 1
is ill-defined in this setting. To solve this issue, we choose the following (arbitrary) normalization for
the corrector: given a point y ∈ Zd and an environment a in the set of probability 1 on which the
corrector is well-defined, we let x ∈ C∞ which is the closest to the point y (and break ties by using
the lexicographical order) and normalize the corrector by setting χp(x) = 0. The choice of the point
y will always be explicitly indicated to avoid confusions. We note that with this normalization, the
corrector is not stationary.
2.3.2. The centered flux. A second important notion in the implementation of the two-scale expansion
is the centered flux; it is defined in the following paragraph.
For a fixed vector p = (p1, . . . , pd) ∈ Rd, we consider the mapping a(p +Dχp) ∶ C∞ → Rd defined by
the formula, for each x ∈ Zd,
a(p +Dχp)(x) ∶= (a({x,x + e1}) (p1 +De1χp(x)) , . . . ,a({x,x + ed}) (pd +Dedχp(x))) .
This function oscillates quickly but it is close to the deterministic slope 12 σ¯
2p in the H−1-norm on
the infinite cluster, where σ¯ is the diffusivity of the random walk introduced in (1.4). This motivates
the following definition: for a fixed vector p ∈ Rd, we define the centered flux g̃p ∶ C∞ → Rd according
to the formula
g̃p ∶= a(Dχp + p) − 1
2
σ¯2p.
The following proposition estimates the H−1-norm of the centered flux. It it proved in Appendix B,
Proposition B.1.
Proposition 2.13. For any exponent α > 0, there exist a positive constant C ∶= C(d,p, λ,α) < ∞
and two exponents s ∶= s(d,p, λ,α) > 0 and α ∶= α(d,p, λ) > 0 such that, for any y ∈ Zd, there exists a
non-negative random variable Mflux,α(y) satisfying the stochastic integrability estimate
(2.13) Mflux,α(y) ≤ Os (C) ,
such that for each radius r ≥Mflux,α(y),
(2.14) ∥g̃p∥H−1(C∞∩Br(y)) ≤ C ∣p∣rα.
Remark 2.14. We emphasize that, in this article, the previous proposition is not a property of the
diffusivity σ¯2 but its definition: building on former result from [12, 40, 62], we prove that there exists
a coefficient such that the estimate (2.14) is satisfied and name this coefficient σ¯2. Thanks to the
estimate (2.14), we are then able to prove Theorem 1 and the invariance principle (1.4) with the
same coefficient σ¯2. We refer to (B.5) and Remark B.2 for a more detailed discussion.
2.4. Random walks on graphs. In this section, we record the Carne-Varopoulos bound pertaining
to the transition kernel of the continuous-time random walk which holds on any infinite connected
subgraph of Zd. This estimate is not as strong as the ones we are trying to establish (for instance the
ones of Theorem 1, or of Theorem 4 proved in [21]) but can be applied in greater generality: it applies
to any realization of the infinite cluster, i.e., to any environment a in the set of probability 1 where there
exists a unique infinite cluster, without any consideration about its geometry. From a mathematical
perspective, this means that there is no minimal scale in the statement of Proposition 2.15.
Proposition 2.15 (Carne-Varopoulos bound, Corollaries 11 and 12 of [41]). Let G be an infinite,
connected subgraph of Zd and a be a function from the bonds of G into [λ,1]. For y ∈ G, we let
p (⋅, ⋅, y) be the heat kernel associated to the parabolic equation
{ ∂tp (⋅, ⋅, y) −∇ ⋅ (a∇p (⋅, ⋅, y)) = 0 in (0,∞) × G,
p (0, ⋅, y) = δy in G.
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Then there exists a positive constant C ∶= C(d, λ) <∞ such that for each point x ∈ G,
(2.15) p (t, x, y) ≤
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
C exp(− ∣x − y∣2
Ct
) if ∣x − y∣ ≤ t,
C exp(− ∣x − y∣
C
(1 + ln ∣x − y∣
t
)) if ∣x − y∣ ≥ t.
Remark 2.16. For later use, we note that, when ∣x − y∣ ≥ t,
exp(− ∣x − y∣
C
(1 + ln ∣x − y∣
t
)) ≤ exp(− t
C
) .
A consequence of this inequality is that, by increasing the value of the constant C, one can add a
factor t−d/2 in the second line of the right side of (2.15): for every constant 0 < C <∞ there exists a
finite constant C ′ > C such that, when ∣x − y∣ ≥ t,
C exp(− ∣x − y∣
C
(1 + ln ∣x − y∣
t
)) ≤ C ′t−d/2 exp(− ∣x − y∣
C ′ (1 + ln ∣x − y∣t )) .
3. Decay and Lipschitz regularity of the heat kernel
In this section, we collect and establish some estimates about the decay of the parabolic Green’s
function. In Section 3.1, we record a result of Barlow in [21], which establishes Gaussian upper
bounds on the parabolic Green’s function on the infinite cluster. This result is a percolation version
of the Nash-Aronson estimate [18], originally proved for uniformly elliptic divergence form diffusions.
Building upon the result of Barlow, we then establish estimates on the gradient of the parabolic
Green’s function on the percolation cluster, stated in Theorem 3, thanks to a large-scale C0,1-regularity
estimate. The argument makes use of techniques from stochastic homogenization and follows a classical
route which can be decomposed into three steps: we first establish a quantitative homogenization
theorem for the parabolic Dirichlet problem (see Section 3.2.1), once this is achieved we prove a
large-scale C0,1-regularity estimate for a-caloric functions (see Section 3.2.2). In Section 3.2.3, we
use this regularity estimate together with the heat kernel bound of Barlow to obtain the decay of the
gradient of the heat kernel stated in Theorem 3.
3.1. Decay of the heat kernel. In this section, we record the result of Barlow [21], who established
Gaussian bounds on the transition kernel. We first introduce the following function.
Definition 3.1. Given a point x ∈ Rd, a time t ∈ (0,∞) and a constant 0 < C < ∞, we define the
function ΦC according to the formula
(3.1) ΦC(t, x) ∶=
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Ct−d/2 exp(− ∣x∣2
Ct
) if ∣x∣ ≤ t,
Ct−d/2 exp(− ∣x∣
C
(1 + ln ∣x∣
t
)) if ∣x∣ ≥ t.
We note that this function is radial and increasing in the variable C. This function corresponds to a
discrete heat kernel. For further use, we note that it satisfies the following semigroup property, for
each t1, t2 ∈ (0,∞) and each x, y ∈ Zd
(3.2) ∫
Zd
ΦC (t1, x − z)ΦC (t2, z − y) dz ≤ ΦC′ (t1 + t2, x − y) ,
for some larger constant C ′ > C. This property is proved by an explicit computation or by using the
semigroup property of the law of the random walk on Zd (see Remark 3.4). We define the function
ΨC according to the formula
(3.3) ΨC(t, r) ∶= ⎧⎪⎪⎨⎪⎪⎩
(0,∞) × [0,∞) → R,(t, r) ↦ − ln (ΦC(t, x)) , where x ∈ Rd satisfies ∣x∣ = r.
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In particular, one has the identity,
∀x ∈ Rd, ΦC(t, x) = exp (−ΨC(t, ∣x∣)) .
The function ΨC satisfies the following properties:
(i) It is decreasing in the variable C, increasing in the variable r, and continuous with respect to
both variables;
(ii) It is convex with respect to the variable r.
We now record the result of Barlow.
Theorem 4 (Gaussian upper bound, Theorem 1 and Lemma 1.1 of [21]). There exist an exponent
s ∶= s (d,p, λ) > 0, a positive constant C ∶= C(d,p, λ) < ∞ such that for each y ∈ Rd, there exists a
random time TNA(y) satisfying the stochastic integrability estimate
(3.4) TNA(y) ≤ Os (C) ,
such that, on the event {y ∈ C∞}, for every time t ∈ (0,∞) satisfying t ≥ TNA(y), and every point
x ∈ C∞,
(3.5) p (t, x, y) ≤ ΦC(t, x − y).
Remark 3.2. The stochastic integrability estimate (3.4) is not stated in Theorem 1.1 of [21] but is
mentioned in its remark equation (0.5) following the theorem.
Remark 3.3. The estimate in the regime t ≤ ∣x − y∣ does not require the assumption that t is
larger than the minimal scale TNA(y) and is in fact a deterministic result: it is a consequence of
Proposition 2.15 (proved in [41]) and Remark 2.16.
Remark 3.4. The function ΦC can be used to obtain upper and lower bounds on the law of the
random walk on the lattice Zd: there exist constants C1,C2 depending only on the dimension d such
that
(3.6) ΦC1(t, x − y) ≤ pZd(t, x, y) ≤ ΦC2(t, x − y),
where we used the notation pZ
d(t, x, y) ∶= Py [Xt = x], and where (Xt)t≥0 denotes the VSRW on Zd
starting from the point y. We refer to the work [44] of Delmotte and the work [41] for this result.
The estimates (3.6) can then be used to prove the property (3.2). Indeed, since the random walk(Xt)t≥0 is a Markov process, its transition function pZd has the semigroup property, and we can write
∫
Zd
ΦC1 (t1, x − z)ΦC1 (t2, z − y) dz ≤ ∫Zd pZd (t1, x, z)pZd (t2, z, y) dz= pZd (t1 + t2, x, y)≤ ΦC2 (t1 + t2, x − y) .
This argument gives the estimate (3.2) in the case C = C1, but can be easily extended to any constant
C > 0.
We complete this section by mentioning that the result of Barlow is proved for the heat kernel
associated to the constant speed random walk and on the percolation cluster only, i.e., when the
conductances are only allowed to take the values 0 or 1. The adaptation to the variable speed random
walk with uniformly elliptic conductances only requires a typographical change of the proof: all the
computations performed in [21] to obtain the upper bound (3.5) can be adapted to our setting and
so is the case of the existing results in the literature which are used in the proof.
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3.2. Decay of the gradient of the Green’s function. The main objective of this section is to
prove Theorem 3. The proof of this result makes use of techniques from stochastic homogenization
and can be split into three distinct steps, which correspond to the three following subsections. The
first idea is to prove that the parabolic Green’s function is close, on large scales, to a caloric function.
This is carried out in Section 3.2.1 and the proof is based on a two-scale expansion. The analysis
relies on the sublinearity of the corrector and the estimate on the H−1-norm of the centered flux
stated in Section 2.3. This result is only necessary to establish a large-scale regularity theory for
which sharp homogenization errors are not needed; we thus do not try to prove an optimal error
estimate in the homogenization of the parabolic Dirichlet problem and only prove the result with an
algebraic and suboptimal rate of convergence. Then, in Section 3.2.2, we use the homogenization
estimate proved in Theorem 3.2.1 to establish a large-scale regularity theory in the spirit of [15,
Chapter 3] or [12, Section 7]. Finally, in Section 3.2.3, we combine Proposition 3.9 and the heat
kernel bound proved by Barlow and stated in Theorem 4 to deduce Theorem 3.
3.2.1. Homogenization of the parabolic Dirichlet problem. In this section, we prove a quantitative
homogenization theorem for the parabolic Cauchy-Dirichlet problem on the infinite cluster. In the
following statement, we let η be a smooth, non-negative function supported in the ball B 1
2
(0), and
satisfying the identity ∫ η = 1. It is used as a smoothing operator in the convolution (3.10). We also
define the set Cv(Zd ∩Br(y)) to be the convex hull of the set Zd ∩Br(y), i.e.,
(3.7) Cv(Zd ∩Br(y)) ∶= {z ∈ Rd ∶ z =∑
i
αixi, xi ∈ Zd ∩Br(y), 0 ≤ αi ≤ 1 and ∑
i
αi = 1} .
It is used to define the domain of the homogenized equation so that the boundary condition coincides.
Theorem 5. Fix an exponent δ > 0, then there exist a positive constant C(d, λ,p, δ) < ∞, two
exponents s(d, λ,p, δ) > 0, α(d, λ,p, δ) > 0 such that for any point y ∈ Zd, there exists a non-negative
random variable Mhom,δ(y) satisfying Mhom,δ(y) ≤ Os(C)
such that, for every r >Mhom(y), and every boundary condition f ∈W 1,2+δpar (Ir × (C∞ ∩Br(y))), the
following statement is valid. Let u be the weak solution of the parabolic equation
(3.8) { (∂t −∇ ⋅ a∇)u = 0 in Ir × (C∞ ∩Br(y)),
u = f on ∂⊔ (Ir ×Cv(Zd ∩Br(y))) ∩ (Ir × (C∞ ∩Br(y))),
and u¯ be the weak solution of the homogenized, continuous in space, parabolic equation
(3.9) { (∂t − 12 σ¯2∆)u¯ = 0 in Ir ×Cv(Zd ∩Br(y)),
u¯ = f̃ on ∂⊔ (Ir ×Cv(Zd ∩Br(y))) ,
where the boundary condition f̃ is the extension of f to the continuous parabolic cylinder defined by
the formula
(3.10) f̃ ∶= [f]P ⋆ η,
and the extension [f]P is defined in the paragraph following Proposition 2.5. Then, the following
estimate holds
(3.11)
1
r
∥u − u¯∥L2(Ir×(C∞∩Br(y))) ≤ Cr−α ∥∇f∥L2+δ(Ir×(C∞∩Br(y))) .
Remark 3.5. The equation (3.8) is discrete in space and continuous in time, while equation (3.9)
is both continuous in space and time. The solution u and u¯ coincide on the parabolic boundary
∂⊔ (Ir ×Cv(Zd ∩Br(y)))∩ (Ir × (C∞ ∩Br(y))) for the equation on the clusters. All the norms in the
inequality (3.11) are discrete in space and continuous in time.
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Remark 3.6. The reason we define the homogenized limit to be continuous is the following: we
need to use a number of results (e.g., regularity theory for the homogenized equation, the Meyers
estimate) which are usually stated in the continuous setting. Moreover, one has explicit formulas for
the elliptic and parabolic Green’s functions and the continuous object is better behaved regarding
scaling properties. On a higher level, the correct limiting object should be the continuous function
as, over large-scales, the discrete lattice approximates the continuum.
Proof of Theorem 5. By translation invariance of the model, we assume without loss of generality
that y = 0 and do some preparation before the proof. We first define the minimal scale Mhom,δ(0) to
be equal to Mhom,δ(0) ∶= max (MPoinc(0),Mq(P),Mcorr, 1
2
(0),Mflux, 1
2
(0)) ,
where the parameter q is assumed to be larger than 4d and will be fixed at the end of the proof.
Using the stochastic integrability estimates (2.3), (2.9), (2.10), (2.13) on the four minimal scales
together with the property (1.24) of the Os notation, one hasMhom,δ(0) ≤ Os (C) .
We record that under the assumption r ≥Mhom,δ(0) ≥M2d(P), one has
(3.12) crd ≤ ∣C∞ ∩Br ∣ ≤ Crd,
which allows to compare the number of points of the infinite cluster in the ball Br with the volume
of the ball Br. This estimate can be deduced by an application of the estimate (2.4) with the
Cauchy-Schwarz inequality:
∣Br ∣2 ≤ ⎛⎝ ∑◻∈P,◻∩Br≠∅ (size(◻))d⎞⎠
2 ≤ ⎛⎝ ∑◻∈P,◻∩Br≠∅1⎞⎠⎛⎝ ∑◻∈P,◻∩Br≠∅ (size(◻))2d⎞⎠ ≤ C ∣C∞ ∩Br ∣rd.
We record the following interior regularity estimate for the homogenized function u¯, which is
standard for solutions of the heat equation (see [48, Theorem 9, Section 2.3]): for every pair(t, x) ∈ Ir ×Cv(Zd ∩Br), and every radii r1, r2 > 0 such that Ir1(t) ×Br2(x) ⊆ Ir ×Cv(Zd ∩Br), one
has the inequality
(3.13) ∀k, l ∈ N, ∣∂lt∇k+1u¯∣(t, x) ≤ Ck+2l(r1)−2l(r2)−k ∥∇u¯∥L2(Ir1(t)×Br2(x)) .
We remark that in [48, Theorem 9, Section 2.3] the inequality is stated in the case when r1 = r2; The
estimate (3.13) can be recovered by a careful investigation of the proof.
We introduce a cut-off function Υ in the parabolic cylinder Ir ×Br constant equal to 1 in the
interior of the cylinder and decreasing linearly to 0 in a mesoscopic boundary layer of size r′ ≪ r,
(3.14)
⎧⎪⎪⎪⎨⎪⎪⎪⎩
Υ(t, x) ≡ 1 (t, x) ∈ Ir ×Br, dist(x, ∂Br) ≥ 2r′ and dist(t, ∂Ir) ≥ 2(r′)2,
0 ≤ Υ(t, x) ≤ 1 (t, x) ∈ Ir ×Br,
Υ(t, x) ≡ 0 (t, x) ∈ Ir ×Br, dist(x, ∂Br) ≤ r′ or dist(t, ∂Ir) ≤ (r′)2.
The precise value of the parameter r′ is given by the formula r′ = r1−β for some small exponent
β whose value is decided at the end of the proof. We additionally assume that the function Υ is
smooth and satisfies the estimate
(3.15) ∀k, l ∈ N, ∣∂lt∇kΥ∣ ≤ Ck+2l(r′)−(k+2l).
With these quantities, we can prove the following lemma.
Lemma 3.7. We have the estimate
∀k, l ∈ N, ∥∂lt∇k(Υ∇u¯)∥L∞(Ir×Br) ≤ Ck+2l(r′)−(k+2l) ( rr′)
2+d
2 ∥∇f∥L2+δ(Ir×(C∞∩Br)) .(3.16)
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Proof. First, by using the inequality (3.13) and the fact that the map Υ is supported outside a
boundary layer of size r′ in the parabolic cylinder Ir ×Br, we obtain the estimate
∀(t, x) ∈ supp(Υ),∀k, l ∈ N, ∣∂lt∇k(Υ∇u¯)∣(t, x) ≤ Ck+2l(r′)−(k+2l) ∥∇u¯∥L2(Ir′(t)×Br′(x))
≤ Ck+2l(r′)−(k+2l) ( r
r′)
2+d
2 ∥∇u¯∥L2(Ir×Cv(Zd∩Br)) .(3.17)
The inequality (3.17) implies the L∞-estimate
(3.18) ∀k, l ∈ N, ∥∂lt∇k(Υ∇u¯)∥L∞(Ir×Br) ≤ Ck+2l(r′)−(k+2l) ( rr′)
2+d
2 ∥∇u¯∥L2(Ir×Cv(Zd∩Br)) .
We then state the global Meyers estimate for the map u¯: there exists an exponent δ0 ∶= δ0 (d, λ,p) > 0
such that for every δ′ ∈ [0, δ0],
(3.19) ∥∇u¯∥L2+δ′(Ir×Cv(Zd∩Br)) ≤ C ∥∇f̃∥L2+δ′(Ir×Cv(Zd∩Br)) .
A proof of this result can be found in [51, Proposition 5.1], where the statement is given for cubes
instead of parabolic cylinders (the adaptation to the setting considered here does not affect the proof).
Moreover, one can estimate the Lp-norm of the (continuous) gradient of the function f̃ in terms of
the Lp-norm of the (discrete) gradient of the maps f and the sizes of the cubes of the partition. The
formula is a consequence of [12, Lemma 3.3] and recalled in (2.7): for any p ≥ 1, and any radius
r ≥ size (◻P(0)),
∥∇f̃∥
Lp(Cv(Zd∩Br)) ≤ ∫Br∩C∞ size (◻P(x))pd−1 ∣∇f(x)∣p dx.
Applying the Ho¨lder inequality to this estimate with r ≥ Mhom,δ(0), using the assumption the
minimal scale Mhom,δ(0) is larger than the minimal scale Mq(P) so that Proposition 2.5 is valid,
and choosing the parameter q to be large enough (larger than the value
(4+2δ)((2+ 1
2
δ)d−1)
δ ), one obtains
the following inequality: for any p ∈ [2,2 + 12δ],
(3.20) ∥∇f̃∥
Lp(Cv(Zd∩Br)) ≤ C ∥∇f∥L2+δ(Ir×(C∞∩Br)) .
Together with (3.19), this shows the inequality, for any exponent δ′ ∈ [0,min (δ0, 12δ)],
(3.21) ∥∇u¯∥
L2+δ′(Ir×Cv(Zd∩Br)) ≤ C ∥∇f∥L2+δ(Ir×(C∞∩Br)) .
Putting the inequality (3.21) back into the estimate (3.18) concludes the proof of (3.16). 
The key ingredient in the proof of Theorem 5 is to use a modified two-scale expansion on the
percolation cluster, defined for each (t, x) ∈ Ir × (C∞ ∩Br) by the formula
(3.22) w(t, x) ∶= u¯(t, x) +Υ(t, x) d∑
k=1Dek u¯(t, x)χek(x),
as an intermediate quantity: we prove that the function w is close to both functions u and u¯. Here and
in the rest of this section, the map χek is the first order corrector normalized according the procedure
described in Section 2.3 around the point y = 0. The proof of Theorem 5 can be decomposed into five
steps.
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Step 1: Control over 1r ∥w − u¯∥L2(Ir×(C∞∩Br)). We use the estimate (3.16) to compute
1
r
∥w − u¯∥L2(Ir×(C∞∩Br))) = 1r ∥ d∑k=1 Υ (Dek u¯)χek∥L2(Ir×(C∞∩Br)))
≤ 1
r
∥Υ∇u¯∥L∞(Ir×Br) d∑
k=1 ∥χek∥L2(C∞∩Br)
≤ C
r
( r
r′)
2+d
2 ∥∇f∥L2+δ(Ir×(C∞∩Br)) d∑
k=1 ∥χek∥L2(C∞∩Br) .
Using the assumption r ≥Mhom,δ(0) ≥Mcorr, 1
2
(0), we deduce
1
r
∥w − u¯∥L2(Ir×(C∞∩Br))) ≤ Cr− 12 ( rr′)
2+d
2 ∥∇f∥L2+δ(Ir×(C∞∩Br)) .
The proof of Step 1 is complete.
Step 2: Control of 1r ∥w − u∥L2(Ir×(C∞∩Br)) by the norm ∥(∂t −∇ ⋅ a∇)w∥L2(Ir;H−1(C∞∩Br)). We first
note that the functions w and u are equal on the boundary of the parabolic cylinder Ir × (C∞ ∩Br),
and use the assumption r ≥Mhom,δ(0) ≥MPoinc(0) to apply the Poincare´ inequality for each fixed
time t and then integrate over time. This proves
1
r
∥w − u∥L2(Ir×(C∞∩Br)) ≤ ∥∇(w − u)∥L2(Ir×(C∞∩Br)) .
Then, we use an integration by part and the uniform ellipticity of the environment on the infinite
cluster ∥∇(w − u)∥2L2(Ir×(C∞∩Br)) ≤ 1λ∣Ir × (C∞ ∩Br)∣ ∫Ir ∫C∞∩Br ∇(w − u) ⋅ a∇(w − u)= 1
λ ∣Ir × (C∞ ∩Br)∣ ∫Ir ∫C∞∩Br (−∇ ⋅ a∇(w − u)) (w − u).
The fact that the functions w,u have the same initial condition over C∞∩Br implies that the following
integral is non-negative
∫
Ir
∫
C∞∩Br (∂t(w − u)) (w − u) = 12 (∥(w − u)(0, ⋅)∥2L2(C∞∩Br) − ∥(w − u)(−r2, ⋅)∥2L2(C∞∩Br))= 1
2
∥(w − u)(0, ⋅)∥2L2(C∞∩Br) ≥ 0.
We combine this formula and equation (3.8) to obtain
∥∇(w − u)∥2L2(Ir×(C∞∩Br)) ≤ 1λ∣Ir × (C∞ ∩Br)∣ ∫Ir ∫C∞∩Br ((∂t −∇ ⋅ a∇) (w − u)) (w − u)≤ 1
λ
∥w − u∥L2(Ir;H1(C∞∩Br)) ∥(∂t −∇ ⋅ a∇)w∥L2(Ir;H−1(C∞∩Br)) .
This shows that
1
r
∥w − u∥L2(C∞∩Br) ≤ C ∥(∂t −∇ ⋅ a∇)w∥L2(Ir;H−1(C∞∩Br)) .
Step 3: Control over ∥(∂t −∇ ⋅ a∇)w∥L2(Ir;H−1(C∞∩Br)). In this step, we adopt the finite difference
notation and recall the identity (∂t − ∇ ⋅ a∇)w = (∂t + D∗ ⋅ aD)w. To estimate the H−1-norm of(∂t −∇ ⋅ a∇)w, the idea is to derive an explicit formula for this quantity by using the definition of w
given in (3.22) and to make a centered flux g̃ek = a(Dφek + ek) − 12 σ¯2ek appear. We first calculate
∂tw and Dw and obtain the formulas
{ ∂tw = ∂tu¯ +∑dk=1 ∂t(ΥDek u¯)χek ,Dw = (1 −Υ)Du¯ +∑dk=1(ΥDek u¯)(ek +Dχek) +∑dk=1D(ΥDek u¯)χek .
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We combine the two equations to calculate (∂t +D∗ ⋅ aD)w,
(∂t +D∗ ⋅ aD)w = ∂tu¯ + d∑
k=1∂t(ΥDek u¯)χek +D∗ ⋅ ((1 −Υ)aDu¯)
+ d∑
k=1D∗ ⋅ ((ΥDek u¯)a(ek +Dχek)) +
d∑
k=1D∗ ⋅ (aD(ΥDek u¯)χek) .
(3.23)
Then, we use equation (3.9) which reads ∂tu¯ = 12 σ¯2∆u¯ to replace the term ∂tu¯ in the equation above.
Notice that here 12 σ¯
2∆u¯ refers to the continuous Laplacian, but using the regularity properties on the
function u¯ stated in (3.16), we can replace this term by the discrete Laplacian −12 σ¯2D∗ ⋅Du¯ by paying
only a small error. The advantage of this operation is that we can use the two terms −12 σ¯2D∗ ⋅ (ΥDu¯)
and ∑dk=1D∗ ⋅ ((ΥDek u¯)a(ek +Dχek)) to make the flux appear: we have
d∑
k=1D∗ ⋅ ((ΥDek u¯)a(ek +Dχek)) − 12 σ¯2D∗ ⋅ (ΥDu¯) =
d∑
k=1D∗ ⋅ ((ΥDek u¯) (a(ek +Dχek) − 12 σ¯2ek))
= d∑
k=1D∗(ΥDek u¯) ⋅ g̃∗ek ,(3.24)
where g̃∗ek is a translated version of the flux g̃ek defined by the formula, for each x ∈ C∞,
g̃∗ek(x) ∶=
⎛⎜⎜⎜⎜⎝
T−e1 [a (Dχek + ek) − 12 σ¯2ek]1⋮
T−ed [a (Dχek + ek) − 12 σ¯2ek]d
⎞⎟⎟⎟⎟⎠ ,
where we recall the notation [a (Dχek + ek) − 12 σ¯2ek]i introduced in Section 1.6.1 for the ith-component
of the vector a (Dχek + ek) − 12 σ¯2ek. In Appendix B, it is proved that the translated flux g̃∗ek has
similar properties as the centered flux g̃ek . In particular, it is proved in Remark B.3 that for every
radius r ≥Mcorr, 1
2
(0),
∥g̃∗ek∥H−1(C∞∩Br) ≤ Cr 12 .
Combining the identities (3.23) and (3.24), one obtains
(∂t −D∗ ⋅ aD)w = 1
2
(∇ ⋅ σ¯2(Υ∇u¯) − (−D∗ ⋅ σ¯2(ΥDu¯)))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(3.25)-a
+ d∑
k=1∂t(ΥDek u¯)χek´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(3.25)-b
+D∗ ⋅ ((1 −Υ)aDu¯)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(3.25)-c1
+ 1
2
(∇ ⋅ (σ¯2(1 −Υ)∇u¯)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(3.25)-c2
+ d∑
k=1D∗(ΥDek u¯) ⋅ g̃∗ek´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(3.25)-d
+ d∑
k=1D∗ ⋅ (aD(ΥDek u¯)χek)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(3.25)-e
.
(3.25)
There remains to use triangle inequality and estimate the L2(Ir;H−1(C∞ ∩Br))-norm of each term.
The following estimates will be used several times: given two functions A ∶ Ir × (C∞ ∩Br)→ R and
GREEN’S FUNCTIONS ON PERCOLATION CLUSTERS 31
B ∶ Ir × (C∞ ∩Br)→ R, one has
∥AB∥L2(Ir;H−1(C∞∩Br)) = sup∥v∥L2(Ir ;H1(C∞∩Br))≤1 1∣Ir × (C∞ ∩Br)∣ ∫Ir×(C∞∩Br)ABv≤ ∥A∥L2(Ir;H−1(C∞∩Br)) sup∥v∥L2(Ir ;H1(C∞∩Br))≤1 ∥Bv∥L2(Ir;H1(C∞∩Br))≤ ∥A∥L2(Ir;H−1(C∞∩Br)) (∥B∥L∞(Ir×(C∞∩Br)) + r ∥∇B∥L∞(Ir×(C∞∩Br))) .
(3.26)
From the definition of the L2(Ir;H−1(C∞ ∩Br))-norm, one also has the estimate
(3.27) ∥A∥L2(Ir;H−1(C∞∩Br)) ≤ r ∥A∥L2(Ir×(C∞∩Br)) ≤ r ∥A∥L∞(Ir×(C∞∩Br)) .
The term (3.25)-a is a difference between a discrete derivative and a continuous derivative; it can be
estimated in terms of the third derivative of the function u¯. Using the estimates (3.16) and (3.27)
shows
∥(3.25)-a∥L2(Ir;H−1(C∞∩Br)) ≤ r ∥∇2(Υ∇u¯)∥L∞(Ir×Br)
≤ Cr−1 ( r
r′)3+
d
2 ∥∇f∥L2+δ(Ir×(C∞∩Br)) .(3.28)
A similar strategy can be used to estimate the term (3.25)-b
∥(3.25)-b∥L2(Ir;H−1(C∞∩Br)) ≤ (r ∥∂t∇(Υ∇u¯)∥L∞(Ir×Br) + ∥∂t(Υ∇u¯)∥L∞(Ir×Br)) d∑
k=1 ∥χek∥H−1(C∞∩Br)
≤ C r(r′)3 ( rr′)
2+d
2 ∥∇f∥L2+δ(Ir×(C∞∩Br)) d∑
k=1 ∥χek∥L2(C∞∩Br)(3.29)
≤ Cr− 32 ( r
r′)4+
d
2 ∥∇f∥L2+δ(Ir×(C∞∩Br)) ,
where we use the assumption r ≥Mhom,δ(0) ≥Mcorr, 1
2
(0) to obtain the sublinearity of the corrector
and the regularity estimate (3.16) to go from the second line to the third line.
To estimate the term (3.25)-c1, we note that the function (1−Υ) is equal to 0 outside a mesoscopic
boundary layer of size r′ of the ball Br. We thus apply the Meyers estimate (3.19), with the exponent
δ′ = min (δ0, 12δ), and the Ho¨lder inequality. This shows∥(3.25)-c1∥L2(Ir;H−1(C∞∩Br)) ≤ ∥(1 −Υ)aDu¯∥L2(Ir×(C∞∩Br))≤ ∥1 −Υ∥
L
4+2δ′
δ′ (Ir×Br) ∥∇u¯∥L2+δ′(Ir×Br)
≤ C (r′
r
) δ′4+2δ′ ∥∇f∥L2+δ(Ir×(C∞∩Br)) .
(3.30)
where we used the Ho¨lder inequality to go from the first line to the second line and the Meyers
estimate to go from the second line to the third line.
We want to apply a similar technique to treat the term (3.25)-c2 since it is also a boundary layer
term. However, we should notice that here the derivative ∇ is the continuous gradient defined on Rd
and there is no conductance a, thus we cannot apply a discrete integration by part on the cluster.
We will focus on this term later in Step 4.
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To estimate the term (3.25)-d, we apply the inequality (3.26), the regularity estimate (3.16), and
we use the assumption r ≥Mhom,δ(0) ≥Mflux, 1
2
(0). We obtain
∥(3.25)-d∥L2(Ir;H−1(C∞∩Br)) ≤ (∥∇(Υ∇u¯)∥L∞(Ir×Br) + r ∥∇2(Υ∇u¯)∥L∞(Ir×Br)) d∑
k=1 ∥g̃∗ek∥H−1(C∞∩Br)
≤ Cr− 12 ( r
r′)3+
d
2 ∥∇f∥L2+δ(Ir×(C∞∩Br)) .(3.31)
The term (3.25)-e can be estimated thanks to an integration by part and the regularity estimate (3.16).
This yields
∥(3.25)-e∥L2(Ir;H−1(C∞∩Br)) ≤ ∥∇(Υ∇u¯)∥L∞(Ir×Br) d∑
k=1 ∥χek∥L2(Ir×(C∞∩Br))
≤ Cr− 12 ( r
r′)2+
d
2 ∥∇f∥L2+δ(Ir×(C∞∩Br)) .
(3.32)
Step 4: Control over the term ∥∇ ⋅ (σ¯2(1 −Υ)∇u¯)∥
L2(Ir;H−1(C∞∩Br)). As was already mentioned,
we cannot use a discrete integration by parts to estimate the L2(Ir;H−1(C∞ ∩Br))-norm of this
term. The strategy relies on the interior regularity estimate (3.13) which requires careful treatments
since it is close to the boundary. We apply the Whitney decomposition on the ball Br stated below
with a minor adaptation to triadic cubes.
Lemma 3.8 (Whitney decomposition). There exits a family of closed triadic cubes {Qj}j≥0 such
that
(i) Br = ⋃jQj and the cubes Qj have disjoint interiors;
(ii)
√
d size(Qj) ≤ dist(Qj , ∂Br) ≤ 4√d size(Qj);
(iii) Two neighboring cubes Qj and Qk have comparable sizes in the sense that
1
3
≤ size(Qk)
size(Qj) ≤ 3;
(iv) Each cube Qj has at most C(d) neighbors.
We skip the construction of this partition, refer to [81, Theorem 3] or [60, Appendix J] for the proof
and to Figure 5 for an illustration. With the help of this decomposition, we can estimate the norm∥∇ ⋅ (σ¯2(1 −Υ)∇u¯)∥
L2(Ir;H−1(C∞∩Br)). We first relabel the cubes of the decomposition according to
their size; we write
{Qj}i≥1 ∶= ∞⋃
n=0
Mn⋃
k=1{Qn,k}, 3−(n+1)r ≤ size(Qn,k) < 3−nr.
where Mn is the number of the cubes whose size belongs to the interval [3−(n+1)r,3−nr). Then, we
decompose the set supp(1 −Υ) into two parts (see Figure 5)
supp(1 −Υ) = Π1 ⊔Π2,
Π1 ∶= {(t, x) ∈ Ir ×Br ∶ dist(x, ∂Br) ≤ 2r′,−r2 + 2(r′)2 ≤ t ≤ 0} ,
Π2 ∶= {(t, x) ∈ Ir ×Br ∶ −r2 ≤ t ≤ −r2 + 2(r′)2} .
We estimate the weak norm thanks to its definition: we let ϕ be a function from Ir × (C∞ ∩Br) to R
which satisfies ∥ϕ∥L2(Ir;H1(C∞∩Br)) ≤ 1 and is equal to 0 on the boundary Ir × ∂a (C∞ ∩Br). We split
the integral
∫
Ir
∫
C∞∩Br ∇ ⋅ (σ¯2(1 −Υ)∇u¯)ϕ = ∫(Ir×Zd)∩Π1 ∇ ⋅ (σ¯2(1 −Υ)∇u¯)ϕ + ∫(Ir×Zd)∩Π2 ∇ ⋅ (σ¯2(1 −Υ)∇u¯)ϕ,
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Figure 5. The figure on the left illustrates the partition of the cylinder Ir ×Br, where the domain in
blue stands for the set Π1, the one in green for the set Π2 and the one in red for {(t, x) ∶ Υ(t, x) = 1}.
The figure on the right illustrates a Whitney decomposition in the ball Br, where we use dyadic cubes
to improve the readability.
and treat the two terms separately.
Step 4.1: Control of the weak norm over Π1. For the term involving the set Π1, we use the Whitney
decomposition to integrate on every cube of the partition. We first introduce the time intervals,
for m,n ∈ N, I1,m ∶= −m + (−1,0] and nI1,m ∶= −m + (−n,0], and partition the boundary layer Π1
according to the formula
Π1 = ⌊r2−(r′)2⌋⋃
m=0
∞⋃
n=0
Mn⋃
k=1 (I1,m ×Qn,k) ∩Π1.
We remark that we can restrict our attention to the cubes whose sizes is between 1 and r′ thanks to
the properties of the Whitney decomposition. Indeed, the cubes of size larger than r′ remain outside
the boundary layer Π1, since the distance of a cube to the boundary is comparable to its size. On the
other hand, the cubes of size smaller than 1 will not contain a point in the lattice int(Cv(Zd ∩Br)),
as these cubes are too close to the boundary, and the definition (3.7) implies that all the points of
the lattice in the interior int(Cv(Zd ∩Br)) are at distance at least 1√2 from the boundary. We thus
have the following partition, if we denote by n0 and n1 the integers such that 3
−(n0+1)r ≤ r′ < 3−n0r,
and 3−(n1+1)r ≤ 1 < 3−n1r,
Π1 = ⌊r2−(r′)2⌋⋃
m=0
n1⋃
n=n0
Mn⋃
k=1 (I1,m ×Qn,k) ∩Π1.
Using this partition, we can split the integral
(3.33) ∫(Ir×C∞)∩Π1 ∇ ⋅ (σ¯2(1 −Υ)∇u¯)ϕ = ⌊r
2−(r′)2⌋∑
m=0
n1∑
n=n0
Mn∑
k=1∫(Ir×C∞)∩(I1,m×Qn,k)∇ ⋅ (σ¯2(1 −Υ)∇u¯)ϕ.
We fix a cylinder I1,m ×Qn,k, apply the Cauchy-Schwarz inequality and use the interior regularity
estimate (3.13) of the function u¯ in the cylinder I1,m ×Qn,k with the property that the distance
dist(Qn,k, ∂Br) is larger than √d size(Qn,k) and the inclusion 2Qn,k ⊆ Br. We obtain
∣∫(Ir×C∞)∩(I1,m×Qn,k)∇ ⋅ (σ¯2(1 −Υ)∇u¯)ϕ∣ ≤ ∥∇ ⋅ (σ¯2(1 −Υ)∇u¯)∥L2(I1,m×Qn,k) ∥ϕ∥L2(I1,m×(C∞∩Qn,k)≤ C(3−nr)−1 ∥∇u¯∥L2(2I1,m×2Qn,k) ∥ϕ∥L2(I1,m×(C∞∩Qn,k) .
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We sum over all the cubes {Qn,k}1≤k≤Mn and apply the Cauchy-Schwarz inequality
Mn∑
k=1 ∣∫(Ir×C∞)∩(I1,m×Qn,k)∇ ⋅ (σ¯2(1 −Υ)∇u¯)ϕ∣
≤ Mn∑
k=1C(3−nr)−1 ∥∇u¯∥L2(2I1,m×2Qn,k) ∥ϕ∥L2(I1,m×(C∞∩Qn,k)
≤ C(3−nr)−1 (Mn∑
k=1 ∥∇u¯∥2L2(2I1,m×2Qn,k))
1
2 ∥ϕ∥
L2(I1,m×(C∞∩(⊔Mnk=1Qn,k))) .
We then use the following three ingredients:● Given a discrete set A ⊆ Zd, the L2-norm of coarsened function [ϕ]P over A is larger than
the one of the function ϕ over the set C∞ ∩A;● We have the inclusion ⊔Mnk=1Qn,k ⊆ {x ∈ Br ∶ dist(x, ∂Br) ≤ 5 × 3−n√dr};● We choose the vertex z(⋅) (defined in (2.5)) to be a point on the boundary ∂Br for the cubes
of the partition intersecting ∂Br. With this convention, the coarsened function [ϕ]P is equal
to zero on ∂Br, so we can apply the Poincare´ inequality for [ϕ]P in the boundary layer{x ∈ Br ∶ dist(x, ∂Br) ≤ 5 × 3−n√dr}.
We obtain the estimate(3−nr)−1 ∥ϕ∥
L2(I1,m×(C∞∩(⊔Mnk=1Qn,k))) ≤ C(3−nr)−1 ∥[ϕ]P1{x∈Br ∶dist(x,∂Br)≤5×3−n√dr}∥L2(I1,m×(Zd∩Br))≤ C ∥∇[ϕ]P1{x∈Br ∶dist(x,∂Br)≤5×3−n√dr}∥L2(I1,m×(Zd∩Br))≤ C ∥∇[ϕ]P∥L2(I1,m×(Zd∩Br)) .
We put these estimates back into (3.33) and apply once again the Cauchy-Schwarz inequality. We
notice that summing over the integers between n0 and n1 gives an additional error term of order
log
1
2 (1 + r),
∣∫(Ir×C∞)∩Π1 ∇ ⋅ (σ¯2(1 −Υ)∇u¯)ϕ∣
≤C ⌊r2−(r′)2⌋∑
m=0
n1∑
n=n0 (
Mn∑
k=1 ∥∇u¯∥2L2(2I1,m×2Qn,k))
1
2 ∥∇[ϕ]P∥L2(I1,m×(Zd∩Br))
≤C log 12 (1 + r)⎛⎝⌊r
2−(r′)2⌋∑
m=0
n1∑
n=n0
Mn∑
k=1 ∥∇u¯∥2L2(2I1,m×2Qn,k)⎞⎠
1
2 ∥∇[ϕ]P∥L2(Ir×(Zd∩Br)) .
(3.34)
We then estimate the norm ∥∇[ϕ]P∥L2(Ir×(Zd∩Br)) thanks to the inequalities (2.7), (2.4), and the
assumption r >Mq(P). We obtain
1∣Ir × (C∞ ∩Br)∣ 12 ∥∇[ϕ]P∥L2(Ir×(Zd∩Br)) ≤ Cr 2d−12q ∥∇ϕ∥L2(Ir×(C∞∩Br)) ≤ Cr 2d−12q .
Moreover, by the properties of the Whitney covering, the sum∑⌊r2−(r′)2⌋i=0 ∑n1n=n0∑Mnk=1 ∥∇u¯∥2L2(2I1,m×2Qn,k)
can be estimated by the L2-norm of the function ∇u¯ in a boundary layer of size 6r′ of the parabolic
cylinder Ir ×Cv(Zd ∩Br) (since every point in the ball Br belongs to at most C(d) cubes of the form
2Qj). More specifically, we have the estimate
⎛⎝ 1∣Ir × (C∞ ∩Br)∣ ⌊r
2−(r′)2⌋∑
m=0
n1∑
n=n0
Mn∑
k=1 ∥∇u¯∥2L2(2I1,m×2Qn,k)⎞⎠
1
2 ≤ C ∥∇u¯∥L2(Ir×{x∈Br ∶dist(x,∂Br)≤6r′}) .
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We then apply the Ho¨lder’s inequality and the global Meyers estimate (3.21) with the exponent
δ′ = min (δ0, 12δ). We obtain
⎛⎝ 1∣Ir × (C∞ ∩Br)∣ ⌊r
2−(r′)2⌋∑
m=0
n1∑
n=n0
Mn∑
k=1 ∥∇u¯∥2L2(2I1,m×2Qn,k)⎞⎠
1
2 ≤ C ∥∇u¯∥L2(Ir×{x∈Br ∶dist(x,∂Br)≤6r′})
≤ C (r′
r
) δ′4+2δ′ ∥∇f∥L2+δ(Ir×(C∞∩Br)) .
We conclude that
(3.35) ∣ 1∣Ir × (C∞ ∩Br)∣ ∫(Ir×C∞)∩Π1 ∇ ⋅ (σ¯2(1 −Υ)∇u¯)ϕ∣
≤ C log 12 (1 + r)r 2d−12q (r′
r
) δ′4+2δ′ ∥∇f∥L2+δ(Ir×(C∞∩Br)) .
Step 4.2: Control the weak norm over Π2. One can repeat all the arguments above to estimate the
weak norm over the set Π2, but we should pay attention to the decomposition over the time interval
Ir since now the support of Π2 is close to the time boundary (see Figure 5). We define the time
intervals ∀m ∈ N, I2,m ∶= −r2 + (2
3
)m (r′)2 + (−1
3
× (2
3
)m (r′)2,0] ,
so that they satisfy 2I2,m ⊆ Ir. We can then apply the same arguments as in the estimates (3.34)
and (3.35) to obtain the inequality
∣ 1∣Ir × (C∞ ∩Br)∣ ∫(Ir×C∞)∩Π2 ∇ ⋅ (σ¯2(1 −Υ)∇u¯)ϕ∣
≤ C log 12 (1 + r)r 2d−12q ( 1
r2
∫ −r2+2(r′)2−r2 ∥∇u¯(t, ⋅)∥2L2(Cv(Zd∩Br)) dt)
1
2
.
Then, we apply Ho¨lder’s inequality in the time variable and the estimate (3.21) to obtain
( 1
r2
∫ −r2+2(r′)2−r2 ∥∇u¯(t, ⋅)∥2L2(Cv(Zd∩Br)) dt)
1
2 ≤ (r′
r
) 2δ′4+2δ′ ∥∇f∥L2+δ(Ir×(C∞∩Br)) .(3.36)
This gives an estimate for the weak norm of the map ∇ ⋅ (σ¯2(1 −Υ)∇u¯) over the set Π2. Finally, we
combine the estimates (3.35) and (3.36) to conclude that
(3.37) ∥∇ ⋅ (σ¯2(1 −Υ)∇u¯)∥
L2(Ir;H−1(C∞∩Br)) ≤ C log 12 (1 + r)r 2d−12q (r′r )
δ′
4+2δ′ ∥∇f∥L2+δ(Ir×(C∞∩Br)) .
Step 5: Choice of the parameters q, β and conclusion. We conclude the proof by combing the
estimates (3.28), (3.29), (3.30), (3.31), (3.32), (3.37) and by choosing r′ = r1−β for some small
exponent β ∈ (0,1/2] to obtain
(3.38)
1
r
∥u − u¯∥L2(Ir×(C∞∩Br)) ≤ CE(r, β, q) ∥∇f∥L2+δ(Ir×(C∞∩Br)) ,
where the quantity E(r, β, q) is defined by the formula
(3.39) E(r, β, q) ∶= r− 12+β(3+ d2 ) + log 12 (1 + r)r 2d−12q − βδ′4+2δ′ ,
where we recall that δ′ = min (δ0, 12δ) and that δ0 is the exponent given by the Meyers estimate stated
in (3.19).
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It remains to select a value for the exponents β and q. We first choose the value of the exponent
β and set β ∶= 112+2d so that the first term in the right side of (3.39) is equal to r− 14 . Then we set
q ∶= (12+2d)(2d−1)(4+2δ′)δ′ so that 2d−12q = βδ′2(4+2δ′) . With this choice, the second term in the right side
of (3.39) is equal to log
1
2 (1 + r)r− βδ′8+4δ′ .
We obtain that Theorem 5 holds with the exponent α ∶= δ′(12+2d)(16+8δ′) > 0. The proof is complete.

3.2.2. Large-scale C0,1-regularity estimate. The objective of this section is to prove the following
C0,1-large-scale regularity estimate for a-caloric functions on the infinite cluster.
Proposition 3.9. There exist a constant C ∶= C(d, λ,p) < ∞, an exponent s ∶= s(d, λ,p) > 0 such
that for each point y ∈ Zd, there exists a non-negative random variable MC0,1−reg(y) satisfying
(3.40) MC0,1−reg(y) ≤ Os(C)
such that, for every r ≥MC0,1−reg(y), and every weak solution u ∈ H1par(IR × (C∞ ∩BR(y))) of the
equation
∂tu −∇ ⋅ (a∇u) = 0 in IR × (C∞ ∩BR(y)),
one has the estimate, for every radius r ∈ [MC0,1−reg(y),R],
(3.41) sup
t∈Ir ∥∇u (t, ⋅)∥L2(C∞∩Br(y)) ≤ CR ∥[u]P − ([u]P)IR×BR(y)∥L2(IR×BR(y)) .
Remark 3.10. The right side of the estimate involves the coarsened function [u]P and we do not
try to remove the coarsening to obtain a result of the form
(3.42) sup
t∈Ir ∥∇u (t, ⋅)∥L2(C∞∩Br(y)) ≤ CR ∥u − (u)IR×(C∞∩BR(y))∥L2(IR×(C∞∩BR(y))) ,
even though such a result would be more natural and should be provable. There are two reasons
motivating this choice. First, the estimate (3.41) involving the coarsening is simpler to prove than
the inequality (3.42) and this choice reduces the amount of technicalities in the proof. Second, the
objective of this section is to prove the Lipschitz regularity on the heat-kernel stated in Theorem 3
and the estimate (3.41) is sufficient in this regard.
This proposition proves that there exists a large random scale above which one has a good control
on the gradient of a-caloric functions. Such result belongs to the theory of large-scale regularity which
is an important aspect of stochastic homogenization. The result presented above is a percolation
version of a known result in the uniformly elliptic setting (see [15, Theorem 8.7]) and can be considered
a first step toward the establishment of a general large-scale regularity theory for the parabolic
problem on the infinite percolation cluster.
We do not establish such a general theory here but we believe that it should follow from similar
arguments: in the elliptic setting a general large-scale regularity theory was established in [12] and
the generalization to the parabolic setting should be achievable. The reason justifying this choice is
that our objective is to prove an estimate on the gradient of the Green’s function (Theorem 3) and
we do not need the full strength of the large-scale regularity theory to prove this result.
The main idea of the proof is that, thanks to Theorem 5, an a-caloric function is well-approximated
by a σ¯2-caloric function. It is then possible to transfer the regularity known for σ¯2-caloric functions
to a-caloric functions following the classical ideas of the regularity theory. Such result can only
hold when the a-caloric function is well-approximated by a σ¯2-caloric function which, according to
Theorem 5, only holds on large scales.
This strategy has been carried out in [15] and is summarized in the following lemma, for which we
refer to [15, Lemma 8.9].
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Lemma 3.11 (Lemma 8.9 of [15]). Fix an exponent β ∈ (0,1], k ≥ 1 and X ≥ 1. Let R ≥ 4X and
v ∈ L2 (IR ×BR) have the property that, for every r ∈ [X, 14R], there exists a function w ∈H1par(Ir×Br)
which is a weak solution of
(3.43) ∂tw − σ¯2
2
∆w = 0 in Ir ×Br,
satisfying ∥v −w∥L2(Ir/2×Br/2) ≤Kr−β ∥v − (v)I4r×B4r∥L2(I4r×B4r) .
Then there exists a constant C ∶= C(β,K, d, λ) <∞ such that for every radius r ∈ [X,R],
1
r
∥v − (v)Ir×Br∥L2(Ir×Br) ≤ CR ∥v − (v)IR×BR∥L2(IR×BR) .
To prove Proposition 3.9, we apply the previous lemma and combine it with Theorem 5. One has
to face the following difficulty: we want to apply the previous result in the setting of percolation
where the functions are only defined on the infinite cluster and not on Rd as in the statement of
Lemma 3.11.
To overcome this issue, the idea is to use the partition P to extend the function u, using the
definition of the coarsened map [u]P stated in (2.5). The strategy of the proof is then the following:
(i) Proving that the function [u]P is a good approximation of the function u. In particular we
wish to prove that if the map u is well-approximated by a σ¯2-caloric function, then the map[u]P is also well-approximated by a σ¯2-caloric function.
(ii) Apply Lemma 3.11 to the function [u]P to obtain a large-scale C0,1-regularity estimate for
this map.
(iii) Transfer the result from the function [u]P to the function u.
The details are carried out in the following proof.
Proof. Using the translation invariance of the model, we can assume without loss of generality that
y = 0. We also let δ0 be the exponent which appears in the Meyers estimate stated in Proposition 2.11
and consider the minimal scale MMeyers(0) given by Proposition 2.11. We consider the minimal scaleMhom,δ0(0) given by Theorem 5 and we let α be the exponent which appears in the estimate (3.11).
We set q ∶= max ( dα ,4d) and let Mq(P) be a minimal scale provided by Proposition 2.5. In particular,
one has, for each radius r ≥Mq(P),
(3.44) r−d ∑
x∈Zd∩Br size (◻P(x))q ≤ C and supx∈Zd∩Br size (◻P(x)) ≤ r 1q .
The reasons justifying the choice of the exponents q will be become clear later in the proofs. By
Proposition 2.5, one knows that the minimal scale Mq(P) satisfies the stochastic integrability
estimate Mq(P) ≤ Os (C) .
We then let MC0,1−reg(0) be the minimal scale defined by the formulaMC0,1−reg(0) ∶= max (Mq(P),MMeyers(0),Mhom,δ0(0)) .
In the rest of the proof, we assume that the radii r and R are always larger than this minimal scale.
We also note that, under the assumption r ≥MC0,1−reg(0), we can compare the volume of the ball Br
and the cardinality of C∞ ∩Br, and we have the estimate
crd ≤ ∣C∞ ∩Br ∣ ≤ Crd.
This is a consequence of the assumption MC0,1−reg(0) ≥Mhom,δ0(0) and the estimate (3.12).
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We apply Theorem 5 to the function u on the parabolic cylinder Ir × (C∞ ∩ Br), with the
boundary condition f = u and with the exponent δ0; this proves that there exists a function
u¯ ∈H1par(Ir ×Cv(Zd ∩Br)), which is a solution of the equation (3.43), such that
(3.45)
1
r
∥u − u¯∥L2(Ir×(C∞∩Br)) ≤ Cr−α ∥∇u∥L2+δ0(Ir×(C∞∩Br)) .
We split the proof into 4 steps. In the first two steps, we prove that we can apply Lemma 3.11
with the coarsened function [u]P , we then post-process the result in Steps 3 and 4 and deduce
Proposition 3.9.
Step 1. In this step, we post-process the result of Theorem 5: in the statement of the estimate (3.45),
the right-hand side is expressed with an L2+δ0-norm, for some small strictly positive exponent δ0.
The goal of this step is to remove this additional assumption. To this end, we use the assumption
r ≥MC0,1−reg(0) ≥MMeyers(0), which implies∥∇u∥L2+δ0(Ir×(C∞∩Br)) ≤ C ∥∇u∥L2(I2r×(C∞∩B2r)) .
We then apply the parabolic Caccioppoli inequality, which is stated in Proposition 2.9, and reads
∥∇u∥L2(I2r×(C∞∩B2r)) ≤ Cr ∥u − (u)I4r×(C∞∩B4r)∥L2(I4r×(C∞∩B4r)) .
Combining the two previous displays with the inequality (3.45) shows
(3.46) ∥u − u¯∥L2(Ir×(C∞∩Br)) ≤ Cr−α ∥u − (u)I4r×(C∞∩B4r)∥L2(I4r×(C∞∩B4r)) ,
and Step 1 is complete.
Step 2. The goal of this step is to prove that the L2-norm of the difference [u]P − u¯ on the
continuous parabolic cylinder Ir/2 ×Br/2 is small: we prove that there exists an exponent β > 0 such
that ∥[u]P − u¯∥L2(Ir/2×Br/2) ≤ Cr−β ∥[u]P − ([u]P)I4r×B4r∥L2(I4r×B4r) .
The proof of this inequality relies on the estimate (3.46), which establishes that u¯ is a good
approximation of u on the infinite cluster, together with the following parabolic regularity result:
since u¯ is σ¯2-caloric on the parabolic cylinder Ir ×Br, one has the estimate
(3.47) ∥∇u¯∥L∞(Ir/2×Br/2) ≤ Cr−1 ∥u¯ − (u¯)Ir×Cv(Zd∩Br)∥L2(Ir×Cv(Zd∩Br)) .
We then consider consider a (continuous) triadic cube ◻ of the partition P such that ◻ ∩Br/2 ≠ ∅.
By definition of the coarsening stated in (2.6), one sees that, for each time t ∈ Ir/2,∥[u]P (t, ⋅) − u¯(t, ⋅)∥L∞(◻) ≤ ∥[u]P (t, ⋅) − [u¯]P (t, ⋅)∥L∞(◻) + ∥[u¯]P (t, ⋅) − u¯(t, ⋅)∥L∞(C∞∩◻)= ∥[u − u¯]P (t, ⋅)∥L∞(◻) + ∥[u¯]P (t, ⋅) − u¯(t, ⋅)∥L∞(C∞∩◻) .
We then note that, by definition of the coarsening stated in (2.6), the L∞-norm of the function[u − u¯]P is smaller than the L∞-norm of the function u − u¯. Combining this observation with the
estimate (2.8), we obtain∥[u]P (t, ⋅) − u¯(t, ⋅)∥L∞(◻) ≤ ∥u(t, ⋅) − u¯(t, ⋅)∥L∞(C∞∩◻) + size (◻) ∥∇u¯(t, ⋅)∥L∞(◻ˆ) ,
where the set ◻ˆ stands for the union of the cube ◻ and all its neighbors in the partition P. We use
the L∞ −L2 estimate, valid in the discrete setting,∥u(t, ⋅) − u¯(t, ⋅)∥L∞(C∞∩◻) ≤ ∥u(t, ⋅) − u¯(t, ⋅)∥L2(C∞∩◻) ,
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together with the regularity estimate (3.47) and the estimate (3.44) on the sizes of the cubes of the
partition P to deduce
∥[u]P − u¯∥L2(Ir/2×◻) ≤ size (◻)d/2 ∥u − u¯∥L2(Ir/2×(C∞∩◻))+C size (◻)1+d/2 r−1 ∥u¯ − (u¯)Ir×Cv(Zd∩Br)∥L2(Ir×Cv(Zd∩Br)) .
We then use the bounds (3.44) to estimate the size of the cube ◻ and sum over all the cubes of the
partition P which intersect the ball Br/2, and use the estimate 1 + d2 ≤ d,∥[u]P − u¯∥L2(Ir/2×Br/2) ≤ Cr α2 ∥u − u¯∥L2(Ir×(C∞∩Br)) +Cr−1+α ∥u¯ − (u¯)Ir×Cv(Zd∩Br)∥L2(Ir×Cv(Zd∩Br)) .
An estimate on the first term on the right side is provided by the estimate (3.46). For the second term
on the right-hand side, we apply the Poincare´ inequality ([11, Corollary 3.4]), use the estimate (3.21)
for f = u, and apply Proposition 2.9 (the parabolic Caccioppoli inequality) and Proposition 2.11 (the
interior Meyers estimate)
∥u¯ − (u¯)Ir×Cv(Zd∩Br)∥L2(Ir×Cv(Zd∩Br)) ≤ r ∥∇u¯∥L2(Ir×Cv(Zd∩Br)) ≤ r ∥∇u∥L2+δ(Ir×(C∞∩Br))≤ Cr ∥∇u∥L2(I2r×(C∞∩B2r)) ≤ C ∥u − (u)I4r×(C∞∩B4r)∥L2(I4r×(C∞∩B4r)) .
Thus, we combine the two estimates and obtain
(3.48) ∥[u]P − u¯∥L2(Ir/2×Br/2) ≤ r α2 r−α ∥u − (u)I4r×(C∞∩B4r)∥L2(I4r×(C∞∩B4r))+Cr−1+α ∥u − (u)I4r×(C∞∩B4r)∥L2(I4r×(C∞∩B4r)) .
We then set the value β ∶= α2 . Since, by the identity (3.39), the value of the exponent α is smaller
than 12 , we have the inequality 1 − α ≥ α2 . This implies∥[u]P − u¯∥L2(Ir/2×Br/2) ≤ Cr−β ∥u − (u)I4r×(C∞∩B4r)∥L2(I4r×(C∞∩B4r)) .
By definition of the coarsened function [u]P , we also have∥u − (u)I4r×(C∞∩B4r)∥L2(I4r×(C∞∩B4r)) ≤ ∥u − ([u]P)I4r×B4r∥L2(I4r×(C∞∩B4r))≤ C ∥[u]P − ([u]P)I4r×B4r∥L2(I4r×B4r) .(3.49)
The proof of Step 2 is complete.
Step 3. In the two previous steps, we proved that the coarsened function [u]P satisfies the
assumption of Lemma 3.11, with the choice X =MC0,1−reg(0). We consequently apply the lemma
and obtain that there exists a constant C ∶= C (d,p, λ) < ∞ such that, for every pair of radii r,R
satisfying R ≥ r ≥MC0,1−reg(0),
(3.50)
1
r
∥[u]P − ([u]P)Ir×Br∥L2(Ir×Br) ≤ CR ∥[u]P − ([u]P)IR×BR∥L2(IR×BR) .
Then, we apply once again the estimate (3.49) for the left-hand side of (3.50) in Ir × (C∞ ∩Br) and
we obtain
(3.51)
1
r
∥u − (u)Ir×(C∞∩Br)∥L2(Ir×(C∞∩Br)) ≤ CR ∥[u]P − ([u]P)IR×BR∥L2(IR×BR) .
Step 4. In this final step, we upgrade the large-scale C0,1-regularity estimate into the estimate (3.41).
The strategy is to use an L∞t L2x regularity estimate which is valid for the a-caloric functions since
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the environment a is assumed to be time independent. This result is stated in Lemma 2.10 and we
apply it to the function u to obtain, for each r ≥ 1,
sup
t∈Ir/2 ∥∇u (t, ⋅)∥L2(C∞∩Br/2) ≤ Cr ∥u − (u)Ir×(C∞∩Br)∥L2(Ir×(C∞∩Br)) .
Combining this result with (3.51) completes the proof of Proposition 3.9 with the radius r2 instead of
r; this is a minor difference which can be fixed by standard arguments. 
3.2.3. Decay of the gradient of the heat kernel. The objective of this section is to post-process the
regularity theory established in Proposition 3.9 and to apply it to the heat kernel. Together with
Theorem 4, we deduce Theorem 3.
Proof of Theorem 3. We fix a time t ∈ (0,∞), two points x, y ∈ Zd and work on the event {y ∈ C∞}.
We let MC0,1−reg(x) be the minimal scale provided by Proposition 3.9 and, for z ∈ Zd, we let TNA(z)
be the minimal time provided by Theorem 4. We first define the minimal time T ′NA(x) by the formula
(3.52) T ′NA(x) ∶= sup{t ∈ [1,∞) ∶ ∃z ∈ Bt(x) such that TNA(z) ≥ t} ,
so that for every time t larger than this minimal time, every point z ∈ C∞ ∩Bt(x), and every point
z′ ∈ C∞, one has the estimate
p(t, z, z′) ≤ ΦC (t, z − z′) .
By using the symmetry of the heat kernel, we also have, for each time t ≥ T ′NA(x), for each point
z ∈ C∞ ∩Bt(x), and each point z′ ∈ C∞,
(3.53) p(t, z′, z) ≤ ΦC (t, z − z′) .
Additionally, we claim that this minimal time satisfies the stochastic integrability estimate
(3.54) T ′NA(x) ≤ Os (C) .
The proof of the estimate (3.54) relies on an application of Lemma 1.6 by choosing
Xn ∶= sup
z∈Zd∩B3n(x)3
−nTNA(z),
and we refer to the computation (2.12) for the details of the argument. We then define the minimal
scale
(3.55) Mreg(x) ∶= max(MC0,1−reg(x),√T ′NA(x)) .
Using the definition of the Os notation, the stochastic integrability estimates (3.40) and (3.54), one
has, by reducing the size of the exponent s if necessary,Mreg(x) ≤ Os (C) .
In particular the tail of the random variable Mreg(x) satisfies the inequality (1.20). We define, for
τ ∈ [−t,∞) and z ∈ C∞,
u(τ, z) ∶= p(t + 1 + τ, z, y).
We let R ∶= √t2 and note that the function u is solution of the parabolic equation on the cylinder
IR × (C∞ ∩ BR(x)). Applying Proposition 3.9 with the values r,R and using the assumption
R ≥ r ≥Mreg(x), we obtain
(3.56) sup
τ∈Ir ∥∇u (τ, ⋅)∥L2(C∞∩Br(x)) ≤ Ct1/2 ∥[u]P − ([u]P)IR×BR(x)∥L2(IR×BR(x)) .
We then note that the assumption R ≥ Mreg(x) implies t4 ≥ T ′NA(x) and allows to apply the
estimate (3.53) to bound the right side of the previous display. This shows∥[u]P − ([u]P)IR×BR(x)∥L2(IR×BR(x)) ≤ ΦC(t, y − x).
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Combining the previous display with (3.56), considering the specific value τ = −1, and increasing the
value of the constant C shows∥∇p (t, ⋅, y)∥L2(C∞∩Br(x)) ≤ t−1/2ΦC(t, y − x).
The proof of Theorem 3 is complete.

4. Quantitative homogenization of the heat kernel
In this section, we establish the theorem of quantitative homogenization of the parabolic Green’s
function, Theorem 1. From now on, we fix a point y ∈ Zd and only work on the event {y ∈ C∞}. The
proof of this result relies on a two-scale expansion which takes the following form:
(4.1) h(t, x, y) ∶= θ(p)−1 (p¯ (t, x − y) + d∑
k=1Dek p¯(t, x − y)χek(x)) ,
where the correctors χek are normalized around the point y, following the procedure described after
Proposition 2.12.
As is common for two-scale expansions, the proof relies on two important ingredients:● The sublinearity of the corrector, stated in Proposition 2.12;● The sublinearity of the flux stated in Proposition 2.13.
The analysis also requires the estimates on the parabolic Green’s function and its gradient provided
by Theorem 4 and Theorem 3. We now present a sketch of the proof of Theorem 1. The result can
be rewritten by using the ΦC notation: for each exponent δ > 0 and each x ∈ C∞,
(4.2) ∣p(t, x, y) − θ(p)−1p¯(t, x − y)∣ ≤ t− 12+δΦC(t, x − y), √t ≥ Tpar,δ(y).
To prove this result, we first prove a weighted L2-estimate (see (3.3) for the definition of ΨC)
(4.3) ∥(p(t, ⋅, y) − θ(p)−1p¯(t, ⋅ − y)) exp (ΨC(t, ∣ ⋅ −y∣))∥L2(C∞) ≤ Ct− d4− 12+δ,
and deduce the estimate (4.2) thanks to the semigroup property, this is proved in Section 4.3. Proving
the estimate (4.3) is the core of the proof. To this end, we need to introduce a mesoscopic time
1 ≪ τ ≪ t and a number of intermediate functions which are listed below:● The two-scale expansion h defined in (4.1);● The function q ∶= q(⋅, ⋅, τ, y) introduced in (4.4);● The function v ∶= v(⋅, ⋅, τ, y) introduced in (4.18);● The function w defined by the formula w ∶= h − v − q.
The idea is to use these functions to split the difference
p(t, x, y) − θ(p)−1p¯(t, x − y) = (p(t, x, y) − q(t, x, τ, y)) − v(t, x, τ, y)−w(t, x, τ, y) + (h(t, x, y) − θ(p)−1p¯(t, x − y))) ,
and then to prove that the L2-norm of each of the terms is smaller than t− d4− 12+δ. More specifically,
we organize the proof as follows:
(i) in Lemma 4.1, we prove that the term corresponding to the difference (p − q) is small;
(ii) in Lemma 4.2, we prove that the term corresponding to the function v is small;
(iii) in Proposition 4.3, we prove that the term corresponding to the function w is small;
(iv) the term (h(t, x, y) − θ(p)−1p¯(t, x − y))) is proved to be small by using the sublinearity of the
corrector, the proof is straightforward and not stated in a specific lemma.
The rest of this section is organized as follows. Section 4.1 is devoted to the proof of Lemmas 4.1
and 4.2. Section 4.2 is devoted to the proof of Proposition 4.3 and is the core of the analysis: we
make use of the regularization Lemmas proved in Section 4.1 as well as the various results recorded in
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the previous sections to perform the two-scale expansion. In Section 4.3, we post-process the results
and prove the quantitative convergence of the heat kernel, Theorem 1.
4.1. Two regularization steps. We now introduce the function q. For a fixed initial time τ > 0
and a vertex y ∈ C∞, we let (t, x)↦ q(t, x, τ, y) be the solution of the parabolic problem
(4.4) { ∂tq −∇ ⋅ (a∇q) = 0 in (τ,∞) ×C∞,
q(τ, ⋅, τ, y) = θ (p)−1 p¯(τ, ⋅ − y) on C∞.
A reason justifying this construction is that the initial condition of the heat kernel p, which is a Dirac
at y, is too singular and one cannot perform the two-scale expansion due to this lack of regularity.
The idea is thus to replace the Dirac by a smoother function, the function p¯(τ, ⋅), and to exploit its
more favorable regularity properties to perform the two-scale expansion (see Section 4.2). For this
strategy to work, one needs to choose the value of the time τ to be both:● Large enough so that so that the function p¯(τ, ⋅) is regular enough: in particular we want
τ ≫ 1;● Small enough so that the function q is a good approximation of the heat kernel p: we want
τ ≪ t.
The choice of τ will be τ ∶= t1−κ, for some small exponent κ whose value is decided at the end of the
proof.
The following lemma states that the function q is a good approximation of the heat kernel p, when
the coefficient τ is chosen such that 1 ≪ τ ≪ t. In the following lemma, given an exponent α > 0, we
use the notation Tdense,α(y) to denote the minimal time introduced in Proposition A.7, above which
the mass of the homogenized heat kernel p¯ is almost equal to the density of the infinite cluster C∞
up to an error of order t− 12+α.
Lemma 4.1. For each exponent α > 0 and each vertex y ∈ Zd, we let Tapprox,α(y) be the minimal
time defined by the formula Tapprox,α(y) ∶= max (Mreg(y)2,Tdense,α(y)) .
This random variable satisfies the stochastic integrability estimateTapprox,α(y) ≤ Os (C) ,
and the following property: there exists a positive constant C ∶= C(d,p, λ,α) <∞ such that, on the
event {y ∈ C∞}, for every pair of times t, τ ∈ (0,∞) such that t ≥ 3τ and τ ≥ Tapprox,α(y), and for
every x ∈ C∞, one has
(4.5) ∣q(t, x, τ, y) − p (t, x, y)∣ ≤ ⎛⎝(τt )
1
2 + τ− 12+α⎞⎠ΦC(t, x − y).
Proof. Before starting the proof, we note that the assumptions of the lemma imply the following
results:● The two inequalities t ≥ 3τ and τ ≥ Tapprox,α(y) imply the estimates t ≥ Tapprox,α(y) and
t − τ ≥ Tapprox,α(y);● By definition, the minimal time Tapprox,α(y) is larger than the minimal times Tdense,α(y),T ′NA(y) and the square of the minimal scales MPoinc(y) and Mreg(y). We can thus apply
the corresponding results in the proof.
Step 1: Set up. We fix a vertex y ∈ Zd and work on the event {y ∈ C∞}. We first record the
following estimate: under the assumption Tdense,α(y), for each radius r ≥ √τ , we can compare the
volume of the ball Br(y) and the cardinality of the set C∞ ∩Br(y), and we have the estimate
crd ≤ ∣C∞ ∩Br(y)∣ ≤ Crd.
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We consider a point x in the infinite cluster C∞ and two times t, τ > 0 such that t ≥ τ ≥ Tapprox,α(y).
By Duhamel’s principle, one has
(4.6) q(t, x, τ, y) − p(t, x, y) = ∫
C∞ (θ(p)−1p¯ (τ, z − y) − p(τ, z, y))p(t − τ, x, z)dz.
Using the inequality τ ≥ Tdense,α(y) and Proposition A.7, we have the inequality∣θ(p)−1∫
C∞ p¯ (τ, z − y) dz − 1∣ ≤ Cτ− 12+α.
Since the mass of the transition kernel p(τ, ⋅, y) on the infinite cluster is equal to 1, we deduce that
∣∫
C∞ (θ(p)−1p¯ (τ, z − y) − p(τ, z, y)) dz∣ ≤ Cτ− 12+α.
We can thus subtract a constant term equal to (p(τ, x, ⋅))C∞∩B√τ (y) in the right side of (4.6) up to a
small cost of order τ− 12+α,∣q(t, x, τ, y) − p(t, x, y)∣
≤ ∣∫
C∞ (θ(p)−1p¯ (τ, z − y) − p(τ, z, y)) (p(t − τ, x, z) − (p(t − τ, x, ⋅))C∞∩B√τ (y)) dz∣+Cτ− 12+α ∣(p(t − τ, x, ⋅))C∞∩B√τ (y)∣ .
Using the inequality t − τ ≥ T ′NA(y) and (3.52), we apply Theorem 4 to obtain
(4.7) ∣q(t, x, τ, y) − p(t, x, y)∣≤ ∫
C∞ ΦC(τ, z − y) ∣p(t − τ, x, z) − (p(t − τ, x, ⋅))C∞∩B√τ (y)∣ dz + τ− 12+αΦC(t, x − y).
We then treat the first term on the right side of (4.7). The strategy is to split the integral into scales:
for each integer n ≥ 1, we let An be the dyadic annulus An ∶= {z ∈ Zd ∶ 2n√τ ≤ ∣z − y∣ < 2n+1√τ} and
compute
∫
C∞ ΦC(τ, z − y) ∣p(t − τ, x, z) − (p(t − τ, x, ⋅))C∞∩B√τ (y)∣ dz(4.8) = ∫
C∞∩B√τ (y) ΦC(τ, z − y) ∣p(t − τ, x, z) − (p(t − τ, x, ⋅))C∞∩B√τ (y)∣ dz+ ∞∑
n=0∫C∞∩An ΦC(τ, z − y) ∣p(t − τ, x, z) − (p(t − τ, x, ⋅))C∞∩B√τ (y)∣ dz.
Step 2: Multiscale analysis in the ball B√τ(y). The term pertaining to small scales B√τ(y) can
be estimated thanks to the estimate ΦC(τ, z − y) ≤ Cτ−d/2 and the Poincare´ inequality. This latter
inequality can be applied since we assumed τ ≥MPoinc(y)2. This gives∫
C∞∩B√τ (y) ΦC(τ, z − y) ∣p(t − τ, x, z) − (p(t − τ, x, ⋅))C∞∩B√τ (y)∣ dz(4.9) ≤ C ∥p(t − τ, x, ⋅) − (p(t − τ, x, ⋅))C∞∩B√τ (y)∥L2(C∞∩B√τ (y))≤ C√τ ∥∇yp(t − τ, x, ⋅)∥L2(C∞∩B√τ (y)) ,
where the notation ∇y means that the gradient is on the second spatial variable. We now estimate
the term on the right side thanks to Theorem 3, or more precisely Remark 1.3, which can be applied
since we assumed t − τ ≥Mreg(y)2. We have∥∇p(t − τ, x, ⋅)∥
L2(C∞∩B√τ (y)) ≤ C(t − τ)−1/2ΦC (t − τ, x − y)≤ Ct−1/2ΦC (t, x − y) ,
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where to go from the first line to the second one we used that t − τ ≥ 23 t and increased the value of
the constant C.
A combination of the two previous displays shows
(4.10) ∫
C∞∩B√τ (y) ΦC(τ, z − y) ∣p(t − τ, x, z) − (p(t − τ, x, ⋅))C∞∩B√τ (y)∣ dz ≤ C (τt )1/2 ΦC (t, x − y) .
This completes the estimate of the term corresponding to the small scales in (4.8).
Step 3: Multiscale analysis in the annuli An. To estimate the terms corresponding to the dyadic
annuli, we fix some integer n ∈ N and study the integral in the region An; thanks to the triangle
inequality, we insert a constant term equal to (p(t − τ, x, ⋅))C∞∩B2n+1√τ (y) in the integral,
∫
C∞∩An ΦC(τ, z − y) ∣p(t − τ, x, z) − (p(t − τ, x, ⋅))C∞∩B√τ (y)∣ dz≤ ∫
C∞∩An ΦC(τ, z − y) ∣p(t − τ, x, z) − (p(t − τ, x, ⋅))C∞∩B2n+1√τ (y)∣ dz´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(4.11)−a
(4.11)
+ (∫C∞∩An ΦC(τ, z − y)dz)∣C∞ ∩B√τ(y)∣ ∫C∞∩B√τ (y) ∣p(t − τ, x, z) − (p(t − τ, x, ⋅))C∞∩B2n+1√τ (y)∣ dz´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(4.11)−b
.
Step 3.1: Estimate for the term (4.11)-a in the annuli An. We estimate (4.11)-a and distinguish
three types of scales:
(i) The small scales which are defined as the annuli An such that 2
n+2√τ ≤ √t;
(ii) The intermediate scales which are defined as the annuli An such that t ≥ 2n+2√τ > √t;
(iii) The large scales which are defined as the annuli An such that 2
n+2√τ > t.
The following estimate for the function ΦC is easy to check by its definition (3.1) and is used several
times in the proof: for any constant C ′ > C, there exists a constant c > 0 depending only on the
values of C and C ′ such that
( sup
C∞∩An ΦC(τ, ⋅ − y)) ≤ e−c2n√τ ( infC∞∩An ΦC′(τ, ⋅ − y)) .
This implies that for any positive integer k ∈ N, there exists a constant Ck depending only on the
integer k and the constant C such that
(4.12) ( sup
C∞∩An ΦC(τ, ⋅ − y)) ≤ (2n√τ)−k ( infC∞∩An ΦCk(τ, ⋅ − y)) .
Step 3.1.1: Estimate for (4.11)-a in the small scales 2n+2√τ ≤ √t. We first focus on the small
scales and apply the Poincare´ inequality. With a computation similar to (4.9), one can estimate the
first term in the right side of (4.11)
∫
C∞∩An ΦC(τ, z − y) ∣p(t − τ, x, z) − (p(t − τ, x, ⋅))C∞∩B2n+1√τ ∣ dz≤ ( sup
C∞∩An ΦC(τ, ⋅ − y))∫C∞∩B2n+1√τ (y) ∣p(t − τ, x, z) − (p(t − τ, x, ⋅))C∞∩B2n+1√τ (y)∣ dz
≤ ( sup
C∞∩An ΦC(τ, ⋅ − y))C(2n+1√τ) d2+1 ∥∇yp(t − τ, x, ⋅)∥L2(C∞∩B2n+1√τ (y)}) .
GREEN’S FUNCTIONS ON PERCOLATION CLUSTERS 45
Using the assumption t − τ ≥M2reg(y), we apply Theorem 3. This shows
∥∇yp(t − τ, x, ⋅)∥L2(C∞∩B2n+1√τ (y)) ≤ Ct−1/2 (2n+1√τ) d2 ΦC(t, x − y).
Using the explicit formula for the function ΦC stated in (3.1), one has the estimate
( sup
C∞∩An ΦC(τ, ⋅ − y)) (2n+1√τ)d ≤ C2−2n.
Combining the three previous displays shows, for each integer n ∈ N such that 2n+2√τ ≤ √t,
(4.13) ∫
C∞∩An ΦC(τ, z − y) ∣p(t − τ, x, z) − (p(t − τ, x, ⋅))C∞∩B2n+1√τ ∣ dz ≤ C2−n (τt )
1
2
ΦC(t, x − y).
Step 3.1.2: Estimate for (4.11)-a in the intermediate scales t ≥ 2n+2√τ > √t. We now treat the
case of the intermediate scales. In this case, we have 2n+2 ≥ √ tτ , thus by the estimate (4.12) for k = 2,
one has
(4.14) ( sup
C∞∩An ΦC(τ, ⋅ − y)) ≤ 2−n (τt )
1
2 ( inf
C∞∩An ΦC2(τ, ⋅ − y)) .
Using the assumptions t− τ ≥ T ′NA(y), we can apply Theorem 4, the previous estimate (4.14) and the
convolution property (3.2) for the map ΦC . We obtain
( sup
C∞∩An ΦC(τ, ⋅ − y))∫C∞∩B2n+1√τ (y) ∣p(t − τ, x, z) − (p(t − τ, x, ⋅))C∞∩B2n+1√τ (y)∣ dz(4.15)
≤2−n (τ
t
) 12 ( inf
C∞∩An ΦC2(τ, ⋅ − y))∫C∞∩B2n+1√τ (y) ΦC (t − τ, x − z) dz
≤2−n (τ
t
) 12 ∫
C∞∩B2n+1√τ (y) ΦC2(τ, y − z)ΦC (t − τ, x − z) dz
≤2−n (τ
t
) 12 ΦC (t, x − y) ,
by increasing the value of the constant C and using (3.2) in the last line.
Step 3.1.3: Estimate for the term (4.11)-a in the large scales 2n+2√τ > t. The computation is
similar to the one performed in (4.15) up to two differences listed below:
(i) For these scales, we cannot apply the Gaussian bounds on the heat kernel given by Theorem 4.
Instead, we thus apply the Carne-Varopoulos bound which is stated in Proposition 2.15 and
can be rewritten with the notation ΦC : for each x, z ∈ C∞,
p(t, x, z) ≤ t d2 ΦC (t, x − z) ;
(ii) We use the inequality 2n+2√τ > t and the estimate (4.12) for k = d2 + 2 to obtain the bound
in the annulus An
( sup
C∞∩An ΦC(τ, ⋅ − y)) ≤ 2−nt− d2 (τt )
1
2 ( inf
C∞∩An ΦC′(τ, ⋅ − y)) ,
for some constant C ′ > C.
We can then perform the computation (4.15) and obtain the estimate
(4.16) ∫
C∞∩An ΦC(τ, z − y) ∣p(t − τ, x, z) − (p(t − τ, x, ⋅))B2n+1√τ (y)∣ dz ≤ C2−n (τt )
1
2
ΦC(t, x − y).
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Combining the estimates (4.13), (4.15) and (4.16), we have obtained, for each integer n ∈ N,
(4.17) ∫
C∞∩An ΦC(τ, z − y) ∣p(t − τ, x, z) − (p(t − τ, x, ⋅))B2n+1√τ (y)∣ dz ≤ C2−n (τt )
1
2
ΦC(t, x − y).
Step 3.2: Estimate for (4.11)-b in the annuli An. The second term (4.11)-b can be estimated
thanks to a similar strategy: we first apply the inequality (4.12) with k = d(∫C∞∩An ΦC(τ, z − y)dz)∣C∞ ∩B√τ(y)∣ ≤ ∣C∞ ∩An∣∣C∞ ∩B√τ(y)∣ supC∞∩An ΦC(τ, ⋅ − y)≤ 2dn sup
C∞∩An ΦC(τ, ⋅ − y)≤ inf
C∞∩An ΦC′(τ, ⋅ − y),
for some constant C ′ > C. Using this estimate, we deduce(∫C∞∩An ΦC(τ, z − y)dz)∣C∞ ∩B√τ(y)∣ ∫C∞∩B√τ (y) ∣p(t − τ, x, z) − (p(t − τ, x, ⋅))C∞∩B2n+1√τ (y)∣ dz≤ inf
C∞∩An ΦC′(τ, ⋅ − y)∫C∞∩B2n+1√τ (y) ∣p(t − τ, x, z) − (p(t − τ, x, ⋅))C∞∩B2n+1√τ (y)∣ dz.
We can then apply the same proof as for the first term in the right side of (4.11). This proves the
inequality(∫C∞∩An ΦC(τ, z − y)dz)∣C∞ ∩B√τ(y)∣ ∫C∞∩B√τ (y) ∣p(t − τ, x, z) − (p(t − τ, x, ⋅))C∞∩B2n+1√τ (y)∣ dz
≤ C2−n (τ
t
) 12 ΦC(t, x − y).
Combining the previous inequality with the estimate (4.17), we obtain, for each integer n ∈ N,
∫
C∞∩An ΦC(τ, z − y) ∣p(t − τ, x, z) − (p(t − τ, x, ⋅))C∞∩B√τ (y)∣ dz ≤ C2−n (τt )
1
2
ΦC(t, x − y).
Combining this inequality with (4.7), (4.8), (4.10), and summing over the integer n ∈ N completes
the proof of Lemma 4.1. 
We now introduce a second intermediate function useful in the proof of Theorem 1, the function
v which is defined as follows. For some fixed (τ, y) ∈ (0,∞) ×C∞, we let (t, x)↦ v(t, x, τ, y) be the
solution of the parabolic equation
(4.18)
⎧⎪⎪⎨⎪⎪⎩
∂tv(⋅, ⋅, τ, y) −∇ ⋅ a∇v(⋅, ⋅, τ, y) = 0 in (τ,∞) ×C∞,
v(τ, ⋅, τ, y) = h(τ, ⋅, y) − θ (p)−1 p¯(τ, ⋅ − y) in C∞.
To define this function we run the parabolic equation starting from time τ and until time t with
the initial condition given by the difference between the two-scale expansion h defined in (4.1)
and the homogenized heat kernel θ (p)−1 p¯(τ, ⋅ − y). By the sublinearity of the corrector stated in
Proposition 2.12, we expect the function h(τ, ⋅, y) − θ (p)−1 p¯(τ, ⋅ − y) to be small. The following
proposition states that the solution of the parabolic equation with this initial condition remains small
(in the sense of the inequality (4.19)).
Lemma 4.2. For any exponent α > 0, there exists a positive constant C ∶= C(d, λ,p, α) < ∞ such
that for each pair of times t, τ ∈ (0,∞) satisfying t ≥ 3τ , (t − τ) ≥ T ′NA(y), and √τ ≥Mcorr,α(y), the
following estimate holds
(4.19) ∣v(t, x, τ, y)∣ ≤ Cτ− 12+α2 ΦC(t, x − y).
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Proof. The proof relies on two main ingredients: the quantitative sublinearity of the corrector and
an explicit formula for the function v in terms of the heat kernel p.
First, by the definition (4.18), we have the formula
v(t, x, τ, y) = ∫
C∞ (h(τ, z, y) − θ(p)−1p¯(τ, z − y))p(t − τ, x, z)dz
= ∫
C∞ θ(p)−1 ( d∑k=1Dek p¯(τ, z − y)χek(z))p(t − τ, x, z)dz.
We then apply the four following estimates:
(i) The sublinearity of the corrector: under the assumption
√
τ ≥Mcorr,α(y) and the normaliza-
tion convention chosen for the corrector in the definition of the two-scale expansion h stated
in (4.1), one has, for each k ∈ {1, . . . , d},
∣χek(z)∣ ≤ ⎧⎪⎪⎨⎪⎪⎩
τ
α
2 if ∣z − y∣ ≤ τ 12 ,∣z − y∣α if ∣z − y∣ ≥ τ 12 ;
(ii) The Gaussian bounds on the transition kernel p(t − τ, x, ⋅), valid under the assumptions
τ ≥ T ′NA(y) and t ≥ 3τ : for each z ∈ C∞ ∩Bt−τ(y),
p(t − τ, x, z) ≤ ΦC (t − τ, x − z) ≤ ΦC′ (t, x − z) ,
where the second inequality follows from the inequality t − τ ≥ 23 t (by increasing the value of
the constant C);
(iii) The bound on the transition kernel p (t − τ, x, z): for any point z ∈ C∞ ∖Bt−τ(y),
p(t − τ, x, z) ≤ (t − τ)d/2ΦC (t − τ, z − x) ,
which is a consequence of the definition of the map ΦC stated in (3.1), Proposition 2.15 and
the assumption t ≥ 3τ (by increasing the value of the constant C);
(iv) The estimate on the homogenized heat kernel p¯, which follows from standard results from the
regularity theory, ∣Dek p¯(τ, z − y)∣ ≤ Cτ− 12ΦC(τ, z − y).
We obtain the inequality∣v(t, x, τ, y)∣ ≤ Cτ− 12+α2 ∫
C∞∩B√τ (y) ΦC (τ, z − y)ΦC (t − τ, x − z) dz+Cτ− 12 ∫
C∞∩(Bt−τ (y)∖B√τ (y)) ∣z − y∣αΦC (τ, z − y)ΦC (t − τ, x − z) dz+Cτ− 12 (t − τ)d/2∫
C∞∖Bt−τ (y) ∣z − y∣αΦC (τ, z − y)ΦC (t − τ, x − z) dz.
(4.20)
We then estimate the three terms in the right side of (4.20) separately. For the first term, we use the
inequality (3.2) and obtain, for some constant C ′ > C,
τ− 12+α2 ∫
C∞∩B√τ (y) ΦC (τ, z − y)ΦC (t − τ, x − z) dz ≤ τ− 12+α2 ∫Zd ΦC (τ, z − y)ΦC (t − τ, x − z) dz≤ τ− 12+α2 ΦC′ (t, x − y) .(4.21)
To estimate the second term, we use the estimate (4.12) and deduce that
(4.22) ∣z − y∣αΦC (τ, z − y) ≤ τ α2 ΦC′ (τ, z − y) ,
for some constant C ′ > C. To estimate the third term in the right side of (4.20), we use the
estimate (4.12) again with the value k = d/2+α (the estimate applies even though k is not an integer).
We obtain that for some constant C ′ > C and for any point z ∈ C∞ ∖Bt−τ(y),
(4.23) (t − τ)d/2∣z − y∣αΦC (τ, z − y) ≤ ∣z − y∣d/2+αΦC (τ, z − y) ≤ ΦC′ (τ, z − y) .
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Finally combining the identity (4.20) and the estimates (4.21), (4.22), (4.23), we obtain∣v(t, x, τ, y)∣ ≤ Cτ− 12+α2 ΦC′ (t, x − y) .
The proof of Lemma 4.2 is complete. 
4.2. The two-scale expansion. The main objective of this section is to prove that the weighted
L2 norm of the function w is small in the sense of (4.24). Before starting the proof, we recall the
notation for the function ΨC introduced in (3.3). We also recall the notation convention for discrete
and continuous derivatives:● In the proof of Proposition 4.3, the functions p¯, ψ and η are defined on Rd and valued in R, for
these functions, we use the symbols ∇ and ∆ to denote respectively the continuous gradient
and the continuous Laplacian. To refer to the discrete derivatives, we use the notationsD,D∗,D2,D3 etc.● All the other functions are defined on the discrete lattice Zd or on the infinite cluster C∞,
for these functions, we use the notation ∇ to denote the discrete gradient defined on the
edges and the notation D for the discrete derivative defined on the vertices, following the
conventions of Section 1.6.4.
Proposition 4.3. For every exponent α > 0 , there exists a positive constant C ∶= C(d,p, λ,α) <∞
such that for every point y ∈ Zd and every time t ∈ (0,∞) such that √t ≥ max (Mcorr,α(y),Mflux,α(y)),
one has, on the event {y ∈ C∞},
(4.24) ∥w(t, ⋅, τ, y) exp(ΨC(t, ∣ ⋅ −y∣))∥L2(C∞) ≤ C ( tτ )
1
2
τ− d4− 12+α2 .
Proof. The key is to develop a differential inequality for the function w. The proof is decomposed
into five steps and is organized as follows. In Step 1, we use the explicit formula for w and apply the
parabolic operator ∂t −∇ ⋅ a∇ to the map w to obtain the formulas (4.25) and (4.26). In Step 2, we
test the equation obtained in (4.25) with the function ψw, where ψ is a map which is either equal to
the constant 1 or equal to the function x↦ exp(ΨC(t, ∣x − y∣). In the three remaining steps, we treat
the different terms obtained and complete the proof of the estimate (4.24).
Step 1 : Establishing the equation for w. We claim that the function w satisfies the equation
(4.25) {∂tw(⋅, ⋅, τ, y) −∇ ⋅ a∇w(⋅, ⋅, τ, y) = f(⋅, ⋅, y) +D∗ ⋅ F (⋅, ⋅, y) + ξ(⋅, ⋅, y) in (τ,∞) ×C∞,
w(τ, ⋅, y) = 0 in C∞,
where the three functions f ∶ (0,∞)×C∞ ×C∞ → R, F ∶ (0,∞)×C∞ ×C∞ → Rd and ξ ∶ (0,∞)×C∞ ×
C∞ → R are defined by the formulas, for each (t, y) ∈ (0,∞) ×C∞,
(4.26)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
f(t, ⋅, y) = 1
2
σ¯2 (∆p¯(t, ⋅ − y) − (−D∗ ⋅Dp¯(t, ⋅ − y))) + d∑
k=1 (∂tDek p¯(t, ⋅ − y))χek(⋅),
[F ]i(t, ⋅, y) = d∑
k=1[aDDek p¯(t, ⋅ − y)]iTei(χek)(⋅), ∀i ∈ {1, . . . , d},
ξ(t, ⋅, y) = d∑
k=1D∗Dek p¯(t, ⋅ − y) ⋅ g̃∗ek(⋅),
where g̃∗ek is a translated version of the flux g̃ek defined by the formula, for each x ∈ C∞,
g̃∗ek(x) ∶=
⎛⎜⎜⎜⎜⎝
T−e1 [a (Dχek + ek) − 12 σ¯2ek]1⋮
T−ed [a (Dχek + ek) − 12 σ¯2ek]d
⎞⎟⎟⎟⎟⎠ ,
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and we recall the notation [a (Dχek + ek) − 12 σ¯2ek]i introduced in Section 1.6.1 to denote the ith-
component of the vector a (Dχek + ek) − 12 σ¯2ek. In Appendix B, it is proved that the translated flux
g̃∗ek has similar properties as the centered flux g̃ek . In particular, it is proved in Remark B.3 that, for
every radius r ≥Mflux,α(y), ∥g̃∗ek∥H−1(C∞∩Br(y)) ≤ Crα.
The proof follows from a direct calculation. Since one has the equality (∂t−∇⋅a∇)(v+q)(⋅, ⋅, s, y) = 0,
it suffices to focus on the term h in the definition of w, the details are left to the reader.
Step 2 : A differential inequality. In this step and the rest of the proof, we let ψ be the function
from (0,∞) ×Rd to R which is either:
(i) The constant function equal to 1;
(ii) The function exp(ΨC(t, ∣ ⋅ −y∣)), for some large constant C > 0.
We note that in both cases, the function ψ is smooth and satisfies the following property
(4.27) ∃C̃ > 1, ∀∣h∣ ≤ 1, ∣∇ψ(⋅ + h)∣ ≤ C̃ ∣∇ψ∣.
This estimate allows to replace the discrete derivative Dψ, by the continuous derivative ∇ψ by only
paying a constant. The strategy of the proof is then to test the equation (4.25) with the function wψ2
to derive a differential inequality. We first write
(4.28) ∫
C∞ ((∂tw −∇ ⋅ a∇w)ψ2w)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
LHS
= ∫
C∞ fwψ
2 + ∫
C∞ F ⋅D(wψ2) + ∫C∞ ξwψ2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
RHS
.
We then estimate the terms on the left and right-hand sides separately. Before starting the computa-
tion, we mention that in the following paragraphs all the derivatives and integrations are acting on
the first spatial variable. For the left-hand side of (4.28), we have
LHS = ∫
C∞ ((∂tw −∇ ⋅ a∇w)ψ2w)= ∫
C∞
1
2
∂t(ψ2w2) − ∫
C∞(∂tψ)ψw2 + ∫C∞ ∇(ψ2w) ⋅ a∇w.
Using (4.27) and Young’s inequality, we have, for any a ∈ (0,∞),
∫
C∞ ∇(ψ2w) ⋅ a∇w ≥ λ∫C∞ ∣∇w∣2ψ2 − a∫C∞ ∣∇w∣2ψ2 − C̃2a ∫C∞ ∣∇ψ∣2w2,
where, following the notation convention recalled at the beginning of this section, the notation ∇ψ
denotes the continous gradient for functions ψ, while the notation ∇(ψw) refers to the discrete
gradient on the infinite cluster since the map w is only defined on C∞. By choosing the value a = λ2 ,
the previous display can be rewritten
(4.29) LHS ≥ ∫
C∞
1
2
∂t(ψ2w2) + λ
2
∫
C∞ ∣∇w∣2ψ2 − ∫C∞(∂tψ)ψw2 − 2C̃2λ ∫C∞ ∣∇ψ∣2w2.
We now focus on terms on the right-hand side of the equality (4.28). For the first two terms, we use
Young’s inequality and obtain
∫
C∞ fwψ
2 + ∫
C∞ F ⋅D(wψ2) ≤ ∫C∞ tf2ψ2 + 14t ∫C∞ w2ψ2 + C̃2λ ∫C∞ ∣F ∣2ψ2 + λ4 ∫C∞ ∣∇w∣2ψ2+ λ
2
∫
C∞ ∣F ∣2ψ2 + 2C̃2λ ∫C∞ ∣∇ψ∣2w2.
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A combination of the two previous displays and the identity (4.28) shows
∫
C∞ (12∂t(ψ2w2) + λ4 ∣∇w∣2ψ2) ≤ ∫C∞ w2 ((∂tψ)ψ + 14tψ2 + 4C̃2λ ∣∇ψ∣2)(4.30)
+2∫
C∞ tf
2ψ2 + ( C̃2
λ
+ λ
2
)∫
C∞ ∣F ∣2ψ2 + ∫C∞ ξwψ2.
The value of the constants in the second line of the estimate (4.30) does not need to be tracked in
the proof, we thus rewrite it in the following form
∫
C∞ (12∂t(ψ2w2) + λ4 ∣∇w∣2ψ2) ≤ ∫C∞ w2 ((∂tψ)ψ + 14tψ2 + 4C̃2λ ∣∇ψ∣2)(4.31) +C (∫
C∞ tf
2ψ2 + ∣F ∣2ψ2 + ξwψ2) .
To complete the proof, we need to prove that the quantities on the second line of the previous display
are small:● One needs to prove that the term ∫C∞ ξ(t, ⋅, y)(ψ2(t, ⋅, y)w(t, ⋅, s, y)) is small, this is proved
in Step 3;● One needs to prove that the term ∫C∞ (tf2(t, ⋅, y) + ∣F ∣2(t, ⋅, y))ψ2(t, ⋅, y) is small, this is
proved in Step 4.
Step 3 : Estimate of the term ∫C∞ ξ(t, ⋅, y)(ψ2(t, ⋅, y)w(t, ⋅, s, y)). The term ξ involves the centered
flux g̃∗ek , to prove that this integral is small, the strategy is to use the weak norm estimate on this
function stated in Proposition 2.13 and a multiscale argument. Specifically, the goal of this step is to
prove the inequality
(4.32) ∫
C∞ ξψ
2w ≤ Ct− d4−1+α2 ∥∇(wψ)∥L2(C∞) +Ct− d4− 32+α2 ∥wψ∥L2(C∞) .
As in Lemma 4.1, we need to split the space into scales and we define the dyadic annuli: for each
integer m ≥ 1, we let Am be the annulus Am ∶= {z ∈ Zd ∶ 2m−1√t ≤ ∣z − y∣ < 3 ⋅ 2m√t}, we also let
A0 ∶= B√t(y). We then split the proof into two steps:
(i) We first prove the estimate
(4.33) ∫
C∞ ξψ
2w ≤ CΞ1 ∥∇(wψ)∥L2(C∞) +CΞ2 ∥wψ∥L2(C∞) ,
where the two quantities Ξ1,Ξ2 are defined by the formulas
Ξ1 ∶= ( d∑
k=1
∞∑
m=0 (2m√t)d ∥g̃∗ek∥2H−1(C∞∩Am) ∥D2p¯(t, ⋅ − y)ψ∥2L∞(Am))
1
2
,
Ξ2 ∶= ( d∑
k=1
∞∑
m=0 (2m√t)d ∥g̃∗ek∥2H−1(C∞∩Am)× (∥D3p¯(t, ⋅ − y)ψ∥2
L∞(Am) + ∥D2p¯(t, ⋅ − y)Dψ∥2L∞(Am) + (3m√t)−2 ∥D2p¯(t, ⋅ − y)ψ∥2L∞(Am))) 12 ;
(4.34)
(ii) We then prove the estimates
(4.35) Ξ1 ≤ Ct− d4−1+α2 and Ξ2 ≤ Ct− d4− 32+α2 .
The estimate (4.32) is a consequence of the inequalities (4.33) and (4.35).
We now focus on the proof of the inequality (4.33). The strategy is to use a multiscale analysis.
We let η be a smooth cutoff function from Rd to R satisfying the properties
(4.36) 0 ≤ η ≤ 1, ∣∇η∣ ≤ 1, supp(η) ⊆ B3(y), η ≡ 1 in B1(y).
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For an integer m, we define the rescaled version ηm of η according to the formula ηm ∶= η ( ⋅ −y2m√t + y),
we also set the convention η−1,y ≡ 0. This function satisfies the property: for each m ∈ N,∣∇ηm∣ ≤ (2m√t)−1 , supp(ηm) ⊆ B2m+1√t(y), ηm ≡ 1 in B2m√t(y), supp(ηm − ηm−1) ⊆ Am.
We also note that the family of functions ηm can be used as a partition of unity and we have
1 = ∞∑
m=0 (ηm − ηm−1) .
With this property, we compute
∫
C∞ ξψ
2w = ∞∑
m=0∫C∞ (ηm − ηm−1) ξψ2w(4.37)
= d∑
k=1
∞∑
m=0∫C∞∩B2m+1√t(y) g̃∗ek ⋅D∗Dek p¯(t, ⋅ − y) (ηm − ηm−1)ψ2w
≤ d∑
k=1
∞∑
m=0(2m√t)d ∥g̃∗ek∥H−1(C∞∩Am) ∥D∗Dek p¯(t, ⋅ − y) (ηm − ηm−1)ψ2w∥H1(C∞∩Am) .
Then we calculate the H1-norm of the term D∗Dek p¯(t, ⋅ − y) (ηm − ηm−1)ψ2w. We use the fact that
the function (ηm − ηm−1) is supported in the annulus Am and write∥D∗Dek p¯(t, ⋅ − y) (ηm − ηm−1)ψ2w∥H1(C∞∩B2m+1√t(y)) ≤ C (I1 + I2) ,
where the two terms I1 and I2 are defined by the formulas
I1 ∶= ∥D2p¯(t, ⋅ − y)ψ∥L∞(Am) ∥∇(wψ)∥L2(C∞∩Am)
I2 ∶= (∥D3p¯(t, ⋅ − y)ψ∥L∞(Am) + ∥D2p¯(t, ⋅ − y)Dψ∥L∞(Am)+ (3m√t)−1 ∥D2p¯(t, ⋅ − y)ψ∥
L∞(Am)) ∥wψ∥L2(C∞∩Am) .
We put these equations back into the right-hand side of the estimate (4.37). This gives
∫
C∞ ξψ
2w ≤ C d∑
k=1
∞∑
m=0(2m√t) d2 ∥g̃∗ek∥H−1(C∞∩Am) (I1 + I2) .
We then estimate the two terms on the right side by applying the Cauchy-Schwarz inequality. For
the term involving the quantity I1, we obtain
d∑
k=1
∞∑
m=0(2m√t) d2 ∥g̃∗ek∥H−1(C∞∩Am) I1
≤( d∑
k=1
∞∑
m=0(2m√t)d ∥g̃∗ek∥2H−1(C∞∩B2m+1√t(y)) ∥D2p¯(t, ⋅ − y)ψ∥2L∞(Am))
1
2
× ( d∑
k=1
∞∑
m=0 ∥∇(wψ)∥2L2(C∞∩Am))
1
2
≤CΞ1 ∥∇(wψ)∥L2(C∞) ,
where to go from the second to the third line, we used the definition of Ξ1 given in (4.34) and the
inequality ∑∞m=1 1Am(y) ≤ 4. The same argument works for the terms involving the quantities I2 and
Ξ2, this concludes the proof of the estimate (4.33).
We now prove an estimate on the terms Ξ1,Ξ2; precisely we prove the inequality (4.35) which is
recalled below
(4.38) Ξ1 ≤ Ct− d4−1+α2 and Ξ2 ≤ Ct− d4− 32+α2 .
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The proof comes from a direct calculation of the quantities Ξ1 and Ξ2. We recall that the function ψ
is chosen to be either the constant function equal to 1, or the function exp(ΨC(t, ∣ ⋅ −y∣)), for some
large constant C.
We first focus on the estimate of the term Ξ1; if the constant C in the definition of ψ is chosen
large enough, for instance larger than 8σ¯2, then one has the estimate
∥D2p¯(t, ⋅ − y)ψ∥
L∞(Am(y)) ≤ Ct− d2−1 exp(−22m8σ¯2 ) .
Thanks to the assumption
√
t >Mflux,α(y), we have the estimate∥g̃∗ek∥H−1(C∞∩Am) ≤ ∥g̃∗ek∥H−1(C∞∩B2m+1√t(y)) ≤ C (2m√t)α .
Combining these two bounds with the definition of Ξ1 given in (4.34), we obtain
(Ξ1)2 ≤ C d∑
k=1
∞∑
m=0 (2m√t)d+2α t−d−2 exp(−2
2m
4σ¯2
) ≤ Ct− d2−2+α.
The term Ξ2 can be estimated thanks to a similar strategy and the details are left to the reader. The
proof of the estimate (4.38), and thus of the inequality (4.32) is complete.
Step 4 : Quantification of the term ∫C∞ (tf2(t, ⋅, y) + ∣F ∣2(t, ⋅, y))ψ2(t, ⋅, y). The goal of this step
is to prove the inequality
(4.39) ∫
C∞ (tf2(t, ⋅, y) + ∣F ∣2(t, ⋅, y))ψ2(t, ⋅, y) ≤ Ct− d2−2+α.
As was the case in the previous step, the function ψ is either the constant function equal to 1 or
the function exp(ΨC(t, ∣ ⋅ −y∣)). In the latter case, we assume that the constant C is at least larger
than 8σ¯2.
We first consider the term involving the function f . From the definition of this function given
in (4.26), we see that it is the sum of two terms. The first one is the difference of the discrete and
the continuous Laplacian of the heat kernel p¯; it can be estimated as follows
∣(∆p¯(t, ⋅ − y) − (−D∗ ⋅Dp¯(t, ⋅ − y)))ψ∣ ≤ Ct− d2− 32 exp(− ∣ ⋅ −y∣2
4σ¯2t
) .
The second term is the quantity ∑dk=1 ∂tDek p¯(t, ⋅ − y)χek(⋅). To estimate it, we split the space into
different scales using the functions ηm introduced in Step 3. This gives
∫
C∞ t
d∑
k=1 (∂t (Dek p¯(t, ⋅ − y)χek)ψ)2
= d∑
k=1
∞∑
m=0∫C∞ t(ηm − ηm−1) (∂tDek p¯(t, ⋅ − y)ψ)2 χ2ek
≤ d∑
k=1
∞∑
m=0 t (2m√t)d ∥χek∥2L2(C∞∩B2m+1√t(y)) ∥(∂tDek p¯(t, ⋅ − y)ψ)∥2L∞(Am) .
We then use the assumption
√
t >Mcorr,α(y), which implies ∥χek∥L2(C∞∩B2m+1√t(y)) ≤ C (2m√t)α,
and the estimate ∥(∂tDek p¯(t, ⋅ − y)ψ)∥L∞(Am) ≤ Ct− d2− 32 exp(−22m8σ¯2 ) ,
to obtain the inequality
∫
C∞ t
d∑
k=1 (∂t (Dek p¯(t, ⋅ − y)χek)ψ)2 ≤ C
d∑
k=1
∞∑
m=0 t (2m√t)d+2α t−d−3 exp(−2
2m
4σ¯2
)
≤ Ct− d2−2+α.
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The estimate for the term involving the function F is similar and we skip its proof.
Step 5 : The conclusion. We collect the results established in the previous steps and complete the
proof of Proposition 4.3. We first consider the inequality (4.31) in the case ψ = 1. This gives
∫
C∞ (12∂tw2 + λ4 ∣∇w∣2) ≤ 14t ∫C∞ w2 +C (∫C∞ tf2 + ∣F ∣2 + ξw) ,
since in this case the constant C̃ introduced in (4.27) is equal to 1. Applying the main results (4.32)
of Step 3 and (4.39) of Step 4, we deduce
∫
C∞ (∂tw2 + λ2 ∣∇w∣2) ≤ 12t ∫C∞ w2 +Ct− d2−2+α +Ct− d4−1+α2 (∥∇w∥L2(C∞) + t− 12 ∥w∥L2(C∞)) .
By Young’s inequality, the previous display can be simplified
∫
C∞ (∂tw2 + λ4 ∣∇w∣2) ≤ 1t ∫C∞ w2 +Ct− d2−2+α,
which implies
∂t∫
C∞ w
2 ≤ 1
t
∫
C∞ w
2 +Ct− d2−2+α.
By integrating over the time interval [τ, t], we obtain that there exists a constant C ∶= C(d,p, λ) <∞
such that
(4.40) ∫
C∞ w
2(t, ⋅, s, y) ≤ C ( t
τ
) τ− d2−1+α.
We now consider the inequality (4.31) in the case ψ = exp(ΨC(t, ⋅ − y)). This gives
∫
C∞ (12∂t(ψ2w2) + λ4 ∣∇w∣2ψ2) ≤ ∫C∞ w2 ((∂tψ)ψ + 18tψ2 + 4C̃2λ ∣∇ψ∣2)+Ct− d2−2+α +Ct− d4−1+α2 (∥∇ (wψ)∥L2(C∞) + t− 12 ∥wψ∥L2(C∞)) .
Applying Young’s inequality, the previous display can be simplified and we obtain
∫
C∞ (12∂t(ψ2w2) + λ8 ∣∇w∣2ψ2) ≤ ∫C∞ w2 ((∂tψ)ψ + 14tψ2 + 8C̃λ ∣∇ψ∣2) +Ct− d2−2+α.
We then note that if the constant C in the definition of ψ = exp(ΨC(⋅, ⋅ − y)) is chosen large enough,
then we have
(4.41) (∂tψ)ψ + 1
4t
ψ2 + 8C̃
λ
∣∇ψ∣2 ≤ C
t
.
A combination of the two previous displays shows the differential inequality
∂t∫
C∞
1
2
ψ2w2 ≤ C
t
∫
C∞ w
2 +Ct− d2−2+α.
We then apply (4.40) to obtain
∂t∫
C∞
1
2
ψ2w2 ≤ Ct−1 ( t
τ
) τ− d2−1+α +Ct− d2−2+α.
Integrating with respect to the time t and recalling that w (τ, ⋅, τ, y) = 0, we obtain
∫
C∞(wψ)2 ≤ C ( tτ ) τ− d2−1+α,
for some constant C ∶= C(d,p, λ) <∞. This completes the proof of Proposition 4.3. 
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Remark 4.4. The reason why we choose the function ψ = exp(ΨC(⋅, ⋅ − y)), and why the main
result (4.24) of Proposition 4.3 is stated with this function can be explained by the inequalities (4.27)
and (4.41). Indeed, the function (t, x)↦ exp(ΨC(t, x − y)) is the one which has the fastest growth
as x tends to infinity such that the inequalities (4.27) and (4.41) are satisfied. In particular there is
an important difference between the discrete setting and the continuous setting: in the latter, one
does not need the inequality (4.27) to hold which allows to choose the function ψ(t, x) ∶= exp( ∣x−y∣2Ct ),
and to obtain the result with this function (see [15, Lemma 8.22]). This observation is consistent
with the asymptotic behavior of the discrete heat kernel on the percolation cluster or on Zd which is
described by Proposition 2.15.
We have now collected all the necessary results to prove Theorem 1. The following section is
devoted to its proof.
4.3. Proof of Theorem 1. By translation invariance of the model, it is sufficient to prove the result
when y = 0 ∈ C∞. We fix an exponent δ > 0; the objective is to apply the results of Proposition 4.3,
Lemma 4.1 and Lemma 4.2 with the mesoscopic time τ = t1−κ and with following values of exponents
α ∶= δ
2
and κ ∶= δ
d + 2 ,
For later use, we note that with these specific choices of exponents, the following estimates hold
(4.42) (1 − κ) (1
2
− α
2
) > 1
2
− δ and − κ + (1 − κ) (d
4
+ 1
2
− α
2
) > d
4
+ 1
2
− δ.
The proof relies on an induction argument and we give a setup of the proof. We first define the
sequence κn of real numbers inductively by the formula
(4.43) κ0 = κ
2
and κn+1 ∶= min((1 − κ)κn + κ
2
,
1
2
− δ)
This sequence is increasing and is ultimately constant equal to the value 12 − δ. We let N be the
integer
N ∶= inf {n ∈ N ∶ κn = 1
2
− δ} ,
and we note that this integer only depends on the parameters d,p, λ and δ. For each point z ∈ Zd, we
define the random time T 0par(z) according to the formulaT 0par(z) ∶= 4 max (Tapprox,α(z) 11−κ ,Mcorr,α(z) 21−κ ,Mflux,α(z)2)
so that for any time t ≥ T 0par(z), all the results of Sections 4.1 and 4.2 are valid with the value τ ∶= t1−κ.
We then upgrade the random variable T 0par(z) and define
(4.44) T 1par ∶= sup{t ∈ [1,∞) ∶ ∃z ∈ C∞ such that ∣z∣ ≤ (N + 1)t 1(1−κ)N and T 0par(z) ≥ t} ,
so that for any time t ≥ T 1par, and any point z ∈ C∞ satisfying ∣z∣ ≤ (N +1)t 1(1−κ)N , one has the estimate
t ≥ T 0par(z); this implies that all the results of Sections 4.1 and 4.2 are valid with the value τ ∶= t1−κ
for the heat kernel started from the point z. This construction is identical to the used to define the
minimal time T ′NA(x) in (3.52). As it was the case for the random variable T ′NA(x), an application of
Lemma 1.6 shows the stochastic integrability estimateT 1par ≤ Os (C) .
For each integer n ∈ {0, . . . ,N}, we let Hn be the following statement.
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Statement Hn. There exists a constant C(d, λ, n) < ∞ such that for each time t ≥ (T 1par) 1(1−κ)n ,
each point x ∈ C∞, and each point z ∈ C∞ satisfying ∣z∣ ≤ (N − n)t 1(1−κ)N−n , one has the estimate
(4.45) ∣p(t, x, z) − θ(p)−1p¯(t, x − z)∣ ≤ Ct−κnΦC (t, x − z) .
We prove by induction that the statement Hn holds for each integer n ∈ {0, . . . ,N}.
The base case. We prove that H0 holds and first prove the L
2-estimate: for each time t ≥ T 1par, and
each point z ∈ C∞ satisfying ∣z∣ ≤ (N + 1)t 1(1−κ)N ,
(4.46) ∥ (p(t, ⋅, z) − θ(p)−1p¯(t, ⋅ − z)) exp (ΨC(t, ∣ ⋅ −z∣)) ∥L2(C∞) ≤ Ct− d4−κ2 .
We recall the definitions of the functions h, q and v stated in (4.1), (4.4), (4.18) respectively as well
as the definition of w given by the formula w ∶= h − v − q. We write
p(t, x, z) − θ(p)−1p¯(t, x − z) = (p(t, x, z) − q (t, x, τ, z)) − v(t, x, τ, z) +w(t, x, τ, z)(4.47) + (h(t, x, z) − θ (p)−1 p¯ (t, x, z)) .
To prove the estimate (4.46), we split the L2-norm according to the decomposition (4.47) and estimate
each terms thanks to the results established in Sections 4.1 and 4.2:● The term (p(t, x, z) − q (t, x, τ, z)) is estimated thanks to Lemma 4.1, this term accounts for
an error of order⎛⎝(τt )
1
2 + τ− 12+α⎞⎠ t− d4 = (t−κ2 + t(1−κ)(− 12+α)) t− d4 ≤ t− d4−κ2 ;
● The term w is estimated thanks to Proposition 4.3, this term accounts for an error of order
( t
τ
) 12 τ− d4− 12+α2 ≤ t− d4− 12+δ,
where we used the estimate (4.42);● The term v(t, x, τ, z) is estimated thanks to Lemma 4.2, this term accounts for an error of
order
t− d4 τ− 12+α2 = t− d4+(1−κ)(− 12+α2 ) ≤ t− d4− 12+δ,
where we used the estimate (4.42);● The term h(t, x, z)−θ (p)−1 p¯ (t, x, z) can be estimated as follows. By the definition of h given
in (4.1), we have
h(t, x, z) − θ (p)−1 p¯ (t, x, z) = d∑
k=1Dek p¯(t, x − z)χek(x).
The term can then be estimated by using the sublinearity of the corrector stated in Proposi-
tion 2.12 and the assumption
√
t ≥Mcorr,α(z). The proof is similar to the one of Lemma 4.2
and the details are left to the reader. It accounts for an error of order t− d4− 12+δ.
There remains to obtain the pointwise estimate (4.45) in the case n = 0 from the L2-estimate (4.46).
To this end, we fix a point z ∈ C∞ such that ∣z∣ ≤ Nt 1(1−κ)N . We may without loss of generality restrict
our attention to the points x ∈ C∞ such that ∣x∣ ≤ (N + 1)t 1(1−κ)N , otherwise we necessarily have∣x − z∣ ≥ t and the inequality (4.45) is satisfied by Proposition 2.15 and Remark 2.16. We then use
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the semigroup property on the heat kernels p and p¯: for each x, z ∈ C∞, one has
p(t, x, z) − θ(p)−1p¯(t, x − z)(4.48)
= ∫
C∞ p( t2 , x, y)p( t2 , y, z) − θ(p)−2p¯( t2 , x − y) p¯( t2 , y − z) dy´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(4.48)-a+ θ(p)−1 (θ(p)−1∫
C∞ p¯( t2 , x − y) p¯( t2 , y − z) dy − p¯(t, x − z))´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
(4.48)-b
.
We first treat the part (4.48)-a using the following L2-estimate∣(4.48)-a∣ ≤ (4.48)-a1 + (4.48)-a2,
where the two terms (4.48)-a1 and (4.48)-a2 are defined by the formulas
(4.48)-a1 = ∥(p( t
2
, x, ⋅) − θ(p)−1p¯( t
2
, x − ⋅)) exp(ΨC ( t
2
, ∣x − ⋅∣))∥
L2(C∞)× ∥p( t
2
, ⋅, z) exp(−ΨC ( t
2
, ∣x − ⋅∣))∥
L2(C∞)
and
(4.48)-a2 = ∥(p( t
2
, ⋅, z) − θ(p)−1p¯( t
2
, ⋅ − z)) exp(ΨC ( t
2
, ∣ ⋅ −z∣))∥
L2(C∞)× ∥θ(p)−1p¯( t
2
, x − ⋅) exp(−ΨC ( t
2
, ∣ ⋅ −z∣))∥
L2(C∞) .
The term (4.48)-a1 can be estimated by using the three following ingredients:● The symmetry of the heat kernel p;● The L2-estimate (4.46) applied with the point z = x which is valid under the assumption∣x∣ ≤ (N + 1)t 1(1−κ)N ;● The upper bound stated in Theorem 4, which can be applied since we assumed t ≥ T 1par ≥
2T ′NA(z), and reads, by increasing the value of the constant C in the right side if necessary,∥p( t
2
, ⋅, z) exp(−ΨC ( t
2
, ∣x − ⋅∣))∥
L2(C∞) ≤ t d4 ΦC(t, x − z).
These arguments imply the estimate
(4.48)-a1 ≤ t−κ2 ΦC(t, x − y).
The term (4.48)-a2 can be treated similarly and we omit the details. There remains to estimate
the term (4.48)-b. We note that by an application of the parallelogram law, i.e., the identity∣x − y∣2 + ∣y − z∣2 = 2 (∣x−z2 ∣2 + ∣y − x+z2 ∣2), the function p¯ satisfies the following property: for each t ≥ 0,
and each x, y, z ∈ Rd,
p¯( t
2
, x − y) p¯( t
2
, y − z) = p¯ (t, x − z) p¯( t
4
, y − x + z
2
) .
By combining this identity with Proposition A.7, we obtain
∣(4.48)-b∣ = p¯(t, x − z) ∣∫
C∞ θ(p)−1p¯( t4 , y − x + z2 ) dy − 1∣ ≤ Ct− 12+δp¯(t, x − z).
This finishes the proof of the base case.
The iteration step. We prove that, for each integer n ∈ N, the statement Hn−1 implies the statement
Hn. The strategy follows the one of the base case and we first prove the L
2-estimate, under the
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assumption that the statement Hn−1 is valid: for each time t ≥ (T 1par) 1(1−κ)n , each point x ∈ C∞, and
each point z ∈ C∞ satisfying ∣z∣ ≤ (N + 1 − n)t 1(1−κ)N−n ,
(4.49) ∥ (p(t, ⋅, z) − θ(p)−1p¯(t, ⋅ − z)) exp (ΨC(t, ∣ ⋅ −z∣)) ∥L2(C∞) ≤ Ct− d4−κn .
We use the decomposition (4.47) with the same value for the mesoscopic time τ = t1−κ. The error
introduced by the terms w, v and h − θ−1(p)p¯ are of order t− d4− 12+δ which is smaller than the value
t− d4−κn we want to prove in this step. The limiting factor comes from the term (p(t, x, z) − q (t, x, τ, z))
which is estimated in Lemma 4.1 and gives an error of order t− d4−κ2 . The objective of the induction
step is to improve this error by using the statement Hn−1.
Under the assumption t ≥ (T 1par) 1(1−κ)n , we have τ = t1−κ ≥ (T 1par) 1(1−κ)n−1 . We can thus apply the
induction hypothesis Hn−1 with time τ . This gives the inequality, for each point x ∈ C∞, and each
point z ∈ C∞ satisfying ∣z∣ ≤ (N + 1 − n)τ 1(1−κ)N+1−n = (N + 1 − n)t 1(1−κ)N−n ,
(4.50) ∣p(τ, x, z) − θ(p)−1p¯(τ, x − z)∣ ≤ Cτ− d4−κn−1ΦC (τ, x − z) .
This estimate can be used to improve the result of Lemma 4.1 according to the following procedure.
We go back to the proof of Lemma 4.1 and in the inequality (4.7), instead of using the Nash-Aronson
estimate stated in Theorem 4, we use the homogenization estimate (4.50). We then proceed with
the proof and do not make any other modification. This implies the following improved version of
Lemma 4.1
∣q(t, x, τ, z) − p (t, x, z)∣ ≤ ⎛⎝τ−κn−1 (τt )
1
2 + τ− 12+α⎞⎠ΦC(t, x − z).
Once equipped with this estimate, we can prove the L2-estimate (4.49). The proof is the same as the
one presented in the base case, we only use the estimate (4.49) instead of Lemma 4.1. We obtain, for
any point z ∈ C∞ satisfying ∣z∣ ≤ (N + 1 − n)τ 1(1−κ)N−n ,
∥ (p(t, ⋅, z) − θ(p)−1p¯(t, ⋅ − z)) exp (ΨC(t, ∣ ⋅ −z∣)) ∥L2(C∞) ≤ t− d4 τ−κn−1 (τt )
1
2 + t− d4− 12+δ.
We then use the equality τ = t1−κ and the inductive definition of the sequence κn stated in (4.43) to
deduce the estimate∥ (p(t, ⋅, z) − θ(p)−1p¯(t, ⋅ − z)) exp (ΨC(t, ∣ ⋅ −z∣)) ∥L2(C∞) ≤ Ct− d4−κn .
The proof of the pointwise estimate (4.45) is identical to the proof written for the base case and we
omit the details. This completes the proof of the induction step.
We now complete the proof of Theorem 1. We then define the minimal time Tpar,δ(0) ∶= (T 1par) 1(1−κ)N .
Since the statement HN holds, we have the estimate, for each time t ≥ Tpar,δ(0),
∣p(t, x,0) − θ(p)−1p¯(t, x)∣ ≤ Ct− 12+δΦC (t, x) .
The proof of Theorem 1 is complete in the case y = 0 is complete. The proof in the general case is
obtained by using the stationarity of the model.
5. Quantitative homogenization of the elliptic Green’s function
The objective of this section is to present a theorem of quantitative homogenization for the elliptic
Green’s function on the infinite cluster, i.e., to establish Theorem 2. This result is a consequence of
the quantitative homogenization theorem for the parabolic Green’s function, Theorem 1, established
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in the previous section: in dimension d ≥ 3, it can be essentially obtained by integrating the heat
kernel over time since one has the identity, for each x, y ∈ C∞,
(5.1) g (x, y) = ∫ ∞
0
p(t, x, y)dt.
The case of the dimension 2 is more specific and requires some additional attention. In this
setting the heat kernel is not integrable as the time t tends to infinity. This difficulty is related to
the recurrence of the random walk on Z2 or to the unbounded behavior of the Green’s function in
dimension 2. To remedy this, we use a corrected version of the formula (5.1): for each x, y ∈ C∞, one
has
g(x, y) = ∫ ∞
0
(p(t, x, y) − p(t, y, y)) dt,
where g is the unique elliptic Green’s function on the infinite cluster under the environment a such
that g(y, y) = 0.
Proof of Theorem 2. We first treat the case of the dimension d ≥ 3. By the stationarity of the model,
we prove the result in the case y = 0. To simplify the notation we write g(x) instead of g(x,0). We
let Tpar,δ/2(0) be the minimal time provided by Theorem 1 with exponent δ/2 and define the minimal
scale Mell,δ(0) according to the formulaMell,δ(0) ∶= Tpar,δ/2(0).
It is on purpose that we do not respect the parabolic scaling, we need to have Mell,δ(0) ≫ √Tpar,δ/2(0).
As was mentioned in the introduction of this section, in dimension d ≥ 3, we use the explicit
formula (5.1) and note that Duhamel’s principle implies the identity
g¯ (x) = θ(p)−1∫ ∞
0
p¯(t, x)dt.
We obtain ∣g(x) − g¯(x)∣ ≤ ∫ ∞
0
∣p(t, x,0) − θ(p)−1p¯(t, x)∣ dt.
We then split the integral at time ∣x∣,
∣g(x) − g¯(x)∣ ≤ ∫ ∣x∣
0
∣p(t, x,0) − θ(p)−1p¯(t, x)∣ dt(5.2)
+ ∫ ∞∣x∣ ∣p(t, x,0) − θ(p)−1p¯(t, x)∣ dt,
and estimate the two terms on the right side separately. The second term is the simplest one, we
apply the quantitative estimate (1.7) provided by Theorem 1 and use the assumption ∣x∣ ≥ Tpar,δ/2(0).
This shows
∫ ∞∣x∣ ∣p(t, x,0) − θ(p)−1p¯(t, x)∣ dt ≤ C ∫ ∞∣x∣ t− d2− 12+ δ2 exp(− ∣x∣2Ct ) dt(5.3)
≤ C ∫ ∞
0
t− d2− 12+ δ2 exp(− ∣x∣2
Ct
) dt
≤ C ∣x∣−1+δ ∣x∣2−d.
To treat the first term in the right side of (5.2), we use the first estimate (2.15) of Proposition 2.15,
which is recalled below, for each t ∈ (0,∞), x ∈ C∞ such that ∣x∣ ≥ t,
p(t, x,0) ≤ C exp(−C−1∣x∣ (1 + ln ∣x∣
t
)) .
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The same estimate is also valid for the function p¯. Therefore, the term ln (∣x∣/t) is positive on the
interval (0, ∣x∣] and one has the estimate
∫ ∣x∣
0
∣p(t, x,0) − θ(p)−1p¯(t, x)∣ dt ≤ C ∫ ∣x∣
0
exp(−C−1∣x∣ (1 + ln ∣x∣
t
)) dt
≤ C ∫ ∣x∣
0
exp (−C−1∣x∣) dt≤ C ∣x∣ exp (−C−1∣x∣) .
By increasing the value of the constant C, one has
∫ ∣x∣
0
∣p(t, x,0) − θ(p)−1p¯(t, x)∣ dt ≤ C exp (−C−1∣x∣) .
Combining the previous estimate with (5.3), we deduce∣g(x) − g¯(x)∣ ≤ C ∣x∣−1+δ ∣x∣2−d +C exp (−C−1∣x∣)≤ C ∣x∣−1+δ ∣x∣2−d.
This completes the proof of the estimate (1.10) in dimension larger than 3.
We now focus on the case of the dimension 2. The strategy is similar, but some additional attention
is needed due to the fact that the integral (5.1) is ill-defined in dimension 2. We define the elliptic
Green’s function g on the infinite cluster by the formula
(5.4) g(x) = ∫ ∞
0
(p(t, x,0) − p(t,0,0)) dt.
For the homogenized Green’s function, we cannot use the formula (5.4) by replacing the transition
kernel p by the homogenized heat kernel p¯; indeed the integral
(5.5) ∫ ∞
0
(p¯(t, x) − p¯(t,0)) dt,
is ill-defined as soon as x ≠ y since the term p¯(t,0) is of order t−1 around 0. To overcome this issue,
we introduce the notation (p¯(t, ⋅))B1 ∶= ⨏B1 p¯(t, z)dz and note that, for each x ∈ Rd, the integral∫ ∞
0
(p¯(t, x) − (p¯(t, ⋅))B1) dt
is well-defined. Additionally, the function
x↦ θ(p)−1 (∫ ∞
0
p¯(t, x) − (p¯(t, ⋅))B1 dt)
is equal to g¯ up to a constant (see [46, Chapter 1.8] for detailed discussions). We denote this constant
by K1, i.e., we write, for any x ∈ Rd ∖ {0},
(5.6) K1 ∶= θ(p)−1 (∫ ∞
0
p¯(t, x) − (p¯(t, ⋅))B1 dt) − g¯(x).
We note that the value K1 depends only on the diffusivity σ¯
2. Using these two integrals, we have
g(x) − g¯(x) = ∫ ∞
0
(p(t, x,0) − p(t,0,0)) − θ(p)−1 (p¯(t, x) − (p¯(t, ⋅))B1(y)) dt +K1= ∫ ∞
0
(p(t, x,0) − θ(p)−1p¯(t, x)) dt +K1 −K2(0),
where K2 is defined by the formula
(5.7) K2(0) ∶= ∫ ∞
0
p(t,0,0) − θ(p)−1 (p¯(t, ⋅))B1 dt.
We now prove that this integral is well-defined, and that the constant K2 satisfies the stochastic
integrability estimate ∣K2(0)∣ ≤ Os(C).
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The proof relies on Theorem 1 and on the estimates on the discrete heat kernel p(t,0,0) ≤ 1 and(p¯(t, ⋅))B1 ≤ 1 for all times t. We compute∣K2(0)∣ ≤ ∫ ∞
0
∣p(t,0,0) − θ(p)−1 (p¯(t, ⋅))B1 ∣ dt
≤ ∫ Tpar,δ(0)
0
∣p(t,0,0) − θ(p)−1 (p¯(t, ⋅))B1 ∣ dt + ∫ ∞Tpar,δ(0) ∣p(t,0,0) − θ(p)−1p¯(t,0)∣ dt+ θ(p)−1∫ ∞Tpar,δ(0) ∣p¯(t,0) − (p¯(t, ⋅))B1 ∣ dt≤ ∫ Tpar,δ(0)
0
C dt + ∫ ∞Tpar,δ(0)Ct− 32+δ dt + ∫ ∞Tpar,δ(0)Ct− 32 dt≤ CTpar,δ(0) +C.
This implies the estimate ∣K2(0)∣ ≤ Os(C). We define K(0) ∶= K1 −K2(0), and by the previous
computation, it satisfies the stochastic integrability estimate ∣K(0)∣ ≤ Os(C).
To complete the proof Theorem 2 in dimension 2, it is thus sufficient to control the term∫ ∞0 (p(t, x,0) − θ(p)−1p¯(t, x) dt; the argument is the same than in dimension larger than 3 and
the details are omitted. 
Appendix A. A concentration inequality for the density of the infinite cluster
In this appendix, we study the density of the infinite cluster in a cube ◻, which is defined as
the random variable
∣C∞∩◻∣∣◻∣ . As the size of the cube tends to infinity, an application of the ergodic
theorem shows that this random variable converges, almost surely and in L1, to the value θ(p). The
objective of the following proposition is to provide a quantitative version of this result.
Proposition A.1. There exists a positive constant C(d,p) <∞ such that for any triadic cube ◻ ∈ T
of size 3m, one has an estimate
(A.1) ∣ ∣C∞ ∩ ◻∣∣ ◻ ∣ − θ(p)∣ ≤ O 2(d−1)3d2+2d−1 (C3− dm2 ) .
As a corollary, we obtain that, for any exponent α > 0, there exist a positive constant C(d,p, α) <∞, an
exponent s(d,p, α) > 0, and a minimal scale Mdense,α ≤ Os(C) such that for every 3m ≥Mdense,δ(y),
(A.2) ∣ ∣C∞ ∩ ◻m∣∣ ◻m ∣ − θ(p)∣ ≤ 3−( d2−α)m.
Remark A.2. The stochastic integrability exponent
2(d−1)
3d2+2d−1 in the estimate (A.1) is suboptimal
and we do not try to reach optimality. The spatial scaling is the one of the central limit theorem and
is optimal. We note that a result of large deviation for the concentration of the density of the infinite
cluster can be found in the article [77, Theorem 1.2] of Pisztora: for any  > 0 and p > pc(d), there
exist two constants C1(p, d, ) <∞,C2(p, d, ) <∞ such that for any cube ◻ of size 3m,
P(∣ ∣C∞ ∩ ◻∣∣ ◻ ∣ − θ(p)∣ > ) ≤ C1 exp (−C23(d−1)m) .
However, this estimate cannot be used in the setting considered in this article since the dependence
of the constants C1 and C2 in the variable  is not explicit.
We prove Proposition A.1 with an exponential version of the Efron-Stein inequality. A proof of this
result can be found in [16, Proposition 2.2]. In the context of supercritical percolation, this inequality
was used in [40, Proposition 2.18, Proposition 3.3] to study the corrector and in [62, Proposition 3.2]
to study the flux. It is stated in the following proposition and we recall the notations introduced
in Section 1.6.1: we denote by (Ω,F ,P) the probability space and by F(Bd/{e}) denotes the sigma
algebra generated by the collection of random variables {a(e′)}e′∈Bd/{e}.
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Proposition A.3 (Exponential Efron-Stein inequality, Proposition 2.2 of [16]). Fix an exponent
β ∈ (0,2) and let X be a random variable defined on the probability space (Ω,F ,P). We define the
random variables
Xe ∶= E [X ∣F(Bd/{e})] , V[X] ∶= ∑
e∈Bd(X −Xe)2.(A.3)
There exists a positive constant C ∶= C(d, β) <∞ such that
(A.4) E [exp (∣X −E[X]∣β)] ≤ CE [exp((CV[X]) β2−β )] 2−β2 .
We define X ∶= ∣C∞∩◻∣∣◻∣ − θ(p). To prove Proposition A.1, it suffices to prove the two inequalities
E[X] ≤ C1(p, d)3− dm2 and V[X] ≤ Os′ (C2(d,p)3−dm) ,(A.5)
and to use the estimate (A.4) to deduce that X ≤ Os(C) with the exponent s = 2s′1+s′ . These two
inequalities are natural since they mean that the bias and variance of the random variable satisfy the
desired upper bounds. Since the random variable X = 1∣◻∣ ∑x∈◻ (1{x∈C∞} − θ(p)) is centered, we can
focus on the term V[X].
To estimate this term, we consider an independent copy of the environment a which we denote by
ã (and enlarge the underlying probability space to achieve this if necessary). Given a bond e ∈ Bd,
we define {ae(e′)}e′∈Bd “the environment obtained by resampling the conductance at the bond e” by
the formula
ae(e′) = { a(e′) if e′ ≠ e,
ã(e′) if e′ = e.
We denote by Xe the random variable obtained by resampling the bond e, i.e., Xe =X (ae). We also
denote by C e∞ the infinite cluster under the environment ae. We have the following implication∑
e∈Bd(Xe −X)2 ≤ Os′(C3−dm)Ô⇒ V[X] ≤ Os′(C3−dm),(A.6)
whose proof can be found in [62, Lemma 3.1]. We note that since the two environments {a(e′)}e′∈Bd
and {ae(e′)}e′∈Bd are only different on one bond, the following statement holds P-almost surely
C e∞ ⊆ C∞ or C∞ ⊆ C e∞.
We have the following identity
∣Xe −X ∣ = 1∣ ◻ ∣ ∣(C e∞△C∞) ∩ ◻∣ ,
where C e∞△C∞ ∶= (C e∞ ∖C∞)∪ (C∞ ∖C e∞) denotes the symmetric difference between the two clusters
C∞ and C e∞. This suggests to study the properties of this quantity and we prove the following lemma.
Lemma A.4. The following estimates hold:
(1) There exists a positive constant C(d,p) <∞ such that∀e ∈ Bd, ∣C e∞△C∞∣ ≤ O d−1
d
(C).(A.7)
(2) There exists a positive constant C(d,p) <∞ such that
∀e ∈ Bd ∖ Bd(3◻), ∣(C e∞△C∞) ∩ ◻∣2 ≤ O d−1(3d+1)d ( Cdist(e,◻)d+1) ,(A.8)
where we recall the notation 3◻ introduced in (1.27). As a corollary, we have that∑
e∈Bd∖Bd(3◻) ∣(C e∞△C∞) ∩ ◻∣2 ≤ O d−1(3d+1)d (C).(A.9)
We first show how to obtain Proposition A.1 from Lemma A.4 and then prove Lemma A.4.
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Proof of Proposition A.1. The result is a consequence of the estimate (1.23) and Lemma A.4. We
have ∑
e∈Bd(Xe −X)2 = 1∣ ◻ ∣2 ∑e∈Bd (∣C e∞ ∩ ◻∣ − ∣C∞ ∩ ◻∣)2= 3−2dm ∑
e∈Bd(3◻) ∣(C e∞△C∞) ∩ ◻∣2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶≤3d(m+1)×O d−1
2d
(C)
+3−2dm ∑
e∈Bd∖Bd(3◻) ∣(C e∞△C∞) ∩ ◻∣2´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶≤O d−1(3d+1)d (C)≤ O d−1(3d+1)d (C3−dm) .
We then complete the proof by applying the implication (A.6) and Proposition A.3 with the exponent
s = 2(d−1)
3d2+2d−1 . 
We now prove Lemma A.4. The argument relies on the upper and lower bounds on the tail of the
distribution of the finite clusters in supercritical percolation. The result is stated below, was proved
by Kesten and Zhang in [63] for the upper bound and by Aizenman, Delyon and Souillard in [1] for
the lower bound. We also refer to the monograph [61, Section 8.6] for related discussions.
Theorem 6 (Sub-exponential decay of cluster size distribution [63, 1]). For any supercritical
probability p ∈ (pc(d),1], there exist positive constants 0 < c1(d,p), c2(d,p) <∞ such that, if we denote
by C (0) the cluster containing 0 and let n be a strictly positive integer, then we have the estimate
(A.10) ∀n ∈ N+, exp (−c1n d−1d ) ≤ P [∣C (0)∣ = n] ≤ exp (−c2n d−1d ) .
Remark A.5. With the notation Os, one can reformulate the upper bound as ∣C (0)∣ ≤ O d−1
d
(C).
Remark A.6. The estimate (A.10) implies the inequality P [n ≤ ∣C (0)∣ <∞] ≤ exp (−c3n d−1d ).
Proof of Lemma A.4. We first prove the inequality (A.7). We use the definition of Os notation and
prove the estimate
E
⎡⎢⎢⎢⎢⎢⎣exp
⎛⎜⎝(∣C
e∞△C∞∣
C
) d−1d ⎞⎟⎠
⎤⎥⎥⎥⎥⎥⎦ ≤ 2,
for some constant C(d,p) <∞. By symmetry, it suffices to consider the case when {ae(e) > 0,a(e) = 0}
and we have the identity
E
⎡⎢⎢⎢⎢⎢⎣exp
⎛⎜⎝(∣C
e∞△C∞∣
C
) d−1d ⎞⎟⎠
⎤⎥⎥⎥⎥⎥⎦ = 1 + 2E
⎡⎢⎢⎢⎢⎢⎣exp
⎛⎜⎝(∣C
e∞△C∞∣
C
) d−1d ⎞⎟⎠1{ae(e)>0,a(e)=0}
⎤⎥⎥⎥⎥⎥⎦ .
We then notice that, under the condition {ae(e) > 0,a(e) = 0}, we have the equality C e∞△C∞ = C e∞ ∖C∞.
We then distinguish two cases:● Either there exists a finite cluster connected to the bond e in the environment {a(e′)}e′∈Bd .
In that case, we denote this cluster by C (e) and we have the identity
C (e) = C e∞△C∞;● Or both ends of the bond e are connected to the infinite cluster C∞ under the environment{a(e′)}e′∈Bd . In that case, we have the equality C e∞△C∞ = ∅.
We then use Theorem 6 to estimate the volume of the cluster C (e) and we obtain
E
⎡⎢⎢⎢⎢⎢⎣exp
⎛⎜⎝(∣C
e∞△C∞∣
C
) d−1d ⎞⎟⎠1{ae(e)>0,a(e)=0}
⎤⎥⎥⎥⎥⎥⎦ ≤
∞∑
n=0 exp
⎛⎝ n
d−1
d
C
d−1
d
⎞⎠ exp (−c1n d−1d ) .
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Then, we can choose a constant C depending on the parameters d and p such that
E
⎡⎢⎢⎢⎢⎣exp(∣C
e∞△C∞∣
C
) d−1d ⎤⎥⎥⎥⎥⎦ ≤ 2.
This implies that ∣C e∞△C∞∣ ≤ O d−1
d
(C).
Figure 6. The figure illustrates the situation when the set (C e∞ △ C∞) ∩ ◻ is nonempty under the
condition ae(e) > 0, a(e) = 0. The blue cluster is the infinite cluster C∞ under the environment a,
and the yellow cluster is the finite cluster connecting the bond e to the cube ◻. The green square
represents the cube 3◻. The probability of the event depicted in the picture becomes exponentially
small when the sizes of the cubes are large.
We now prove the estimate (A.8). It relies on the following observation: when the bond e is far
away from the cube ◻, the set (C e∞ △ C∞) ∩ ◻ is non-empty with exponentially small probability.
More precisely, if we denote by l = dist(e,◻), then we have the estimate
P [(C e∞△C∞) ∩ ◻ ≠ ∅] = 2P [C e∞△C∞ ≠ ∅ and C (e) ∩ ◻ ≠ ∅ and ae(e) > 0,a(e) = 0](A.11) ≤ 2P[C e∞△C∞ ≠ ∅ and ∣C (e)∣ > l and ae(e) > 0,a(e) = 0]≤ 2 exp (−c3l d−1d ) .
We also note that, since the bond e lies outside the cube 3◻, we have the estimate l ≥ 3m. This
implies the almost sure inequalities
∣(C e∞△C∞) ∩ ◻∣ ≤ 3dm ≤ ld.
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Then, we can calculate the expectation
E
⎡⎢⎢⎢⎢⎢⎣exp
⎛⎜⎝( l
d+1 ∣(C e∞△C∞) ∩ ◻∣2
C
) d−1(3d+1)d⎞⎟⎠
⎤⎥⎥⎥⎥⎥⎦
=E [1{(C e∞△C∞)∩◻=∅}] +E⎡⎢⎢⎢⎢⎢⎣exp
⎛⎜⎝( l
d+1 ∣(C e∞△C∞) ∩ ◻∣2
C
) d−1(3d+1)d⎞⎟⎠1{(C e∞△C∞)∩◻≠∅}
⎤⎥⎥⎥⎥⎥⎦
≤1 + exp⎛⎜⎝( l
3d+1
C
) d−1(3d+1)d⎞⎟⎠P[(C e∞△C∞) ∩ ◻ ≠ ∅]
≤1 + exp⎛⎝ l
d−1
d
C
d−1(3d+1)d
⎞⎠P[(C e∞△C∞) ∩ ◻ ≠ ∅].
We use the estimate (A.11) and select a constant C large enough such that
E
⎡⎢⎢⎢⎢⎢⎣exp
⎛⎜⎝( l
d+1 ∣(C e∞△C∞) ∩ ◻∣2
C
) d−1(3d+1)d⎞⎟⎠
⎤⎥⎥⎥⎥⎥⎦ ≤ 1 + 2 exp
⎛⎝ l
d−1
d
C
d−1(3d+1)d
⎞⎠ exp (−c4l d−1d ) ≤ 2.
This completes the proof of the inequality (A.8). The estimate (A.9), is then a consequence of the
inequality (1.23), by noting that the sum ∑e∈Bd∖Bd(3◻) dist(e,◻)−d−1 is finite. Finally, we define
Mdense,α ∶= sup{3m ∈ N ∶ 3( d2−α)m ∣ ∣C∞ ∩ ◻m∣∣ ◻m ∣ − θ(p)∣ ≥ 1} ,
and use Lemma 1.6 to obtain that this random variable satisfies the stochastic integrability estimateMdense,α ≤ Os(C). 
We complete this section by stating and proving a version of the concentration estimate of
Lemma A.4 involving the homogenized heat-kernel. This result is used in Lemma 4.1.
Proposition A.7. There exists a positive constant C(d,p) <∞ such that, for any time t > 0, and
any vertex y ∈ Zd, one has the estimate
(A.12) ∣∫
C∞ p¯(t, x − y)dx − θ(p)∣ ≤ O 2(d−1)3d2+2d−1 (Ct− 12 ) .
As a corollary, for any α > 0 and y ∈ Zd, there exist a positive constant C(d,p, α) <∞, an exponent
s(d,p, α) > 0, and a minimal time Tdense,α(y) ≤ Os(C) such that, for every time t > Tdense,α(y), we
have
(A.13) ∣∫
C∞ p¯(t, x − y)dx − θ(p)∣ ≤ Ct−( 12−α).
Proof. Without loss of generality, we suppose that y = 0. The strategy is similar to the one of the
proof of Proposition A.1. We denote by X ∶= ∫C∞ p¯(t, x)dx− θ(p), apply the concentration inequality
stated in Proposition A.3 and verify the two conditions (A.5) and (A.6). For the term involving the
expectation, we have
∣E[X]∣ = ∣∫
Zd
p¯(t, x)1{x∈C∞} dx − θ(p)∣ = θ(p) ∣∫Zd p¯(t, x)dx − ∫Rd p¯(t, x)dx∣ ≤ C√t ,
by the estimate on the gradient of the heat kernel. We then focus on the variation, i.e.,
∑
e∈Bd(Xe −X)2 = ∑e∈Bd (∫Zd p¯(t, x) (1{x∈C e∞} − 1{x∈C∞}) dx)
2
.
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We apply a multiscale analysis: we define the balls and annuli
B−1 ∶= ∅, ∀n ≥ 1, Bn ∶= {x ∈ Zd ∶ ∣x∣ ≤ 3n√t}, ∀n ≥ 0, An ∶= Bn ∖Bn−1.
We also define, for any subset A ⊆ Zd, IeA ∶= ∫A p¯(t, x) (1{x∈C e∞} − 1{x∈C∞}) dx. This notation is useful
to localize the random variables (Y e − Y ). We write
∑
e∈Bd(Y e − Y )2 = ∑e∈Bd (IeZd)2 = ∑e∈Bd (
∞∑
n=0 IeAn)
2
.
Then, we use the Cauchy-Schwarz inequality to factorize the sum
( ∞∑
n=0 IeAn)
2 = ( ∞∑
n=0 IeAn3n × 3−n)
2 ≤ ( ∞∑
n=0 32n (IeAn)2)(
∞∑
n=0 3−2n) ≤ 2
∞∑
n=0 32n (IeAn)2 .
With Fubini’s theorem, we obtain
∑
e∈Bd(Y e − Y )2 ≤ 2
∞∑
n=0 32n ∑e∈Bd (IeAn)2 .(A.14)
We fix an integer n ∈ N and estimate the quantity ∑e∈Bd (IeAn)2. The strategy is similar to the proof
of Proposition A.1 and we adapt the proof of Lemma A.4 from the case of cubes to the case of balls∑
e∈Bd (IeAn)2 = ∑e∈Bd(Bn+1) (IeAn)2 + ∑e∈Bd∖Bd(Bn+1) (IeAn)2
≤ (max
An
p¯(t, x))2 ⎛⎝ ∑e∈Bd(Bn+1) ∣(C e∞△C∞) ∩An∣2 + ∑e∈Bd∖Bd(Bn+1) ∣(C e∞△C∞) ∩An∣2⎞⎠
≤ 1(2pitσ¯2)d/2 exp(− 32n2σ¯2)⎛⎝ ∑e∈Bd(Bn+1) ∣(C e∞△C∞) ∩Bn∣2 + ∑e∈Bd∖Bd(Bn+1) ∣(C e∞△C∞) ∩Bn∣2⎞⎠
≤ O d−1(3d+1)d (C3dnt− d2 exp(− 32n2σ¯2)) .
We put this inequality back in equation (A.14) and use the estimate (1.23) to conclude
∑
e∈Bd(Y e − Y )2 ≤ O d−1(3d+1)d (Ct− d2 (
∞∑
n=0 3(d+2)n exp(− 3
2n
2σ¯2
))) ≤ O d−1(3d+1)d (Ct− d2 ) .
Finally, for any exponent α > 0, we define
Tdense,α(0) ∶= sup{t ∈ (0,∞) ∶ t( 12−α) ∣∫
C∞ p¯(t, x)dx − θ(p)∣ ≥ 1} ,
and apply Lemma 1.6 to conclude Proposition A.7. 
Appendix B. Quantification of the weak norm of the flux on the infinite cluster
In this appendix, we prove a quantification of the H−1-norm of the flux on the cluster. We recall
that the flux on the cluster associated to the direction ek is defined by
(B.1) g̃ek ∶ C∞ → Rd, g̃ek = a(Dχek + ek) − 12 σ¯2ek.
The main estimate is stated in the following proposition.
Proposition B.1. Fix a point y ∈ Zd, for each exponent α > 0, there exist a positive constant
C ∶= C(λ, d,p, α) <∞, an exponent s ∶= s(λ, d,p, α) > 0, and a random variable Mflux,α(y) satisfying
the stochastic integrability estimate Mflux,α(y) ≤ Os (C) ,
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such that, for every radius r ≥Mflux,α(y), one has
(B.2)
d∑
k=1 ∥g̃ek∥H−1(C∞∩Br(y)) ≤ Crα.
Without loss of generality, we assume y = 0. The strategy of the proof is to make use of another
centered flux defined on the entire space Zd,
gek ∶ Zd → Rd, gek = a(Dχek + ek) − aek.
The homogenized conductance a is defined in [12, Definition 5.1] by the formula: for each p ∈ Rd,
1
2
p ⋅ ap ∶= lim
n→∞E [ν (◻m, p)] ,
where the energy ν (◻m, p) is defined by
(B.3) ν (◻m, p) ∶= inf
u∈lp+C0(C∞∩◻m)
1
2∣ ◻m ∣ ∫◻m ∇u ⋅ a∇u,
where the notation lp denotes the affine function of slope p (i.e., for each point x ∈ Zd, lp(x) = p ⋅ x)
and the symbol C0 (C∞ ∩ ◻m) denotes the set of functions defined on the set C∞ ∩ ◻m, valued in R,
which are equal to 0 on the boundary C∞ ∩ ∂◻m. The reason we introduce this quantity is that,
building upon the results of [12], we can prove the following H−1-estimate: there exists a non-negative
random variable Mflux−Zd,α satisfying the stochastic integrability estimate Mflux−Zd,α ≤ Os (C) such
that, for every r ≥Mflux−Zd,α,
(B.4)
d∑
k=1 ∥gek∥H−1(Zd∩Br) ≤ Crα,
where the H−1(Zd ∩Br)-norm is defined by the formula∥gek∥H−1(Zd∩Br) = sup∥ϕ∥
H1(Zd∩Br)≤1
1∣Zd ∩Br ∣ ∫Zd∩Br ϕgek ,
and where the H1(Zd ∩Br)-norm of a function ϕ ∶ Zd ∩Br → R, denotes the discrete normalized
Sobolev norm defined by the formula∥ϕ∥2H1(Zd∩Br) ∶= r−1 ∥ϕ∥L2(Zd∩Br) + ∥∇ϕ∥L2(Zd∩Br) .
Once this result is established, we set the value
(B.5) σ¯2 ∶= 2θ(p)−1a,
and deduce Proposition B.1 from the estimate. The main difference between the estimates (B.2)
and (B.4) is that in the former estimate, the H−1-norm is computed on the ball Br while in the
latter is computed on the intersection C∞ ∩Br. This makes an important difference and motivates
the introduction of the diffusivity σ¯2 in (B.5) and of the new flux g̃ek in (B.1). In the following
paragraph, we give an heuristic argument explaining why we expect Proposition B.1 to hold assuming
that the estimate (B.4) is valid.
We start by using the constant test function equal to 1 in the definition of the H−1(Br) norm in
the estimate (B.4) shows
(B.6) ∫
Zd∩Br a(Dχek + ek) ≃ ∫Zd∩Br aek,
where the symbol ≃ means that the two quantities on the left and right sides differ by a small term,
which by (B.4) is of order r−(1−α). Since the function a(Dχek + ek) is defined to be equal to 0 outside
the infinite cluster, the left side of (B.6) can be rewritten
∫
Zd∩Br a(Dχek + ek) = ∫C∞∩Br a(Dχek + ek).
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For the right-hand side of (B.6), using that the density of the cluster has density θ(p), one expects
∫
Zd∩Br aek ≃ ∫C∞∩Br θ(p)−1aek.
This shows ∫
C∞∩Br a(Dχek + ek) ≃ ∫C∞∩Br θ(p)−1aek.
Thus if we want the estimate (B.2) to hold, the only admissible value for the coefficient σ¯2 is 2θ(p)−1a,
indeed testing the constant function equal to 1 in the definition of the H−1(C∞ ∩Br)-norm of the
estimate (B.2) shows
∫
C∞∩Br a(Dχek + ek) ≃ ∫C∞∩Br 12 σ¯2ek.
Remark B.2. We note that the identity (B.5) is the definition of the diffusivity σ¯2 used in this
article: thanks to this definition and the result of Proposition B.1, we are able to prove Theorem 1,
and then to recover the invariance principle stated in (1.4).
The rest of this section is organized as follows. We first explain how to prove the estimate (B.4)
by using the results of [62] and the strategies of stochastic homogenization in the uniformly elliptic
setting presented in [15]. We then show how to deduce Proposition B.1 from the inequality (B.4).
Proof of the estimate (B.4). We first extend the function gek from Zd to Rd and let [gek] be the
function defined on Rd, which is equal to gek on Zd and which is piecewise constant on the unit cubes
z + [−12 , 12)d. We have the identity ∥gek∥H−1(Zd∩Br) ≃ C ∥[gek]∥H−1(Br) up to a constant C depending
only on the dimension, where H−1(Br) is the standard Sobolev norm. We then want to control
the continuous H−1(Br) norm of [gek]. The strategy is to apply the multiscale Poincare´ inequality
stated in [15, Remark D.6, equation (D.28)]. Its rescaled version reads
(B.7) ∥[gek]∥H−1(Br)) ≤ Cr (∫ 10 (∫Rd r−de− ∣x∣r ∣Φr2t ⋆ [gek]∣2(x)dx) dt)
1
2
,
where the function Φt is the standard heat kernel defined by Φt ∶= 1(2pit) d2 exp (− ∣x∣22t ) and the operator ⋆
is the standard convolution on Rd. We then apply the following results:● The spatial average of the flux decays: one has the estimate, for each t > 0,
(B.8) ∣Φt ⋆ [gek]∣ ≤ Os (Ct− d4 ) .
A proof of this result can be found in [62, Section 3.1, Proposition 1.1].● The flux is essentially bounded: one has the estimate, for each t > 0,
(B.9) ∣Φt ⋆ [gek]∣ ≤ Os(C),
To prove this estimate, we first note that the bound on the corrector stated in (2.11) imply
the following Lipschitz estimate on the corrector (by choosing x and y to be two neighboring
points): for each vector p ∈ B1, and each edge e ∈ Bd,
(B.10) ∣∇χp(e)∣ ≤ Os (C ∣p∣) .
This estimate is also stated in [12, Remark 1.1]. The inequality (B.9) is then a consequence
of the estimate (B.10) and the property (1.23) of the Os notation.
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We then truncate the integral in the right side of (B.7) at the value t = r−2 and obtain
∥gek∥H−1(Zd∩Br) ≤ Cr (∫ r−20 (∫Rd r−de− ∣x∣r ∣Φr2t ⋆ [gek]∣2(x)dx) dt)
1
2
+Cr (∫ 1
r−2 (∫Rd r−de− ∣x∣r ∣Φr2t ⋆ [gek]∣2(x)dx) dt)
1
2
.
To estimate the first term in the right side, we apply the estimate (B.9) and, to estimate the second
term, we apply the estimate (B.8). Together with the property (1.23) of the Os notation, this gives
(B.11) ∥gek∥H−1(Zd∩Br) ≤ ⎧⎪⎪⎨⎪⎪⎩
Os(C) if d ≥ 3,Os (log 12 (1 + r)) if d = 2.
Finally, for every exponent α > 0, we set
Mflux−Zd,α ∶= sup{r ∈ R+ ∶ r−α d∑
k=1 ∥gek∥H−1(Zd∩Br) ≥ 1} ,
and apply Lemma 1.6. This completes the proof of the estimate (B.4). 
Proof of Proposition B.1. We fix an exponent α > 0. We define the exponent q ∶= max ( (2d−1)α ,2d)
and split the proof into 3 steps.
Step 1. In this step, we establish the inequality, for any radius r ≥Mq (P),
(B.12) ∥g̃ek∥H−1(C∞∩Br) ≤ Cr α2 (∥gek∥H−1(Zd∩Br) + ∥12 σ¯2ek(1C∞ − θ(p))∥H−1(Zd∩Br)) ,
where C is a constant depending only on the parameters λ, d,p. We recall the definition of the
H−1-norm on the infinite cluster
∥g̃ek∥H−1(C∞∩Br) = sup∥ϕ∥H1(C∞∩Br)≤1 1∣C∞ ∩Br ∣ ∫C∞∩Br ϕg̃ek .
We fix a function ϕ ∶ C∞ ∩ Br → R such that ∥ϕ∥H1(C∞∩Br) ≤ 1. The main idea is to extend the
function ϕ from the infinite cluster to Zd. To this end, we use the coarsened function [ϕ]P introduced
in Section 2.1.1. We extend the function g̃ek by 0 outside the infinite cluster so that we have
∫
C∞∩Br ϕg̃ek = ∫Zd∩Br[ϕ]P g̃ek .
Since the radius r is assumed to be larger than the minimal scale Mq (P), the ratio ∣Zd∩Br ∣∣C∞∩Br ∣ is
bounded from above by a constant C(d,p). Then, we compute
1∣C∞ ∩Br ∣ ∫C∞∩Br ϕg̃ek(B.13) = 1∣C∞ ∩Br ∣ ∫Zd∩Br[ϕ]P (g̃ek − gek) + 1∣C∞ ∩Br ∣ ∫Zd∩Br[ϕ]Pgek
≤ ( ∣Zd ∩Br ∣∣C∞ ∩Br ∣) ∥[ϕ]P∥H1(Zd∩Br) (∥g̃ek − gek∥H−1(Zd∩Br) + ∥gek∥H−1(Zd∩Br))
≤ C(d,p) ∥[ϕ]P∥H1(Zd∩Br) (∥12 σ¯2ek(1C∞ − θ(p))∥H−1(Zd∩Br) + ∥gek∥H−1(Zd∩Br)) ,
where we used the equation a = 12θ(p)σ¯2 to go from the second line to the third line. We then use
the estimates (2.7) and (2.8) to estimate the H1-norm of the coarsened function ϕ in terms of the
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H1-norm of the function ϕ, and the assumption r ≥Mq(P) to estimate the size of the cubes of the
partition. This gives ∥[ϕ]P∥H1(Zd∩Br) ≤ Cr α2 ∥ϕ∥H1(C∞∩Br) .
Combining the previous estimate with the inequality (B.13) completes the proof of Step 1.
Step 2: Control over the quantity ∥σ¯2ek(1C∞ − θ(p))∥H−1(Br). We let ◻m be the triadic cube such
that ◻m−1 ⊆ Br ⊆ ◻m. We note that∥σ¯2ek(1C∞ − θ(p))∥H−1(Zd∩Br) ≤ C ∥σ¯2ek(1C∞ − θ(p))∥H−1(◻m) ,
where the constant C depends only on the dimension d. We apply another version of the multiscale
Poincare´ inequality, which is stated in [15, Proposition 1.7] (in the continuous setting, the extension
to the discrete setting considered here does not affect the proof) and reads
∥σ¯2ek(1C∞ − θ(p))∥H−1(◻m) ≤ C m−1∑
n=0 3n
⎛⎝ 1∣3nZd ∩ ◻m∣ ∑y∈3nZd∩◻m σ¯4(1C∞ − θ(p))2y+◻n⎞⎠
1
2
,
where we recall the notation (f)y+◻n = 1∣◻n∣ ∑x∈y+◻n f(x). We apply Proposition A.1(1C∞ − θ(p))y+◻n ≤ Os (C3− dn2 ) .
Using that the dimension is larger than 2 and the property (1.23) of the Os notation, we obtain
∥σ¯2ek(1C∞ − θ(p))∥H−1(◻m) { Os(C) if d ≥ 3,Os(Cm) if d = 2.
We then apply Lemma 1.6 to the collection of random variables
Xm ∶= 3−αm2 ∥σ¯2ek(1C∞ − θ(p))∥H−1(◻m) ,
to construct a minimal scale Mcluster,α
2
such that, for any radius r ≥Mcluster,α
2
,
(B.14) ∥σ¯2ek(1C∞ − θ(p))∥H−1(Zd∩Br) ≤ Cr α2 .
Step 3: The conclusion. We let Mflux−Zd,α
2
be the minimal scale provided by equation (B.4) with
the exponent α2 . We define the random variable Mflux,α(0) according to the formulaMflux,α(0) ∶= max (Mcluster,α
2
,Mflux−Zd,α
2
,Mq(P)) .
Combining the main results (B.12) of Step 1 and (B.14) of Step 2 shows, for any r ≥Mflux,α(0),
∥g̃ek∥H−1(C∞∩Br) ≤ Cr α2 (∥gek∥H−1(Zd∩Br) + ∥12 σ¯2ek(1C∞ − θ(p))∥H−1(Zd∩Br))≤ Cr α2 (r α2 + r α2 )≤ Crα.
Thus, we obtain the main result (B.2) of Proposition B.1. 
Remark B.3. One result used in this article is a variation of Proposition B.1. We are interested in
another function g̃∗ek ∶ C∞ → Rd, satisfying the identity, for each function u ∶ C∞ → R,
(B.15) D∗ ⋅ (u(a (Dχek + ek) − 12 σ¯2ek)) = D∗u ⋅ g̃∗ek .
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One can check that the quantity g̃∗ek is different from g̃ek with an exact formula
g̃∗ek ∶=
⎛⎜⎜⎜⎜⎝
T−e1 [a (Dχek + ek) − 12 σ¯2ek]1⋮
T−ed [a (Dχek + ek) − 12 σ¯2ek]d
⎞⎟⎟⎟⎟⎠ ,
where the (minor) difference comes from the translation when applying the finite difference operator.
The H−1-norm of the function g̃∗ek can also be controlled and one has the following property: for any
exponent α > 0, any vertex y ∈ Zd, and any radius r ≥Mflux,α(y), one has the estimate
d∑
k=1 ∥g̃∗ek∥H−1(C∞∩Br(y)) ≤ Crα.
The proof is identical to the proof of Proposition B.1 and the details are left to the reader.
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