This paper studies the dynamical behavior near one kind of singularity solutions (self-similar solutions) for the classcial Born-Infeld equation in 1 + 1 dimension. Lynapunov nonlinear stability of those self-similar solutions are given inside a strictly proper subset of the backward light cone.
Introduction and main results
with the initial data u(0, x) = u 0 (x), u t (0, x) = u 1 (x), (1.2) where u = u(t, x) is a real scalar-valued function, and (t, x) ∈ R + × R. The Born-Infeld equation was first established by Born and Infeld [4, 5] to describe nonlinear electrodynamics, a generalization of the linear Maxwell equations. It also appears in a geometric nonlinear theory of electromagnetism, and seen as the equation of graphs with zero mean curvature over a domain of the timelike tx-plane in Lorentz-Minkowski L 3 (t, x, y). More precisely, equation (1.1) can be written as the minimal surface equation It is easy to see that Born-Infeld equation (1.1) exhibits the following scaling invariance for any λ > 0, u(t, x) → u λ (t, x) = λ −1 u(λt, λx). x + F 1 (u t , u x ))xdx, where F (u t , u x ) = u tt u 2 x + u xx u 2 t − 2u t u x u tx satisfies the null condition, and the energy can be transformed as E(u λ ) = λE(u).
Moverover, it is a mass conservation dynamics, i.e.
∂ t u 1 − |∂ t u| 2 + |∇ x u| 2 is conserved along the dynamics.
The study of singularity is one of most important topics in physics and mathematics theory, which corresponds to a physical event, such as the solution (e.g. a physical flow field) changing topology, or the emergence of a new structure, such as a tip, cusp. It can also imply that some essential physics is missing from the equation in question, which should thus be supplemented with additional terms. There has been discovered that the behavior of string theory in spacetimes that develop singularities [22] . Obviously, the Born-infeld equation (1.1) is energy supercritical, so one expects smooth finite energy initial data to lead to finite time blow up, and the blow up rate is like the self-similar blow up solution. Eggers and Hoppes [7] gave a detail discussion on the existence of self-similar blow up solutions (not explicit self-similar solutions) to the Born-Infeld equation (1.1). They showed that above equation has self-similar solutions u(t, x) = u 0 −t +t a h( x t b ) + . . . , wheret = t 0 − t and h(x) ∝ A ± x 2a a+1 for x → ±∞. To the higher dimension case, they showed that the radially symmetric membranes equation has a self-similar solutions u(t, x) = −t +t a h( x − x 0 t b ) + . . . ,
by analyzing the eikonal equation
Meanwhile, the swallowtail singularity was also been given by parametric the string solution in [6] . One can see [3, 6, 8, 11, 12, 17, 18, 21, 25] for more disscusion on the existence of solutions for the Born-Infeld equation and membrane equation. Recently, Alejo and Muñoz [1] obtained a sharp nonlinear scattering result for Born-Infeld equation (1.1) .
For the classicification of singularity in physics, there are timlike singularity, spacelike singularity and lightlike (null) singularity. To the Born-Infeld equation (1.1) , if the singularity solution u(t, x) of (1.1) satisfies 1 − |∂ t u| 2 + |∂ x u| 2 > 0, then the singularity is called timelike singularity; if the singularity solution u(t, x) of (1.1) satisfies 1 − |∂ t u| 2 + |∂ x u| 2 < 0, then the singularity is called spacelike singularity; the singularity solution u(t, x) of (1.1) satisfies 1 − |∂ t u| 2 + |∂ x u| 2 = 0, then the singularity is called lightlike singularity. In the present paper, we find that the linear wave equation u tt − u xx = 0, (t, x) ∈ R + × R (1.4) has a family of explicit self-similar solutions u k (t, x) = k ln( T − t + x T − t − x ), |x| < T − t, t ∈ [0, T ), ∀k ∈ R/{0}, where T denotes the maximal existence time. Those solutions are also timelike selfsimilar solutions of Born-Infeld equation (1.1). Meanwhile, we prove that this family of solutions is Lynapunov nonlinear stability inside a strictly proper subset of the backward light cone. In fact, our result gives an example that even if the nonlinear term of one dimensional quasilinear wave equation satisfies null condition, there is no-global existence of smooth solution for this equation.
We now give a suitable version of Lyapunov nonlinear stable for the self-similar solutions of Born-Infeld equation (1.1). Let T be a postive parameter. The notation X stands for a Sobolev-type space that will be specified shortly. (0, x)) ∈ X of quasilinear system (1.1), there is δ > 0 such that
then quasilinear system (1.1) has a local solution u(t, x) such that u(t, x) ∈ C 2 ([0, T ]; X ), and
Here is our main result in this paper.
Theorem 1.1.
• The classical Born-Infled equation (1.1) and linear wave equation (1.4) have the same family of explicit self-similar solutions 5) where T denotes the maximal existence time. Moreover, this explicit solutions of Born-Infled equation are timelike.
• The family of explicit timelike self-similar solutions (1.5) is Lynapunov nonlinear stable inside a strictly subset of the backward light cone B T , i.e. for a sufficient small ε > 0, if
then for a fixed constantk ≥ 2, quasilinear system (1.1) has a local solution u(t, x) such that
where
and constants δ ∼ 1 and T ∈ [T − δ, T ) with 0 < δ ≪ 1.
Remark 1.1. We should notice that T denotes the maximal existence time, not any time. In the cone |x| < T − t, there is
Moreover, constant δ ∼ 1 means it near 1, not 0.
Sketch of the proof The idea of looking for explicit of self-similar solutions is that we rewrite Born-Infeld equation (1.1) in similarity coordinates, then the steady solution of ODE
gives the self-similar solutions of (1.1). Luckily, above ODE (1.6) has a family of explicit solutions. Meanwhile, we find that the linear wave equation in similarity coordinates is
which has the same steady equation (1.6). Thus explicit of self-similar solutions
of Born-Infeld equation (1.1) is also explicit of self-similar solutions of linear wave equation. This idea can be applied to find explicit self-similar solutions other kinds of PDEs.
To show Lynapunov nonlinear stable of those self-similar solutions, the perturbation quasilinear equation is not considered in similarity coordinates, we directly solve this equation in original coordinates. So this is equivalent to prove the local existence of regular solutions for perturbation equation. In fact, if we transform the perturbation equation with singular coefficients in similarity coordinates, then it has to prove global existence of regular solutions for a quasilinear equation. But there is loss of derivatives, and there is no good structure condition of nonlinear term in similarity coordinates. To overcome loss of derivatives, we employ Nash-Moser iteration scheme which has been used in [24] to show local existence of regular solutions in the space C
) with a fixed constant k ≥ 2. Here we should notice that a coefficient of perturbation equation is 1 (T −t) 2 −x 2 , so the blowup point (T, 0) should not be contained. This is main reason that Lynapunov nonlinear stability of those self-simiilar solutions are given inside a strictly proper subset of the backward light cone. In fact, our result gives the analysis of dynamical behavior of solutions in a small δ-neighborhood of blowup point (T, 0). To the author's knowledge, there is few result on the nonlinear stability of self-similar solution including the blowup point (T, 0) for wave equations or wave map.
Thoughout this paper, the symbol a b means that there exists a positive constant C such that a ≤ Cb. Let Ω ⊂ R, we denote the usual norm of L 2 (Ω) and
We also introduce the function space C
The letter C with subscripts to denote dependencies stands for a positive constant that might change its value at each occurrence. The organization of this paper is as follows. In section 2, we give the details of finding explicit self-similar solutions of Born-Infeld equation (1.1). The last section is to show the Lynapunov nonlinear stability of those self-simiilar solutions by using Nash-Moser iteration scheme.
Self-similar solutions for Born-Infeld equation
Let T be the maximal existence time. Introduce the similarity coordinates
Thus equation (1.1) is transformed into an one dimensional quasilinear wave equation
and linear wave equation (1.4) is transformed into
Obviously, equations (2.1) and (2.2) have the same steady equation
which is an ODE. Direct computation shows that it has a family of solutions
where k is an arbitrary constant in R \ {0}.
Obviously, the domain of ρ is {ρ|ρ ∈ (−1, 1)}.
Hence Born-Infeld equation (1.1) has a family of explicit self-similar solutions
It is easy to see that
Moreover, since
this kind of explicit self-similar solutions u k (t, x) given in (2.3) are timelike singularity.
3 Lynapunov nonlinear stable of self-similar solutions Let δ ∼ 1 be a positive constant. Since explicit self-similar solutions (2.3) have explicit domain (2.4), we consider the dynamical behavior of self-similar solutions inside the backward lightcone
Here we can not deal with the case of δ = 1 due to singular coefficient
where u k (t, x) stands for a family of explicit self-similar solutions given in (2.3). Note that k ∈ R/{0} is a constant. So we only deal with the case of k = 1 in (3.5) for convenience. It is the same way to show the cases of k = 1. Substituting (3.5) into (1.1), we get an equation on w with singular coefficients as follows
6) with a small initial data condition
obviously, ∀k ∈ R \ {0}, there is
Here ε ≪ 1 is a positive small constant.
We supplement the timelike boundary condition
In the backward lightcone B T , one can see that
Note that δ ∼ 1. There is
So this implies that quasilinear equation (3.6) is a elliptic-hyperbolic mixed-type equation, and (3.6) is degenerate on line
More precisely, equation (3.6 ) is a strictly hyperbolic equation in the hyperbolic domain
and it is a degenerate elliptic equation in the elliptic domain
The Linearized equation with singular coefficients
We consider the linearized equation of (3.6) around a fixed funciton w with an external force f (t, x) ∈ H k (k ≥ 1) as follows
where a(t, x) := 1 + j(t, x)(w
10) and
Note that the dynamical behavior of self-similar solutions (2.3) is considered in the lightcone. The singular of coefficients may only take place at
which means that there is no singular point of j(t, x). In what follows, we denote j(t, x) by itself at
x T −t = δ for convenience. So asymptotic behavior of coefficients a(t, x), b(t, x), c(t, x), d(t, x) and e(t, x) at those possible lines are as follows
), when
− w x w tx ) , when
+ 2w x w t , when
where for a fixed constant k ≥ 2.
where C stands for a positive constant.
Proof. We notice that singular term is
Observation from the form of coefficients a(t, x), b(t, x), c(t, x), d(t, x), e(t, x) and j(t, x), one can see that there is no singular term in j(t, x), and the highest order of singular terms in a(t, x), b(t, x), c(t, x), d(t, x) and e(t, x) are
, respectively. Thus those estimates hold.
Local existence of linearized equation in the hyperbolic domain Ω 1
We now derive energy estimates in the domain Ω 1 = [0, −1 + 1 + (T − t) 2 ]. In this domain, equation (3.6) is a hyperbolic equation which is degenerate at line x = −1 + 1 + (T − t) 2 . We supplement this hyperbolic equation with initial data 12) where the boundary ∂Ω 1 = Σ 1 ∪Σ 2 , and Σ 1 := {x = 0} and Σ 2 :
Obviously, the coefficient b(t, x) ≡ 0 at x = −1 + 1 + (T − t) 2 , thus the linear wave equation (3.6) is degenerate at x = −1 + 1 + (T − t) 2 . We follow the idea of Oleinik [16] for second order weakly hyperbolic equation to deal with our case. One can see more application of it in [10, 15, 23] .
Lemma 3.2. Let positive constant δ ≪ 1 and w ∈ B R . Then for a fixed constant k ≥ 2, and
, the solution h(t, x) of the linearized equation (3.9) with (3.12) and (3.13) in the domain Ω 1 satisfies
Proof. Let ν be a positive constant. Taking the inner product of the linearized equation (3.9) with e 
(3.15)
So for t near T − , by (3.15) , it is easy to check that
This means that the singular term of j(t, x) in the boundary is at most (T − t) −1 . Moreover, one can check it is also the singular term inside Ω 1 .
On the other hand, there are
and
Note that the singualr term may be higher at the boundary than internal of domain. Thus we analysize the boundary case. Using (3.16), we derive
17) so by the same proof with Lemma 3.2, inequalities (3.17) also hold in x ∈ Ω 1 . By Young's inequality, we derive
Applying above two inequalities to (3.14), there is
18) Note that w ∈ B R , i.e. w C k 2 ≤ R for a small postive constant R ≪ 1. For a suitable small R > 0 and a sufficient big ν > 0, by (3.10), (3.16) and (3.17), the leading terms in
respectively.
Here we should notice that all the term containing w in a(t, x), b(t, x), c(t, x), d(t, x) and e(t, x) are controlled by a postive constant CR (T −t) p with constant p ≥ 3. Those two leading terms are positive, so for a sufficient big ν > 0 can make (3.19) and (3.20) positive. Moreover, for a sufficient small R ≪ 1 and sufficient big µ and ν, there exists positive constants C, C R,ν depending on R and ν, and T ∈ [T − δ, T ) with 0 < δ ≪ 1 such that ∀t ∈ [0, T ], there are
Thus by noticing (3.21)-(3.22), inequality (3.18) leads to
(3.23)
Integrating (3.23) over Ω 1 , and noticing the boundary condition (3.13), we have
so integrating above inequality in [0, t] with t ∈ (0, T ], and noticing a(t, x) and
To obtain higher order energy estimates, we consider the equation of the x-derivatives of h. For a fixed k ≥ 2, applying ∂ k+1 = ∂ t ∂ k x to both sides of (3.9) to get
24) where k + 1 = k 1 + k 2 with 1 ≤ k 1 ≤ k + 1 and 0 ≤ k 2 ≤ k, and 
, the solution h(t, x) of the linearized equation (3.9) with (3.13) and (3.12) in the domain Ω 1 satisfies
(3.26)
Proof. Let ν and χ be two positive constant. Taking the inner product of the linearized equation (3.24) with e
(3.27) We now estimate the right hand side of (3.27) one by one. By Young's inequality and (3.25), there are
(3.28) We notice that all of coefficients a(t, x), b(t, x), c(t, x), d(t, x) and e(t, x) contain singular term 1 T −t with different orders. So the derivatives of them will increase the order of singular terms. By Lemma 3.1, we know that the highest order in c(t, x) and d(t, x) are 3, and e(t, x) is 2, respectively. Thus again by Young's inequality and Sobolev embedding H k+1 ⊂ H k with k ≥ 1, for k + 1 = k 1 + k 2 with 1 ≤ k 1 ≤ k + 1 and 0 ≤ k 2 ≤ k, we derive
(3.29)
On the other hand, by inequality x a e −x ≤ ( a e ) a with x > 0, a > 0, and integration by parts, there exists a postive constant C k,ν depending on k and ν such that
Thus integrating (3.27) over [0, t] × Ω 1 with t ∈ (0, T ], and using (3.28)-(3.30), we get
∂e(t, x) ∂x
(3.31) We notice that w ∈ B R , i.e. w C k 2 ≤ R for a small postive constant R ≪ 1. So for a sufficient big ν > 4(k + 1) and χ + 1 ≥ k + 4, the term
So for a sufficient small R ≪ 1 and sufficient big µ and ν, there exists positive constants C, C R,ν,χ depending on R, ν and χ and T ∈ [T − δ, T ) with 0 < δ ≪ 1 such that ∀t ∈ [0, T ], there are
Thus (3.31) gives that
which means that (3.26) holds.
We now follow [16] to give the local existence of solution for linear equation (3.9) in the domain Ω 1 .
Lemma 3.4. Let positive constant δ ≪ 1 and w ∈ B R . Then for any fixed constant k ≥ 2, ∀t ∈ [0, T ], and f (t,
Moreover, there is
Proof. Let κ be a small positve constant. Assume that f (t, x) a compact support in Ω 1 . Consider the approximation equation
where (t, x) ∈ [0, T ] × Ω 1 , and
Equation (3.34) is a strictly linear hyperbolic equation. All of coefficients of (3.34) are singularity at t = T , but not singular with (t, x) ∈ [0, T ] × Ω 1 . Hence it always admits a local H k -solution h κ with t ∈ [0, T ], and it satisfies (3.26). Meanwhile, by the property of propagation at finite speed, h κ is of compact support in Ω 1 . As in [16] , since the right hand side of inequality (3.26) is independent of κ, we can take h ∈ C k 2 such that h κ → h in C k 2 as κ → 0 with a fixed constant k ≥ 2. Therefore, h is the solution of (3.9), and (3.26) remain valid for a limiting function h. This gives (3.33).
Local existence of linearized equation in the elliptic domain Ω 2
We next consider linear equation (3.9) in the domain Ω 2 = [−1+ 1 + (T − t) 2 , δ(T −t)]. In this case, it is a degenerate linear elliptic-type equation with singular coefficients. The degenerate line is the boundary x = −1 + 1 + (T − t) 2 . The boundary of Ω 2 is denoted by
where Σ 3 := {x = −1 + 1 + (T − t) 2 },
This linear elliptic-type equation with singular coefficients is
where a(t, x), c(t, x), d(t, x) and e(t, s) are given in (3.10), and
for t near T − , which has the property
Here the first term inb satisfies
By (3.8) , there is h(t, x)| x∈Σ 4 = 0. 
Proof. Let ν and µ be two positive constants, and t < T . Taking the inner product of the linearized equation (3.35) with
38) and 
(3.40) By Young's inequality, we derive
which combining with (3.40) gives that
(3.41) We now analyze the singular terms in (3.38) as t nearby T − . Similar to (3.17), we can derive
(3.43) On one hand, direct computations give that
(3.45) Obviously, there is no term independent of the derivatives of w in ∂a(t,x) ∂x
, and the first term in
Note that w ∈ B R , i.e. w C 2 2,γ ≤ R for a small postive constant R ≪ 1. Although
we can see the followingb(t, x) is not the leading term due to the weighted function. So the degenerate of coefficientb(t, x) does not effect our estimates. More precisely, for a sufficient small R > 0 and a sufficient big ν > µ > 0, by (3.10), (3.11), (3.16), (3.36) and (3.43)-(3.45), the leading terms in
respectively. Thus for a sufficient small R ≪ 1 and sufficient big µ and ν, there exists positive constants C and T ∈ [T − δ, T ) with 0 < δ ≪ 1 such that ∀t ∈ [0, T ], we have
where C R,µ,ν is a positive constant depending on R, µ and ν. Thus integrating (3.41) over Ω 2 , and noticing the boundary condition (3.37) and initial data (3.12), using Gronwall's inequality, we have
Next we derive higher order energy estimates in the elliptic domain Ω 2 . For a fixed k ≥ 1, applying ∂ k+1 = ∂ t ∂ k x to both sides of (3.35) to get
47) where k + 1 = k 1 + k 2 with 1 ≤ k 1 ≤ k + 1 and 0 ≤ k 2 ≤ k, and 
, the solution h(t, x) of the linearized equation (3.35) with initiali data (3.12) and boundary condition (3.37) in the domain Ω 2 satisfies
Proof. Let ν, µ and χ be three positive constants. Taking the inner product of the linearized equation (3.47) with e
(3.50) By noticingb(t, x) = −b(t, x), one can get (3.28)-(3.30) similarly, i.e.
Thus, by (3.50), we have
(3.51) Note that w ∈ B R , i.e. w C 2 2 ≤ R for a small postive constant R ≪ 1. So for a sufficient big ν > 4(k + 1) and χ + 1 ≥ k + 4 with k ≥ 2, terms
with constant p ≥ χ + 1 are the leading terms in
So for a sufficient small R ≪ 1 and sufficient big µ and ν, there exists positive constants C and T ∈ [T − δ, T ) with 0 < δ ≪ 1 such that ∀t ∈ [0, T ], there are
where C R,µ,ν,χ stands for a positive constant depending on R, µ, ν and χ.
Note thatb(t, x)| x∈Σ 3 = 0 and µa(t, x)| x∈Σ 3 > 0. Hence, integrating (3.51) over Ω 2 , and by Gronwall's inequality, there is 
Proof. Let θ > 0. We consider the regularized operator
which is an elliptic equation. We have derived an estimates on the solution h of above equation with θ = 0 in Lemma 3.6. So let θ → 0, one can see that the estimate of solution h for regularized elliptic equation (3.54) is independent of θ. By elliptic equation theory, equation (3.54 ) has a unique solution h ∈ C k 2 . The estimate of (3.53) is followed from Lemma 3.6.
Estimates of solution for linearized equation in Ω
We will solve the nonlinear equation (3.6) by using Nash-Moser iteration scheme [24] . One can see [9, 13, 14, 19] for more details on this method. Here we should notice that hyperbolic property or elliptic property of equation (3.6) only depends on the sign of coefficient b(t, x) of diffusion term, but independent of w. By Lemma 3.4 and Lemma 3.7, we know that the solutions in hyperbolic domain and elliptic domain has the same regularity, so we combine with two solutions in Ω 1 and Ω 2 , which give the solution of equation (3.6) in domain Ω = Ω 1 ∪ Ω 2 . Moreover, we have the following estimate.
Lemma 3.8. Let positive constant δ ≪ 1 and w ∈ B R . Then for a fixed constant k ≥ 2, and f (t, x) ∈ C 2 ([0, T ]; H k (Ω)), there exists a positive constant T ∈ [T − δ, T ) such that ∀t ∈ [0, T ], the solution h(t, x) of the linearized equation (3.9) with boundary condition (3.8) and initial data (3.12) in the domain Ω satisfies
(3.55)
Proof. We notice that Σ 2 = Σ 3 = {x = −1 + 1 + (T − t) 2 }. Summing up (3.32) with (3.52), we find that the term [e(t, x)|∂ t ∂ k+1 h| 2 ] x∈Σ 3 dt can be offset, so there is
Local existence of solutions for nonlinear equation
We introduce a family of smooth operators possessing the following properties.
Lemma 3.9. (see [2] ) There is a family {Π θ } θ≥1 of smoothing operators in the space H k (Ω) acting on the class of functions such that
where C is a positive constant and (s 1 − s 2 ) + := max(0, s 1 − s 2 ).
In our iteration scheme, we set
then by (3.56), there is
Introduce an auxiliary function
where (εw 0 (x), εw 1 (x)) is the small initial data of equation (3.6), which are given in (3.7). From above auxiliary function, we can see that ψ(0, x) = 0, ψ t (0, x) = 0, thus using (3.58), we reduce equation (3.6) into a nonlinear problem with zero initial data, i.e.
59) where
We consider the approximation equation of nonlinear equation (3.59) as follows 
Our target is to prove that ψ (∞) is a local solution of nonlinear equation (3.59 
where the coefficients a(t, x), b(t, x), c(t, x), d(t, x) and e(t, x) are given in (3.10), but instead of w and its derivatives on t and x by Π Nm h (m) and its derivatives on t and x in those coefficients, respectively.
We can choose the initial approximation solution Proof. We notice that the highest order of nonlinear term in (3.62) is 3, and the highest order of derivatives on x and t in (3.62) are 2. Since the solution of (3.59) should be constructed in B R , so we should prove there exists a positive constant k 0 such that
thus we have h
, f or p ≥ 2.
By (3.57) and Young's inequality to estimate each term in R m (h (m) ), we obtain
The following Lemma is to construct the m-th approximation solution. Then we will find the m-th approximation solution ψ (m) , which is equivalent to find h For some fixed k, let 1 ≤k < k 0 ≤ k, and
which gives that k 0 > k 1 > . . . > k l > k l+1 > . . . . This means that ψ (m) ∈ B R . Thus we conclude that (3.68) holds. It follows from (3.68), the error term goes to 0 as m → ∞, i.e. lim m→∞
