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Die real werdende Vision von Ubiquitous Computing, insbesondere durch das Internet of Things
(IoT) (dt. Internet der Dinge), wird vor allem getrieben durch technologische Innovationen.
Die Geräte selbst werden immer kostengünstiger in der Herstellung, sparsamer im Energie-
verbrauch, kleiner und leistungsfähiger. Gleichzeitig stehen heute eine Vielzahl von Zugangs-
technologien zum Internet zur Verfügung, wodurch die Geräte jederzeit und von nahezu jedem
Ort aus miteinander kommunizieren können. Dadurch ergeben sich für das IoT völlig neue An-
wendungsmöglichkeiten [Gar14]. Das umfasst mehrere Anwendungsdomänen, wie Smart Ho-
me, Healthcare, Smart Cities, Smart Energy und Smart Grid, Automotive und Smart Mobility,
Smart Logistics und weitere [BDPP16]. Die Domänenübergänge sind fließend. Zum Beispiel
ist das Smart Home (SH) (dt. intelligentes Zuhause) als Anwendungsdomäne des IoT aktu-
ell ein milliardenschwerer Wachstumsmarkt. Bereits 2014 ermittelte der Bitkom, dass allein in
Deutschland etwa 10 Millionen Bürger mindestens eine SH-Anwendung nutzen [Kul14]. Eine
von der TU München beauftragte Studie von 2015 geht davon aus, dass bis 2017 in Europa ein
Marktvolumen von bis zu 4,1 Milliarden Euro erschlossen werden kann [TUM15]. Kunden von
SH-Systemen stehen Geräte für unterschiedlichste Anwendungsbereiche zur Verfügung.
Abbildung 1.1: Anwendungen im Smart Home nach Deloitte-Studie von 2013 [KMSD13]
Die in Abbildung 1.1 dargestellten Anwendungen lassen sich folgenden Bereichen zuordnen:
• Energie: Erzeugung, Eigenverbrauchsoptimierung, E-Mobility, Microgrid
• Heimautomatisierung: Licht, Verdunklung, Heizen, Garten
• Sicherheit: Brandschutz, Einbruch- und Diebstahlschutz
• Gesundheit: eHealth, Fitness
• Unterhaltung: TV, Audio
Der eigentliche Mehrwert des SH liegt im intelligenten Zusammenspiel aller vorhandenen Ge-
räte und nicht in der einfachen Steuerung der einzelnen Geräte [KMSD13]. Die Intelligenz bzw.
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das »Smart« im Smart Home wird in der Regel nicht von den Geräten selbst erbracht. Diese
liefern lediglich die Daten, auf deren Basis intelligente Dienste (z.B. regelbasiert, KI, Machine-
Learning, Prognoseverfahren usw.) Handlungsentscheidungen treffen und situationsabhängig
die Steuerung der Geräte übernehmen. Dem Nutzer der Geräte wird gegenüber den Gerä-
terohdaten ein Mehrwert erbracht. Solche Dienste werden deshalb auch als Mehrwertdienste
bezeichnet und sind allgemein ein essentieller Bestandteil von IoT-Anwendungen. Der Mehr-
wert der erbrachten Dienstleistung lässt sich in speziellen Anwendungsfällen durch Aggregation
von Daten mehrerer Nutzer sogar noch weiter steigern.
Folgendes Beispielszenario soll diese Überlegungen verdeutlichen. In sogenannten Smart-
Energy-Microgrids, bei denen kleine Wohnsiedlungen oder Häuserblocks ein gemeinsames
Subenergienetz mit eigenen Erzeugern teilen, ist die Energieautarkie eines der Hauptziele.
Wenn die eigene Erzeugerleistung gerade nicht ausreicht, um die gewünschten Geräte zu be-
treiben, kann von benachbarten Wohneinheiten überschüssige Energie verbraucht werden. Ein
entsprechender Mehrwertdienst sammelt dazu nötige Informationen von allen Teilnehmern im
Microgrid und plant die Ausführungszeiten der Geräte so, dass dabei stets genügend Strom
im lokalen Netz zur Verfügung steht. Dabei können auch Wetterinformationen (insbesondere
wichtig bei Gewinnung von Wind- u. Solarenergie), Lastkurven von Geräten und Verbraucher-
profile (Historie) in die Kalkulation mit aufgenommen werden. Neben der intelligenten Steuerung
übernimmt ein solcher Dienst auch die finanzielle Abrechnung der zwischen den Teilnehmern
gelieferten Strommengen.
Ein weiterer wichtiger Aspekt potenzieller Kunden ist die Konfiguration der intelligenten Steue-
rung und Monitoring durch Fernwartung [TUM15]. Sie ermöglicht es Nutzern, z.B. eine Fußbo-
denheizung zu aktivieren, Stunden bevor sie aus dem Urlaub zurückkommen. Bei Problemen
mit der Heizungsanlage kann ein Dienstleister zunächst per Fernwartung den Status der Anla-
ge prüfen, um dann das korrekte Ersatzteil zum Kunden mitzubringen.
Die vorangegangenen Überlegungen zeigen, dass die zuverlässige Versorgung der Mehrwert-
dienste mit den benötigten Daten der Geräte eine der wichtigsten Anforderungen an ein SH-
System im Speziellen, aber auch ganz allgemein im IoT ist. Zusätzlich muss den Diensten auch
eine Schnittstelle zur Steuerung der Geräte zur Verfügung gestellt werden. Idealerweise kann









Neben rein lokalen Installationen, ist Cloud-Computing im Sinne von PaaS eine bevorzugte Lö-
sung der Industrie, um den gestellten Anforderungen gerecht zu werden [Gar16, Fro16]. Eine
abstrahierte Form einer solchen IoT-PaaS-Cloud ist in Abbildung 1.2 dargestellt. Geräte syn-
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Services
Silo A Silo B Silo C
Abbildung 1.3: IoT-Cloud als Daten- bzw. Vendor-Silos
chronisieren ihre Zustände mit ihren Repräsentationen in Form von virtuellen Objekten in der
Cloud. Die Cloud stellt die Zustände der virtuellen Objekte (VO) über eine Schnittstelle eigenen
internen oder externen Diensten zur Verfügung. Über diese Schnittstelle können die Zustände
der VO auch manipuliert werden, was eine Zustandsänderung bei dem physischen Gerät zur
Folge haben kann. In XaaS-Terminologie wird die Aufgabe dieser Dienstschnittstelle in dieser
Arbeit als Device-as-a-Service (DaaS) bezeichnet werden.
1.1 Problemstellung und Motivation
Die zuvor vorgestellte IoT-Cloud-Architektur bringt ein Problem mit sich, das auch als Vendor
lock-in, Vendor silo oder Datensilo bekannt ist (Vgl. Abbildung 1.3). Verschiedene Hersteller
von Geräten bzw. Betreiber von Clouds und Diensten schaffen eigene proprietäre Hard- und
Softwarelösungen, welche oft nicht zueinander kompatibel bzw. kommunikationsfähig sind. Das
ist generell beim Cloud-Computing [TCB14], aber auch ganz speziell in der IoT-Domäne ein
Problem [BRT16].
Vinton G. Cerf, Träger des Turing Awards und durch seine Mitwirkung bei der Standardisierung
der Protokolle TCP/IP als einer der Väter des Internets bezeichnet, hat das Problem und die
daraus folgende Motivation in einem Interview mit dem Guardian1 treffend formuliert:
»[...] It’s time to start working on Inter-cloud standards and protocols so your da-
ta doesn’t get trapped in one of the problems with cloud computing ... [and these
standards and protocols] allow people to manage assets in multiple clouds, and for
clouds to interact with each other.« [TCB14]
Speziell im IoT führt das beschriebene Problem dazu, dass Nutzer, die ihre Geräte und Mehr-
wertdienste nicht von derselben Cloud verwalten lassen, Probleme bekommen, ihre Mehrwert-
dienste mit den Daten aller Geräte zu versorgen. Das kann sowohl einzelne Nutzer mit vie-
len Geräten, aber auch Szenarien mit nutzerübergreifenden Anwendungsfällen betreffen. Aus
technologischer Sicht der Dienstbetreiber müssten ihre Dienste viele unterschiedliche Cloud-
Schnittstellen unterstützen, um dieses Problem zu lösen. Darüber hinaus müssten die Diens-




bedeutet für die Dienstentwicklung zusätzliche Komplexität, da Cloud-Discovery, Trust-Manage-
ment und Schnittstellenadaption durch die Entwickler von Mehrwertdiensten zu leisten sind.
1.2 Ziele der Dissertation
Zur Lösung des geschilderten Problems werden in der Forschung zu Cloud-Computing ver-
schiedene Ansätze zur Schaffung der Cloud-übergreifenden Nutzung von Ressourcen vorge-
schlagen. Diese behandeln aber bis auf wenige Ausnahmen keine IoT-Ressourcen. Die Disser-













Abbildung 1.4: ICB bilden eine Intercloud von IoT-Clouds
Dazu soll eine Komponentenarchitektur für einen Intercloud-Broker (ICB) entworfen werden,
welcher die Clouds über ein Intercloud-Protokoll (ICC), auf Basis einer generalisierten Dienst-
schnittstelle (IC-API) miteinander verbindet (Vgl. Abbildung 1.4). Eine Adaption der proprietä-
ren Schnittstellen ihrer IoT-Clouds zu dieser IC-API ermöglicht den Cloud-Providern, ihre IoT-
Cloud mit Hilfe des ICB in die Intercloud zu integrieren. Der Broker soll es dadurch Diensten
und Nutzern ermöglichen, Geräte im Internet of Things (IoT) Cloud-übergreifend nutzbar zu
machen. Dies schließt interne Dienste der IoT-Clouds als auch externe Dienste ein. Letztere
können dann direkt auch die IC-API eines beliebigen ICB nutzen, welcher ihnen als Gateway
zur Intercloud dient.
Ausgehend von der Komponentenarchitektur des ICB, soll der Fokus vor allem auf zwei Kompo-
nenten liegen, für die sich jeweils eigene Teilprobleme ergeben. Das erste Problem behandelt
Fragen zur effizienten Discovery von IoT-Geräten in einer Intercloud-Architektur. Das zweite
Problem dreht sich um ein effizientes Echtzeitkommunikationskonzept für die Zustellung ak-
tualisierter Gerätezustände als Distribution von Push-Notifications innerhalb der Intercloud.
Die Effizienz betrifft hierbei den Trade-off zwischen hingenommenem Kommunikationsoverhead
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(Redundanz, Datenrate) und notwendigem Computing-Overhead (CPU, RAM). Gleichzeitig sol-
len Anforderungen zur Echtzeitverarbeitung (Latenz) und Wirtschaftlichkeit pro Cloudknoten
(Nutzeranzahl, Durchsatz) eingehalten werden.
Außerdem ist zu berücksichtigen, dass Informationen zu IoT-Geräten nicht in einer Art globa-
lem Verzeichnis zu finden sind. Das wäre einerseits aus Datenschutzgründen bedenklich und
andererseits teilen Cloud-Provider der IoT-Domäne solche Informationen ohnehin höchstens
mit Partnern, mit denen eine vertrauliche Geschäftsbeziehung auf Basis eines Vertragsver-
hältnisses geschlossen wurde. Diese Erkenntnis basiert einerseits auf Informationen aus der
Zusammenarbeit mit dem Industriepartner Kiwigrid2 im BMBF-Forschungsprojekt ZEEBUS3 und
andererseits auf der Analyse zum Stand der Technik von IoT-Clouds. Durch Zeebus ist auch
erkannt worden, dass Provider von IoT-Clouds sich bezüglich notwendiger Technologien und
Dienste zur Realisierung einer Intercloud nicht in Abhängigkeit einzelner größerer Anbieter (so-
genannte Gatekeeper) begeben werden. Das angestrebte Konzept der IoT-Intercloud soll daher
vollständig dezentral mit gleichberechtigten Cloud-Peers organisiert sein.
1.2.1 Thesen
Das angestrebte Konzept orientiert sich an den folgenden zugrundeliegenden Thesen:
Adaption
IoT-Clouds besitzen grundlegend eine Device-as-a-Service (DaaS)-Schnittstelle zum Abruf von
Geräteinformationen und zum Steuern der Geräte. DaaS-APIs von unterschiedlichen Herstel-
lern teilen darüber hinaus gemeinsame funktionale Eigenschaften, die hinter einer einheitlichen
DaaS-API zur Schaffung einer IoT-Intercloud adaptiert werden können.
Distribution von Push-Notifications
Die Verteilung und Zustellung von Geräteereignissen als Push-Notifications kann in Echtzeit mit
einfachem Routing und Topic-basierter Filterung performant realisiert werden. Bei der Übertra-
gung in der Intercloud müssen dabei aber Redundanzen in Kauf genommen werden. Ein hybri-
der Ansatz, der zusätzlich selektiv inhaltsbasierte Filterung in einer Stream-Processing-Engine
(SPE) durchführt, um vereinigungsbasiertes Routing zu unterstützen, kann effizient die Red-
undanzen reduzieren, wenn kontinuierliche Gerätedaten (Push-Notifications) zur Beantwortung
von sich überlappenden Dienstanfragen unter Beibehaltung der Echtzeitfähigkeit ausgeliefert
werden sollen.
Discovery & Auswahl
Ein Discovery-Service für eine IoT-Intercloud benötigt minimal ein Verzeichnis von verfügba-
ren Clouds, an denen IoT-Geräte genutzt werden können. Ein Discovery-Service profitiert zu-
sätzlich von einem Geräteverzeichnis mit zumindest teilweise zwischen IoT-Clouds replizierten





werden, um Flooding von DaaS-Weiterleitungsanfragen in der Intercloud zu vermeiden. Zwei-
tens kann dadurch in Notifications die ansonsten bei inhaltsbasierter Filterung notwendigerwei-
se auftretende subsequente Informationsredundanz in der Intercloud vermieden werden.
1.2.2 Forschungsfragen
Konkret soll die Arbeit folgende Forschungsfragen beantworten, die sich aus den Thesen erge-
ben:
FF-1 Teilen die Dienstschnittstellen (DaaS) verschiedener IoT-Cloud-Systeme bestimmte ge-
nerelle Eigenschaften?
FF-2 Welche dieser und welche weiteren Eigenschaften sollte eine generalisierte Dienstschnitt-
stelle für die Intercloud mitbringen?
FF-3 Welche Unterschiede sind für IoT-Clouds im Vergleich zu bisherigen Intercloud-Konzepten
zu berücksichtigen?
FF-4 Wie muss eine Komponentenarchitektur des ICB aufgebaut sein, um die in Abbildung 1.2
dargestellte Funktionalität ähnlich dem in Abbildung 1.4 dargestellten Konzepts einer IoT-
Intercloud bereitzustellen?
FF-5 Was muss beim Entwurf der internen Architektur des ICB sowie bei der Auswahl der
Technologien berücksichtigt werden, um den ICB selbst als Cloud-Komponente im Sinne
der Definition von Cloud-Computing zu realisieren?
FF-6 Wie können Ressourcen in einer IoT-Intercloud gefunden werden? Eine effiziente Suche
sollte möglichst schnell und mit geringem Ressourcenaufwand arbeiten. Ist für den zu-
ständigen Discovery-Service (DS) ein Verzeichnisdienst notwendig, welcher zumindest
einen Teil der Geräteinformationen von entfernten Geräten vorhält? Welche Geräteinfor-
mationen wären das idealerweise?
FF-7 Wie können Zustandsänderungen von Geräten effizient und in Echtzeit in der Intercloud
propagiert werden? Können redundante Übertragungen von Notifications in der Inter-
cloud bei sich semantisch überschneidenden Dienstanfragen effizient, durch weitergelei-
tete Vereinigungsfilter und einer Datenstromrekonstruktion durch inhaltsbasierte Filterung
in einer SPE vermieden werden, ohne die Echtzeitfähigkeit zu gefährden?
1.3 Aufbau der Dissertation
Der weitere Aufbau der Dissertation orientiert sich ungefähr an der Reihenfolge der zuvor ein-
geführten Forschungsfragen und ist daher wie folgt:
Kapitel 2 führt zunächst Grundlagen zu Cloud-Computing, Internet of Things (IoT), verteilten
Event-basierten Systemen und Discovery im IoT ein.
Kapitel 3 wird anschließend einen repräsentativen Stand der Technik aktueller IoT-Cloudlö-
sungen präsentieren. Dabei wird insbesondere gezeigt, welche Gemeinsamkeiten die unter-
suchten IoT-Clouds bezüglich der Dienstschnittstellen (DaaS) besitzen. Auf diesen Gemein-
samkeiten wird später das Konzept aufbauen.
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Kapitel 4 stellt zuerst Motivationen und Architektur-Klassifizierungen der aktuellen Intercloud-
Forschung vor. Anhand einer ausgewählten Klassifikation werden anschließend die verwandten
Arbeiten präsentiert. Zuletzt wird die eigene angestrebte Lösung eingeordnet und in Form einer
Abgrenzung diskutiert. Es wird insbesondere gezeigt, dass es zum Zeitpunkt der Verfassung
dieser Dissertation kein vergleichbares Intercloud-Konzept für IoT-Clouds gibt.
Kapitel 5 behandelt die Anforderungsanalyse für das angestrebte Konzept einer IoT-Intercloud.
Diese bildet die Grundlage für Entwurfsentscheidungen des Konzepts und des umgesetzten
Prototypen.
Kapitel 6 stellt zunächst das Konzept der IoT-Intercloud vor, in das sich der Intercloud-Broker
(ICB) im Zusammenspiel mit vorhandenen externen Diensten und IoT-Clouds integriert. An-
schließend wird die vorgeschlagene Komponentenarchitektur des ICB präsentiert. Dabei wer-
den benötigte Schnittstellen eingeführt und das Zusammenspiel der internen Komponenten be-
trachtet. Ausgehend vom allgemeinen Konzept des ICB werden die zwei Themen zur Discovery
und zur Distribution der Push-Notifications von Geräte-Events in der Intercloud vertiefend in ei-
genen Kapiteln behandelt.
Kapitel 7 stellt das detaillierte Konzept des verteilten Discovery-Service als Komponente des
ICB vor. Dazu wird zuerst das Discovery-Problem in der IoT-Intercloud ausgehend vom ICB-
Konzept analysiert. Danach werden zwei Lösungsansätze diskutiert.
Kapitel 8 beschäftigt sich mit der ICB-Komponente des verteilten Push-Stream-Providers. Zu-
nächst erfolgt eine Betrachtung und Einordnung des zugrundeliegenden Problems der Zustel-
lung von Geräte-Events als Push-Notification in der Intercloud. Ausgehend davon, werden zwei
mögliche Konzeptansätze vorgestellt. Der erweiterte Ansatz dieser beiden verfolgt das Ziel der
Redundanzvermeidung.
In Kapitel 9 wird die durchgeführte Evaluation präsentiert, welche zeigen soll, ob bestimm-
te Anforderungen eingehalten wurden und die verbleibenden Forschungsfragen zur Effizienz
beantworten soll. Dazu wird zuerst der für die Evaluation realisierte Prototyp und die dabei
eingesetzten Technologien vorgestellt und begründet. Anschließend wird auf die durchgeführ-
ten Experimente eingegangen, welche vor allem die Fragen zur Performance und Effizienz des
Push-Stream-Providers für die Zustellung von Push-Notifications in der Intercloud in Echtzeit
sowie des Discovery-Service klären sollen.
Kapitel 10 fasst den Beitrag der Arbeit und die erreichten Ziele zusammen. Dabei werden so-
wohl offene Themen und Probleme diskutiert die als Ausblick für zukünftige Arbeiten präsentiert
werden.
Lesehinweise: Abbildungen und Tabellen sind fast ausschließlich in englischer Sprache (z.B.
Discovery Service) beschriftet. Im Text sind die Beschriftungen entsprechend der deutschen
Sprache zu finden (z.B. Discovery-Service). Im Text wird für die einfache Wiedererkennbarkeit
der Parameter von Datenmodellen häufig die CamelCase-Notation4 verwendet (z.B. GeräteId





2 Grundlagen zu Cloud-Computing im
Internet of Things
Um später eine Intercloud-Lösung für existierende IoT-Clouds diskutieren zu können, werden
zunächst einmal die Begriffe Cloud-Computing (Abschnitt 2.1) und Internet of Things (IoT)
(Abschnitt 2.2) eingeführt. Anschließend werden sie über die Abbildung der IoT-Middleware-
Architektur in einer Cloud-zentrischen IoT-Architektur (Abschnitt 2.3) zusammengeführt. Au-
ßerdem werden für das Verständnis der Dissertation notwendige Teilbereiche zu Eigenschaften
von verteilten Event-basierten Systemen (Abschnitt 2.4) und Discovery im IoT (Abschnitt 2.5)
eingeführt.
2.1 Definition von Cloud-Computing
In der Literatur finden sich unabhängig von der Zieldomäne der Nutzung eine Vielzahl von Defi-
nitionen und Klassifizierungen zu den allgemeinen Charakteristiken von Cloud-Computing. Die
in Bezug auf die Anzahl der Referenzierungen meist akzeptierte Definition zu Cloud-Computing
stellt die Definition des National Institute of Standards and Technology (NIST) dar [MG11]. Sie
soll daher als Grundlage für das Cloud-Computing-Vokabular der Dissertation dienen.
2.1.1 Generelle Eigenschaften
Cloud-Computing wird durch fünf generelle Eigenschaften charakterisiert:
Bedarfsgerechte Selbstzuweisung von Computing-Ressourcen5 ermöglicht Nutzern jederzeit
nur so viele Ressourcen zu akquirieren und zu bezahlen, wie für die Nutzeranwendung erforder-
lich sind. Dafür ist nach der Konfiguration der Anwendung selbst im Standardfall (d.h. solange
die vorher vertraglich definierten Grenzen eingehalten werden) keine weitere Nutzerinteraktion
mehr nötig. Netzwerkzugang zu den Computing-Ressourcen unter Nutzung von Standardme-
chanismen (wie z.B. HTTP) erlaubt die Nutzung einer Vielzahl heterogener Client-Plattformen,
um eine Anwendung zu betreiben und verfügbar zu machen.
Ressourcenbündelung wird auf Seite der Provider zur gleichzeitigen Bedienung einer großen
Anzahl von Clients eingesetzt. Dazu werden physische und virtuelle Ressourcen durch den Pro-
vider in Betrieb gehalten und dynamisch je nach Anforderungen den Client-Anwendungen zur
Verfügung gestellt. Ressourcen liegen möglicherweise über viele Rechenzentren verteilt vor.
Die Bündelung aller Provider-Ressourcen impliziert für den Nutzerclient daher eine gewisse
Intransparenz über die Lokation, der von ihm genutzten Ressourcen. Wegen rechtlicher (Natio-
nale Datenschutzgesetze) oder anwendungsspezifischer Anforderungen (z.B. Paketumlaufzeit)
ist oft eine Spezifizierung über die Lokalität der zu verwendenden Ressourcen nötig, welche
5Allgemein: Rechnerzeit, Speicher, Persistenz, Netzwerk, im Speziellen kann es sich aber auch um darauf aufbauende
Dienstleistungen handeln: z.B. Storage-Service.
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ggf. durch die Provider gewährleistet sein sollte.
Hohe Elastizität der zugrundeliegenden Computing-Ressourcen ist nötig, da die Nutzerclients
durch die bedarfsgerechte Selbstzuweisung jederzeit vertragsgerecht durch den Provider be-
dient werden müssen. Die Ressourcenbündelung gewährleistet nur die ausreichende Ressour-
cenverfügbarkeit zu einem bestimmten Zeitpunkt. Die Provider-Ressourcen werden daher dy-
namisch zur Laufzeit je nach Last auf- oder abgebaut, um einerseits jederzeit die angeforderte
Leistung zu liefern und andererseits keine unnötigen Kosten zu verursachen. Eine hohe Elas-
tizität wird häufig durch Virtualisierung innerhalb der Infrastructure-as-a-Service (IaaS)-Schicht
realisiert, ist aber keine zwingende Voraussetzung.
Messbare Dienstleistungen auf Basis von Service-Level-Agreements (SLA) gewährleisten Pro-
vidern und Nutzern Transparenz über Ressourcennutzung sowie die dabei anfallenden Kosten.
Das ist insbesondere nötig, damit durch die hohe Elastizität der Provider-Ressourcen die Nut-
zeranwendungen nicht unerwünscht beeinflusst werden.
2.1.2 Architekturschichten
Cloud-Computing wird in der Regel auf unterschiedlichen Architekturschichten eines verteil-
ten Rechnersystems angewendet. Die NIST-Klassifizierung greift dabei die XaaS-Terminologie6
auf und definiert die drei Schichten IaaS, Platform-as-a-Service (PaaS) und Software-as-a-
Service (SaaS).
Auf der IaaS-Schicht stellt der Provider dem Kunden grundlegende Computing-Ressourcen be-
reit. Der Kunde kann diese Ressourcen nutzen, um darauf aufbauend Betriebssysteme, Soft-
wareplattformen oder Anwendungen zu installieren. Der Provider kümmert sich allein um Be-
reitstellung und Management der Computing-Ressourcen. Der Kunde wählt in der Regel nur die
passende Leistungsklasse für seine Anwendungen aus. Provider nutzen auf der IaaS-Schicht
häufig Virtualisierungstechnologien, um mandantenfähige Infrastrukturvermietung und eine ho-
he Elastizität zu erreichen.
Die PaaS-Schicht dient der Bereitstellung von horizontal skalierbaren Entwicklungs- und Aus-
führungsumgebungen von Software, die häufig bereits domänenspezifisch hinsichtlich ihrer An-
wendung sind. Das umfasst SW-Bibliotheken, unterstützte Programmiersprachen, Werkzeuge,
Schnittstellen und Dienste, welche benötigt werden, um eine Anwendung für die Cloud-Plattform
zu entwickeln und einzusetzen. Der Provider kümmert sich außerdem darum, der Anwendung
die benötigten Computing-Ressourcen der darunterliegenden Infrastruktur bereitzustellen. Kun-
den haben keine direkte Kontrolle über die zugrundeliegende Infrastruktur. Sie kontrollieren aber
die Ausführung der Software und können eventuell die Ausführungsumgebung über einstellbare
Parameter beeinflussen.
Bei der SaaS-Schicht handelt es sich um die eigentlichen Anwendungen, welche in der Cloud
ausgeführt werden. Sie können von Thin-Clients wie Webbrowsern über Webschnittstellen oder












































Abbildung 2.1: Internet of Things Visionen nach [AIM10]
2.1.3 Einsatzformen
Zuletzt unterscheidet die NIST-Definition noch die Einsatzform (engl. deployment model)
nach der Offenheit des Nutzergruppenzugangs. Clouds können public, private, community -
basiert oder hybrid eingesetzt werden. Angebote von Public-Clouds sind offen für jeden nutzbar.
Private-Clouds kommen exklusiv für einen speziellen Kunden wie z.B. einzelne Unternehmen
zum Einsatz. Community-Clouds findet man in der Regel bei organisationsübergreifenden Kun-
den aus derselben Interessendomäne. Die Cloud-Community könnte z.B. eine Handwerkskam-
mer sein, wobei jeder einzelne Kunde ein Unternehmen im Handwerk ist. Betrieben wird die
Cloud in dem Fall von der Handwerkskammer. Hybride-Clouds stellen eine Komposition aus
zwei oder mehr der vorangegangenen Einsatzkonzepte dar.
2.2 Internet of Things
Das Internet of Things (IoT) (dt. Internet der Dinge) ist Forschungsdomäne mit vielen verschie-
den Definitionen und Sichtweisen [AIM10, MSDC12, GBMP13]. Atzori, Iera und Morabito fassen
die verschiedenen Ursprünge des IoT zu den in Abbildung 2.1 dargestellten Things-orientierten,
Internet-orientierten und Semantik-orientierten Visionen zusammen [AIM10]. Die Schnittmenge
dieser drei bildet danach das eigentliche IoT.
Die Thing-orientierte Sichtweise geht davon aus, dass es sich bei Things (dt. »Dinge«) um eine
große Zahl heterogener einfacher (Sensoren, Aktoren) oder intelligenter (Smart Items) sowie
eindeutig adressierbarer bzw. identifizierbarer Objekte handelt [AIM10, MSDC12, GBMP13].
Diese können lokal mit einfachen Technologien wie z.B. RFID, NFC oder mit Technologien von
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Wireless Sensor Networks (WSN) kommunizieren. [MSDC12] geht hier noch einen Schritt wei-
ter, indem ein Thing als physisch vorhanden definiert ist, d.h. physikalische Eigenschaften wie
Form, Größe usw. haben muss.
Internet-orientierte Visionen basieren auf dem Kommunikationsparadigma anytime, anywhe-
re, anything, anymedia und anyone [AIM10]. Vorangetrieben werden diese Visionen vor al-
lem durch den aktuellen IP-Protokollstack IPv6, dessen weitere Simplifizierung für ressour-
cenbeschränkte Geräte durch IEEE 802.15.47 Derivate wie z.B. 6LoWPAN8 sowie dem IP-
over-anything-Gedanken. Ziel ist es, jedes physische oder virtuelle Objekt an jedem Ort über
Standard-Internettechnologien adressierbar und erreichbar zu machen. Dieses Ziel bildet auch
die Schnittmenge zu den Thing-orientierten Visionen. Cloud-Computing im IoT wird als Erwei-
terung der Internet-orientierten Vision verstanden [GBMP13].
Semantisch-orientierte Visionen basieren auf der potenziell sehr großen Anzahl von verschie-
den Geräten und der Herausforderung, die von ihnen erzeugten Informationen zu repräsentie-
ren, speichern, verknüpfen, finden und organisieren [AIM10]. Die Grundlage bildet die Model-
lierung von Beschreibungen der Things (z.B. mit RDF). Darauf aufbauend können Datenverar-
beitung und Ausführungsumgebungen realisiert werden.
2.2.1 Middleware im IoT
Zur Beschreibung der funktionalen Zusammenhänge im IoT und um die Entwicklung von IoT-
Anwendungen zu erleichtern, existieren verschiedene Modelle. [AIM10] präsentiert z.B. das in
Abbildung 2.2 dargestellte geschichtete Modell einer IoT-Middleware. Die Basis für die Service-
Oriented Architecture (SOA) bilden die Objekte bzw. »Things«. Diese Geräte stammen häufig
von unterschiedlichen Herstellern, welche verschiedene Datenmodelle und Kommunikations-
protokolle verwenden. Um eine möglichst breite Palette von Things generisch durch die Midd-
leware unterstützen zu können, ist eine vielseitige Abstraktion der Geräte notwendig [LSH12].
Die unterste Schicht der IoT-Middleware ist daher die Objekt-Abstraktion. Sie abstrahiert die
unzähligen heterogenen Things so, dass deren individuelle Funktionalitäten hinter einer ein-
heitlichen Schnittstelle auf Basis einer einheitlichen Beschreibungssprache verborgen werden
können [AIM10]. Die Service-Management-Schicht baut darauf auf und bietet nach oben stan-
dardmäßig Discovery, Monitoring und Konfiguration von Objekten an. Daneben können aber
weitere wie z.B. QoS-Management Funktionen angeboten werden. Objektfähigkeiten bzw. Ob-
jektfunktionalität werden als Dienste über ein Repository zusammengefasst und dienen so als
Basis für die darüberliegende Service-Composition-Schicht. Auf dieser Schicht bilden sie die
Basis für eine Komposition zu komplexeren Mehrwertdiensten, die sich z.B. über Workflows
definieren. Die eigentliche Anwendung stellt die Funktionalität der Geräte bzw. die Mehrwert-
dienste dem Endanwender zur Verfügung. Die Anwendung selbst ist aber kein Bestandteil der
Middleware. Über alle Schichten hinweg spielt außerdem das Behandeln von Vertrauensstel-
lungen, Privatsphäre und Sicherheit eine wichtige Rolle und muss daher von der Middleware-
Implementierung berücksichtigt werden.
Miorandi et al. beschreiben ein ähnliches IoT-Modell (Vgl. Abbildung 2.3), welches durch Zu-
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Abbildung 2.2: IoT-SOA [AIM10] Abbildung 2.3: IoT-Taxonomie [MSDC12]
wurde [MSDC12]. Es beschreibt selbst zwar keine SOA-Architektur, aber ihre auf drei aufein-
ander aufbauenden Schichten verteilten Teilaufgaben. Die unterste Schicht, Computing, Com-
munication, Identification, umfasst alle zu behandelnden Aufgaben der physikalischen Senso-
ren/Aktoren bzw. Things und deren lokaler Kommunikation. Die Verteilte-Systeme-Schicht be-
handelt u.a. Netzwerkprotokolle, Namensauflösung und Ressourcen-Lookup, Middleware, Da-
tenverteilungsmechanismen und -management. Sie kann analog zur Objektabstraktions- und
Service-Management-Schicht nach [AIM10] verstanden werden. Die Aufgaben der obersten
Schicht der Verteilten-Intelligenz umfassen u.a. Mining, Reasoning, Visualisierung und Mana-
gement der Daten. Diese Schicht ist analog der Service-Composition- und Application-Schicht
nach [AIM10] und stellt den Ort zur Erzeugung von Mehrwerten z.B. durch Mehrwertdienste
dar. Security ist wie schon bei [AIM10] als periphere Aufgabe zusätzlich mit allen drei Schichten
verknüpft und umfasst im Wesentlichen dieselben Teilaufgaben Vertrauensstellungen, Privat-
sphäre und Datensicherheit.
2.3 Architekturen verteilter Systeme zur Bereitstellung der
IoT-Middleware
Aufbauend auf den zuvor vorgestellten IoT-Middleware-Modellen gibt es verschiedene Architek-
turen, diese in einem verteilten System abzubilden. Sie unterscheiden sich hauptsächlich darin,
wo bestimmte Middleware-Schichten bzw. deren Aufgaben ausgeführt werden. Für die Einord-
nung in die folgenden Architekturmodelle spielt vor allem der Ort, der zu erbringenden Intelli-
genz und der Ort, zur Bereitstellung der dafür notwendigen Daten- bzw. Steuerungsschnittstel-
len eine Rolle (Vgl. Abbildung 2.3: Distributed Intelligence und Distributed Systems). Hierbei
wird in Geräte-zentrische, Gateway-zentrische und Cloud-zentrische IoT-Architekturen unter-
schieden.
2.3.1 Geräte-zentrische IoT-Architektur
IoT-Geräte, die selbst den gesamten Stack der IoT-Middleware abbilden, werden auch als
Smart-Objects (dt. »intelligente Objekte«) bezeichnet. Sie sind i.d.R. direkt über das Internet
erreichbar. Außerdem bieten sie selbst Mehrwertdienste und dynamische Dienstkompositionen
mit anderen IoT-Geräten an. Das heißt, sie stellen selbst Intelligenz durch Informationsverar-
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beitung und Entscheidungsfindung bereit. Mit ihnen lässt sich daher eine Geräte-zentrische IoT-
Architektur aufbauen. Hierbei kommunizieren die Things direkt untereinander oder mit externen
Diensten. Eine solche Architektur wird zum Beispiel in [KKFS10] vorgeschlagen. Die Smart Ob-
jects bilden auf Basis von lokalen Regelsätzen Reasoning Chains, um die Anwendungslogik zu
verteilen. Die Geräte senden untereinander Queries, welche diese Ketten schrittweise durchlau-
fen können, um Informationen zu verarbeiten. Eine Voraussetzung für »echte«9 Smart Objects
ist daher auch, dass die Geräte selbst Verarbeitungsressourcen mitbringen müssen.
2.3.2 Gateway-zentrische IoT-Architektur
Der Nachteil der Geräte-zentrischen Architektur ist, dass die Geräte selbst komplexer aufgebaut
sein müssen, um Mehrwertdienste auszuführen. Im Gegensatz dazu, gibt es auch einfachere,
kostengünstigere Geräte, die meist nur aus einem einfachen Mikrocontroller (z.B. TinkerFor-
ge10, Arduino11) bestehen, der um verschiedene Sensoren und/ oder Aktoren erweitert wer-
den kann. Der Mikrokontroller bietet außerdem eine Kommunikationsschnittstelle an, über die
Sensordaten abgerufen oder gesendet werden können bzw. die Aktoren sich steuern lassen.
Die Intelligenz muss üblicherweise woanders erbracht werden. Eine Systemlösung dazu sind
Gateway-zentrische Architekturen [DBN14, Kli15]. Bei diesen dient das Gateway den Mehrwert-
diensten und IoT-Geräten als zentrale Host- und Kommunikationsplattform. Dazu unterstützt
das Gateway meist verschiedene Kommunikationstechnologien und Protokolle (z.B. Zigbee12,
KNX13, CoAP14 usw.) der Kommunikationsschnittstellen der IoT-Geräte. Aufbauend auf der Ge-
räteabstraktion läuft hier der gesamte IoT-Middleware-Stack auf dem IoT-Gateway (Vgl. Abbil-
dung 2.2). Bei [DBN14] basiert die Abstraktion auf SenML. Die Clientanwendung läuft in der
Regel auf einem mobilen Endgerät und kommuniziert z.B. über Webprotokolle mit den auf dem
Gateway laufenden Backends der Mehrwertdienste. Gateway-zentrische Ansätze lassen sich
im Sinne der Cloud-Definition der NIST (Vgl. Abschnitt 2.1) als Private-Cloud bezeichnen, al-
lerdings ohne die Ressourcenbeschränkungen von Gateways zu berücksichtigen. Es ist aber
auch möglich, dass zusätzlich externe Dienste in die Dienstkomposition mit eingebunden wer-
den können. Diese kommunizieren dann jeweils direkt mit dem Gateway. Der Gateway-interne
Nachrichtenfluss ist üblicherweise als Event-Bus realisiert. Dies ermöglicht es, die abstrahierten
Geräte und Dienste lose zu koppeln und damit die Gesamtkonfiguration dynamisch zur Laufzeit
zu verändern.
Ein Repräsentant einer Gateway-zentrischen IoT-Architektur ist OPENHAB1516. Abbildung 2.4
zeigt die Gateway-zentrische Architektur von OpenHAB mit den zuvor genannten Bestandtei-
len: Geräte, IoT-Protokolle, Event-Bus und Dienste. Ein weiteres bekanntes Produkt aus dieser
Kategorie stellt das Beleuchtungssystem »HUE«17 von PHILIPS dar.










2.3 Architekturen verteilter Systeme zur Bereitstellung der IoT-Middleware
Abbildung 2.4: Kommunikationsarchitektur von OpenHAB, Quelle: Jaxenter16
2.3.3 Cloud-zentrische IoT-Architektur
Smart Objects und auch IoT-Gateways sind mehr oder weniger stark ressourcenbeschränkte
Geräte. Das betrifft Verarbeitungskapazität, Speicherkapazität und auch die Netzwerkkapazität
zum Internet. Diese Beschränkungen stellen die Grundmotivation für die Integration des IoT
in die Cloud dar [BDPP16]. Bezüglich Big Data ist das IoT eine Datenquelle und die Cloud ein
standort- und nutzerübergreifender Mediator. Mehrwertdienste sind Datenkonsumenten, welche
die Cloud nutzen. Im Cloudstack sitzen sie innerhalb der SaaS-Schicht genau wie im IoT-Stack
auf der obersten Schicht. Der für die Dissertation relevante Teil der IoT-Cloud läuft auf der
PaaS-Schicht.
Die Architektur der PaaS-Schicht von IoT-Clouds wie [ZIH+13, CJMR14, BM14, VT14, PC15,
YGC15, LTD16] sowie den in Abschnitt 3.2 untersuchten produktiven Lösungen folgen allge-
mein dem Modell in Abbildung 2.5. Danach existiert eine Schnittstelle (Device-API) zur IoT-
Cloud über die IoT-Geräte angebunden werden. IoT-Geräte können sowohl einfache Geräte
(Simple Device), Smart Objects oder IoT-Gateways sein. Übliche Protokolle der Device-API
sind MQTT18, AMQP19, CoAP, Websockets20, HTTP21 und XMPP22, die häufig auch in Kombi-
nation verwendet werden. Die Objekt-Abstraktion in das Gerätedatenmodell der IoT-Cloud kann
theoretisch auch auf Geräten (z.B. Smart Objects) durchgeführt werden, findet aber meist auf
IoT-Gateways oder erst in der Cloud statt. Einfache Geräte, die über ein IoT-Gateway angebun-
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Abbildung 2.5: Generalisiertes Modell einer IoT-Cloud mit Bezug zu IoT-Geräten, Mehrwert-
diensten und Nutzern in Eigendarstellung.
Protokolle. Das Object Abstraction Model (OAM) ist in der Regel sehr spezifisch für jede IoT-
Cloud und meist nicht interoperabel zu anderen IoT-Clouds. Die in der OAM-Repräsentation vor-
liegenden IoT-Geräte können als Datenobjekte über den Message-Bus oder Message-Broker
ausgetauscht werden. Dieser standardisierte Datenaustausch innerhalb der IoT-Cloud bis hin
zu den IoT-Gateways ist die Grundlage für Ereignisfilterung von Geräten mittels Complex-Event-
Processing (CEP) und SPE sowie dem Speichern der aktuellen Zustände von IoT-Geräten im
Geräteverzeichnis (Device Repository). Geräteverzeichnisse gibt es in Form verschiedenster
Datenbanktechnologien (SQL, NoSQL, In-Memory uvm.). Der Datenfluss zwischen Mehrwert-
diensten, IoT-Cloud und IoT-Geräten ist bidirektional. Die Funktionalität der PaaS-Schicht wird
für Mehrwertdienste hinter einer eigenen Schnittstelle verborgen. Die Schnittstelle bietet drei
grundlegende Funktionen an: einmaliges Abrufen von Gerätedaten (Pull), dauerhaftes Zustel-
len von Daten für Monitoring (Push) und das Steuern von Geräten durch Setzen von Werten
oder Ausführen von Geräteaktionen (Control). Diese Schnittstelle wird in der Dissertation als
Device-as-a-Service (DaaS) bezeichnet. Abschnitt 3.1 wird die DaaS-Schnittstellen als Teil der
Untersuchung zum Stand der Technik von produktiv im Einsatz befindlichen IoT-Clouds in Ab-
schnitt 3.2 detailliert betrachten. Sämtliche Komponenten der PaaS-Schicht sind bedingt durch
das Cloud-Paradigma der Elastizität horizontal skalierbar ausgelegt.
Multiple Anwendungsinstanzen (horizontale Skalierbarkeit, Elastizität) der PaaS-Schicht (Bro-
ker, CEP/SPE, Repository usw.) werden innerhalb der IaaS-Schicht auf Container (z.B. Do-
cker23) oder VMs abgebildet.
Nutzer konfigurieren einerseits die IoT-Geräte im Feld. Anderseits verwenden sie mobile End-
geräte oder Webbrowser, um die Geräte lokal oder über Mehrwertdienste der IoT-Clouds zu
23https://www.docker.com/
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verwalten.
2.3.4 Zusammenfassung
Insbesondere Gateway- und Cloud-zentrische Architekturen der verteilten IoT-Middleware zei-
gen, dass ein Message-Bus bzw. Message-Broker eine wichtige Grundlage für die Kommunika-
tion zwischen allen Entitäten ist. Diese Komponente ermöglicht den Austausch von Nachrichten
zu Geräteereignissen in einem einheitlichen Format (Object Abstraction Model). Insbesondere
für die Zustellung von Push-Notifications in der Intercloud wird das Konzept der Dissertation
an dieser Stelle ansetzen. Daher wird im folgenden Abschnitt eine detaillierte Einführung in die
Eigenschaften verteilter Event-basierter Systeme gegeben.
2.4 Eigenschaften von verteilten Event-basierten Systemen
Zu verteilten Event-basierten Systemen gibt es bereits eine breite Auswahl an Literatur. Für
diese Dissertation wird auf das Standardwerk von Mühl, Fiege und Pietzuch zurückgegrif-















Pub/Sub Interface Pub/Sub Interface
Abbildung 2.6: Event-basiertes Systemmodell nach [MPF06]
Bei Computersystemen wird ein auftretendes Ereignis von Interesse als Event bezeichnet. Ge-
nerell sind Events im Folgenden interne Zustandsänderungen in einem Computersystem, wel-
che aber auch auf externe physische Events zurückgehen können (z.B. Bewegung detektiert
durch Bewegungssensor). Eine Notification ist ein Event-beschreibendes Datum, welches von
einem Beobachter erzeugt wird, wenn ein Event auftritt. Es kann das bloße Auftreten eines
Events anzeigen, aber auch weitere Informationen über die Eigenschaften des Events enthal-
ten. Datenmodelle für Notifications können Key-Value-Paare, Objekte und Semi-strukturierte
Daten (z.B. XML) sein. Die Übermittlung einer Notification über ein Netzwerk wird als Message
realisiert. Messages fungieren als Datencontainer zwischen zwei Endpunkten im Netzwerk.
Im Systemmodell von [MPF06] gibt es zwei Benutzerrollen. Der Beobachter von Events nimmt
die Rolle des Producer (dt. Erzeuger) ein, da er Notifications auf Basis von detektierten Events
erzeugt. Der Consumer ist ein Interessent von Events. Er wird über das Auftreten von Events
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Tabelle 2.1: Interaktionsmodelle verteilter Systeme nach [MPF06]
durch Notifications benachrichtigt.
Ein Notification-Service übernimmt die Aufgabe eines Mediators, um eine direkte Kopplung
von Producer und Consumer zu vermeiden. Er besitzt eine Publish/Subscribe-Schnittstelle
(Pub/Sub-Interface), welche die Operationen, publish, notify, subscribe, unsubscribe, und op-
tional (un-)/advertisment (Zur Festlegung von Adressen unter denen bestimmte Notifications
erwartet werden - wird nicht weiter behandelt, da diese meist implizit mit einem subscribe und
publish Aufruf gesetzt werden) kennt. Mittels subscribe und unsubscribe kann ein Consumer
sein Interesse für Event-basierte Notifications registrieren oder abmelden. Publisher nutzen pu-
blish für den Aufruf beim Notification-Service zur Zustellung ihrer Notifications. Der Notification-
Service als Mediator ruft seinerseit notify für die Zustellung von Notifications bei Consumern
auf, welche sich zuvor mit subscribe auf bestimmte Notifications mit einem übergebenen Fil-
ter registriert haben. In Abhängigkeit dieses Filters kann vom Notification-Service (nach Aufruf
von publish und vor Aufruf von notify) die Menge aller auftretenden Notifications auf eine Un-
termenge reduziert werden. Dafür unterscheidet Mühl vier verschiedene Filtermodelle, die im
Folgenden noch eingeführt werden. Zunächst werden neben dem Event-basierten System noch
andere Interaktionsmodelle nach der Systematisierung durch Mühl vorgestellt.
2.4.1 Interaktionsmodelle
[MPF06] definiert vier Interaktionsmodelle für verteilte Systeme: Request/Reply, Anonymes Re-
quest/Reply, Callback und Event-basiert. Durch die Unterscheidungskriterien direkte oder indi-
rekte Adressierung sowie dem Initiator der Interaktion nach Daten-Konsument oder -Provider
ergibt sich die in Tabelle 2.1 dargestellte Taxonomie.
Request/Reply bildet alle Typen von RPC ab, die von Consumern (z.B. Client) initiiert werden
und konkret an den Provider (z.B. Server) adressiert sind. Antworten (Replies) sind bei diesem
Modell meist obligatorisch. Neben RPCs folgt auch HTTP diesem Modell. Clients initiieren die
Kommunikation mit einem HTTP-Request (z.B. GET), welcher über die URL direkt an einen
Webserver adressiert ist. Der Server antwortet mit einem obligatorischen Response, welches
die Daten ausliefert.
Anonymes Request/Reply unterscheidet sich in der indirekten Adressierung. Hierbei wird statt
einer direkten Provider-Adresse eine indirekte Adressierung für ein Set von möglichen Provi-
dern verwendet. Der Provider wird dann dynamisch zur Anfragezeit ausgewählt, ohne dass der
Client dessen Identität kennt. Auch die Anzahl der Antworten muss nicht bekannt sein, da auch
mehrere Provider die Anfrage erhalten und beantworten können. Dieses Modell wird insbeson-
dere bei der Verfügbarkeit von mehreren redundanten Providern angewendet. Anwendungsfälle
sind z.B. Load-Balancing oder Hochverfügbarkeit durch Redundanz.
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Callbacks sind eine Ausprägung des Observer-Entwurfsmusters. Ein Konsument registriert bei
einem konkreten Provider das Interesse, über eine bestimmte Zustandsänderung benachrich-
tigt zu werden. Sobald die entsprechenden Bedingungen erfüllt sind, ruft der Provider beim
Konsumenten zurück. Falls mehrere Provider verfügbar sind, muss der Konsument sich bei al-
len separat registrieren. Durch gegenseitige Kenntnis der Identitäten müssen alle beteiligten
Komponenten diese Identitäten verwalten. Das führt zu einer engen Kopplung der beteiligten
Komponenten.
Event-basierte Interaktionsmodelle invertieren das Request/Reply -Modell vollständig. Die Kom-
munikation wird vom Erzeuger der Information initiiert. Das Grundprinzip dieses Modells ist,
dass sich Erzeuger und Empfänger von Notifications nicht kennen. Das bedeutet, Notifications
werden vom Erzeuger nicht an bestimmte Empfänger adressiert. Für eine Subscription können
Empfänger Notifications von verschiedenen Erzeugern erhalten, solange die Bedingungen der
Subscription erfüllt sind. Die Verwaltung von Subscriptions und die Interpretation von auf Sub-
scriptions passende Notifications sowie die Weiterleitung einer Notification muss aus Sicht von
Komponenten mit den Rollen »Erzeuger« / »Empfänger« extern gehandhabt werden.
Für diese Dissertation spielt in erster Linie die Unterscheidung in das Request/Reply Mo-
dell (später auch Pull-Semantik genannt) und das Event-basierte Modell (später auch Push-
Semantik genannt) eine große Rolle, da mit ihnen das einmalige Anfordern und kontinuierliche
Zustellen von Gerätedaten abgebildet werden kann.
2.4.2 Filtermodelle von Subscriptions
Nach [MPF06] ist für die Zustellung einer Notification n entscheidend, dass die von einem Er-
zeuger veröffentlichte Notification auf eine oder mehrere Subscriptions von Empfängern passt.
Diese Entscheidung kann für jedes n mit Hilfe einer Filterfunktion F (n) getroffen werden, welche
auf wahr oder falsch abbildet:
F (n) → {true, false} (2.1)
Die Menge N(F ) aller passenden Notifications eines Filters ist definiert als:
N(F ) = {n|F (n) = true} (2.2)
Die Art der Filterung für Subscriptions kann außerdem in verschiedene Filtermodelle unter-
schieden werden [MPF06].
Kanäle, oft auch Channels oder Topics genannt, sind die einfachste Form eines Filtermodells.
Erzeuger veröffentlichen ihre Notifications in benannten Kanälen. Der Kanal wird in diesem Fall
über einen einfachen String beim Veröffentlichen durch den Erzeuger bestimmt. Empfänger
wählen einen bestimmten Kanal durch Angabe des Strings beim Subscription-Vorgang aus, um
die Notifications auf diesem Kanal zu erhalten.
Subjektbasierte Filterung verwendet erweiterte String-Matching-Verfahren, um Notifications
von Erzeugern den Empfängern zuzuordnen. Das Prinzip ist ähnlich den Kanälen, mit dem
Unterschied, dass die Strings Pfade und Wildcards verwenden können, um eine baumartige
Hierarchie aufzubauen. Der Pfad /iotdevices/de/dresden/philipp filtert z.b. alle Gerätedaten von
Philipp. Unter /iotdevices/de/dresden/* erhält man dagegen sämtliche Gerätedaten im Raum
Dresden. Nachteilig an diesem Modell ist, dass die Filterung nur durch einen einzelnen Pfad im
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Baum angegeben werden kann. Mehrere Super-Subjekte sind nicht ohne weiteres möglich, da
es sonst zu Zyklen bei der Zustellung von Notifications kommen könnte.
Typbasierte Filterung soll die fehlende Mehrfachvererbung von subjektbasierter Filterung durch
Pfadausdrücke und Test zur Inklusion von vorhandenen Untertypen ermöglichen (um Zyklen
auszuschließen). Statt eines Baums ergibt sich so ein Gitter (mathematisch, engl. lattice), das
auch mehrere Pfade von verschiedenen Wurzelknoten zu einem (Topic)-Knoten ermöglicht.
Inhaltsbasierte Filterung ist die mächtigste Form einer Filterung. Die Evaluierung, ob eine No-
tification auf einen Filter matcht, bezieht den gesamten Inhalt der Notification mit ein. Datenmo-
dell der Notification und die angewendeten Prädikate (Logik) bestimmen die Ausdrucksstärke
des Filters.
Kanäle und subjektbasierte Filterung sind sich sehr ähnlich und ist oft allgemein als Topic-
basierte (TB) Filterung zu finden. Der Unterschied besteht lediglich in der Ausdrucksstärke
durch Art der Bezeichnung von Topics. Typbasierte Filterung spielt für diese Dissertation keine
Rolle, da keines der untersuchten oder selbst entworfenen Systeme ein solches Modell verwen-
det. Einige wenige IoT-Clouds unterstützen auch inhaltsbasierte Filterung (engl. Content-based
(CB) Filtering) nach Gerätedaten. Da diese Filtermethode mächtiger ist als subjektbasierte Filte-
rung, können damit generell alle Topic-basierten Filtermodelle abgebildet (da die Topic-Adresse
selbst Inhalt einer Notification ist) werden. In Abschnitt 8.3 wird ein in [MPF06] vorgestelltes in-
haltsbasiertes Filtermodell verwendet, um das eigentliche Konzept der Push-Kommunikation
des ICB zu erweitern.
2.4.3 Verteiltes Notfication-Routing
Ein Schwerpunkt der Dissertation soll die Zustellung von Event-Notifications der IoT-Geräte
in der Intercloud sein. Betrachtet man nur eine einzelne IoT-Cloud als Event-Hub zwischen
den zwei Client-Rollen, den Publishern (IoT-Geräte) und den Subscribern (IoT-Dienste), han-
delt es sich um ein zentralisiertes Notification-Routing. Sobald Notifications zwischen meh-
reren Clouds und deren Clients ausgetauscht werden sollen, handelt es sich um verteiltes
Notification-Routing.
Mühl et al. widmen diesem komplexen Thema ein eigenes Kapitel [MPF06]. Es stellt ein forma-
lisiertes Systemmodell und darauf aufbauend ein Routing-Algorithmus-Framework vor, deren
Korrektheit auch formal bewiesen wurde. Beides soll an dieser Stelle vereinfacht eingeführt
werden, da auf diesen zugrundeliegenden Konzepten aufgebaut wird.
Ein Publish/Subscribe-System besteht aus einer Menge an Brokern B1, ..., Bn, welche in einer
Topologie angeordnet sind. Der feste Aufbau der Topologie wird im Folgenden auch Broker-
Overlay-Netzwerk genannt. Jeder Broker verwaltet ein exklusives Set an lokalen Clients von
Publishern und Subscribern. Jeder Broker hat ein Set von benachbarten Brokern.
Routing-Algorithmus-Framework
Ein Routing-Algorithmus-Framework läuft auf jedem Broker. Jeder Broker B verwaltet darin
eine private Routing-Tabelle TB mit Einträgen in der Notation (F, D) wobei F ein Filter und
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D ein Routing-Ziel (Destination) ist. Der Zustand aller Routing-Tabellen bestimmt die aktuelle
Routing-Konfiguration. Die Routing-Konfiguration eines einzelnen Brokers wird unterschieden in
zwei unabhängige Bestandteile. Die Remote-Routing-Konfiguration enthält Zieleinträge für die
Nachbar-Broker, und die lokale Routing-Konfiguration enthält Einträge, deren Ziel ein lokaler
Subscriber ist. Neben den schon diskutierten Methoden pub, sub, unsub und notify benötigt es
für das verteilte Routing noch zwei weitere Methoden. Ein forward(n) verteilt eine Notification
n im Broker-Netzwerk. Ein admin(S, U) regt eine Aktualisierung der Routing-Tabellen an den
















Abbildung 2.7: Weiterleitung von Notifications nach [MPF06] in vereinfachter Eigendarstellung
Abbildung 2.7 zeigt zunächst ein Beispiel einer Weiterleitung für eine bestehende Router-Konfi-
guration für den Broker B1 mit der Routing-Tabelle TB1 . Weiterhin emittiert der Publisher P1 eine
Notification n für die folgendes gilt:
n ∈ N(F1), n ∈ N(F3), n /∈ N(F2) und n /∈ N(F4) (2.3)
Die Auswertung der Routing-Tabelle unter Berücksichtigung der erfüllten Filter FB1 liefert somit
für die Menge der Ziele:
FB1(n) = {S1, B2} (2.4)
Daher ruft der Broker für den lokalen Subscriber S1 notify(n) und für den entfernten Broker B2
forward(n) auf.
Routing-Algorithmen
Für das Routing-Algorithmus-Framework lassen sich unterschiedliche Routing-Algorithmen im-
plementieren. Die Art des Algorithmus beeinflusst, wie die admin(S, U ) Methode eingesetzt wird,
um die Remote-Konfiguration der Routing-Tabellen benachbarter Broker zu aktualisieren. Mühl
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et al. gehen für ein Broker-Overlay-Netzwerk davon aus, dass es azyklisch organisiert ist (Zy-
klen können erkannt und bei der Verteilung von Nachrichten vermieden werden) und die admin-
Nachricht immer weiter propagiert wird, bis alle Broker im Netzwerk erreicht worden. Es werden
insgesamt sechs Ansätze diskutiert, die an dieser Stelle nur vereinfacht und nicht vollständig
eingeführt werden:
Flooding leitet jede auftretende Notification an alle benachbarten Broker weiter, unabhängig
davon, ob sich an einem benachbarten Broker überhaupt ein Subscriber für diese Daten inter-
essiert. Die Routing-Tabelle jedes Brokers enthält für die Remote-Routing-Konfiguration daher
überhaupt keine Filter, sondern nur alle benachbarten Broker als Ziel. Daher werden zwischen
den Brokern auch keine admin Nachrichten ausgetauscht. Jeder Broker filtert die eingehenden
Notifications daher selbst für seine lokalen Clients mit deren registrierten Filtern in der lokalen
Routing-Konfiguration. Flooding ist das Worst-Case Szenario für den Overhead von Notification-
Weiterleitungen.
Einfaches Routing nutzt abhängig von Client-Subscriptions Filterweiterleitungen zwischen Bro-
kern. Notifications werden auf Basis von für jeden Client individuell angelegten Filtern durch die
Broker weitergeleitet. Jeder Filter hat eine eindeutige FilterId, und jeder Client hat seine eigene
zu anderen Clients disjunkte Menge an FilterIds. Abbildung 2.8 zeigt ein Beispiel für eine Sub-
scription für einen Client. Hier wird durch den Aufruf sub(F) des Clients S1 beim lokalen Broker
B1 in den lokalen Teil der Routing-Tabelle TB1 das Tupel (F, S1) eingetragen. Dieser initiiert
anschließend eine Weiterleitung in Form eines Aufrufs admin({F},{}) an seine Nachbarn. Diese


















Abbildung 2.8: Einfaches Routing nach [MPF06] in Eigendarstellung
Zum Abmelden wird ein unsub(F) durch den Client auf demselben Pfad als admin({},{F}) pro-
pagiert und die Einträge für F in den Remote-Routing-Tabellen der Nachbar-Broker wieder ent-
fernt.
Identitätsbasiertes Routing ist die erste erweiterte Routing-Form, die versucht Ähnlichkeiten
zwischen Filtern bei der Weiterleitung von Notifications mit einzubeziehen. Dadurch können
redundante Übertragungen von Notifications und die redundante Verwaltung von Einträgen in
den Remote-Routing-Tabellen teilweise vermieden werden. Die Grundlage für dieses Routing-
Verfahren ist die Identitätsrelation zwischen Filtern. Bei jeder neuen Subscription sub(F ′) mit
dem Filter F ′ erfolgt eine Prüfung, ob es einen Routingeintrag für einen bereits registrierten
Filter F gibt für den gilt F ≡ F ′.
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(b) Einfügen eines ähnlichen Filters F ′ ≡ F
Abbildung 2.9: Vereinfachte Darstellung des identitätsbasierten Routing nach [MPF06]
Abbildung 2.9 zeigt eine vereinfachte Darstellung eines Beispiels des identitätsbasierten Rou-
tings nach [MPF06]. Beim Registrieren eines Filters F durch den Client S2 wird dieser in die
lokale Routing-Tabelle seines Brokers (TB3) eingetragen (Abbildung 2.9a). Der Broker B3, pro-
pagiert diesen zu B2, welcher ihn bei sich in die Remote-Routing-Tabelle mit der Routing-
Information auf B3 einträgt und propagiert ihn zu seinem Nachbarn B2, welcher ihn analog
wiederum auf B1 einträgt. Hier ist insbesondere zu sehen, wie Routing-Informationen im Broker-
Overlay-Netzwerk verteilt werden. Das gilt auch analog beim einfachen Routing.
Kommt nun durch den Client S1 am Broker B1 eine weitere Subscription mit dem Filter F
′ für
den gilt F ′ ≡ F hinzu (Vgl. Abbildung 2.9b), erfolgt diesmal keine erneute Weiterleitung von ad-
min({F’},{}) an alle benachbarten Broker. Da B2 bereits den Eintrag (F, B1) enthält und F ≡ F ′
gilt, ist eine identische Weiterleitung aller Notification N(F ) ≡ N(F ′) bereits eingerichtet. Die
Notifications werden bei B1 dann durch den Eintrag (F ′, S1) an den Client S1 geleitet. Da B3
allerdings noch keine Notifications für F oder F ′ in das Broker-Overlay-Netzwerk weiterleitet,
muss hier noch mittels admin({F’},{}) ein Eintrag (F ′, B1) in der Remote-Routing-Tabelle ange-
legt werden.
Überdeckungsbasiertes Routing deckt zusätzlich Fälle für Notifications ab, bei denen für zwei
verschiedene Filter F und G gilt N(G) ⊆ N(F ). Dann spricht man von F überdeckt G bzw.
F  G. Für den Fall einer echten Teilmenge N(G) ⊂ N(F ) spricht man von vollständiger Über-
deckung F  G. Dadurch ist ein Routing-Eintrag (G, U) obsolet, falls ein Routing-Eintrag (F, U)
existiert und F  G gilt. Entsprechend muss ein Broker bei Empfang einer neuen Subscription
alle Routingeinträge löschen, welche durch den Filter der neuen Subscription überdeckt werden
und dasselbe Routingziel haben.
Für Unsubscriptions eines überdeckenden Filters F bedeutet dies, dass der ursprünglich über-
deckte Filter G einer weiter bestehenden Subscription im Broker-Overlay-Netzwerk wieder re-
gistriert werden muss. Dadurch gibt es nun auf ein unsub(F), Fälle für F  G, bei denen ein
admin({G},{F}) folgt (Vgl. Abbildung 2.10). Bei Empfang und anschließender Weiterleitung von
admin() können weitere Spezialfälle auftreten.
Vereinigungsbasiertes Routing oder auch Merging-based Routing ist die komplexeste Form
der Ausnutzung von Filterähnlichkeiten und baut auf dem überdeckungsbasierten Routing auf.
Die Idee hinter diesem Routingkonzept ist, aus mehreren einzelnen Filtern einen größeren und
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Abbildung 2.10: Spezialfall F  G für Unsubscription von F bei überdeckungsbasiertem Rou-
ting nach [MPF06] in Eigendarstellung
allgemeineren Merge-Filter (Vereinigungsfilter) zu konstruieren. Dieser wird dann stellvertre-
tend für die einzelnen Originalfilter im Broker-Overlay-Netzwerk propagiert und fasst Routin-
geinträge auf dasselbe Ziel zusammen. Ein Filter F ist ein perfekter Vereinigungsfilter für ein
Set von Filtern F = {F1, ..., Fn}, wenn N(F ) ⊆ N(F) gilt. Falls sich nur ein Vereinigungsfilter
F konstruieren lässt, für den F ⊂ F gilt, spricht man von einem imperfekten Vereinigungsfilter.
Letzterer führt dazu, dass bei der Übertragung von Notifications zwischen Brokern letztlich doch
wieder Redundanzen auftreten können. Die Möglichkeit, bei einer neuen Subscription mehrere
Filter durch einen neuen zu ersetzen und umgekehrt auch wieder anzumelden (Unsubscripti-
on), zeigt an dieser Stelle auch, warum admin(S, U) in der universellen Form Mengen S von
Subscriptions und U von Unsubscriptions darstellen können muss.
Die von Mühl et al. eingeführten Routing-Algorithmen sind zwar für inhaltsbasierte Filterung vor-
gesehen, da aber der String für die Topic-Adresse in der Regel in der Notification mitgegeben
wird, ist die Topic-basierte Filterung letztlich auch nur eine sehr einfache Form von inhaltsbasier-
ter Filterung. Die FilterId ist in diesem Fall der eigentliche Filter. Daher sind zumindest Flooding,
einfaches Routing und identitätsbasiertes Routing auch für diese Art der Filterung möglich.
Weiterhin sind die von Mühl et al. vorgestellten Routing-Algorithmen für den generelleren Fall ei-
nes azyklischen Broker-Overlay-Netzwerks definiert, welches Notifications bzw. Admin-Aufrufe
solange weiterleiten, bis alle Broker erreicht wurden. Für diese Dissertation wird ein einfacheres
bidirektionales Verhältnis zwischen den Intercloud-Brokern angestrebt, wodurch maximal nur ei-
ne Weiterleitung möglich ist. Dadurch lässt sich der jeweils ausgewählte Routing-Algorithmus
vereinfachen. Daher sind insbesondere die komplexeren Routing-Algorithmen an dieser Stelle
nicht vollständig ausgeführt worden. Für das Konzept wird an gegebener Stelle später auf die
notwendigen Details eingegangen. Nichtsdestotrotz basiert die Konzeption für die Verteilung
der Push-Kommunikation der IoT-Clouds in der Intercloud in dieser Dissertation prinzipiell auf
den von Mühl et al. in [MPF06] präsentierten Routing-Algorithmen.
2.5 Discovery im IoT
Für die Discovery in einer IoT-Intercloud müssen die Eigenschaften der zu entdeckenden Res-
sourcen berücksichtigt werden. Es existieren unterschiedliche Ansätze für einen Discovery-
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Service in einem verteilten IoT-System. Dieser Abschnitt gibt einen kurzen Überblick über An-
sätze zur Discovery im IoT.
2.5.1 Grundlegende Begrifflichkeiten
Für die Beschreibungen der allgemeinen Begrifflichkeiten wird auf das Standardwerk [CDK05]
zurückgegriffen. Einfache Namensdienste wie z.B. das Domain Name System (DNS) erlau-
ben die Auflösung von Ressourcenattributen. Dazu muss der Name (z.B. GeräteId, URI o.Ä.)
bekannt sein. Verzeichnisdienste stellen bidirektionale Verknüpfungen von Ressourcennamen
und Ressourcenattributen her. Über die im Verzeichnisdienst gespeicherten Einträge kann at-
tributbasiert gesucht werden. Dazu muss keine Vorkenntnis über Name oder Attribut existieren.
Als Ergebnisse werden alle Einträge aufgelistet, die einer attributbasierten Anfrage genügen.
Ein DS stellt in dynamischen Netzwerkumgebungen einen solchen Verzeichnisdienst bereit. Er
bietet Diensten eine Schnittstelle zum De-/Registrieren und Clients eine Schnittstelle zum attri-
butbasiertem Nachschlagen nach benötigten Diensten.
Häufig basieren Implementierungen24 von Verzeichnis- und Discovery-Diensten auf X.50025
bzw. LDAP26. Ein weiterer eigener Vertreter ist das Active Directory27 von Microsoft. Ein be-
kannter Vertreter für Discovery von Webservices ist UDDI28.
Geräte im IoT zu finden, ist eine Voraussetzung, um die Daten überhaupt nutzen zu können.
Discovery-Services füllen diese Lücke, indem sie auf eine Anfrage nach Daten bestimmter Ge-
räte mit einer Liste von zugehörigen Datenprovidern (Adressen von Geräten, IoT-Gateways,
IoT-Clouds) antworten [EFKS10]. Die Anfragenden müssen den Ort und die Form der Daten-
haltung der eigentlichen Daten-Provider nicht kennen. Für einen DS bieten sich verschiedene
Topologien und Organisationsformen an.
2.5.2 Topologien von Discovery-Services
Ccori et al. unterscheiden Geräte-Discovery in drei Topologien [CDZD16]. Zentralisierte Ansätze
nutzen ein einzelnes globales Verzeichnis bei dem sich Geräte registrieren und Clients Geräte
suchen. Dezentralisierte P2P-Ansätze basieren darauf, dass Geräte sich anderen benachbar-
ten Geräten bekannt machen und keine einzelne Instanz für die Discovery verantwortlich ist.
Dadurch muss bei der Suche nach einem Gerät ein Query an mehrere Knoten (Nodes/Hops)
weitergeleitet werden, bis eventuell ein Ergebnis gefunden wird. Hierarchische P2P-Ansätze
nutzen Strukturen von Supernodes / Superpeers, bei denen sich jeweils ein Teil aller Geräte
registriert. Clients können bei einem beliebigen Supernode nach Geräten suchen. Die Super-
nodes bilden untereinander ebenfalls ein P2P-Netz, welches aber im Vergleich zu den dezen-
tralisierten Ansätzen mehrere Größenordnungen kleiner sein kann. Weiterhin sind Supernodes
im Vergleich zu den Nodes, die sie verwalten, sehr leistungsstark. Hierarchische P2P-Ansätze
spiegeln das in der Dissertation angestrebte Konzept einer Intercloud wider, die durch eine
P2P-Föderation mehrerer Clouds zustande kommt. Die Clouds übernehmen dabei die Rolle
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registrieren.
In [CDZD16] wurden diese Topologien hinsichtlich qualitativer Eigenschaften wie Speichereffi-
zienz, Zuverlässigkeit, Erfolgswahrscheinlichkeit für Discovery von Geräten, Kommunikations-
effizienz und Antwortzeit untersucht. Je nachdem welche dieser Eigenschaften für eine An-
wendung hohe Priorität besitzen, sind diese Topologien unterschiedlich gut geeignet (Vgl. Ab-
bildung 2.11). Für das eigene Konzept spielen hiervon vor allem die drei zuletzt genannten
Eigenschaften eine sehr wichtige Rolle. Da ein vollständig zentraler Ansatz von vornherein aus-
geschlossen wurde (Vgl. Abschnitt 1.2), erscheint ein hierarchischer Ansatz bezogen auf diese
drei Qualitätsmerkmale am sinnvollsten.
Abbildung 2.11: Vergleich qualitativer Eigenschaften verschiedener Speichertopologien für IoT-
Discovery-Services nach [CDZD16]
Strukturierte und Unstrukturierte P2P-Organisation
Beide P2P-Topologien dezentral und hierarchisch können noch hinsichtlich des Organisati-
onsansatzes von Informationen über Ressourcen zwischen den Peers unterschieden werden
[TTP+07]. Unstrukturierte Ansätze nutzen oft Query-Flooding, um an Discovery-Informationen
von Ressourcen benachbarter Peers zu gelangen. Strukturierte Ansätze verwenden zusätzlich
einen verteilten Indizierungsdienst auf Basis einer Distributed-Hash-Table (DHT). Dabei wer-
den Peers und Ressourcen durch eine Hash-Funktion (z.B. SHA-1) in einen Schlüsselraum
abgebildet, der einer Ringstruktur entspricht. Dadurch kann die Anzahl der Weiterleitungen im
Vergleich zu Flooding signifikant reduziert werden. Nachteilig ist allerdings, dass bedingt durch
den für die Suche zu verwendenden Schlüsselwert keine direkte Stichwortsuche nach beliebi-
gen Attributen mehr möglich ist. Außerdem sind DHT-basierte Ansätze in der Regel schlecht für
sich häufig ändernde Netzwerkumgebungen mit dynamisch verfügbaren Ressourcen geeignet,
da dies zu einem großen Kommunikations-Overhead führt, um den verteilten Index zu aktua-
lisieren. Vergleiche aktueller strukturierter Ansätze zeigen, dass schon ein bis zwei Dutzend
statischer Attribute zu einem unverhältnismäßig hohen Overhead führen [BJ15]. Zusätzliche
Dynamik von Ressourcen im Netzwerk und deren Attributen führen bei diesen Ansätzen für
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die Verwaltung des verteilten Indexes (Advertising Kosten) ebenfalls zum höchsten Overhead
im Vergleich zu anderen Ansätzen (z.B. Supernodes). Für das in der Dissertation angestrebte
Konzept ist in Bezug auf Kosten für Advertising und Queries, Anzahl der verwalteten Ressour-
cen und Anzahl möglicher Attribute nach [BJ15] ein Ansatz mit Superpeers (Supernodes) ohne
Organisation mittels DHT vorzuziehen.
2.5.3 Funktionale Anforderungen für Discovery-Services im IoT
Neben den bisher eingeführten allgemeinen Eigenschaften von Discovery-Services gibt es do-
mänenabhängige Anforderungen für die Daten im Verzeichnis. Auf Architekturebene stellen Ev-
dokimov et al. ein qualitatives Bewertungsframework für IoT-Discovery-Services vor [EFKS10].
Dazu definieren sie zunächst wichtige funktionale Anforderungen:
1. IDs als Seriennummer dienen der eindeutigen Identifikation von Geräten durch den DS
2. IDs für Geräteklassen lässt das Zusammenfassen von Gruppen von Gerätetypen zu, die
durch den DS aufgelöst werden können.
3. Query mit ID oder Attribut durch einen Client liefert eine Ergebnisliste mit Adressen von
Servern (Datenprovider), die Daten für betreffende Geräte halten.
4. Verwalten von Discovery-Informationen durch entfernte autorisierte Publisher (z.B. Da-
tenprovider). Diese können Adressdokumente in DS anlegen, aktualisieren und entfernen.
5. Ausliefern von Gerätedaten, um Query-Overhead zu reduzieren. Der DS liefert selbst
bereits Gerätedaten aus, die er in seinen Adressdokumenten hält.
6. Publisher- und Clientverwaltung definiert, wer welche Rechte zum Lesen und Schrei-
ben beim DS besitzt.
Nicht zufällig decken sich diese funktionalen Anforderungen für den IoT-DS teilweise mit den
generellen Eigenschaften von Datenmodellen für IoT-Clouds (Vgl. Tabelle 3.1). Diese müssen
schließlich ebenfalls intern eine Geräte-Discovery anbieten. Für den Kontext der Arbeit ist hier
insbesondere der Aspekt hervorzuheben, dass der DS vor allem die Lokalität von Datenprovi-
dern auflösen soll, die in Form einer Adressliste zurückgegeben wird. Aus Sicht des angestreb-
ten IoT-Intercloud-Konzepts sind diese Daten-Provider die föderierten IoT-Clouds.
Weiterhin werden in [EFKS10] fünf Vertreter bzw. Ansätze verschiedener DS-Architekturen für
RFID-basierte Lieferketten miteinander verglichen. Dabei wird insbesondere die firmenübergrei-
fende Auflösung von Objekten durch den DS betrachtet, was analog zum Discovery-Problem
einer IoT-Intercloud verschiedener Cloud-Provider ist.
2.5.4 Ausgewählte Ansätze von Discovery-Services im IoT
Zentrale Ansätze
Ein in [EFKS10] diskutierter Vertreter eines zentralen Ansatzes ist ID@URI. Dabei besteht die
ID aus einem ID- und einem URI-Teil. Über den URI-Teil wird der verantwortliche Object Agent
der ID aufgelöst, der weitere Informationen zu dem Objekt hat. Hierbei ist die Kenntnis über die
ID notwendig und lässt sich daher als einfacher Namensdienst zuordnen.
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Einen aktuellen Ansatz eines zentralen Discovery-Services mit attributbasierter Suche stellen
Lunardi et al. mit COBASEN vor [LDT+15]. Hierbei wird der Indizierungs- und Suchdienst Apa-
che Lucene29 als Verzeichnisdienst eingesetzt. Wie gezeigt werden konnte, lassen sich da-
mit Multi-Attribut-Queries mit dutzenden Attributen realisieren, die auf einer Gesamtmenge von
mehreren hunderttausend Geräten und einem Ergebnisset von bis zu 20.000 Geräten sehr
niedrige Antwortzeiten (< 450 ms) realisieren. Bei für einzelne Nutzer realistischeren Anfragen
für Ergebnissets von bis zu 100 Geräten sind Antwortzeiten von unter 7 ms erreicht worden.
Gleichzeitig erreichte die Gesamtgröße des Index nur knapp 79 MB.
Hierarchische Ansätze
Mit EPCglobal und BRIDGE werden in [EFKS10] zwei hierarchische Ansätze für einen DS dis-
kutiert. Queries mit einer ID (EPC) lösen eine Adresse eines Verzeichnisdienstes auf, welcher
Informationen zu diesem Gerät hält. Ein DS-Provider kann dabei zentralisiert mehrere Daten-
Provider (z.B. IoT-Clouds) versorgen. Verschiedene DS-Provider können untereinander über
einen zentral organisierten EPCglobal Core Service ihre Datensätze synchronisieren. Dadurch
ergibt sich eine hybride Lösung einer zentral organisierten hierarchischen Topologie. Afilias ist
grundlegend genauso wie EPCglobal und BRIDGE aufgebaut und bringt für die Inter-Domain-
Synchronisation der DS ein P2P-Lookup-Protokoll mit. Dadurch fällt die zentrale Instanz für die
Organisation weg.
Dezentrale Ansätze
DHT-P2P Ansätze ermöglichen einen dezentralen DS mit Verzeichnisdiensten als Peers für
RFID-basierte Lieferketten verschiedener Unternehmen [EFKS10]. Daten sind mittels einer ver-
teilten Hash-Tabelle adressiert (key=hash(ID), value=Adressdokument_ID). Ein Client nutzt ei-
ne DHT-Lookup-Schnittstelle, um den verantwortlichen Verzeichnisdienst bei einem anderen
Daten-Provider zu finden. Ein ähnliches Konzept mit Homegateways als Peers wird in [CDF+14]
vorgestellt. Auch hier sind Lookup-Anfragen nur auf Basis eines einheitlichen Schlüssels (URI)
möglich. Da die Anzahl der Gateways in einem P2P-Netz potenziell viel höher als bei unter-
nehmenszentrischen Verzeichnisdiensten ist, wurde eine weitere DHT-P2P-Schicht eingeführt,
welche die Peers zusätzlich geografisch in einen Schlüsselraum aus Längengrad, Breitengrad
und Radius um diesen Punkt abbildet.
Logisch betrachtet handelt es sich bei allen diesen Ansätzen um eine globale Sicht aller Teil-
nehmer auf dasselbe verteilt vorliegende Verzeichnis. Für das Konzept dieser Dissertation ist
die globale Sicht problematisch, da Provider untereinander individuell kooperieren und Daten
ihrer Kunden (mindestens GeräteIDs) nicht offenlegen wollen. Wie zuvor schon diskutiert, sind
DHT-basierte P2P-Ansätze, insbesondere wenn Stichwortsuche über viele dynamische Attri-
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In diesem Kapitel erfolgt zunächst eine detaillierte Betrachtung der DaaS-Schnittstelle (Ab-
schnitt 3.1) und aufbauend darauf eine Analyse zum Stand der Technik verschiedener, im pro-
duktiven Einsatz befindlicher IoT-Clouds (Abschnitt 3.2). Das Kapitel schließt mit einer zusam-
menfassenden Diskussion in Abschnitt 3.3 ab. Im Zuge dessen werden auch die Forschungs-
fragen FF-1 zur Ähnlichkeit von DaaS-Schnittstellen verschiedener Clouds und somit auch zu
einer Generalisierbarkeit (FF-2) aufgrund von Schlussfolgerungen beantwortet.
3.1 Device-as-a-Service-Schnittstellen von IoT-Clouds
IoT-Clouds stellen Dienstanbietern eine Plattform (PaaS) mit Gerätedatenmodell und Schnitt-
stellen zur Verfügung, um Geräte zu suchen, Gerätedaten zu übertragen und Geräte zu steu-
ern. Darüber hinaus bietet die Plattform auch ein Berechtigungsmodell und übernimmt die Au-
thentifizierung von Nutzern. Insbesondere der zusätzliche Aspekt des Steuerns von Geräten
geht aber über die bekannte Data-as-a-Service oder Sensor-as-a-Service Definition von ver-
teilten Sensorplattformen (z.B. [YGC15, ZIH+13]) hinaus. Es existieren viele weitere Definitio-
nen in der XaaS-Terminologie [BDPP16]. Am naheliegensten sind Sensing-and-Actuating-as-
a-Service oder Thing-as-a-Service. Die Dissertation verwendet hauptsächlich den Begriff der
IoT-Geräte (engl. IoT-Devices), welche von Mehrwertdiensten genutzt werden:
Als beschreibende Zusammenfassung ihrer Aufgabe wird die Schnittstelle einer IoT-Cloud-
Plattform aus Dienstsicht daher in der XaaS-Terminologie als Device-as-a-Service (DaaS) defi-
niert.
Im Folgenden werden die wichtigsten Eigenschaften der DaaS-Schnittstellen, welche die meis-
ten IoT-Clouds teilen, vorgestellt. Damit soll insbesondere Forschungsfrage FF-1 geklärt wer-
den. Die gefundenen Eigenschaften dienen später als Grundlage, um diese als generalisierte
DaaS-Schnittstelle in einer IoT-Intercloud zur Verfügung stellen zu können und ist damit Aus-
gangspunkt zur Beantwortung von FF-2.
3.1.1 Gerätedatenmodell
Von der Cloud verwaltete Gerätetypen sowie deren zugehörige Sensordaten und Steuerbefehle
werden durch ein Gerätedatenmodell (Device Model) repräsentiert. Sie sind essentieller Be-
standteil der von der Cloud durch die PaaS-Schicht zur Geräteabstraktion bereitgestellten IoT-
Middleware. Tabelle 3.1 zeigt eine Übersicht von häufig zu findenden Parametern verschiedener
Gerätedatenmodelle. Sie beinhalten in der Regel Informationen wie GeräteIds, Namen, Ge-
räteklassen, Werte und Typen von Geräteparametern, Befehle, Zustände, Zugriffsrechte, Ein-
heiten, Beschreibungen und mehr. Analog zur Klasse-Instanz-Beziehung bei objektorientierten
Programmiersprachen werden konkrete Geräteinstanzen häufig von Vorlagen abgeleitet. Die-
se Vorlagen heißen Gerätetyp. Gerätetypen können selbst wieder aus verschiedenen Vorlagen
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Parameter Beschreibung
GeräteId
Einmalige Zeichenkette zur eindeutigen Identifikation eines Gerätes, häufig in
Form einer UUID oder GUID.
Zugehörigkeit
NutzerId des Nutzers, der das Gerät besitzt, GeräteId, welchem das Geräte un-
tergeordnet ist: z.B. GeräteId des Homegateways.
Gerätetyp
Beschreibt eine Vorlage mit einem spezifischen Set von Geräteparametern.
Häufig wird für die Bezeichnung ein versionierter Namespace unterstützt: z.B.
de.tudresden.inf.rn.grubitzsch.Thermometer~1.0.0.0. Ein Gerätetyp kann durch
mehrere Geräteklassen beschrieben sein.
Geräteklasse
Generische Vorlage, die wiederkehrende Eigenschaften von Geräten zusam-
menfassen. Sie unterstützen teilweise Vererbung oder sogar Mehrfachvererbung.
GeräteId, Hersteller, Modellbezeichnung, Seriennummer usw. sind häufig Ba-
sisparameter eines generischen IoT-Geräts von dem speziellere Gerätetypen
erben.
Geräteparameter
Halten die konkreten Sensor- oder Aktorwerte, welche den Zustand eines Geräts
beschreiben. Der eigentliche Wert wird häufig durch weitere Werte ergänzt wie
z.B. ParameterId zur Zuordnung innerhalb eines Gerätetyps, einer Geräteklasse
und eines Zeitstempels des Erzeugungszeitpunktes. Ihre Metainformationen wie
Namen, Datentypen (z.B. Float, Integer, Liste usw.) sowie Einheiten (z.B. Kelvin,




Dienen in erster Linie zur menschenlesbaren Identifikation, da GeräteIds usw.
i.d.R. unhandliche Zeichenketten sind.
Zugriffs-
berechtigungen
Listen, welche abgestufte Freigaben (Lesen, Schreiben, Lesen/Schreiben) des
Geräts oder Teile davon (z.B. nur bestimmte Parameter) auf Nutzer oder Zugriff-
stoken abbilden.
Tabelle 3.1: Häufig auftretende Parameter von Gerätedatenmodellen bei IoT-Clouds
bestehen, welche im folgenden Geräteklasse genannt werden. Genau wie bei den objektorien-
tierten Programmiersprachen unterstützen einige Gerätemodelle auch (Mehrfach-)Vererbung.
Das erlaubt es, generische Geräte, die einige Basisparameter vorgeben (z.B. GUID, Hersteller,
Modellbezeichnung, Seriennummer), typspezifische Parameter z.B. für einen »Geschirrspüler«
(z.B. Schalter: ein / aus oder Zustand: spült / fertig) und konkrete modell- und herstellerspezifi-
sche Parameter (Schalter Eco-Programm, Zustand Eco-spülen) zu definieren.
Als Datenaustauschformat ist JSON weit verbreitet. Zur eindeutigen Unterscheidung von ver-
schiedenen Gerätemodellen/-klassen unterstützen viele Gerätedatenmodelle Namespaces, wel-
che den konkreten Gerätetyp oder die Geräteklasse als String definiert. Für einige Geräteda-
tenmodelle (insb. bei denen die auf XML aufbauen) liegen Schema-Definitionen vor. Während
sich die grundlegenden Konzepte der Gerätedatenmodelle verschiedener IoT-Cloud-Provider
oft ähneln, unterscheiden sie sich im Detail in Struktur, Format und Funktion letztendlich doch
sehr stark.
3.1.2 Datenabruf mit Pull-Semantik
Aktuelle Gerätezustände können von Clients mit Hilfe des Request/Response-Pattern abgeru-
fen werden. Da der Client die Kommunikation initiiert und die Daten auf Nachfrage anzieht,
spricht man auch von einer Pull-Semantik. Diese Art des Datenabrufs ist vor allem nützlich, um
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vollständige Geräteinformationen bzw. größere Datensätze eines Geräts zu einem bestimmten
Zeitpunkt oder mit einer niedrigen Aktualisierungsfrequenz zu erhalten.
Das periodische Pull nach aktualisierten Daten wird als Polling bezeichnet. Um den Protokoll-
Overhead zu reduzieren, wurde mit Long-Polling ein Verfahren entwickelt, bei dem ein lang-
lebiger Client-Request vom Server entweder mit dem Senden von neuen Daten oder einem
Timeout beantwortet wird. Da der Client nach dem Empfangen einer Antwort vom Server einen
neuen Request senden muss, handelt es sich bei beiden Polling-Verfahren um keine Push-
Technologien. Im Fall von hochfrequenten Aktualisierungen von Daten wird auch Long-Polling
ineffizient. Pull-basierte Datenanfragen können sich bei IoT-Clouds in mehreren Aspekten un-
terscheiden.
Protokolle des Web aber auch anderer Einsatzbereiche können zur Implementierung von Pull-
basierten Datenanfragen verwendet werden. Bei IoT-Clouds dominieren RESTful-APIs auf Ba-
sis von HTTP und Websockets. Beide sind mittlerweile Standard für Request/Response-Pattern
und damit für Pull-Semantik im Web.
Filter sind der wichtigste Parameter zur Anfrage (Query) von Daten, da sie die für den Cli-
ent interessanten Daten spezifizieren. Filter werden auf Basis eines Gerätedatenmodells und
einer Anfragesprache (Query-Language) (bei relationalen Datenbanken (DB) z.B. SQL) spezifi-
ziert. IoT-Clouds stellen unterschiedliche Methoden zum Filtern von Gerätelisten zur Verfügung
wie z.B. nach GeräteIds, -typen oder Besitzern von Geräten, bis hin zu einzelnen zugehörigen
Datenpunkten, welche beliebige Bedingungen erfüllen (z.B. Temperatur > 5◦C). Meist wer-
den Key-Value Filter nur auf ein einzelnes Auswahlobjekt (z.B. konkrete Tabellenspalten mit
Ids, Besitzern oder Gerätetypen) angewendet. Das entspricht einem Select-From-Where SQL-
Statement bei relationalen Datenbanken. Hier muss mit der »From«-Klausel die Tabelle und Ta-
bellenspalte definiert werden, auf welche die eigentliche Filterbedingung der »Where«-Klausel
angewendet werden soll. Für jedes Auswahlobjekt wird durch die API dann ein eigener Request
(Bei HTTP z.b. über die Ressource auszuwählen) angeboten. Das entspricht einer Pfad (Path)-
artigen Suche bzw. Auswahl der detaillierten Gerätedaten. Ein anderes Filterkonzept sind Que-
ries mit bedingten Key-Values und ohne Angabe eines Auswahlobjekts. Zum Beispiel kann eine
Anfrage Typ = Geschirrspüler && Wassertemperatur > 40◦C definiert werden, welche dann
alle Geschirrspüler mit der entsprechenden Wassertemperatur liefert. Dieses Konzept ist z.B.
bei schemalosen NoSQL-DB zu finden und ermöglicht sehr mächtige Suchanfragen. Die se-
mantische Auswertung des bedingten Key-Values wird ggf. für alle in der Datenbank indizierten
Objekte durchgeführt. In der Regel ist die Anfrage aber automatisch auf das Datenset reduziert,
für das eine Zugriffserlaubnis vorliegt. Das kann zum Beispiel die NutzerId des Besitzers sein
oder ein Access-Token. Diese Art der Filterung wird in dieser Arbeit als Key-Value-Semantik
(KVS) definiert. Bei relationalen Datenbanken handelt es sich um einen Zeilenfilter, bei NoSQL
Datenbanken um einen Objektfilter.
Projektionen dienen dazu, die gefilterten Ergebnisse weiter zu reduzieren. Bei relationalen Da-
tenbanken entspricht eine Projektion einem Spaltenfilter, bei NoSQL Datenbanken handelt es
sich um die Objektparameter, welche in das Ergebnis mit aufgenommen werden sollen. Das ist
z.B. nützlich, wenn vom zuvor gefilterten Ergebnis (z.B. ein Gerät) nur bestimmte Informationen
(z.B. der Gerätetyp, der Besitzer usw.) benötigt werden.
Paging erlaubt das partitionierte und schrittweise Abrufen von großen gefilterten Ergebnislis-
ten. Die dafür nötigen Parameter Limit (z.B. Anzahl an Geräten, die auf einmal zurückgegeben
werden) und Offset (Startpunkt relational zum ersten Eintrag der gesamten Ergebnisliste) wer-
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den vom Client bei jeder Anfrage mitgegeben. Einige IoT-Clouds erlauben nur die Angabe eines
Limits, was keinem echten Paging entspricht.
Historie, insofern durch die Cloud unterstützt, erlaubt auch den Abruf historischer Gerätezu-
stände. Dazu muss der Client einen Zeitraum durch die zwei Parameter Start- und Endda-
tum definieren, für den Werte in das Ergebnis aufgenommen werden sollen. Ohne History-
Parameter würden nur die aktuellen Gerätezustände in das Ergebnis aufgenommen werden.
Sortierung erlaubt es, ggf. das Ergebnis geordnet nach einer bestimmten Parameterbedingung
auszugeben. Dazu müssen der Parameter, nach dem sortiert werden soll, eine Methode (z.B.
alphabetische Ordnung), nach der sortiert werden soll und eine Richtung (auf-/ absteigend)
durch den Client angegeben werden.
Ergebnislisten sind die Hauptparameter, welche als Antwort einer Pull-orientierten Anfrage
zurückgegeben werden. Basierend auf mehreren aufeinanderfolgenden Anfragen ist es damit
bei fast allen IoT-Clouds möglich, eine vollständige Sicht auf die Gerätezustände zu erhalten.
Das ist von großer Bedeutung, da es möglich sein muss, eine Anfrage auf Gerätedaten von der
angestrebten ICB-API auf proprietäre interne Methoden der verschiedenen IoT-Cloud-Systeme
abzubilden und das gleiche Ergebnis zu liefern. Ein Eintrag in der Liste entspricht einem Gerä-
tezustand. Dieser ist durch die Verwendung der vorherigen Request-Parameter möglicherweise
reduziert oder umfasst mehrere historische Zustände.
3.1.3 Datenabruf mit Push-Semantik
Auf Basis des Publish/Subscribe-Interaktionsmodells können Clients sich über häufige aber
kleinere Änderungen des Gerätezustands in Echtzeit oder echtzeitnah informieren lassen. Nach
einem initialen Subscribe-Request müssen Clients keine weiteren Anfragen an die Cloud sen-
den, um neue Notifications über geänderte Daten zu erhalten. Falls ein Client keine Notifications
mehr erhalten möchte, sendet er einen Unsubscribe-Request. Die Notification-Phase zwischen
den beiden Requests entspricht dem Streaming von Daten und wird allein vom Server kontrol-
liert. Die Push-basierten APIs der Clouds arbeiten gewöhnlich auf einem Message-Bus, einer
Message-Queue oder anderem Datenstrom. Die Daten, welche dem Client zugestellt werden,
können zum Zeitpunkt der Zustellung noch nicht vollständig bzw. dauerhaft persistiert sein, um
echtzeitfähig zu sein. Die Datenbanken hinter der Pull-API persistieren Informationen mögli-
cherweise erst von diesen Datenströmen.
Protokolle, die auf REST basieren, können nur den Subscribe- und den Unsubscribe-Request
vollständig abbilden. Während der Notification-Phase arbeiten Server aber zustandsbehaftet,
da sie die Subscription-Informationen der Clients halten müssen. HTTP-basierte Kommuni-
kation mit der klassischen Client-Server-Rollenverteilung funktioniert daher nicht. Für Web-
basiertes Push zwischen Server und Client hat sich jüngst das Websocket-Protokoll etabliert.
Ein Websocket ist prinzipiell eine langlebige, TCP-basierende, full-duplex Verbindung und wird
durch einen Upgrade-Request einer existierenden HTTP-Verbindung initiiert. Ein Websocket
unterstützt selbst noch kein Publish/Subscribe, ist meist aber Basis eines höheren Application-
Layer-Protokolls (z.B. HTML5 server-sent-events30). Der Vorteil von Websockets in diesem Zu-
sammenhang ist, dass Server in der Lage sind Clients Nachrichten zu schicken, ohne dass
der Client zuvor einen Request gesendet hat. Im IoT und der Messaging-Domäne haben sich
30https://www.w3.org/TR/eventsource/
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weitere populäre Protokolle wie MQTT, CoAP, XMPP und weitere für die Push-basierte Kom-
munikation etabliert. Einige IoT-Clouds unterstützen auch bidirektionales HTTP. Dazu müssen
Clients aber einen eigenen Webserver hosten und der Cloud eine Callback-URL zur Verfügung
stellen. Die Cloud sendet Daten an den Client anschließend via HTTP-POST-Requests, um ihn
über neue Gerätezustände zu informieren.
Filter funktionieren ähnlich wie bei der Pull-basierten API. Für die Push-basierten Publish-/ Sub-
scribe-Systeme von IoT-Clouds können zwei Typen von Filtern unterschieden werden. Topic-
basierte Filter nutzen statisch benannte bzw. adressierbare Datenkanäle. Die Topic-Adresse ist
normalerweise definiert durch die NutzerId des Besitzers, der GeräteId oder dem Typ eines Ge-
räts. Einige IoT-Cloud-Systeme besitzen eine hierarchische Organisation der Topics, wobei die
Topic-Adresse dann auf Wildcards beruht. Dadurch wird auch die Filterung auf Parent-Topics
ermöglicht und erlaubt so, z.B. alle Geräte eines Nutzers auf einmal in einen Filter aufzuneh-
men. Der fortschrittlichere Ansatz zur beliebigen Filterung (ohne Angabe einer Topic-Adresse)
auf kontinuierlichen Daten wird durch Content-based Publish/Subscribe realisiert. Hierbei wer-
den für eine Subscription nur Bedingungen festgelegt, welche beliebige Key-Value-Paare erfül-
len sollen. Für alle gefilterten Key-Value-Paare, auf welche der anfragende Client Leserech-
te besitzt, erhält der Client Notifications. Inhaltsbasiertes Publish/Subscribe ist immer noch
ein großes Forschungsfeld und wird hauptsächlich durch DSMS und CEP-Systeme adressiert
[CM12]. Als hybride Lösung unterstützen einige IoT-Clouds inhaltsbasierte Filterung auf vorher
zu selektierenden Topics (TB/CB).
Periodische Updates (PU) sind zeitlich synchronisierte Notifications eines Clients. Der wich-
tigste Parameter ist die Rate (z.B. in Sekunden), die bestimmt wie hoch die Frequenz ist, mit
der Notifications zugestellt werden sollen. Periodische Updates besitzen manchmal noch einen
optionalen Parameter, der eine Aggregationsfunktion (z.B. letzter Wert, Mittelwert, Median usw.)
beschreibt, mit der bestimmt wird, wie die Werte der asynchron anfallenden Gerätedaten auf
die synchronisierten Notifications abgebildet werden sollen.
Reply Addressing (RA) ist eine Funktion, um verschiedene Datenanfragen auf Clientseite un-
terscheiden zu können. Die Cloud oder der Client legen dazu für jede Subscription als Pa-
rameter eine eigene Antwortadresse fest. Für jede Subscription wird anschließend ein eige-
ner Datenkanal (Topic) mit eben dieser Antwortadresse als Topic-Adresse aufgebaut. Von der
Cloud werden auf einem solchen Datenkanal nur die zu der spezifischen Subscription gehören-
den Daten ausgeliefert. Falls der Client die Adresse definieren kann, muss er sie mit seinem
Subscription-Request als Parameter übermitteln. Die meisten IoT-Clouds erlauben allerdings
nur vom Server erzeugte Antwortadressen, welche im Subscription-Response von der Cloud
an den Client übermittelt werden. Für HTTP-basiertes Push entspricht der vom Client festge-
legte Parameter der oben erwähnten Callback-URL.
Device Manangement (DM) ist eine von einigen IoT-Clouds zusätzlich unterstützte Art von
Push-Notifications, die Auskunft über Lifecycle-Events von Geräten gibt, wenn z.B. ein neues
Gerät hinzugekommen ist, ein existierendes Gerät verändert oder entfernt wurde. Die Notifica-
tions enthalten dabei mindestens die GeräteId und den Status wie CREATED, UPDATED und
DELETED oder auch CONNECTED oder DISCONNECTED.
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3.1.4 Steuerung von Gerätedaten
Eine Grundanforderung des IoT und ihrer Clouds ist es, die Geräte auch steuern zu können.
Dies unterscheidet IoT-Systeme insbesondere von reinen Monitoring-Systemen. Eine Schnitt-
stelle zur Gerätesteuerung bietet daher Methoden an, um Geräte in ihrer virtuellen Repräsen-
tation bei ihrer IoT-Cloud zu aktualisieren. Die Cloud ist dann dafür verantwortlich, die angefor-
derte Zustandsänderung in konkrete Gerätekommandos zu übersetzen und diese an das phy-
sische Gerät weiterzuleiten. Teile dieser Aufgaben können auch bereits an IoT-Gateways als
Bestandteil des Cloud-Systems ausgelagert sein. Wie bei Pull-basierten Datenanfragen wird
das Steuern von Geräten üblicherweise durch den Request/Response-Mechanismus realisiert.
Ein entsprechender Steuer-Request muss als Parameter die GeräteId (z.B. UUID, GUID) des
zu aktualisierenden Geräts und die eigentliche Änderungsinformation enthalten.
Protokolle für die Steuer-Schnittstelle sind bedingt durch den Request/Response-Ansatz oft
analog zu denen der Pull-API. Daher realisiert man sie ebenfalls häufig als RESTful-API z.B.
auf Basis von HTTP oder Websockets. Hierbei werden HTTP-POST oder -PUT-Methoden ver-
wendet. Die URL dient als GeräteId. Je nach Methode (im Folgenden beschrieben) wird eine
RPC-Methode als Parameter oder Änderungsinformationen im POST-Body angehängt. Einige
Cloud-Provider bieten parallel zu Request/Response auch Push-basierte Steuerkonzepte, z.B.
per MQTT an. Hier besitzt wiederum jedes Gerät bzw. dessen Cloud-Repräsentation ein eige-
nes Topic mit der GeräteId als Topic-Adresse, auf dem es Steuerkommandos empfangen kann.
Der Client pusht die Änderungsinformation dann in dieses Topic.
Methodiken beschreiben, in welcher Form den IoT-Clouds Steuerungsinformation vom Client
geliefert werden müssen. Bei den IoT-Clouds lassen sich zwei verschiedene Ansätze finden.
Der erste ist der klassische Remote-Procedure-Call (RPC) bzw. dessen objektorientiertes Ge-
genstück die Remote-Method-Invocation. Der Client muss dem Request dazu explizit die auf
dem Gerät aufzurufende Methode und die methodenspezifischen Parameter mitgeben. Der
Nachteil dieses Konzepts besteht darin, dass ein Dienst bzw. der Client die genauen Methoden
und Parameter jedes Geräts kennen muss. Für einen universellen Einsatz muss in der Regel
noch eine ausführliche Schnittstellenbeschreibung für jedes Gerät zur Verfügung gestellt wer-
den. Ein fortschrittlicheres Konzept stellt die direkte Nutzung des Gerätedatenmodells eines
Geräts dar, um einen Zustandsübergang anzuzeigen und damit das Gerät zu steuern. Dieses
Konzept kann als partielle Aktualisierung der Geräterepräsentation oder englisch Partial Device
Representation Update (PDU) bezeichnet werden. Das Prinzip ähnelt der partiellen Aktualisie-
rung der DOM Repräsentation eines HTML-Dokuments mit AJAX31. Der Vorteil besteht darin,
dass ein Dienst die Gerätemodell-Repräsentation eines konkreten Geräts mit der Pull-API ab-
rufen kann. Anschließend sendet er zur Steuerung des Geräts nur den Teil des Gerätemodells
an die Cloud, der geändert werden soll und überlässt dem Cloud-System (oder Gateway) die
Aufgabe, die Änderung auf die geeigneten physischen Gerätekommandos (z.B. über den Trei-
ber) abzubilden. Dieses Konzept spiegelt auch die eigentliche Hauptaufgabe von PaaS-Clouds
im IoT, das Abstrahieren der Geräteinfrastruktur, wider.
3.1.5 Datenzugriff durch Drittparteien
Mehrwertdienste und andere Nutzer sind nicht automatisch berechtigt, Gerätedaten eines Ge-
rätebesitzers abzurufen. Im Hinblick auf die Beziehung zwischen Gerätebesitzer und IoT-Cloud
sind sie Drittparteien (3rd-Party). Nutzer müssen daher in der Lage sein, den Zugriff auf ihre
31https://cmatskas.com/update-an-mvc-partial-view-with-ajax/
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Gerätedaten zu kontrollieren. Der Zugriff kann ganze Geräte oder einzelne Parameter eines
Geräts umfassen.
Methodiken zur Zugriffskontrolle unterscheiden sich in User Credentials (UC) wie die Kombi-
nation aus Login und Password oder Konzepte basierend auf Access-Token (AT), wie z.B. durch
OAuth 2.032 oder Json Web Tokens33 realisiert. Access-Token verhindert die Offenlegung oder
das explizite Anlegen von UC und reduziert Authentifizierung des Zugreifenden und Zugriffs-
kontrolle einer Ressource auf eine einzelne Operation.
Nutzer-zu-Nutzer (U2U) Zugriff ist das Teilen von Geräten bzw. deren Daten zwischen Nut-
zern der IoT-Cloud. Ein Szenario dafür ist z.B. den Nachbarn temporär die Kontrolle über das
Haustürschloss oder den Briefkasten zu gewähren, falls man im Urlaub ist. Für diese Funktion
finden sich bei IoT-Clouds drei Abstufungen: Nicht erlaubt, mit Einschränkungen möglich (z.B.
nur Nutzer die innerhalb des eigenen Cloud-Accounts angelegt wurden, Mitbenutzer im Haus-
halt) oder vollständig unterstützt zwischen beliebigen Nutzern innerhalb der IoT-Cloud.
Cloud-Föderation (Fed.) erlaubt Gerätedaten zwischen Clouds auszutauschen. Da sich die-
se Arbeit mit dem Konzept zum Aufbau einer P2P-Intercloud beschäftigt, ist von Interesse,
inwiefern Cloud-Provider bereit sind, ihre Cloud mit anderen Clouds zu vernetzen, um das Pro-
blem der Datensilos zu verringern. Dabei ist zu beobachten, dass alle IoT-Clouds die Cloud-
Föderation unterstützen, die Integration (insb. Schnittstellen-Adaption) in die eigene Cloud-
Lösung verlangen.
3.2 Analyse der DaaS-Schnittstellen verschiedener IoT-Clouds
Die folgenden kommerziellen und nicht-kommerziellen IoT-Clouds sind hinsichtlich ihrer DaaS-
Schnittstelle nach den zuvor in Abschnitt 3.1 beschriebenen Eigenschaften untersucht worden.
Die Untersuchung wurde im Mai und Juni 2016 durchgeführt und beinhaltet den Entwicklungs-
stand der Systeme zum Zeitpunkt der Untersuchung. Es wurde eine Auswahl aus großen be-
kannten Anbietern, mittelständischen Unternehmen inklusive des ursprünglichen Projektpart-
ners Kiwigrid, als auch frei verfügbaren Open-Source-Projekten getroffen. Die wesentliche Vor-
aussetzung für die Aufnahme in die Auswahl war das Vorhandensein einer öffentlich zugäng-
lichen API-Dokumentation34. Die Ergebnisse dieser Untersuchung wurden auch in [GSH+17]
veröffentlicht.
3.2.1 Google Nest
Google Nest35 ist ein IoT-Cloudsystem der SH-Domäne (Vgl. Abbildung 3.1). Aktuell werden
vom Anbieter eine Webcam, ein Thermostat und ein Rauchmelder zur Synchronisation mit der
eigenen Cloud angeboten. Die Geräte kommunizieren lokal untereinander über das proprietäre
Protokoll »Weave« (basiert auf IEEE 802.15.4 und WLAN – IEEE 802.11 bgn). Per WLAN sind
sie über einen lokalen Router auch mit dem Internet verbunden. Die Geräte halten auch selbst
Informationen über den Gesamtzustand des SH. Sie sind daher Smart Objects. Die Kommuni-
32https://tools.ietf.org/html/rfc6749
33https://tools.ietf.org/html/rfc7519
34Die URLs zu den verschiedenen API-Dokumentationen wurden zuletzt im Oktober 2017 geprüft.
35https://developers.nest.com/documentation/cloud/
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kation mit der Cloud erfolgt direkt, ohne Umweg über ein Homegateway, da jedes der Geräte
bereits das Gerätedatenmodell der Cloud und das Kommunikationsprotokoll unterstützt.
Abbildung 3.1: Übersicht Google Nest Cloud, Quelle: Google Nest Developers35
Die Nest API ist die DaaS-Schnittstelle der Cloud und wird sowohl vom offiziellen Nest-Webclient
als auch von Drittanbieterdiensten genutzt, um auf den Nest-Service zuzugreifen, welcher die
Geräte virtuell verwaltet. Sie unterstützt den Dienstzugriff via REST- oder Firebase-Client, der
auf Websockets und HTML5 server-sent-events aufsetzt. Die Nest API unterstützt für beide Cli-
ents Pull, Push und Set (Steuerung) mit nur minimalen Einschränkungen. Das Gerätedatenmo-
dell36 ist ein einzelnes JSON-Dokument, welches das komplette Smart-Home beschreibt. Ein
Auszug ist im Anhang unter Listing D.1 zu finden. Es ist untergliedert in Metadaten, welche das
Access-Token des lokalen Benutzers enthalten, Devices , eine flache Hierarchie aller Geräte
und ihres aktuellen Zustands sowie Structures, welche Standorte beschreiben, denen die Ge-
räte über ihre Id zugeordnet sind. Die Cloud liefert keine echte Filter-API zum Finden und Aus-
wählen von Geräten. Stattdessen müssen Geräte über ihren Pfad im Gerätemodell beginnend
bei Structures gesucht werden. Dienst- und Gerätezugriffe auf das Cloud-Konto eines Nutzers
werden mit OAuth2 autorisiert, deren Access-Token bei jedem Request mitgesendet werden
muss. Das Teilen von Gerätedaten unter Nutzern ist explizit untersagt und darf auch nicht von
Drittanbietern angeboten werden. Drittanbieter nutzen ebenso die Nest API, um Dienste für die
Nest-Geräte anbieten zu können. Die Cloud-Föderation ist dabei so angelegt, dass Drittparteien
ihre Schnittstellen an die von Google Nest anpassen müssen.
3.2.2 Samsung Artik
Samsung bietet mit der Artik Cloud37 eine vollumfängliche IoT-Cloud (Vgl. Abbildung 3.2), da
sie mit der optional nutzbaren Rule Engine auch die Intelligenzschicht des IoT-Middlewarestack
abbildet. Außerdem ist sie nicht auf eine Domäne beschränkt, sondern richtet sich an Entwickler
von beliebigen IoT-Diensten, die auf dieser PaaS aufbauen wollen. Geräte können ihre Daten
über die Gerätedatenschnittstelle (Ingestion APIs) mit vielseitigen IoT-Protokollen wie MQTT
und CoAP, aber auch Webprotokollen wie HTTP oder WS mit der Cloud synchronisieren.
Die DaaS-Schnittstelle wird durch verschiedene Clients realisiert, welche HTTP für einen REST-
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Abbildung 3.2: Übersicht Samsung Artik Cloud, Quelle: Artik Cloud Developers37
Die Artik Cloud ist die einzige untersuchte IoT-Cloud, deren Pull-API sämtliche Methoden un-
terstützt. Die Filterung zum Erhalt der vollständigen Geräteliste erfolgt aber durch mehrere sub-
sequente Anfragen. Die erste Anfrage holt z.B. alle GeräteIds oder GeräteTypenIds für einen
Nutzer mit gegebener NutzerId. Diese Anfrage erlaubt z.B. Paging und Projektionen. Die Gerä-
teIds können bei der nächsten Anfrage verwendet werden, um z.B. den vollständigen, aktuellen
Zustands eines Geräts zu holen oder sogar über der Historie aller Aktualisierungen (Nach-
richten das Geräts betreffend) zu suchen. Hierbei können auch komplexere Filterbedingungen
(KVS) der Nachrichten (z.B. enthält Feld: Temperatur > 5◦C) sowie Sortierungen verwendet
werden.
Die Push-API bietet eine Realisierung auf Websockets oder bidirektionalem HTTP via Callback-
Url (Unterstützung von RA). Die Filterung nach Gerätedaten ist bei der Push-API Topic-basiert
und erlaubt es, Listen von Ids der Geräte-, Gerätetypen oder eine UserId anzugeben. Eine
zusätzliche Filterung nach bestimmten Gerätedaten (z.B. einem konkreten Datenfeld) ist nicht
möglich. Weiterhin werden Device Management (DM) Notifications unterstützt.
Die Steuerungs-API basiert auf HTTP/REST und ermöglicht es, mit »Actions« Funktionsaufrufe
inkl. Parametern am Gerät auszuführen. Das entspricht einem RPC. Listing 3.1 zeigt exempla-
risch den Payload des HTTP-POST Request zum Steuern eines Geräts mit gegebener GeräteId
(ddid). Es werden zwei Befehle gesendet: »setOn« zum Einschalten und »setColorRGB« inkl.




4 "type": " action ",
5 "data": {
6 " actions ": [
7 {
8 "name": " setOn ",
9 " parameters ": {}
10 },
11 {
12 "name": " setColorRGB ",
13 " parameters ": {
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17 "b": 45
18 },






Listing 3.1: Steuerung von Geräten bei Artik Cloud – Zwei Actions: 1. Einschalten, 2. Farbwerte
setzen einer RGB-LED eines Geräts mit gegebener GeräteId (ddid). Quelle: Artik
Cloud Developers37
Das Datenformat, die Datenfelder eines Geräts und welche Actions es unterstützt wird durch
das »Manifest«, dem datenbeschreibenden Teil des Gerätedatenmodells der Artik Cloud spe-
zifiziert. Es beschreibt wie Nachrichten von den / an die Geräte in das / von dem internen
Modell der Artik Cloud adaptiert werden. Einfache Manifests unterstützen Nachrichten nur als
JSON und können schnell via Webform definiert werden. Komplexere Gerätebeschreibungen
werden mit einem GROOVY38-Script spezifiziert39. Diese erlauben das Adaptieren beliebiger
Datenformate, welche die Geräte mit ihren Nachrichten an die Cloud schicken bzw. die Cloud
zur Steuerung an die Geräte schickt. Das Manifest, welches die Adaption zur Steuerung des
Geräts aus Listing 3.1 zeigt, ist exemplarisch auch im Anhang unter Listing D.2 zu finden.
Die grundlegenden Metadaten eines Geräts, wie z.B. Gerätetyp, Hersteller, Seriennummer usw.
werden als »Properties« von Device Mirrors, den virtuellen Repräsentationen der Geräte in der
Artik-Cloud, angelegt. Den Device Mirrors wird beim Einrichten des Geräts auch die korrekte
Manifest-Version zugeordnet.
Artik Cloud nutzt für sämtliche API-Calls auf Geräte Access-Token (OAuth2) zur Authentifizie-
rung und Zugriffskontrolle. Das Teilen von Geräten zwischen Nutzern wird Account-übergreifend
unterstützt.
Abbildung 3.3 zeigt eine weitere Besonderheit, die Samsung für die Artik Cloud mit der so-
genannten »Cloud-Connector«40-Schnittstelle bereitstellt. Mit ihr können Geräte von externen
Clouds als Datenquelle eingebunden werden. Voraussetzung für eine funktionierende Imple-
mentierung ist, dass die externe Cloud eine Authentifizierungsmethode und eine öffentliche
DaaS-Schnittstelle anbietet. Diese muss durch die Implementierung eines speziellen Cloud-
Connectors für die Artik Cloud adaptiert werden.
3.2.3 AWS IoT
AWS IoT41 ist eine IoT-Cloud von Amazon ohne Beschränkung auf eine Anwendungsdomäne.
Sie richtet sich hauptsächlich an Entwickler von IoT-Diensten und IoT-Anwendungen. Abbil-
dung 3.4 zeigt die Architekturübersicht der gesamten PaaS-Lösung. Der Teil der eigentlichen
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Abbildung 3.3: Cloud-Connector der Artik Cloud zur horizontalen Föderation mit anderen
Clouds, Quelle: Artik Cloud Developers40
Abbildung 3.4: Architekturübersicht der AWS IoT Cloud Lösung, Quelle: AWS IoT Developer
Guide41
Die Kernkomponente ist ein MQTT-Message-Broker. IoT-Geräte (Things) senden ihre Geräte-
daten im JSON-Format an dessen hierarchisch organisierte MQTT-Topics. Die MQTT-Topic-
Adresse der Form $aws/things/thingName/... enthält die GeräteId (thingName) und identifiziert
so jeweils genau ein Gerät. Subtopics dieser Adresse werden genutzt, um Informationen zum
Gerät zu senden (Steuerung) oder von ihm abzurufen (Pull) oder zu empfangen (Push). Das
Gerät sendet seine aktuellen Zustände z.B. auf dem Subtopic .../shadow/update. Der Message-
Broker informiert anschließend alle Clients, welche sich auf das Topic registriert (subscribe)
haben. Die Kommunikation zwischen Things und Cloud wird mit Hilfe von X.509-Zertifikaten
geschützt, welche durch die Cloud erzeugt und registriert werden und auf dem Gerät abgelegt
sein müssen.
Gerätemetadaten können optional in der Thing-Registry hinterlegt werden. AWS IoT ermöglicht
dazu Clients eigene Gerätetypen (Device Types) zu definieren, welche die Eigenschaften der
Things beschreiben. Diese Vorlagen können für mehrere Geräte wiederverwendet werden. Al-
lerdings ist nur einfache Vererbung erlaubt, d.h. jedes Gerät kann nur mit einem Thing-Type
assoziiert sein.
39
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1 {
2 " state ":{
3 " desired ":{
4 " lights ":{
5 " color ":"RED"
6 },
7 " engine ":"ON"
8 },
9 " reported ":{
10 " lights ":{
11 " color ":" GREEN "
12 },
13 " engine ":"ON"
14 }
15 },
16 " metadata ":{
17 " desired ":{
18 " lights ":{
19 " color ":{
20 " timestamp ":123456
21 },
22 " engine ":{




27 " reported ":{
28 " lights ":{
29 " color ":{
30 " timestamp ":789012
31 }
32 },
33 " engine ":{
34 " timestamp ":789012
35 }
36 },
37 " version ":10,
38 " timestamp ":123456789
39 }
40 }
Listing 3.2: Thing-Shadows: Virtuelle Repräsentation einer RGB-Lampe. Quelle: AWS IoT
Developer Guide41
Jedes Gerät hat außerdem eine virtuelle Repräsentation, den Thing-Shadow (Vgl. Listing 3.2),
welcher Statusinformationen von seinem Gerät empfängt und speichert. Zusammen mit den
Device Types bildet das Format der Thing-Shadows das Gerätemodell der AWS IoT Cloud. Je-
der Thing-Shadow hat zwei Einträge: 1. der zuletzt vom Gerät gemeldete Status und 2. der
Zustand in den das Gerät auf Wunsch (per Request) einer IoT-Anwendung übergehen soll.
Der geänderte Zustand eines Thing-Shadows wird zum eigentlichen Gerät propagiert, welches
die Zustandsänderung umsetzt und bestätigt. Die DaaS-Schnittstelle nutzt direkt die Thing-
Shadows, um Daten abzurufen oder Geräte zu steuern. Die Adressierung geschieht wie bereits
erwähnt über hierarchische MQTT-Topic-Adressen. Für Pull, Push und Steuerung gibt es ent-
sprechende Subtopics, um die erforderlichen Requests zu senden. Für Pull und Steuerung kann
alternativ zum MQTT-Protokoll auch HTTP/REST verwendet werden, welches als URL dassel-
be Adressschema verwendet. Für Push ist es alternativ möglich, WS mit eingebettetem MQTT
zu verwenden, um z.B. Browser-basierte Webservices asynchron mit Daten zu versorgen.
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Die Filterung von Geräten funktioniert für Pull und Push nur durch Angabe einer Topic-Adresse
pro Gerät. Eine Rule Engine erlaubt es aber zusätzlich Aktionen zu definieren, die bei erfüll-
ten Bedingungen auf Daten in den Topic-Adressen ausgelöst werden. Darüber lassen sich z.B.
auch weitere Amazon Services anbinden. Von den Eigenschaften der Pull-Anfrage wird nur
die History rudimentär unterstützt, indem man den vorherigen Zustand erneut anfordern kann.
Die Result-List enthält jeweils nur das Gerät, von dem man Daten über seine Topic-Adresse
angefordert hat. Push ermöglicht keinerlei weitere Konfiguration. Es besteht aber rudimentär
die Möglichkeit, mit Kenntnis der GeräteId die Lifecycle-Events (DM) CONNECTED bzw. DIS-
CONNECTED einzelner Geräte zu empfangen. Die Steuerung eines Gerätes funktioniert bei
AWS IoT mit dem Thing-Shadow nach dem Prinzip eines PDU, indem der Teil eines Shadows
als »desired«-Block des JSON Dokuments gesendet wird, der geändert werden soll.
Zugriffe von Drittparteien werden über Nutzeraccounts, Rollen und Access Control Lists (ACL)
realisiert. Sie sind Account-übergreifend (U2U) und sogar explizit für Föderation von Identi-
tätsprovidern gestattet. Dadurch steht praktisch auch Cloud-to-Cloud Föderation verschiedener
Provider nichts im Wege. Allerdings gibt es keine Vorgaben oder Vorlagen für die Adaption der
DaaS-Anbindung, wie sie für eine vollständige Cloud-Föderation zu realisieren ist.
3.2.4 Microsoft Azure IoT Suite
Microsoft bietet mit seiner Azure IoT Suite42 ein ganzes Set an Bausteinen für Cloud-basierte
IoT-Lösungen. Sie ist daher weniger eine fertige IoT-Cloud, sondern mehr ein Baukasten, um
eine maßgeschneiderte Lösung zu entwickeln. Die Suite deckt dabei die drei IoT-Schichten
gleich mehrfach mit verschiedenen zur Verfügung stehenden Komponenten ab. Als Kern im
Sinne der Betrachtung der IoT-Clouds in dieser Dissertation kann die Komponente IoT-Hub43
mit der Service-Bus-Erweiterung und den zugehörigen SDKs für Geräte und Dienste verstan-
den werden. Die SDKs stehen in zahlreichen Sprachen wie z.B. C#, Java, C und Javascript
bereit. Eine schematische Darstellung der Architektur ist im Anhang unter Abbildung A.1 zu fin-
den.
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Das Gerätedatenmodell nutzt zur Geräteabstraktion ähnlich wie andere IoT-Clouds (z.B. bei
AWS IoT die Thing-Shadows) Dokumente im Json-Format, die Device Twins genannt werden.
Ein Beispiel im JSON-Format ist im Anhang unter Listing D.3 zu finden. Neben Standardpara-
metern wie z.B. der GeräteId und dem Verbindungs- bzw. Gerätestatus hält jedes Gerät seine
Parameter in Form von Tags und Properties (Vgl. Abbildung 3.5). Tags sind zusätzliche Me-
tadaten, die nur auf Cloud-Ebene gehalten werden, z.B. Standort des Geräts. Properties sind
Gerätedaten, welche direkt den Zustand des Geräts beschreiben. Letztere unterscheiden sich
wie schon bei AWS IoT in desired und reported, um Anforderungen von Zustandsänderungen
bei sporadisch verbundenen Geräten realisieren zu können.
Die Pull-API steht für HTTP und AMQP sowie AMQP über Websockets zur Verfügung. Sie
unterstützt eine SQL-ähnliche Anfragesprache, die eine freie Kontextsuche nach Geräten im
eigenen Hub ermöglicht. Das Funktionsset ist für Pull nahezu vollständig. Das Paging ist nur
eingeschränkt möglich, da kein Offset angegeben werden kann und die maximale Größe 1000
Geräte beträgt. Historien sind optional möglich, erfordern aber aufbauend auf dem IoT-Hub die
Integration weiterer Azure-Komponenten in die Architektur der selbst zu entwerfenden Lösung.
Die Push-API wird via AMQP oder AMQP auf Websockets angeboten. Sie ist Topic-basiert
und benötigt als Erweiterung die Cloudkomponente Azure Service-Bus. Mit dieser Komponente
und derselben SQL-Anfragesprache wie bei der Pull-API kann auf selektierten Topics inhalts-
basiert (TB/CB) gefiltert werden. Dabei werden Nachrichtenrouten auf Queues mit bestimmten
Adressen angelegt, welche die gefilterten Datenströme sammeln. Diese Methodik entspricht
Reply-Addressing (RA). Periodische Updates lassen sich über weitere zu integrierende Azure-
Komponenten realisieren. Standardmäßig werden Lifecycle-Nachrichten (DM) wie CREATE
und DELETE unterstützt. Die Control-API unterstützt die Kommunikation über sämtliche bis-
her erwähnten Protokolle. Sie unterstützt bedingt durch die Geräteabstraktion mittels Device
Twins, primär das partielle Geräte-Update (PDU). Alternativ können aber auch direkt Methoden
(RPC) am Gerät aufgerufen werden.
Der Zugriff für Drittparteien wird mit Access-Tokens (AT) realisiert. Bedingt durch das Baukas-
tenprinzip gibt es keine generelle Einschränkung für das Teilen von Geräten zwischen Nutzern.
Dasselbe gilt für eine optionale Föderation zu anderen IoT-Clouds, welche aber nicht explizit
beschrieben ist.
Neben den erwähnten unterstützten Protokollen für die DaaS-API, können die Geräte selbst
alternativ noch MQTT verwenden, um mit eine bidirektionale Verbindung zur Cloud aufzubauen.
3.2.5 Kiwigrid IoT-Plattform
Die Kiwigrid Cloud-Plattform44 ist eine Lösung, die aus den Domänen Smart Home und Smart
Grid gewachsen ist. Generell werden aber universell IoT-Geräte unterstützt. Eine Übersicht
über die Komponentenarchitektur der Kiwigrid-IoT-Cloud ist im Anhang unter Abbildung A.2 zu
finden.
Die Plattform erlaubt es, Geräte mittels SDK oder über ein eigens entwickeltes Homegateway
(der Energy-Manager) mit der Cloud zu verbinden. Der Energy-Manager unterstützt verschiede-
ne lokale Kommunikationssysteme und Protokolle (z.B. KNX, RS232, USB, u.v.w.), über die bis
44Die Informationen zu den technischen Details waren bis Mitte 2016 unter der URL http://developers.kiwigrid.
com/wiki/EM-SDK abrufbar, sind aber aktuell nicht mehr öffentlich zugänglich. Allgemeine Informationen zur IoT-
Cloud sind unter https://www.kiwigrid.com/portfolio/energy-iot-platform/ verfügbar.
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zu 1000 Geräte gleichzeitig verbunden werden können. Zur Geräteabstraktion bilden Energy-
Manager und SDK die IoT-Geräte auf das von der Kiwigrid Cloud verwendete Gerätedaten-
modell ab. Das Datenaustauschformat ist JSON. Im Anhang unter Listing D.4 ist ein Beispiel
eines selbst entworfenen Thermometers im Kiwigrid Gerätedatenmodell abgebildet. Grundle-
gende Eigenschaften eines Geräts sind die GeräteId (guid), der Besitzer, eine ACL zur Rege-
lung des Zugriffs durch Dritte, die Adresse (currentAddress) des übergeordneten Geräts (z.B.
Energy-Manager an dem das Gerät angeschlossen ist) sowie die Gerätedaten (TagValues).
Letztere werden durch das gerätespezifische Modell (deviceModel) beschrieben. Es unterstützt
Geräteklassen mit Vererbung multipler Superklassen. Die Geräteeigenschaften werden durch
Schlüssel-Wert Paare (Tag : TagValue) beschrieben. Welche Eigenschaften ein Gerät hat, ist im
Gerätemodell definiert, das verschiedene Geräteklassen zusammenfasst. Geräteklassen haben
versionierte Namespaces. Ein Tag beschreibt den Datentyp (z.B. String, Integer, etc.), den Zu-
griffsmodus (Lesen, Schreiben, Lesen/Schreiben), die SI-Einheit, die Samplerate mit der neue
Werte erzeugt werden sowie menschenlesbare Beschreibungen. Ein TagValue beschreibt zu
jedem Tag den gehaltenen Wert, einen Zeitstempel der Erzeugung und einen OCC45-Counter
zur Steuerung des parallel schreibenden Zugriffs.
Für die Kommunikation zwischen Geräten und Cloud sowie von der Cloud zu Mehrwertdiensten
werden die Protokolle Websockets und HTTP unterstützt. Die Pull- und die Push-API erlauben
ähnlich wie bei NoSQL-Datenbanken freie Kontextsuche nach Gerätedaten auf Basis von Key-
Value-Paaren. Die Pull-API unterstützt außerdem bis auf historische Gerätedaten sämtliche
untersuchte Eigenschaften. Die Push-API baut auf einer Publish/Subscribe-Lösung mit Web-
sockets auf. Sie ist hinsichtlich der periodischen Updates auf den letzten Wert beschränkt. Die
Besonderheit ist, dass Clients Gerätedaten mittels inhaltsbasierter (CB) Filterung zugestellt be-
kommen, welche durch die zuvor erwähnte freie Kontextsuche für eine Subscription definiert
wird. Dies wird auch für die Lifecycle-Events CREATE, UPDATE, DELETE des Device Mana-
gements (DM) unterstützt. Eine Subscription kann auf eine frei wählbare Antwortadresse (RA)
abgebildet werden. Die Control-API nutzt die moderne Variante des PDU. Der generelle Zu-
griff auf Geräteressourcen auch für Drittparteien wird über OAuth 2.0 gesteuert. Das Teilen von
Geräten zwischen verschiedenen Nutzern ist möglich. Zum Zeitpunkt der Untersuchung hatte
Kiwigrid außerdem bereits die eigene Cloud-Lösung in einer Föderation mit anderen Partnern
genutzt. Dazu wurden Cloud-zu-Cloud-Schnittstellen individuell adaptiert.
3.2.6 Digi Device Cloud
Die Digi Device Cloud46 ist eine allgemeine IoT-Plattform, welche als zusätzlicher Dienst der für
den B2B-Bereich von Digi vertriebenen IoT-Geräten angeboten wird.
Das Konzept, wie die Daten verwaltet werden, unterscheidet sich von sämtlichen anderen un-
tersuchten IoT-Clouds. Für jedes Gerät werden in einer Standardstruktur nur die Basisdaten
wie GeräteId, GeräteTyp, MAC und IP-Adresse und einige wenige Standardparameter wie z.B.
eine Beschreibung verwaltet. Die weiteren Daten, welche den Zustand eines Geräts beschrei-
ben, werden jeweils ausschließlich auf einem eigenen persistenten Push-Datenkanal empfan-
gen. Die entsprechenden Topicnamen spannen ausgehend von der GeräteId eine baumartige
Hierarchie von Geräteeigenschaften als Datenpunkte der Form GeräteId/node/.../leafnode auf,
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mit dem Gerät angelegt. Dabei muss festgelegt werden, welcher Datentyp (z.B. Long, Inte-
ger, JSON usw.) und welche Einheit erwartet werden. Es gibt aber im eigentlichen Sinne keine
standardisierte Beschreibung einer Geräteabstraktion. Es wird davon ausgegangen, dass die
Zielanwendung (z.B. Mehrwertdienst) anhand des Bezeichners für den Gerätetyp weiß, wie das
Gerät aufgebaut ist. Der Vorteil ist eine einfache Verwaltung der Daten innerhalb der Cloud. Als
Datenaustauschformate werden JSON und XML unterstützt.
Nachteil der beschriebenen Datenhaltung ist allerdings, dass z.B. über die Pull-API mittels eines
Aufrufs keine Gerätelisten mit der vollständigen Sicht auf die Geräte geladen werden können.
Stattdessen können die eigenen Geräte im Inventar mit den Basisparametern, insbesondere die
GeräteId geholt werden (Vgl. Anhang Listing D.5). Anschließend müssen für jedes Gerät aus
den zugehörigen Datenkanälen durch Ablauf der Pfade die Datenpunkte zusammengesucht
werden (Vgl. Anhang Listing D.6). Die Pull-API bietet ihre Funktionalität über HTTP an und
unterstützt dabei Paging, historische Werte und Sortierung. Die Push-API bietet ihre Funktio-
nalität über HTTP-Polling oder TCP an. Sie ist der Kern der Datenhaltung und ist Topic-basiert.
Sie unterstützt das Monitoring der Parametertopics z.B. nach Schwellwerten. Außerdem kann
über den Monitor-Service auf Lifecycle-Notifications des DM registriert werden. Die Control-API
funktioniert nach einem RPC-ähnlichen Prinzip und basiert auf einem proprietären Protokoll.
Das Teilen von Geräten wird über User Credentials von Nutzeraccounts realisiert und ist da-
durch prinzipiell zwischen verschiedenen Nutzern möglich. Eine föderierte Nutzung mit anderen
Clouds ist in der Dokumentation nicht diskutiert.
3.2.7 DeviceHive
DeviceHive47 ist eine Open Source IoT-Cloud-Plattform die darauf abzielt, dass Lösungsent-
wickler verschiedener Domänen darauf aufbauen.
Abbildung 3.6: Übersicht über die Bestandteile der DeviceHive-API, Quelle: DeviceHive Doku-
mentation47
Das SDK von DeviceHive wird als Client-Bibliothek für viele Sprachen wie z.B. Java, Javascript,
Python und Go angeboten. Damit können sich sowohl Nutzer-, Administrator und Geräte-Clients
zur DeviceHive-Cloud verbinden (Vgl. Abbildung 3.6). Für die hier relevante Client-API werden
HTTP und Websockets unterstützt, um die verschiedenen Teile (Pull : View Devices, Push: Poll
47http://devicehive.com/restful/
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Notifications, Control : Send Commands) der DaaS-Schnittstelle abzudecken. Das Gerätemo-
dell ist relativ simpel aufgebaut und hat neben Basisparametern wie z.B. GeräteId und Name
ein generisches Feld Data, welches die Gerätedaten in einer JSON-Struktur erwartet. Bis zur
vorherigen Version 2.0 wurden Geräteklassen unterstützt, die ohne Begründung in der aktu-
ellen Version 3.3.4 gestrichen wurden. Ein weiterer Basisparameter ist Network, welcher als
Gruppenassoziation zwischen Nutzern und Geräten den Zugriff auf die Geräte regelt. Das Da-
tenaustauschformat für die vollständigen Geräte ist ebenso in JSON.
Die Pull-API basiert rein auf HTTP und unterstützt bis auf Projektionen sämtliche Eigenschaf-
ten. Die Navigation ist bedingt durch HTTP pfadorientiert. Die Push-API basiert auf Websockets
und erlaubt die Angabe von mehreren Topics von GeräteIds, NetworkIds und dem Filtern nach
Notificationtypen. Mittels Reply-Addressing (RA) wird jede Subscriptions einer Id automatisiert
zugeordnet, d.h. der Client kann diese nicht selbst wählen. Die Control-API nutzt ein RPC-
ähnliches Verfahren. Für jedes Gerät können sogenannte DeviceCommands definiert und ab-
gerufen werden, welche den unterstützten Methodenaufrufen beim Gerät entsprechen. Dies ist
per Websockets oder HTTP möglich. Der Zugriff für Drittparteien ist über JSON Web Token
möglich. Der U2U-Zugriff wird über den zuvor erwähnten Parameter Network geregelt.
3.2.8 Eurotech Everyware Cloud
Eurotech ist Lösungsanbieter für IoT in den Domänen Industrie, Health, Logistik, Sicherheit
und Mobilität. Ähnlich wie bei Digi, wird für die vertriebenen IoT-Geräte eine proprietäre Cloud-
Lösung, die Eurotech Everyware CloudEurotech48 zur Verwaltung von Gerätenetzwerken und
Gerätedaten bereitgestellt. Eine Architekturübersicht des von der PaaS-Cloud gelieferten Diens-
tes, welcher von Eurotech ebenso als DaaS beworben wird, ist im Anhang unter Abbildung A.3
zu finden.
Das Client-SDK zur Kommunikation mit der Cloud wird für viele Programmiersprachen (C, .Net,
Java, PHP, Ruby und mehr.) angeboten. Es enthält ein Gerätedatenmodell, welches mittels
XML-Schema49 spezifiziert ist. Als Datenaustauschformat wird XML oder JSON angeboten.
Gerätedaten werden als Metriken von einem Typ (Integer, Long, String,usw.) einem edcPay-
load-Element einer einzelnen Nachricht angehängt. Die Cloud arbeitet intern auf persistenten
MQTT-Topics. Die Topics sind dabei hierarchisch nach dem Prinzip accountId/deviceId/seman-
ticTopic benannt. Wobei »semanticTopic« Platzhalter ist und das Gerät hierarchisch in weitere,
nach den Anforderungen der Zielanwendung spezifische Topics, unterteilen kann. Die generel-
le Beziehung zwischen Geräten mit ihren Basisattributen und den spezifischen Gerätedaten in
den Topics wird also einzig über die GeräteId hergestellt.
Das SDK teilt sich direkt in zwei getrennte Komponenten auf, wobei entweder HTTP als REST-
Schnittstelle oder direkt eine Topic-orientierte Anfrage über MQTT angeboten wird. Die Pull-API
unterstützt sämtliche untersuchte Eigenschaften. Geräte mit ihren Basisattributen können über
eine freie Kontextsuche gefunden werden. Mit den entsprechenden Ids können dann die Gerä-
teparameter aus den MQTT-Topics abgerufen werden. Daher ist das Erhalten von vollständigen
Gerätelisten ähnlich wie bei der Digi Device Cloud nicht direkt unterstützt, sondern muss auf
Anwendungsseite implementiert werden. Die Push-API unterstützt inhaltsbasierte Filterung. Ei-
ne Regel beschreibt, welche Daten relevant sind und wird zusammen mit einem Zieltopic für
das Reply Addressing (RA) per HTTP-Request an die Cloud gesendet. Mit dem MQTT-Client
48http://everywarecloud.eurotech.com/doc/ECDevGuide/latest/default.asp
49Den Kern wird durch das Namespaceelement »edc« beschrieben: https://api-sandbox.everyware-cloud.com/
docs/edc.xsd
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können die relevanten Daten dann an diesem Topic empfangen werden. Per Long-Polling funk-
tioniert das Empfangen von Push-Nachrichten auch mit HTTP. Die Cloud erlaubt darüber hin-
aus auch das Versenden von Push-Nachrichten via Email, SMS und Twitter. Außerdem werden
Device Management (DM) Events wie CONNECTED und DISCONNECTED unterstützt. Die
Control-API arbeitet auf einem eigenen Control-Topic pro Gerät. An dieses können via HTTP
oder MQTT Befehle gesendet werden. Welche Befehle erlaubt sind, wird beim Anlegen des
Geräts durch das Gerätedatenmodell beschrieben.
Da die Cloud als Inhouse-Lösung für einzelne Unternehmen konzipiert ist, funktioniert das Tei-
len von Geräten auf Basis von User Credentials (auch mit PKI50) von anzulegenden Nutzerac-
counts und Rollenzuweisungen.
3.3 Zusammenfassung und Diskussion des Standes der Technik
Tabelle 3.2 fasst die durchgeführte Untersuchung zu den DaaS-Schnittstellen und weiteren Ei-
genschaften der verschiedenen produktiv eingesetzten IoT-Clouds kurz zusammen. Dies dient
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Tabelle 3.2: Eigenschaften der untersuchten DaaS-APIs verschiedener IoT-Clouds
Wie zu erkennen ist, besitzen zunächst alle untersuchten IoT-Clouds eine Unterteilung in Pull-,
Push- und Control-API. Ihre unterstützten Funktionen variieren zwar, aber sind generell mehr-
fach vorhanden. Verschiedene Filtermodelle für Pull- und Push-API sowie Steuerungsmetho-
dik der Control-API müssten individuell adaptiert werden. Sehr verschieden sind dagegen die
Gerätedatenmodelle. Hier müsste idealerweise ein offener Meta-Standard geschaffen werden.
Alternativ bleibt ebenso die aufwendige individuelle Adaption, oder es könnte mit Abbildungen
über Ontologien gearbeitet werden. Für das Teilen von Geräten mit Drittparteien (in erster Linie
Mehrwertdienste) werden zwei gängige Methodiken unterstützt. Bis auf eine IoT-Cloud dürfen
50https://de.wikipedia.org/wiki/Public-Key-Infrastruktur
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Geräte auch zwischen Nutzer geteilt werden. Einige der untersuchten IoT-Clouds erlauben über
Adapter eine horizontale Föderation zu anderen IoT-Clouds.
Für Forschungsfrage FF-1 kann also angenommen werden, dass gängige IoT-Clouds generell
eine DaaS-Schnittstelle besitzen und ihre grundlegenden Eigenschaften sehr ähnlich sind.
Die untersuchten Eigenschaften der DaaS-Schnittstellen verschiedener IoT-Clouds sollen unter
dieser Annahme durch eine generellere sogenannte Intercloud-DaaS-Schnittstelle (IC-DaaS-IF)
abgebildet werden. Dadurch kann das Ziel erreicht werden, dass jeder IoT-Cloud-Provider die
Funktionen der eigenen proprietären DaaS-Schnittstelle nur einmal zur IC-DaaS-IF adaptieren
muss, um anschließend mit beliebigen anderen Clouds kommunizieren zu können. Diese ein-
heitliche Schnittstelle kann auch von Providern externer Dienste angesprochen werden, um
Geräte aus verschiedenen IoT-Clouds zu nutzen. Zur Beantwortung der Forschungsfrage FF-2,
welche Funktionen in der generalisierten DaaS-Schnittstelle aufgenommen werden sollten, wird
wie folgt argumentiert:
Da alle untersuchten funktionellen Eigenschaften mehrfach bei verschiedenen IoT-Clouds vor-
kommen, sollten sie als Minimalset einer generalisierten DaaS-Schnittstelle dienen. Die ver-
wendeten Protokolle sollten sowohl das Publish/Subscribe- als auch das Request/Response-
Modell abbilden können. Zur Erfüllung dieser Anforderungen können auch verschiedene Proto-
kolle gleichzeitig verwendet werden. Für die Filterfunktionen und die Control-Methode sollte die
mächtigere bzw. modernere Variante gewählt werden. Daher wird für die Pull-API die freie Kon-
textsuche mit Key-Value-Semantiken (KVS), für die Push-API die inhaltsbasierte Filterung (CB)
und für die Control-API die partielle Geräteaktualisierung (PDU) empfohlen. Für die Objekt-
Abstraktion muss ein Meta-Datenmodell gefunden oder entwickelt werden, welches mächtig
genug ist, die sehr verschiedenen Gerätedatenmodelle der IoT-Clouds aufeinander abzubilden.
Diese Aufgabe ist aber nicht Bestandteil der Dissertation. Stattdessen wird für das Konzept auf
ein vorhandenes Gerätedatenmodell zurückgegriffen im Wissen, dass dieses möglicherweise
nicht geeignet ist, jedwede Interoperabilität zu anderen IoT-Clouds zu gewährleisten. Der Zu-
griff für Drittparteien sollte beide Methoden unterstützten, da beide breite Anwendung finden.
Der Nutzer-zu-Nutzer-Zugriff muss dabei möglich sein, da nur eine IoT-Cloud diesen explizit
untersagt.
Da bereits einige IoT-Clouds selbst eine Föderation zu anderen IoT-Clouds über Adapter anbie-
ten, kann angenommen werden, dass eine Adaption zwischen ähnlichen IoT-Clouds generell
möglich ist, aber individuell durchgeführt werden muss. Dadurch kann auch gefolgert werden,
dass es möglich ist, zumindest für einen Teil aller IoT-Clouds eine generalisierte Schnittstelle
anzubieten.
Die These zur Adaption wird unter den gegebenen Voraussetzungen im folgenden Verlauf der
Dissertation als wahr angenommen. Eine endgültige Klärung zur Machbarkeit steht aber noch
aus und muss experimentell durch die Adaption verschiedener IoT-Clouds zu einem Metada-
tenmodell erbracht werden.
Eine ähnliche Untersuchung zur Infrastruktur-Abstraktion für WSN haben Laukkarinen et al. in
[LSH12] durchgeführt. Wie schon in Abschnitt 2.2 erläutert sind WSN im Prinzip eine Subdomä-
ne des IoT. Die Untersuchung beinhaltet ebenso Basisbetrachtungen für den Datenzugriff auf
historische Daten (Pull) und Stream- / Event-basiertem Publish/Subscribe (Push), welche aber
nicht so weit in die Tiefe gehen. Aufgrund der Natur von WSN werden Steuerungsschnittstellen
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(Control-API) überhaupt nicht betrachtet. Der Fokus liegt in [LSH12] auf der Interoperabilität
der Daten, insbesondere des Datenformats, Ontologien / homogenisierten Datenmodellen und
Metadaten, welche durch diese Dissertation nur oberflächlich betrachtet werden. Sie fassen zu-
sammen, dass eine vielseitige Infrastruktur-Abstraktion (inkl. Query-Sprache, Datenmodell und
-format) benötigt wird, um die Entwicklung auf heterogener Infrastruktur zu vereinfachen. Über-
tragen auf IoT-Clouds bedeutet diese Aussage, dass für die Anfragesprache, das Gerätedaten-
modell und -format ein standardisiertes Metamodell erforderlich ist, um das Heterogenitätspro-
blem im IoT vollständig zu lösen, was zuvor schon für die Beantwortung von FF-2 argumentiert
wurde.
Durch den unterschiedlichen Fokus ergänzen sich die eigene und die in [LSH12] vorgestellte
Untersuchung.
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Zuvor wurden bereits Grundlagen und der aktuelle Stand der Technik zum Cloud-Computing für
das IoT dargelegt. Dabei wurden auch mehrere IoT-Cloudsysteme vorgestellt. Dieses Kapitel
beschäftigt sich mit dem Stand der Forschung und den verwandten Arbeiten zum Intercloud-
Computing. Die gemeinsame Motivation der vorgestellten Arbeiten in diesem Kapitel und auch
der Dissertation ist es, Cloud-Ressourcen, welche Vendor-locking unterliegen, durch einen Inte-
roperabiltitätsansatz Cloud-übergreifend nutzbar zu machen [TCB14, GB14]. Diese Motivation
gilt auch für Cloud-Provider, da sie so ihre Dienstleistungen um externe Angebote erweitern
können, um für Kunden attraktiver zu sein. Solche Ansätze von interoperablen Clouds, die un-
ter anderem aus dieser Motivation entstanden sind, werden allgemein hin auch als Intercloud
bezeichnet.
Dieses Kapitel führt zunächst Grundlagen zur Intercloud-Forschung ein. Dabei wird sich haupt-
sächlich auf zwei Survey-Paper gestützt, welche separat in Abschnitt 4.1 ([TCB14]) und Ab-
schnitt 4.2 ([GB14]) behandelt werden. Anschließend werden in Abschnitt 4.3 ausgewählte Ar-
beiten vorgestellt, deren Intercloud-Ansätze und Teilprobleme mit dem Konzept der Disserta-
tion verwandt sind. Abschließend erfolgt in Abschnitt 4.4 eine Analyse der verwandten Arbei-
ten. Dazu wird zunächst eine Systematik eingeführt, für die Bewertungskriterien sowohl aus
den grundlegenden Zielen (Vgl. Abschnitt 1.2) der Dissertation, dem Stand der Technik von
IoT-Clouds (Vgl. Abschnitt 3.2) sowie ausgewählten Kriterien der zwei folgenden Surveys zur
Intercloud-Forschung hergeleitet wurden. Diese Systematik ist Grundlage für die Einordnung
und Bewertung der vorgestellten verwandten Arbeiten. Sie dient letztendlich als Abgrenzung
der Beiträge der Dissertation.
4.1 Intercloud-Computing nach Toosi
In »Interconnected Cloud Computing Environments: Challenges, Taxonomy, and Survey« von
Toosi et al. sehen die Autoren vier Hauptelemente, um das Verbinden von Clouds zu diskutieren
[TCB14]:
• Motivation
• Ansätze zur Interoperabilität
• Szenarien zur Cloud-übergreifenden Interoperabilität
• Problemstellungen für Komponenten
Bis auf die Motivation, die eingangs dieses Kapitels bereits abgehandelt wurde, werden die-
se im Folgenden kurz vorgestellt. Auch wenn die Autoren Cloud-Föderation und Intercloud-
Computing hauptsächlich für die IaaS-Schicht betrachten, lassen sich viele Kriterien auch auf
andere Schichten und sogar die IoT-Domäne anwenden. Diese werden an den erforderlichen
Stellen im Zuge der Relevanz (PaaS, DaaS) der Dissertation interpretiert.
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4.1.1 Ansätze zur Interoperabilität
Die Interoperabilität drückt aus, wie die aktuelle Barriere von herstellerspezifischen Schnittstel-
len überbrückt werden kann. Toosi et al. sehen hier zwei generelle Vorgehensweisen.
Eine einfache Cloud-Föderation ist eine direkte Adaption von proprietären herstellerspezifi-
schen Schnittstellen zwischen zwei Providern. In einer Föderation mit mehreren heterogenen
Clouds ist daher ein beachtlicher Adaptionsaufwand zu erwarten.
Eine Intercloud basiert dagegen vollständig auf zukünftigen Standards und offenen Schnittstel-
len.
Aus diesen beiden generellen Vorgehensweisen werden von Toosi et al. drei Optionen zur Um-
setzung einer interoperablen Lösung abgeleitet:
1. Verwenden von veröffentlichten Standard-Schnittstellen
2. Entwickeln von Brokern oder Middleware, welche die Adaption von verschiedenen her-
stellerspezifischen Schnittstellen übernehmen
3. Verwenden einer hybriden Lösung der beiden vorherigen Optionen
Diese Lösungsoptionen lassen sich für verschiedene Interoperabilitätsszenarien zu einer be-
stimmten Zielarchitektur verfeinern.
4.1.2 Szenarien zur Cloud-übergreifenden Interoperabilität
Zunächst muss eine Abgrenzung erfolgen, welche Art von Cloud-übergreifender Kooperation
für diese Dissertation eine Rolle spielt. Toosi et al. unterscheiden hier einerseits die Verbindung
von Clouds unterschiedlicher Service-Level (z.B. IaaS zu PaaS) als Delegation oder vertika-
le Föderation. Andererseits wird die Verbindung von Clouds auf demselben Service-Level als
horizontale Föderation bezeichnet. Da für diese Dissertation ausschließlich die horizontale Fö-
deration eine Rolle spielt, wird die vertikale Föderation nicht weiter betrachtet.
Vier vorgestellte Interoperabilitätsszenarien unterteilen sich auf zwei Sichtweisen, die Provider-
zentrische und die Client-zentrische Sicht. Danach wird unterschieden, aus welcher Perspektive
die Interoperabilität initiiert werden muss.
(a) Föderierte Clouds (b) Hybride Clouds
Abbildung 4.1: Provider-zentrische Interoperabilität nach Toosi et al. [TCB14]
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Die folgenden Szenarien gehören zu der Provider-zentrischen Sicht. In föderierten Clouds (Vgl.
Abbildung 4.1a) hat ein Dienst oder Nutzer ausschließlich einen Vertrag mit einem konkre-
ten Cloud-Provider, welcher Teil einer Cloud-Föderation ist. Der Dienst/ Nutzer verwendet dabei
(transparent) auch Ressourcen von anderen Clouds in der Föderation. Eine Hybride Cloud (Vgl.
Abbildung 4.1b) liegt vor, wenn die Föderation sich auf die Erweiterung von einer privaten Cloud
einer Organisation (z.B. ein Unternehmen) auf eine öffentlich verfügbare Cloud (z.B. AWS) be-
zieht. Das kann z.B. nötig sein, wenn das Erreichen der Kapazitätsgrenze, verursacht durch
Lastspitzen bei der privaten Cloud, abgefangen werden soll.
(a) Multi-Clouds (b) Dienst-Aggregation durch Broker
Abbildung 4.2: Client-zentrische Interoperabilität nach Toosi et al. [TCB14]
Die Client-zentrische Sicht beinhaltet unter anderem Multi-Clouds (Vgl. Abbildung 4.2a). Bei die-
sen muss sich der Dienst oder Endnutzer selbst um die Verwaltung der Cloud-übergreifenden
Nutzung kümmern. Das kann z.B. von der Clientanwendung des Nutzers übernommen werden.
Diese muss dann auch sämtliche Adapter für die Schnittstellen der verschiedenen zu unterstüt-
zenden Clouds implementieren. Wesentlich bei diesem Szenario ist, dass Hersteller und Pro-
vider einer Cloud keinerlei Beteiligung an der Cloud-Föderation haben. Die Dienst-Aggregation
durch Broker ((Vgl. Abbildung 4.2b)) ist eine weitere Ausprägung der Client-zentrischen Sicht.
Hier wird die Cloud-übergreifende Interoperabilität durch eine dritte Partei, den Broker, über-
nommen. Der große Vorteil ist, dass Clients nur die vom Broker selbst angebotene Schnittstelle
unterstützen müssen. Die Adaption zu den verschiedenen Clouds übernimmt der Broker.
4.1.3 Herausforderungen für Komponenten
Zur Umsetzung einer interoperablen Lösung zwischen mehreren Clouds identifizieren Toosi et
al. acht Schwerpunkte mit jeweils eigenen untergeordneten Problemstellungen. Für eine spä-
tere Einordnung der eigenen Arbeit sind nicht alle Punkte relevant. Daher wird hier nur auf die
Schwerpunkte und Problemstellungen eingegangen, die für die Einordnung nötig sind. Die kom-
plette Übersicht aller Schwerpunkte und Problemstellungen ist der Vollständigkeit halber unter
Abbildung A.4 im Anhang zu finden.
Provisionierung
Die Provisionierung ist die wesentliche Aufgabe für interoperable Clouds, da hiermit die eigent-
lichen zu nutzenden Ressourcen Cloud-übergreifend zur Verfügung gestellt werden. Sie ist in
drei Phasen untergliedert.
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Discovery umfasst das Zusammentragen aller verfügbaren Clouds sowie deren Ressourcen
und Dienste. Eine Komponente, die meist als DS bekannt ist, kann zentral oder dezentral organi-
siert sein. Ein Problem beim Cloud-übergreifenden Austausch von Discovery-Informationen ist,
dass Cloud-Provider verschiedene Sprachen und Terminologien zur Beschreibung von Diens-
ten und Ressourcen verwenden. Schlimmer noch, herrscht laut Toosi et al. – »nicht einmal ein
allgemeines Verständnis unter Nutzern und Providern bzgl. Dienstfunktionalität, QoS und Me-
triken.« In heterogenen Interclouds ist es schwierig eine Standardsyntax zu etablieren. Syntak-
tische Ansätze wie UDDI werden daher als unzureichend für diese Aufgabe in einer Intercloud
deklariert. Ontologien bieten sich an, dieses Problem einer vereinheitlichenden Semantik zu lö-
sen, sind bei Toosi et al. aber ebenso »out-of-scope« wie für diese Dissertation.
Auswahl aus allen möglichen Ergebnissen der Discovery ist eine Einschränkung auf ein Set,
welches den Nutzern am ehesten genügt. Die Einschränkung kann laut Toosi et al. auf Basis
von QoS, SLA, Kosten und Sicherheitsaspekten getroffen werden. Das beinhaltet im tieferen
Sinne z.B. Standortfragen, Latenz, Durchsatz, Zuverlässigkeit und auch rechtliche Aspekte (z.B.
dürfen bestimmte Daten nur innerhalb der EU oder Deutschland gehostet werden).
Allokation ist die letztendliche Bereitstellung der zur Nutzung ausgewählten Ressourcen von
den entfernten Clouds. Da Toosi et al. vordergründig die IaaS-Schicht betrachten, geht es da-
bei hauptsächlich um die organisatorische Bereitstellung der physischen Ressourcen zum Be-
trieb der virtualisierten Infrastruktur. Konkurrenz bei der Ressourcenverteilung ist ein Problem,
welches in dieser Phase auftreten kann, wenn zu viele Nutzeranfragen gleichzeitig verarbeitet
werden müssen. In der Regel hat das einen Abfall der QoS zur Folge. Ein diskutierter Lösungs-
ansatz ist die flexible Preisgestaltung.





















Tabelle 4.1: Vergleich der Kriterien für die Provisionierung zwischen Toosi et al. und den PaaS-
Clouds im IoT
Angewendet auf IoT-Clouds, wie sie in Abschnitt 3.2 vorgestellt wurden, ergeben sich ande-
re Kriterien für die drei Phasen der Provisionierung. Tabelle 4.1 zeigt den Vergleich zwischen
IoT-Clouds und den von Toosi diskutierten Kriterien für Clouds anderer Domänen. Zwar sind
die Kriterien in den Phasen grundlegend verschieden, aber die Probleme sind teilweise diesel-
ben. So ist die heterogene Beschreibung der Ressourcen ebenso ein Problem für Discovery im
IoT. Die Filterbasis für die Auswahl der passenden Clouds umfassen im IoT Parameter, welche
die Geräte beschreiben, wie Ids, Gerätetypen (z.B. Lampe, Spülmaschine), -daten (Sensorik,
Zustände) und Metadaten (z.B. Standort, Zugriffsberechtigungen). Auch die Allokation ist prin-
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zipiell gleichartig. Die Organisation betrifft hier lediglich die Infrastruktur einer anderen Cloud-
Schicht (PaaS statt IaaS), einer anderen Domäne (IoT) und zwar die, welche zur Bereitstellung
des Datenaustausches zwischen Diensten / Nutzern und IoT-Geräten notwendig ist.
Sicherheit
wird durch Toosi für interoperable Clouds nach drei Gesichtspunkten unterschieden, wovon zwei
im Kontext der Dissertation eine Rolle spielen.
Trust (dt. Vertrauensbeziehungen) stellen die Grundlage für eine Interaktion zweier Parteien
dar. Trust gewährleistet einerseits, dass eine Partei A die Kontrolle über Ressourcen oder Ak-
tionen erhält, welche von einer anderen Partei B bereitgestellt werden. Andererseits stellt Trust
sicher, dass die von B überlassene Kontrolle auch zu bestimmten vorhersagbaren Resultaten,
Aktionen oder Konsequenzen für A führt. Während für traditionelles Cloud-Computing nur die
Beziehung zwischen Cloud-Provider und Customer betrachtet wurde, müssen für Intercloud-
Computing auch Beziehungen zwischen Providern berücksichtigt werden. Toosi et al. heben
hervor, dass ein formaler Trust-Mechanismus erforderlich ist, damit Entitäten in der Intercloud
sich gegenseitig vertrauen können. Dazu wird üblicherweise eine unabhängige Drittpartei ins
Spiel gebracht. Diese Drittparteien sind als Zertifizierungsstellen (engl. Certificate Authorities
(CAs)) bekannt. Sie bestätigen auf Basis von ausgestellten X.509-Zertifikaten die Zugehörig-
keit des öffentlichen Schlüssels zu einer Entität und damit deren Identität. Ein solches Modell
wird z.B. bei der Interoperable Global Trust Federation51 verwendet. Weiterhin wird hervorge-
hoben, dass auch wenn zwei Parteien sich gegenseitig vertrauen können, ein konkreter »Trust-
Kontext« (z.B. gesicherte Verbindung) noch etabliert werden muss. Dabei muss berücksichtigt
werden, dass jeder Provider an seine eigenen internen Sicherheitsregeln gebunden bleibt.
Autorisation und Identitätsmanagement (IdM) sind administrative Aufgaben verteilter Mehrbe-
nutzersysteme und gewährleisten geregelten Zugriff auf geschützte Ressourcen. Toosi et al.
greifen für diese Aufgaben ein Statement aus [NADG11] auf, welches besagt, dass föderierte
Cloud-Umgebungen die Identifikation von Nutzern und Ressourcen über mehrere Identitätsdo-
mänen unterstützen müssen, um interoperabel zu sein. Weiterhin müssen die Nutzer in der
Lage sein, Dienste und Ressourcen der verschiedenen Cloud-Provider zu nutzen, nachdem sie
einmalig (statt bei jedem einzelnen Cloud-Provider) durch eine Intercloud-Schnittstelle erfolg-
reich authentifiziert wurden. Diese Erkenntnis mündet in der Forderung nach einem einfachen
standardisierten Single Sign-On (SSO)-Mechanismus für die Intercloud, der sowohl Customer-
zu-Provider- als auch Provider-zu-Provider-Beziehungen unterstützt. Toosi et al. fassen zusam-
men, dass föderiertes IdM einen essenziellen Baustein für die Realisierung einer Intercloud
darstellt. Als Lösungstechnologien bieten sich SAML, XACML, OPENID, OAuth und WebID an.
Netzwerk
Vier Bereiche werden für die Basiskommunikation von Toosi et al. unterschieden, wovon zwei
für die Dissertation relevant sind.
Adressierung ist eine grundlegende Fragestellung in verteilten Systemen. Da heutzutage die
weltweite Kommunikation überwiegend auf IP-Netzen der Versionen 4 und 6 aufbaut, sollte
eine interoperable Lösung auch darauf ausgerichtet sein. Aufgrund des Adressmangels in IPv4-
Netzen heben Toosi et al. die zukünftig weiter steigende Bedeutung von IPv6 hervor. Weitere
51http://www.igtf.net/
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Aspekte die Toosi et al. bezüglich der Adressierung behandeln spielen für diese Arbeit keine
Rolle.
Naming ist eine wichtige Methode, welche die variable (IP-)Adressierung von den eigentlichen
Entitäten trennt. Dienste, Anwendungen und andere Ressourcen von Clouds sind, in einer fö-
derierten Cloud-Umgebung, die zu adressierenden Entitäten, die über verschiedene Standorte
verteilt sind und sich dynamisch ändern können. Das Naming stellt sicher, dass die Ressourcen
auch unter einer anderen Adresse wieder aufgefunden werden können. Die wichtigste Techno-
logie diesbezüglich ist das DNS. DNS allein reicht aber nicht aus. Ein Naming-System für Cloud
und Intercloud muss auch schnelle Änderungen von Namen und Namespaces verwalten kön-
nen.
Toosi et al. konzentrieren sich beim Schwerpunkt Netzwerk erneut auf Ressourcen der IaaS-
Schicht ( CPU-Zeit, RAM, Speicherplatz und Netzwerk). Die zu berücksichtigenden Punkte bei
der Adressierung und dem Naming von Ressourcen in der IoT-Intercloud (v.a. IoT-Clouds und
-Geräte) sind aber analog gültig.
4.2 Intercloud-Computing nach Grozev
Während Toosi et al. sich hauptsächlich auf Forschungsschwerpunkte für die Entwicklung und
Implementierung von Intercloud-Konzepten konzentrieren, liegt der Fokus in Inter-Cloud ar-
chitectures and application brokering: taxonomy and survey von Grozev und Buyya bei der
Klassifizierung von Architekturmodellen, Brokering-Mechanismen und Cloudanwendungen von
möglichen Intercloud-Systemen [GB14]. Die untersuchten Intercloud-Konzepte (praktisch aus-
schließlich IaaS-Clouds) werden dann vergleichend den definierten Klassen zugeordnet.
4.2.1 Klassifikation der Architekturen
Die Klassifizierung von interoperablen Clouds erfolgt zweistufig. Wie bei [TCB14] wird zunächst
unterschieden, durch wen eine Cloud-übergreifende Kooperation zustande kommt. Grozev und
Buyya unterscheiden in [GB14] die freiwillige Föderation der Cloud-Provider sowie Multi-Clouds,
welche durch unabhängige Dritte in Form einer Cloud-Aggregation initiiert werden (Vgl. Abbil-
dung 4.3).
In der zweiten Stufe werden jeweils zwei mögliche Architekturformen eingeordnet. Die freiwil-
lige Föderation unterscheidet die Formen zentralisiert und peer-to-peer. Erstere erfordert den
Betrieb einer zentralen Entität, welche z.B. als Verzeichnis für Clouds und deren Ressourcen
fungiert oder sogar als Marktplatz für den Handel mit dynamischen Preisen der Ressourcen
dient. Bei der P2P-Föderation dagegen kommunizieren die Clouds direkt untereinander. Eine
zentrale Verwaltung ist nicht erforderlich. Bei Multi-Cloud-Konzepten wird in Dienste und Biblio-
theken zur Verwaltung der Aggregation unterschieden. Ein Dienst ist direkt einsatzfähig und wird
entweder durch Dritte oder den Client selbst gehostet. Er bietet eine einheitliche Schnittstelle
für die Clients sowie mehrere Adaptionen zu herstellerspezifischen Cloud-APIs. Oft beinhalten
sie schon Broker-Funktionalität. Die Clients definieren z.B. per SLA Anforderungen für ihre An-
wendungen, und der Dienst wählt die dazu passenden Clouds aus. Bibliotheken bieten in der
Regel ähnliche Funktionalität wie Dienste. Sie stellen aber keine direkt nutzbare Software dar.
Stattdessen ermöglichen sie die individuelle Anpassung an spezielle Anforderungen von Clients
(z.B. bei der Auswahl der Clouds), um eigene Broker zu entwickeln. Bibliotheken werden daher
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Abbildung 4.3: Architekturklassifizierung von Interclouds nach [GB14] in Eigendarstellung
als Teil der zu entwickelnden Client-Systeme integriert.
Die vorgeschlagene Klassifikation ist orthogonal zur NIST-Definition (Vgl. Abschnitt 2.1) und
kann auf jeder der drei Schichten oder bei Multi-Cloud-Konzepten auch über mehrere Schich-
ten (vertikale Föderation nach [TCB14]) genutzt werden.
Außerdem argumentieren Grozev und Buyya in [GB14], dass freiwillige Föderation eher nicht
von kommerziellen Cloudanbietern wie z.B. Amazon, Google oder Microsoft genutzt werden
würde, da bewusst geschlossene APIs ihre Kunden effektiv daran hindern können, zur Kon-
kurrenz abzuwandern. Dass dies zumindest für IoT-Cloud-Provider nicht zwangsläufig zuzu-
treffen scheint, konnte bereits in Abschnitt 3.2 gezeigt werden. Die APIs mehrerer namhafter
IoT-Cloud-Provider bieten die Möglichkeit zur Cloud-Föderation, wenn auch nur mit einer Ad-
aption zwischen herstellerspezifischen Schnittstellen, wie es bereits Toosi et al. beschrieben
haben [TCB14]. Das kann aber leicht mit nicht vorhandenen Standards zur Bildung einer sol-
chen IoT-Intercloud erklärt werden.
4.2.2 Klassifikation des Brokering-Mechanismus
Der Brokering-Mechanismus bestimmt wie Ressourcen in der Intercloud gefunden bzw. aus-
gewählt werden. Grozev und Buyya unterscheiden in extern und direkt verwaltet, welche sich
folglich als Konzepte für Multi-Clouds (extern) bzw. freiwillige Föderation (intern) eignen [GB14].
Für externe Brokering-Mechanismen identifizieren Grozev und Buyya zwei Ansätze. Die SLA-
basierten Ansätze verwenden die in den SLA-Dokumenten definierten »constraints« und »ob-
jectives«, um geeignete Clouds auszuwählen. Bei Trigger-Action-Ansätzen müssen die Ent-
wickler von Clientanwendungen, die den Broker nutzen, selbst Aktionen sowie Bedingungen
zum Auslösen definieren.
Direkt verwaltete Brokering-Mechanismen sind bei föderierten Ansätzen als Teil der zentralen
Entität oder bei dezentralen Architekturen direkt bei den Clouds implementiert. Üblicherweise
bietet dieses Vorgehen den höchsten Grad an Flexibilität, um die Provisionierung von Ressour-
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cen in der Intercloud zu realisieren.
Die von Grozev und Buyya diskutierten Ansätze behandeln erneut nur Beispiele der IaaS-
Schicht wie VM-Migration und die dazu nötige Ressourcen-Allokation. Da im IoT die Geräte
die Ressourcen sind, welche die Clouds bereitstellen, erscheinen SLA-basierte und Trigger-
Action-Ansätze eher ungeeignet. Vielmehr soll die Geräte- bzw. Cloudauswahl auf Basis von
Filtern über Geräteeigenschaften getroffen werden (Vgl. Tabelle 4.1). Darüber hinaus strebt
diese Dissertation für die Architektur ohnehin eine dezentrale Cloud-Föderation an. Daher ist
für den Broker-Mechanismus am ehesten der direkt verwaltete Ansatz mit einer speziell für die
Anwendungsdomäne »IoT« angepassten Implementierung auf Basis von Gerätefiltern geeig-
net.
4.2.3 Klassifikation verteilter Cloudanwendungen
Um Intercloud-Konzepte im Kontext verschiedener Anwendungstypen vergleichen zu können,
haben Grozev und Byyua zusätzlich noch die Eigenschaften verschiedener Cloudanwendungen
untersucht. Abbildung 4.4 zeigt die in [GB14] vorgeschlagene Klassifizierung.
Abbildung 4.4: Klassifizierung von Cloudanwendungen nach [GB14]
Die Hauptunterscheidung erfolgt einerseits in Batch-Verarbeitung für die Übermittlung von abzu-
arbeitenden einzelnen oder periodischen Aufgaben. Und andererseits in Interaktive – rechenin-
tensive oder datenzentrische Anwendungen. IoT-Dienste auf der PaaS-Schicht, wie sie im Kon-
text dieser Arbeit eine Rolle spielen, lassen sich am ehesten den interaktiven datenzentrischen
Anwendungen zuordnen. Geräte, welche durch eine DaaS-Schnittstelle bereitgestellt werden,
sind kontinuierlich verfügbar und daher nicht aufgabenorientiert. Sie sind interaktiv, da sie ei-
nerseits Informationen über sich und ihre Umgebung liefern und andererseits die Möglichkeit
besteht, durch (An-)Steuerung ihren eigenen oder den Zustand ihrer Umgebung zu beeinflus-




Dieser Abschnitt stellt zunächst ausgewählte verwandte Arbeiten zu Intercloud-Computing all-
gemein und IoT-Interclouds im speziellen jeweils chronologisch vor. Die Einordnung und Be-
wertung nach ausgewählten Kriterien erfolgt danach in Abschnitt 4.4.
4.3.1 Intercloud-Architekturen außerhalb der IoT-Domäne
[BLS+09] beschäftigt sich zunächst mit den Protokollanforderungen für die Intercloud. Die Mo-
tivation liefern zwei Anwendungsfälle: VM Mobilität zwischen Clouds und Storage-Erweiterung
über mehrere Clouds. Es werden mehrere Schwerpunkte für die protokollgestützte Intercloud-
Interoperabilität identifiziert, von denen einige für diese Dissertation relevant sind. Die Adres-
sierung erfolgt innerhalb von IPv4-/ IPv6-Netzwerken. Naming, IdM und Vertrauensstellungen
werden mit DNS, X.509-Zertifizierungsstelle, LDAP-Verzeichnisdienst und Kerberos-Authenti-
fizierungsdienst angestrebt. Presence und Messaging werden als Mechanismen definiert, die
verschiedenen Clouds überhaupt einen Dialog ermöglichen:
»[...] one cloud must be able to find another cloud, which for a particular interope-
rability scenarios, is ready, willing, and able to accept an interoperability transaction
with and furthermore, exchanging whatever subscription or usage related informati-
on which might have been needed as a pre-cursor to the transaction.«
Daraus abgeleitet wird, dass ein Intercloud-Protokoll existieren muss, welches diese Funktio-
nalität bereitstellt. Für eine mögliche Implementierung wird auf konzeptioneller Ebene XMPP
diskutiert. Multicast wird als notwendig für sehr große Echtzeit-Multipunktanwendungen in der
Intercloud erachtet. Der Hintergrund dürfte sein, dass Daten in solchen Szenarien z.B. für Audio-
oder Videostreams nicht redundant zwischen den Clouds übertragen werden. Im Gegenzug
wird angemerkt, dass Multicast im WAN meist nicht zur Verfügung steht.
Während für den Kontrollfluss in der Intercloud XMPP als ausreichend angesehen wird, expe-
rimentieren die Autoren für einen zuverlässigen, transaktionalen Datenaustausch der Dienste
mit einem AMQP-Kommunikationsbus.
Zuletzt wurde der vorgeschlagene Protokoll-Stack für die Intercloud-Kommunikation im theore-
tischen Ablauf evaluiert (Vgl. Abbildung 4.5a). Bei dem für diese Dissertation eher vergleichba-
ren Use-Case für die Storage-Erweiterung, realisierten die Autoren, dass zur Anforderung des
in der entfernten Cloud angebotenen Dienstes eine Beschreibungssprache und eine Anfrage-
sprache benötigt werden. Dafür wurden RDF/SPARQL und OWL in Betracht gezogen. Dieser
erstmals in [BLS+09] vorgestellte Kommunikationsablauf ist für die meisten Cloud-zu-Cloud-
Kommunikationskonzepte sehr ähnlich und liegt auch nahe am Konzept der Dissertation.
In [BV10] bauen die Autoren die zuvor für das Messaging vorgeschlagene XMPP-Middleware
zu einem Dienst-Framework aus, um das Modell einer Intercloud-Netzwerkarchitektur zu schaf-
fen (Vgl. Abbildung 4.5b). Die Vision der Intercloud soll dabei nach der Referenztopologie des
Internets modelliert werden. Das Modell ist hierarchisch organisiert mit einer zentralen Instanz
der Intercloud-Root-Schicht sowie einer weiteren Schicht mit den dezentralen Komponenten
der Intercloud-Exchanges für die Kommunikation, Intercloud-Gateways für die Protokollüber-
setzung und den Clouds, welche die eigentliche Intercloud bilden sollen.
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(a) Ablauf d. Intercloud-Kommunikation [BLS+09] (b) Intercloud-Architektur [BV10]
Abbildung 4.5: Intercloud-Konzepte von Bernstein et al.
Die Intercloud-Root-Schicht ist analog zu DNS keine physische Maschine, sondern ein verteiltes
System mit Replikation. Nichtsdestotrotz unterliegt eine solche Root-Zone der Verwaltung einer
einzelnen Partei (bei DNS z.B. die ICANN52) und kann daher zumindest logisch als zentrale En-
tität betrachtet werden. Sie stellt Naming, IdM, Vertrauensstellungen sowie ein dezentralisiertes
Verzeichnis für das Discovery von Clouddiensten zur Verfügung. Diese Funktionen werden von
den Intercloud-Exchanges zur Etablierung und Verwaltung der Kommunikation in der Intercloud
genutzt. Die Intercloud-Root-Zone und die Cloud-Exchanges hosten XMPP-Server. Die Clouds
kommunizieren als XMPP-Clients darüber.
Das dafür vorgeschlagene XMPP-Service-Framework erlaubt es im Gegensatz zu HTTP, asyn-
chron und ohne Polling zu arbeiten. Es verwendet die »XEP-0244 IO-Data« um Remote-Method-
Invocation abbilden zu können. Die IO-Data-Stanzas transportieren Informationen, um SPARQL-
Queries auf einen RDF/OWL-Katalog durchführen zu können, der Beschreibungen von Cloud-
Ressourcen hält. Weiterhin wurde untersucht, wie Authentifizierung und Verschlüsselung der
XML-Datenströme mit SAML2.0 und STARTTLS realisiert werden könnten.
[CTVP10] führt einen Cross-Cloud Federation Manager (CCFM) als neue Komponente in die
Cloudarchitektur (als Teil des Cloud Managers) ein, um eine Trust-basierte, föderierte Kommu-
nikation mit anderen Clouds zu etablieren und IaaS-Ressourcen dieser »foreign« Clouds nutzen
zu können (Vgl. Abbildung 4.6).
Der CCFM stützt sich dabei auf ein vorgestelltes Drei-Phasenmodell bestehend aus: 1. Disco-
very (D) von Clouds, 2. Match-Making (M) mit passenden Clouds in Abhängigkeit der gesuchten
Ressourcen und 3. der Authentifizierung (A) zur Etablierung eines vertrauensvollen Kontextes
mit den gewählten Clouds. Dieses Phasenmodell ist verwandt mit dem zuvor in [BLS+09] vorge-
stelltem Kommunikationsablauf. Die Aufgaben der drei Phasen werden im CCFM durch jeweils
einen eigenen Agenten übernommen [CTVP10].
Die Beziehungen der Clouds untereinander entsprechen einem P2P-Netzwerk ohne zentra-
le Komponenten. Als Basisprotokoll der Intercloud dient abermals XMPP. Die Discovery-Agents
verwenden zum gegenseitigen Auffinden XEP-0045: Multi-User Chat (MUC) und zum Abruf von




Abbildung 4.6: CCFM zur Cloud-Föderation nach Celesti [CTVP10]
bei Instant Messaging) in Kombination mit der XEP-0030: Service Discovery53. Bei Anmeldung
eines CCFM wird u.a. ein Presence-Paket mit Features (z.B. Dienstinformationen, hier spe-
ziell IaaS-Parameter wie CPU, RAM usw.) an den XMPP-Server gesendet. Sämtliche an der
Föderation beteiligte Clouds sind außerdem Teilnehmer eines geschützten MUC. Die Adres-
sen anderer CCFM können hier abgerufen werden. Auf jede dieser Adressen kann anschlie-
ßend ein Service-Discovery-Lookup durchgeführt werden. Der XMPP-Server kann die zuvor mit
dem Presence-Paket veröffentlichten Features wieder für jede Adresse auflösen. Matchmaking-
Agents transformieren diese Informationen je Cloud in XACML-Policies. Die Policies, welche
die Features beinhalten, spannen einen N-dimensionalen Vektor auf. Für jeden dieser Vektoren
wird die gewichtete euklidische Distanz zum Vektor der lokalen Cloud-Policy berechnet und die
Ergebnisliste aufsteigend sortiert. Die Liste entspricht möglichen Föderationen mit entfernten
Clouds, sortiert nach den Clouds mit den am besten passenden Eigenschaften. Die letzte Pha-
se vor der eigentlichen Etablierung der Föderation übernehmen die Authentication-Agents der
lokalen und entfernten Cloud. Sie nutzen dabei einen Identity-Provider (IdP), welcher als dritte
Partei die Vertraulichkeit zwischen den Clouds sicherstellt und SSO-Funktionalität mittels SAML
bereitstellt. Wie die funktionalen Schnittstellen zur Ressourcenbereitstellung, über den dann
zwischen den Föderationspartnern vorhandenen gesicherten Kanal genutzt werden, behandelt
[CTVP10] nicht im Detail. Das Konzept wurde für das IoT wieder aufgegriffen [CFG+16]. Es
werden vier föderative Szenarien vorgestellt. Darunter auch eines, um von der »Home Cloud«
eine föderierte Sensing-&-Actuator-as-a-Service Schnittstelle zu nutzen. Dieses Szenario wird
aber nicht weiter behandelt. Die detaillierte Betrachtung beschränkt sich stattdessen auf Szena-
rien zur Konsolidierung und Migration von Hypervisor- (z.B. VM-Ware) und Container-basierter
53Die XEP-0045 und XEP-0030 werden im Paper nicht explizit genannt. Ihre Verwendung geht aber aus der Beschrei-
bung und den XML Beispielen hervor.
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(z.B. Docker) Virtualisierung.
[BRC10] präsentieren ein marktorientiertes High-Level Modell für eine föderierte Intercloud-
Architektur. Der Anwendungsfokus liegt ebenfalls auf der Provisionierung von IaaS-Ressourcen
mit Virtualisierung.
Ein Cloud-Exchange (CEx) stellt einen zentralen Marktplatz für alle beteiligten Entitäten und
Stakeholder bereit. Intern umfasst dieser ein Verzeichnis von Angeboten der Cloud-Provider
und Anfragen der Cloud-Consumer von Cloud-Ressourcen. Weiterhin gibt es Auktionatoren ge-
nannte Agenten, welche alte Einträge aus dem Verzeichnis entfernen sowie ein Bezahlsystem
für genutzte Dienstleistungen.
Auf Nutzerseite dient als Client der Cloud-Broker, welcher mit dem CEx kommuniziert. Er zeigt
dem Nutzer die verfügbaren Dienste des CEx (Discovery), aus denen der Nutzer für eine An-
frage wählen kann.
Auf Seite der Provider soll eine Cloud-Coordinator -Komponente in die spezifische Cloudar-
chitektur integriert werden. Der Cloud-Coordinator kommuniziert ebenfalls mit dem CEx. Er
bietet SLA-gebundene Dienstleistungen (VM, Storage, Rechenkapazität, DB-Anwendungen)
auf Basis aktueller eigener QoS-Informationen im Verzeichnis des CEx an. Die Dienstleistun-
gen können im Falle eines »Match« von den Cloud-Brokern der Nutzer über eine vom Cloud-
Coordinator zu implementierende Schnittstelle abgerufen werden.
Details zu: Schnittstellen, Deployment der Komponenten, Vorschläge für geeignete Technolo-
gien oder eine Implementierung bleiben offen. Zum Beispiel ist unklar, wie und von wem der
Cloud-Exchange betrieben wird. Die Evaluation beschränkt sich darauf, die vorgeschlagene
Architektur lediglich zu simulieren. Als Ergebnis wird nur ein potenzieller Nutzen der vorge-
schlagenen Architektur durch bessere mögliche QoS oder geringere Kosten gezeigt. Die Ge-
samtarchitektur wird bedingt durch den CEx als zentralisiert angenommen und lässt sich nach
[TCB14] am ehesten einer client-zentrischen Broker-Architektur zuordnen.
Abbildung 4.7: Kommunikationskonzept für Cloud-Föderation nach [EFPC13]
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[EFPC13] stellt ein Kommunikationskonzept für Cloud-Föderation von heterogenen Clouds vor
(Vgl. Abbildung 4.7). Für das Kommunikationsmuster wird ausschließlich auf Publish/Subscribe
gesetzt. Die Gesamtarchitektur ist ähnlich der losen Kopplung von Komponenten durch einen
Event-Bus in einem verteilten System. Es werden zwei wesentliche Komponenten eingeführt.
Ein zentraler Message-Broker fungiert als Mediator zwischen den Clouds. Die zweite wichtige
Komponente, der Adapter, ist als Teil jeder heterogenen Cloud zu implementieren. Der Adapter
löst die technologische Heterogenität zwischen Clouds bezüglich ihrer jeweiligen Implementie-
rung auf. Es wird angenommen, dass die Übersetzung von jeder Cloud-spezifischen Sprache in
eine allgemeine Sprache, eine »Lingua franca« erfolgen muss, welche dann für die Kommunika-
tion in der Intercloud verwendet wird. Der Adapter der »Ziel«-Cloud konvertiert die Nachrichten
dann wieder in seine eigene interne Sprache. Die Nutzer der einzelnen Clouds verwenden wei-
terhin nur direkt das Interface ihrer (Vendor-locked) Cloud. Die mögliche Ressourcennutzung in
der Intercloud ist für die Nutzer vollständig transparent. Redundanzen werden als Möglichkeit
einer Fehlerkorrektur für die Übertragung betrachtet und sind entgegengesetzt zum Ansatz ei-
ner Redundanzvermeidung.
Technologisch wird auf Apache Camel54 mit XML als Sprache für die Intercloud-Kommunikation
gesetzt. Details zu Schnittstellen der Clouds, zum Protokoll und zu Sicherheitsaspekten, wie
insbesondere den Vertrauensbeziehungen der Clouds, werden vom Konzept nicht behandelt.
Die Evaluation konzentriert sich auf eine Simulations-gestützte Performanceanalyse für ver-
schiedene Verfahren zur zuverlässigen Nachrichtenübermittlung (Forward-Error-Correction, red-
undante Übertragung usw.). Außerdem werden auch Denial-of-Service-Angriffe durch hohe
Nachrichtenkomplexität und Komplexität der Publish/Subscribe-Topologie der Cloud-Infrastruk-
tur untersucht. Erzielte Datenraten und Latenz sind für IoT-Datenströme unzureichend. Die vor-
geschlagene Kommunikationsinfrastruktur dient aber nur Kontrollflüssen in der Intercloud. Die
erzielte Performance ist für diesen Anwendungsfall ausreichend.
Nach der Klassifikation von [TCB14] lässt sich dieser Ansatz einerseits den Provider-zentrischen
föderierten Clouds zuordnen und durch die gemeinsame Sprache auch als Intercloud klassifi-
zieren. Da auch Protokollübersetzung durch den Adapter vorgeschlagen wird, handelt es sich
aber auch um eine Broker-Architektur.
[LGTR14] präsentieren eine dezentrale Intercloud-Kommunikationsarchitektur für heterogene
Clouds (Vgl. Abbildung 4.8). Die Architektur besteht aus drei Schichten, welche herkömmliche
Cloud-Nodes um Supernodes erweitern. Die Supernodes etablieren die Cloud-übergreifende
Kommunikation und bilden dadurch die Intercloud. Clouds, die aus mehreren Regular-Nodes
bestehen, sind Teil der untersten der Zugriffsschicht. Jede der Clouds auf dieser Schicht bie-
tet eigene Dienste und Protokolle an. Die mittlere, die Distributions-Schicht, beinhaltet mehrere
Knoten des danach benannten Dnode-Supertyps. Dnodes verschiedener Clouds besitzen lo-
gische Verbindungen untereinander und sind für den Informationsaustausch zwischen Clouds
verantwortlich. Sie stellen praktisch gesehen ein Interface zwischen ihrer lokalen Cloud und der
Intercloud dar. Die oberste, die Organisationsschicht wird durch die danach bezeichneten Ono-
des gebildet. Onodes organisieren die Verbindungen der Dnodes untereinander. Ihre Haupt-
aufgabe ist die Authentifizierung von Dnodes und Onodes gegenüber den Counterparts einer
anderen Cloud. Sie stellen zertifizierte Vertrauensstellen in der Intercloud dar. Laut [LGTR14]
sollten sie auf Public-Key-Infrastructure Vertrauensmodellen aufgebaut werden. Ihre Zertifkate
werden von den Cloud-internen Certificate Authorities signiert. Weiterhin übernehmen die Ono-
54http://camel.apache.org/
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Abbildung 4.8: Intercloud-Kommunikationsarchitektur nach [LGTR14]
des auch die initiale Discovery von Onodes anderer Clouds.
Für die Adressierung wird eine Reihe von notwendigen Parametern betrachtet. Die CloudId ist
ein Salted-Hash der physischen Netzwerkadresse des primären Cloud-Nodes (Regular-Node).
Jeder Onode hält diesen Parameter, der zeigt zu welcher Cloud er gehört. Die NodeId ist für
jeden Node (Onode, Dnode, Regular-Node) einer Cloud einzigartig und erlaubt deren Unter-
scheidung. ShareIds repräsentieren individuelle Ressourcentypen, Dienste und Daten, die in
der Intercloud geteilt werden können. Es wird angenommen, dass zwischen allen Clouds eine
Art »Agreement« existieren muss, welche Ressource exakt durch eine ShareId repräsentiert
wird. Die ShareIds und die zugehörige Beschreibung wird in einer von den Onodes geteilten
Datenbank gehalten.
Die Evaluation konzentriert sich auf Performance-Tests zur Lastverteilung, welche durch eine
Vielzahl von Onodes und Dnodes pro Cloud ermöglicht wird. Dabei wird z.B. auch eine große
Topologie mit bis zu 27 Clouds und 56 Onodes untersucht. Die Evaluation wird allerdings nicht
durch eine Implementierung, sondern lediglich durch eine Simulation der beteiligten Komponen-
ten gestützt. Es wird sich auch funktional mit [BV10, BRC10] und [CTVP10] verglichen. Unklar
ist, warum das vorgeschlagene Intercloud-Protokoll als proprietär deklariert wurde. Generell ist
eine Umsetzung des Konzepts auf Basis von z.B. XMPP vorstellbar.
Das Konzept kann nach [TCB14] als Intercloud klassifiziert werden. Es ist außerdem vollständig
dezentral organisiert.
In [AH14, AHSH16] präsentieren Aazam et al. eine Detailarchitektur eines Intercloud-Brokers
zur föderierten Nutzung heterogener Cloud-Storage-Dienste für Medieninhalte wie z.B. Video-
Streaming (Vgl. Abbildung 4.9). Der Broker baut auf der XMPP-Topologie aus Intercloud-Root,
-Exchanges und -Gateways von [BV10] auf. Neu an diesem Konzept ist es insbesondere, dem
Cloudnutzer die Wahl zu lassen, die Intercloud-Schnittstelle entweder direkt über den Broker
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Abbildung 4.9: Intercloud-Broker nach [AHSH16]
oder indirekt über die proprietäre Cloud-Schnittstelle und deren Adaption über das Intercloud-
Gateway zu nutzen. Das Auswählen von entfernten Cloud-Diensten ist abhängig von QoS-
Anforderungen der Nutzer auf Basis von SLA. Das Schnittstellenkonzept für den Broker wird in
Abhängigkeit zur Anwendungsdomäne für die Heterogenität von Media Daten (Codecs, Trans-
kodierung), dem Clientzugriff (Endgeräte, Internetzugang, Anwendungstyp) und Storage-Service
(Dropbox, Google Drive, ...) betrachtet. Die Evaluation beschäftigt sich insbesondere mit einem
QoS-Performancevergleich bekannter Storage-Services beim Abspielen von Videos.
Nach [TCB14] ist der Intercloud-Charakter durch Übernahme des Kernkonzepts von Bernstein
et al.[BV10] intrinsisch. Da der Client aber die Wahl hat, auch direkt über den Broker zu kom-
munizieren, kommt außerdem noch die Client-zentrische Broker-Architektur zum Tragen.
In [SB16] stellen Sotiriadis und Bessis einen zentralisierten Ansatz einer Intercloud für hete-
rogene Cloud-Plattformen wie OpenStack, AWS und FI-Lab vor. Der Ansatz konzentriert sich
in erster Linie auf die Beschreibungen zur Adaption von Schnittstellen, um heterogene Clouds
anzubinden. Anwendungsfall ist abermals das Deployment von VMs oder SaaS Anwendungen.
Das vorgestellte System ist modular aufgebaut. Im Zentrum steht der Inter-Cloud Mediation-
Service, dessen Aufgabe das eigentliche Einbinden verschiedener heterogener Cloud-Systeme
ist. Dazu wird er von weiteren Diensten unterstützt. Ein IdM-Service dient zur Authentifizierung
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von Nutzern und Geräten, ein Inter-Cloud Subscription-Service zur dauerhaften Anforderung
von bestimmten Daten aus dem Gesamtsystem durch den Nutzer und ein Inter-Cloud Registry-
Service zur Anbindung von gewünschten Clouds durch den Nutzer mit den dazu benötigten
Credentials. Für die Echtzeitverarbeitung von Ereignissen der in der Intercloud deployten VMs
und Anwendungen kommt ggf. ein CEP-Service zum Einsatz. Weitere unterstützende Dienste
sind ein Context-Broker zur Erkennung von bestimmten Kontexten und ein Storage-Service zur
Persistierung von historischen Daten.
Für die Kommunikation zwischen allen Komponenten und Entitäten wird HTTP in Verbindung
mit dem universellen Datenaustauschformat JSON eingesetzt. Einige Schnittstellen von Schlüs-
selkomponenten werden ausführlich in ihrer HTTP-Repräsentation mit den zugehörigen Para-
metern und verarbeitenden Algorithmen beschrieben.
Die Evaluation der prototypischen Implementierung konzentriert sich auf die Transaktionszei-
ten von Anfragen der einzelnen Dienste in Abhängigkeit der Anzahl ihrer jeweils gleichzeitig
zu verarbeitenden Dienstanfragen. Die Untersuchung wurde in der Größenordnung von ma-
ximal 50-100 gleichzeitigen Dienstanfragen durchgeführt. Je nach untersuchtem Dienst lagen
die Ergebnisse für die Transaktionszeiten im Bereich von hunderten Millisekunden bis hin zu
mehreren Sekunden. Insbesondere die untersuchten Dienste Context-Broker und CEP-Service
haben den Charakter von Event-basierten Publish/Subscribe-Systemen, wie sie in Abschnitt 2.4
vorgestellt wurden.
[SB16] ist insofern relevant, als dass das Vorgehen der Autoren zur Schnittstellenadaption von
heterogenen Clouds und der Bereitstellung dieser Schnittstellen in einer Intercloud analog zu
dieser Dissertation ist. Auch die Notwendigkeit bestimmter Dienste wie einem Intercloud-IdM
oder einer Intercloud-Registry ist von Bedeutung. Außerdem schlagen die Autoren zur Echtzeit-
verarbeitung von Ereignissen, die in der Intercloud auftreten, den Einsatz eines CEP-Systems
vor. Auch die Evaluierung der Performance des Systems, insbesondere der Event-basierten
Publish/Subscribe-Subsysteme ist von Bedeutung, auch wenn die Ergebnisse nicht den An-
forderungen einer IoT-Intercloud genügen. Dennoch sind auch wesentliche Unterschiede zu
dieser Arbeit vorhanden. Die vorgeschlagene Intercloud-Architektur ist bei der Einbindung an-
derer Cloud-Systeme durch den Nutzer getrieben und damit nach den Definitionen von [TCB14]
und [GB14] ein zentraler Multi-Cloud-Broker. Weiterhin sind der Detailentwurf der Intercloud-
Schnittstellen sowie die Beschreibung der Adaption zu den heterogenen Clouds nicht für IoT-
Clouds geeignet. Die Evaluation ist weder für ein IoT -Szenario vorgesehen gewesen, noch sind
die Ergebnisse den Anforderungen (Anzahl Subscriptions, Nachrichten pro Sekunde, Latenz),
welche diese Arbeit stellt, genügend.
4.3.2 Intercloud-Architekturen für das IoT
[REG10] schlägt ein PaaS-Cloud-Modell für die IoT-Subdomäne Smart Grid/ Smart Energy vor
(Vgl. Abbildung 4.10). Das Cloud-Modell basiert auf einer verteilten Datenprovider-Infrastruktur,
die in verschiedenen Datencentern (DC1, DC2, ...) von unterschiedlichen Stakeholdern betrie-
ben wird. Datenabfrage für Dienste/ Dienstnutzer und Datenaktualisierung der Geräte (Smart-
Meter S1, S2, ...) sollen über zwei vollständig uniforme Schnittstellen der GET - und der PUT-API
zur Verfügung stehen. Es wird vorgeschlagen, diese als Web-basierte REST-API und IP zu rea-
lisieren um Interoperabilität und Erweiterbarkeit zu ermöglichen.
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Abbildung 4.10: Intercloud nach Rusitschka [REG10]
Details und insbesondere Nachteile dieses Ansatzes werden nicht weiter diskutiert. Die Daten
der Geräte werden wie für IoT-Clouds allgemein als Key-Value Paare eingeführt. Diese können
z.B. auch über schwellwertbasierte Filterung »on-the-fly« vorverarbeitet werden. Die Datenhal-
tung im diskutierten Modell wird daher mit verteilten Index-gestützten Key-Value-Stores an den
Datencentern vorgeschlagen. Das Indexing dient dazu, besonders schnell wieder auf die in den
Key-Value-Stores abgelegten Daten zugreifen zu können. Dabei wird auch nochmal hervorge-
hoben, dass gerade im Smart Grid die Datenanalyse nahezu in Echtzeit vonstattengehen muss
(z.B. für Demand-Response). Auch wenn die Autoren lediglich von einem Cloud-Modell spre-
chen, entspricht die Gesamtarchitektur mit den verteilten Datencentern und der einheitlichen
API nach der Klassifizierung von Toosi (Vgl. [TCB14]) einem Intercloud-Modell. Weiterhin las-
sen die vorhandenen Schnittstellen als auch das nur kurz angesprochene Datenmodell klar die
Herkunft aus dem Bereich der IoT-Clouds erkennen, wie sie in Abschnitt 3.2 vorgestellt wurden.
[FCVP14] stellt eine Architektur für eine föderierte PaaS-Intercloud für das IoT vor (Vgl. Abbil-
dung 4.11). Die PaaS-Föderation für das IoT wird definiert als Erweiterung der Cloud-Providerdienste
zum Teilen der Daten (in der Föderation), um ein deutlich größeres Informationsset (als das
der eigenen Cloud) anbieten zu können, da Sensordaten einbezogen werden können, die von
Sensoring-Umgebungen anderer Provider gesammelt werden. Zwei der drei zentralen For-
schungsfragen umfassen »Wie muss ein Datenbereitstellungsdienst über föderierte Clouds
entworfen werden?« und »Wie können heterogene Sensordaten durch nahtlose Dienste den
Cloud-Clients bereitgestellt werden?«. Sie kommen zum Schluss, dass eine Architektur für
Cloud-Föderation zwei Ansätze unterstützen muss, um Clients mit Daten zu versorgen: (1) On-
Demand Interaktion (Pull) und Event-basierte Interaktion (Push). Für beide Ansätze werden
unterschiedliche Konzepte verfolgt.
Für den Pull-Ansatz soll eine Zweischichten-Speicherarchitektur, bestehend aus einer lokalen
SQL-DB und einer global föderierten NOSQL-DB, verwendet werden. Die Daten werden im
SensorML XML-Format gespeichert. Sie können per XPATH/ XQUERY gefiltert und über eine
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Abbildung 4.11: Cloud-Föderation für das IoT nach [FCVP14]
Webschnittstelle angefordert werden. Für die Veröffentlichung der Daten in der globalen DB
wird keine Unterscheidung nach Cloud-Providern gemacht. Alle Cloud-Provider in der Födera-
tion haben den gleichen Zugriff auf die veröffentlichten Daten.
Für den Push-Ansatz soll auf XMPP aufgebaut werden. Geteilte Gerätedaten werden durch
OfferingIDs repräsentiert. Für eine Subscription wird ein XMPP MUC (XEP-0045) mit der Offe-
ringId als »room JID« erzeugt. Die Daten werden dann über einen XMPP-Client den Nutzern
zugestellt.
Neue Sensordaten der lokal verwalteten Geräte werden vom Sensor-Observation-Service (SOS)
entgegengenommen. Dieser speist sie einerseits in die globale und lokale DB ein und leitet sie
außerdem ohne Umweg an die föderiert verfügbaren XMPP MUCs.
Da Datenmodell und Schnittstellen in der Föderation uniform sind, lässt sich das Konzept nach
[TCB14] als Intercloud klassifizieren.
Die Dissertation [Kli15] von Andreas Kliem beschäftigt sich mit der Architektur einer IoT-Cloud
zum Teilen von Geräten zwischen Nutzern. Das Device-Cloud genannte Konzept (Vgl. Abbil-
dung 4.12) beschreibt nach der Definition [TCB14] eine homogene Cloud-Föderation (Inter-
cloud) in Form eines föderierten Device Pools. Dieser soll es ermöglichen, Geräte auch über
Provider-Domänen hinweg zu teilen. Die Cloud-Plattform (Device-Cloud) aller Provider ist kon-
zeptionell und technologisch aber homogen. Die Homogenität geht so weit, dass selbst die
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Gerätehersteller (Device Vendor) in die Architektur eingebunden werden sollen, damit Geräte
in der Device-Cloud funktionieren. Ein solcher Bottom-Up Ansatz, der obendrein die Inklusi-
on sämtlicher Stakeholder erfordert, ist in der Realisierung höchst fragwürdig, da Stakeholder
bestehender IoT-Cloud-Lösungen kaum ihr eigenes Geschäftsmodell aufgeben, um sich belie-









































































Abbildung 4.12: Übersicht des Device-Cloud-Konzepts nach [Kli15]
Weiterhin geht Kliem zwar auch auf einen Sensor Virtualization Provider (zur Object-Abstraction)
für den universellen Zugriff auf eine heterogene physische Sensorumgebung ein, welcher ins-
besondere eine Unified Sensor API anbietet und Nutzer einheitlichen Zugriff gewähren soll. Im
Gegensatz zu den in Abschnitt 3.2 vorgestellten IoT-Clouds soll sein Konzept aber in erster Linie
ohne virtuelle Repräsentationen (Geräteabstraktion) auskommen. Stattdessen sollen die phy-
sischen Geräte direkt (P2P-Kommunikation ohne Cloud und ohne Abstraktion) geteilt werden.
Dafür wird u.a. ein Modell diskutiert, welches die Treiber-Bindings für die heterogenen Geräte
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bereitstellen kann. Daher behandelt die Arbeit von Kliem auch nicht die in dieser Dissertation
verfolgte Föderation der vorgestellten DaaS-Schnittstellen.
Die Organisation der Provider-übergreifenden Bildung des föderierten Device-Pools ist außer-
dem zentral konzipiert. Zum Beispiel wird für das Finden und Auswählen von Geräten und Nut-
zern ein Discovery- bzw. Directory-Service diskutiert. Dessen globale Verwaltung übernimmt
dabei ein »Root Domain Operator«. Mit diesem Ansatz ergibt sich erneut das Problem eines
Austausches sämtlicher Geräte- und Nutzerinformationen zwischen allen Providern. Wie schon
erwähnt, spiegelt dieses Vorgehen nicht die Kooperationsweise von IoT-Cloud-Providern wider.
Evaluiert werden Konzept und Architektur eher theoretisch an einem diskutierten Deployment-
szenario für ein E-Health System. Messbare Eigenschaften eines vertieften Kommunikations-
konzepts wie in dieser Dissertation verfolgt, lagen außerhalb des Fokus der Dissertation von
Kliem. Insgesamt betrachtet, verfolgt die Dissertation von Kliem mit dem Federated Device ein
sehr ähnliches Ziel: Das Provider-übergreifende Bereitstellen bzw. Teilen von IoT-Geräten. Das
verfolgte Konzept ist aber in weiten Teilen grundverschieden.
4.4 Analyse der verwandten Arbeiten
Die zuvor vorgestellten verwandten Arbeiten sollen in diesem Abschnitt mit den Zielen und Bei-
trägen der Dissertation verglichen werden. Im folgenden Abschnitt wird zunächst die Systematik
der Bewertung eingeführt. Anschließend wird in Unterabschnitt 4.4.2 die Bewertung tabellarisch
präsentiert und diskutiert.
4.4.1 Systematik zur Bewertung
Im Folgenden werden die Kriterien und das Schema für die Bewertung vorgestellt und erläutert.
Bewertungskriterien
Zur Bewertung sollen die folgenden Kriterien herangezogen werden, die in die folgenden drei
Kategorien untergliedert wurden.:
Allgemeine Intercloud-Eigenschaften
Diese Kriterien sind vorwiegend durch den Kontext der Arbeit vorgegeben.
• IoT- & DaaS-Ressourcen: Die im Kontext der Arbeit in einer Intercloud relevanten Res-
sourcen sind IoT-Geräte und deren Daten, welche auch durch eine DaaS-Schnittstelle
repräsentiert sein können. Ihre spezielle Berücksichtigung durch einen Ansatz ist daher
das wichtigste Kriterium.
• vollständig dezentraler Ansatz: Für IoT-Cloud-Provider ist es wichtig, dass sie sich in
keine Abhängigkeit zu einem Gatekeeper begeben, wenn sie mit ihrer IoT-Cloud an einer
Intercloud teilzunehmen. Das Kriterium bewertet daher, inwieweit ein Ansatz vollständig
dezentral organisiert ist. Eine Unterscheidung nach dem Grad der Zentralisierung wurde
auch durch [GB14] gemacht.
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• heterogene Clouds: Ein wichtiger Ausgangspunkt für das Intercloud-Konzept der Dis-
sertation ist, dass die technologisch heterogenen IoT-Clouds verschiedener Provider in
die Intercloud integriert werden sollen. Das Kriterium bewertet, ob sich durch einen An-
satz heterogene Clouds zu einer Intercloud verbinden lassen. Gegensätzlich dazu ist eine
Föderation von technologisch homogenen Clouds.
Interoperabilität
Diese Eigenschaften sind aus den Systematisierungen zu interoperablen Cloud-Architekturen
nach [TCB14] und [GB14] hergeleitet. Hybride Ansätze werden durch Erfüllung mehrerer Merk-
male mit abgebildet.
• Zugangsmodell (Modell) betrachtet die Untergliederung nach Provider-zentrischen und
Client-zentrischen Ansätzen. Die Kategorisierung setzt sich sowohl aus Cloud-übergrei-
fenden Szenarien zur Interoperabilität nach [TCB14] als auch der Architekturklassifizie-
rung nach [GB14] zusammen. Dabei wurden nur die für die Dissertation relevanten An-
sätze (z.B. ohne Multi-Clouds, Hybride Clouds) ausgewählt.
– Föderation: Provider-zentrischer Zugang oder Aufruf in die Intercloud.
– Broker: Client-zentrischer Zugang oder Aufruf in die Intercloud
• API betrachtet das Vorhandensein von Schnittstellen und Protokollen sowie Datenmodel-
len sowohl in der Intercloud als auch zu heterogenen Clouds und ist hauptsächlich aus
den Ansätzen zur Interoperabilität von [TCB14] entnommen.
– Standard: Es existiert ein Standard oder zumindest ein einheitliches Protokoll zwi-
schen den Clouds.
– Adaption: Es gibt eine Adaption von und zu Clouds heterogener Technologien.
Fokus
Der Fokus repräsentiert Themenschwerpunkte der Dissertation. Die Unterkategorien orientie-
ren sich vor allem an den Herausforderungen der Komponenten (Vgl. Unterabschnitt 4.1.3) nach
[TCB14].
• Discovery & Auswahl: sind ein wichtiger Teil der Provisionierungsschritte in der Inter-
cloud. Beide werden in der Dissertation als Teil des Discovery-Service betrachtet. Die
relevanten Kriterien werden daher unter dieser Kategorie zusammengefasst.
– hierarchischer und unstrukturierter P2P-Discovery-Service: Ein Discovery-Ser-
vice, der sich an der Intercloud-Struktur mit den Clouds als Superpeers und einer
unstrukturierten Discovery (ohne DHT) orientiert, wird in der Dissertation als Konzept
verfolgt. Dieses Kriterium bewertet, ob für die Organisation des Discovery-Service
ein ähnlicher Ansatz vorliegt.
– freie Kontextsuche: Einige IoT-Clouds erlauben eine freie Kontextsuche auf belie-
bigen Attributen (KVS), um ein Ergebnisset zu bilden. Dieses Kriterium bewertet,
ob ein Ansatz die freie Kontextsuche für den Auswahlschritt der Clouds und für die
Discovery von IoT-Geräten anbietet.
– variable Attribute: Ein Discovery-Service, der beliebige und sehr viele Attribute un-
terstützt, ist im IoT notwendig, da es beliebig viele Geräte, beliebig vieler Typen gibt.
Dieses Kriterium bewertet, ob ein Ansatz beliebig viele Attribute und beliebig viele
Typen von Attributen unterstützt.
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– individuelles Verzeichnis: IoT-Ressourcen dürfen insbesondere aus Datenschutz-
gründen nicht beliebig an Drittdienste weitergereicht werden. Dieses Kriterium be-
wertet, ob der Discovery-Service eines Ansatzes eine individuelle Sicht auf das Res-
sourcenverzeichnis besitzt, statt ein homogenes globales Verzeichnis für alle Clouds
zu nutzen.
• Kommunikation: Der Provisionierungsschritt Allokation sowie Kriterien zur Sicherheit
und Netzwerk nach [TCB14] werden in dieser Kategorie zusammengefasst, da ihre Kri-
terien (z.B. Naming, Adressierung) als Teil der verwendeten spezielleren Kriterien einer
IoT-Intercloud in der Dissertation (peripher mit) betrachtet werden.
– Event-Notifications: Zum Austausch von Geräteinformationen werden im IoT Event-
Notifications verwendet, die in Echtzeit oder echtzeitnah zugestellt werden. Dieses
Kriterium hinterfragt, inwiefern ein Ansatz die Übertragung von Event-Notifications in
der Intercloud untersucht.
– Redundanzvermeidung: Bei der Übertragung von Inhalten in einem Netzwerk kann
es vorkommen, dass diese von mehreren Nutzern in gleichen Zielnetzen benötigt
werden. Diese Kriterien setzt voraus, dass sich der entsprechende Ansatz damit be-
schäftigt.
– individueller Vertrauenskontext: Wie die Analyse zum Stand der Technik ergeben
hat und auch im BMBF-Projekt ZEEBUS erkannt wurde, kooperieren Provider von
IoT-Clouds individuell auf Basis eines geschäftlichen Vertrauensverhältnisses. Die-
ses Kriterium bewertet, inwiefern ein Ansatz Vertrauen auf diese Weise abbildet.
– Identitätsmanagement und Single-Sign-On (SSO): In einer Intercloud sind Nut-
zer möglicherweise an einen Cloud-Provider oder Broker gebunden. Dieses Kriteri-
um untersucht, ob ein Ansatz ein eigenes Identitätsmanagement eventuell mit SSO
adressiert.
• Performance Awareness: Für die Systemlösung einer IoT-Intercloud ist die Funktion al-
lein nicht ausreichend. Durch die große Zahl von Nutzern, Diensten, IoT-Ressourcen und
IoT-Daten muss die Performance gesondert berücksichtigt werden.
Bewertungsschema
Das Bewertungsschema für die Kriterien ist wie folgt ausgelegt:
√
beschreibt ein vollständig erfülltes Kriterium.
× beschreibt ein bedingt durch den gewählten Ansatz explizit nicht erfülltes Kriterium.
© beschreibt ein nur teilweise erfülltes oder nur teilweise adressiertes oder adressiertes aber
unzureichend beschriebenes Kriterium.
»leer« beschreibt entweder ein nicht adressiertes Kriterium oder wenn keine Informationen zu
diesem Kriterium vorhanden sind.
70






























































































































































√ × √ √
Föd. IoT-Clouds3537414344
√ © √ √ √ © © √ √ √ √ √ √
[REG10]
√ × √ √ © √ ©
[FCVP14]
√ × √ √ © √ × √
[Kli15]
√ × × √ √ © √ × × © ©
[BLS+09, BV10] © √ √ © √ √ √ √ © © © √
[CTVP10, CFG+16]
√ √ √ © √ √ √ √ √ √ √
[BRC10] © √ √ © © © ©
[EFPC13] × √ √ © √ √ √ × ©
[LGTR14]
√ √ √ © © √ © © √ ©
[AH14, AHSH16] © √ √ √ √ √ √ √ © √
[SB16] × √ × √ × √ √ √ ©
Tabelle 4.2: Einordnung und Bewertung der vorgestellten verwandten Arbeiten und Relation
zum Stand der Technik von IoT-Clouds
4.4.2 Bewertung und Abgrenzung
In Tabelle 4.2 ist die Bewertung der verwandten Arbeiten in der zuvor eingeführten Systematik
zusammengefasst.
Die zuvor diskutierten Ansätze sind dabei in drei Teilbereiche aufgeteilt. Der erste Block bildet
den Stand der Technik mit teilweise föderierten IoT-Clouds. Der dritte Block bildet fortschritt-
liche Intercloud-Ansätze aus IoT-fremden Domänen. Die Forschungslücke dieser Dissertation
liegt im zweiten Block. Dieser schneidet vor allem die Intercloud-Eigenschaft der IoT & DaaS-
Ressourcen mit den fortschrittlichen Interoperabiltitätsansätzen.
Hervorzuheben ist, dass für IoT-Clouds bisher kein hybrider Interoperabiltiätsansatz (Födera-
tion, Broker, Standard-API und API-Adaption) existiert. Die vorgestellten verwandten Arbeiten
([REG10, FCVP14, Kli15]) beschäftigen sich zudem allesamt damit, einen technologisch ho-
mogenen Ansatz (× - explizit nicht heterogene Clouds) zu schaffen. Das ist aber vollkommen
konträr zur technologischen Umsetzung bestehender IoT-Clouds. Es kann angenommen wer-
den, dass ein Provider seine eigene Lösung nicht durch eine solche neugeschaffene homoge-
ne Lösung ersetzten wird. Zur Untermauerung dieser Annahme soll auch Joe Skorupa, Vize-
Präsident von Gartner zitiert werden:
»Even if an open cloud standard should come to pass, every provider would still
continue to implement its own proprietary enhancements to differentiate its wares
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from the competition. [...] vendors do not want clouds to become commodity products
because they do not want to compete on price alone.«55
Weiterhin ist entweder unklar, wie dezentral diese Ansätze sein können oder sie sind von vorn-
herein nicht dezentral entworfen worden (siehe [Kli15]).
Bei den Themenschwerpunkten gibt es über alle verwandten Arbeiten bisher keinen Ansatz, der
eine freie Kontextsuche auf variablen Attributen ermöglicht. Ein solcher Ansatz wurde für eine
IoT-Umgebung ohne Bezug zur Intercloud durch [LDT+15] vorgestellt und als Teil der Grund-
lagen zu Discovery-Services im IoT in Abschnitt 2.5 eingeführt. Dieser Ansatz wird außerdem
mit der individuellen Sicht auf das Ressourcenverzeichnis kombiniert. Letzteres ist explizit nicht
durch [FCVP14] und [Kli15] erfüllt. Bezüglich der Kommunikation gibt es über alle verwandten
Arbeiten zwar einige, die sich auch mit Event-Notifications und Redundanzen in der Intercloud
beschäftigen, aber dafür andere Kriterien nicht erfüllen. Zum Beispiel haben sie keinen Bezug
zu IoT-Ressourcen, erfüllen andere wichtige Teilkriterien nicht (z.B. Dezentralität, Heterogene
IoT-Clouds, inhaltsbasierte Filterung, Redundanzvermeidung) oder sind darüber hinaus nicht
für das im IoT notwendige Maß, hinsichtlich ihrer Performance untersucht worden. Die Red-
undanzvermeidung betrifft in keiner der Arbeiten die Event-Notifications von IoT-Gerätedaten.
Stattdessen geht es um Multicast-Verbindungen für Content-Delivery-Networks oder um expli-
zit gewünschte Redundanz zur Fehlerkorrektur. Ein individueller Vertrauenskontext ähnlich wie
er durch [CTVP10] und [LGTR14] vorgestellt wurde und bei der individuellen Föderation von
Providern der IoT-Clouds praktiziert wird, ist bei den verwandten Arbeiten zu IoT-Interclouds
([REG10, FCVP14, Kli15]) ebenfalls nicht zu finden.
Ein sehr wichtiger Themenschwerpunkt dieser Dissertation ist, das vorgestellte Konzept anhand
eines implementierten Prototyps hinsichtlich der erreichten Performance zu untersuchen. Zwar
gibt es unter allen verwandten Arbeiten einige mit evaluierter Performance, aber diese decken
nicht die Anforderungen für Echtzeitfähigkeit bei sehr großen Datenmengen, Nutzerzahlen und
IoT-Geräten ab. Einige dieser Evaluationen basieren nur auf Simulationen, andere Ansätze sind
möglicherweise reine Konzeptprototypen ohne Implementierung geblieben.
Zur Beantwortung der Forschungsfrage FF-3 kann argumentiert werden, dass sich die Unter-
schiede für eine IoT-Intercloud vor allem durch Eigenschaften der speziellen Ressourcen, also
den IoT-Geräten, ergeben. Sie treten potenziell in sehr großer Anzahl und Vielfalt auf. Außer-
dem erzeugen sie sehr große Datenmengen, die wiederum an eine sehr große Anzahl von
Empfängern adressiert sind. Dadurch ergeben sich große Unterschiede für die Bewältigung
der Herausforderungen nach [TCB14]. Insbesondere für die Provisionierungsschritte Discovery,
Auswahl und Allokation müssen daher andere Lösungen gefunden werden, als bei bisherigen
Intercloud-Ansätzen.
Zusammengefasst unterstreicht die so identifizierte Forschungslücke die Wichtigkeit der Ziele
der Dissertation.
55Quelle: https://www.computerworld.com/article/2508726/cloud-computing/cloud-interoperability--
problems-and-best-practices.html, zuletzt abgerufen am 17.11.2017
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Die Kernanforderung an das Konzept ist es, eine Middleware-Architektur für den ICB bereitzu-
stellen, sodass IoT-Dienste auf IoT-Geräte verschiedener Clouds zugreifen können. Im Folgen-
den werden zunächst Akteure und deren Anwendungsfälle beschrieben. Anschließend werden
die Anforderungen für das Konzept dieser Arbeit aus den betrachteten Anwendungsfällen ab-
geleitet.
5.1 Akteure in einer IoT-Intercloud
Für das IoT-Intercloud-Konzept sind grundsätzlich die gleichen Akteure wie bei einzelnen IoT-
Clouds beteiligt. Diese lassen sich in menschliche und Systemakteure unterscheiden. Für das
verfolgte Intercloud-Konzept kommt außerdem noch der Akteur des ICBs als weiterer Syste-
makteur hinzu.
5.1.1 Menschliche Akteure
• Nutzer können multiple IoT-Dienste zur Informationsverarbeitung in Anspruch nehmen,
um von vorhandenen IoT-Geräten bzw. ihren Daten einen Mehrwert zu erhalten. Au-
ßerdem können sie selbst Geräte besitzen, die bei Providern von IoT-Clouds verwaltet
werden. Zur Verwendung und Konfiguration von IoT-Clouds und -Diensten stehen Nut-
zern normalerweise Front-End-Systeme für unterschiedliche Geräteklassen (Mobile, Web,
Desktop usw.) zur Verfügung, die von den jeweiligen Providern bereitgestellt werden. Für
die Nutzerwahrnehmung einer unmittelbaren Ausführung bei einer reaktiven Anwendung
wird ein Grenzwert von 100 ms angenommen [Nie93].
• Dienst-Provider stellen Nutzern von ihnen entwickelte bzw. betriebene IoT-Dienste zur
Verfügung. Dienst-Provider müssen ihre Dienste üblicherweise bei Clouds der Provider
registrieren, bevor sie die jeweilige Cloudplattform verwenden können.
• Cloud-Provider stellen Nutzern ihre IoT-Cloudplattformen zur Verfügung, um Geräteda-
ten zu empfangen, zu verarbeiten und zu speichern. Dienstentwicklern gegenüber bietet
der Cloud-Provider mit seiner Plattform eine Grundlage zur Entwicklung von IoT-Diensten
auf Basis einer DaaS-Schnittstelle. Sie kontrollieren außerdem, welche Dienste für ihre
Plattformumgebung zulässig sind und mit welchen anderen Cloud-Providern kooperiert
wird.
5.1.2 Systemakteure
• IoT-Geräte (bzw.»Things«) gehören Nutzern und werden von diesen bei der IoT-Cloud
eines bestimmten Providers registriert. Sie erzeugen kontinuierlich Daten über ihren ak-
tuellen Zustand (Sensoren, Aktoren). Die sie verwaltende IoT-Cloud kann insofern vom




• IoT-Clouds sind die Datenzentren der anfallenden IoT-Gerätedaten. Sie verwalten virtu-
elle Repräsentationen von IoT-Geräten und stellen diese über ihre DaaS-Schnittstelle zur
Verfügung. Diese DaaS-Schnittstelle ermöglicht Diensten das Abrufen von Gerätedaten,
das Anlegen von Subscriptions für ereignisorientierte Benachrichtigungen von Zustands-
änderungen von Geräten in Echtzeit sowie Methoden zum Steuern von Geräten (Anregen
von Zustandsänderungen v. Geräten). Registrierten Nutzern bieten sie die Möglichkeit,
eigene IoT-Geräte hinzuzufügen bzw. zu entfernen sowie Diensten den Zugriff auf diese
Geräte zu gewähren oder wieder zu entziehen.
• IoT-Dienste werden durch Nutzer in Anspruch genommen und stellen ihnen die Res-
sourcen, Anwendungslogik und die Möglichkeit der Regeldefinition zur Informationsverar-
beitung zur Verfügung. Ihr Zweck ist es, Rohdaten und einfache Zustände mit Hilfe von
zusätzlichen Informationen (Regeldefinitionen durch Nutzer, Lernmodelle, Mathematische
Modelle usw.) aufzuwerten, weshalb sie auch Mehrwertdienste genannt werden. Mit der
Autorisierung des Nutzers kommunizieren sie über eine DaaS-Schnittstelle, um Gerätein-
formationen abzurufen oder Geräte zu steuern. Als interner Dienst nutzen sie direkt die
proprietäre DaaS-Schnittstelle einer IoT-Cloud, als externer Dienst die des ICBs.
• Intercloud-Broker erweitern die monolithische Architektur einer IoT-Cloudplattform be-
stehend aus Nutzern, Diensten und einer Cloud, zu einer Nutzung von mehreren hete-
rogenen Clouds in der Architektur. Ihre Hauptaufgabe ist es, den Kommunikationsfluss
in der Intercloud zu steuern. Sie bieten daher eine erweiterte generische Version einer
DaaS-Schnittstelle an, um Gerätedaten zu erhalten oder Geräte zu steuern. Diese wird
von externen IoT-Diensten, der lokalen IoT-Cloud in Stellvertretung ihrer internen IoT-
Dienste und den entfernten Intercloud-Brokern von IoT-Clouds anderer Provider genutzt.
Ein ICB wird in der angestrebten Architektur von einem Cloud-Provider kontrolliert und
bestimmt daher, mit welchen Clouds anderer Cloud-Provider kooperiert werden darf. Für
externe Dienste bietet der ICB auch eine Registrierung und damit ein IdM.
5.2 Anwendungsfälle
Die identifizierten Akteure interagieren auf unterschiedliche Weise mit dem ICB. In diesem Ab-
schnitt werden diese Interaktionen detailliert betrachtet und ein vollständiges Bild der Anwen-
dungsfälle gegliedert nach den Teilsystemen der IoT-Intercloud hergeleitet. Einige dieser An-
wendungsfälle sind weder neu noch direkter Teil des ICBs. Als Integrationsbestandteile in die
Gesamtarchitektur der IoT-Intercloud beeinflussen sie aber Anforderungen, die beim Entwurf
der Architektur des ICBs zu berücksichtigen sind und werden daher des besseren Verständ-
nisses wegen teilweise mit aufgeführt. Das gilt insbesondere für die Anwendungsfälle des IoT-
Geräts, IoT-Dienstes und einige Anwendungsfälle der IoT-Cloud.
5.2.1 Anwendungsfälle von IoT-Diensten
Abbildung 5.1 zeigt, dass registrierte Nutzer für einen IoT-Dienst spezifizieren können, wel-
che IoT-Geräte verwendet und wie sie verwendet werden sollen. Das können sie z.B. mit-
tels Business Rules in einer vom Dienst-Provider bereitgestellten Domain-Specific Language
(DSL) festlegen. Nutzer müssen dem Dienst auch einem Gerät zugehörige Autorisierung lie-
fern, damit der Dienst es nutzen kann. Jeder dieser Anwendungsfälle schließt einen Aufruf der
DaaS-Schnittstelle der Cloud oder des ICBs ein (hier nicht dargestellt, Vgl. Abbildung 5.2 und
Abbildung 5.5) abhängig davon, ob es sich um einen internen oder externen Dienst handelt.
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Abbildung 5.1: Anwendungsfälle von IoT-Diensten
5.2.2 Anwendungsfälle von IoT-Clouds
Abbildung 5.2 zeigt die wichtigsten Anwendungsfälle der beteiligten Akteure einer IoT-Cloud.
Gerätezugriff
gewähren /















Abbildung 5.2: Anwendungsfälle von IoT-Clouds
Registrierte Nutzer können IoT-Geräte bei der IoT-Cloud registrieren oder von dieser entfernen.
Außerdem autorisieren sie den Zugriff anderer Nutzer, wie z.B. IoT-Dienst oder Personen, die
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einen solchen Dienst nutzen, auf ihre Geräte.
Die registrierten IoT-Geräte propagieren nach Anmeldung dann ihren Zustand kontinuierlich
zur Cloud, welche eine virtuelle Repräsentation der Geräte hält. Die IoT-Cloud verarbeitet da-
bei eine sehr große Menge Geräte, Events (Gerätezustände) und Dienstanfragen gleichzeitig.
Außerdem muss sie für Echtzeitanwendungen die oben genannten Zeitvorgaben von 100ms
einhalten.
Dienst-Provider können ihren IoT-Dienst bei der Cloud registrieren, um Zugriff auf die DaaS-
Schnittstelle der Cloud zu erhalten. In diesem Fall handelt es sich um einen internen Dienst.
Der Intercloud-Broker nutzt die DaaS-Schnittstelle ebenso, um Informationen aus der loka-
len Cloud zu beziehen. Da der ICB im verfolgten Konzept als Teil der Domäne eines Cloud-
Providers konzipiert wird, ist eine Registrierung im Sinne eines Kontos nicht nötig. Der ICB




















Abbildung 5.3: Spezielle Anwendungsfälle einer DaaS-Anfrage
Das Stellen einer Anfrage an die DaaS-Schnittstelle, wie sie in Abschnitt 3.1 vorgestellt wur-
de, ist der Hauptanwendungsfall. Abbildung 5.3 zeigt, wie dieser generalisierte Anwendungs-
fall sich in speziellere Anwendungsfälle unterscheiden lässt. Voraussetzung einer Verarbeitung
durch die Cloud ist zunächst aber, dass der entsprechende Nutzer bzw. Dienst, welcher den
Aufruf macht, angemeldet ist und außerdem eine Autorisierung besitzt, auf die angeforderten
Daten zuzugreifen. Je nach Typ der Anfrage wird entweder eine Subscription auf kontinuierliche
Geräteereignisse angemeldet, welche die Voraussetzung für das Propagieren entsprechender
Gerätezustände durch die Cloud an den Dienst ist, oder einmalig Gerätedaten abgerufen oder
eine Anfrage zur Steuerung eines Geräts gestellt.
5.2.3 Anwendungsfälle von IoT-Geräten
In Abbildung 5.4 ist der Vollständigkeit halber mit der Anforderung der Zustandsänderung der
Geräte zumindest ein wichtiger Anwendungsfall der IoT-Geräte selbst aufgeführt. Dieser An-
wendungsfall ist das letzte Glied in der Kette, um ein Gerät über eine virtuelle Repräsentation
bei der IoT-Cloud zu steuern. Die IoT-Cloud sendet dem Gerät dazu (eventuell über ein Home-






Abbildung 5.4: Anforderung einer Zustandsänderung durch die IoT-Cloud
5.2.4 Anwendungsfälle von Intercloud-Brokern
Der ICB bildet den Kern des Konzepts. Seine in Abbildung 5.5 gezeigten Anwendungsfälle sind
daher von besonderer Bedeutung. Sie leiten sich teilweise auch von den bereits vorgestellten















Abbildung 5.5: Anwendungsfälle des ICB
Als Teil der Domäne eines Cloud-Providers bestimmt dieser mit welchen IoT-Clouds anderer
Provider kooperiert werden darf. Durch Hinzufügen oder Entfernen von Clouds kann er den ICB
so konfigurieren, dass er Anfragen von ICB anderer Cloud-Provider akzeptiert oder ablehnt.
Dienst-Provider können ihre IoT-Dienste auch direkt beim ICB registrieren, um von deren ge-
nerischer Intercloud-Variante einer DaaS-Schnittstelle zu profitieren. In diesem Fall handelt es
sich dann um einen externen Dienst.
Die lokale IoT-Cloud des Providers kann die Intercloud-DaaS-Schnittstelle ebenso bei einem
internen Aufruf ihrer eigenen DaaS-Schnittstelle durch einen internen IoT-Dienst nutzen, um
diesen zusätzlich mit Daten aus der Intercloud zu versorgen. Es handelt sich in diesem Anwen-
dungsfall um eine lokale Anfrage, welche durch den ICB in die Intercloud weitergeleitet werden
soll. Außerdem propagiert die lokale Cloud im Falle einer stehenden Subscription die entspre-
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chenden Gerätezustände in die Intercloud.
Registrierte externe IoT-Dienste können ebenfalls eine DaaS-Anfrage an die Intercloud stel-
len. Wie schon zuvor bei der lokalen IoT-Cloud handelt es sich um eine weiterzuleitende lokale
Anfrage. Neu zu propagierende Gerätedaten sind Anwendungsfall des IoT-Dienstes (Vgl. Ab-
bildung 5.1).
ICB anderer IoT-Clouds können außerdem einen entfernten Aufruf bei der Intercloud-DaaS-





























Abbildung 5.6: Spezielle Anwendungsfälle der erweiterten Intercloud-DaaS-Anfrage
Wie Abbildung 5.6 zeigt, ist das Stellen einer DaaS-Anfrage an die Intercloud ein spezieller An-
wendungsfall einer normalen Cloud-spezifischen DaaS-Anfrage. Je nachdem, ob die Vorbedin-
gung eine lokale Anfrage oder ein entfernter Aufruf ist, gibt es zwei erweiterte Anwendungsfälle.
Lokale Anfragen sollen weitergeleitet werden und erfordern als einschließenden Anwendungs-
fall das Ermitteln der dafür geeigneten Clouds. Die lokale Verarbeitung erfordert das Prüfen der
Autorisierung der Cloud, welche die Anfrage weitergeleitet hatte und das anschließende Stellen
der DaaS-Anfrage bei der lokalen Cloud.
In beiden Fällen und auch beim Propagieren von neuen Gerätezuständen muss das Datenmo-
dell entsprechend transformiert werden. Im Fall von Weiterleitungen in die Intercloud wird zum
Intercloud-Datenmodell transformiert und im Fall von Anfragen zur lokalen Verarbeitung wird
zurück zum proprietären Cloud-Datenmodell transformiert.
Da der ICB als Vermittler zwischen IoT-Clouds auftritt, muss er eine ähnlich große Anzahl par-
allel anfragender Dienste sowie Events von neuen Gerätezuständen verarbeiten können. Da
IoT-Clouds und IoT-Dienste eine eigene Verarbeitungslatenz haben und auf den Kommunikati-
onsstrecken zwischen allen Entitäten zudem noch eine Übertragungslatenz auftritt, sollte für die
Verarbeitungslatenz des ICB von 
 100ms vorausgesetzt werden, um IoT-Echtzeitanwendungen
auch in der Intercloud zu ermöglichen. Einen Spezialfall stellt die freie Kontextsuche auf großen
Geräteverzeichnissen dar. Eine Auflistung der dem Nutzer zur Verfügung stehenden Geräte aus
allen verfügbaren Geräten kann unter Umständen einen kurzen Moment dauern. Hier wird le-
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diglich die Einschränkung gemacht, dass der Nutzer nicht die Aufmerksamkeit der Anwendung
verliert. Nach [Nie93] ist diesbezüglich eine Wartezeit von maximal zehn Sekunden zulässig.
5.3 Anforderungen
Im Folgenden werden die Anforderungen an das Konzept des ICB hergeleitet, auf die in Kapi-
tel 6 und Abschnitt 8.3 an entsprechenden Stellen referenziert wird.
ANF-1 Intercloud-DaaS: Mit dem Ziel, die Adaption heterogener IoT-Clouds zu erleichtern,
soll die DaaS-Schnittstelle des ICB so entworfen werden, dass sie die generellen Eigen-
schaften der IoT-Clouds, wie sie in Abschnitt 3.2 vorgestellt wurden, abgebildet werden.
ANF-2 Transparenter Zugriff: Dienste sollen die DaaS-Schnittstelle ihres ICB (Vgl. ANF-1)
ohne Wissen über die zugrundeliegende Intercloud-Topologie nutzen können, um für
sie transparent auf Geräte bzw. Gerätedaten anderer IoT-Clouds zuzugreifen.
ANF-3 Hybride Interoperabilität Sowohl interne Dienste einer lokalen IoT-Cloud als auch ex-
terne Dienste sollen IoT-Geräte aus der Intercloud nutzen können. Dabei kann entweder
eine standardisierte Schnittstelle am ICB (Vgl. ANF-1) oder eine darauf zu adaptierende
proprietäre Schnittstelle einer lokalen IoT-Cloud verwendet werden.
ANF-4 Individuelle Vertrauensbeziehungen: Kooperationen zwischen zwei Providern sollen,
wie sie in der Praxis üblich sind, individuell abgebildet werden. Dazu muss ein Me-
chanismus zur Verfügung gestellt werden, welcher die Etablierung einer gegenseitigen
Vertrauensbeziehung ermöglicht.
ANF-5 Identitätsmanagement: Da jeder ICB in Stellvertretung interner und externer Dienste
Anfragen in die Intercloud weiterleitet, ist er für deren Identifizierung zuständig. Dem
ICB soll daher ein IdM zur Verfügung gestellt werden, um ihn selbst und auch die von
ihm verwalteten IoT-Dienste gegenüber entfernten ICB identifizieren zu können.
ANF-6 Nicht-globale Gerätesicht: In der Praxis wird ein Provider niemals einen öffentlichen
Zugriff auf Geräteinformationen seiner Kunden gestatten. Es darf daher keine allgemei-
ne, globale Sichtbarkeit aller Geräte in einem Verzeichnis oder durch Weiterleitungen
in der Intercloud geben. Die einer IoT-Cloud eines Providers durch die Intercloud zu-
sätzlich zur Verfügung stehenden IoT-Geräte sollen abhängig von dessen individueller
Kooperationen (Vgl. ANF-4) mit anderen Cloud-Providern sein.
ANF-7 Geräte-Discovery: Geräte sollen durch Angabe ihrer GeräteId sowie durch eine freie
Kontextsuche über ihren Attributen in der Intercloud gefunden werden können. Dies
deckt die Funktionalität der Pull-API der untersuchten IoT-Clouds ab (Vgl. ANF-1).
ANF-8 Inhaltsbasierte Event-Notification: Da einige IoT-Clouds, die inhaltsbasierte Filterung
der Notifications von Geräteereignissen durch ihre Push-API unterstützen, soll die Funk-
tionalität auch für die Intercloud zur Verfügung stehen (Vgl. ANF-1).
ANF-9 Elastizität: Performancekritische Komponenten des ICB sollen horizontal skalierbar
konzipiert werden, um die Elastizität des Cloud-Computings zu gewährleisten.
79
5 Anforderungsanalyse
ANF-10 Notification-Latenz: Die Verteilung von Event-Notifications (Gerätezustände propagie-
ren) in der Intercloud unter Ausklammerung der Transportlatenz im Wide Area Net-
work (WAN) soll für einen auf einem Standardknoten56 ausgeführten ICB echtzeitfähig
(
 100 ms) bleiben.
ANF-11 Notification-Durchsatz: Für die Verteilung von Event-Notifications in der Intercloud sol-
len für einen auf einem Standardknoten56 ausgeführten ICB IoT-typische Durchsätze
( 1000 Events/s) erreicht werden.
ANF-12 Clientanfragen: Die Anzahl der parallel zu verarbeitenden Client-Anfragen durch einen
Standardknoten56 soll IoT-typische Größenordnungen (> 1000 Request/s) erreichen.
ANF-13 Discovery-Zeit: In der Intercloud und unter Ausklammerung der Transportlatenz im
WAN soll ein einzelnes Gerät unter Angabe der GeräteId in Echzeit (
 100 ms) gefun-
den und vollständig ausgeliefert werden. Die attributbasierte freie Kontextsuche soll das
Ergebnisset in einer für den Nutzer akzeptablen Wartezeit (< 10 s) liefern.
5.4 Ausschlusskriterien
Für eine vollständig funktionale Intercloud-Lösung können bedingt durch die Komplexität nicht
alle Anforderungen in dieser Dissertation berücksichtigt werden. Folgende Ausschlusskriterien
müssen daher hingenommen werden und werden an entsprechender Stelle in der Dissertation
referenziert:
AK-1 Intercloud-Datenmodell: Für die Intercloud-Kommunikation soll kein universelles Meta-
Gerätedatenmodell entworfen werden. Stattdessen wird mit einem vorhandenen Daten-
modell zur Beschreibung von Geräten und einer dazu vorhandenen Anfragesprache ge-
arbeitet.
AK-2 Adaption: Der ICB wird prinzipiell für eine Adaption entworfen. Eine Beschreibung oder
Implementierung einer tatsächlichen Adaption insbesondere der Schnittstellen und Da-
tenmodelle zu einer IoT-Cloud (z.B. in Tabelle 3.2) ist aber weder Teil des Konzepts noch
des realisierten Prototyps.
AK-3 Gerätezugriff: Die Zugriffskontrolle auf Geräteressourcen soll nicht im Detail konzipiert
werden. Zukünftige Arbeiten müssen Wege finden, Nutzer von IoT-Clouds und -Diensten
Berechtigungen in der Intercloud zuzuweisen.
AK-4 IoT-Sicherheit: Es wird nicht vertieft auf die im IoT obligatorischen Sicherheitsanfor-
derungen, wie Privatsphäre, Anonymität, Verschlüsselung von Kommunikationsverbin-
dungen oder gespeicherten Daten usw. eingegangen. Diese müssen in weiterführenden
Arbeiten mit der dafür nötigen Expertise in die vorgeschlagene Architektur eingebracht
werden.
56Zum Zeitpunkt des Verfassens dieser Dissertation z.B. 4-Kernprozessor, 16 GB RAM
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Ausgehend von den zuvor gestellten Anforderungen, wird dieses Kapitel die grundlegende Ar-
chitektur der IoT-Intercloud diskutieren. Dazu wird zunächst in Abschnitt 6.1 das Systemmo-
dell der angestrebten IoT-Intercloud eingeführt. Dieses umfasst vor allem die Schnittstellen
zwischen existierenden externen Komponenten und dem zur Etablierung der Intercloud ein-
zuführenden Intercloud-Broker (ICB). Weiterführend wird diesbezüglich auch das verwendete
Datenmodell und die Etablierung von Vertrauensbeziehungen diskutiert. Anschließend wird die
vorgeschlagene Komponentenarchitektur des ICB im Detail beschrieben, was direkt zur Beant-
wortung der Forschungsfrage FF-4 führt und das Primärziel dieses Kapitels ist. Diese Architek-
tur bildet die Grundlage zu den in den folgenden Kapiteln beschriebenen Detailkonzepten des
Discovery-Service (Kapitel 7) und des Push-Stream-Providers (Kapitel 8).
6.1 Systemmodell einer IoT-Intercloud
In Abschnitt 3.1 wurde die DaaS-Schnittstelle von IoT-Clouds vorgestellt und in Abschnitt 3.2
gezeigt, dass Provider von PaaS-Clouds für das IoT auf Basis von horizontaler Föderation
bereits individuell untereinander kooperieren. Das Konzept der Dissertation folgt daher einem
Intercloud-Ansatz der individuellen horizontalen Föderation auf Basis von Vertrauensbeziehun-
gen (engl. trust realationships) ähnlich dem von [CTVP10] vorgeschlagenen Ansatz. Ziel ist es,
die DaaS-Schnittstelle in die Intercloud zu erweitern, um so IoT-Geräte aus den Domänen an-
derer Cloud-Provider einbinden zu können.
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Abbildung 6.1: Systemmodell der IoT-Intercloud
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Abbildung 6.1 zeigt das Systemmodell der IoT-Intercloud. Für den Cloud-Provider A sind die
Entitäten einer Provider-Domäne detailliert dargestellt.
Das proprietäre IoT-Cloud-System jedes Providers verwaltet die zu seiner Domäne gehörenden
IoT-Geräte. Interne IoT-Dienste, welche speziell für die Provider-PaaS entwickelt wurden, kom-
munizieren wie gehabt über die entsprechende Cloud-Provider-DaaS-Schnittstelle (CP-DaaS-
API) mit den IoT-Geräten.
Innerhalb jeder Provider-Domäne wird ein Intercloud-Broker (ICB) als Plattform-Middleware ein-
geführt. Dieser stellt auf Basis eines standardisierten IoT-Datenmodells (Unterabschnitt 6.1.1)
eine generalisierte Form einer DaaS-Schnittstelle für die IoT-Intercloud (IC-DaaS-IF) bereit
(ANF-1), welche von IoT-Diensten genutzt werden kann. Hierbei soll ein Ansatz verfolgt wer-
den mit dem sowohl (Cloud-)interne als auch externe Dienste unterstützt werden (ANF-3), wie
bereits von Aazam et al. mit einem ICB für eine Multimedia-Intercloud vorgeschlagen [AH14,
AHSH16] wurde. Der ICB leitet Anfragen externer Dienste vom IC-DaaS-IF an die CP-DaaS-
API weiter. Umgekehrt kann das IoT-Cloud-System auch Anfragen interner Dienste via CP-
DaaS-API an das IC-DaaS-IF des ICB weiterleiten. In beide Richtungen wird eine Adaption
der DaaS-Schnittstellen und des zugrundeliegenden IoT-Datenmodells notwendig.
Der ICB besitzt außerdem eine Intercloud-Connector-Schnittstelle (ICC-IF), über die mit den
entfernten ICB anderer Cloud-Provider-Domänen kommuniziert werden kann. Dazu übernimmt
die ICC-IF zunächst die Aufgabe der Etablierung der individuellen Vertrauensbeziehung (ANF-4
behandelt in Unterabschnitt 6.1.2) zwischen den Domänen zweier Cloud-Provider. Die Haupt-
aufgabe ist das transparente Weiterleiten von DaaS-Anfragen der eigenen Domäne an die In-
tercloud und das Empfangen von DaaS-Anfragen der entfernten Domänen aus der Intercloud
(ANF-2). Dazu gehört auch das Zustellen der entsprechenden Antworten, insbesondere der
Geräteinformationen nach den Ansätzen Pull und Push. Diese Aufgabe wird als Distribution
zusammengefasst. Mit welchen entfernten ICB bei einer einzelnen lokal empfangenen DaaS-
Anfrage kommuniziert wird, hängt von den vorliegenden Discovery-Informationen ab, welche
zunächst alle bekannten vertrauenswürdigen Clouds umfassen kann. Für eine selektive Weiter-
leitung der Anfragen an geeignete Clouds müssen ggf. vorher weitere notwendige Metainfor-
mationen zwischen den entfernten Domänen synchronisiert werden.
Die beschriebenen Abläufe zur Etablierung der IoT-Intercloud wie das Schaffen einer Ver-
trauensbeziehung (Trust-Context), Finden (Discovery) und Auswählen (Selektion bzw. Match-
Making) von Clouds und Geräten sowie die Organisation der Kommunikation zur Verteilung der
Daten (Allokation von Ressourcen für Distribution) wurden bereits in der Forschung als notwen-
dige Schritte des Intercloud-Computings identifiziert [CTVP10, TCB14]. Sie müssen daher für
das Detailkonzept berücksichtigt werden. Im Folgenden werden zunächst die Voraussetzungen
des IoT-Datenmodells für die Intercloud und der Methodik zur Etablierung einer Vertrauensbe-
ziehung zwischen zwei Clouds eingeführt. Im nachfolgenden Abschnitt 6.2 werden die internen
Komponenten des ICB und deren Aufgaben eingeführt, welche die übrigen der zuvor erwähnten
Schritte realisieren sollen.
6.1.1 IoT-Datenmodell für die Intercloud
Auf der Architekturschicht der Intercloud wird ein einheitliches Gerätedatenmodell zur Beschrei-
bung von IoT-Geräten und einer darauf aufbauenden einheitlichen Anfragesprache benötigt,
um Gerätedaten abzurufen bzw. Geräte zu steuern. Wie bereits erwähnt (Vgl. Abschnitt 1.2 und
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Ausschlusskriterium AK-1) will sich die Dissertation aber nicht mit der Schaffung eines Stan-
dards beschäftigen, wenngleich ein solcher erstrebenswert und notwendig ist. Tabelle 3.1 zeigt
wiederkehrende Eigenschaften, welche ein standardisiertes IoT-Datenmodell abbilden können
sollte.
Gerätedatenmodell
Eine der untersuchten IoT-Clouds (Vgl. Abschnitt 3.2) ist die Lösung von Kiwigrid. Kiwigrid war
im BMBF geförderten Forschungsprojekt ZEEBUS57 Industriepartner der TU Dresden, in des-
sen Rahmen dieses Promotionsvorhaben begonnen wurde. Das Datenmodell der Kiwigrid IoT-
Cloud ist ein geeigneter Repräsentant für ein Datenmodell im IoT-Bereich, da es die meisten
erforderlichen Eigenschaften aus Tabelle 3.1 abbilden kann. Es soll an dieser Stelle nicht zum
Standard erhoben werden, sondern dient lediglich als Platzhalter. Im Rahmen der Dissertati-
on wird es deshalb als einheitliches Datenmodell zur Beschreibung der sich aus dem Konzept
ergebenden Herausforderungen genutzt werden. Für eine vollständige IoT-Intercloud-Lösung,
insbesondere zur Adaption aller vorgestellten und weiterer IoT-Clouds ist höchstwahrscheinlich
ein umfangreicheres Datenmodell notwendig.
Abbildung 6.2 zeigt eine vereinfachte Variante des von der Kiwigrid IoT-Cloud verwendeten Da-
tenmodells. Es wurden vor allem einige Bezeichnungen angepasst, sodass sie universeller und

































Abbildung 6.2: Das Kiwigrid-Datenmodell: Platzhalter eines Standards für die IoT-Intercloud
Jedes IoT-Gerät (Device) besitzt eine GeräteId (deviceId), welche idealerweise das Format
einer GUID oder einer UUID hat. Jedes Gerät hat genau einen Gerätetyp (deviceType). Der
Gerätetyp wird von genau einer Geräteklasse (DeviceClass) beschrieben. Da Geräte in der
57http://www.forschung-it-sicherheit-kommunikationssysteme.de/projekte/zeebus
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physischen Netzwerktopologie hierarchisch organisiert sein können, kann außerdem auch ein
Geräte-Gateway (gatewayDeviceId) über dessen GeräteId angegeben werden. Der Besitzer
(Owner) des Geräts ist ein Nutzer innerhalb der Provider-Domäne mit eigenen Eigenschaften.
Die Zugriffsberechtigungen (AccessPermissions) auf das Gerät können ACLs von Nutzern oder
AccessToken auf Informationen eines Geräts sein. Jedes Gerät besitzt außerdem eine Liste von
Datenfeldwerten (DataFieldValue), welche den aktuellen Zustand des Geräts beschreiben. Sie
haben einen Wert (value), einen Zeitstempel (timestamp) des Zeitpunkts der Erzeugung des ak-
tuellen Wertes und einen Parameter zum optimistischen Locking (occ - optimistic concurrency
control58), um parallele Schreibzugriffe zu kontrollieren. Die Metainformationen der Datenfeld-
werte werden durch die Datenfeldtypen (DataFieldType) von Geräteklassen beschrieben und
sind durch deren Id (fieldId) verknüpft.
Eine Geräteklasse hat einen Namen (name), der idealerweise als Namespace vorliegt, um z.B.
gleiche Namen von verschiedenen Herstellern zu unterstützen. Jede Geräteklasse hat zudem
eine Versionsnummer (version), um die Weiterentwicklung einer Klasse beschreiben zu können.
Eine Klasse wird durch ein Set an Datenfeldern (DataFieldType) beschrieben. Außerdem setzt
sich eine Geräteklasse aus möglicherweise mehreren Superklassen (superClasses) und deren
jeweiligen Datenfeldern zusammen, falls von der IoT-Cloud Mehrfachvererbung unterstützt wird.
Datenfeldtypen beschreiben Metainformationen von Datenfeldwerten wie z.B. den Datentyp (ty-
pe: String, Integer, usw.), Einheiten (unit - SI-Einheiten: z.B. Meter für eine Distanz, Sekunde für
ein verstrichenes Zeitintervall oder Meter pro Sekunde für eine Geschwindigkeit), Kurzbezeich-
nung für Menschen (name), die Zugriffsart (accessMode: Lesen, Schreiben, Lesen/Schreiben),
die Samplerate des Werts (0 - statisch, >0 dynamisch in Millisekunden) und eine ausführliche
Beschreibung (description) zur Dokumentation.
Das Datenmodell mit den originalen Bezeichnungen von Kiwigrid wurde in Unterabschnitt 3.2.5
eingeführt. Als Datenaustauschformat dient JSON.
Anfragesprache zur Filterung
Aufbauend auf dem Datenmodell wird eine Anfragesprache benötigt, um auf den Daten filtern
zu können. Damit sollen auch IoT-Clouds unterstützt werden, welche ohne Auswahlobjekt (z.B.
Tabellen bei Pull und Topics bei Push) auskommen. Hierfür eignen sich Anfragesprachen von
einigen NoSQL-Datenbanken. Kiwigrid setzt hierfür auf die Syntax der NoSQL-Datenbank Mon-
goDB.
Ein Filter ist ein Query in der Syntax von MongoDB59. Das Beschreibungsformat ist in JSON.
Das besondere der Syntax ist, dass ein Query auf beliebige Attribute von Geräten (Device)
möglich ist, inklusive der Datenfeldwerte und -typen.
1 {
2 " deviceModel . deviceClass ":"de. tudresden .rn. Thermometer ",
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Listing 6.1: Query: Alle Geräte des Gerätetyps (deviceModel) »de.tudresden.rn.Thermometer«
und mit dem Wert (value) eines Datenfeldtyps (tagValue) »AirtemperatureOut
kleiner 20«
Listing 6.1 zeigt ein Beispiel, in dem alle Geräte gefiltert werden, die vom Typ »Thermometer«
mit Werten < 20 ◦C sind.
Mit einer Projektion werden die Attribute eines Geräts angegeben, die im Ergebnis zurückgege-
ben werden sollen. Die Angabe erfolgt ebenfalls in JSON in der Form: {Attributname : boolean}.
Werte, die ausgeschlossen sind, werden nicht übertragen oder im Ergebnis als Null-Werte dar-
gestellt. Listing 6.2 zeigt die vollständige Projektion eines Geräts inklusive des vollständigen Ge-
rätetyps (deviceModel.deviceClass), der Adresse des Geräte-Gateways (currentAddress) und
aller Datenfeldwerte (tagvalues).
1 {
2 " currentAddress ": 1,
3 " deviceModel . deviceClass ": 1,
4 " tagValues ": 1
5 }
Listing 6.2: Vollständige Projektion eines Geräts
Diskussion zur Vollständigkeit
Das vorgestellte Datenmodell muss nicht für alle Anwendungsfälle einer IoT-Intercloud vollstän-
dig sein. Es dient in dieser Arbeit in erster Linie dazu, die Herausforderungen des vorgestellten
Konzepts einer Intercloud-Kommunikation für das IoT beschreiben zu können.
6.1.2 Etablierung einer Vertrauensbeziehung zwischen zwei Clouds
Die Grundannahme ist, dass zwei Cloud-Provider sich auf geschäftlicher Ebene vertraglich da-
zu entschließen zu kooperieren. Diese Kooperation muss durch das Intercloud-Konzept ab-
gebildet werden. Dazu ist ein Mechanismus erforderlich, welcher das Auf- und Abbauen von
Vertrauensbeziehungen zwischen Clouds erlaubt und anschließend gewährleistet, dass nur mit
den vertrauenswürdigen Clouds eine Intercloud-Kommunikation zugelassen wird (ANF-4). Ein
ähnliches Konzept wurde für eine verteilte Dienstplattform bereits in [GS14] verfolgt und wird für
dieses Konzept erneut aufgegriffen.
Vertrauensbeziehungen werden als symmetrische (Wenn A vertraut B, dann auch B vertraut A),
aber nicht transitive (z.B., wenn A vertraut B und B vertraut C, gilt nicht automatisch A vertraut
C) Relation modelliert. Dadurch ergibt sich ein teilweise vermaschtes P2P-Netz von individu-
ellen Cloud-Beziehungen, welches die Netztopologie der Intercloud aufspannt. Abbildung 6.3
zeigt eine solche Intercloud exemplarisch für fünf Cloud-Provider (CP), die unterschiedliche
Geschäftsbeziehungen untereinander pflegen.
Zunächst muss der Nachteil hervorgehoben werden, dass dadurch nicht zwangsläufig jederzeit
alle IoT-Geräte von jedem Cloud-Provider aus nutzbar sind. So können Dienste von CP5 z.B.
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Abbildung 6.3: Netztopologie der Intercloud ergibt sich durch etablierte Vertrauensbeziehungen
nur Geräte von CP5 und CP4 verwenden. Der wesentliche Vorteil dieser Herangehensweise
ist aber, dass dieses Modell die tatsächlich vorhandenen Kooperationspraktiken von Cloud-
Providern widerspiegeln (ANF-6). Andere Konzepte ([BLS+09, FCVP14]), welche eine vollstän-
dig homogene Intercloud, d.h. ein direkt vollvermaschtes P2P-Netz anstreben, ignorieren die-
sen Aspekt und sind daher für den Praxiseinsatz nicht geeignet. Für den verfolgten Ansatz ist
ein Ausbau von einem teilvermaschten zu einem vollvermaschten P2P-Netz aber intrinsisch
möglich, da dies einfach nur einer Kooperation und damit dem Aufbau von Vertrauensbeziehun-
gen zwischen allen Cloud-Providern entspricht.
Der Aufbau von solchen bidirektionalen Vertrauensbeziehungen ist analog dem gegenseitigen
Aufnehmen von Identitäten in eine weiße Liste. Diese wird geprüft, sobald über das ICC-IF
kommuniziert wird. Bei eingehender Kommunikation wird geprüft, ob der Absender in der Liste
enthalten und damit vertrauenswürdig ist. Bei ausgehender Kommunikation wird die Liste her-
angezogen, um Anfragen an bekannte vertrauenswürdige Empfänger weiterzuleiten.
Der Mechanismus zum Aufnehmen von Identitäten in die weiße Liste und der anschließend
zulässigen Kommunikation, definiert durch den Inhalt der Liste, kann analog zum Konzept der
Kontaktaufnahme und dem Nachrichtenversand bei Instant-Messagern umgesetzt werden. Zur
Etablierung von Vertrauen spielen vor allem der bidirektionale Subscription Handshake und die
Kontaktliste eine Rolle. Abbildung 6.4 zeigt den Kommunikationsablauf von zwei Clients Alice













Abbildung 6.4: Ablauf des bidirektionalen Subscription-Handshake
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Der Vorgang wird im Beispiel von Alice initiiert, indem sie versucht, Bob ihrer Kontaktliste hin-
zuzufügen. Dadurch wird eine Anfrage an Bob gesendet, der diese in dem Fall mit einer Ant-
wortnachricht akzeptiert. Bob ist nun in Alice’ Kontaktliste. Gleichzeitig mit der Akzeptanz von
Alice’ Anfrage versendet auch Bob eine Anfrage an Alice, ob er sie in seine Kontaktliste aufneh-
men darf. Da Bob schon ein vertrauenswürdiger akzeptierter Kontakt in Alice Kontaktliste ist,
wird diese Anfrage automatisch akzeptiert und Bob hat Alice nun ebenfalls in seiner Liste als
Kontakt aufgeführt. Anschließend können beide bei Bedarf Nachrichten an den jeweils anderen
senden. Die Kontaktliste dient dazu als weiße Liste, welche vor dem Versenden (durch den Cli-
ent oder den Server) oder bei versuchter Zustellung geprüft werden kann.
Ohne diesen vorher durchgeführten Vorgang ist das Senden von Nachrichten untereinander
durch Instant-Messenger-Dienste meist blockiert, um von unbekannten Kontakten keine Nach-
richten zu erhalten. Für die Intercloud-Broker soll dieses Konzept analog angewendet werden,
um die Kommunikation zwischen zwei ICB domänenübergreifend zu regeln, sobald sich die Pro-
vider gegenseitig zur geschäftlichen Kooperation bzw. technologischen Föderation entschlos-
sen haben.
6.2 Komponentenarchitektur des Intercloud-Brokers
Abbildung 6.5 zeigt die Komponenten des ICB im Entwurf einer Service-Oriented Architecture
(SOA) sowie die Protokolle zu den verteilten Entitäten IoT-Service, IoT-Cloud und weiteren
ICB. Grundlage der ICB-Architektur ist das zuvor in Unterabschnitt 6.1.1 diskutierte Intercloud-
Datenmodell sowie einem für SOA typischen Service-Message-Bus, über den die verschiede-
nen Komponenten intern untereinander kommunizieren. Darauf aufbauend werden die zuvor







































Abbildung 6.5: Architekturübersicht des ICB
Der Service-Connector bietet das IC-DaaS-IF und dient als direkter Endpunkt für Anfragen ex-
terner Dienste. Diese implementieren einen Client-Stub des Service-Connectors. Der Nachrich-
tenaustausch wird durch das Service-Protocol beschrieben. Die internen Dienste einer Cloud
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nutzen die CP-DaaS-API, welche über den Cloud-Adapter ebenfalls auf das IC-DaaS-IF des
Service-Connectors abgebildet werden kann. Der Service-Connector mit seiner Schnittstel-
le, den Beziehungen zu anderen Komponenten und das Service-Protocol werden in Unterab-
schnitt 6.2.1 vorgestellt.
Der Intercloud-Proxy ist der konzeptionelle Kern der ICB-Architektur, da er die Intercloudkom-
munikation zwischen den ICB realisiert. Er ist im Wesentlichen eine Middleware, welche das
ICC-IF anbietet und über das ICC-Protocol mit den Proxies anderer Intercloud-Broker kommu-
niziert. Er setzt Aufrufe lokaler Komponenten des ICB bei entfernten ICB um. Der Intercloud-
Proxy mit seiner Schnittstelle sowie dem ICC-Protocol und den wichtigsten Beziehungen zu
anderen Komponenten werden in Unterabschnitt 6.2.2 vorgestellt.
Der Cloud-Adapter hat die Aufgabe der Adaption von Technologien, Schnittstellen und Daten-
modell zu einem spezifischen IoT-Cloud-System. Der Nachrichtenaustausch zwischen Cloud-
Adapter und IoT-Cloud ist durch das Protokoll (Legacy-Cloud-Protocol) der CP-DaaS-API vor-
gegeben. In Bezug auf das Konzept ist der Cloud-Adapter eine durch die Cloud-Provider hinter
dem IC-DaaS-Adapter-Interface (IC-DaaS-Adapter-IF) zu implementierende Komponente, wel-
che das IC-DaaS-IF des Service-Connectors und das Intercloud-Datenmodell auf die CP-DaaS-
API (beinhaltet Legacy-Cloud Datenmodell) abbildet. Der IC-DaaS-Adapter mit seiner Schnitt-
stelle sowie den in Beziehung stehenden anderen Komponenten werden in Abschnitt 6.2.3
vorgestellt.
Neben den drei Hauptkomponenten gibt es einige notwendige Assistenzkomponenten. Der
Identity-Provider ist für das Identitätsmanagement (IdM) und die Authentifizierung von Entitäten
verantwortlich, insbesondere der IoT-Dienste (ANF-5). Der Access-Service stellt Informationen
über Zugriffsberechtigungen von Entitäten (insb. IoT-Dienste) auf Ressourcen (IoT-Geräte) be-
reit. Der Discovery-Service verwaltet Informationen für das Finden (Discovery ) und die Auswahl
(Selection) von Clouds, welche vor allem vom Proxy für Weiterleitungen von Anfragen (Distri-
bution: Pull, Push, Control) in die Intercloud benötigt werden. Der Push-Stream-Provider ist
für die Organisation und Weiterleitung der Push-Notifications (Distribution: Push) in der Inter-
cloud verantwortlich. All diese Komponenten haben Beziehungen zu den Hauptkomponenten
und bieten auch eigene Schnittstellen an. Diese Dissertation will sich schwerpunktmäßig aber
mit der Organisation der Push-Kommunikation in der Intercloud beschäftigen, weswegen der
Push-Stream-Provider in Kapitel 8 vertiefend behandelt wird.
Die Reihenfolge der Vorstellung der drei Hauptkomponenten ist im Folgenden so gewählt, dass
sie dem Verlauf eines Aufrufs von einem externen IoT-Dienst beim ICB, über eine Intercloud-
Kommunikation zwischen zwei Brokern und letztlich dem finalen Aufruf bei einer Cloud durch
den ICB entspricht.
6.2.1 Service-Connector, IC-DaaS-IF und Service-Protocol
Der Service-Connector (Vgl. Abbildung 6.6) ist der Kommunikationsendpunkt für Dienstanfra-
gen. Das angebotene IC-DaaS-IF ist eine Kommunikationsschnittstelle und wird zwischen IoT-
Dienst und Service-Connector durch das Service-Protocol realisiert. Der IoT-Dienst nutzt einen
Client-Stub, welcher dieselbe Schnittstelle implementiert.
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IC-DaaS-IF
Das IC-DaaS-IF bietet folgende Methoden zum Anfragen von Gerätedaten:
• getDeviceData(Permission, Filter, Projection, Paging, Sorting, History): Methode zum
Abrufen von Gerätedaten nach Pull-Semantik. Gibt eine Ergebnisliste von Geräten zurück.
• subscribeDeviceData(Permission, Filter, Projection, Sampling, replyAddress60): Auf-
ruf zum Registrieren einer Subscription, um kontinuierlich Gerätedaten nach Push-Seman-
tik zu erhalten. Gibt eine Antwortadresse zurück.
• unsubscribeDeviceData(Permission, replyAddress): Aufruf zum Abmelden einer Sub-
scription mit der gegebenen Antwortadresse. Gibt eine Bestätigung zurück.
• controlDevice(Permission, deviceId, PartialDevice): Aufruf zum Steuern eines einzel-
nen Geräts. Gibt das geänderte Gerät zurück.
Jede der Methoden veranlasst beim Service das Senden bzw. beim empfangenden Service-
Connector das Verarbeiten einer entsprechenden Nachricht.
Zunächst wird kurz auf den Ablauf innerhalb der Komponente eingegangen. Anschließend wird
das zur Schnittstelle zugehörige Nachrichtenmodell des Service-Protocols vorgestellt.
Ablauf
Bevor Anfragen vom Service-Connector verarbeitet werden können, müssen die Dienste sich
beim Identity-Provider angemeldet (1) haben. Der Identity-Provider kann in der Systemarchi-
tektur auch als separater Dienst (z.B. bestehender Dienst der lokalen Cloud auf Basis von Ope-
nID61 oder SAML62) realisiert sein. Nach erfolgreicher Anmeldung können die Dienste DaaS-
Anfragen über die IC-DaaS-Schnittstelle an den Service-Connector senden (2). Der Identity-
Provider garantiert die Identität des anfragenden Dienstes gegenüber dem Service-Connector
(3). Der Service-Connector prüft anschließend bei einem Access-Service, ob der Dienst über-
haupt Anfragen bei diesem ICB stellen darf (4). Optional kann der Service-Connector so auch
prüfen, ob der Dienst speziell zu der gestellten Anfrage (z.B. nach bestimmten Geräten, Daten
usw.) berechtigt ist.
Im speziellen Fall einer Anfrage nach Push-Daten, übergibt der Service-Connector die Anfrage
dem Push-Stream-Provider, welcher die benötigte Infrastruktur allokiert (5), dieser wird später
den angeforderten Datenstrom kontinuierlich ausliefern (13 - vorgegriffen auf den weiteren Ab-
lauf). Der Push-Stream-Provider baut auf einer erweiterten Publish/Subscribe-Infrastruktur auf
und wird in Kapitel 8 ausführlich beschrieben. Er stellt ein Publish/Subscribe-Topic mit Topic-
Adresse und die Adresse eines zugehörigen Publish/Subscribe-Service (PubSub-Service) be-
reit. Der Client-Stub des Service-Connectors stellt einen Event-Consumer bereit, welcher am
zuvor bereitgestellten Topic die Notifications empfängt und an das Dienst-Backend ausliefert.
Zuletzt ruft der Service-Connector die interne Schnittstelle des Intercloud-Proxy auf, der sich
(6) um die für die Dienste transparente Weiterleitung (ANF-2) kümmert.



















































Abbildung 6.6: Ablauf einer DaaS-Anfrage beim Service-Connector
Auch die lokale Cloud kann Anfragen interner Dienste über den Cloud-Adapter (in Abbildung 6.6
nicht dargestellt) an den Service-Connector weiterleiten, um Geräte in der Intercloud mit einzu-
beziehen. Dies entspricht aber nur einem lokalen Methodenaufruf beim Service-Connector und
wird daher nicht weiter erläutert, da der restliche Ablauf identisch zum bereits beschriebenen
ist.
Nachrichtenmodell des Service-Protocols
Die Grundlagen zum Entwurf des IC-DaaS-IF liefert die Untersuchung der DaaS-Schnittstellen
in Abschnitt 3.1 und Abschnitt 3.2. Sie soll den gemeinsamen Funktionsumfang der DaaS-
Schnittstellen verschiedener IoT-Clouds widerspiegeln. Daher muss das Nachrichtenmodell des
Service-Protocols sowohl Request/Response als auch das Publish/Subscribe-Pattern unterstüt-
zen.
Wie Abbildung 6.7 zeigt, baut das gesamte Nachrichtenmodell des ICB auf einem Basisnach-
richtentyp auf. Message kennt die Felder für Absender (from) und Empfänger (to) sowie einer id.
Request und Response lassen sich über die id bei Client u. Server einander zuordnen. Bei Pu-
sh Notification entspricht from und to den Adressen von Publishern, Publish/Subscribe-Service
und Subscribern je nachdem, wer gerade sendet und empfängt. Weiterhin gibt es die selbster-
klärende topicAddress und einen beliebigen Payload. Zunächst wird das Request-/ Response-
Modell näher beschrieben.
Abbildung 6.8 zeigt das Request-Modell des IC-DaaS-IF. Der Obertyp ist ein IC-DaaS-Request.
Da Dienste in Stellvertretung von IoT-Nutzern möglicherweise zugriffsbeschränkte Ressourcen
nutzen sollen, müssen sie noch ein Berechtigungsobjekt (Permission) mitsenden. Das können
z.B. User Credentials oder Access-Token sein, die den vertretenen IoT-Nutzer berechtigen, auf
bestimmte Ressourcen zuzugreifen. Die Prüfung erfolgt durch den Access-Service.
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Abbildung 6.8: Request-Modell des IC-DaaS-IF.
Die weiteren Abhängigkeiten bilden in erster Linie die Datenanfrage (DataRequest) nach Pull
und Push sowie das Steuern von Geräten (Control Devices) ab und werden von den entspre-
chenden Methoden des IC-DaaS-IF verarbeitet.
Eine Datenanfrage besitzt immer ein Filterobjekt (Filter) und eine Projektion (Projection) (Vgl.
Unterabschnitt 6.1.1). Mit einer Pull-Anfrage (GetDeviceData) können optional Parameter für
Paging, für die Sortierung (Sorting) des Ergebnisses und die zusätzliche Abfrage von histori-
schen Daten (History) angegeben werden. Für eine Push-Subscription (SubscribeDeviceData)
können optional Parameter für das gewünschte Sampling (z.B. Aggregationsmethode und Ra-
te) sowie eine Antwortadresse (ReplyAddress) angegeben werden. Die Antwortadresse ist ei-
ne Wunschäußerung zur Bezeichnung der Topic-Adresse durch den Push-Stream-Provider. Zur
Abmeldung einer Subscription (UnsubscribeDeviceData) auf Gerätedaten wird die tatsächlich
verwendete Antwortadresse (wird vom Client-Stub über SubscribeDeviceDataReponse erhal-
ten) übergeben.
Eine ControlDevice-Anfrage enthält die GeräteId und die gewünschte Zustandsänderung als
Teilrepräsentation des Geräts (PartialDevice). Als Nächstes werden die Antworten auf einen
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IC DaaS Error Response
errorMessage
pubsubService
Abbildung 6.9: Response-Modell des IC-DaaS-IF.
Ein allgemeiner IC-DaaS-Response (Vgl. Abbildung 6.9) erbt ebenfalls die Eigenschaften von
Message und hat außerdem noch einen Parameter für Antwortcodes (responseCode), z.B.
»200 - OK« für die entsprechenden Untertypen im Erfolgsfall oder bei Fehlern (z.B. fehlende Zu-
griffsberechtigung) andere Codes für Fehlerantworten (IC-DaaS-Error-Response), welche dann
zusätzlich noch die Fehlermeldung (errorMessage) enthalten. Die Unterscheidung der Unterty-
pen ist weitgehend analog zu den IC-DaaS-Requests.
Ein GetDeviceDataResponse enthält die entsprechende Ergebnisliste mit Geräten als Einträ-
gen. Diese Liste kann ein Ausschnitt der Gesamtliste (durch Paging) und sortiert nach den
durch Sorting definierten Parametern sein. Sie kann zusätzlich historische Gerätedaten der je-
weiligen Einträge enthalten. Die Darstellung jedes Geräts der Liste kann außerdem durch die
zuvor angegebene Projektion reduziert sein.
Die Antwort (SubscribeDeviceDataResponse) auf einen Subscription-Request enthält die Adres-
se des Publish/Subscribe-Dienstes (pubsubService), welcher die Daten ausliefert und die vom
ICB bestätigte Antwortadresse (replyAddress) des Publish/Subscribe-Topics. In bestimmten
Fällen kann letztere von der angeforderten Antwortadresse abweichen. Zum Beispiel, weil die
Antwortadresse bereits vergeben ist oder weil das Zustellkonzept von Push-Notifications auf
vollständig automatisiert vergebenen Adressen basiert.
Ein ControlDeviceResponse enthält den neuen vollständigen Zustand eines Geräts als Bestä-
tigung im Erfolgsfall. Ansonsten wird eine Fehlerantwort mit entsprechender Fehlermeldung
gesendet. Bei konkurrierendem Zugriff werden z.B. Informationen über den occ Parameter des
zu ändernden DataFieldValue des betreffenden Gerätes zurückgegeben.
Für die Zustellung von aktualisierten Gerätezuständen bedarf es außerdem einer erweiterten
Push-Notification (Vgl. Abbildung 6.10). Der Payload ist in diesem Falle vom Typ Device. Je
nachdem wie die Parameter des vorherigen SubscribeDeviceData-Requests definiert waren,
erhält der Client entsprechend nur Information bestimmter Geräte (Filter) mit möglicherweise
reduzierter Darstellung (Projektion). Die topicAddress der Notification ist identisch zu der zuvor
in der Bestätigung (SubscribeDeviceDataResponse) erhaltenen replyAddress. Die Häufigkeit
(z.B. rate 60 Sekunden) und Wertedarstellung (z.B. Median, Durchschnitt) hängt unter Umstän-
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Abbildung 6.10: Push-Notifications des IC-DaaS-IF.
den vom angeforderten Sampling ab.
6.2.2 Intercloud-Proxy, ICC-IF und Protokoll
Der Intercloud-Proxy ist der Kern der Middleware, da er die eigentliche Verbindung zwischen
mehreren internen Komponenten des lokalen ICB und den Komponenten von ICB entfernter Do-
mänen anderer Cloud-Provider herstellt. Die Weiterleitungsfunktion des Proxy wird nach außen
über das ICC-IF bereitgestellt. Der Ablauf innerhalb der Komponente muss bedingt durch den
verteilten Charakter und die unterschiedlichen Aufgaben zweigeteilt nach sendendem Proxy
und empfangendem Proxy betrachtet werden. Außerdem wird für das ICC-Protocol ein erwei-
tertes Nachrichtenmodell benötigt.
ICC-IF
Das ICC-IF stellt folgende Methoden bereit:
• forwardGetDeviceData(GetDeviceData): veranlasst eine Weiterleitung einer GetDevice-
Data-Anfrage an mehrere Clouds. Sie soll dem ursprünglich anfragenden Client (externer
Dienst, lokale Cloud) als Antwort eine Ergebnisliste (Vgl. Abbildung 6.9 - ResultList) von
Geräten liefern. Die Weiterleitung an mehrere entfernte Proxies führt dazu, dass jeder
dieser Proxies mit einer eigenen Ergebnisliste antwortet. Um dem Client direkt auf sei-
nen ursprünglichen Request (GetDeviceData) antworten zu können, muss dieser solange
gehalten werden, bis von allen Proxies entweder: (a) ein Ergebnis oder (b) ein Fehler
erhalten wurde oder (c) ein Timeout der Weiterleitung aufgetreten ist. Die Timeout-Zeit
des Client-Requests muss dabei höher liegen als die einer Weiterleitung, da sonst ein
Timeout beim Client auftreten könnte, während der Intercloud-Proxy noch auf Ergebnisse
der entfernten Cloud wartet. Nachdem alle entfernten Proxies geantwortet (GetDevice-
DataForwardResponse) haben, wird die zusammengeführte Ergebnisliste an den Client
gesendet (GetDeviceDataResponse).
• forwardSubscribeDeviceData(SubscribeDeviceData, pubSubService): veranlasst ei-
ne Weiterleitung zum Anlegen jeweils einer Subscription an mehreren entfernten Clouds.
Das Ergebnis sind mehrere eingehende Push-Datenströme (einer pro Weiterleitung an
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eine entfernte IoT-Cloud), welche durch den lokalen Push-Stream-Provider verwaltet wer-
den müssen. Die im Schritt (5) vom Push-Stream-Provider festgelegten Verbindungsin-
formationen (Topic-Adresse und Publish/Subscribe-Serviceadresse) werden an den ent-
fernten Proxies als Zieladresse für diese Datenströme benötigt und daher mitgesendet.
Die Antwort an den Client (SubscribeDeviceDataResponse) durch den Service-Connector
kann schon vor der eigentlichen Weiterleitung (8) gesendet werden, da die Antworten der
entfernten Proxies nur einfache Bestätigungen (IC-DaaS-Response) oder Fehlerantwor-
ten (IC-DaaS-ErrorResponse) und für den Empfang der Gerätedaten beim Client irrele-
vant sind.
• forwardUnsubscribeDeviceData(UnsubscribeDeviceData): veranlasst eine Weiterlei-
tung zur Abmeldung einer bestehenden Subscription an den entfernten Clouds und das
Freigeben der ursprünglich dafür allokierten Push-Infrastruktur. Die Antwort ist ein IC-
DaaS-Response oder IC-DaaS-ErrorResponse.
• forwardControlDevice(ControlDevice): veranlasst die Weiterleitung einer Anfrage zum
Steuern eines Geräts. Die obligatorische Angabe einer deviceId (Vgl. Abbildung 6.8 -
ControlDevices) löst genau ein Gerät in der Intercloud auf. Je nachdem wie der Discovery-
Service konzipiert ist, muss hier unterschiedlich vorgegangen werden. Im Fall einer Broad-
casting-artigen Weiterleitung an mehrere Clouds muss ähnlich wie wie bei einem GetDe-
viceDataForward gewartet werden, bis eine Cloud mit dem ControlDeviceResponse ant-
wortet. Alle anderen Clouds würden mit einem IC-DaaS-ErrorResponse antworten. Im Fall
einer zielgerichteten Weiterleitung muss nur auf ein einzelnes Ergebnis gewartet werden.
Die einzelnen Methoden erzeugen bzw. verarbeiten die entsprechenden Nachrichten des ICC-
Protocols jeweils beim sendenden bzw. empfangenden Proxy.
Ablauf des sendenden Proxys
Der Intercloud-Proxy (Vgl. Abbildung 6.11) eines lokalen ICB erhält die Weiterleitungsanforde-
rung (6) des Service-Connectors und setzt die zuvor erläuterte Verarbeitung von Abbildung 6.6
fort. Im Fall einer Push-Anfrage wurde bereits der Push-Stream-Provider mit einbezogen (5),































Abbildung 6.11: Ablauf einer DaaS-Weiterleitung beim sendenden Intercloud-Proxy
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Zuerst holt sich der Intercloud-Proxy vom Discovery-Service die Adressen von den für die Wei-
terleitung infrage kommenden Clouds bzw. den Proxies ihrer ICB (7). Informationen von ent-
fernten Clouds liegen dem Discovery-Service nur von Clouds vor, welche zuvor den Prozess
zur Etablierung einer Vertrauensbeziehung (Vgl. Unterabschnitt 6.1.2) durchgeführt haben. Im
Spezialfall einer Anfrage durch einen externen Dienst muss auch die lokale Cloud mit in die
Weiterleitung einbezogen werden. Für einen Aufruf beim lokalen Cloud-Adapter nimmt der lo-
kale Proxy dazu auch die Rolle eines empfangenden Proxys ein, d.h. er leitet die Nachricht
zusätzlich an sich selbst weiter. Der Discovery-Service gibt dazu auch die lokale Adresse des
sendenden Proxys mit. Im Fall einer Anfrage eines internen Dienstes der lokalen Cloud über
den Cloud-Adapter entfällt diese Selbstadressierung, da die lokale Cloud ihre internen Dienste
selbst mit ihren verwalteten Gerätedaten versorgt. Die Detailkonzeption des Discovery-Service
wird in Kapitel 7 beschrieben. Bei der Weiterleitung der verschiedenen Nachrichten (8) muss
der Proxy die verschiedenen zuvor für das ICC-IF beschriebenen Prozedere der entsprechen-
den Methodenaufrufe durchlaufen.
Ablauf des empfangenden Proxys
Der Ablauf beim Empfänger einer Weiterleitung (8) durch das ICC-IF ist in Abbildung 6.12 dar-
gestellt. Zuerst werden (9) wie folgt durch den Access-Service mehrere Berechtigungen über-
prüft: (a) Ob die Weiterleitung von einer vertrauenswürdigen Cloud stammt, (b) ob der anfra-
gende Service bei der lokalen Cloud des empfangenden ICB zulässig ist und (c) die enthaltene
Permission für eine lokale Ressource (IoT-Gerätezugriff) gültig ist. Danach wird je nach DaaS-
Anfragetyp ein bestimmter Aufruf bei der lokalen Cloud über den Cloud-Adapter durchgeführt






























Abbildung 6.12: Ablauf einer DaaS-Weiterleitung beim empfangenden Intercloud-Proxy
Für den Fall einer weitergeleiteten SubscribeDeviceData-Anfrage wird der Cloud-Adapter den
bereitgestellten Push-Datenstrom der lokalen Cloud mit dem Push-Stream-Provider des lokalen
ICB verlinken (11). Der hiesige Push-Stream-Provider nutzt anschließend die weitergeleiteten
Informationen aus (5) zur Weiterleitung des Push-Datenstroms in der Intercloud (12).
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Erweitertes Nachrichtenmodell für das ICC-Protocol
Für die Weiterleitung der Anfragen muss das Nachrichtenmodell des IC-DaaS-IF geringfügig
erweitert werden (Vgl. Abbildung 6.13), um einige zusätzlich benötigte Informationen an die





















Abbildung 6.13: Erweitertes Nachrichtenmodell für die Weiterleitung von DaaS-Anfragen
Ein IntercloudForward repräsentiert die Weiterleitung einer Dienstanfrage in die Intercloud. Da
from und to einer Message von Sender- und Empfänger-Proxy belegt sind, wird der zusätzliche
Parameter requestor eingeführt, um die Information über den ursprünglich anfragenden Dienst
(z.B. für die Prüfung beim Access-Service) erhalten zu können. Für Push, Pull und Control
werden Forward-Varianten eingeführt, welche ihre Eigenschaften von Typen des IC-DaaS-IF
und vom IntercloudForward erben. SubscribeDeviceDataForward wird zusätzlich noch um die
Adresse des verantwortlichen Publish/Subscribe-Service (pubSubService) erweitert.
Die Responses für GetDeviceDataForward und ControlDevice sind identisch zu ihren Super-
typen (Vgl. Abbildung 6.9). Auf SubscribeDeviceDataForward folgt ein IC-DaaS-Response, da
replyAddress und pubsubService vom sendenden Proxy erzeugt bzw. verwaltet werden und da-
her nicht in der Antwort an ihn zurückgegeben werden müssen.
6.2.3 Cloud-Adapter und IC-DaaS-Adapter-IF
Vom Intercloud-Proxy empfangene Weiterleitungen führen letztendlich zu einem Aufruf bei einer
lokalen Cloud. Dazu stellt ein Cloud-Adapter eine Rückadaption von Datenmodell und Schnitt-
stellen des Intercloud-Datenmodells in das Datenmodell der lokalen Cloud bereit. Der Cloud-
Adapter ist daher eine für jede Cloud-Lösung (z.B. wie sie in Abschnitt 3.2 vorgestellt wur-
den) individuell zu realisierende Komponente, welche das IC-DaaS-Adapter-IF implementieren
muss.
IC-DaaS-Adapter-IF
In Anlehnung an die vier bisher präsentierten DaaS-Methoden, beinhaltet die allgemeine Adap-
tionsschnittstelle (IC-DaaS-Adapter-IF) folgende Methodenaufrufe:
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• serveGetDeviceData(GetDeviceDataForward): Anweisung zur Verarbeitung einer wei-
tergeleiteten GetDeviceData-Anfrage durch die lokale Cloud. Die lokale Cloud soll die Ge-
rätedaten, welche der Anfrage (DataRequest: Filter, Projektion) genügen, strukturiert (Pa-
ging, Sorting, History) als Ergebnisliste von Geräten (ResultList<Device>) im Intercloud-
Datenmodell (IC-DM) zurückliefern. Mögliche Rückgabewerte für Fehlerfälle sind fehlende
Zugriffserlaubnis.
• serveSubscribeDeviceData(SubscribeDeviceDataForward): Anweisung zur Verarbei-
tung einer weitergeleiteten SubscribeDeviceData-Anfrage durch die lokale Cloud. Die lo-
kale Cloud soll einen Push-Datenstrom bereitstellen, welcher der Anfrage genügt (Da-
taRequest/Sampling). Dieser muss am Ende als lokales generisches Datenstrom-Objekt
in der Technologie des ICB vorliegen. Dabei soll das Datenmodell der Notifications vom
Cloud-Datenmodell (Legacy-DM) in das IC-DM übersetzt werden. Das Datenstrom-Objekt
(IC-DM), muss später noch vom Push-Stream-Provider gebunden werden, welcher sich
um die Zustellung der vom Datenstrom-Objekt emittierten Notifications in der Intercloud
kümmert (pubsubAddress, replyAdress). Der Rückgabewert im Erfolgsfall ist daher das
Datenstrom-Objekt (IC-DM). Ein Fehlerfall für eine Rückgabe kann z.B. durch fehlende
Zugriffserlaubnis auf die Gerätedaten durch den IoT-Dienst auftreten.
• serveUnsubscribeDeviceData(UnsubscribeDeviceDataForward): Aufruf zur Verarbei-
tung einer weitergeleiteten UnsubscribeDeviceData-Anfrage durch die lokale Cloud. Die-
se muss den Datenstrom mit dem in der Intercloud gültigen Topic (replyAdress) entfer-
nen. Der lokale Push-Stream-Provider verwaltet die Zuordnung zum Cloud-spezifischen
Push-Datenstrom und initiiert die Abmeldung über den Cloud-Adapter. Rückgabewerte
sind Erfolg oder Fehler, falls z.B. kein Datenstrom gefunden wurde oder wegen fehlender
Zugriffserlaubnis.
• serveControlDevice(ControlDeviceForward): Anweisung zur Verarbeitung einer weiter-
geleiteten ControlDevice-Anfrage durch die lokale Cloud. Zuerst muss die Änderungsan-
forderung (Partial Device) vom IC-DM in das native Modell der lokalen Cloud übersetzt
werden. Anschließend wird versucht, den Zustand des entsprechenden Geräts (deviceId)
zu ändern. Mögliche Rückgaben sind entweder Erfolg mit dem aktuellen Zustand des
Geräts (Device) oder Fehler wie unbekanntes Gerät, Änderungskonflikt oder keine Zu-
griffserlaubnis.
Die Übergabeparameter entsprechen denen des erweiterten Nachrichtenmodells des ICC-Pro-
tokolls. Die erwähnte Zugriffserlaubnis ergibt sich entweder durch den Parameter »permission«,
den jeder IC-DaaS-Request mit beinhaltet oder explizit durch den Parameter »requestor«, wel-
cher durch den IntercloudForward weitergeleitet wurde.
Ablauf beim Cloud-Adapter
Die Verarbeitung setzt fort mit dem Aufruf des Adapters über dessen Schnittstelle durch den
Intercloud-Proxy (Vgl. Abbildung 6.14 - 10). Hinter jeder der oben erläuterten Methodenaufrufe
müssen ggf. ein oder mehrere native Aufrufe (10a) bei der lokalen Cloud implementiert werden,
um die jeweils erforderliche Funktionalität der DaaS-Anfragen abzubilden. Die Rückgabewerte
der Aufrufe veranlassen das Senden der Response-Nachrichten am Intercloud-Proxy.
Für den Fall einer Subscription auf Push-Daten wird außerdem der Push-Stream-Provider ein-
bezogen (10b), um einen neuen Datenstrom anzufordern. Die lokale Cloud wird diesen zu-
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Abbildung 6.14: Verarbeitungsablauf eines Aufrufs beim Cloud-Adapter durch das IC-DaaS-IF
nächst in ihrer zugrundeliegenden Technologie und dem Datenmodell (Legacy-Stream) bereit-
stellen (10c) - z.B. Message-Bus, Message-Queue, Publish/Subscribe-Service usw.). Dieser
muss jeweils durch einen eigenen Stream-Adapter lokal in der für die Implementierung des ICB
genutzten Technologie bereitgestellt werden (10d), welcher den Push-Datenstrom im nativen
Datenmodell der Cloud (10e) empfängt und in das Datenmodell der Intercloud (IC-DM) über-
setzt. Der Stream-Adapter ist eine lokale Objektinstanz und wird dem Push-Stream-Provider
bereitgestellt (11). Dieser kümmert sich darum, die Notifications dann als IC-Push-Datenstrom
(12) an den entfernten Push-Stream-Provider zu übertragen, welcher wiederum die Daten letzt-
lich dem Dienst zustellt (Vgl. Abbildung 6.6 - 13).
6.3 Zusammenfassung
Dieses Kapitel hat eine Komponentenarchitektur für den ICB zur Realisierung einer IoT-Inter-
cloud vorgeschlagen und beantwortet direkt Forschungsfrage FF-4. Im Zuge dessen wurden
auch die Anforderungen ANF-1, ANF-2, ANF-3, ANF-4, ANF-5 durch das vorgeschlagene Kon-
zept adressiert. Die Frage FF-2 zur Generalisierung kann durch das Konzept nicht vollständig
beantwortet werden, da einerseits die vorgeschlagene IC-DaaS-Schnittstelle möglicherweise
nur ein Minimalset an zu unterstützenden Eigenschaften umfasst. Anderseits nehmen diesbe-
züglich das eingeführte Gerätedatenmodell und die Filtersprache nur eine Platzhalterfunktion
ein. Für sie kann nicht garantiert werden, dass sie in allen möglichen Szenarien ihrer Aufgabe
gerecht werden. Hier muss in Zukunft ein einheitlicher Standard für die IoT-Intercloud geschaf-
fen werden. Potenziell geeignete Kandidaten zu finden sollte aber nicht Teil der Dissertation sein
und wurde daher auch bei den Anforderungen als Kriterium ausgeschlossen (AK-1). Dies trifft
auch auf weitere notwendige aber ausgeschlossene Kriterien zur Sicherheit und Privatsphäre
(AK-4) sowie Details der Zugriffskontrolle (AK-3) zu.
Stattdessen sollen zwei wichtige Komponenten des ICB genauer beschrieben werden. Das
Problem von Discovery & Auswahl von Clouds ist Aufgabe des Discovery-Service. Wie der
Prozess intern abläuft und was beim Entwurf des Discovery-Service für eine IoT-Intercloud be-
rücksichtigt werden muss, wird in im folgenden Kapitel 7 geklärt. Weiterhin ist das Problem
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der Zustellung von Push-Notifications durch den Push-Stream-Provider bisher nur oberflächlich
erläutert worden. Insbesondere die hohe zu erwartende Anzahl von Nutzern sowie hoher Nach-
richtendurchsatz bei gleichzeitiger Echtzeitanforderung machen einen detaillierteren Blick auf




Der Intercloud-Proxy muss bei einer Weiterleitungsanfrage wissen, wohin eine Anfrage wei-
tergeleitet werden soll. Bisher wurde vereinfacht angenommen, dass er eine Anfrage an den
Discovery-Service stellt (Vgl. Abbildung 6.11 - Schritt (7)), der ihm ein passendes Set an Clouds
bzw. deren Adressen zurückgibt. Dieser Abschnitt beschreibt, wie dieses Set gebildet wird. Da-
zu wird der Entwurf des Discovery-Service diskutiert.
Zuerst wird das Problem der Cloud-Discovery kurz beschrieben. Anschließend wird eine geeig-
nete Topologie für den Entwurf des Discovery-Service eingeführt und begründet. Zuletzt werden










Abbildung 7.1: Discovery-Problem: Welche Weiterleitungsziele gibt es? Welche Weiterleitungs-
ziele passen zur Anfrage?
Wie Abbildung 7.1 zeigt, liegen der Aufgabe des Discovery-Service zwei Fragen zugrunde. Die-
se lassen sich zwei der drei von Toosi et al. als für die Intercloud notwendig beschriebenen
Provisionierungsschritte zuordnen (Vgl. Tabelle 4.1):
1. Discovery: Welche IoT-Clouds sind mögliche Weiterleitungsziele?
2. Auswahl: Welche IoT -Clouds sind passende Weiterleitungsziele?
Bei der Beantwortung dieser Fragen müssen außerdem zwei Anforderungen berücksichtigt wer-
den. Die Discovery muss so abgebildet werden, dass sie den individuellen Kooperationen der
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Cloud-Provider entspricht (ANF-4), weswegen es keinen global zugänglichen Geräteindex ge-
ben darf, auf den alle Provider eine homogene Sicht haben (ANF-6).
Nachdem im folgenden Unterabschnitt die geeignete Topologie eingeführt wurde, wird sich zei-
gen, dass sich die beiden vorgeschlagenen Ansätze hauptsächlich in der Beantwortung zur
Frage der Auswahl unterscheiden.
7.1.1 Topologie des Discovery-Service
In Abschnitt 2.5 wurden verschiedene Topologien und Konzepte für Discovery-Services einge-
führt. Sowohl zentralisierte Ansätze als auch strukturiere P2P-Ansätze (DHT) lassen sich aus-
schließen, da sie entweder zu einem globalen Index führen, keine ausreichende Unterstützung
für eine attributbasierte Suche bieten oder ineffizient bei Suchzeit, Kommunikationseffizienz und
Treffergenauigkeit sind.
Darüber hinaus ist, bedingt durch das bisher präsentierte Konzept für die IoT-Intercloud, bereits
eine hierarchische P2P-Topologie mit Supernodes vorhanden. Für den Discovery-Service wird
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Abbildung 7.2: Hierarchische Topologie mit Supernodes des verteilten ICB-Discovery-Service
Wie Abbildung 7.2 zeigt, stellen die Discovery-Services jedes ICB/ jeder IoT-Cloud Superno-
des dar, bei denen sich IoT-Geräte (Nodes) im hiesigen Verzeichnis (Directory ) registrieren.
Die Discovery-Services verschiedener ICB synchronisieren Informationen ihrer Verzeichnisse
(Directory Synchronization) untereinander. Wer mit Wem synchronisiert, hängt von den indivi-
duellen Vertrauensbeziehungen der Provider ab. Ein Discovery-Service-Client (DS-Client) kann
prinzipiell einen Lookup bei einem beliebigen Supernode machen. Er wird dabei aber Geräte in
Abhängigkeit der Vertrauensbeziehungen des jeweiligen Providers eines ICB finden. Für eine
Suchanfrage bei einem beliebigen Supernode bedeutet das, dass die Vollständigkeit des Su-
chergebnisses erst bei einem vollvermaschten P2P-Netz gegeben ist. Dieser Nachteil muss an
dieser Stelle eingegangen werden, um ANF-6 zu wahren.
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Welche Informationen bei der Verzeichnissynchronisation ausgetauscht werden, unterschei-
det die beiden verfolgten Ansätze für den Discovery-Service. Das Verzeichnis des Discovery-
Service hält als wichtigste Informationen die Adressen von entfernten ICB, an denen weitere
IoT-Geräte in der Intercloud zu finden sind. Im einfachsten Fall ist das Geräteverzeichnis selbst
nur Teil der jeweils lokalen IoT-Cloud. Der Discovery-Service des ICB synchronisiert dann
nur Vertrauens- und Adressinformationen mit entfernten ICB. Dieser Ansatz führt zu Query-
Flooding mit einer Time-To-Live (TTL) von eins (bedingt durch nicht-transitive Vertrauensbe-
ziehungen), was analog zu einem Broadcast ist. Dieser Ansatz wird zunächst in Abschnitt 7.2
vorgestellt.
Ein erweiterter Ansatz versucht einige Nachteile des einfachen Ansatzes zu adressieren, in-
dem der Discovery-Service in seinem Verzeichnis zusätzlich Geräteinformationen von entfern-
ten IoT-Clouds hält. Das bedeutet, dass die Verzeichnissynchronisation auch Gerätedaten um-
fasst. Dadurch ergibt sich anstelle von Query-Flooding einerseits die Möglichkeit, bestimmte
Anfragen direkt durch den lokal angefragten Discovery-Service zu beantworten. Andererseits
kann bei einer Anfrage nach detaillierteren Geräteinformationen eine gerichtete Weiterleitung,
ähnlich eines Multicasts durchgeführt werden. Dieser Ansatz wird anschließend in Abschnitt 7.3
vorgestellt.
7.2 Einfache Cloud-Discovery mit Broadcasting-Weiterleitung
Der generelle Entwurf des Discovery-Service beantwortet die Frage zur Discovery wie folgt:
Aus Sicht eines ICB sind mögliche Weiterleitungsziele die ICB anderer Domänen A, B, C, ...,
mit deren Providern der hiesige Cloud-Provider einen Vertrauenskontext auf Basis einer indivi-
duellen Kooperation besitzt.
Für ein Adressenverzeichnis des Discovery-Service bedeutet dies, dass er genau die ICB-
Adressen anderer Domänen als Einträge enthält, mit deren Providern eine, wie in Unterab-
schnitt 6.1.2 beschriebene, Vertrauensbeziehung eingegangen wurde. Daher können diese bei-
den Aufgaben gekoppelt und beide durch den Discovery-Service realisiert werden. Eine neue
ICB-Adresse wird in das Adressverzeichnis des Discovery-Service aufgenommen, sobald eine
neue Vertrauensbeziehung zu einer anderen ICB-Domäne eingegangen wird.
Wie Abbildung 7.3 zeigt, reichen die Einträge von ICBs im Adressverzeichnis bereits aus, um
eine Broadcasting-Weiterleitung an alle bekannten (vertrauenswürdigen) Ziele zu realisieren.
Was die zweite Frage zur Auswahl betrifft, wird bei diesem Ansatz keine Unterscheidung zu den
möglichen Clouds getroffen. Die Auswahl umfasst alle im Discovery-Schritt ermittelten Adres-
sen.
7.2.1 Schnittstelle und Protokoll des einfachen Discovery-Service
Der Vorteil dieses Ansatzes ist, dass der Discovery-Service sehr einfach konzipiert werden















Abbildung 7.3: Broadcasting: Für eine Weiterleitung werden alle Einträge aus dem Adressver-
zeichnis verwendet. Einträge basieren auf zuvor etablierten Vertrauensbezie-
hungen zu B, D und E.
• getClouds(): gibt eine Liste aller Einträge aus dem Adressverzeichnis zurück.
• addCloud(String icbAddress): fügt dem Adressverzeichnis eine neue Adresse eines
vertrauenswürdigen ICB hinzu. Anschließend wird ein AddRequest an diese Adresse ge-
sendet.
• removeCloud(String icbAddress): entfernt einen ICB aus dem Adressverzeichnis. Sen-
den eines RemoveRequests an dessen Adresse.
• acceptPending(icbAddress): akzeptieren einer empfangenen Vertrauensanfrage (Ad-
dRequest). Zur Bestätigung der Aufnahme in das Adressverzeichnis wird ein AddingAc-
cepted an die Adresse gesendet.
• rejectPending(icbAddress): ablehnen einer empfangenen Vertrauensanfrage (AddRe-
quest). Zur Ablehnung der Aufnahme in das Adressverzeichnis wird ein AddingRejected
an die Adresse gesendet.
Die vier zuletzt genannten Methoden werden als Teil des in Unterabschnitt 6.1.2 beschrieben
bidirektionalen Subscription-Handshake in den Discovery-Service integriert. Das Adressver-
zeichnis entspricht der in diesem Zusammenhang beschriebenen weißen Liste bzw. bei Instant-
Messengern der Kontaktliste und die Requests addCloud, removeCloud, acceptPending sowie
rejectPending, den in Abbildung 6.4 dargestellten Nachrichten.
Die genannten Nachrichten werden als Discovery-Protokoll zusammengefasst. Sie basieren
ebenso auf dem in Abbildung 6.7 dargestellten Nachrichtenmodell. Allerdings mit eigenen von
Message abgeleiteten Requests und Responses. Wesentlich ist nur, dass die vier genannten
Typen für die Requests unterscheidbar sind. from und to beschreiben letztendlich die genannte
icbAddress. Die Responses sind lediglich Empfangsbestätigungen.
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Da der Nachrichtenaustausch zwischen verschiedenen ICB stattfindet, kann das Discovery-
Protokoll somit als Teil des ICC-Protokolls (ICC-DS) verstanden werden.
7.2.2 Diskussion des einfachen Discovery-Service
Der Ansatz hat allerdings auch einige Nachteile. Anfragen werden immer an alle bekannten
Clouds weitergeleitet. Es gibt aber Fälle, in denen das unnötig ist und dadurch weitere Nachteile
auftreten können, wie z.B.:
1. der Filter einer GetDeviceData-Anfrage löst Geräte auf, die nur an einem Subset aller im
Verzeichnis eingetragenen Clouds zu finden sind. Im schlechtesten Fall liefert gar keine
Cloud ein Ergebnis.
2. eine ControlDevice-Anfrage löst immer nur ein einzelnes Gerät auf. Selbst wenn es durch
zwei Clouds verwaltet wird, sollte eine Steuerungsanfrage nur einmal ausgeführt werden.
Im schlechtesten Fall existiert das Gerät mit der gegebenen id in der Intercloud gar nicht.
3. der Filter einer SubscribeDeviceData-Anfrage löst niemals ein Gerät an einer entfernten
Cloud auf. Für die Remote-Routing-Tabelle der entfernten Push-Stream-Provider ergeben
sich unnötige Einträge und ein unnötiger Overhead von virtuellen Publishern.
Folgende weitere Probleme können durch diesen Ansatz nicht abgedeckt werden:
1. Sich in kurzen Abständen wiederholende Anfragen liefern für sich selten ändernde oder
statische Geräteinformationen oft dasselbe Ergebnis. Statt diese Informationen jedes Mal
neu in der Intercloud anzufordern, könnten diese aus einem lokalen Verzeichnis abgerufen
werden.
2. Push-Notifications enthalten normalerweise nicht das vollständige Gerät, sondern nur die
Werte, welche sich zuletzt geändert haben. Für inhaltsbasierte Filterung ist aber erforder-
lich, dass sämtliche für das Notification-Matching nötigen Informationen in der Nachricht
enthalten sein müssen. Dies wird vor allem für das erweiterte Konzept in Abschnitt 8.4 an-
genommen. Statt diese Informationen in jeder Notification zu übertragen, könnten diese
bei Bedarf ebenfalls aus einem lokalen Verzeichnis abgerufen werden.
Ein erweiterter Ansatz für den Discovery-Service ist daher, das Adressverzeichnis um ein Ge-
räteverzeichnis für jeden Adresseintrag eines entfernten ICB zu erweitern. Zunächst können
dadurch unnötige Weiterleitungen verhindert werden. Außerdem kann so eine Grundlage für
einen Gerätecache geschaffen werden, der die Menge der in der Intercloud zu übertragenden
Informationen sowohl für Pull- als auch Push-Anfragen weiter senken kann.
7.3 Cloud-Discovery mit Geräteverzeichnis und
Multicast-Weiterleitung
Der erweiterte Discovery-Service baut gleichermaßen auf der Antwort der Frage zur Discovey




Die erste Aufgabe des erweiterten Discovery-Service ist es, Broadcasting-Weiterleitungen zu
vermeiden. Daher muss die Frage der Auswahl der passenden IoT-Clouds aus dem Set aller



















Abbildung 7.4: Multicast: Eine Anfrage enthält einen Filter F . Der Aufruf getClouds(F) an den
Discovery-Service entspricht einem Cast auf eine Menge von Clouds, welche
Informationen F betreffend halten.
Abbildung 7.4 zeigt, eine Anfrage an den Intercloud-Proxy (ICP) mit einem Filter F , welche be-
stimmte Ressourcen vom Typ a auflöst. Der Filter wird beim Aufruf getClouds(F ) dem Discovery-
Service mitgegeben. Hält der Discovery-Service nun für jede Cloudadresse zusätzlich ein Ver-
zeichnis, welches die Ressourcen an dieser Cloud beschreibt, dann kann dadurch für F das
Set von Clouds, an die weitergeleitet werden soll, auf (B, E) eingeschränkt werden. Dieses Vor-
gehen ist ähnlich dem in [CTVP10] vorgestellten Match-Making mit dem Unterschied, dass die
zugrundeliegenden Attribute und der Algorithmus zur Auswahl verschieden sind. Das Kommuni-
kationsmuster für die Weiterleitung ändert sich dadurch im Vergleich zum einfachen Discovery-
Service von einem Broadcast zu einem Multicast. Das durch das Match-Making reduzierte
Cloudset entspricht in dieser Analogie einer Casting-Gruppe.
Die Antwort auf die Frage zur Auswahl lautet daher für das Konzept des erweiterten Discovery-
Service:
Passende Weiterleitungsziele eines ICB sind diejenigen ICB anderer Domänen, deren IoT-
Clouds Geräte verwalten, welche den Bedingungen (z.B. Filter, Berechtigungen) einer konkre-
ten DaaS-Anfrage entsprechen.
Es müssen mehrere Probleme gelöst werden, um ein solches Konzept umzusetzen. Diese sol-
len im Folgenden nacheinander diskutiert werden.
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7.3.1 Geeignete Geräteinformationen für das Verzeichnis
Die in einer IoT-Intercloud letztendlich aufzulösenden Ressourcen sind IoT-Geräte. Für jeden
Eintrag einer vertrauenswürdigen IoT-Cloud kann also ein eigenes Verzeichnis mit den dort
verwalteten Geräten angelegt werden. Die Geräte werden durch das in Unterabschnitt 6.1.1
eingeführte Gerätedatenmodell beschrieben.
Um die Suchkosten gegenüber dem einfachen Konzept zu verringern, muss mit erweiterten
Synchronisierungs- und Speicherkosten gerechnet werden. Daher sind nicht alle Informationen
des Gerätedatenmodells gleichermaßen geeignet, um sie für die entsprechenden Verzeichnis-
se in der Intercloud zu synchronisieren. Es sind primäre und sekundäre Auswahlkriterien zu
berücksichtigen.
Verschiedene Teile einer abstrahierten Gerätebeschreibung unterliegen einer unterschiedlichen
Änderungshäufigkeit sowie Universalität ihres Vorkommens bezogen auf mehrere Geräte. Dies


















Tabelle 7.1: Unterschiedliche Parametertypen von Geräten nach ihrer Änderungshäufigkeit
Wie Tabelle 7.1 zeigt, lassen sich die Werte von Parametern des Gerätedatenmodells bezüglich
ihrer Änderungshäufigkeit in Konstanten, niederfrequente Variablen und hochfrequente Varia-
blen unterscheiden. Konstanten müssen nur einmal synchronisiert werden, die Kosten dafür
sind daher niedrig. Beispiele sind GeräteIds, Geräteklassen und Read-Only (R-O) Datenfelder
ohne Samplerate (SR=0, z.B. Herstellername) mit ihren Datenfeldwerten. Bei den Variablen ist
die Unterscheidung nicht immer ganz einfach. Höchstwahrscheinlich niederfrequente Variablen
sind z.B. AccessPermissions, Owner, gatewayId. Außerdem können bestimmte Datenfeldwer-
te mit Schreibzugriff und ohne Samplerate nur sehr selten neue Werte erzeugen wie z.B. der
Statuswert eines Feuermelders. Das ist aber nicht allgemein gegeben, da ein Lichtschalter,
welcher in einem viel genutzten Raum liegt, eher häufig seinen Zustandswert ändern wird. Ein-
deutig hochfrequente Variablen sind dagegen Datenfeldwerte, deren Samplerate hoch definiert
ist, z.B. Lüfter einer Klimaanlage mit einem neuen Wert jede Sekunde oder der Bildwert einer
Überwachungskamera. Eine optimale Auswahl, insbesondere der veränderlichen Datenfeldwer-
te, müsste auf Basis einer eigenen Untersuchung über die Wahrscheinlichkeit einer Änderung
des Wertes über einen festgelegten Zeitraum getroffen werden. Eine solche Untersuchung ist
aber nicht Teil dieser Dissertation.
Ein weiteres Unterscheidungskriterium ist die Universalität, d.h. ob es sich um universelle oder
individuelle Geräteparameter handelt. Die Parameter eines konkreten Geräts wie z.B. die Gerä-
teId, der Owner usw. sind individuelle Parameter und müssen pro Gerät synchronisiert werden.
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Parameter der Geräteklassen dagegen sind universell und müssen nur einmalig synchronisiert
werden. Unmittelbar von den beiden Kriterien, Änderungshäufigkeit und Universalität für Para-
metertypen von Geräten, hängen die Synchronisierungskosten für den Discovery-Service ab.











Tabelle 7.2: Zu erwartende Synchronisierungskosten verschiedener Parametertypen von IoT-
Geräten.
Neben den bisher diskutierten primären Auswahlkriterien in Bezug auf die Synchronisierungs-
kosten gibt es für DataFieldValues mit Datentyp, Inhaltsgröße bzw. -länge und Komprimierbar-
keit sekundäre Auswahlkriterien. Zum Beispiel ist ein als Integer definierter Temperaturwert
eher klein verglichen mit dem Byte-Array eines Bildes in JPEG. Sie stellen sekundäre Kriterien
dar, da die Notwendigkeit ihrer Betrachtung von den durch die primären Kriterien festgelegten
Teilen der Gerätebeschreibung abhängig sind. Da die potenziellen Synchronisierungskosten je-
des DataFieldValue, sowohl bezüglich der primären als auch sekundären Auswahlkriterien erst
aufwendig und individuell bestimmt werden müssten, werden sie im Rahmen der Dissertation
für das Konzept des Verzeichnisses ausgeschlossen.
Im Verzeichnis liegen daher die Basisparameter eines Geräts: DeviceId, Owner, AccessPer-
missions, GatewayDeviceId, DeviceType sowie die den DeviceType beschreibenden Devi-
ceClasses und deren DataFieldTypes, da diese allesamt mit einer gewissen Sicherheit zu
erwartende Synchronisierungskosten von sehr niedrig bis niedrig haben. Dadurch kann zwar
nicht schon auf Basis von bestimmten Werten (z.B. Hersteller eines Geräts als Wert des Daten-
felds »Manufacturer«) eine Cloud für eine Weiterleitung ausgeschlossen werden, aber zumin-
dest können Clouds ausgeschlossen werden, wenn:
• die Anfrage ein konkretes Gerät bedingt, bestimmt durch dessen GeräteId, wie z.B. immer
bei einem ControlDevice-Request.
• der Anfragende keine Berechtigung hat, die entsprechenden Gerätedaten zu lesen. Ge-
geben z.B. durch das mitzusendende Permission-Objekt einer DaaS-Anfrage.
• Geräte eines bestimmten Besitzers oder an einem bestimmten Gateway gesucht werden.
• Geräte eines bestimmten Typs gesucht werden, entweder definiert durch die konkrete Ge-
räteklasse oder bestimmte Datenfelder, z.B. Geräteklassen wie Thermometer und Wasch-
maschine oder einfach nur hat ein Datenfeldtyp Temperatur.
Im schlimmsten Fall kommt es zwar zu einer unnötigen Weiterleitung (False-Positiv), aber poten-
ziell relevante Ergebnisse werden niemals ausgeschlossen (keine False-Negatives). Erkennt-
nisse aus probabilistischen Untersuchungen der Synchronisierungskosten von konkreten Data-
FieldValues könnten in Zukunft dazu genutzt werden, das Verzeichnis zusätzlich um geeignete
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DatenFieldValues zu erweitern. Dadurch könnten sich die False-Positives weiter reduzieren las-
sen.
7.3.2 Struktur und Schnittstelle des Verzeichnisses
Als Grundlage des Verzeichnisses soll ein Suchdienst auf Basis eines invertierten Indexes63
dienen, ähnlich wie es bereits in [LDT+15] vorgeschlagen wurde. Dieser soll insbesondere eine





    "wacl":["owner1"],
    "wtag":["owner1"],
    "rtag":["owner1"]},
"gatewayDeviceId":"test-0",
"deviceType":[{
    "deviceClass":"Thermometer",
    "version":"1-0-0-1",
    "dataFieldTypes":[
        {
             "fieldId":"AirtemperatureIn",
             "type":"Integer",
             "name":"Temperature",
             "description":"Indoor temperature",
             "accessMode":"READ_WRITE",
              "unit":"CELSIUS",
              "sampleRate":10000
               }, ...]
         }
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indexHits (Index B...E, Filter(Owner = „owner1“
&& deviceType.deviceClass = „Thermometer“)
= Cloud B,
  Cloud E
Abbildung 7.5: Struktur des Verzeichnisses eines Discovery-Service. Jede Cloud mit ihren Ge-
räten wird als eigener Index im Verzeichnis angelegt.
Abbildung 7.5 zeigt die vorgeschlagene Struktur des Verzeichnisses. Für jede entfernte IoT-
Cloud wird ein eigener Index angelegt. Sämtliche Geräte der entsprechenden Cloud werden
mit den im vorherigen Abschnitt diskutierten Attributen als Dokument dem jeweiligen Index hin-
zufügt und zunächst primär mit ihrer GeräteId indiziert. Die verwendete Indextechnologie (Z.B.
Apache Lucene) analysiert jedes einzelne Dokument und legt über sämtliche Schlüsselwert-
paare zusätzlich einen invertierten Index an. Dieser ermöglicht die freie Kontextsuche über
allen Attributen. Dieses Vorgehen adressiert die Anforderungen ANF-7 und ANF-13. Es kann
einerseits potenziell sehr schnell mit der GeräteId nach einzelnen Geräten gesucht werden. An-
dererseits erlauben invertierte Indexe eine hochperformante freie Kontextsuche auf Attributen
von Dokumenten. Das Aufteilen der Gerätedaten in die einzelnen Indexe pro Cloud ist außer-
dem ein erster Schritt, die horizontale Skalierbarkeit des Discovery-Service sowie Elastizität zu
gewährleisten (ANF-9).




Die interne Schnittstelle des Discovery-Service zum Verzeichnis muss sieben Aufrufe auf den
Index abbilden:
• indexHits(Indices, Filter) nimmt den vom Intercloud-Proxy erhaltenen Filter und ruft auf
jeden Cloud-Index eine Suche auf. Falls ein Treffer vorliegt, wird die Suche im jeweiligen
Index terminiert und liefert die IndexId zurück. Für diese IndexId wird anschließend die
entsprechende Adresse des zugehörigen ICB aufgelöst.
• queryDevices(Index, Filter) nimmt den vom Intercloud-Proxy erhaltenen Filter und ruft
auf jeden Cloudindex eine Suche auf. Bei einem Treffer wird das Dokument in die Ergeb-
nismenge aller gefundenen Geräte aufgenommen.
• getDeviceById(DeviceId) sucht in jedem Index nach der DeviceId und gibt im Fall eines
Treffers das vollständige Dokument zurück.
• addDevice(Index, DeviceId, Device) fügt das Dokument eines Geräts mit der GeräteId
dem angegebenen Index hinzu. Im Fall eines aktualisierten Geräts mit derselben Gerä-
teId wird ebenso diese Methode aufgerufen und das alte Gerät überschrieben. Der In-
dizierungsdienst analysiert das Dokument und legt dazu automatisiert die Einträge im
invertierten Index an.
• removeDevice(Index, DeviceId) entfernt das Dokument eines Geräts mit der GeräteId
vom angegebenen Index und dem zugehörigen invertierten Index.
• createIndex(cloudAddress) erzeugt einen neuen Index im Verzeichnis mit der Adresse
des ICB als Bezeichner. Diese Methode wird aufgerufen, sobald eine neue vertrauens-
würdige Cloud hinzukommt.
• deleteIndex(cloudAddress) löscht einen Index mit dem gegebenen Bezeichner aus dem
Verzeichnis. Diese Methode wird aufgerufen, wenn eine Vertrauensbeziehung zu einer
Cloud beendet wird.
Die wichtigste Methode stellt indexHits zum Auflösen von Cloudadressen dar. Das in Abbil-
dung 7.5 dargestellte Beispiel eines indexHits-Aufrufs mit gegebenem Filter zeigt, wie in In-
dex B und E jeweils ein Treffer erfolgt. Für das Beispielgerät Device 1100 ist exemplarisch
die Dokumentstruktur im Hauptindex gezeigt. Außerdem ist hervorgehoben, welche Werte im
invertierten Index (nicht dargestellt) die Treffer für das Dokument verursachen. Die entspre-
chenden Treffer resultieren in den Adressen der Clouds B und E und verfeinern das Beispiel für
die Multicast-Weiterleitung in Abbildung 7.4. Mit QueryDevices können Geräte mit Hilfe einer
freien Kontextsuche direkt aus dem lokalen Verzeichnis zurückgegeben werden. Insbesondere
DaaS-Anfragen mit Projektion ohne DataFieldValues können ohne Weiterleitung in die Inter-
cloud beantwortet werden. GetDeviceById setzt die Angabe einer GeräteId voraus. Da Geräte
auf Basis eines Hashwertes statt des Kontextes aus dem Index geholt werden, ist eine solche
Suche durchschnittliche deutlich schneller als eine freie Kontextsuche. Sie kann als Grundlage
für einen Device Cache zur Filterung von Push-Notifications (beinhalten immer die GeräteId)
dienen oder die Suche nach Geräten beschleunigen, welche eine GeräteId im Filter beinhalten.
Die Methoden addDevice und removeDevice sowie createIndex und deleteIndex sind Grundla-
ge für die Verzeichnissynchronisation von Discovery-Services verschiedener ICB.
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7.3.3 Verzeichnissynchronisation und erweitertes Protokoll
Wie Abbildung 7.6 zeigt, sind für die Verzeichnissynchronisation nur Einträge von Geräten der
entfernten Clouds, nicht aber die der Verzeichnisse der entfernten Discovery-Services zu ver-















Abbildung 7.6: Synchronisation der Geräteverzeichnisse von Clouds mit entfernten Discovery--
Services
Für die Verzeichnissynchronisation sind nun drei Fälle zu unterscheiden:
Initialsynchronisation: Sobald eine neue vertrauenswürdige Cloud hinzugefügt und bestätigt
wurde (addCloud und acceptPending), wird anschließend der Index im Verzeichnis angelegt
(createIndex). Nun muss das komplette Geräteverzeichnis der entfernten Cloud als Snapshot
zum aktuellen Zeitpunkt angefordert, von der entsprechenden Cloud (Cloud-Adapter: serveGet-
DeviceData) ausgelesen, übertragen und in den entsprechenden Index des lokalen Verzeich-
nisses importiert (addDevice) werden. Für den Konfigurationszustand des Verzeichnisses zum
Zeitpunkt des Snapshot wird eine VersionsId mitgegeben. Änderungen, die nach dem Snapshot
auftreten, werden gesammelt und anschließend als Aktualisierungssynchronisation behandelt.
Die VersionsId dient dann als Bezugspunkt für den Offset.
Das Protokoll muss also zunächst um die Anforderung (initSynchronization) einer Synchro-
nisation erweitert werden. Dabei werden unter anderem Verbindungsparameter (z.B. Host-
adresse, Port u.Ä.) ausgetauscht. Außerdem muss für die Übertragung des Geräteverzeichnis-
Snapshots ein Bulk-Transfer (initBulkTransfer) eingeführt werden. Da diese Datenmenge be-
dingt durch die Menge an Geräten im Verzeichnis potenziell sehr groß werden kann, könnte der
Datensatz für den Bulk-Transfer gepackt und in einzelne Chunks zerlegt übertragen werden.
Aktualisierungssynchronisation: Nach der Initialsynchronisation können bei einer Cloud je-
derzeit neue Geräte hinzukommen oder müssen bestehende Geräte entfernt werden. Daher
muss auch die Synchronisation fortlaufend für die entfernten Indexe durchgeführt werden. Vor-
aussetzung ist, dass der Discovery-Service über neue Geräte informiert ist. Die meisten Clouds
unterstützen für die Push-API Device Management (DM) Funktionalität in Form von Lifecycle-
Notifactions (Vgl. Tabelle 3.2). Der Discovery-Service könnte sich in diesem Fall einfach auf
diese Notifications registrieren. Über die in den Notifications enthaltenen GeräteIds kann er
anschließend diese Geräte durch Anfragen der Pull-API holen und den entfernten Clouds für
die Synchronisation ihrer Indexe bereitstellen. Für Clouds ohne DM-Funktionalität könnte der
Discovery-Service in größeren Abständen via »Polling« auf die Pull-API zugreifen und müsste
die neuen GeräteIds selbst abgleichen. Dadurch wäre allerdings die Konsistenz der Verzeich-
nisse zwischen lokaler Cloud und der entfernten Discovery-Services nicht immer gegeben.
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Das Protokoll muss nur um die entfernten Methodenaufrufe für die bereits für das Verzeichnis
eingeführten Methoden addDevice und removeDevice erweitert werden. Dies könnte z.B. mit ei-
nem speziellen Publish/Subscribe-Topic für jeden Discovery-Service realisiert werden, bei dem
die entfernten Discovery-Service Subscriber sind. Der lokale Discovery-Service publiziert dann
die jeweils neuen (publishNewDevice) oder zu entfernenden (publishDeleteDevice) Geräte in
dieses Topic. Über die zuvor eingeführte, fortlaufende VersionsId kann die korrekte Reihenfolge
gewährleistet und der Offset zur VersionsId einer Initialsynchronisation bestimmt werden. Um
Verbindungsabbrüchen vorzubeugen, könnte das Topic die Notifications für einen bestimmten
Zeitraum persistent vorhalten. Topic- und Hostadresse können bereits über das in der Initial-
synchronisation eingeführte initSynchronization ausgetauscht werden. Daraufhin muss sich der
entfernte Discovery-Service auf dieses Topic registrieren (subscribeSynch).
Terminierende Synchronisation: Sobald die Vertrauensbeziehung zwischen zwei Clouds en-
det (removeCloud), kann der entsprechende Index gelöscht werden (deleteIndex). Hierfür muss
das Protokoll nicht erweitert werden. Lediglich der interne Aufruf, den Index zu löschen, muss an
die Ereignisverarbeitung des Löschens der Cloud aus dem Adressverzeichnis gekoppelt wer-
den.
Im Anhang unter Abbildung A.5 ist ein Beispielablauf für die Synchronisation durch verschie-
dene Lebenszyklen des erweiterten Discovery-Service dargestellt. Die beiden Lebenszyklen
Beginning Relationship und Termination Relationship sind beim einfachen Discovery-Service
ebenso vorhanden. Dort wird allerdings kein Index für die Geräte angelegt, sondern nur die
Cloudadresse in einer Weißen Liste gespeichert. Die Kommunikation der beteiligten Komponen-
ten ist als Sequenzdiagramm dargestellt. Das Beispiel zeigt der Übersicht wegen nur den Kom-
munikationsablauf für den Datenfluss von Cloud in Domäne A in das Verzeichnis des Discovery-
Service in Domäne B. Bis auf die tatsächlich zu synchronisierenden Geräteinformationen wird
der gesamte Kommunikationsablauf in vielen Phasen ebenfalls komplett gespiegelt durchge-
führt, da Geräteinformationen auch von Cloud B in das Verzeichnis von Discovery-Service A
fließen.
7.4 Zusammenfassung beider Ansätze des Discovery-Service
Im Anhang unter Tabelle B.1 ist zur Wiederholung eine vollständige Übersicht der in diesem
Abschnitt eingeführten Methoden des einfachen und erweiterten Discovery-Service zu finden.
Dieses Kapitel soll primär die Forschungsfrage FF-6 beantworten. Im Zuge dessen wurden mit
den dabei vorgestellten Entwurfsansätzen zum Discovery-Service (DS) die primären Anforde-
rungen ANF-2, ANF-4, ANF-6 adressiert. Darüber hinaus werden aber sekundär durch die Ent-
wurfsentscheidungen auch ANF-9 sowie die Performanceanforderungen ANF-13 und ANF-12
beeinflusst. Zunächst kann festgehalten werden, dass der einfache Ansatz des DS ohne Gerä-
teverzeichnis ausreichend ist, um die Bereitstellung von IoT-Geräten in der Intercloud mit dem
in Kapitel 6 vorgestellten Konzept zu realisieren. Der Vorteil liegt in der potenziell geringen Kom-
plexität der Umsetzung und während des Betriebs. Allerdings führt der einfache Ansatz auch zu
einigen schon erwähnten Nachteilen. Primär muss für jede DaaS-Anfrage ähnlich einem Broad-
cast immer an alle bekannten Cloudadressen des DS weitergeleitet werden selbst dann, wenn
eigentlich überhaupt keine Weiterleitung nötig wäre. Dieser Umstand führt zu möglicherweise
unnötig hohem Kommunikations-Overhead. Neben der Weiterleitung benötigen auch andere
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ICB-Subkomponenten wie z.B. der erweiterte Push-Stream-Provider zusätzliche Geräteinfor-
mationen, die dann jedes Mal mit einem Broadcast in der Intercloud abgerufen bzw. ohnehin für
diesen in einem Verzeichnis gehalten werden müssten.
Daher wurde eine Erweiterung des DS um ein Geräteverzeichnis vorgeschlagen, welche diese
Nachteile zu adressieren versucht. Wie sich allerdings schon in Tabelle B.1 anhand der Anzahl
der zusätzlich notwendigen Methoden erkennen lässt, ist für eine Realisierung eine deutlich
höhere Komplexität zu erwarten. Darüber hinaus muss bei der Verzeichnissynchronisation im
Vergleich zum einfachen Ansatz mit erheblich höheren Kosten für Kommunikation und Daten-
haltung gerechnet werden, da zusätzlich zu den Adressinformationen auch sehr umfangreiche
Geräteinformationen ausgetauscht und gespeichert werden müssen. Welcher Ansatz besser
geeignet ist, hängt von verschiedenen Faktoren ab.
Einerseits ist die Verteilung von Geräten mit ihren gesuchten Parametern bedeutend. Im Fall
einer recht heterogenen Verteilung wäre eine zielgerichtete Weiterleitung nützlich und einem
Ansatz mit Geräteverzeichnis vorzuziehen. Bei einer homogenen Verteilung kommen gesuch-
te Geräte ohnehin mit hoher Wahrscheinlichkeit in einer Vielzahl von entfernten Clouds vor.
Dann ist sowieso eine Broadcasting-artige Weiterleitung erforderlich. Letztlich ist ein Vergleich
zwischen Änderungskosten + Speicherkosten des Geräteverzeichnisses und Suchkosten auf-
zustellen. In Abhängigkeit der realen Umstände ist dann der entsprechende Ansatz zu wählen.
Im Endeffekt kann das Konzept die Forschungsfrage FF-6 nicht alleine beantworten, da die Ef-
fizienz der verschiedenen Ansätze auch von der gewählten Implementierung abhängig ist und
experimentell untersucht werden muss. Da im Rahmen des Promotionsvorhabens keine Imple-
mentierung realisiert werden konnte, muss die Beantwortung der Forschungsfrage auf zukünfti-
ge Arbeiten verschoben werden. Anderseits benötigen eventuell weitere Komponenten wie z.B.
der Push-Stream-Provider kontinuierlich bestimmte Informationen von entfernten IoT-Geräten.
Daher müsste vermutlich ohnehin ein temporäres Geräteverzeichnis gehalten werden. Dieses
könnte dann auch Parameter halten müssen, die über die in diesem Abschnitt diskutierten hin-




Wie schon in Abschnitt 6.2 zu erkennen war, ist die Aufgabe des Push-Stream-Providers die
Bereitstellung von verteilt in der Intercloud vorliegenden Push-Datenströmen in der eigenen
IoT-Domäne. Dazu müssen Informationen zwischen mehreren ICB und deren Push-Stream-
Providern ausgetauscht werden. Es hat sich dabei gezeigt, dass sich die Aufgaben des Push-
Stream-Providers dahingehend unterscheiden, ob es sich um einen Aufruf beim sendenden
oder empfangenden Proxy handelt. Eine Aufteilung dieser Aufgaben des Push-Stream-Providers
auf Subkomponenten erscheint daher sinnvoll.
Weiterhin lässt sich das Konzept des verteilten Push-Stream-Providers als verteiltes Notification-
Routing in einem Broker-Overlay-Netzwerk nach Mühl et al. (Vgl. Unterabschnitt 2.4.3) be-
schreiben. Dieses wurde für die Verwendung in einer IoT-Intercloud untersucht und angepasst.
Der folgende Abschnitt 8.1 soll daher zunächst diese Analogie diskutieren. Aufbauend darauf
können dann die ebenfalls von Mühl et al. vorgeschlagenen Routing-Algorithmen in Betracht
gezogen werden. Wie erörtert wird, stellt das einfache Routing eine sinnvolle Grundlage für die
Verteilung von Push-Notifications in der Intercloud dar. Daher erfolgt der Aufbau dieses Kapitels
anschließend wie folgt:
In Abschnitt 8.2 wird zunächst der Ansatz für das einfache Routing mit den neu eingeführ-
ten Subkomponenten vorgestellt. Ausgehend vom einfachen Routing ergibt sich für den Push-
Stream-Provider ein Redundanzproblem, welches in Abschnitt 8.3 inklusive eines Lösungsan-
satzes mit dem Ziel der Redundanzvermeidung beschrieben wird. Der Lösungsansatz wird als
Teil des Konzepts eines erweiterten Push-Stream-Providers in Abschnitt 8.4 vorgestellt.
8.1 Verteilter Push-Stream-Provider im Modell des
Broker-Overlay-Netzwerks
Das bisher vorgestellte Konzept von verteilten Push-Stream-Providern, welche untereinander
Informationen austauschen müssen, um die IoT-Datenströme in der Intercloud bereitzustel-
len, ist grundlegend analog zu dem in Abschnitt 2.4 eingeführten Broker-Overlay-Netzwerk für
verteiltes Notification-Routing nach Mühl et al.. Push-Stream-Provider sind danach prinzipiell
Broker, IoT-Dienste entsprechen Clients in der Subscriber -Rolle und IoT-Clouds den Publis-
hern. Entsprechend ähnlich gestaltet sich die notwendige Kommunikation zur Steuerung (Con-
trol flow), um die Datenströme (IoT data flow) im Broker-Overlay-Netz aufzubauen.
Abbildung 8.1 zeigt ein Beispiel mit drei Push-Stream-Providern A,B,C und einer Subscription
eines Dienstes bei A (1) mit dem Filter F . Die Notation der Aufrufe orientiert sich an Mühl et
al. Provider A leitet die Anfrage an die Provider B und C weiter (2), um entsprechend einen
Datenstrom von B nach A und C nach A zu etablieren. Alle drei Push-Stream-Provider fordern
außerdem den entsprechenden Datenstrom N(F) bei der Cloud in ihrer eigenen Domäne (3)
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Abbildung 8.1: Verteilter Push-Stream-Provider als Broker-Overlay-Netzwerk in Anlehnung an
Mühl et al.
- Datenstrom enthält Daten aller Domänen). Die zugehörigen Weiterleitungsinformationen von
N(F) zwischen den Push-Stream-Providern (B: N(F) → A, C: N(F) → A) und von Push-Stream-
Providern zu IoT-Diensten (A: N(F) → IoT-Dienst) müssen ebenso in Routing-Tabellen (nicht
dargestellt) verwaltet werden. Wie im Folgenden noch zu sehen sein wird, bauen Kontroll- und
Datenfluss prinzipiell auf denselben Methoden sub, unsub (nicht dargestellt), pub, admin, for-
ward und notify auf.
Um sich als Konzept für den verteilten Push-Stream-Provider zu eignen, muss das Modell des
Broker-Overlay-Netzwerks erweitert werden. Anders als bei Mühl et al. fordern Broker einen Da-
tenstrom bei den Publishern (IoT-Clouds) ebenfalls über sub an, statt dass diese ihre Notificati-
ons unaufgefordert an ihren Broker propagieren. Weiterhin ist die maximale Weiterleitungstiefe
auf einen »Broker« beschränkt, da Weiterleitungen direkt von den bidirektionalen Beziehungen
der ICB abhängen. Wie sich zeigen wird, sind diese Modifikationen von großer Bedeutung für
das Konzept und unterscheiden sie auch von der rein inhaltsbasierten Filterung wie sie Mühl et
al. vorgestellt haben.
Mühl et al. haben gezeigt, dass sich für inhaltsbasiertes Filtern verschiedene Routing-Algorith-
men anwenden lassen. Eine Subscription sub(F) nach IoT-Gerätedaten bei einem ICB enthält
einen solchen inhaltsbasierten Filter F (Vgl. Unterabschnitt 6.1.1 - Anfragesprache bzw. Abbil-
dung 6.8) und wird vom Push-Stream-Provider verarbeitet. Daher lassen sich für diesen ebenso
die von Mühl et al. vorgeschlagenen Routing-Algorithmen einsetzen. Anders als bei Mühl et al.,
soll an den Push-Stream-Providern aber ein hybrider Ansatz aus Topic-basierter und inhalts-
basierter Filterung verfolgt werden. Die inhaltsbasierte Filterung nach Gerätedaten soll weitest-
gehend den IoT-Clouds überlassen bleiben. Insbesondere deswegen ist, wie für die Publisher
zuvor erwähnt, eine eigene Subscription-Methode notwendig. Diese fordert einen inhaltsbasiert
vorgefilterten Datenstrom N(F) an, der dem Broker zur Verfügung gestellt wird. Die Verteilung
der Push-Notifications in der Intercloud kann dann als Topic-basiertes Filtern realisiert werden,
indem die inhaltsbasierten Datenströme N(F) jeweils auf ein Topic abgebildet werden, das wie-
derum der ursprünglichen Client-Subscription zugeordnet ist. Ein inhaltsbasiertes Filtern auf
Notificationebene wie bei den Brokern von Mühl et al. entfällt daher zunächst. Der Vorteil für
die in den Cloud-Domänen einzuführenden ICB liegt auf der Hand: Der Performance-Overhead
dürfte aufgrund der geringeren Komplexität von Topic-basiertem Filtern wesentlich geringer aus-
fallen. Weiterhin können durch die maximale Weiterleitungstiefe von einem Broker keine Zyklen
auftreten, die durch die Routing-Algorithmen speziell behandelt werden müssten.
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Für den Einsatz der Routing-Algorithmen wird wie folgt argumentiert:
Flooding kann von vornherein ausgeschlossen werden, da ansonsten jedes Geräte-Event, wel-
ches an einer IoT-Cloud anfällt, wahllos in der Intercloud propagiert werden würde.
Als Grundlage für den verteilten Push-Stream-Provider eignet sich ein Konzept, das auf dem
einfachen Routing aufbaut. Allerdings wird im Gegensatz dazu in der Intercloud grundsätzlich
nur Topic-basiert gefiltert. Die inhaltsbasierte Filterung findet ausschließlich an den IoT-Clouds
statt. Clients dennoch Subscriptions mit inhaltsbasierter Filterung über IoT-Geräte in der Inter-
cloud anmelden. Dazu wird jede Client-Subscription i mit einem Filter Fi auf ein eigenes Topic
Ti abgebildet. Die Filterung und Bereitstellung von Ni(Fi) übernehmen die IoT-Clouds selbst.
Die Filterkomplexität an den Push-Stream-Providern bleibt dadurch gering. Für moderate, zu-
sätzlich benötigte Hardwareressourcen in jeder Cloud-Domäne verspricht dieser Ansatz einen
hohen Durchsatz bei geringer Latenz (ANF-11, ANF-10). Der folgende Abschnitt 8.2 stellt daher
diesen Ansatz vor. Betrachtet wird dabei das Systemmodell der internen Komponenten des ver-
teilten Push-Stream-Providers sowie die Integration in die bereits vorgestellte ICB-Architektur.
Die von Mühl et al. diskutierten erweiterten Routing-Algorithmen sollen insbesondere den
Forwarding-Overhead von Notifications sowie den Overhead für den notwendigen Kontrollfluss
und die Anzahl der Einträge in den Routing-Tabellen weiter reduzieren. Dabei soll aber nur
bei bestimmten erkannten Redundanzen eine inhaltsbasierte Filterung genutzt werden. Vorder-
gründig soll weiterhin die Performance-technisch effizientere Topic-basierte Filterung genutzt
werden. Abschnitt 8.3 wird sich daher mit einem erweiterten Konzept für den Push-Stream-
Provider beschäftigen. Dabei geht es vor allem darum, Identitäten, Überdeckungen und Über-
lappungen von Filtern verschiedener Subscriptions mit Hilfe des Filtermodells von Mühl et al.
zu erkennen, um die Datenströme so zu verwalten, damit es insbesondere zu möglichst wenig
redundanten Übertragungen von Notifications zwischen den verteilten Push-Stream-Providern
kommt. Es soll vor allem die Frage beantwortet werden, wie sich dieser Ansatz mit dem hybri-
den Konzept aus Topic-basierter und inhaltsbasierter Filterung realisieren lässt, und dabei der
Performance-Overhead gegenüber dem einfachen Routing weiterhin möglichst gering gehalten
werden soll?
8.2 Verteilter Push-Stream-Provider mit einfachem
Routing-Modell
Dieser Abschnitt behandelt das Konzept des Push-Stream-Providers mit dem einfachen Routing-
Modell. Zunächst wird in Unterabschnitt 8.2.1 das Systemmodell beschrieben. Anschließend
wird die Integration dieses Modells in das bisher vorgestellte ICB-Konzept (Vgl. Kapitel 6) in
Unterabschnitt 8.2.2 präsentiert.
8.2.1 Systemmodell
Abbildung 8.2 zeigt das Systemmodell des verteilten Push-Stream-Providers mit dessen vier
neu eingeführten Subkomponenten. Dabei sind auch die verschiedenen Aufgabenbereiche des
hybriden Ansatzes nach inhaltsbasierter Filterung (CB), Topic-basierter Filterung (TB) und der
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notwendigen Abbildung (CB ↔ TB) hervorgehoben. Die Notation der Nachrichten auf diesem
Modelllevel wurde entsprechend angepasst. So markieren subC und subT nun jeweils eine in-
haltsbasierte bzw. eine Topic-basierte Subscription. Außerdem gibt es mit subS nun eine spezi-
elle Subscription für einen inhaltsbasiert vorgefilterten Datenstrom bei einem Overlay-Publisher.
Eine vollständige Übersicht der Relationen zwischen den verschiedenen Notationen und der
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Abbildung 8.2: Systemmodell der internen Komponenten des Push-Stream-Providers mit einfa-
chem Routing
Der Subscription-Controller verwaltet eingehende Subscriptions von IoT-Diensten, welche ihre
Anfrage primär mit einem Filter F formulieren, um bestimmte Gerätedaten zu erhalten (1). Für
jede Subscription eines jeden Clients wird ein eindeutiges Topic T erzeugt, auf das sie abge-
bildet wird. Die Zuordnung einer solchen Abbildung ist für jeden Client einmalig und geschieht
über dessen Id aus dem from-Feld. Der Subscription-Controller stellt einen Pubsub-Service an
einer bestimmten Adresse Ad bereit und reserviert das festgelegte Topic T für einen Push-
Kanal (2) (verfeinert Schritt (5) in Abbildung 6.11). Das Topic T und die Adresse Ad werden
dem Client zurückgegeben (3) mit denen er sich beim Pub/Sub-Service für seinen Datenstrom
N(F ) anmeldet (4). Filter64 F , Topic T und Adresse Ad werden an den lokalen und die entfern-
ten Push-Controller übergeben (5).
Der Publisher-Controller fordert den Datenstrom N(F ) mit nach F gefilterten Gerätedaten bei
seiner lokalen IoT-Cloud an (6). Die IoT-Cloud stellt diesen Datenstrom N(F ) als Objekt be-
reit65 (7) und gibt die Referenz »STREAM N(F)« darauf an den Publisher-Controller zurück. Der
Publisher-Controller bildet den Stream N(F ) auf das Topic T ab, dem außerdem die Adresse
des Pub/Sub-Service zugeordnet ist. Dieses Tupel wird auf einen Publisher abgebildet, welcher
vom Publisher-Controller zur Verfügung gestellt wird (9) und alle Informationen kennt. Mit der
Referenz auf den Stream registriert er sich als Beobachter (10) an diesem und bekommt ab
sofort sämtliche neuen vorgefilterten Notifications N(F ) von der IoT-Cloud zugestellt (notify*
64Es werden auch Projektion und SampleRate mitgegeben. Diese spielen aber für Zuordnung und Eindeutigkeit einer
Subscription keine Rolle, da einzig der Filter das resultierende Geräteset bestimmt.
65An dieser Stelle wird eine Technologie- und Datenmodell-neutrale Bereitstellung angenommen.
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ist an dieser Stelle eine Methode des Observer-Pattern). Diese veröffentlicht er auf dem Topic
T unter der Adresse Ad des Pub/Sub-Service (11). Die zugehörige Nachricht publish zwischen
Publisher und PubSub-Service entspricht auf der Konzeptebene des Broker-Overlay-Netzwerks
dem forward, da dies eine Notification-Weiterleitung zwischen zwei Push-Stream-Providern ist.
Der Pub/Sub-Service ist ein Notification-Service mit einem Topic-basiertem Filtermodell (Vgl. Ab-
schnitt 2.4). Welche Topics T für welchen Client C zulässig sind und zu welcher Subscription mit
einem inhaltsbasierten Filter F sie gehören, wird allein vom Subscription-Controller gesteuert.
Der Pub/Sub-Service leitet die auf den Topics eingehenden Notifications an die Clients weiter,
welche sich bei (4) ursprünglich dafür registriert haben (12).
Die Informationen (Abbildungen), welche durch den Subscription-Controller und den Publisher-
Controller gehalten werden, entsprechen im weitesten Sinne den Einträgen in den Routing-
Tabellen nach Mühl et al. Der Subscription-Controller hält dabei die Einträge der lokalen Routing-
Tabelle, und der Publisher-Controller enthält die Einträge der Remote-Routing-Tabelle. Da die
Push-Stream-Provider aber nicht inhaltsbasiert filtern, kommt hier der wesentliche Unterschied
im Vergleich zu den Routing-Tabellen nach Mühl et al. zum Tragen. Die Einträge der Remote-
Routing-Tabellen sind Zuordnungen von vorgefilterten Streams N(F ) auf Topics T an Adressen
Ad bei anderen Brokern, welche durch einen Publisher verarbeitet werden, anstelle von konkre-
ten Filtern F , die auf die Zieladresse D ≡ (T, Ad) der Broker zeigen:
Remote-Routing-Tabelle: (StreamN(F ) → (T, Ad)) → Publisher (8.1)
Die Einträge der lokalen Routing-Tabelle sind Abbildungen der eigentlichen Filter F auf Topics
T an den Adressen Ad zu den sich ein Client C anmeldet:
lokale Routing-Tabelle: (F → (T, Ad)) → C (8.2)
Relationen zwischen den verschiedenen Notationen
Bisher wurden drei verschiedene Notationen für den Nachrichtenaustausch des verteilten Push-
Stream-Providers vorgestellt. Das umfasst die bisher in der ICB-Architektur eingeführten Metho-
den an den Komponenten und Schnittstellen in Abschnitt 6.2, die Modellnotation zum Broker-
Overlay-Netzwerk von Mühl et al. in Unterabschnitt 2.4.3 bzw. deren Anwendung auf den Push-
Stream-Provider in Abschnitt 8.1 sowie die erweiterte Notation des Systemmodells der Sub-
komponenten in diesem Abschnitt. Dies war nötig, um insbesondere Zusammenhänge zum
Broker-Overlay-Netzwerk zu zeigen, aber auch um auf die Besonderheit des hybriden Ansatzes
(TB/CB) eingehen zu können. Im Folgenden soll das Systemmodell in die bisherige Architektur
integriert werden. Für die inhaltliche Zusammenführung zeigt Tabelle 8.1 daher, wie die drei
Notationen in Relation zueinander stehen und welche Komponenten bzw. Schnittstellen an den
jeweiligen Aufrufen beteiligt sind. Hervorgehoben werden muss insbesondere auch der Unter-
schied zwischen der Notation für den Publisher in einem Broker-Overlay-Netzwerk nach Mühl et
al. (»Overlay«-Publisher66) und der gleichnamigen vom Publisher-Controller gesteuerten Sub-
komponente67 des Push-Stream-Providers.
Der folgende Abschnitt wird nun die Integration dieses Modells in die bisher diskutierte Archi-
tektur des ICB vorstellen.
66Overlay-Publisher entspricht im Konzept einer IoT-Cloud.









































































































































Tabelle 8.1: Vergleich der verschiedenen Notationen und Zugehörigkeiten innerhalb der ICB-
Architektur
8.2.2 Integration der Subkomponenten in die verteilte ICB-Architektur
Tabelle 8.1 zeigt schon, dass für die verschiedenen abzubildenden Methoden jeweils bestimmte
ICB-Komponenten und Subkomponenten des Push-Stream-Providers beteiligt sind. Zwischen
den bereits eingeführten ICB-Komponenten und den neuen Subkomponenten fehlen allerdings
noch die Beschreibungen der Schnittstellen. Abbildung 8.3 zeigt, wie sich die zuvor vorgestell-
ten Subkomponenten des Push-Stream-Providers in die Intercloud-Architektur der verteilten
ICB einfügen.
Subscription-Controller und SC-IF beim sendenden Proxy
Der Service-Connector ruft zur Weiterleitung von Push-Anfragen (SubscribeDeviceData / Un-
subscribeDeviceData) nun nicht direkt die Methoden des Proxy auf, sondern übergibt diese
stattdessen dem Subscription-Controller über dessen Schnittstelle (SC-IF) (Vgl. Abbildung 8.3).
Diese Herangehensweise wird mit der Separation of concerns68 begründet. D.h. die Entgegen-
nahme von Client-Anfragen durch den Service-Connector und die Aufgabe der eigentlichen
68https://en.wikipedia.org/wiki/Separation_of_concerns
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Abbildung 8.3: Integration der Komponenten des Push-Stream-Providers in die verteilte Archi-
tektur des ICB
Weiterleitung einer Anfrage in die Intercloud durch den IC-Proxy soll von der Verwaltung der ak-
tiven Subscriptions in der Intercloud (Subscription-Controller) getrennt gehalten werden. Dieses
Vorgehen erlaubt außerdem den einfachen Austausch der Implementierung des Subscription-
Controllers. Dadurch kann später leicht ein anderes Verwaltungsmodell der Subscriptions, wie
z.B. für die Umsetzung eines alternativen Routing-Algorithmus erforderlich, für die Intercloud
umgesetzt werden. Diese leichte Austauschbarkeit ist für das erweiterte Konzept des Push-
Stream-Providers (Abschnitt 8.3) später noch von Nutzen.
Intern verwaltet der Subscription-Controller die lokale Routing-Tabelle (LRT), welche jeweils
eine Liste aller Subscriptions jedes Clients hält. Gefüllt und geleert wird die LRT über die drei
Methoden der Schnittstelle des Subscription-Controller (SC-IF):
• addSubscription(Filter, Projection, Sampling, replyAddress, ClientId): fügt für einen
Client eine neue Subscription hinzu. Die ClientId eines Dienstes (aus dem from Parameter
eines Requests) dient der Zuordnung zwischen Dienst und Subscriptions. Geht ein Auf-
ruf für eine neue Subscription eines Clients ein, wird zunächst geprüft, ob für den Client
bereits eine identische Subscription registriert ist. Die Identität wird hierbei über den Filter
geprüft. Ist bereits eine identische Subscription für den Client vorhanden, wird ein Feh-
ler zurückgeben. Andernfalls wird als Nächstes versucht, die mitgegebene ReplyAddress
als Topic zu verwenden. Falls das Topic schon vergeben ist, wird ein neues (z.B. zufälli-
ge UUID) erzeugt. Die vorbereitete gültige Subscription wird nun in der LRT angelegt. Die
LRT steuert daher die Zustellung von Notifications N(F ) mit dem übergebenen Filter F für
jeden Client C über das auf der PubSub-Service-Instanz mit der Adresse Ad angelegte To-
pic T (Vgl. Abbildung 8.2 - Subscription-Controller). Für jede gültige Subscription-Anfrage
organisiert der Subscription-Controller innerhalb der eigenen Cloud-Domäne entweder ei-
ne laufende oder eine neue PubSub-Service-Instanz. Dadurch kann der PubSub-Service
mit steigendem Durchsatz / Nutzerzahl einfach horizontal skaliert werden. Anschließend
wird die Anfrage über den Intercloud-Proxy (ICC-IF) an die vom Discovery-Service (DS)
ermittelten Clouds weitergeleitet (Aufruf forwardSubscribeDeviceData(...)).
121
8 Verteilter Push-Stream-Provider
• removeSubscription(replyAddress, ClientId): entfernt eine Subscription für einen Cli-
ent. Dazu wird zunächst geprüft, ob für den Client überhaupt eine Subscription mit dem
Topic (ReplyAddress) vorliegt. Anschließend wird die Anfrage über den Intercloud-Proxy
(ICC) weitergeleitet (Aufruf forwardUnsubscribeDeviceData(...)), um den Push-Datenstrom,
welcher durch das Topic adressiert ist, bei den entfernten Clouds abzumelden. Zuletzt wird
der zugehörige Eintrag aus der LRT entfernt.
• removeAllSubscriptions(ClientId): erlaubt das Entfernen aller aktiven Subscriptions für
einen Client. Diese Methode dient für den Fall eines plötzlich nicht mehr aktiven Dienstes
(z.B. Offline gehen oder Entzug der Zugriffsberechtigung). Dadurch können alle für den
Client aktiven Intercloud-Datenströme in einem Aufruf abgemeldet werden. Intern arbeitet
der Subscription-Controller dann die Liste der Subscriptions der übergebenen ClientId ab
und ruft jeweils removeSubscription(...) auf. Dieses Vorgehen ist nötig, da der Service-
Connector keine Kenntnis über die aktiven Datenströme bzw. Topics eines Clients bzw.
IoT-Dienstes hat, dafür aber stetig über dessen Verfügbarkeit (Presence) informiert ist.
Publisher-Controller, PC-IF und Cloud-Adapter bei den empfangenden Proxies
Nach der Weiterleitung von Push-Anfragen ruft ein empfangender Intercloud-Proxy erneut der
Verantwortlichkeit68 wegen nicht direkt den Cloud-Adapter auf (Vgl. Abbildung 8.3). Stattdessen
werden die Anfragen zur Weiterverarbeitung dem Publisher-Controller über dessen Schnittstel-
le (PC-IF) übergeben, die folgende Methoden kennt:
• addUpstream(Filter, Projection, Sampling, pubSubService, replyAddress): fordert am
Cloud-Adapter einen vorgefilterten Datenstrom (Filter Fi, optionale weitere Parameter:
Projection und Sampling) in der Implementierung des ICB als Stream-Objekt N(F ) an.
Der Publisher-Controller verwaltet intern die Remote-Routing-Tabelle (RRT). In ihr wird
eine eindeutige Abbildung des Stream-Objekts N(F ) auf ein Tupel aus Zieladresse (Ad ≡
pubSubService) und Topic (T ≡ replyAddress) und zu verarbeitenden Publishern ange-
legt. Anschließend wird diese Abbildung den entsprechenden Publishern zur Verarbeitung
übergeben.
• removeUpstream(replyAddress): meldet einen registrierten Datenstrom bei der lokalen
Cloud ab und entfernt die Abbildung (N(F ) → (Ad, T )) zur Veröffentlichung in der Inter-
cloud bei den eigenen Publishern und zuletzt auch aus der RRT. Durch die eindeutige
Abbildung in der RRT können sämtliche Informationen einzig durch Angabe des Topics
(replyAddress) aus der RRT ausgelesen werden.
Die den Methoden des PC-IF übergebenen Parameter stammen vollständig aus den Nach-
richten SubscribeDeviceDataForward und UnsubscribeDeviceDataForward des ICC-Protokolls
beim empfangenden Proxy.
Der Publisher-Controller wird potenziell eine große Menge von Daten verarbeiten müssen, die
bestimmt ist durch die Anzahl der Subscriptions, die Frequenz der Notifications und die Größe
der Notifications. Um den gestellten Anforderungen (insb. ANF-9, ANF-10, ANF-11) gerecht zu
werden, ist der Publisher-Controller von vornherein skalierbar konzipiert.
Abbildung 8.4 zeigt den Aufbau des Publisher-Controller im Detail. Von entfernten Sub-
scription-Controllern erhält er über sein PC-IF weitergeleitete Subscriptions/ Unsubscriptions.
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Abbildung 8.4: Interner Aufbau des Publisher-Controllers
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Mit dem Filter Fi (i ist nummerischer Identifikator einer Subscription) wird über das IC-DaaS-
Adapter-IF ein Datenstrom bei der lokalen Cloud angefordert und durch den Cloud-Adapter
als Stream-Objekt NL(Fi) bereitgestellt. Ein Stream-Objekt emittiert neue Elemente n ∈ NL
die Geräteaktualisierungen im Datenformat der lokalen Cloud (L indiziert Legacy-Datenformat)
als Payload enthalten. Für jedes Stream-Objekt mit NL(Fi) wird außerdem eine Abbildung auf
einen virtuellen Publisher N(Fi) (vPub N(Fi)) angelegt, der wiederum die Adresse AdFi des
Ziel-PubSub-Service und das Ziel-Topic TFi kennt. Diese Abbildung ist zunächst ein Eintrag in
der RRT. Realisiert wird der virtuelle Publisher als ein Beobachter auf das ihm zugeordnete
Stream-Objekt und implementiert eine Methode handle(NL(Fi)). Diese wird aufgerufen, sobald
eine neue Notification vom zugehörigen Stream-Objekt verfügbar ist.
Die skalierbare Komponente des Publisher-Controllers ist der Publisher. Der Kern eines Pu-
blishers ist ein Worker, der als einzelner Event-Loop-Thread eine Queue von Tasks abarbeitet.
Ein virtueller Publisher vPub N(Fi) ist ein solcher Task. Der Worker ruft nach dem FIFO-Prinzip
jeweils die Methode handle(NL(Fi)) der einzelnen vPub N(Fi) auf.
Die Publisher-Komponente integriert69 genau einen Topic-basierten Publisher PublisherT B ,
welcher eine asynchrone Methode bereitstellt, die zuvor generisch mit pub(n) beschrieben wur-
de. Im Broker-Overlay-Modell nach Mühl et al. bildet diese Methode durch den Weiterleitungs-
charakter aber letztendlich forward(n) ab. Der PublisherT B ist in der Lage, gleichzeitig mehrere
Verbindungen zu unterschiedlichen PubSub-Service-Instanzen abzubilden (z.B. mehrere TCP-
Verbindungen oder mehrere logische Verbindungen eines Protokolls der Anwendungsschicht).
Formal betrachtet, bietet er dadurch eine erweiterte Funktion pub(n,Ad,T) an. Eine konkrete
Implementierung dieser Funktion kann auf unterschiedliche Weise realisiert sein und ist stark
von der zugrundeliegenden PubSub-Technologie und der verwendeten Nachrichtenbibliothek
abhängig, weswegen an dieser Stelle nicht näher darauf eingegangen wird.
Für die Übertragung der Notifications in die Intercloud müssen diese vom Legacy-Format der
Cloud in das IC-Datenmodell übersetzt werden. Diese Aufgabe könnte bereits vorher auch der
Cloud-Adapter übernehmen. Da die Publisher aber ohnehin skalierbare Komponenten sind,
bietet es sich an, diese Aufgabe von den Workern der Publisher-Komponente vor dem Ab-
senden mit ausführen zu lassen. Daher ruft jeder Publisher für jedes n ∈ NL(Fi) zuerst eine
Methode adapt(nL) des Stream-Adapter-IF auf. Diese gibt als Ergebnis die in das Intercloud-
Datenmodell übersetzte Notifications nIC zurück, die wiederum anschließend der Methode
pub(n,Ad,T) des PublisherT B übergeben werden. Die Cloud-spezifische Implementierung ei-
nes Stream-Adapters L → ICModel wird dem Publisher-Controller vom Cloud-Adapter zur
Initialisierung des ICB zur Verfügung gestellt.
Jeder Publisher ist eine abgeschlossene Einheit, welche sämtliche Abbildungen der RRT bzw.
vPub N(Fi) kennt. Der Publisher-Controller kann mehrere Publisher lokal (z.B. pro CPU-Kern
ein Publisher) oder verteilt (auf mehrere physische Maschinen) betreiben und im Bedarfsfall in
der Cloud neue erzeugen oder entfernen. Die Publisher und die Stream-Objekte des Cloud-
Adapters sind über einen Message-Bus lose gekoppelt. Der Message-Bus verteilt neue Notifi-
cations im Round-Robin-Verfahren gleichmäßig über alle verfügbaren Publisher.
69z.B. als Nachrichtenbibliothek einer spezifischen PubSub-Technologie mit Topic-basierter Filterung
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PubSub-Service
Der PubSub-Service ist ein Notification-Service mit Topic-basierter Filterung. Da der PubSub-
Service eine Hauptlast bei der Nachrichtenzustellung trägt, sollte aus Gründen der Skalierbar-
keit die Möglichkeit bestehen, pro Cloud (ANF-9) mehrere Instanzen (z.B. Prozesse, Container,
VMs) laufen zu lassen. Die Instanzen werden von einem Cluster-Manager verwaltet, der dafür
sorgt, dass die Rechner, auf denen die Instanzen laufen, nicht überlastet sind und ggf. eine neue
Instanz auf einer weiteren Maschine startet. Sowohl die Integration eines Cluster-Managers als
auch der Entwurf eines PubSub-Service sind nicht direkter Bestandteil des Konzepts. Für den
PubSub-Service muss allerdings auf eine geeignete bestehende Lösung zurückgegriffen wer-
den. Zur Vereinfachung der Bereitstellung einer Instanz wird für das Konzept angenommen,
dass der Subscription-Controller dazu intern eine Methode getPubSubInstance() aufrufen kann,
die ihm als Ergebnis die Adresse einer laufenden oder neu gestarteten Instanz liefert.
8.3 Redundanz und Redundanzvermeidung des
Push-Stream-Providers
Das bisher vorgestellte Konzept des Push-Stream-Providers ist in der Lage, Clients (z.B. Mehr-
wertdienste) die Push-Notifications von IoT-Geräten in der Intercloud zuzustellen. Der zugrun-
deliegende Ansatz unterstützt Subscriptions mit inhaltsbasierter Filterung und basiert auf dem
von Mühl et al. beschriebenen einfachen Routing-Modell. Dieses Konzept lässt sich verhältnis-
mäßig leicht umsetzen und verspricht generell eine gute Performance durch geringe algorithmi-
sche Komplexität am verteilten Push-Stream-Provider. Allerdings wird diese Tatsache mit dem
Nachteil erkauft, dass in bestimmten Subscription-Szenarien Notifications redundant übertra-
gen werden.
Dieser Abschnitt wird sich daher zunächst mit der Problembeschreibung und einem Lösungsan-
satz mit dem Ziel der Verringerung bzw. Vermeidung dieser Redundanz widmen. Zunächst wird
in Unterabschnitt 8.3.1 das Problem analysiert und anschließend in Unterabschnitt 8.3.2 der
Lösungsansatz beschrieben. Dieser Lösungsansatz verfolgt nach dem Broker-Overlay-Modell
von Mühl et al. ein vereinigungsbasiertes Routing-Modell. Das Konzept des verteilten Push-
Stream-Providers mit vereinigungsbasiertem Routing-Modell wird anschließend im folgenden
Abschnitt 8.4 behandelt.
8.3.1 Beschreibung des Redundanzproblems und des Lösungsansatzes
Wenn zwei oder mehr Subscriptions mit Filtern F1 bis Fn beim ICB eingehen, können Fälle
auftreten, bei denen für die Menge der passenden Notifiations N(Fk) mit 1 ≤ k ≤ n gilt, dass
sie Teilmengen voneinander sind. Diese Teilmengen entsprechen den Redundanzen, die das
erweiterte Konzept des Push-Stream-Providers adressieren wird. Die folgenden Beispiele sol-
len einen detaillierten Überblick über das mögliche Auftreten von Redundanzen geben.
Abbildung 8.5 zeigt den Aufbau des im Folgenden in verschiedenen Subscriptionszenarien dis-
kutierten Minimalbeispiels. Zwei verschiedene Clouds 1 und 2, repräsentieren sämtliche Funk-
tionalitäten der Provider-Domänen inkl. des bisher eingeführten ICB und den proprietären IoT-
Clouds. Zwischen beiden besteht ein Vertrauenskontext. Zwei Clients C1 und C2 können Sub-
scriptions für Gerätedaten zu Cloud 1 senden. Bei Cloud 2 sind IoT-Geräte registriert, die ver-
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Abbildung 8.5: Aufbau eines Minimalbeispiels zur Erläuterung des Redundanzproblems
schiedene Notifications A, B, C erzeugen und zu dieser Cloud senden.

















F1 = F2 = {deviceId = 123}
{ 
"deviceId": "123",
  "dataFieldValues": [...]
}
Abbildung 8.6: Fall 1 - Redundanz durch identische Filter
Fall 1 - Redundanz durch identische Filter ist in Abbildung 8.6 dargestellt. Beide Clients sen-
den jeweils eine Subscription mit dem Filter F1 bzw. F2 für die gilt N(F1) ≡ N(F2) = {A}. Zum
Beispiel könnte F1 bzw. F2 die Bedingung »deviceId = 123« haben. Dann könnte A alle Notifi-
cations ausdrücken, welche das Geräte mit GeräteId »123« erzeugt. Die Folge beim einfachen
Routing ist, dass durch die separate Behandlung von Client-Subscriptions für jeden Filter ein
eigenes Standing-Query70 (SQ) mit dem jeweiligen Filter F1 und F2 bei der IoT-Cloud angelegt
wird. Dadurch werden die Notifications A in diesem Beispiel doppelt von Cloud 2 zu Cloud 1
übertragen. Bei mehr Subscriptions mit identischen Filtern ist der Redundanzfaktor entspre-
chend höher.
Fall 2 - Redundanz durch überdeckende Filter ist in Abbildung 8.7 dargestellt. Beide Clients
senden jeweils eine Subscription mit dem Filter F1 bzw. F2 für die gilt N(F1) = {A} ⊂ N(F2) =
{A, B}. Zum Beispiel könnte F1 die Bedingung ausdrücken, alle Notification mit der GeräteId
70Gängiger Begriff für einen auf einem Datenstrom dauerhaft mit einem Filter angewendeten Query.
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F1 = {(deviceId = 123)  && (dataFieldValues.Temperature > 20)}
{ 
"deviceId": "123",
  "dataFieldValues": 
            ["Temperature":X]
}
F2 = {deviceId = 123}
X > 20
X ≤  20
Abbildung 8.7: Fall 2 - Redundanz durch überdeckende Filter
»123« zu erhalten, deren Datenfeldwert für die Temperatur > 20 ist. Kommt nun die zweite Sub-
scription mit dem Filter F2 nachträglich hinzu und bedingt dieser allgemein jede Notifications mit
der GeräteId »123«, dann umfasst N(F2) alle Notifications A sowie zusätzlich alle Notifications
B, für deren Temperaturwert gilt ≤ 20. Der überdeckende Filter ist also F2 und der redundant
von Cloud 2 zu Cloud 1 übertragene Anteil sind alle Notifications A. Bei mehr Subscriptions
mit überdeckenden Filtern ist der anteilige Redundanzfaktor entsprechend höher. Bei mehr als
zwei Subscriptions sind auch mehrfache Überdeckungen möglich: Im Beispiel Szenario z.B.
F1 : Temp < 1, F2 : Temp < 2, F3 : Temp < 3 usw..

















F1 = {(deviceId = 123) && (dataFieldValues.Temperature < 20)}
{ 
"deviceId": "123",
  "dataFieldValues": 
           ["Temperature":X]
}
F2 = {(deviceId = 123) && (dataFieldValues.Temperature > 15)}
X ≤ 15
15 < X < 20
X ≥  20
Abbildung 8.8: Fall 3 - Redundanz durch überlappende Filter
Fall 3 - Redundanz durch überlappende Filter ist in Abbildung 8.8 dargestellt. Beide Cli-
ents senden jeweils eine Subscription mit dem Filter F1 bzw. F2 für die gilt N(F1) = {A, B}
und N(F2) = {B, C}. Das bedeutet erstens, es gibt eine gemeinsame Schnittmenge N(F1) ∩
N(F2) = B die nicht leer ist. Und zweitens gilt N(F1) \ (N(F1) ∩ N(F2)) = ∅, bzw. N(F2) \
(N(F1) ∩ N(F2)) = ∅, was bedeutet kein Filter überdeckt den jeweils anderen vollständig. Zum
Beispiel könnte eine Subscription F1 Notifications bedingen, welche eine GeräteId »123« sowie
Temperaturwerte < 20 Grad Celsius enthalten. Gleichzeitig gibt es eine Subscription mit dem
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Filter F2 die Notifications bedingt, welche ebenso eine GeräteId »123«, aber Temperaturwerte
> 15 Grad Celsius enthalten. Dadurch ergeben sich Notifications A mit Temp. ≥ 20 Grad Celsi-
us, die nur für F2 und Notifications C mit Temp. ≤ 15, die nur für F1 zugestellt werden müssen.
Außerdem ergeben sich Notifications B mit 15 < Temp. < 20, die sowohl für F1 als auch F2
zugestellt werden müssen. Nach dem einfachen Routing-Algorithmus ergibt sich somit für B
eine redundante Übertragung von Cloud 2 zu Cloud 1. Für mehr als zwei solcher Subscripti-
ons mit identischen Filtern F1 oder F2 vergrößert sich entsprechend der Redundanzfaktor für B.
8.3.2 Lösungsansatz
Ausgehend von der Problembeschreibung für das bisherige Konzept wird folgender Lösungs-
ansatz in Betracht gezogen. Für den Filter Fi einer eingehenden Subscription wird geprüft, ob
es bereits bekannte Filter Fk mit k = i anderer Subscriptions gibt. Ist dies der Fall, wird ein
Vereinigungsfilter Fm über die Menge der passenden Notifications aus allen ähnlichen Filtern
gebildet. Dieser Vereinigungsfilter wird weitergeleitet und als StandingQuery (SQFm ) angemel-
det. Der resultierende Datenstrom enthält alle Daten, die benötigt werden, um jeder einzelnen
Subscription gerecht zu werden. Aus diesen Daten müssen nun mit den ursprünglichen Filtern











F1 = {(deviceId = 123)  && (dataFieldValues.Temperature > 20)}
{ 
"deviceId": "123",
  "dataFieldValues": 
["Temp:"X=?]
}
F2 = {deviceId = 123}







X ≤  20
N(F1)  N(F2)  
Abbildung 8.9: Lösungsansatz zur Redundanzvermeidung für den zuvor beschriebenen Fall 2
Für Fall 2 aus dem vorherigen Abschnitt ist in Abbildung 8.9 eine mögliche Beispiellösung dar-
gestellt. Intuitiv ist zu sehen, dass der Filter F2 den Filter F1 überdeckt, was dazu führt, dass
für die Menge der passenden Notifications beider Filter gilt N(F1) ⊆ N(F2). Das bedeutet, aus
F2 lässt sich in diesem Fall direkt der gesuchte identische Vereinigungsfilter Fm konstruieren.
Dieser wird nun bei der Cloud 2 stellvertretend für die ähnlichen Filter F1 und F2 angemeldet.
Eine Stream-Processing-Engine (SPE) dient nun mit der gespeicherten Abhängigkeitsinforma-
tion von Fm zu F2 zu F1 dazu, für die entsprechenden Subscriptions der Clients die relevanten
Daten zu filtern. Da gilt F2 ≡ Fm kann der Datenstrom direkt zu C2 weitergeleitet werden. Hier
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bleibt es bei einer rein Topic-basierten Filterung. Für die Subscription von C1 muss allerdings
noch der eigentliche Filter F1 auf den Datenstrom von Fm angewendet werden, was als inhalts-
basierte Filterung von einem Operator der SPE übernommen werden soll.
In Unterabschnitt 2.4.3 wurden bereits weitere über das einfache Routing hinausgehende Algo-
rithmen von Mühl et al. eingeführt. Das vereinigungsbasierte Routing-Modell adressiert grund-
legend genau das beschriebene Redundanzproblem und ist ebenso Teil des Lösungsansatzes.
In [MPF06] wurde auch ein Filtermodell vorgestellt, welches die Voraussetzung für das Erken-
nen von ähnlichen Filtern mitbringt. Dabei ist eine detailliertere Betrachtung der verwendeten
Filtersprache sowie des Datenmodells der Notifications notwendig. Anschließend kann das von
Mühl et al. vorgestellte Filtermodell mit den Regeln zum Erkennen von Identitäten, Überde-
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I. Subscription-Phase II. Intercloud-Phase III. Notification-Phase
Abbildung 8.10: Erweiterung des Ablaufmodells des Push-Stream-Providers
Abbildung 8.10 zeigt das vereinfachte Ablaufmodell des erweiterten Push-Stream-Providers
von der Subscriptionphase, über die Intercloudphase bis zur Notificationphase. Die Schritte der
Client-Subscription mit der Abbildung »Client-zu-Topic« (1), die Weiterleitung der Subscriptions
und Datenstromerzeugung bei den entfernten IoT-Clouds mit der Abbildung »Filter-zu-Topic«
(4) sowie die Zustellung von Notifications mit der Abbildung »Topic-zu-Client« (6) sind schon
vom bisherigen Konzept mit einfachem Notification-Routing bekannt. Die konzeptionelle Idee
der Erweiterung basiert darauf, in einem ersten weiteren Schritt gleichartige Filter von Subscrip-
tions mehrerer Clients zu erkennen (2). Statt jede Subscription verschiedener Clients einzeln
in der Intercloud weiterzuleiten, werden gleichartige Filter dieser Subscriptions zu einem Ver-
einigungsfilter zusammengefasst (3) und durch eine einzelne Subscription repräsentiert. Diese
einzelne Subscription wird anschließend wie bisher in der Intercloud weitergeleitet (4) und führt
nun zu einem einzelnen Datenstrom, welcher Anfragen mehrerer Clients abdeckt. Aus diesem
Datenstrom müssen nun die eigentlichen Datenströme der einzelnen Client-Subscriptions mit
ihren Filtern wieder rekonstruiert werden (5). Dazu können ihre eigentlichen Filter (1) darauf
angewendet werden. Eine Technologie, die sich dazu eignen könnte, ist die der SPE. Die re-
konstruierten Datenströme werden anschließend zur Zustellung wie bisher auf Topics (1 und 6)
abgebildet. Dabei tritt anders als beim rein inhaltsbasierten Filtern für das vereinigungsbasier-
te Routing-Modell nach Mühl et al. eine neuartige Hybridität des Konzepts zu Tage. Generell
soll nämlich für die Zustellung in der Intercloud weiterhin die Topic-basierte Filterung an den
beteiligten verteilten Push-Stream-Providern angewendet werden. Die inhaltsbasierte Filterung
kommt nur zum Einsatz, wenn ähnliche Filter gefunden werden.
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8.4 Verteilter Push-Stream-Provider mit vereinigungsbasiertem
Routing-Modell
Zur Untersuchung der Machbarkeit des zuvor diskutierten Lösungsansatzes wurde die Diplom-
arbeit mit dem Titel »Redundanzvermeidung bei Echtzeitdatenströmen in Intercloud-Szenarien
für Smart-Home-Mehrwertdienste« ausgeschrieben und betreut. Die in den folgenden Abschnit-
ten vorgestellten Konzepte wurden in Zusammenarbeit mit Christoph Seifert im Rahmen sei-
ner Diplomarbeit erarbeitet ([Sei17]). Neben einer kurzen Zusammenfassung der Grundlagen
anhand der drei notwendigen Schritte Erkennen von ähnlichen Filtern (Unterabschnitt 8.4.1),
Konstruktion eines Vereinigungsfilters (Unterabschnitt 8.4.2) und Rekonstruktion der Datenströ-
me (Unterabschnitt 8.4.3), wird der Fokus in diesem Abschnitt vornehmlich auf der Konzept-
beschreibung der neuen Komponenten des Merge-Controllers (Unterabschnitt 8.4.4) und der
Stream-Processing-Engine (SPE) (Unterabschnitt 8.4.5) liegen. Für eine vollständige Betrach-
tung der Themen dieser Unterabschnitte steht die Diplomarbeit von Herrn Seifert öffentlich zur
Verfügung. Zuletzt wird die Integration der Erweiterung in die bisher vorgestellte Architektur des
Push-Stream-Providers vorgestellt (Unterabschnitt 8.4.6) und diskutiert (Unterabschnitt 8.4.7).
Die Betrachtungen der verwandten Arbeiten zu den in diesem Abschnitt angeschnittenen The-
men Filter-Matching, Routing in verteilten inhaltsbasierten Publish/Subscribe-Systemen71 und
Event-Stream-Processing sind der Diplomarbeit ([Sei17]) zu entnehmen.
8.4.1 Erkennen von ähnlichen Filtern
Das Konzept verwendet zur Beschreibung der Notifications von Geräten (eingeführt als Payload
vom Typ Device - Vgl. Abbildung 6.10) die JSON von Kiwigrid (Vgl. Listing D.4). JSON ist unty-
pisiert, bringt implizit aber einige Basistypen wie String, Number, Boolean und Nullwert sowie
die Verschachtelungstypen Array und Objekt mit. Mit dieser Voraussetzung ist nach [Sei17] das
Datenmodell von Mühl et al. [MPF06] anwendbar. In diesem Datenmodell ist eine Nachricht
als n = (A1, ..., An) durch Attribute Ai charakterisiert. Dabei ist für jedes i ein Key-Value-Paar
(ki, vi) beschrieben, bei dem jedes ki einzigartig bezeichnet sein muss.
Mit den gegebenen Voraussetzungen zum Datenmodell ist auch das von Mühl et al. in [MPF06]
vorgeschlagene Filtermodell anwendbar. Die Grundlagen zur Filterfunktion F (n) und der sich
daraus ergebenden Menge von passenden Nachrichten N(F ) wurden in Unterabschnitt 2.4.2
eingeführt. Die im Konzept verwendeten Filter in der MongoDB Syntax liegen ebenfalls in JSON
vor, z.B. drückt {“a“: {“$lt“: 10}} den Filter (a < 10) für das Attribut a mit der »Kleiner als«-Relation
als Operator aus. Die unterstützten Operatoren sind im Anhang unter Abbildung A.6 zu finden.
Ähnlichkeit von Verbundfiltern
Die Operatoren sind die Prädikate im Filterterm. Filter mit einem atomaren Prädikat und in
denen nur ein Attribut vorkommt, wie im Beispiel (a < 10), werden als Attributfilter AF be-
zeichnet. Durch Verknüpfung mehrerer Attributfilter mittels boolescher Operatoren lassen sich
sogenannte Verbundfilter konstruieren. Diese stellen beliebig komplexe Filter dar, welche sich
71In der Dissertation wird ausschließlich das Modell von Mühl et al. in den Grundlagen behandelt.
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mit der verwendeten Filtersprache konstruieren lassen. Die Herausforderung ist also, die Ähn-
lichkeit zweier Verbundfilter zu erkennen. Dazu können sie in die disjunktive Normalform über-
führt werden, wobei die disjunkten Anteile separat evaluiert werden können. Jeder disjunk-
te Teil eines Verbundfilters wird also als Konjunktivterm durch F = AF1 ∧ ... ∧ AFn bzw.
kurz als F = (AF1, ..., AFn) beschrieben. Eine solche Filterfunktion wird auf wahr abgebil-
det, wenn alle ihre Attributfilter auf wahr abbilden. Für zwei Verbundfilter F1 = (AF 11 , ...AF 1n)
und F2 = (AF 21 , ...AF 2m) gelten dann die im Anhang unter Abbildung A.7 zu findenden Rela-
tionen für die Identität, Überdeckung, Überlappung und die Disjunktion. Die Gleichungen
reduzieren das Problem zum Erkennen der Filterähnlichkeit auf den Vergleich der enthaltenen
Attributfilter.
Ähnlichkeit von Attributfiltern
Ein Attributfilter wie das Beispiel (a < 10) ist ein Triple (ki, Opi, ci). Dabei ist ki der Bezeichner
(a) des Attributs, Opi der anzuwendende Operator (<) und ci eine Konstante (10). Opi bildet
den Term des Attributfilters ebenfalls auf wahr oder falsch ab. Die Menge der relevanten Attri-
bute einer Nachricht ist damit definiert durch L(AFi) = {ki, ci|Opi(ki, ci) → true}. Im Anhang
unter Abbildung A.8 finden sich dazu erneut die gültigen Relationen für die Identität, Überde-
ckung, Überlappung und die Disjunktion zweier Attributfilter.
Mit diesen Relationen können Aussagen über die Ergebnismengen L(AFi) zweier Attributfil-
ter AFi getroffen werden. Zur Identifizierung der konkreten Relationen zweier Attributfilter AF1
und AF2 mit gleichen Bezeichnern k1 = k2 ist eine Betrachtung ihrer Operatoren Op1, Op2 und
der Konstanten c1, c2 notwendig. Zum Beispiel liegt eine Überlappung für Op1 :< und Op2 :>
vor, wenn die Bedingung c1 > c2 erfüllt ist. Im Fall c1 < c2 liegt eine Disjunktion vor. Die Attri-
butfilterrelationen müssen also für die unterstützten Operatoren für verschiedene Bedingungen
ermittelt werden. Eine umfangreiche Aufstellung von Bedingungen gängiger Operatoren und
Basisdatentypen wie z.B. Zahlenwerte und Strings wurde bereits ebenfalls von Mühl et al. ge-
liefert [MPF06].
8.4.2 Konstruktion eines Vereinigungsfilters
Wie bereits diskutiert wurde, kann mit der Vereinigung zweier Filter eine Reduzierung der Red-
undanz erreicht werden. Ein Vereinigungsfilter Fm wird daher immer durch die Vereinigung
zweier Verbundfilter F1 und F2 konstruiert. N(Fm) bildet dann eine Obermenge mit N(Fm) ⊇
N(F1) ∪ N(F2) der relevanten Nachrichten zweier Anfragen mit den ursprünglichen Verbund-
filtern F1 und F2 ab. Daraus lässt sich folgern, dass Fm eine Überdeckungsrelation Fm 
F1 ∧ Fm  F1 zu F1 und F2 besitzt.
Es können dabei zwei Fälle auftreten. Ein perfekter Vereinigungsfilter erzeugt als Obermenge
exakt die zuvor beschriebene Vereinigungsmenge, d.h. es gilt N(Fm)\N(F1)∪N(F2) = ∅. Dann
kann Redundanz vollständig vermieden werden. Ansonsten werden Nachrichten angefragt, die
von keiner Subscription benötigt werden und so zu einem unerwünschten Overhead führen. Es
wird daher nur die Konstruktion eines perfekten Vereinigungsfilters angestrebt.
Die Konstruktion von Fm selbst basiert auf der Vereinbarkeit der einzelnen Attributfilter. Für
die zu unterstützenden Operatoren wurden in [Sei17] die relevanten Vereinigungsbedingungen
zu bestimmten perfekten Vereinigungsfiltern Fm hergeleitet. Allerdings sind nach [MPF06] zwei
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Einschränkungen nötig. Erstens wird die disjunktive Vereinigung von Attributfiltern nicht ange-
wendet, da sie für Fm einen disjunkten Verbundfilter konstruiert. Dieser würde im verwendeten
Filtermodell ohnehin zur separaten Evaluierung wieder in die konjunktiv verknüpften Teilterme
zerlegt. Zweitens lässt sich ein perfekter Vereinigungsfilter nur aus zwei Verbundfiltern konjunk-
tiv verknüpfter Attributfilter konstruieren, wenn für jedes Attribut mit dem Bezeichner k nur ein
Attributfilter vorhanden ist, und wenn bei mehr als einem Attributfilter, bis auf ein sich unter-
scheidendes Attributfilterpaar A1k, A
2
k sämtliche weitere Attributfilterpaare identisch sind.
8.4.3 Rekonstruktion der Datenströme
Bisher wurden nur Redundanzfälle zweier Filter diskutiert. Am Push-Stream-Provider können
aber mehrere Subscriptions mit ähnlichen Filtern eingehen. Nacheinander wird also der ge-
meinsame Vereinigungsfilter, welcher als StandingQuery in der Intercloud angemeldet ist, so
angepasst, dass dessen Obermenge für N(Fm) mit jedem neuen ähnlichen Filter, für den nicht
schon ein identischer Filter existiert, immer größer wird.
Für die Rekonstruktion der Datenströme der einzelnen Filter könnte man nun einfach alle ein-
zelnen Filter auf diesen Datenstrom anwenden, um wieder die einzelnen Clientsubscriptions
zu bedienen. Für jede eingehende Nachricht müsste dann allerdings immer jeder einzelne an-
gemeldete Filter, der durch Fm repräsentiert wird, angewendet werden. Da jeder dieser Filter
in einer Überdeckungsrelation zu Fm steht, könnte man also ausgehend von Fm auch die ge-
genseitigen Überdeckungen beim Hinzufügen eines neuen Filters prüfen. Dadurch lässt sich
ein gerichteter azyklischer Graph (engl. Directed Acyclic Graph (DAG)) wie in Abbildung 8.11
(a) konstruieren. Dessen Knoten repräsentieren einzelne Filter und die gerichteten Kanten, die
Überdeckungsrelationen der Filter zueinander. Der Wurzelknoten stellt dann den in der Inter-
cloud weitergeleiteten Vereinigungsfilter Fm dar. Jeder Knoten repräsentiert den Filter einer
oder mehrerer (bei identischen Filtern) Client-Subscriptions. Der Graph ist gerichtet, da die
Überdeckungsrelation nicht symmetrisch ist. Der Graph ist azyklisch, da Nachrichten nur ein-
mal evaluiert und weitergeleitet werden. Weiterhin zerfällt der Graph für mehrere disjunkte Fil-
tergruppen mit jeweils zueinander disjunkten Vereinigungsfiltern in nicht zusammenhängende
Teilgraphen. Jede Wurzel eines solchen Teilgraphs ist einer dieser disjunkten Vereinigungsfil-
ter. Diese Eigenschaft kann sehr einfach für eine horizontale Skalierbarkeit ausgenutzt werden.
Der Graph ist in Bezug auf die Überdeckungsrelation außerdem eine topologische Sortierung.
Diese Eigenschaft bringt weitere Vorteile (Abbildung 8.11 (b)) mit sich.
Der weitergeleitete Vereinigungsfilter hat die generellste Ausdrucksstärke. Die Anzahl der kon-
junktiv verknüpften Attributfilter nimmt daher mit der Baumtiefe zu. Die Anzahl der passenden
Nachrichten N(Fm) ist an der Wurzel entsprechend hoch. Sie nimmt dafür mit zunehmender
Tiefe des Baums immer weiter ab, da jeder Filter auf einem Pfad die Nachrichtenanzahl weiter
reduziert. Zwar nimmt die Matching-Komplexität eines einzelnen Filters mit der Baumtiefe zu,
was nachteilig für die Zustellungszeit der Nachrichten von Subscriptions mit Filtern an Blattkno-
ten sein kann. Bedingt durch die gleichzeitig immer geringere Nachrichtenzahl, konnte in [Sei17]
aber argumentativ gezeigt werden, dass sich die Komplexität der gesamten Rekonstruktion der
einzelnen Datenströme stark reduziert.
Der in [Sei17] vorgeschlagene Algorithmus zur Konstruktion des Graphen ist der Vollständigkeit
halber im Anhang C aufgeführt. Er umfasst das Hinzufügen eines Knotens bei einer neuen
Subscription sowie das Entfernen eines Knotens für eine abgemeldete Subscription mit den
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Abbildung 8.11: Der Teilgraph (a) des gerichteten azyklischen Graphen eines einzelnen wei-
tergeleiteten Vereinigungsfilters als Wurzelknoten in Abhängigkeit der Überde-
ckungsrelation zu untergeordneten Filtern als innere und Blattknoten. In Ab-
hängigkeit zur Tiefe des Baums (b) ergeben sich verschiedene vorteilhafte Ei-
genschaften. Bildquelle: [Sei17]
Spezialfällen bereits vorhandener identischer Filter sowie der zu treffenden Einordnungsent-
scheidung bei überlappenden Filtern.
8.4.4 Komponente: Merge-Controller
Die vorhergehenden Ansätze zu den drei notwendigen Schritten sind die Grundlage des in
[Sei17] entwickelten Konzepts. Die Schritte: Erkennen von ähnlichen Filtern, Konstruktion des
Vereinigungsfilters und die Rekonstruktion der Datenströme durch Verwalten des logischen ge-
richteten azyklischen Graphen (DAG), werden durch die entworfene Komponente des Merge-
Controller (MC)72 realisiert.
Der MC organisiert intern den logischen DAG von Filterabhängigkeiten. Der jeweils aktuelle
Aufbau des DAG zu einem bestimmten Zeitpunkt wird von neuen eingehenden und zu entfer-
nenden vorhandenen Filtern verschiedener Client-Subscriptions beeinflusst. Der interne Ablauf
folgt mehreren Schritten (1-5), die in Abbildung 8.12 für das Hinzufügen eines neuen Filters
dargestellt sind.
Die Zustellung von Notifications für Client-Subscriptions und Weiterleitungen von Subscriptions
in der Intercloud soll weiterhin auf dem hybriden Ausgangskonzept des Push-Stream-Providers
(Vgl. Abschnitt 8.1) mit Filterung durch den Topic-basierten Publish/Subscribe-Service basie-
ren. Um eine eindeutige Zuordnung zu einem Topic zu gewährleisten, wird ein eingehender
Filter zunächst normalisiert (1) und nach Attributen sortiert. Über diese Repräsentation wird























Abbildung 8.12: Programmablauf des Merge-Controllers beim Hinzufügen eines neuen Filters
nach [Sei17].
dann ein Hashwert (z.B. mit MD573) gebildet, der als Topic-Adresse für die Weiterleitung (Inter-
cloud und Clients) und als KnotenId für den logischen DAG dient.
Anschließend wird mit dem in Unterabschnitt 8.4.3 erwähnten Algorithmus von Seifert der DAG
traversiert. Identitäten zweier Filter lassen sich dabei direkt über einen identischen Hashwert
(2) ermitteln. Dabei wird für jede gefundene Identität ein Zähler geführt, um beim Abmelden von
diesen Filtern feststellen zu können, wann der Filter letztendlich aus dem DAG entfernt werden
muss. Die Struktur des DAG selbst muss in diesem Fall nicht angepasst werden, wodurch di-
rekt eine Antwort (Response) ausgegeben werden kann. Gibt es keinen identischen Filter (3),
muss der logische DAG angepasst werden. Für gefundene Überdeckung, Überlappung oder
einen neuen Vereinigungsfilter zweier existierender Filter wird an entsprechender Stelle der
Teilgraph angepasst. Bei einem neu gefundenen Vereinigungsfilter (4) muss erneut der Graph
traversiert werden, um diesen ebenfalls einzusortieren. Dieser Vorgang kann sich iterativ von
einer bestimmten Ebene bis hoch zur Wurzel wiederholen, wenn dabei mehrfach neue Vereini-
gungsfilter gefunden werden. Dabei können neue Vereinigungsfilter sowohl innere Knoten als
auch die Wurzel ersetzen. Beim Ersetzen der Wurzel muss der alte Vereinigungsfilter in der
Intercloud abgemeldet und der neue Vereinigungsfilter angemeldet werden.
Sonderfall von isolierten Knoten: Für disjunkte neue Filter, aber auch bei Identitäten zu be-
reits existierenden disjunkten Filtern, können isolierte Knoten im logischen DAG auftreten. Das
bedeutet, der Wurzelnoten und der einzige Blattknoten wären identisch. Anders ausgedrückt,
gibt es keinen Vereinigungsfilter, welcher Redundanzen anderer Filter vermeiden kann. In die-
sem Fall ist keine inhaltsbasierte Filterung zur Rekonstruktion von Datenströmen nötig. Diese
Filter müssen daher nicht in den physischen DAG der SPE abgebildet werden. Stattdessen
werden diese wie im bisherigen Konzept (Vgl. Unterabschnitt 8.2.1) behandelt und vollständig
Topic-basiert in der Intercloud weitergeleitet. Wie noch diskutiert wird, ergibt sich insbesondere
durch diesen Ansatz ein weiterer Aspekt der Hybridität des Push-Stream-Providers im Vergleich
zum rein inhaltsbasierten Broker-Overlay-Netzwerk von Mühl et al..
73https://de.wikipedia.org/wiki/Message-Digest_Algorithm_5
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Nach der Anpassung des logischen DAG muss der physische Graph in der SPE aktualisiert
werden (5). Dieser Prozess ruft dabei die Schnittstelle der SPE auf (SPE-IF). Wie die Schnitt-
stelle aussieht, hängt stark davon ab, in welcher Form der logische DAG im physischen DAG
der SPE synthetisiert wird. In Unterabschnitt 8.4.5 wird ein mögliches Konzept aus [Sei17] vor-
gestellt, welches dafür eine bestimmte Schnittstelle definiert. Unabhängig davon müssen aber
generell bestimmte Informationen mitgegeben werden. Das betrifft insgesamt die Beschreibung
der Struktur des logischen DAG. Daher sind die Knoten (ohne isolierte Knoten) mit den jewei-
ligen Filterausdrücken und ihren jeweiligen Hashwerten zur Abbildung auf die replyTopics der
Clients notwendig. Außerdem werden die Kanten mit Flussrichtung, dargestellt als Menge an
Vorgängern und Nachfolgern jedes Knotens, benötigt.
Zuletzt gibt der MC nun als Antwort (Response) mehrere Informationen an die aufrufende Kom-
ponente aus. Für den neu eingeführten Client-Filter wird die Topic-Adresse (replyTopic) in Form
des zuvor erwähnten Hashwerts zurückgegeben. Auf diesem Topic können Notifications bezüg-
lich dieses Filters von Clients empfangen werden. Der Umbau des logischen DAG kann dazu
führen, dass Vereinigungsfilter an Wurzelknoten hinzukommen oder wegfallen. Das gilt eben-
so für isolierte Knoten, da sie selbst Wurzeln sind. Dafür gibt der MC zwei Listen zurück, die
ggf. auch leer sein können. Die Liste der neu hinzugekommenen Vereinigungsfilter (added) ent-
hält die Ausdrücke der Vereinigungsfilter (filter ) mit einer Topic-Adresse (topic) in Form eines
Hashwerts als Elemente. Im Fall eines isolierten Knotens wäre so ein Topic identisch mit dem
replyTopic. Die Elemente der Liste der zu entfernenden Vereinigungsfilter (removed) sind nur
die Topic-Adressen als Hashwert, da die Zuordnung zu angemeldeten Filtern darüber eindeutig
hergestellt werden kann. Ein Beispiel einer solchen Antwort ist in Listing 8.1 dargestellt.
1 {
2 " added ":[
3 {
4 " filter ":{
5 "a":{
6 " $exists ":true
7 }
8 },
9 " topic ":"124471535 eecb 8572e247bd9749794be"
10 }
11 ],
12 " removed ":[
13 "d91d93e10f8e89b58de7a19b40b38c42"
14 ],
15 " replyTopic ":"124471535 eecb8572e247bd9749794be"
16 }
Listing 8.1: Darstellung einer Antwort des MC in JSON, Quelle: [Sei17]
Zur Kommunikation mit der aufrufenden Komponente wird eine Schnittstelle (MC-IF) mit fol-
genden Methoden angeboten:
• addFilter(Filter): fügt dem logischen DAG einen neuen Filter hinzu und gibt eine Antwort
zurück.
• remove(filterHash): entfernt einen Filter auf Basis des Hashwerts aus dem logischen
DAG und gibt eine Antwort zurück. Das Feld replyTopic ist nicht belegt.
Hinweis: In Abbildung 8.12 ist eine aktualisierte Version des Programmablaufs des MC dar-
gestellt und in diesem Abschnitt diskutiert worden. Die in [Sei17] dargestellte Version unter-
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scheidet sich im prinzipiellen Ablauf noch dadurch, dass Änderungen am logischen Graph un-
mittelbar in einer Aktualisierung des physischen Graphs resultierten. Da die Aktualisierung des
physischen Graphs zeitaufwändig ist und jeder Schritt am logischen Graph einzeln umgesetzt
wurde, hat der Gesamtprozess dadurch bei einer komplexen Graphanpassung mit vielen Schrit-
ten sehr lange gedauert. Die aktuelle Version des Ablaufs adressiert dieses Problem.
8.4.5 Komponente: Stream-Processing-Engine
Die Verarbeitung des logischen DAG sollte durch eine Stream-Processing-Engine (SPE) rea-
lisiert werden. Dazu wurden einige mögliche Kandidaten evaluiert, welche notwendige Eigen-
schaften (z.B. Exactly-Once Fehlersemantik, dynamische Modifikation des DAG zur Laufzeit,
Verarbeitungslatenz, Open-Source und weitere) mitbringen. Von den geeigneten Kandidaten,
welche die notwendigen Eigenschaften erfüllen, wurde mit APACHE GEARPUMP74 eine Stream-
Processing-Engine ausgewählt. In diese bildet der Merge-Controller den logischen DAG in einen
physischen DAG ab. Die Komponente der Stream-Processing-Engine wird im Folgenden so
weit wie möglich technologieneutral75 beschrieben.
Entscheidend beim genutzten Ansatz ist, wie der logische DAG in die SPE abgebildet wird. Das
in [Sei17] verfolgte Konzept geht von einer direkten Abbildung des logischen Graphen (ohne
isolierte Knoten) in den physischen DAG der SPE aus:
Wurzelknoten mit ihren in der Intercloud übertragenen Vereinigungsfiltern im logischen DAG
werden im physischen DAG als Quellknoten realisiert. Der Hashwert der KnotenId zeigt auf ein
Topic des PubSub-Service, von dem Daten eines weitergeleiteten Vereinigungsfilters empfan-
gen werden. Der Quellknoten muss also eine Client-Bibliothek des PubSub-Service implemen-
tieren.
Innere Knoten werden innerhalb der Stream-Processing-Engine durch Verarbeitungsknoten
(oft auch Operatoren genannt) abgebildet. Sie enthalten jeweils einen bestimmten Filteraus-
druck des logischen DAG und sind mit dem Hashwert als KnotenId gekennzeichnet.
Blattknoten im logischen DAG sind Senken(-knoten) im physischen DAG. Für jeden redundan-
ten Filter einer Client-Subscription existiert eine Senke an einem Teilgraph in der SPE, wel-
che die gefilterten Daten auf einem Topic des PubSub-Service ausgibt. Der Blattknoten muss
also eine Client-Bibliothek des PubSub-Service implementieren. Die KnotenId bzw. die Topic-
Adresse wird durch den Hashwert des entsprechenden Filters und einem vorangestellten Prefix
(z.B. »s_«) dargestellt. Dadurch kann zwischen filternden Verarbeitungsknoten und an diese an-
gehängte Senken unterschieden werden. Verarbeitungsknoten, die Vereinigungsfilter abbilden,
müssen keine direkten Senken besitzen. Einen Sonderfall stellt der Wurzelknoten dar, welcher
selbst sogar direkt Senke für einen Client sein kann.
Die Kanten zwischen den Knoten werden durch Knotenmengen von Vorgängern und Nachfol-
gern mit der Zuordnung auf Basis der KnotenId (Hashwert des Filters und für Senken zusätzlich
mit Prefix) hergestellt.
74http://gearpump.apache.org
75Bedingt durch die sehr speziellen Eigenschaften verschiedener SPE, sind bestimmte Konzepte nicht notwendiger-
weise identisch mit verschiedenen SPE-Technologien realisierbar.
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Die benötigte Funktionalität der verschiedenen Knotentypen muss ggf. in Form von Prototypen
für die SPE entwickelt werden. Ein FilterNode beschreibt z.B. die Funktionalität von Verarbei-
tungsknoten, für Quell- und Senkenknoten müssen z.B. Clients für den PubSub-Service inte-
griert werden. Die Knotenprototypen werden als Teil einer Anwendung für die gewählte SPE
bereitgestellt. Für das Deployment der Anwendung mit den Knotenprototypen sowie für die
Manipulation des physischen Graphen zur Laufzeit der SPE-Anwendung muss die verwendete
SPE über ihre Schnittstelle (SPE-IF) folgende Methoden anbieten:
• submitApp(Archive): transferiert bzw. initiiert die Anwendung zur Abbildung des physi-
schen Graphen auf die bzw. in der SPE.
• createProcessor(FilterNode, filter): erstellt innerhalb der SPE-Anwendung einen neu-
en Verarbeitungsknoten, der als FilterNode deklariert ist, mit dem übergebenen normali-
sierten Filterausdruck. Die KnotenId wird in der SPE-Anwendung erneut aus dem Filter
gehasht und daher nicht übergeben.
• removeProcessor(nodeId): entfernt den Verarbeitungsknoten mit der übergebenen Kno-
tenId.
• createLink(nodeId1, nodeId2, Partitioner): erzeugt eine Kante zwischen zwei Knoten
mit den übergebenen Ids, mit dem übergebenen Partitioner. Im Fall der horizontalen Ska-
lierung des DAG legt der Partitioner das Muster des Load-Balancings fest, d.h. wie einzel-
ne Events zu den Kopien des nächsten Knotens weitergeleitet werden sollen.
• removeLink(nodeId1, nodeId2): entfernt eine Kante zwischen zwei Knoten mit überge-
benen Ids aus dem physischen Graph.
• createSource(SourceNode, host, port, sourceTopic): Erstellt einen Quellknoten mit
dem übergebenen Prototyp. Dieser wird als Consumer für Hostadresse und Port des
PubSub-Service mit dem übergebenen Topic (Hashwert oder Prefix + Hashwert falls
auch Senke) konfiguriert.
• createSink(SinkNode, host, port, sinkTopic): Erstellt einen Senkenknoten mit dem über-
gebenen Prototyp. Dieser wird als Producer für Hostadresse und Port des PubSub-Service
mit dem übergebenen Topic (Prefix + Hashwert) konfiguriert.
Statt der in [Sei17] angestrebten direkten Abbildung des logischen in den physischen DAG,
sind weitere Konzepte möglich. Zum Beispiel könnte hinter jedem Quellknoten eines Verei-
nigungsfilters auch ein einzelner Verarbeitungsknoten die Verarbeitung des gesamten Filter-
baums übernehmen und jeder Nachricht für den Filter das entsprechende Client-Topic (Prefix
+ Hashwert) anhängen. Ein nachfolgender Senkenknoten schreibt dann jede Nachricht auf
das entsprechend übergebene Topic. Dieses Konzept konnte im Rahmen der Dissertation nicht
mehr untersucht werden, wird aber in Kapitel 9 in Bezug auf die Ergebnisse der Evaluation
diskutiert.
8.4.6 Integration in die bisherige Architektur
Abbildung 8.13 zeigt die Integration der zwei neuen Komponenten, Merge-Controller (MC) und













































































































Abbildung 8.13: Integration von Merge-Controller und der SPE in die bisherige verteilte ICB-
Architektur
Demgegenüber muss die einzige Änderung im Programmablauf des verteilten Push-Stream-
Providers beim Subscription-Controller gemacht werden. Statt für jede Client-Subscription eine
zufällige UUID als Topic-Adresse zu erzeugen und die Anfrage direkt weiterzuleiten, wird nun
der Filter aus der Anfrage extrahiert und dem Merge-Controller übergeben (MC-IF). Dieser ant-
wortet mit der daraus erzeugten Topic-Adresse (Prefix + Hashwert) sowie den zwei Listen (ad-
ded und removed) der in der Intercloud an- bzw. abzumeldenden Standing-Queries verschiede-
ner Vereinigungsfilter Fm. Der Subscription-Controller muss nun nur noch die Weiterleitungen
auf Basis dieser zwei Listen abarbeiten. Dabei nutzt er wie bisher die Schnittstelle (ICC-IF) des
Intercloud-Proxys. Der weitere Programmablauf ist identisch zum einfachen Routing-Konzept.
Der Unterschied besteht nur darin, dass im Fall von ähnlichen Filtern nun die Anfragen der Cli-
ents nicht mehr direkt weitergeleitet werden, sondern die vom MC erzeugten Vereinigungsfilter.
Der MC übernimmt nun also die Abbildung Filter → Topic. Diese wird für die endgültige Zuord-
nung zu den Clients (F → (T, Ad)) → C in der lokalen Routing-Tabelle (LRT) vom Subscription-
Controller übernommen. Außerdem kontrolliert der MC ausgehend vom logischen DAG die Ab-
bildung in die SPE.
8.4.7 Diskussion des Ansatzes zur Redundanzvermeidung
Zunächst einmal lassen sich Redundanzen bei der Übertragung von Notifications der IoT-
Geräte zwischen ICBs nach [Sei17] für erkannte Identitäten und Überdeckungen vollständig
vermeiden. Im log. DAG tiefer sitzende Überlappungen werden durch die höher liegenden Filter
überdeckt und führen ebenfalls zu keiner Redundanz in der Übertragung. Für Überlappungen
von bestehenden Vereinigungsfiltern am Wurzelknoten muss sich ein perfekter Vereinigungsfil-
ter konstruieren lassen. Andernfalls kommt es zu redundanten Übertragung von Notifications in
den entsprechenden zwei Teilgraphen. Der vorgestellte Ansatz bedingt darüber hinaus einige
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weitere Voraussetzungen und unterliegt auch einigen Einschränkungen.
Attribute mit reellen Wertebereichen können zu beliebig tiefen Bäumen von überdeckenden
Filtern führen. Möglichkeiten, dies zu vermeiden, wäre z.B. die Nachkommastellen für die Eva-
luierung der Konstanten zu begrenzen, reelle Wertebereiche ggf. generell nicht bei der Redun-
danzvermeidung zu berücksichtigen oder ab einer bestimmten Tiefe weitere Filter im Graph als
flache Hierarchie an den vorletzten Filter zu hängen.
Mit dem vorgestellten Ansatz kann für eine erkannte Disjunktion keine Aussage über die po-
tenziell vermeidbare Redundanz gemacht werden. Dies ist darauf zurückzuführen, dass Ähn-
lichkeiten zwischen zwei Verbundfiltern nur erkannt werden können, wenn gegen Attributfilter
mit identischen Attributen (Bezeichnern k) geprüft werden kann. Eine Relation zwischen einem
Filter, welcher als Attribut ein bestimmtes DatafieldValue (z.B. Temperatur) bedingt, zu einem
Filter, welcher als Attribut einen bestimmten Owner bedingt, kann darüber nicht direkt hergestellt
werden. Das heißt, selbst wenn ein Gerät existiert, welches beide gesuchten Eigenschaften ver-
eint, würde eine Disjunktion erkannt und zwei Datenströme mit für dieses Gerät redundanten
Notifications angefordert. Um dieses Problem zu adressieren, müsste eine weitere Abbildung
auf der Ebene von GeräteIds geschaffen werden, welche solche Beziehungen auflöst. Dieser
erweiterte Ansatz wird aber nicht durch das Konzept berücksichtigt.
Eine wesentliche Voraussetzung für das inhaltsbasierte Filtern von Notifications ist, dass die
Notifications selbst sämtliche Informationen enthalten, welche ein Filter für die Evaluierung
benötigt. Eine Annahme ist daher, dass die Notifications im Schritt der Rekonstruktion der
Datenströme sämtliche Informationen zur Evaluierung der einzelnen Filter enthalten. Zu IoT-
Clouds werden aber in der Regel nur die Änderungen von Gerätezuständen übertragen. Um
für die erfolgreiche Evaluierung nicht jedes Mal das gesamte Gerät in der Intercloud übertra-
gen zu müssen, könnte man bestimmte Gerätedaten, die für die Evaluierung notwendig sind,
bei der Verarbeitung der Rekonstruktion vorhalten. Das in Abschnitt 7.3 als Teil des erweiterten
Discovery-Service vorgestellte Verzeichnis von IoT-Geräten könnte dazu als Grundlage dienen.
Für das Konzept wird angenommen, dass die benötigten Informationen bei der Filterung vorlie-
gen.
Nach dem Broker-Overlay-Modell von Mühl et al. lässt sich das Konzept des erweiterten Push-
Stream-Providers allgemein als vereinigungsbasiertes Routing beschreiben. Inhaltsbasiert muss
aber nur für den Fall von gefundenen Überdeckungen und Überlappungen gefiltert werden. Für
Identitäten muss entweder überhaupt nicht (isolierte Knoten im log. DAG) oder nur einmalig (bei
mehreren identischen Filtern, die bereits im log. DAG als Überlappung oder Überdeckung abge-
bildet wurden) inhaltsbasiert gefiltert werden. Anders als bei Mühl et al. wird die inhaltsbasierte
Filterung auch nur beim empfangenden Push-Stream-Provider durchgeführt. Die Übertragung
zwischen den ICB in der Intercloud wird komplett auf Basis des diskutierten Topic-basierten
Publish/Subscribe-Ansatzes realisiert.
Es ist anzunehmen, dass sich nur ein kleiner Anteil aller Filter ähnelt, da Mehrwertdienste nur
beschränkt auf Gerätedaten von gleichen Nutzern zugreifen dürfen. Eine Ausnahme wären öf-
fentliche Geräte, die so eventuell häufiger von unterschiedlichen Diensten angefragt werden.
Mit der Tatsache, dass selbst identische Filter nicht zwangsläufig inhaltsbasiert gefiltert werden
müssen, sollte ein solch hybrider Ansatz in einem realistischen Szenario eine deutlich bessere
Performance liefern, als ein Ansatz mit rein inhaltsbasierter Filterung.
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8.5 Zusammenfassung zum Konzept des Push-Stream-Providers
Das Kapitel zum Push-Stream-Provider sollte primär die Forschungsfrage FF-7 beantworten.
Dazu wurden zwei Ansätze für den Entwurf der Komponente des Push-Stream-Providers vor-
gestellt, welche primär die Anforderungen ANF-8 und ANF-9 adressieren. Sekundär wird damit
aber auch schon ein Vorgriff auf die Performance-Anforderungen ANF-10, ANF-11 und ANF-
12 gemacht, deren Erfüllung die Evaluation klären soll. Beide Ansätze lassen sich prinzipiell
im Broker-Overlay-Modell nach [MPF06] mit dem Push-Stream-Provider als Broker einordnen.
Allerdings gibt es auch mehrere Unterschiede. Notifications werden in diesem Modell norma-
lerweise nicht bei den Event-Producern angefordert, sondern ständig zum Broker übertragen
und dort inhaltsbasiert gefiltert und weitergeleitet. Im vorgestellten Ansatz werden aber die IoT-
Clouds als Producer betrachtet und die Notifications dort angefordert, weswegen eine Erwei-
terung (SubS(F)) des genutzten Methodensets notwendig ist. Dieser Umstand führt direkt zum
nächsten Unterschied. Die inhaltsbasierte Filterung findet im eigenen Konzept prinzipiell bei
den Producern statt. Die Übertragung zwischen Push-Stream-Providern verschiedener ICB fin-
det rein mit Topic-basierter Filterung statt. Dies macht die erste Hybridität des eigenen Konzepts
im Vergleich zum Modell nach [MPF06] aus, bei der prinzipiell, inhaltsbasierte Filterung an allen
Brokern angewendet werden muss.
Für beide eigenen Konzeptansätze wird auf Routing-Modelle nach [MPF06] zurückgegriffen.
Das einfache Routing-Modell wird dabei so angewendet, dass es in der Intercloud allein mit
Topic-basierter Filterung funktioniert. Die beim einfachen Routing resultierende Redundanz wird
im erweiterten Ansatz durch vereinigungsbasiertes Routing nach [MPF06] adressiert. Hierbei
wird versucht die Topic-basierte Filterung des einfachen Ansatzes soweit möglich beizubehal-
ten, um weiterhin eine möglichst hohe Gesamtperformance (ANF-10, ANF-11) zu erreichen.
Inhaltsbasiert wird nur gefiltert für den Fall von neuen überdeckenden Vereinigungsfiltern. Da-
durch ergibt sich eine zweite Hybridität der Filterung, welche von Filterähnlichkeiten abhängt.
Allerdings ist das erweiterte Konzept in der vorgestellten Variante nicht vollständig. Erstens
können weitere Redundanzen vermieden werden, indem die Filter bis auf Ebene der Gerä-
teIds aufgelöst werden. Zweitens müssen Notifications alle Informationen, die zur Evaluation
eines Filters benötigt werden, beinhalten. An den entsprechenden Knoten des physischen DAG
in der SPE könnten diese im Speicher gecached vorliegen. Der Cache könnte wiederum mit
geringer Latenz durch das am DS vorliegende Geräteverzeichnis befüllt werden. Ob dies mit
dem für den DS gewählten Ansatz möglich ist, wird die Evaluation klären. Abschließend ist
hinzuzufügen, dass das Konzept die Forschungsfrage FF-7 nicht allein beantworten kann. Ob
die Echtzeitanforderungen und die Effizienz in Bezug auf die Performance eingehalten werden
können, hängt zunächst auch von der Implementierung ab. Darüber hinaus muss experimentell
bestimmt werden, ob diese Ziele erreicht wurden oder im Fall des erweiterten Ansatzes mit ver-
einigungsbasiertem Routing überhaupt erreicht werden können. Die vollständige Klärung dieser
Frage wird daher auf das Kapitel 9 der Evaluation verschoben.
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Die im Rahmen des Promotionsvorhabens durchgeführte Evaluation dient vor allem dem Nach-
weis der Realisierbarkeit des Konzepts. Weiterhin soll damit auch die Effizienz bezüglich des
Ressourcenverbrauchs (CPU, RAM) im Verhältnis zur Leistungsfähigkeit (Durchsatz, Latenz),
die Skalierbarkeit und die effiziente Machbarkeit des erweiterten Push-Stream-Providers mit
vereinigungsbasiertem Routing gezeigt werden. Dazu wurde ein Prototyp und eine umfang-
reiche Evaluationsumgebung geschaffen. Die Evaluation dient außerdem dazu, Forschungs-
fragen zu beantworten, die das Konzept allein nicht beantworten kann. Das umfasst die For-
schungsfragen FF-7, FF-6, FF-5. Das geht außerdem mit der Prüfung der erfüllten Performance-
Anforderungen ANF-9, ANF-13, ANF-10, ANF-12, ANF-11 einher.
Zunächst wird in Abschnitt 9.1 der implementierte Prototyp vorgestellt und anschließend er-
läutert, inwieweit sich die offenen Fragestellungen und Anforderungen damit evaluieren lassen.
Abschnitt 9.2 stellt anschließend den Aufbau der Evaluationsumgebung vor. Danach werden in
Abschnitt 9.3 die durchgeführten Experimente und deren Ergebnisse diskutiert. Abschnitt 9.4
fasst die Evaluation zusammen, diskutiert die dabei gewonnenen Erkenntnisse und beantwortet
die bisher offengebliebenen Forschungsfragen.
9.1 Prototypische Implementierung der Konzeptarchitektur
Das in den vorangegangenen Kapiteln eingeführte Gesamtkonzept wurde als umfangreicher
Prototyp implementiert. Abbildung 9.1 zeigt die wichtigsten Technologien der verschiedenen
Bestandteile ICB, IoT-Dienst, IoT-Cloud und IoT-Geräte des Prototyps. Auch wenn die Be-
schreibung der Implementierung selbst nicht als Teil der Evaluation verstanden werden soll,
sondern vielmehr als Grundlage dient, sind während der Entwicklungsphasen der Implementie-
rung ebenfalls einige Erkenntnisse gewonnen worden.
9.1.1 Intercloud-Broker
Die Implementierung des ICB ist in drei separate Dienste aufgeteilt, die selbst wiederum aus
mehreren Komponenten oder Diensten bestehen können.
ICB-Core
Kern der eigenen Implementierung ist der ICB-Core. Dieser wurde im ereignisorientierten Fra-
mework Vert.x76 (Version 3.5.0) als Verticle77 in Java sowie der Java-Variante von ReactiveX 78
implementiert. Diese Technologiekombination ist insbesondere deswegen gut für eine Imple-
mentierung des ICB als Teil der PaaS-Schicht der entsprechenden IoT-Cloud geeignet, da beide
76http://vertx.io/
77Verticles sind ähnlich Microservices, können aber zur horizontalen Skalierbarkeit mehrfach instanziiert werden, laufen
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Abbildung 9.1: Technologieübersicht der Referenzimplementierung
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das Reactive Manifesto79 erfüllen. Letzteres stellt als Anforderung an ein System Responsive,
Resilient, Elastic und Message-Driven zu sein, Eigenschaften wie sie insbesondere für IoT-
Clouds der PaaS-Schicht zu erwarten sind.
Der ICB ist dabei als Main-Verticle realisiert. Die im Konzept vorgestellten Subkomponenten
sind teilweise als einfache Objektinstanzen, bzw. einige die von vornherein skalierbar sein soll-
ten sind als Child-Verticles implementiert. Die interne Kommunikation läuft über den Vert.x-
eigenen Event-Bus oder durch asynchrone Methodenaufrufe. Der Publisher-Controller ist z.B.
so implementiert worden, dass für sein Verticle mehrere parallele Instanzen gestartet werden
können. Die jeweiligen Instanzen erhalten, wie im Konzept in Abbildung 8.4 als Publisher dar-
gestellt, durch den Cloud-Adapter die einzelnen Notifications via Round-Robin-Verfahren auf
dem Event-Bus zugewiesen.
Für die Intercloud-Kommunikation war zunächst ausschließlich das XMPP-Protokoll vorge-
sehen, da es bereits direkt den Großteil des benötigten Funktionsumfangs abdeckt. Dadurch
konnte zum Beispiel einfach ein SAML-basiertes IdM sowie die Trust-Verwaltung mit der Wei-
ßen Liste des Discovery-Service als Roster mit Subscription-Handshake integriert werden ähn-
lich wie in [GS14]. Die eindeutige Adressierung von IoT-Diensten und des ICB in der Inter-
cloud erfolgt ausschließlich über die XMPP-JID, die mit Hilfe des DNS in IP-Adressen übersetzt
wird. Der Prototyp verwendet für die Implementierung die XMPP-Client-Bibliothek SMACK (Ver-
sion 4.1.8). Damit wurden die verschiedenen beteiligten Protokolle der Komponenten Service-
Connector, Discovery-Service und Intercloud-Proxy implementiert. In einer ersten Implemen-
tierung war auch die Verteilung der Push-Notifications durch den Publisher-Controller mit der
XMPP-Erweiterung XEP-006080 für Publish/Subscribe realisiert. Im Rahmen eines Komplex-
praktikums81 wurden weitere für IoT-Cloud-Architekturen übliche Protokolle auf einheitlicher
Hardware (Raspberry Pi) untersucht. Im kleinen Maßstab zeigten sich dabei zunächst keine
entscheidenden Performance-Unterschiede.
Die erste Implementierung für den ICB mit XEP-0060 ergab für Push-Notifications ab etwa
13.000 Nachrichten (ca. 350 Byte/N.) pro Sekunde auf der für die Evaluation verwendeten Hard-
ware einen großen Performance-Flaschenhals (100 % CPU-Auslastung durch den Prozess des
XMPP-Servers). Happ et al. zeigten in [HKM+16] etwa zum selben Zeitpunkt, dass für die Auf-
gabe der Verteilung kleiner Push-Notifications bei sehr hohem Durchsatz und gleichzeitig sehr
niedriger Latenz ZeroMQ82 (kurz ZMQ) der mit Abstand geeignetste Kandidat ist. Daher wur-
de für die Verteilung von Push-Notifications schließlich auf ZMQ gesetzt. Als Client-Bibliothek
wurde allerdings eine Nachimplementierung in Java (JeroMQ83) verwendet. Zum einen kann
damit der Performance-Overhead durch das Java-Native-Interface (JNI) auf die originale Biblio-
thek in C vermieden werden. Ein selbst durchgeführter vergleichender Test zwischen JeroMQ
und nativem ZMQ mit JNI-Bindings bestätigte die Angaben der Entwickler von JeroMQ zur
leicht besseren Performance gegenüber der nativen ZMQ-Implementierung. Zum anderen ist
die Integration in den Prototypen und das Deployment leichter ausgefallen, da für verschiedene
Betriebssysteme nicht jeweils eine eigene ZMQ-Bibliothek aus dem Quellcode in C kompiliert






84Pub-Sub Network with a Proxy: http://zguide.zeromq.org/php:chapter2#The-Dynamic-Discovery-Problem
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Sowohl XMPP als auch die verwendeten ZMQ-Sockets basieren auf TCP. Somit ist Zuverlässig-
keit bezüglich der Reihenfolge und der Exactly-Once-Garantie für die Zustellung gegeben. ZMQ
deaktiviert für TCP außerdem standardmäßig den Nagle-Algorithmus85, was eine sehr niedrige
Latenz auf Basis von TCP ermöglicht.
Der Subscription-Controller wurde in den zwei im Konzept beschriebenen Varianten mit einfa-
chem und vereinigungsbasiertem Routing implementiert. Für Letzteres nutzt die entsprechende
Implementierung eine HTTP-Schnittstelle zur Kommunikation mit dem Merge-Controller.
Der Cloud-Adapter simuliert lediglich eine Adaption (Ausschlusskriterium zur Adaption AK-2)
zur IoT-Cloud. Das Datenmodell und die Schnittstellen sind praktisch identisch. Lediglich der
Nachrichtenaustausch wurde technologisch adaptiert. Zuerst wurde mit dem Vert.x Clustered-
Event-Bus experimentiert. Dieser hätte es ermöglicht, den ICB tatsächlich als zusätzliche Kom-
ponente im PaaS-Cluster der IoT-Cloud laufen zu lassen. Die zum Zeitpunkt der Implementie-
rung zur Verfügung stehende Vert.x-Version verursachte aber Performance-Probleme (starke
Durchsatzschwankungen) bei der Nutzung des Clusterted-Event-Bus. Daher wurde letztlich auf
eine TCP-Bridge des Vert.x Event-Bus für den Kontrollfluss und eine ZMQ-Bridge (PUB-SUB:
Punkt-zu-Punkt, ohne Proxy) für die Übertragung der Datenströme von Push-Notifications in
den lokalen Event-Bus des ICB zurückgegriffen.
Föderierter Message-Broker
Die Intercloud-Kommunikation ist im Prototyp in erster Linie als föderierte Server-zu-Server
(S2S) Kommunikation des XMPP-Protokolls realisiert. Da diese auf Basis von Zertifikaten für die
Server-Domänen etabliert wird, sind die gegenseitige Authentifizierung und die Vertraulichkeit
der Kommunikation gegeben. Der Prototyp verwendet als Implementierung des XMPP Servers
OPENFIRE86 (Version 4.1.5). Mit XMPP wird der komplette Steuerfluss und insbesondere die
Weiterleitung der DaaS-Anfragen realisiert. Lediglich die Verteilung der Push-Notifcations ist
über den im Konzept als PubSub-Service bezeichneten ZMQ-Proxy (XPUB-XSUB) realisiert.
Inhaltsbasierte Filterung
Die inhaltsbasierte Filterung (CB Filt.) wurde hauptsächlich von Christoph Seifert im Rahmen
seiner Diplomarbeit [Sei17] als Scala-Anwendung in der SPE APACHE GEARPUMP und dem
Merge-Controller in Python realisiert. Der Merge-Controller bietet eine HTTP-Schnittstelle zur
Kommunikation an. Die Details der Implementierung sind der Diplomarbeit zu entnehmen.
9.1.2 IoT-Cloud und IoT-Geräte
Die Evaluation sollte einen realitätsnahen Aufbau für das untersuchte Intercloud-Konzept nut-
zen. Gleichzeitig unterliegen Nutzer bestehender IoT-Clouds aber Beschränkungen bzgl. der
Datenrate, Anzahl der Geräte usw., was den angestrebten Versuchsaufbau mit den öffentlich zur
Verfügung stehenden IoT-Clouds nahezu unmöglich machte. Die Implementierung des Zeebus-
Projektparters Kiwigrid stand zwar für ein eigenes Deployment zur Verfügung, stellte sich aber
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unhandlich heraus.
Daher wurde ein eigener Minimalprototyp einer repräsentativen IoT-Cloud mit den wichtigsten
Schnittstellen der Kiwigrid-Cloud als Vorlage nachimplementiert. Außerdem wurde der origina-
le Device-Cache und die zugehörige Query-Engine in den eigenen Prototyp integriert. Dadurch
verhält sich der so geschaffene minimale Prototyp einer IoT-Cloud bezüglich der hier relevanten
DaaS-Funktionen nahezu identisch zum Original von Kiwigrid. Die in Abbildung 9.1 dargestell-
ten Subkomponenten der IoT-Cloud basieren auf den Kiwigrid-Komponenten EM-Connector,
Device-Service, User-Service und Distributed Cache (Vgl. Abbildung A.2) in der Version 6.1.1.0-
29 vom 28. September 2016. Insbesondere wurde die originale DaaS-Schnittstelle des Device-
Service als Vorlage übernommen. Für die Nachbildung der Geräteabstraktion wurde das im
Konzept schon erwähnte Kiwigrid-Datenmodell verwendet.
Die IoT-Geräte selbst werden auf Basis dieses Datenmodells durch einen werteerzeugenden
Thread simuliert. Die Daten werden von ebenfalls simulierten IoT-Gateways (ähnlich Kiwigrids
Energy-Manager) an die IoT-Cloud gesendet. Das Gateway nutzt eine eigene Implementierung,
die an die Bibliothek »KiwiBus ClientLib« angelehnt ist und auf einer Vert.x-Event-Bus-Bridge
basiert. Der Vorteil ist, dass dadurch die Simulation der Geräte auf anderer Hardware als die
IoT-Cloud ausgeführt werden kann.
9.1.3 IoT-Dienste
Zur Verbindung mit dem Service-Connector wurde ein Client-Stub, welcher das SC-IF imple-
mentiert, geschaffen. Der Stub integriert für XMPP und ZMQ jeweils einen Client und nutzt
jeweils Smack und JeroMQ in den zuvor genannten Versionen. Für die simulierten IoT-Dienste
können die DaaS-Anfragen mit einem Filter in JSON auf Basis der im Konzept genannten
MongoDB-ähnlichen Syntax übergeben werden. Dadurch können die Dienste jeweils auf an-
derer Hardware als Geräte, Cloud oder ICB gehostet und verschiedene Anfragen abgebildet
werden.
9.1.4 Grenzen des Prototyps und Fokus der experimentellen Evaluation
Die Wahl aller Technologien wurde bei Performance-kritischen Komponenten so getroffen, dass
diese potenziell horizontal skalierbar sind. Dennoch stand für die Evaluierung des Konzepts die
horizontale Skalierbarkeit nicht im Mittelpunkt, sondern vielmehr die erreichbare Performance
auf zunächst einem Cloud-Knoten. Der Prototyp des ICB selbst ist in der implementierten Versi-
on daher noch nicht horizontal skalierbar. Die Anforderung ANF-9 zur Elastizität konnte dadurch
nur teilweise erfüllt werden.
Implementiert wurde die Weiterleitung der DaaS-Typen Pull und Push. Aufgrund des Fokus
der gestellten Forschungsfragen und Anforderungen, wurde aber ausschließlich der Push-Typ
evaluiert. Im Rahmen des Promotionsvorhabens konnte der Discovery-Service lediglich in der
einfachen Version mit Flooding von DaaS-Anfragen an vertrauenswürdige Clouds implemen-
tiert werden. Dadurch musste insbesondere auf die Evaluation des Discovery-Service verzich-
tet werden, wodurch sowohl die Forschungsfrage FF-6 als auch ANF-13 nicht abschließend
geklärt werden können.
Die genutzte Evaluationsumgebung, die im folgenden Abschnitt erläutert wird, umfasst auch
den Prototypen einer IoT-Cloud. Ursprünglich geplant war auch eine Evaluierung der am ICB
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gleichzeitig verarbeitbaren Client-Anfragen pro Sekunde (ANF-12) durchzuführen. Da der ICB
in der vorliegenden Implementierung aber auf eine Antwort der Weiterleitung an die IoT-Clouds
wartet, bevor er die ursprüngliche Client-Anfrage beantwortet, konnte diese Anforderung nicht
sinnvoll evaluiert werden. Der limitierende Faktor ist an dieser Stelle der Prototyp der IoT-Cloud,
welcher die Antworten bei steigender Last ab etwa 700-800 Anfragen pro Sekunde immer wei-
ter verzögert.
Der Fokus der experimentellen Evaluation liegt daher auf der Performance-Evaluation bei
der Zustellung von Push-Notifications in der Intercloud.
9.2 Aufbau der Evaluationsumgebung
Der Aufbau der Evaluationsumgebung ist in Abbildung 9.2 dargestellt. Im Anhang unter Ta-
belle B.2 sind die Hardware- und Softwarespezifikationen der eingesetzten Rechner zu fin-
den. Alle Rechner waren über Gigabit-Ethernet (1000BASE-T) an ein gemeinsames Netzwerk
(141.76.40.0/22) innerhalb des Netzwerkes der TU-Dresden angeschlossen. Die beteiligten
Rechner werden im Folgenden in Kurzform ihres individuellen IP-Adressanteils (z.B. 40.147
statt 141.76.40.147) bezeichnet.















































Abbildung 9.2: Aufbau der Evaluationsumgebung
Um im verteilten Aufbau zuverlässig die Latenz messen zu können, waren alle Rechner über
NTP mit dem Zeitserver der TU-Dresden87 und auch untereinander als Peers vollständig ver-
87time.zih.tu-dresden.de
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mascht synchronisiert. Dadurch konnte eine dauerhaft stabile Zeitsynchronität mit einer Genau-
igkeit von unter 100 μs erreicht werden (Vgl. auch Anhang Listing D.7). Ziel war es, die Latenz
auf 1 ms genau messen zu können. Einige wenige Werte, die kurz vor Beginn des nächsten
Zeitslots gemessen werden, können so allerdings immer noch knapp einer negativen Latenz
von −1 ms zugeordnet werden. Diese Werte wurden in der Auswertungsphase einer gemesse-
nen Latenz von 0 ms zugeordnet.
Die verwendete Hardware für die Host-Server (40.147 und 41.246) der beiden ICB ist bis auf
die Ausstattung des Arbeitsspeichers identisch. Für alle beteiligten Komponenten wurde aber
jeweils die gleiche Anfangs-Heap-Größe für die JVM (-Xms) und in Summe weniger als 8 GB
zugewiesen (ICB Core: 4 GB Heap, ZMQProxy: 1 GB Heap, Openfire (OF): 1 GB Heap).
Systematisch untersucht werden sollte vor allem die Übertragung von Push-Notifications in der
Intercloud in eine Richtung. In der Abbildung verläuft diese von links nach rechts. Dadurch kann
gezielt die Performance an einem sendenden ICB und einem empfangenden ICB gemessen
werden. Untersucht wurden vor allem die Performance-Parameter (CPU-, RAM-Auslastung) der
Komponenten der beteiligten ICB sowie die Performance-Parameter (Durchsatz und Latenz) der
Intercloud-Kommunikation.
Für ICB-1 (40.147 ) wurde daher eine Cloud mit acht Instanzen (CI 0-7) auf zwei leistungsstar-
ken Servern (41.96, 41.124) konfiguriert. Auf 41.34 konnten für jede Cloud-Instanz bis zu 1.000
IoT-Geräte simuliert werden, was insgesamt bis zu 8.000 simulierte IoT-Geräte für die Cloud
bedeutet. Ein simuliertes Beispielgerät ist unter Listing D.8 anhängt. Es besitzt ein Datenfeld
mit einem veränderlichen Integer-Wert und optionales zweites Feld mit statischem String-Wert,
welches zur Manipulation der Nachrichtenlänge dient. Unter diesen Voraussetzungen und einer
Projektion auf »guid« (deviceId) und »tagValues« (dataFieldValues) konnten Push-Notifications
mit fest definierter Länge ab 128 Byte aufwärts erzeugt werden. Listing D.9 im Anhang zeigt für
das Beispielgerät eine Push-Notification mit exakt 1.024 Byte Länge. Dieses beinhaltet außer-
dem mit dem Parameter »st« einen Zeitstempel, welcher am Cloud-Adapter an eine Nachricht
angehängt wird. Dadurch kann die Latenz vom ersten ICB über den zweiten ICB bis zu den
Diensten gemessen werden. Die Senderate der Geräte konnte ebenso festgelegt werden und
liegt standardmäßig bei einer Nachricht pro Sekunde (1 MPS).
ICB-1 (40.147) und ICB-2 (41.246) sind so konfiguriert, dass sie sich nach dem bidirektionalen
Subscription-Handshake gegenseitig in der Kontaktliste (XMPP-Roster) in einer Vertrauens-
gruppe »clouds« aufgelistet haben. Ihre Openfire-Server nutzten jeweils die IP-Adressen der
Host-Rechner als Domänen. Daher ist »cloud1@141.76.40.147/zeebuscloud« z.B. die JID von
ICB-1. An ICB-2 ist eine »leere« Cloud-Instanz konfiguriert, mit der sich keine Geräte synchro-
nisieren. An den beiden ICBs wurde vom Linux-Kernel einmal pro Sekunde die CPU-Zeit und
der Speicherverbrauch der einzelnen beteiligten Prozesse mit cat /proc/<pid>/[status|stat] für
ICB-Core, Openfire und ZMQ-Proxy ausgelesen. Der ICB-Core misst darüber hinaus den ein-
gehenden und ausgehenden Nachrichtendurchsatz in Nachrichten pro Sekunde (MPS). Au-
ßerdem wird mit cat /proc/net/dev für das lokale Netzwerk-Interface die Sende- und Empfangs-
rate in Byte ausgelesen. Auf ICB-2 wurde für das Experiment zum Effizienzvergleich zwischen
einfachem und vereinigungsbasiertem Routing (Unterabschnitt 9.3.5), zusätzlich der Merge-
Controller (MC) und die SPE Gearpump (GP) mit der Filteranwendung gehostet sowie die da-




Auf 40.152 und 40.146 konnten für mehrere Dutzend Dienstinstanzen (IoT-Services) insge-
samt bis zu 5.000 einzelne Subscriptions simuliert werden, die mit einem individuellen Filter auf
die Eigenschaften der Geräte registriert (SubscribeDeviceData) werden. Die Dienstinstanzen
messen vor allem die Gesamtlatenz vom IoT-Gerät bis zum Empfang und die Intercloud-Latenz
vom ersten ICB bis zum Empfang.
9.3 Experimentelle Untersuchung der prototypischen
Implementierung des Konzepts
Die Experimente konzentrieren sich auf das Performance-Verhalten des ICB bezüglich der Zu-
stellung von Push-Notifications in der Intercloud.
9.3.1 Ermittlung einer Performance-Baseline
Um für die Ergebnisse der folgenden Experimente einen Bewertungsbezugspunkt zu erhalten,
wurde zunächst die Konfiguration für eine Baseline festgelegt und dazu die Performance be-
stimmt. Diese bestand in der Bewertung einer einzelnen Subscription mit einem leeren Filter,
welche an ICB-2 angemeldet wurde. Dadurch empfängt der simulierte Dienst sämtliche Nach-
richten der Geräte der Cloud von ICB-1. An der Cloud wurden in einem Ramp-Up (10 Geräte/s)
insgesamt 8.000 Geräte erzeugt, welche jeweils pro Sekunde 10 MPS mit fester Payload-Größe
von 1.024 B senden. Den Subscriber erreichten dadurch am Ende 80.000 Nachrichten.
(a) Verlauf der Intercloud-Kommunikation während
der Durchführung.
(b) Durchschnittliche Latenz in Abhängigkeit der An-
zahl der Nachrichten
Abbildung 9.3: Performance-Baseline Durchsatz und Latenz
In Abbildung 9.3a ist zunächst der Kommunikationsverlauf von ICB-1 zu ICB-2 über die Ex-
perimentalzeit dargestellt. Zu erkennen sind der kontinuierliche Anstieg der Nachrichten pro
Sekunde in Tausend (IC in kMPS) sowie der Datenrate (tx in MB/s) der Übertragung. Dabei nä-
herte sich die Datenrate mit maximal 90 MB/s dem Limit des 1-Gbit-Netzwerks. Die relevanten
Performance-Parameter werden im Folgenden als Durchschnittswerte in Relation zum erzielten
Nachrichtendurchsatz in kMPS betrachtet.
Abbildung 9.3b zeigt die durchschnittliche Ende-zu-Ende Latenz (delay in ms) vom IoT-Gerät
(device) bis zum Dienst und vom Eingang beim Cloud-Adapter an ICB-1 für die Intercloud (IC)
bis zum Dienst. Sie bleibt für mehr als 98% aller Nachrichten < 1 ms, was auch die kumulative
Verteilungsfunktion (CDF) zeigt (Vgl. Anhang Abbildung A.9). Die Geräte-Latenz ist etwas höher
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und von der IC-Latenz und der Verzögerung bei der Verarbeitung an der IoT-Cloud abhängig.
(a) CPU-Auslastung der einzelnen Dienste von ICB-
1
(b) CPU-Auslastung der einzelnen Dienste von ICB-
2
Abbildung 9.4: CPU-Auslastung in Prozent am Host-System des jeweiligen ICB in Relation zum
erzielten Nachrichtendurchsatz
In Abbildung 9.4 ist für die beiden Broker jeweils die CPU-Auslastung in % vom Host-System
für die drei Hauptkomponenten ICB-Core, Openfire (OF) und den ZMQ-Proxy (ZMQ) dargestellt.
An ICB-1 nutzt hauptsächlich der ICB-Core die CPU, da der Cloud-Adapter und der Publisher-
Controller die Nachrichten verarbeiten müssen. Der starke Anstieg und das Abklingen der CPU-
Auslastung zu Beginn ist wahrscheinlich auf die anfängliche Allokation von Ressourcen des
Vert.x-Frameworks zurückzuführen und ist in den folgenden Experimenten wiederzufinden. Bei
ICB-2 wird die CPU hauptsächlich vom ZMQ-Proxy in Anspruch genommen. Diese Verteilung
der CPU-Auslastung für die beiden ICB ist zu erwarten, da der Kommunikationsfluss nur in
eine Richtung (von ICB-1 zu ICB-2) verläuft. Bei einem Kommunikationsfluss in beide Richtun-
gen, wie er in der Realität vorkommt, würden beide Komponenten an jedem ICB die CPU ent-
sprechend nutzen. Der Anstieg der Auslastung ist linear abhängig vom Nachrichtendurchsatz.
Hervorzuheben ist, dass die CPU-Nutzung bei einem Durchsatz von 80.000 MPS und etwa 90
MB/s mit knapp unter 20 % für ICB-1 und knapp unter 11 % für ICB-2 relativ gering ausfällt. Be-
rücksichtigt man die im Vergleich zu CPUs von Servern in Rechenzentren relativ bescheidene
Hardware, sind diese Werte als sehr gut zu bewerten. Zwar findet in der Implementierung noch
keine tatsächliche Adaption des Gerätemodells statt, die Nachrichten werden durch die Imple-
mentierung aber vollständig am Cloud-Adapter deserialisiert, der Empfangszeitstempel ange-
hängt, über den Event-Bus zum entsprechenden virtuellen Publisher des Publisher-Controller
übertragen, wo das Topic festgelegt wird. Zuletzt werden die Nachrichten wieder serialisiert und
durch über einen ZMQ-Publisher versendet. Für die Adaption ist dennoch mit einer etwas hö-
heren CPU-Auslastung zu rechnen. Dass die CPU-Auslastung am ZMQ-Proxy von ICB-2 bei
gleicher zu verarbeitender Nachrichtenmenge geringer ausfällt, ist nachvollziehbar, da dieser
nur den Header der Nachricht deserialisiert, um das Topic zu extrahieren. Der Payload wird nur
weitergeleitet.
Abbildung 9.5 zeigt die Menge an genutzten Arbeitsspeicher der drei Komponenten und als
Summe dargestellt. Die Menge an tatsächlich belegtem Arbeitsspeicher wird im Rahmen der
erlaubten Menge von der Java Virtual Machine (JVM) intelligent gewählt, so dass der Garbarge-
Collector möglichst selten die CPU auslastet. Alle Teilkomponenten könnten daher auch mit
deutlich weniger Arbeitsspeicher auskommen, jedoch zum Preis von höherer CPU-Auslastung.
Da die Menge an verbrauchtem Arbeitsspeicher im Vergleich zur Verfügung stehenden Menge
bei Server-Hardware in Cloud-Rechenzentren sehr gering ausfällt, stellt der Verbrauch kein grö-
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(a) Speicherverbrauch der einzelnen Dienste von
ICB-1
(b) Speicherverbrauch der einzelnen Dienste von
ICB-2
Abbildung 9.5: Speicherverbrauch am Host-System des jeweiligen ICB
ßeres Problem dar. Es fällt zunächst vor allem auf, dass die Menge an genutztem Arbeitsspei-
cher nicht direkt vom Nachrichtendurchsatz abzuhängen scheint.
Zusammenfassung der Baseline
Für eine einzelne Subscription konnte bei steigender Anzahl von Nachrichten mit einer Größe
von 1.024 Byte gezeigt werden, dass das Konzept generell in der Lage ist eine große Anzahl
von Nachrichten in der Intercloud (Vgl. Anforderung ANF-11), unter Einhaltung der in ANF-
10 gestellten Echtzeitanforderung, zu übertragen. Der Ressourcenbedarf (CPU, RAM) wird im
Vergleich zur erbrachten Leistung (Durchsatz, Latenz) als sehr gut bewertet.
9.3.2 Experiment 1: Performance bei variabler Nachrichtengröße und
Nachrichtenanzahl
Das erste Experiment sollte die Performance für eine einzelne Subscription in Abhängigkeit der
Nachrichtengröße klären. Dazu wurde erneut die Konfiguration der Baseline verwendet, aber
die Nachrichtengröße variiert. Der Payload der Nachrichten wurde in Schritten von 128 Byte (B),
256 B, 512 B, 1.024 B, 2.048 B bis 4.096 B variiert.
(a) Datenrate (b) IC-Latenz
Abbildung 9.6: Verlauf der Intercloud-Kommunikation von ICB-1 zu ICB-2 in Relation zur Anzahl
der übertragenen Nachrichten für verschiedene Nachrichtengrößen
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Abbildung 9.6a zeigt den Verlauf des erzielten Durchsatzes während des Experiments. Zu se-
hen ist, dass die Testreihen für 2048 B und 4096 B Nachrichtengröße vorzeitig abgebrochen
wurden, da das Limit der Datenrate von 1-Gbit-Ethernet erreicht war. Das spiegelt sich auch
in der exponentiell ansteigenden Latenz (Abbildung 9.6b) dieser Testreihen wider. Zu sehen ist
auch, dass je größer die Nachrichten, desto höher die durchschnittliche Latenz. Das kann da-
mit begründet werden, dass vor allem ICB-1 die Nachrichten deserialisiert und letztlich wieder
serialisiert, was für größere Nachrichten pro Nachricht länger dauert. Generell ist die durch-
schnittliche IC-Latenz aber erneut unter einer Millisekunde, solange das Limit der Datenrate
des Netzwerks nicht erreicht wird.
(a) CPU-Auslastung von ICB-1 (b) CPU-Auslastung von ICB-2
Abbildung 9.7: CPU-Auslastung in Prozent am Host-System des jeweiligen ICB in Abhängigkeit
der Nachrichtengröße
Die CPU-Auslastung an ICB-1 ist aufgrund der Deserialisierung und Serialisierung der Nach-
richten abhängig von der Nachrichtengröße. Je größer eine Nachricht, desto höher ist die
Auslastung. Je kleiner die Nachrichten, desto näher liegt die CPU-Auslastung zusammen. Bei
großen Nachrichten (z.B. 2048 B und 4096 B) ist sehr zeitig das Netzwerk der limitierende
Faktor. Es zeigt sich aber auch, dass für kleinere Nachrichten, die CPU zum Flaschenhals der
IC-Kommunikation werden könnte. Mit der Ermittlung des maximalen Nachrichtendurchsatzes
bei kleiner Nachrichtengröße wird sich daher das dritte Experiment (Unterabschnitt 9.3.4) be-
schäftigen. Insgesamt liegt die Auslastung der CPU aber an ICB-1 für alle Testreihen unter
20 %. An ICB-2 sind keine nennenswerten Abweichungen bezüglich der CPU-Auslastung in
Abhängigkeit zur Nachrichtengröße festzustellen. Das steht erneut in Zusammenhang mit der
reinen Durchleitung, d.h. ohne Deserialisierung bzw. Serialisierung des Payloads.
Da der Speicherverbrauch der beiden ICB keine Auffälligkeiten in Abhängigkeit zur Nachrich-
tengröße zeigt, wird an dieser Stelle nicht näher darauf eingegangen. Die Ergebnisse zum Ex-
periment sind aber im Anhang unter Abbildung A.10 zu finden.
Zusammenfassung des Experiments
Es kann festgestellt werden, dass die Nachrichtengröße keinen nennenswerten Einfluss auf
den Ressourcenverbrauch (CPU, RAM) des ICB hat. Durch größere Nachrichten wird frühzei-
tiger das Limit der Datenrate des Netzwerks erreicht, als bei kleinen Nachrichten. Die Latenz
steigt durch größere Nachrichten und daraus resultierende etwas höhere Serialisierungs- und
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Deserialisierungszeit geringfügig an, wird aber ebenfalls frühzeitig stark durch die noch im Netz-
werk zur Verfügung stehende Datenrate beeinflusst.
9.3.3 Experiment 2: Performance bei multiplen Subscriptions
Das zweite Experiment sollte die Performance für eine steigende Anzahl von Subscriptions
klären. Die Anzahl der Geräte blieb konstant 8.000 und jedes Gerät sendete 1 MPS, was ins-
gesamt 8.000 MPS an der Cloud bedeutet. Die Payload-Größe wurde wie bei der Baseline fest
bei 1.024 B belassen. In einem Ramp-Up (10 Subscriptions/s) wurden nacheinander über 5
Dienste verteilt, insgesamt 5.000 Subscriptions bei ICB-2 angefordert. Jede Subscription eines
Dienstes beinhaltete dabei einen individuellen Filter auf den Besitzer eines Geräts: Filter {"ow-
ner":"owner<k>"}, mit k = 0, ..., 999. Dadurch gab es auf jedes Gerät fünf Subscriptions, und es
war ein maximaler Nachrichtendurchsatz von 40.000 MPS (5 × 8.000 MPS) zu erwarten. Für
jede der 5.000 Subscriptions musste ein virtueller Publisher am Publisher-Controller von ICB-1
gehalten werden. An ICB-2 wurde jeweils ein Topic beim ZMQ-Proxy und jeweils die Information
der aktiven Subscriptions selbst am Subscription-Controller verwaltet.
(a) Anzahl von Subscriptions (b) Erzielter Durchsatz in kMPS und in MB/s
Abbildung 9.8: Zeitlicher Verlauf der Anmeldung von Subscriptions und der resultierenden Inter-
cloud-Kommunikation von ICB-1 zu ICB-2
Wie Abbildung 9.8 zeigt, steigt der Durchsatz zwischen ICB-1 und ICB-2 linear zur Anmeldung
neuer Subscriptions. Der angestrebte maximale Durchsatz von 40 kMPS wurde bei einer Da-
tenrate von etwa 45MB/s erreicht. Die durchschnittliche IC-Latenz (Vgl. Durchschnitt und CDF,
Anhang Abbildung A.11a) war bei halbem Durchsatz im Vergleich zur Baseline mit über 99 %
der Nachrichten < 1 ms und damit noch etwas besser als die Baseline. Daraus kann gefolgert
werden, dass die IC-Latenz unabhängig von der Anzahl der Subscriptions ist und vielmehr ab-
hängig vom aktuellen Durchsatz. Die Geräte-Latenz scheint dagegen bei höherer Anzahl von
Subscriptions zu steigen. Die Ursache dafür liegt bei den Cloud-Instanzen. Jede Instanz hat am
Ende 5.000 angemeldete Subscriptions. Für deren einzelne Filter mussten jeweils 1.000 MPS
evaluiert werden. Das bedeutet pro Instanz 5 Millionen bzw. für die gesamte Cloud 40 Millionen
Evaluationen pro Sekunde. Damit näherte sich die CPU-Auslastung der beiden verwendeten
Server (41.96 und 41.124) langsam dem Limit ihrer maximalen Leistungsfähigkeit. Daher konn-
te für dieses Experiment mit der für die Evaluationsumgebung zur Verfügung stehenden Hard-
ware auch keine wesentlich größere Anzahl von Subscriptions durchgeführt werden.
Die beiden ICB dagegen benötigten für die Bewältigung der höheren Anzahl von Subscripti-
ons, im Vergleich zu einer Subscription bei der Baseline, keine außergewöhnliche Menge an
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Ressourcen. Speicherverbrauch und CPU-Auslastung sind für ICB-1 für bis zu 5.000 Subscrip-
tions auf den ersten Blick unauffällig. Lediglich der Openfire-Server trägt nun, bedingt durch
die 5.000 von ICB-2 weitergeleiteten SubscribeDeviceData-Anfragen, zeitweilig mit max. 1 %
CPU-Auslastung zur gesamten CPU-Auslastung von knapp 12 % bei. Die Ergebnisse von CPU-
Auslastung und Speicherverbrauch von ICB-1 sind unter Abbildung A.12 angehängt. Außerdem
steigt der Speicherverbrauch des ICB-Core im Verlauf des Experiments minimal an. Die Ursa-
che dafür liegt in der Verwaltung der Remote-Routing-Tabelle und den erzeugten 5.000 virtuel-
len Publishern (vPub) (Vgl. Abbildung 8.4). Die im Speicher vorgehaltene Informationsmenge
pro vPub dazu ist aber sehr gering, da es sich lediglich um Abbildungen von angeforderten
Datenströmen (interne Event-Bus-Adressen 36 B - String) auf Topic-Adressen (36 B - String)
bei der Adresse (IP+Port:20 B - String) des ZMQ-Proxy von ICB-2 sowie die Objektinstanzen
der virtuellen Publisher handelt. Cloud-Adapter und Publisher-Instanz (konstant ein Worker und
ein PublisherT B) selbst wurden im Experiment nicht horizontal skaliert und allokieren daher
keinen weiteren Speicher.
ICB-2 dagegen hat die umfangreichen Subscription-Informationen der Clients zu verwalten.
Die Berechnung der Abbildung von Filtern auf Topics auf Clients besitzt keine relevante Kom-
plexität. Ebenso führt die Weiterleitungsaktivität der 5.000 Subscriptions nur zu geringer zu-
sätzlicher CPU-Auslastung durch Openfire. Der Speicherverbrauch von ICB-2 hingegen zeigte
einen deutlichen Anstieg des Speicherverbrauchs des ICB-Core. Die Ursache dafür ist, dass
der Subscription-Controller als Teil des ICB-Core die lokale Routing-Tabelle verwaltet. Diese
enthält umfangreiche Informationen zu den Clients, den Filtern, Projektionen und Topics. Die
allgemeinen Ergebnisse der CPU-Auslastung und des Speicherverbrauchs der Komponenten
von ICB-2 sind im Anhang Abbildung A.12 zu finden.
(a) Speicherverbrauch ICB-1: Core (b) Speicherverbrauch ICB-2: Core
Abbildung 9.9: Speicherverbrauch des Core von ICB-1 zu ICB-2 im Verhältnis zur Anzahl der
angemeldeten Subscriptions
Abbildung 9.9 zeigt den Speicherverbrauch des ICB-Core für ICB-1 und ICB-2 in Relation zur
Anzahl der angemeldeten Subscriptions im Intervall von 1.000 bis 5.000. Dieser Bereich blen-
det die Anstiege des Speicherverbrauchs in der Allokationsphase zu Beginn des Experiments
aus. ICB-1 allokiert in diesem Bereich 58 MB zusätzlich, was etwa 15 KB pro Subscription
entspricht. Der sprunghafte Anstieg zwischen 2.500 und 3.000 Subscriptions um 20 MB hat
höchstwahrscheinlich eine andere Ursache. Der CPU-Verlauf zeigt im gleichen Zeitraum auch
eine Lastspitze. Ohne diesen Anstieg läge der durchschnittliche Speicherverbrauch pro Subs-
cription sogar bei unter 10 KB.
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ICB-2 allokiert im betrachteten Intervall etwa 415 MB zusätzlich, was etwa 106 KB pro Subs-
cription bedeutet. Allerdings ist die Implementierung nicht auf geringen Speicherverbrauch hin
optimiert worden. Insbesondere der größte Teil der Informationen am Core von ICB-2 kann nach
der Anmeldung einer Subscription in einer Datenbank persistiert werden, da die Datenflüsse an-
schließend rein Topic-basiert durch den ZMQ-Proxy abgewickelt werden. Bei Änderung an einer
Subscription könnten diese Informationen wieder in den Speicher geladen werden. Weiterhin ist
unsicher, ob der Garbarge-Collector einen Teil des bei der Anmeldung einer neuen Subscrip-
tion reservierten Speichers auch hätte wieder freigeben können, aber dies nicht geschah, da
die JVM des Core für beide ICB noch mehr als genügend restlichen Speicher (max. 4 GB) zur
Verfügung hatte.
Zusammenfassung des Experiments
Es konnte festgestellt werden, dass die Anzahl der angemeldeten Subscriptions keinen nen-
nenswerten Einfluss auf die gelieferte Performance hat. Der Ressourcenverbrauch skaliert da-
bei hauptsächlich für den Speicher mit der Anzahl der Subscriptions. Es ist daher anzunehmen,
dass mit der verwendeten Hardware noch einige tausend Subscriptions mehr bedient werden
können. Die Anzahl der Subscriptions beeinflusst aber auch direkt den Nachrichtendurchsatz.
Dieser scheint für die CPU-Auslastung der Hauptfaktor zu sein.
9.3.4 Experiment 3: Ermittlung des maximalen Durchsatzes und Skalierbarkeit
des ICB
Da die erreichbare Performance des ICB neben der Datenrate hauptsächlich vom Nachrich-
tendurchsatz abhängig zu sein scheint, sollte das dritte Experiment klären, welcher Nachrich-
tendurchsatz auf der verwendeten Hardware möglich ist, bzw. welche Hardware-Komponente
(CPU/RAM/Netwerk) der limitierende Faktor ist. Um die Hardware der Cloud-Instanzen optimal
nutzen zu können, wurde eine vergleichsweise synthetische Gerätekonfiguration gewählt. An je-
der Cloud-Instanz wurden 100 Geräte mit jeweils 1 MPS angemeldet, wodurch insgesamt 800
MPS an der Cloud eingehen. Um möglichst viele Nachrichten über das 1-Gbit-Netzwerk über-
tragen zu können, wurde die Payload-Größe auf 128 B festgelegt. Mit Beginn des Experiments
wurden kontinuierlich Subscriptions mit einem leeren Filter als Ramp-Up (4 Subscriptions/s)
gestartet. Jede zusätzliche Subscription bedeutet also 800 MPS mehr zu übertragende Push-
Notifications in der Intercloud.
Außerdem wurde das Experiment in zwei verschiedenen Konfigurationen der beiden ICB durch-
geführt, um die positiven Effekte der möglichen horizontalen Skalierbarkeit der Architektur des
ICB zu zeigen:
Konfiguration (I-1) verwendete eine Publisher-Instanz für den Publisher-Controller (PC) an
ICB-1 und eine ZMQ-Proxy-Instanz an ICB-2. Diese Konfiguration entspricht der Baseline und
der vorherigen Experimente.
Konfiguration (I-4) verwendete vier Publisher-Instanzen für den PC an ICB-1 und vier ZMQ-
Proxy-Instanzen an ICB-2. Die vier Instanzen des ZMQ-Proxy wurden dazu mittels des Befehls
taskset -c <core> jeweils einem physischen CPU-Kern von Host 41.246 zugeordnet, was prin-
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(a) Nachrichtendurchsatz Konfiguration I-1 (b) Nachrichtendurchsatz Konfiguration I-4
Abbildung 9.10: Erzielter Nachrichtendurchsatz über den zeitlichen Verlauf
(a) Datenrate Konfiguration I-1 (b) Datenrate Konfiguration I-4
Abbildung 9.11: Erzielte Datenraten über den zeitlichen Verlauf
zipiell fast einer echten horizontalen Skalierung entspricht.
Beide Konfigurationen werden im Folgenden vergleichend betrachtet.
Erzielter maximaler Durchsatz
Abbildung 9.10 und Abbildung 9.11 zeigen den im Verlauf des Experiments für jede Konfigu-
ration erreichten Nachrichtendurchsatz und die resultierende Datenrate. Die beiden Konfigura-
tionen wurden nacheinander durchgeführt. Bereits der erste Versuch mit der Konfiguration I-1
brach am Ende mit dem Absturz des Betriebssystems von 41.246 (ICB-2) ab. Bei den nachfol-
genden Versuchen konnte die gleiche Laufzeit des Experiments nicht mehr erzielt werden. Da-
bei stürzte wiederholt auch 40.147 ab. Da beides unter maximaler Last des Netzwerks bei sehr
kleinen Nachrichtengrößen auftrat, liegt die Vermutung nahe, dass die in den Desktop-Server
verbaute Consumer-Netzwerkhardware nicht für solche Szenarien geeignet ist. Die professio-
nellen Server (41.96 und 41.124) hatten die gleiche Last zu verarbeiten und machten keine
Probleme. Um den Testvorgang zu beschleunigen wurden für die Konfiguration (I-4) die ersten
400 Subscription schneller bis in die Nähe des Netzwerk-Limits erzeugt. Danach wurden neue
Subscription sehr viel langsamer als vorher angemeldet. Und erneut bis zum Absturz einer der
beiden Hostrechner der ICB gemessen.
Die erreichten Nachrichtendurchsätze sind mit etwa 600 kMPS und einer Datenrate von über
100 MB/s sehr hoch. In [HKM+16] wurden ebenfalls kein höherer Durchsatz erzielt. Hierbei
wurde aber nur ein reiner ZMQ-Aufbau mit deutlich potenterer Hardware evaluiert. Das 1Gbit-
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(a) Latenz bei Konfiguration I-1 (b) Latenz bei Konfiguration I-4
Abbildung 9.12: Durchschnittliche Latenz in Relation zum erzielten Nachrichtendurchsatz für
Konfiguration I-1 und I-4
Netzwerk dürfte für beide Konfigurationen aufgrund des Overheads der kleinen Nachrichten an
der Grenze der maximal möglichen Bruttodatenrate gewesen sein. Auffällig zwischen den bei-
den Konfigurationen ist aber, dass der Verlauf der Konfiguration (I-1) bei hoher Last ein hohes
Jitter aufweist, während der Verlauf von (I-4) nahezu glatt ist. Dies ist ein erstes Indiz für die
stabilere und bessere Performance der Konfiguration I-4. Für die folgenden Parameterbetrach-
tungen in Relation zum Nachrichtendurchsatz in kMPS wird zur besseren Vergleichbarkeit die
obere Intervallgrenze so festgelegt, dass sie dem Maximum des erreichten Durchsatzes von I-4
entspricht (570 kMPS).
Erzielte Intercloud-Latenz
Betrachtet man die durchschnittliche Latenz in Relation zum erzielten Durchsatz (Vgl. Abbil-
dung 9.12), bestätigt sich dieser Verdacht. Obwohl mit I-1 teilweise höhere Nachrichtendurch-
sätze erreicht wurden, steigt die durchschnittliche IC-Latenz bereits ab 400 kMPS schnell über
20 ms (Abbildung 9.12a). Für I-4 steigt die Latenz dagegen relativ langsam bis zur Grenze
der Bruttodatenrate des 1Gbit-Netzwerks gefolgt vom Systemabsturz von 40.147. Auffällig ist,
dass die Gerätelatenz in beiden Konfigurationen zunächst stärker ansteigt als die IC-Latenz,
dann aber durch deren exponentiellen Anstieg ebenfalls exponentiell ansteigt. Das zeigt, dass
die beiden professionellen Server der Cloud bei ähnlichem Durchsatz, anders als die beiden
Desktop-Server, bedingt durch ihre qualitativ bessere Netzwerk-Hardware, kein ungewöhnli-
ches Systemverhalten aufwiesen.
CPU-Auslastung und Skalierbarkeit
Abbildung 9.13 zeigt die CPU-Auslastung für beide Konfigurationen, dargestellt als Summe über
die CPU-Auslastung der Komponenten jeweils für ICB-1 und ICB-2. Die Lastverteilung über die
Komponenten beider ICB entspricht nahezu der aus der Baseline, weswegen auf die Detaildar-
stellung verzichtet wird. Zunächst kann festgestellt werden, dass in beiden Konfigurationen die
CPU-Auslastung an keinem Hostsystem (40.147 und 41.246) der beiden ICB vielmehr als 50
% erreichte. Das ist ein starkes Indiz dafür, dass die IC-Latenz bei der Konfiguration I-1 (Vgl.
Abbildung 9.12a) nicht wegen der Überlastung der CPU angestiegen ist. Auch das Netzwerk ist
an diesem Punkt noch nicht die Ursache. Das Problem liegt an dieser Stelle bei der Parallelität
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(a) I-1: CPU-Auslastung von ICB-1 und ICB-2 (b) I-4: CPU-Auslastung von ICB-1 und ICB-2
Abbildung 9.13: Vergleichende CPU-Auslastung für die Konfigurationen I-1 und I-4
der Verarbeitung. Einzelne Threads können eine Multi-Core-CPU nicht vollständig auslasten.
Der Prozess-Scheduler des Betriebssystems verteilt die Ausführungszeit von Single-Thread-
Prozessen zwar über die einzelnen Kerne, aber der Thread wird letztlich immer nur nacheinan-
der auf einem Kern ausgeführt. In einem solchen Fall ist die Leistungsfähigkeit eines einzelnen
Kerns der CPU eine obere Schranke für den maximal erzielbaren Durchsatz. In der Konfigura-
tion I-4 nutzen die vier Publisher-Instanzen von ICB-1 und die vier Instanzen des ZMQ-Proxy
von ICB-2 jeweils eigene Event-Loop-Threads. Die Verteilung der Nachrichten auf diese las-
ten dadurch einerseits eine Mulit-Core-CPU besser aus, wie der deutlich stärkere Anstieg der
CPU-Auslastung ab 100 kMPS in Abbildung 9.13b zeigt. Andererseits kann eine solche Par-
allelisierung aber auch Ausgangspunkt für eine horizontale Skalierbarkeit sein. Die prototypi-
sche Implementierung war allerdings zum Zeitpunkt, der im Rahmen des Promotionsvorhabens
durchgeführten Evaluation, noch nicht so weit modularisiert, dass die Publisher unabhängig
vom ICB-Core auf mehrere Hosts hätten verteilt werden können. Es ist aber bereits das Poten-
zial einer Parallelisierung und möglichen horizontalen Skalierbarkeit durch den Konzeptentwurf
und die Implementierung sichtbar. Mit 10Gbit-Netzwerken könnte so möglicherweise auch die
CPU der ICB-Hostsysteme vollständig ausgelastet werden.
Der Speicherverbrauch soll an dieser Stelle nicht ausführlich diskutiert werden. Im Anhang un-
ter Abbildung A.14 ist dieser aber über den zeitlichen Verlauf beider Versuche zu finden. Dieser
Speicherverbrauch stützt die bisherige Interpretation zur Nützlichkeit der Parallelität. Bei I-1
wurde zunächst weniger Speicher verbraucht. Mit steigendem Nachrichtendurchsatz kam es
bedingt durch die fehlende Parallelität zu einem Stau in den Message-Queues. Nachrichten die
nicht unmittelbar verarbeitet wurden füllten so zunehmend den Speicher, was dessen Verbrauch
exponentiell bis zum Maximum ansteigen ließ. Im Gegensatz dazu wurde bei I-4 der Speicher
von Anfang an viel stärker genutzt, da die jeweils drei zusätzlichen Instanzen für ihre Verarbei-
tung ebenso Speicher benötigen. Das Speicherlimit wurde aber nicht erreicht.
Zusammenfassung des Experiments
Bei der Ermittlung des maximalen Durchsatzes konnte im Rahmen des Experiments das Netz-
werk voll ausgelastet werden. Außerdem sind sowohl Konzeptentwurf als auch die Implemen-
tierung skalierbar ausgelegt, was insbesondere bei den hohen zu erwartenden Nachrichten-
durchsätzen in einer IoT-Intercloud unerlässlich ist. Die Vorteile, insbesondere eine geringere
erzielbare Latenz bei hohem Nachrichtendurchsatz, konnten nachgewiesen werden (Vgl. dazu
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auch CDF Abbildung A.15). Auch bei großen Nachrichten sollte sich dadurch die IC-Latenz re-
duzieren lassen. Weitere Experimente müssten das aber erst noch zeigen.
9.3.5 Experiment 4: Effizienzvergleich zwischen einfachem und
vereinigungsbasiertem Routing
Das letzte Experiment sollte den Trade-Off bezüglich Netzwerk-Overhead in der Intercloud
durch redundante Nachrichtenübertragung gegenüber höherer CPU-Auslastung durch Redun-
danzreduzierung zwischen dem einfachen und dem vereinigungsbasierten Routing klären.
Dazu wurde ein ein festes Szenario konfiguriert. An der Cloud wurden erneut 8.000 Gerä-
te mit jeweils 1 MPS erzeugt. Die Nachrichtengröße lag bei 256 B. Die Geräte erzeugen für
das Datenfeld T iterativ Werte 0, 1, ..., 9 (Vgl. Listing D.8 - tagValues.T.value). Vier Dienste mel-
den nacheinander jeweils zehn Subscriptions an. Die Subscriptions enthalten dabei einen Filter
{"tagValues.T.value":{"$lt":k}} (T<k) mit k = 0, ..., 9 iterierend. Dadurch ergibt sich eine Redun-
danz von neun sich iterativ überdeckenden Filtern pro Dienst. Über alle vier Dienste sind die
Filter ihrer Subscriptions zudem viermal identisch.
Dieses Szenario wurde jeweils einmal als Konfiguration TB für die Implementierung des ICB
mit einfachem Routing und einmal als Konfiguration CB für die Implementierung des ICB mit
vereinigungsbasiertem Routing angewendet. Für die Konfiguration CB Routing wurde auf ICB-
2 zusätzlich der Merge-Controller (MC) und die SPE Gearpump (GP) sowie der zugehörige
Subscription-Controller des ICB-Core gestartet. Der vom Merge-Controller erzeugte und von
Gearpump synthetisierte DAG ist in Abbildung A.16 in der Endkonfiguration abgebildet. Die
vom Merge-Controller verwalteten Knoteninformationen zu den Hashwerten der NodeIds von
Gearpump sind als JSON ebenfalls im Anhang unter Listing D.10 zu finden.
Die Performance-Parameter, wie in den vorherigen Experimenten auf den Nachrichtendurch-
satz in der Intercloud abzubilden, macht in diesem Experiment keinen Sinn, da dieser für beide
Testreihen verschieden ist. Das zu zeigen, ist u.a. Ziel des Experiments. Bedingt durch die Filter
und zu verschiedenen Zeitpunkten sendende Geräte und angemeldete Subscriptions, variiert
der Nachrichtendurchsatz auch unterschiedlich bei jeder Durchführung. Daher wird stattdessen
der zeitliche Verlauf zur Veranschaulichung gewählt.
Reduzierung des Netzwerk-Overheads durch Redundanzvermeidung
Der für den Ablauf des Experiments verantwortliche zeitliche Anmeldeverlauf der Subscriptions
für beide Konfigurationen ist im Anhang unter Abbildung A.17 zu finden. Abbildung 9.14 zeigt
den zeitlichen Verlauf der aus den Subscriptions resultierenden IC-Kommunikation im Vergleich
beider Konfigurationen TB und CB. Für TB ist gut zu erkennen, dass sowohl Nachrichtendurch-
satz als auch Datenrate in der Intercloud kontinuierlich (Abbildung 9.14a) bis zum Ende des
Experiments ansteigen. Dabei werden in der Intercloud mehr als 150 kMPS bei einer Datenrate
von etwa 50 MB/s übertragen. Die Datenrate von ICB-2 zu den simulierten Diensten (Clients)
ist bedingt durch das einfache Routing identisch zur IC-Datenrate. Im Gegensatz dazu steigen
Nachrichtendurchsatz und Datenrate für die Intercloud in der CB-Konfiguration nur zu Beginn
(Abbildung 9.14b). Das entspricht der Anmeldephase der ersten zehn Subscriptions des ersten
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(a) Verlauf IC-Kommunikation: TB (b) Verlauf IC-Kommunikation: CB
Abbildung 9.14: Verlauf der IC-Kommunikation für Nachrichtendurchsatz, IC-Datenrate und Da-
tenrate von ICB-2 zu Clients
(a) Latenz: TB (b) Latenz: CB
Abbildung 9.15: Durchschnittliche Geräte- und IC-Latenz im zeitlichen Verlauf
Dienstes. Danach bleibt beides für die Intercloud konstant bei etwa 6 bis 8 kMPS und 1.9 bis 3.2
MB/s. Durch die Rekonstruktion der Client-Datenströme in der SPE an ICB-2 steigt nach den
ersten zehn Subscriptions nur noch die Datenrate der Übertragung von ICB-2 zu den Clients
wie bei der Konfiguration TB auf 50 MB/s. Der in der Intercloud durch Redundanzvermeidung
um mehr als den Faktor 15 eingesparte Traffic ist für das zugrundeliegende Szenario daher sehr
groß. Dieses Resultat zeigt direkt den Nutzen des erweiterten Konzeptentwurfs für Szenarien,
in denen Redundanzen auftreten.
Einhalten der Echtzeitanforderung
Eine wichtige Fragestellung war, ob die gestellten Echtzeitanforderungen (ANF-10) bei der
Übertragung nach dem erweiterten Konzeptentwurf mit vereinigungsbasierten Routing weiter-
hin eingehalten werden können. Abbildung 9.15 und Abbildung 9.16 zeigen den Verlauf der
durchschnittlichen IC-Latenz bzw. die CDF der IC-Latenz für beide Konfigurationen. Die durch-
schnittliche Latenz bei der Konfiguration CB (Abbildung 9.15b) liegt mit etwa 2 bis 5 ms etwas
höher als bei TB (Abbildung 9.15b), bleibt aber ebenfalls weiterhin deutlich kleiner 100 ms (Vgl.
ANF-10). Wie die CDF in Abbildung 9.16b zeigt, werden immer noch mehr als 50 % aller Nach-
richten mit einer IC-Latenz von unter 1 ms zugestellt. Mehr als 95 % aller Nachrichten werden
in max. 10 ms und mehr als 99 % in max. 20 ms zugestellt. [Sei17] hat bereits gezeigt, dass
die durchschnittliche Latenz in Abhängigkeit vom Nachrichtendurchsatz bei höherer Graphtiefe
ansteigt. Eine geringere Tiefe ist daher für eine geringere Latenz anzustreben.
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(a) CDF der IC-Latenz: TB (b) CDF der IC-Latenz: CB
Abbildung 9.16: CDF der IC-Latenz beider Konfigurationen
Zusätzlicher Ressourcenverbrauch bei Redundanzvermeidung
Von Interesse ist im Rahmen dieses Experiments auch der Trade-Off zwischen eingespartem
Traffic und dem zusätzlichen Ressourcen-Overhead. Abbildung 9.17 zeigt die Summe der CPU-
Auslastung für ICB-1 und ICB-2 jeweils für die Konfigurationen TB und CB. Die detaillierte Dar-
stellung für die einzelnen Komponenten ist in Abbildung A.18 und Abbildung A.19 zu finden.
(a) CPU-Auslastung: TB (b) CPU-Auslastung: CB
Abbildung 9.17: CPU-Auslastung von ICB-1 und ICB-2 für die Konfigurationen TB und CB
Die Konfiguration TB zeigt für ICB-2 mit 5 bis 10 % eine recht geringe CPU-Auslastung. Die
Nutzung der CPU durch ICB-1 steigt dagegen bedingt durch den steigenden Durchsatz bis auf
knapp unter 20 %. Ähnlich dazu verhält sich auch die Auslastung der Host-Systeme der IoT-
Cloud, da jede Subscription einzeln evaluiert werden muss. Bei der Konfiguration CB ist, im
Gegensatz dazu, die CPU-Auslastung bei ICB-1 kontinuierlich bei etwa 5 bis 7 %. Die Ursache
dafür ist, dass nur der Vereinigungsfilter Fm = T < 9 weitergeleitet wird (Vgl. auch Listing D.10
und Abbildung A.16). Dieser resultiert in lediglich einem (bereits diskutierten) Datenstrom mit
max. 8 kMPS, welcher sowohl an ICB-1 als auch an dessen IoT-Cloud zu deutlich geringerer
CPU-Auslastung führt. Stattdessen wird eine höhere CPU-Auslastung (etwa 20 bis 30 %) dort
verursacht, wo die Clients durch den entsprechenden Provider bedient werden: bei ICB-2. Ver-
gleicht man die Summe der durchschnittlichen CPU-Auslastung von ICB-1 und ICB-2 von TB
avg. CPU: 19,3 % mit der von CB avg. CPU: 26,7 %, dann zeigt sich, dass die inhaltsbasier-
te Filterung an einem ICB insgesamt nur geringfügig mehr CPU-Ressourcen in dem Szenario
dieses Experiments benötigt. Die Lastverlagerung findet dabei vom ICB-1: Core zu ICB-2 Ge-
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arpump statt (Vgl. Abbildung A.19).
Der Speicherverbrauch fällt bei CB an ICB-2, bedingt durch die zusätzlichen Komponenten,
mit insgesamt knapp über 4 GB nur unbedeutend höher aus als bei TB. Dabei ist zudem noch
zu berücksichtigten, dass von diesen Beiden, die SPE ebenfalls einen hohen Durchsatz an
Nachrichten zu verarbeiten hat. Eine Übersicht der Ergebnisse zum Speicherverbrauch ist in
Abbildung A.20 und Abbildung A.21 zu finden.
Zusammenfassung des Experiments
Das Experiment konnte zuerst den Vorteil hervorheben, dass das Konzept des verteilten Push-
Stream-Providers mit vereinigungsbasiertem Routing weniger Netzwerk-Overhead verursacht.
Dabei konnte auch gezeigt werden, dass die gestellten Echtzeitanforderungen eingehalten wer-
den können. Weiterhin wurde gezeigt, dass der für die inhaltsbasierte Filterung zusätzlich erfor-
derliche Ressourcenbedarf nicht zwangsläufig viel höher ausfallen muss. Das wurde insbeson-
dere durch das hybride Konzept erreicht, bei dem Identitäten, welche den größten Overhead
verursachen, weiterhin rein Topic-basiert verarbeitet werden können.
Es wurde bereits am Ende von Unterabschnitt 8.4.5 erwähnt, dass darüber hinaus eine Abbil-
dung von nicht zusammenhängenden Teilgraphen des logischen DAG in einige wenige einzelne
Operatoren eine Alternative wäre. Ein solches, fortschrittlicheres Konzept könnte auch verhin-
dern, dass der physische DAG bei sehr vielen sich überdeckenden Filtern eine zu große Tiefe
mit zu vielen Operatoren annimmt. Außerdem ließe sich dadurch der Graph bei einer Ände-
rung der angemeldeten Filter schneller und mit geringerer Fehleranfälligkeit umbauen. In der
derzeitigen Implementierung ist eine Umstrukturierung des Graphen zudem noch mit einem
kurzzeitigen Nachrichtenverlust verbunden.
Berücksichtigt man die nicht optimale Konzeption der Graphsynthetisierung in Gearpump und
die nicht so weit fortgeschrittene Optimierung der Implementierung des verteilten Push-Stream-
Providers mit vereinigungsbasierten Routing, so sind die Ergebnisse dennoch sehr zufrieden-
stellend. Der noch offene Optimierungsspielraum lässt auf weitaus bessere Ergebnisse hof-
fen. Die Ergebnisse dieses Experiments werden daher zur endgültigen Beantwortung der For-
schungsfrage FF-7 herangezogen. Es konnte gezeigt werden, dass das in Abschnitt 8.4 vor-
gestellte Konzept des verteilten Push-Stream-Providers mit vereinigungsbasiertem Routing-
Modell prinzipiell dazu in der Lage ist, redundante Übertragungen von Notifications in der Inter-
cloud von sich semantisch überschneidenden Dienstanfragen effizient und unter Erhaltung der
Echtzeitfähigkeit zu vermeiden.
Die These zur Distribution von Push-Notifications wird daher als bestätigt angenommen.
9.4 Zusammenfassung und Diskussion der Evaluation
Die Evaluation konnte mit Hilfe der prototypischen Implementierung die generelle Machbarkeit
des in Kapitel 6, Kapitel 7 und Kapitel 8 vorgestellten Gesamtkonzepts einer IoT-Intercloud zei-
gen. Der Fokus lag dabei auf der Distribution von IoT-Gerätedaten als Push-Notifications in
der Intercloud. Experimente mit dem Prototyp haben gezeigt, dass die Konzeption, aber auch
die Implementierung so weit geeignet sind, dass die große zu erwartende Nachrichtenmenge
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und die hohe Anzahl von Subscriptions in einer IoT-Intercloud bewältigt werden können, dabei
aber auch effizient mit den Ressourcen CPU und Speicher gearbeitet wird. Für das erweiter-
te Konzept des verteilten Push-Stream-Providers wurde außerdem die prinzipielle Machbarkeit
gezeigt. Das erweitere Konzept arbeitet zudem weiterhin effizient mit Ressourcen (CPU und
Speicher), wobei die Leistungsanforderungen beim Nachrichtendurchsatz (ANF-11) und der
Echtzeitfähigkeit (ANF-10) eingehalten werden können. Zusätzlich wurde gezeigt, dass in Fäl-
len von redundanten Filtern verschiedener gleichzeitig aktiver Subscriptions sich der Kommu-
nikationsoverhead deutlich reduzieren lässt. Im betrachteten Szenario des letzten Experiments
wurde eine Reduzierung höher als Faktor 15 erreicht. Die tatsächlich erreichbare Redundanz-
reduzierung hängt aber von den tatsächlich auftretenden Filtern im Feldeinsatz ab. Filter die
zueinander nicht redundant oder identisch sind, werden im hybriden Konzept weiterhin mit der
hoch performanten Topic-basierten Filterung (Vgl. Experimente 1-3) verarbeitet. Letztendlich
konnte dadurch die Forschungsfrage FF-7 beantwortet werden. Damit wird auch die These zur
Distribution von Push-Notifications als bestätigt angenommen. Weiterhin wurde die Skalier-
barkeit des Konzepts bei steigendem Nachrichtendurchsatz in Experiment 3 gezeigt. Dieses
muss lediglich für den existierenden Prototyp so weit implementiert werden, dass auch die
Performance-kritischen Komponenten des Cloud-Adapters und des Publisher-Controllers auf
mehrere Hostsysteme verteilt werden können. Für den ZMQ-Proxy ist das bereits gegeben. Die
Anforderung ANF-9 ist damit zumindest konzeptionell erfüllt. Auch die Forschungsfrage FF-5
für den konzeptionellen Entwurf des ICB als elastische Cloud-Komponente konnte in diesem
Kapitel mit der begründeten Technologieauswahl, der gezeigten Skalierbarkeit und den daraus
resultierenden guten Performance-Ergebnissen beantwortet werden.
Durch die Evaluation nicht vollständig geklärt werden konnten lediglich die Forschungsfrage
FF-6 und die zum Discovery-Service zugehörige Anforderung ANF-13. Die Anforderung ANF-
11 konnte mit der Evaluationsumgebung nicht sinnvoll untersucht werden, wie zu Beginn des
Kapitels erläutert.
Die Rohdaten der Evaluation und die weiterverarbeiteten Daten der Diagramme in diesem Ka-
pitel und im Anhang sind unter Bitbucket88 veröffentlicht worden. Die Binaries der Evaluations-




Zu Beginn der Dissertation wurde verdeutlicht, dass das IoT aktuell ein junger Wachstums-
markt ist. Dessen Bedeutung für unsere Gesellschaft in naher Zukunft vielen Menschen erst
noch wirklich bewusst werden wird. Die Subdomänen Smart-Home, Smart-Grid, Smart-Mobility,
Industrie 4.0, Smart-Health und viele mehr sind wichtig für unsere zukünftige Wettbewerbsfä-
higkeit, die Herausforderungen zur Bewältigung des Klimawandels, unsere Gesundheit, aber
auch für trivialere Dinge wie Komfort.
Cloud-Computing wird dabei in Zukunft eine wichtige Rolle spielen. Als das Promotionsvorha-
ben im Jahr 2014 im Rahmen des BMBF-Projekts Zeebus begonnen wurde, gab es etwa die
Hälfte der in dieser Arbeit analysierten IoT-Clouds noch gar nicht. Insbesondere die großen
IT-Konzerne Microsoft, Amazon und Samsung haben erst ab etwa Mitte 2015 bis Anfang 2016
erste Versionen ihrer Cloud-Produkte für das IoT veröffentlicht. Das zeigt, wie neu diese Tech-
nologie aktuell immer noch ist.
Andererseits ergibt sich hierbei bereits dasselbe große Problem, das in einer ähnlichen Form
schon bei klassischem Cloud-Computing bekannt ist: Vendor-Silos, die keinen hersteller- oder
anbieterübergreifenden Austausch von Gerätedaten ermöglichen, verhindern eine schnelle Ver-
breitung dieser neuen Technologie. Diensteanbieter müssen ihre Produkte aufwendig für unzäh-
lige Technologien bereitstellen, was die Entwicklung von Diensten unnötig teuer macht und letzt-
endlich das Dienstangebot insgesamt einschränkt. Kunden bleiben daher zurückhaltend beim
Kauf von IoT-Produkten, da sie befürchten, auf den falschen Anbieter oder die falsche Techno-
logie zu setzen, ähnlich wie beim Kampf der Datenträger VHS gegen Betamax oder HD-DVD
gegen Bluray Disc. Der Turing-Award Träger Vinton G. Cerf, der als einer der Väter des Internets
gilt, hat höchstselbst gefordert, einheitliche Standards für eine Intercloud zu schaffen. Für das
IoT sind dabei spezifische Herausforderungen zu berücksichtigen, aber vor allem andere als
z.B. bei der Nutzung von Cloud-übergreifenden Computing-Ressourcen, wie sie die bisherige
Intercloud-Forschung untersucht hat.
10.1 Beiträge der Dissertation
Diese Dissertation hat sich daher das Ziel gesetzt, einen Beitrag zur Schaffung einer IoT-
Intercloud zu leisten. Der Schwerpunkt lag dabei auf der Intercloud-Kommunikation zwischen
IoT-Clouds, um Mehrwertdienste mit den benötigten Gerätedaten Cloud-übergreifend zu ver-
sorgen. Ein wichtiger Beitrag dabei war die Analyse der bestehenden IoT-Clouds im Rahmen
der Präsentation des Standes der Technik89 (Kapitel 3). Dabei konnte gezeigt werden, dass
IoT-Clouds anbieterübergreifend gemeinsame Eigenschaften bezüglich ihrer Schnittstellen und
Datenmodelle teilen, die genutzt werden können, um in Zukunft eine Adaption zu einem noch
zu entwickelnden Meta-Datenmodell durchzuführen. Die gefundene Schnittstellenbeschaffen-
heit mit Pull, Push und Control wurde als DaaS-Schnittstelle zusammenfassend definiert. Die
89Als Analyse im Jahr 2016 in Form eines Papers eingereicht und 2017 für die Dissertation aktualisiert.
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zu Beginn der Dissertation aufgestellte These der Adaption wurde aufgrund der in diesem Zu-
sammenhang gewonnenen Erkenntnisse als wahr angenommen.
Die Analyse der aktuellen Intercloud-Forschung (Kapitel 4) zeigte verschiedene Architekturmo-
delle und auch Herausforderungen für die Schaffung einer Intercloud auf. Dabei wurde auch
diskutiert, dass Architekturmodelle wie z.B. Broker, Cloud-Föderation oder Multi-Clouds zwar
domänenübergreifend angewendet werden können, im Detail aber dann völlig unterschiedliche
Herausforderungen mit sich bringen. So sind z.B. die Computing-Ressourcen in ihrer Häufigkeit,
Diversität und Kommunikationsanforderung völlig unterschiedlich zu IoT-Ressourcen. Letztere
gibt es bereits heute millionenfach allein in Deutschland in unzähligen Modellen, Varianten und
verschiedensten Herstellern. Ihre Kommunikationseigenschaften wie Aktualisierungshäufigkeit
von beobachteten Umgebungszuständen und der Informationsweitergabe in Echtzeit sind die
Grundlage des IoT und der intelligenten Dienste. Insbesondere die Geräte-Discovery und der
Austausch von Push-Notifications in Echtzeit unterscheidet die Herausforderungen einer IoT-
Intercloud von bisherigen Ansätzen. Im Rahmen der Abgrenzung zu den verwandten Arbeiten
(Abschnitt 4.4) konnte damit die Forschungslücke aufgezeigt werden, in deren Rahmen sich die
Dissertation fokussiert.
Ausgehend von einigen bereits genannten Anforderungen aus der IoT-Domäne, wurden in Ka-
pitel 5 weitere Anforderungen spezifiziert. Einige davon, wie z.B. die Anforderung der vollstän-
digen Dezentralität und des nicht globalen Geräteverzeichnisses, sind auch durch Diskussio-
nen mit den Kollegen des Zeebus-Projektpartners Kiwigrid entstanden. Da der Projektpartner
selbst seit mehreren Jahren erfolgreich IoT-Cloud-Provider ist, konnten so anwendungsnahe
Anforderungen für eine IoT-Intercloud definiert werden. Neben den ebenfalls definierten und
später in der Evaluation untersuchten Performance-Anforderungen wurden außerdem einige
Ausschlusskriterien festgelegt. So ist die Sicherheit, welche ohne Frage eine der wichtigsten
Herausforderungen im IoT generell ist, kein Konzeptschwerpunkt. Auch die Realisierung der
Adaption zu heterogenen IoT-Clouds, die Konzeption des Gerätezugriffs in der Intercloud sowie
die Schaffung eines für Meta-Gerätedatenmodells für die Intercloud wurden als Kriterien für das
Konzept ausgeschlossen. Diese Probleme sind Themen für weitere Arbeiten.
Der erste Teil des Konzepts (Kapitel 6) diskutierte eine hybride Intercloud-Architektur bei der
ein Intercloud-Broker (ICB) als Gateway für IoT-Clouds mit ihren internen Diensten, als auch für
externe Dienste dient. Der ICB erfüllt dabei drei Kernaufgaben. Die erste ist es, lokale Anfragen
in die Intercloud weiterzuleiten. Die zweite ist es, Anfragen lokaler externer Dienste oder Anfra-
gen aus der Intercloud an die lokale IoT-Cloud weiterzuleiten und dabei die Schnittstellen- und
Datenmodelladaption durchzuführen. Die dritte Aufgabe besteht darin, Gerätedaten für alle drei
DaaS-Methoden (Pull, Push, Control) zuzustellen. Dazu wurde die Komponentenarchitektur des
ICB detailliert vorgestellt. Ausgehend von der Komponentenarchitektur wurden zwei Problem-
bereiche jeweils als vertiefendes Konzept behandelt.
Das erste vertiefende Konzept behandelt die ICB-Komponente des Discovery-Service (Kapi-
tel 7). Sie steuert die Weiterleitung von Anfragen in die Intercloud, um IoT-Geräte als die zu
findenden Intercloud-Ressourcen Cloud-übergreifend nutzbar zu machen. Dabei wurden zwei
Varianten des Discovery-Service vorgestellt. Die erste leitet Nachrichten mit Flooding weiter,
um Ressourcen in der Intercloud zu finden. Diese Variante ist auch in die Implementierung des
Evaluationsprototyps eingeflossen. Eine zweite nur diskutierte Variante adressiert die Nachteile
des Flooding-Verfahrens. Dazu wurde der effiziente Aufbau eines teilweise replizierten Geräte-
verzeichnisses diskutiert, um bestimmte schnell abrufbare Informationen lokal zu cachen. Wie
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argumentiert wurde, könnte diese Variante außerdem weitere Probleme anderer Komponenten,
wie z.B. des Push-Stream-Providers, welches das zweite vertiefende Konzept darstellt, lösen.
Das zweite vertiefende Konzept behandelt die ICB-Komponente des Push-Stream-Providers
(Kapitel 8). Nach einer Verortung in die Problemdomäne von Broker-Overlay-Netzwerken nach
[MPF06] wurde ausgehend von dem daher bekannten einfachen Routing-Verfahren ein neuar-
tiger hybrider Ansatz vorgeschlagen. Dieser ermöglicht, normalerweise aufwendig zu berech-
nende inhaltsbasierte Filterung rein Topic-basiert und damit hochperformant in der Intercloud
abzubilden. Diese erste Konzeptvariante hat neben vielen Vorteilen (z.B. geringe Komplexi-
tät, geringer Ressourcenverbrauch) in Szenarien mit parallel angemeldeten ähnlichen Filtern
den Nachteil des Netzwerk-Overheads von redundant übertragenen Push-Notifications. Bei
Broker-Overlay-Netzwerken ist dieser negative Nebeneffekt des einfachen Routings bekannt.
Eine Möglichkeit der Optimierung stellt das vereinigungsbasierte Routing dar, bei dem ähn-
liche Filter erkannt und zu einem Vereinigungsfilter verschmolzen werden. Dieser wird dabei
stellvertretend weitergeleitet, um Daten, die den Urspungsfiltern genügen, zuzustellen. Hierbei
werden zwei neuartige Ansätze für den Push-Stream-Provider verfolgt. Der erste ist, dass die
notwendige aber komplexe inhaltsbasierte Filterung bei der Datenstromrekonstruktion nur dann
zum Einsatz kommt, wenn ähnliche Filter sich überlappen oder überdecken. Bei disjunkten
oder identischen Filtern kommt weiterhin nur die Topic-basierte Filterung zum Einsatz. Dieser
hybride Ansatz ist neuartig und verspricht eine deutlich bessere Performance als die rein in-
haltsbasierte Filterung. Der zweite neuartige Ansatz ist, dass für die Datenstromrekonstruktion
eine echtzeitfähige Stream-Processing-Engine (SPE) eingesetzt wird. Stream-Processing ist in
der Big-Data-Domäne, zu der auch das IoT zugeordnet wird, ebenfalls eine aufstrebende Tech-
nologie. SPE, die im Bereich von wenigen Millisekunden Ereignisse verarbeiten können und
im Sinne der Cloud-Elastizität horizontal skalierbar sind, sind allerdings noch recht selten. Im
Rahmen von [Sei17] wurde daher das Konzept des Push-Stream-Providers mit vereinigungs-
basiertem Routing vertieft, prototypisch implementiert und erstmals evaluiert.
Die Realisierbarkeit des Konzepts wurde durch die Implementierung eines Prototyps gezeigt,
der anschließend in einer umfangreichen Evaluationsumgebung in mehreren Experimenten un-
tersucht wurde (Kapitel 9). Bei der Vorstellung des Prototyps wurde die Technologieauswahl
in Bezug auf die zu erzielende Performance diskutiert. Die danach vorgestellte Evaluations-
umgebung umfasste zwei ICB sowie eine IoT-Cloud, die Daten von bis zu 8.000 Geräten und
damit bis zu 80.000 Nachrichten pro Sekunde empfängt. An dem von der Cloud entfernten ICB
wurden bis zu 5.000 Subscriptions mehrerer Dienste angemeldet. Die Konfiguration der Eva-
luationsumgebung wurde auf sieben Rechner verteilt. Der Schwerpunkt der Evaluation stellte
die Untersuchung der Zustellung von Push-Notifications in der Intercloud dar. Dazu wurde der
Push-Stream-Provider hinsichtlich seiner Effizienz, Leistungsfähigkeit und Skalierbarkeit unter-
sucht. Die Ergebnisse zeigen, dass das Konzept und der daraus entstandene Prototyp in der
Lage sind, selbst auf Consumer-Hardware mehr als 500.000 Nachrichten/s zu übertragen. Die
Echtzeitfähigkeit wurde mit einer durchschnittlichen Latenz von 0 bis 4 ms, je nach Auslas-
tung eindrucksvoll bewiesen. Dabei konnte gezeigt werden, dass sich die bereits im Konzept für
Performance-kritische Komponenten vorgesehene und im Prototyp implementierte Parallelisier-
barkeit bei sehr hohem Durchsatz positiv auf die Latenz auswirkt und das Konzept skalierbar
entworfen wurde. Die bestehende Implementierung kann ausgehend davon zudem leicht zu ei-
ner echten horizontalen Skalierbarkeit erweitert werden. Die Effizienz des Prototyps konnte da-
durch gezeigt werden, dass in keinem der Experimente die CPU oder der Speicher des ICB voll
ausgelastet werden konnten. Limitierender Faktor war stets das verwendete 1-Gbit-Netzwerk.
Zuletzt wurde die Effizienz der Konzeptvariante des Push-Stream-Provider mit einfachem und
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vereinigungsbasiertem Routing zueinander verglichen. Für ein Szenario mit sich überdecken-
den und identischen Filtern wurde gezeigt, dass das vereinigungsbasierte Routing mit dem
hybriden Konzept den Traffic in der Intercloud von 50 MB/s auf unter 3.2 MB/s und damit mehr
als den Faktor 15 reduzieren kann. Sowohl Speicherverbrauch als auch die CPU-Auslastung
sind nur unwesentlich höher ausgefallen als bei einfachem Routing. Gleichzeitig gab es eine
Verschiebung der CPU-Auslastung weg von der entfernten IoT-Cloud bzw. dem entfernten ICB
hin zu dem ICB, an dem auch die Clients bedient wurden. Das entspricht im Sinne der Verant-
wortlichkeiten einer faireren Kostenverteilung in einer Intercloud. Letztlich konnte die Evaluation
damit auch die These zur Distribution von Push-Notifications bestätigten.
10.2 Ausblick
Weder bestätigt noch widerlegt werden konnte am Ende lediglich die These zu Discovery
& Auswahl, da die Konzept-Varianten des Discovery-Service im Rahmen des Promotionsvor-
habens nicht evaluiert wurden. Somit muss die vermutete bessere Performance und Effizienz
des vorgeschlagenen Discovery-Service mit repliziertem Geräteverzeichnis noch nachgewie-
sen werden. Dieser wäre auch Grundlage für die Praxistauglichkeit des Push-Stream-Providers
mit vereinigungsbasiertem Routing, da bei der Filterevaluation alle dazu benötigten Informatio-
nen intrinsisch in den Nachrichten enthalten sein müssen. Ansonsten müsste jedes Mal das
vollständige Gerät übertragen werden, was wiederum sehr großen sequenziellen Informations-
Overhead in der Intercloud bedeuten würde.
Auch für das Konzept des Push-Stream-Provider wurde bereits ein höchstwahrscheinlich sehr
viel effizienterer Ansatz der Synthetisierung des logischen DAG in die SPE vorgeschlagen. Da-
bei sollen mehrere Teilgraphen in nur noch wenige Operatoren abgebildet werden. Dadurch
können zu hohe Tiefen des physischen Graphen und die damit einhergehende höhere Latenz
adressiert werden. Auch werden auf diese Weise deutlich weniger Operatoren benötigt, was
aufgrund von zu vielen konkurrierenden Threads auf einem Host-System ebenfalls schlecht für
die Performance wäre. Zuletzt könnte so der Graph viel einfacher, schneller und ohne Nach-
richtenverluste umstrukturiert werden.
Neben diesen beiden durch die Dissertation adressierten Problembereiche gibt es noch einige
andere Themen für zukünftige Arbeiten, welche in direktem Bezug zu der Dissertation stehen.
Eine wichtige Voraussetzung für eine funktionierende IoT-Intercloud ist die Interoperabilität
der Datenmodelle. Daher ist eine detaillierte Analyse bestehender Gerätedatenmodelle von
IoT-Clouds notwendig. Daraus könnte dann entweder ein geeignetes Meta-Datenmodell ausge-
wählt oder aufbauend auf der Analyse ein Neuentwurf angegangen werden. Dieses müsste an-
schließend als Intercloud-Gerätedatenmodell in das vorgeschlagene Konzept integriert werden.
Weiterhin sollte darauf aufbauend eine Adaption zu verschiedenen heterogenen IoT-Clouds und
die Integration der entsprechenden Adapterschicht in das in der Dissertation vorgeschlagene
Konzept einer IoT-Intercloud durchgeführt werden.
Eine weitere in der Dissertation nicht behandelte Herausforderung ist die detaillierte Ausarbei-
tung eines Konzepts zur von den Nutzern geregelten Zugriffsteuerung auf Gerätedaten in der
Intercloud. Auf Basis von Access-Token oder User-Credentials und ggf. auch ACLs müsste das
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vorgestellte Kommunikationskonzept des ICB erweitert werden.
Die Performance, Effizienz und Skalierbarkeit müssen für eine praxistaugliche globale IoT-
Intercloud gewährleistet werden. Daher sollten umfangreichere Performance-Evaluation von
IoT-Intercloud-Konzepten mit mehreren IoT-Clouds durchgeführt werden, die viele 10.000 bis
Millionen Geräte verwalten und hunderte Diensten bedienen.
Ein weiterer Schwerpunkt, der auch im klassischen Cloud-Computing eine Rolle spielt, stellen
SLA dar. Für das IoT könnte die Einbindung neuartiger SLA-Konzepte eine Rolle spielen. Mit
dem für die Dissertation geschaffenen Prototyp der IoT-Cloud und des ICB wurden im Rahmen
des Forschungsprojekts Daamob sogenannte Multi-Level-SLA untersucht [BTN14, GBF+17].
Diese garantieren z.B. situationsbedingt kurzfristig bestimmte Qualitätskriterien wie Echtzeitfä-
higkeit oder Datenraten und erlauben so flexiblere Preisgestaltung bei der Nutzung von Daten-
diensten im IoT. Das Propagieren und Etablieren von SLAs in Interclouds ist dabei wiederum








Abbildung A.1: Vereinfachte Architekturübersicht über den Microsoft Azure IoT-Hub, Quelle:

































































































































































































































































































































































































































































































































































































































Abbildung A.4: Problemstellungen bei der Komponentenentwicklung für interoperable Clouds
















































































































































































































































































































































Abbildung A.5: Einseitige Sicht auf die Verzeichnissynchronisation mit Datenfluss von Cloud A
in das Verzeichnis des Discovery-Service B durch die verschiedenen Lebens-
phasen der beteiligten Discovery-Services
vii
A Abbildungen
Logischer Operator Math. Symbol Kodierung
Datentyp unabhängig





Größer oder gleich ≥ $gte
Kleiner oder gleich ≤ $lte
Mengenrelation
Element einer Menge ∈ $in
Kein Element einer Menge /∈ $nin
Verknüpfungen
Und ∧ $and oder implizit
Oder ∨ $or
Abbildung A.6: Unterstützte zweiwertige logische Operatoren und Verknüpfungen als Kodierung
in MongoDB-Syntax. Quelle d. Abb.: [Sei17]
viii
• Identität - Zwei Filter F1 und F2 sind identisch.







⇐⇒ N(F1) = N(F2) (2.2)
• Überdeckung - Ein Filter F1 überdeckt einen zweiten Filter F2.







⇐⇒ N(F1) ⊆ N(F2) (2.4)
• Überlappung - Zwei Filter F1 und F2 sind überlappend.






j ∧ AF1  AF2) (2.5)
⇐⇒ N(F1) ∩ N(F2) = /0 (2.6)
• Disjunktion - Zwei Filter F1 und F2 sind disjunkt.






j ∧ AF1  AF2) (2.7)
Abbildung A.7: Die von Mühl et al. in [MPF06] definierten Gleichungen zum Erkennen von Ähn-
lichkeiten der Verbundfilter. Quelle d. Abb.: [Sei17]
ix
A Abbildungen
• Identität - Zwei Attributfilter AF1 und AF2 sind identisch.
AF1 ≡ AF2 ⇐⇒ L(AF1) = L(AF2) (2.8)
• Überdeckung - Ein Attributfilter AF1 überdeckt einen zweiten Attributfilter AF2.
AF1  AF2 ⇐⇒ L(AF1) ⊇ L(AF2) (2.9)
• Überlappung - Zwei Attributfilter AF1 und AF2 sind überlappend.
AF1  AF2 ⇐⇒ L(AF1) ∩ L(AF2) = /0 (2.10)
Disjunktion - Zwei Attributfilter AF1 und AF2 sind disjunkt.
AF1  AF2 ⇐⇒ L(AF1) ∩ L(AF2) = /0 (2.11)
•
Abbildung A.8: Die von Mühl et al. in [MPF06] definierten Gleichungen zum Erkennen von Ähn-
lichkeiten der Attributfilter. Quelle d. Abb.: [Sei17]
Abbildung A.9: Baseline: Kumulative Verteilungsfunktion für die Intercloud-Latenz
(a) Speicherverbrauch von ICB-1 (b) Speicherverbrauch von ICB-2
Abbildung A.10: Speicherverbrauch am Host-System des jeweiligen ICB in Relation zum Nach-
richtendurchsatz für verschiedene Nachrichtengrößen
x
(a) Durchschnittliche Latenz im Verhältnis zur An-
zahl der Nachrichten (b) CDF der IC-Latenz
Abbildung A.11: IC-Latenz bei bis zu 5.000 Subscriptions
(a) CPU-Auslastung (b) Speicherverbrauch
Abbildung A.12: Ressourcenverbrauch von ICB-1 bei bis zu 5.000 Subscriptions
(a) CPU-Auslastung (b) Speicherverbrauch
Abbildung A.13: Ressourcenverbrauch von ICB-2 bei bis zu 5.000 Subscriptions
xi
A Abbildungen
(a) Speicherverbrauch Konfiguration I-1 (b) Speicherverbrauch Konfiguration I-4
Abbildung A.14: Speicherverbrauch über im Zeitverlauf der Versuche I-1 und I-4
(a) CDF Konfiguration I-1 (b) CDF Konfiguration I-4
Abbildung A.15: CDF der Intercloud-Latenz über alle empfangenen Nachrichten während der
Versuche für I-1 und I-4. Da die maximale Bruttodatenrate des Netzwerks er-
reicht wurde, ergab sich allerdings eine hohe Anzahl stark verzögerter Nach-
richten in den Rohdaten.
xii
Abbildung A.16: Der für das vereinigungsbasierte Routing erzeugte DAG in Gearpump
xiii
A Abbildungen
(a) Konfiguration TB (b) Konfiguration CB
Abbildung A.17: Zeitlicher Verlauf der Anmeldung von Subscriptions der beiden Konfigurationen
TB und CB
(a) CPU-Auslastung: ICB-1 (b) CPU-Auslastung: ICB-2
Abbildung A.18: Konfiguration TB: CPU-Auslastung der Komponenten an ICB-1 und ICB-2
(a) CPU-Auslastung: ICB-1 (b) CPU-Auslastung: ICB-2
Abbildung A.19: Konfiguration CB: CPU-Auslastung der Komponenten an ICB-1 und ICB-2
xiv
(a) Speicherverbrauch: ICB-1 (b) Speicherverbrauch ICB-2
Abbildung A.20: Konfiguration TB: Speicherverbrauch der Komponenten an ICB-1 und ICB-2
(a) Speicherverbrauch: ICB-1 (b) Speicherverbrauch: ICB-2










getClouds lok. DS ICP -
addCloud lok. DS entf. DS ICC DS
removeCloud lok. DS entf. DS ICC DS










rejectPending lok. DS entf. DS ICC DS
indexHits Verzeichnis lok. DS -
getDevices Verzeichnis lok. DS -
getDeviceById Verzeichnis lok. DS -
addDevice Verzeichnis lok. DS -
removeDevice Verzeichnis lok. DS -
createIndex Verzeichnis lok. DS -
deleteIndex Verzeichnis lok. DS -
initSynchronization lok. DS entf. DS ICC DS
initBulkTransfer lok. DS entf. DS ICC DS
publishNewDevice lok. DS entf. DS ICC DS
publishDeleteDevice lok. DS entf. DS ICC DS
subscribeSync entf. DS lok. DS ICC DS
unsubscribeSynch entf. DS lok. DS ICC DS
subscribeDeviceLC CloudAdapter lok. DS proprietär
unsubscribeDeviceLC CloudAdapter lok. DS proprietär











publishLcEvent lok. DS CloudAdapter proprietär
Tabelle B.1: Notwendige Methoden, beteiligte Komponenten und Protokolle im Vergleich zwi-








E5-2630 v4 @ 2.20GHz











4 x Socket: Intel(R)
Xeon(R) CPU E5-4603 0
@ 2.00GHz (4 Cores / 8























































































Tabelle B.2: Hardware und Softwarekonfiguration der Evaluationsumgebung
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C Algorithmen
Der folgende Algorithmus zur Konstruktion des logischen DAG ist der Diplomarbeit von Chri-
stoph Seifert ([Sei17]) entnommen. Ergänzende Erläuterungen, die in [Sei17] nicht vorkommen,
werden durch Fußnoten gemacht. Ausgangspunkt für die folgenden Beschreibungen ist der ge-
richtete azyklische Graph G = (V, E), welcher an jeder Kante e = (v, w) ∈ E zwischen zwei
Knoten v, w ∈ V die Überdeckungsrelation der Filter widerspiegelt (Vgl. Abbildung 8.11).
Hinzufügen eines Knotens: Das Hinzufügen eines neuen Knotens vnew zu einem bestehen-
den Graphen G läuft entsprechend der folgenden sechs Schritte ab:
1. Der Filterausdruck des neuen Knotens vnew wird normalisiert. Wenn ein Knoten mit einem
identischen Filter in Normalform91 bereits im Graphen vorhanden ist, wird der Vorgang
abgebrochen, da die geforderte Anfrage bereits abgebildet ist.
2. Falls ein Wurzelknoten im Graphen existiert, der den neuen Knoten vnew überdeckt, wird
der entsprechende Teilgraph GT bis zu der Ebene durchlaufen, in der der Filter des neuen
Knotens vnew nicht mehr überdeckt wird.
3. Der neue Knoten vnew wird an die zuvor gefundene Stelle des entsprechenden Teilgra-
phen GT platziert, indem eine Kante vom Vorgänger zum neuen Knoten erstellt wird. Falls
der Knoten keinen Vorgänger hat (bei Traversionstiefe null auf der Ebene der Wurzelkno-
ten), wird keine Kante erzeugt, sondern es entsteht ein neuer Teilgraph.
4. Alle Knoten, welche sich im gleichen Teilgraphen GT und in der gleichen Tiefe wie der
neue Knoten vnew befinden, werden auf Überdeckung getestet. Bei jedem betroffenen
Knoten wird die Kante vom Vorgängerknoten durch eine Kante vom neuen Knoten aus-
gehend ersetzt. Dies gilt auch, wenn der neue Knoten bisher ein isolierter Knoten ist und
den Wurzelknoten eines anderen Teilgraphen überdeckt.
5. Jeder weitere Knoten auf der Ebene des neuen Knotens wird auf Überlappung getestet.
Falls ein überlappender Knoten existiert, wird ein Vereinigungsfilter aus den Filtern des
betroffenen und des neuen Knotens erstellt.
6. Falls in Schritt 5 ein Vereinigungsfilter gefunden werden konnte, wird mit diesem der ge-
samte Vorgang ab dem Wurzelknoten des aktuellen Teilgraphen GT erneut durchgeführt.
Entfernen eines Knotens: Unabhängig davon, welche Methode zur Pfadselektion genutzt wird,
können sich die Bedingungen durch das Abmelden einer Subscription, und damit den Wegfall
eines Knotens, ändern. Daraus folgt, dass die Unterbäume des zu entfernenden Knotens ent-
sprechend neu im Graph eingegliedert werden müssen. Der gesamte Vorgang des Entfernens
eines Knotens vdel aus einem Graphen G entspricht den folgenden drei Schritten:
1. Der Knoten vdel wird gegebenenfalls von einem Teilgraphen GT isoliert, indem alle ein-
gehenden und ausgehenden Kanten entfernt werden. Der bisherige Vorgänger vprev und
die Nachfolger Vsucc werden in den folgenden Schritten behandelt. Der Knoten vdel selbst
kann bereits an dieser Stelle gelöscht werden.
91gemeint ist die disjunktive Normalform
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2. Der bisherige Vorgängerknoten vprev von vdel wird ebenfalls entfernt, wenn dieser nur
noch einen einzigen Nachfolger (d−G(vprev) = 1)92 besitzt und ihm keine Subscription
zugeordnet ist. In diesem Fall handelt es sich um einen ursprünglichen Vereinigungsfil-
ter. Der verbleibende Nachfolger kann dann mittels Kantenkontraktion93 an dessen Stelle
platziert werden.
3. Alle ursprünglichen Nachfolgeknoten Vsucc von vdel werden mitsamt Unterbaum, dessen
jeweilige Wurzelknoten sie sind, im Graphen neu eingeordnet. Somit entsteht wieder eine
Topologie, die den definierten Bedingungen entspricht.
92d−G(v) = x ist der Ausgrangsgrad x des Knotens v im Graph G und drückt die Anzahl x der ausgehenden Kanten





2 " metadata ":{
3 " access_token ":"c. FmDPkzyzaQe ..." ,
4 " client_version ":1
5 },
6 " devices ":{
7 " thermostats ":{ },
8 " smoke_co_alarms ":{
9 " RTMTKxsQTCxzVcsySOHPxKoF 4 OyCifrs ":{
10 " device_id ":" RTMTKxsQTCxzVcsySOHPxKoF 4 OyCifrs ",
11 " locale ":"en -US",
12 " software_version ":"1.01",
13 " structure_id ":" VqFabWH 21 nwVyd 4 RWgJgNb 292wa7 hG_dUwo 2i2SG7j3-BOLY 0
BA4sw",
14 "name":" Hallway ( upstairs )",
15 " name_long ":" Hallway Protect ( upstairs )",
16 " last_connection ":"2016-10-31T23:59:59.000Z",
17 " is_online ":true,
18 " battery_health ":"ok",
19 " co_alarm_state ":"ok",
20 " smoke_alarm_state ":"ok",
21 " is_manual_test_active ":true,
22 " last_manual_test_time ":"2016-10-31T23:59:59.000Z",
23 " ui_color_state ":"gray",
24 " where_id ":" UNCBGUnN 24...",
25 " where_name ":" Hallway "
26 }
27 },
28 " cameras ":{ },
29 " $company ":{ }
30 },
31 " structures ":{
32 " VqFabWH 21 nwVyd 4 RWgJgNb 292wa7 hG_dUwo 2i2SG7j3-BOLY0BA4sw":{
33 " structure_id ":" VqFabWH 21 nwVyd 4 RWgJgNb 292wa7 hG_dUwo 2i2SG7j3-BOLY 0BA4sw
",
34 " thermostats ":[ ],
35 " smoke_co_alarms ":[
36 " RTMTKxsQTCxzVcsySOHPxKoF 4 OyCifrs ",
37 ...
38 ],
39 " cameras ":[ ],
40 " devices ":{ },
41 "away":"home",
42 "name":"Home",
43 " country_code ":"US",
44 " postal_code ":"94304",
45 " peak_period_start_time ":"2016-10-31T23:59:59.000Z",
46 " peak_period_end_time ":"2016-10-31T23:59:59.000Z",
47 " time_zone ":" America / Los_Angeles ",
48 "eta":{ },
49 " eta_begin ":"2016-08-04T13:21:37-07:00",
50 " co_alarm_state ":"ok",
51 " smoke_alarm_state ":"ok",
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52 " rhr_enrollment ":true,








3 public class SmartLightManifest implements Manifest , Actionable {
4 public final static FieldDescriptor INTENSITY = new FieldDescriptor (" intensity




7 List <Field > normalize ( String input ) {
8 def slurper = new JsonSlurper ()
9 def json = slurper . parseText ( input )
10
11 def fields = []
12
13 addToList ( fields , json, STATE )
14
15 addToList ( fields , json, INTENSITY )
16
17 if (json. containsKey (" colorRGB ")) {
18 def jsonColor = json. colorRGB
19 def cfields = []
20 addToList ( cfields , jsonColor , COLOR_RED_COMPONENT )
21 addToList ( cfields , jsonColor , COLOR_GREEN_COMPONENT )
22 addToList ( cfields , jsonColor , COLOR_BLUE_COMPONENT )







30 List < FieldDescriptor > getFieldDescriptors () {
31 return [ STATE , COLOR_AS_RGB , INTENSITY ]
32 }
33 @Override
34 List <Action > getActions () {
35 return [
36 new Action (" setOn ", "Sets the light state to On"),
37 new Action (" setOff ", "Sets the light state to Off"),
38 new Action (" setIntensity ", " Changes the intensity of the hue light (
value in percent )",
39 INTENSITY ),
40 new Action (" setColorRGB ", " Changes the light color with RGB values and
set the intensity ( value in percent )",





Listing D.2: Das Manifest – Gerätedatenmodell der Artik Cloud: Beschreibung der Adaption




2 " deviceId ": "devA",
3 " generationId ": "123",
4 " status ": " enabled ",
5 " statusReason ": " provisioned ",
6 " connectionState ": " connected ",
7 " connectionStateUpdatedTime ": "2015-02-28T16:24:48.789Z",
8 " lastActivityTime ": "2015-02-30T16:24:48.789Z",
9
10 "tags": {
11 " $etag ": "123",
12 " deploymentLocation ": {
13 " building ": "43",
14 " floor ": "1"
15 }
16 },
17 " properties ": {
18 " desired ": {
19 " telemetryConfig ": {
20 " sendFrequency ": "5m"
21 },
22 " $metadata " : {...},
23 " $version ": 1
24 },
25 " reported ": {
26 " telemetryConfig ": {
27 " sendFrequency ": "5m",
28 " status ": " success "
29 }
30 " batteryLevel ": 55,
31 " $metadata " : {...},








2 "guid":"test.0. Thermometer ",
3 " owner ":" owner 0",
4 "acl":{
5 "rtag":[
6 " owner 0"
7 ],
8 "wacl":[
9 " owner 0"
10 ],
11 "wtag":[





15 " deviceModel ":[
16 {
17 " deviceClass ":"de. tudresden .rn. Thermometer ",
18 " version ":"1.0.0.0",
19 "tags":[
20 {
21 " tagName ":" AirtemperatureIn ",
22 "type":" Integer ",
23 " measurand ":" Temperature ",
24 " documentation ":" Indoor temperature ",
25 "mode":" READ_WRITE ",
26 "unit":" CELSIUS ",
27 " sampleRate ":10000
28 },
29 {
30 " tagName ":" AirtemperatureOut ",
31 "type":" Integer ",
32 " measurand ":" Temperature ",
33 " documentation ":" Outdoor temperature ",
34 "mode":" READ_WRITE ",
35 "unit":" CELSIUS ",
36 " sampleRate ":10000
37 },
38 {
39 " tagName ":" Manufacturer ",
40 "type":" String ",
41 " measurand ":" Device Manufacturer ",
42 " documentation ":" Manufacturer of the Device as demo for a static
tag",
43 "mode":"READ",
44 "unit":" NOT_APPLICABLE ",





50 " currentAddress ":"test.0",
51 " tagValues ":{
52 " Manufacturer ":{
53 " tagName ":" Manufacturer ",
54 "guid":"test.0. Thermometer ",
55 " value ":"HAMA",
56 " timestamp ":1507301521910,
57 "oca":0
58 },
59 " AirtemperatureIn ":{
60 " tagName ":" AirtemperatureIn ",
61 "guid":"test.0. Thermometer ",
62 " value ":0,
63 " timestamp ":1507301522930,
64 "oca":3
65 },
66 " AirtemperatureOut ":{
67 " tagName ":" AirtemperatureOut ",
68 "guid":"test.0. Thermometer ",
69 " value ":-10,




74 " runtimeAddress ":"EM"
xxiv
75 }
Listing D.4: Selbst entworfenes Thermometer im Kiwigrid Gerätedatenmodell
1 {
2 " count " : 2,
3 "size" : 1000,
4 " start " : 0,
5 " total " : 2,
6 "list" : [ {
7 "mac" : "00:40:9D:29:8D:0E",
8 "id" : "00000000-00000000-00409DFF -FF298D0E",
9 " vendor_id " : 4261412864,
10 "type" : " ConnectPort X8",
11 " firmware_version " : "2.13.0.12",
12 " restricted_status " : " unrestricted ",
13 "ip" : "10.20.1.68",
14 " public_ip " : "10.20.1.68",
15 " connection_status " : " disconnected ",
16 " last_connect " : "2014-03-11T14:33:35.480Z",
17 " description " : "",
18 " extended_address " : "00:13:A2:00:40:0A:3F:05",
19 "tags" : [
20 " gateway ",
21 "DIA"
22 ],
23 " group " : " Primary ",
24 " last_disconnect " : "2014-03-11T18:51:05.597Z"
25 }, {
26 "id" : "F9F967B4-33804DCE -2BDC4702-45053B1C",
27 " vendor_id " : 4261412871,
28 "type" : "DIA Device ",
29 " restricted_status " : " untrusted ",
30 " connection_status " : " disconnected ",
31 " description " : " Thermostat ",
32 "tags" : [" tstat "],
33 " group " : " Primary ",
34 " address " : "dia/00000000-00000000-00409DFF -FF298D0E/ sensor 0",





Listing D.5: Digi Cloud: Liste von Geräten mit Basisbarametern im Response (JSON) einer




3 <id >F9F967B4-33804DCE -2BDC4702-45053B1C/ temperature </id >
4 <description >freezer </ description >
5 <type >LONG </ type >
6 <value >71 </value >
7 <units >F </ units >
8 <timestamp >2014-02-23T19:12:57.283Z </ timestamp >
9 <server_timestamp >2014-02-23T19:12:59.848Z </ server_timestamp >
10 <history_uri >/ ws/v1/ streams / history /F9F967B4-33804DCE -2BDC4702-45053B1C/





Listing D.6: Digi Cloud: Response (XML) einer »Get-Stream-Anfrage« für inventory/F9F967B4-
33804DCE-2BDC4702-45053B1C/temperature liefert den letzten Datenpunkt
zur Temperatur, Quelle: Digi Cloud Dokumentation – https://www.digi.com/
resources/documentation/Digidocs/90001437-13/default.htm
1 remote refid st t when poll reach delay offset jitter
2 ==============================================================================
3 -141.76.40.152 141.76.10.160 2 s 8 16 377 0.516 0.036 0.042
4 -141.76.40.146 141.76.10.160 2 s 16 16 376 0.345 -0.009 0.009
5 -141.76.40.147 141.76.10.160 2 s 11 16 376 0.316 -0.038 0.039
6 -141.76.41.34 141.76.10.160 2 s 2 16 377 0.267 0.003 0.027
7 +141.76.41.124 141.76.10.160 2 s 3 16 377 0.401 0.008 0.009
8 -141.76.41.96 141.76.10.160 2 s 1 16 377 0.307 0.006 0.019
9 *ntp1.zih.tu -dre .GPS. 1 u 12 16 377 0.419 0.000 0.019
Listing D.7: Ausgabe von »ntpq -c lpeers« auf 141.76.41.246: Der Zeit-Offset zwischen allen
beteiligten phyischen Maschinen ist in der Konfiguration für die Evaluation deutlich
kleiner als 100 μs.
1 {
2 "guid":"A0001",
3 " owner ":" owner 1",
4 "acl":{
5 "wacl":[
6 " owner 1"
7 ],
8 "rtag":[
9 " owner 1"
10 ],
11 "wtag":[
12 " owner 1"
13 ]
14 },
15 " deviceModel ":[
16 {
17 " deviceClass ":"de. tudresden .rn. Thermometer ",
18 " version ":"1.0.0.0",
19 "tags":[
20 {
21 " tagName ":"T",
22 "type":" Integer ",
23 " measurand ":"T",
24 " documentation ":"",
25 "mode":" READ_WRITE ",
26 "unit":" CELSIUS ",
27 " sampleRate ":1000
28 },
29 {
30 " tagName ":"F",
31 "type":" String ",
32 " measurand ":" FillSize ",
33 " documentation ":" FillTag ",
34 "mode":" READ_WRITE ",
35 "unit":" NOT_APPLICABLE ",






41 " currentAddress ":"A0001",
42 " tagValues ":{
43 "T":{
44 " tagName ":"T",
45 "guid":"A0001",
46 " value ":5,




51 " tagName ":"F",
52 "guid":"A0001",
53 " value ":" FFFFFF ..........
54 FFFFFFFF ",




59 " runtimeAddress ":"EM"
60 }
Listing D.8: Simuliertes Geräte für die Evaluation in JSON
1 {"guid":"A0001"," tagValues ":{"T":{" tagName ":"T","guid":"A0001"," value ":3,"












FFFFF "," timestamp ":1512749439150,"oca":0}},"st":1512749439151}
Listing D.9: Push-Notification des Beispielgeräts mit exakt 1024 Byte Länge in JSON.
1 " nodes ": {
2 "194fc35de93b7dd606fdc0f90773070f": "{’filter ’: {’tagValues .T.value ’: {’
$lt ’: 9}}, ’processor_id ’: 25, ’uid ’: ’194fc35de93b7dd606fdc0f90773070
f’}",
3 "2384961ef583840724909d8b7b34c7e1": "{’filter ’: {’tagValues .T.value ’: {’
$lt ’: 6}}, ’processor_id ’: 20, ’uid ’: ’2384961ef583840724909d8b7b34c7e
1’}",
4 "2a7f15be6129db79f5c17ca77c84031f": "{’filter ’: {’tagValues .T.value ’: {’
$lt ’: 8}}, ’processor_id ’: 26, ’uid ’: ’2a7f15be6129db79f5c17ca77c84031
f’}",
5 "40068a99eec678e5ac3a2e4bef518f50": "{’filter ’: {’tagValues .T.value ’: {’
$lt ’: 0}}, ’processor_id ’: 2, ’uid ’: ’40068a99eec678e5ac3a2e4bef518f50
’}",
6 "906c534711705ec18a9460771db80116": "{’filter ’: {’tagValues .T.value ’: {’
$lt ’: 1}}, ’processor_id ’: 5, ’uid ’: ’906c534711705ec18a9460771db80116
’}",
7 "9dc82701543f041063d5b310b98be656": "{’filter ’: {’tagValues .T.value ’: {’




8 "ae27d76f9f089f404aea46b519fc2184": "{’filter ’: {’tagValues .T.value ’: {’
$lt ’: 3}}, ’processor_id ’: 11, ’uid ’: ’ae27d76f9f089f404aea46b519fc218
4’}",
9 "c7d0fa5b0eac8180927faa5bef06831b": "{’filter ’: {’tagValues .T.value ’: {’
$lt ’: 5}}, ’processor_id ’: 17, ’uid ’: ’c7d0fa5b0eac8180927faa5bef06831
b’}",
10 "d2e189f6625f703bb0c3798ef6ce4090": "{’filter ’: {’tagValues .T.value ’: {’
$lt ’: 2}}, ’processor_id ’: 8, ’uid ’: ’d2e189f6625f703bb0c3798ef6ce4090
’}",
11 "d339b2fa41fcf4a61392daee7ab89ecf": "{’filter ’: {’tagValues .T.value ’: {’
$lt ’: 7}}, ’processor_id ’: 23, ’uid ’: ’d339b2fa41fcf4a61392daee7ab89
ecf ’}",
12 "s_194fc35de93b7dd606fdc0f90773070f": "{’processor_id ’: -1, ’subscription ’
: {’tagValues .T.value ’: {’$lt ’: 9}}, ’uid ’: ’s_194fc35de93b7dd606fdc0f
90773070f’}",
13 "s_2384961ef583840724909d8b7b34c7e1": "{’processor_id ’: 21, ’subscription ’
: {’tagValues .T.value ’: {’$lt ’: 6}}, ’uid ’: ’s_2384961ef583840724909d8
b7b34c7e1’}",
14 "s_2a7f15be6129db79f5c17ca77c84031f": "{’processor_id ’: 27, ’subscription ’
: {’tagValues .T.value ’: {’$lt ’: 8}}, ’uid ’: ’s_2a7f15be6129db79f5c17ca
77c84031f’}",
15 "s_40068a99eec678e5ac3a2e4bef518f50": "{’processor_id ’: 3, ’subscription ’:
{’tagValues .T.value ’: {’$lt ’: 0}}, ’uid ’: ’s_40068a99eec678e5ac3a2e4
bef518f50’}",
16 "s_906c534711705ec18a9460771db80116": "{’processor_id ’: 6, ’subscription ’:
{’tagValues .T.value ’: {’$lt ’: 1}}, ’uid ’: ’s_906c534711705ec18a946077
1db80116’}",
17 "s_9dc82701543f041063d5b310b98be656": "{’processor_id ’: 15, ’subscription ’
: {’tagValues .T.value ’: {’$lt ’: 4}}, ’uid ’: ’s_9dc82701543f041063d5b31
0b98be656’}",
18 "s_ae27d76f9f089f404aea46b519fc2184": "{’processor_id ’: 12, ’subscription ’
: {’tagValues .T.value ’: {’$lt ’: 3}}, ’uid ’: ’s_ae27d76f9f089f404aea46b
519fc2184’}",
19 "s_c7d0fa5b0eac8180927faa5bef06831b": "{’processor_id ’: 18, ’subscription ’
: {’tagValues .T.value ’: {’$lt ’: 5}}, ’uid ’: ’s_c7d0fa5b0eac8180927faa5
bef06831b’}",
20 "s_d2e189f6625f703bb0c3798ef6ce4090": "{’processor_id ’: 9, ’subscription ’:
{’tagValues .T.value ’: {’$lt ’: 2}}, ’uid ’: ’s_d2e189f6625f703bb0c3798
ef6ce4090’}",
21 "s_d339b2fa41fcf4a61392daee7ab89ecf": "{’processor_id ’: 24, ’subscription ’
: {’tagValues .T.value ’: {’$lt ’: 7}}, ’uid ’: ’s_d339b2fa41fcf4a61392
daee7ab89ecf ’}"
22 }
Listing D.10: Vom MC verwaltete Knoteninformationen des DAG
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