In this paper, we consider the nonlinear fourth order eigenvalue problem. We show the existence of family of unbounded continua of nontrivial solutions bifurcating from the line of trivial solutions. These global continua have properties similar to those found in Rabinowitz and Berestycki well-known global bifurcation theorems. 
Introduction
In the present paper, we consider the nonlinear boundary value problem (1), (2) for any λ ∈ R and we can consider bifurcation from = 0 i.e., bifurcation of nontrivial solutions from the set of trivial solutions R × {0} (a solution (λ ) of (1), (2) , or of any other problem in this paper, is said to be nontrivial if = 0).
Krasnosel'skii's local bifurcation theorem and Rabinowitz global bifurcation theorem are the main results of bifurcation theory. The canonical references are Krasnosel'skii [17] for his statement and proof in 1950 that, if E is a real Banach space with norm · G : R × E → E is completely continuous and G(λ ) = λL + H(λ ) where L is a linear and compact operator and H(λ ) is Fréchet differentiable at (λ 0) which means H(λ ) = ( ) for near 0 uniformly on bounded λ intervals, then (µ 0) is a bifurcation point for = G(λ ) when µ is a non-zero characteristic value of L having odd multiplicity and Rabinowitz [27] for his theorem of 1971 on the global structure of bifurcation branches emanating from such a point (µ 0). Rabinowitz [27] has shown that there exists a connected set of nontrivial solutions of = G(λ ) bifurcating from (µ 0) which either is unbounded in R × E or must also bifurcate from another point ( µ 0) where µ = µ is a characteristic value of L. Therefore, bifurcation from characteristic values of odd multiplicity is a global rather than a local phenomenon. He also obtains stronger results for bifurcation from a characteristic value of multiplicity 1 (these results are strengthened in Dancer [13] ) and gives applications of these results to some second order linearizable Sturm-Liouville problems. Note that the eigenfunction of corresponding linear Sturm-Liouville problems is characterized by the fact that it has only simple nodal zeros and the number of zeros of the eigenfunction is equal to the serial number of the corresponding eigenvalue increased by 1. To exploit these nodal properties an appropriate family of sets is introduced and the existence of various unbounded continua of solutions contained in these sets is proved. In future, the global results for nonlinearizable Sturm-Liouville problems were obtained by Berestycki [6] , Schmitt and Smith [31] , Chiapinelli [8] , Rynne [28] . These papers prove the existence of global continua of nontrivial solutions in R × C 1 corresponding to the usual nodal properties and emanating from "bifurcation intervals" (in R × 0 which we identify with R) surrounding the eigenvalues of the linear problem. Allakhverdiev [2] obtained similar results for the nonlinear Sturm-Liouville problems with spectral parameter in the boundary conditions (see also [7] ). It should be noted, that for the linear Sturm-Liouville problem with a spectral parameter in the boundary conditions there is a case when the number of zeros of eigenfunctions corresponding to two different eigenvalues are equal [2] . In [2] global behavior of the two families of continua of nontrivial solutions in R × C 1 emanating from these eigenvalues of the linear problem have not been studied.
The papers of Makhmudov and Aliev [24, 26] were able to extend above results of Rabinowitz [27] on global bifurcation to the equation in Hilbert space with nonlinearity not differentiable near the origin.
Nonlinear eigenvalue problems for ordinary differential operators of fourth order in various formulation were considered in many papers, most of which are devoted to the study of positive solutions [9, 20-22, 29, 30, 33, 35] . Note that for the nonlinear fourth order problems nodal properties need not be preserved, so one cannot consider the above alternative of Rabinowitz [27] . Only Makhmudov and Aliev [25] , Lazer and McKenna [18] , Ma and Thompson [23] obtained results similar to above results for the second order nonlinear Sturm-Liouville problems. In [18, 23] the authors considered the linearizable problems with constant coefficients for simple boundary conditions and in [25] also considered nonlinerizable problems in a more general case.
We consider the boundary condition
In this paper we investigate the structure of the set of bifurcation points, the structure of the solution set of problems (1), (2) and (1), (2a)-(2c), (2d'). Our main results demonstrate the existence of global continua of solutions of these problems corresponding to the usual nodal properties and bifurcating from the line of trivial solutions.
In Section 2 the problem (1)), (2) reduces to a nonlinear problem with a completely continuous integral operators. In this section a family of sets to exploit nodal properties and some other properties corresponding linear problem obtained from (1), (2) by setting F ≡ 0 is also introduced. The existence of global continua of solutions of linearizable problems (the case when ≡ 0) contained in these sets is proved in Section 3.
Because of the presence of the term problems (1), (2) and (1), (2a)-(2c), (2d') do not in general have a linearization about = 0 For this reason, the set of bifurcation points for these problems with respect to the line of trivial solutions need not be discrete. Therefore, for the study of bifurcation for these problems, one has to consider bifurcation from intervals rather than bifurcation point as in the cases investigated in [1, 6, 8, 24-26, 28, 30, 31] . Although the problems (1), (2) and (1), (2a)-(2c), (2d') are nonlinearizable in the neighborhood of zero, but they still are related to some linear problems with the nonzero potential (the spectral properties of such problems have not been studied in detail), which are studied in Section 4. In Section 5 we investigate the global bifurcation of solutions of the nonlinear problems (1), (2) and (1), (2a)-(2c), (2d') in the case of ≡ 0 Finally, Section 6 is devoted to obtaining global results for these problems in the general case.
Preliminary results
If F ≡ 0 then (1), (2) becomes a linear fourth order boundary value problem:
We denote by BC 0 and BC λ 1 the set of boundary conditions (2a)-(2c) and (2), respectively.
Alongside the spectral problem (5) we consider the spectral problem
where BC 1 is the set of boundary conditions (2a)-(2c), (2d').
The problem (6) possesses an increasing sequence of simple eigenvalues µ 
= 1 2, (ξ ), ∈ N, is the oscillation index of the -th eigenvalue ξ of the spectral problem τ = λ ∈ BC 0 and T (0) = 0 for β ∈ (0 π/2] or (0) = 0 for β = 0 (see also [3] Throughout the following, we assume that 0 ); ) ⊕ C be a Hilbert space with the inner product
Then, the problem (1), (2) is equivalent to the problem
i.e., there exists a correspondence between the solutions of problems (1), (2) and (7):
0 ) will be given by the following way:
The operator L is self-adjoint, discrete and semibounded from below in H [1, 16] and therefore L + λI (I : H → H is the identity operator) is invertible for negative λ with sufficiently large absolute value. Without loss of generality we may assume that this is already the case for λ = 0 It follows that λ = 0 cannot be an eigenvalue of the operator L 1 Thus L −1 1 exists and is an integral operator, the kernel of which we denote by ( ) Using the method of paper [32] we can prove that
µ is a positive measure defined by
Hence, problem (1), (2) or (7) is equivalent to the following problem (8), the problem (1), (2) (or (7)) can be written in the following equivalent form:
SinceL can be regarded as a compact operator fromŶ toÊ (see [1, 2] ) (henceF andĜ are continuous compact map from R ×Ê toÊ), it is clear that to find a solution (λ ˆ ) of (7) in R ×X is equivalent to find a solution of (9) in R ×Ê As norm in R ×Ê we take
LetŜ be the subset ofÊ given bŷ [4, 5, 15] ) of the Prüfer-type transformation
does not vanish in (0 ) From now on ν will denote an element of {±} that is, either ν = + or ν = − For each integer ≥ 1 and ν = {±} letŜ ν denote the subset ofˆ ∈Ŝ such that: 1) ( ) has exactly − 1 zeros in (0 );
3) the corresponding values of = cot ψ satisfy either the condition 0 < ( ) < ∞ or −∞ < ( ) < 0 for ∈ (0 ); 4) θ(0) (0) and ( ) are defined as follows:
π) then 1 = 1 and is either or − 1 for all ≥ 2;
(0) = cot ψ(0) is determined by at least one of the following:
5) the graph of the function θ for ∈ (0 ) intersects the lines θ = π/2, = −1 0 1 with positive slope; the graph of the function for ∈ (0 ) intersects the lines = (2 − 1)π/2 = 0 1 2 with positive slope;
The setsŜ The following lemma is also useful in the sequel. We consider following auxiliary second order initial-value problem: 
Lemma 2.2.
In this case the transformed problem (1), (2) with F ≡ 0 is determined by equation (13) and the following boundary conditions:
We can assume without loss of generality that ( ) < 0 in some left hand side neighborhood V
) and ( ) > 0 for ∈ ( 1 2 )\{ 0 } Therefore, there exist the points 3 ∈ ( 1 0 ) and 
Bifurcation for a class of linearizable problems
We suppose that ≡ 0 (in effect, we suppose that the nonlinearity F itself satisfies (4)). In this case the problem (1), (2) (or (7)) is equivalent to the following problem:ˆ = λLˆ +Ĝ(λ ˆ )
The linearization of (16) atˆ =0 is the spectral problem = λLˆ (17) Obviously, the problem (17) is equivalent to the spectral problem (5). The closure in R ×Ê of the set of nontrivial solutions of (7) will be denoted byˆ Let
In the following, we will denote byˆ + the unique eigenfunction of (17) For each integer > 0 and each ν = + or −, there exists an unbounded continuum of solutionsD ν of (16) , such that
Proof. Note that if (λ ˆ ) is a solution of (1), (2) We decomposeD = N N + 1 into two subcontinuaD ν , ν = + or −, = N N + 1 which meet (λ 0 ) as in [13] , which is more convenient and more natural than the one in [27] . The proof of Theorem 2 in [13] shows
outside of a neighborhood of (λ N 0 ) (correspondingly, (λ N+1 0 )) (it also shows that a similar result holds forD + N (correspondinglyD + N+1 )). Let
Again writingˆ = αˆ
Since between solutions of problems (9) and (1), (2), there exists an isomorphism (λ ˆ ) ↔ (λ ) then by Theorem 3.1 we get validity of the following result.
Theorem 3.2.
Let ≡ 0 Then for each integer > 0 and each ν = + or − there exists an unbounded continuum of solutions D ν of
Alongside the nonlinear problem (1), (2) we shall consider the problem (1), (2a)-(2c), (2d'). LetẼ = C 3 [0 ] BC 1 The closure in R × E of the set of nontrivial solutions of (1), (2a)-(2c), (2d') we will denote by LetS 
Oscillation properties of the eigenfunctions of completely regular Sturmian system with nonzero potential
We consider the spectral problem
where ψ is a real valued continuous function on [0 ] Using the change of variables (12), problem (18) can be transformed into the following problem:τ +ψ = λ˜
is the set of boundary conditions (15a)-(15c) and ( ) cos δ −T ( ) sin δ = 0
The problem (19) is a completely regular Sturmian system and hence the eigenvalues of this problem are real (see [14] ).
After the settingsψ 0 = minψ ψ 1 = maxψ ˜ 0 = min˜ ˜ 1 = max˜ on [0 ] denote by ( * ) the completely regular Sturmian system obtained from (19) by replacingψ withψ 0 and˜ with 1 The substitution λ = λ˜ 1 −ψ 0 transforms ( * ) into an equivalent completely regular Sturmian system ( * * ) of the type to which Theorem 4 in [14] may be applied. Let 0 < λ 1 < λ 2 < · · · < λ < · · · be the eigenvalues of ( * * ) and λ Now we pass from ( * ) to (18) by the "µ -process"of [14] . Since the coefficientψ( µ) These results are true for the problem
We denote the eigenvalues of (20) by
Lemma 4.2.
The following relation holds:
Proof. The -th eigenvalue of (20) can be characterized as [10] [11] [12] ν (µ) = max
where R µ [ ] is a Rayleigh quotient
denotes any set of −1 linearly independent functions with ∈ BC 1 , 1 ≤ ≤ − 1
In view of inequality |ψ| ≤ M by (23) we have
Hence, taking (24) and (22) into account we obtain (21) . The proof of Lemma 4.2 is completed.
Alongside with the linear problem (18) we shall consider the following nonlinear problem:
where ε ∈ (0 1] In a sense, this problem approximates problem (18) when ε is small; this form of approximation is similar to that used in [6, 28, 29] .
For any nontrivial (λ ) ∈ R × E we define the function˜ (λ ) 
Since the sequence (λ ( ) ) ∞ =1 is bounded in R ×Ẽ equation (25) shows that it is bounded in R × C 4 [0 ]; hence, there exists a subsequence of the sequence (λ ( ) ) ∞ =1 (which we will relabel as (λ ( ) ) ∞ =1 ) which is convergent in R ×Ẽ and (28) 
The equation (29) is of the same form as (20) . Since ∈S ν with ≤ 0 it follows from (21), thatλ ∈ I 0 which contradicts to the constructions of the numbers λ ( ) The proof of Lemma 4.3 is completed.
Let ≤ 0 By Lemma 4.3 and the connectedness of C ν ε there exists solution (λ ε ε ) of (25) for all ε ∈ (0 δ 1 ) such that λ ε ∈ I 0 and ε 3 = δ 1 Repeating now the above reasoning we can find a sequence ε ↓ 0 such that
converges to a solution (λ ˜ ) of Eq. (18), withλ ∈ I 0 and˜ ∈S Thus, we have shown that for each ∈ {1 0 } there exists eigenfunction ∈S corresponding to the eigenvalue λ for some ∈ {1 2 0 } of the problem (18) . Applying the "µ-process" to pass from (6) to (18) (see (20) ) the eigenvalues will move away from the origin, hence we can regard = We define the numbers α 0 = min
The subsitution ν = λ + γ 0 transforms (18) into an equivalent completely regular Sturmian system
where ψ = ψ + γ 0 Now we pass from (6) to (30) by the "µ-process". Since the coefficient ψ( µ) = µψ( ) increases the eigenvalues can not decrease by Theorem 1 in [14] . It is easy to see that, if the condition
can not coincide during the "µ-process" and hence all of them are simple.
On collecting all these results we obtained the following result.
Theorem 4.4.
A completely regular Sturmian system (18) has infinitely many eigenvalues which all are real. With exception of no more than 0 of them, the eigenvalues are simple and positive: We consider the spectral problem
Without loss of generality we assume that 0 is not an eigenvalue of the system (31) (if 0 is an eigenvalue but λ 0 is not, then the assumption is true for a system derived from the given one by substituting λ instead of λ − λ 0 and ψ( ) − λ 0 ( ) instead of ψ( )) Then the "Green's function" G( ) of the system
( ( ) being an arbitrary continuous function) exists (see section 2) and we see at once that the system (31) is equivalent to the "integral equation"
It is known that the eigenvalues of the system (31) (or (32)) are given by the min-max principle (see [10, 11] ) using the quotient
Hence the results of Weyl [34] and Courant [10] can be applied with some modifications to the equation (32) . Then the statements of Lemma 2 and Theorem 1 of Janezewsky [14] are true also for the problem (31) , if the coefficients of the equation and boundary conditions in (31) depend on a parameter µ (µ ranges over a finite closed interval). Next we can apply to this system the continuity method of Janczewsky [14] . With obvious modifications the results stated in [14, section 7-16] 
Global bifurcation of solutions of the problem (1), (2) for ≡ 0
Consider the problem (33) Note that the problem (33) is equivalent to the following problem
Assume that the function satisfies the condition (3) for any ∈ [0 ] and ( λ) ∈ R 5
Along with problem (33) , consider the following approximation problem
where ε ∈ (0 1] The problem (35) can be written in the equivalent form
where
The problem (36) is equivalent to the following problem:
By virtue of condition (3) we haveF ε (λ ˆ ) = ( ˆ 3 ) in a small neighborhood of the point0 ∈Ê uniformly for λ ∈ R Hence by Theorem 3.2, there exists an unbounded continuumŶ ν ε of solutions of (37) (as well (36)), such that
For each ∈ N and each ν = + or − and for any 0 < R < 1 there exists solution (λ R ˆ R ) of the problem (34) , such that
be a solution of (36) such that ˆ ε 3 ≤ 1 Then ε ( ) is a solution of (34), with
We define the function ε ( ) ∈ [0 ] as follows:
is a solution of linear problem
By virtue of condition (3) we have
Note that the problem (38) is equivalent to problem
where L εˆ = { ε 0} Using (39), by the max-min principle [10, 11] we have λ ε ∈ I SinceŶ Proof. Let (λ ˜ ) ∈Ê be a solution of the problem (34) . We put
Hence, (λ ˜ ) is a solution of the following linear problem
It follows from (41), that (λ ˜ ) is a solution of the problem The problem (47) is equivalent to the problem
The problem (48) is linearizable and the corresponding linear problem is
By ( Proof. By Lemma 6.1 and an argument similar to that of Theorem 5.4, we can obtain the desired conclusion. 
