Abstract. This research aims to identify the role of network architecture in influencing individual travel behavior using travel survey data from Minneapolis-Saint Paul and Florida (Fort Lauderdale and Miami). Various measures of network structure, compiled from existing sources, are used to quantify roadway networks, and to capture the arrangement and connectivity of nodes and links in the networks and the spatial variations that exist among and within networks. The regression models show that travel behavior is correlated with network design.
Introduction
Planners have traditionally shown keen interest in the use of land-use and urban design strategies not only to bring about changes in travel behavior but as a way of providing a better quality of life for residents. Traditional neighborhood designs are asserted to be better than postwar suburban developments in terms of land-use mix and greater accessibility to a variety of commercial establishments, grid-like arrangement of streets, traffic-calming strategies, and availability of sidewalks and other amenities suited to nonmotorized travel (Cervero and Gorham, 1995; Handy, 1992) .
While the use of urban design and associated accessibility to influence travel makes intuitive sense, researchers have found it extremely difficult to provide clear evidence on the existence, much less the extent, of this complex relationship. Review of the literature in this area shows many differences in the modeling methodologies used (Crane, 2000; Krizek, 2003) . Apart from the differences in modeling methodologies, the research community has also been divided on the actual impact of urban design on travel patterns. On the one extreme, there are researchers who argue for the existence of a significant relationship between urban form and travel (Cervero and Radisch, 1996; Frank and Pivo, 1994; Kockelman, 1997) and on the other extreme, there are researchers who counter that the impact of urban form on travel is weak at best (Boarnet and Crane, 2001; Crane, 2000) . Researchers such as Kitamura et al (1997) and McNally and Kulkarni (1997) argue that attitudinal and socioeconomic factors are greater indicators of travel patterns than land-use variables and that land-use and urban design policies might not necessarily bring about measurable changes in travel behavior. Kissling (1969) refers to network structure as a measure of the layout of the network and characteristics of individual elements in his analysis of the influence of network structure on linkage importance and nodal accessibility levels in the Nova Scotia region. Xie and Levinson (2007) provide a similar definition of network topology as the arrangement and connectivity of the network. Geographers have traditionally been interested in understanding the structure of a transportation network as an aspect of the geographical area. A topological approach based on graph-theoretic network analysis has typically been employed by geographers to understand the spatial aspects of transportation along with the underlying processes that created them (Haggett and Chorley, 1969; Rodrigue et al, 2006; Taaffe et al, 1996) .
Research synthesis
One of the earliest analyses on utilizing network measures to understand metropolitan settlement patterns was conducted by Borchert (1961) . In this study the numbers of road and street intersections per square mile in a 1300 mile 2 (3400 km 2 ) area representing Minneapolis-Saint Paul were used as quantitative measures to analyze settlement patterns. The results indicated a close relationship between the road intersection density and other indices of settlement patterns such as street mileage, parcel density, and residential density. Kansky (1963) utilized graph theory and statistical methods to develop a wide range of network measures using mathematical logic and graph theory to quantify the spatial structure of transportation networks (railways and roadways) in his dissertation on the relationship between the structure of transportation networks and regional economic characteristics. The results confirmed the spatial and temporal association between the degree of transportation network structure and degree of regional economic development, after controlling for independent variables such as technological scale, size, shape, and relief.
Kansky's research was based on a study conducted by Garrison and Marble (1961) analyzing the relationship between the structure of transportation networks and characteristics of the area in which the networks are located. Recently Li and Shum (2001) developed accessibility measures based on graph theory to analyze the impacts of the National Trunk Highway System (NTHS) program in China. The highway system was abstracted as a`valued graph' topologically and a nodal accessibility matrix based on the minimum distance was developed to quantify the accessibility at each nodal location and the change in accessibility over time, due to the construction of the NTHS system.
In a study evaluating pedestrian environments, Hess (1997) utilized quantitative measures of street network connectivity to explain the differences in pedestrian volumes between two neighborhoods (Wallingford and Crossroads) in the Seattle area. Dill (2004) presented results from an ongoing research project evaluating various measures of network connectivity for the purposes of increasing walking and biking.
In a study looking at the journey to work, Levinson and El-Geneidy (2009) used circuity as a tool to better understand the relationship between residential location choice relative to work, using data from the Twin Cities metropolitan region. Network circuity is defined as the ratio of the actual network distance to the Euclidean or straight-line distance between an origin and destination. Network circuity measured for a random selection of origins and destinations was compared with the circuity measured for actual origins and destinations. Workers tend to select commutes with lower circuity, applying their intelligence to locational decisions. The circuity measure has also been utilized at a national level using road networks from twenty-six countries (Ballou et al, 2002) . Jiang and Claramunt (2004) combined computational and experimental findings to conduct a topological analysis of large urban street networks. A functional graph approach was used, representing streets as vertices and nodes as edges, to estimate measures such as street connectivity, average path length, and clustering coefficients. Xie and Levinson (2007) investigated the potential application of proposed network measures in understanding and quantifying the structural attributes of complicated road networks. Three complementary measures of network structureöheterogeneity, connection patterns, and continuityöwere developed and tested on idealized test networks. The proposed network measures were later applied to the Swiss road networks to trace the changes in network characteristics over time (Erath et al, 2009) .
In a recent paper on network topology, Derrible and Kennedy (2009) study the relationship between graph-theory-based network measures (ie, transit coverage, directness, and connectivity) and transit ridership using data on nineteen subway systems worldwide. The results of the regression model show a strong relationship between the network measures and ridership, indicating the importance of network design in attracting people to transit systems.
Theory
This research proposes that the key measurable characteristics of transportation network architecture affect travel behavior, such as trip length, after controlling for attributes that are not explicitly network based, such as land use, urban scale, and sociodemographic factors.
The relationship used in the analysis is given by:
where T is the travel behavioral decision N is the network structure, L is land use, S is a set of sociodemographic characteristics (eg, gender, age, household size, residence type). Previous research has implicitly assumed that network structure could be reduced to network travel time or network distance. This research aims to unpack that assumption for several reasons.
First, while actual distance and time are likely to be important variables affecting the perception of travel distance and travel time, as much research has shown in the transit mode choice literature (van Exel and Rietveld, 2010) and in route choice (Levinson et al, 2004; Zhang et al, 2009; Zhu, 2010) , not all travel time is weighted the same, much less perceived accurately (Parthasarathi et al, 2011a) .
Second, if travel time or network or aerial distance is the independent variable, the use of travel time directly on the right-hand side of the equation begs the question of the affect of the network on that travel time.
Third, things which increase actual travel time, given a fixed origin and destination, decrease the willingness to choose that fixed origin and destination in the first place. Increasing a route's cost decreases demand for that route. Identifying the effects of network structure on actual travel behavior will produce different effects than identifying the effects of network structure on travel time.
Fourth, policy makers and development regulators can establish rules which affect the architecture of networks (Southworth and Ben-Joseph, 2003) , but cannot easily establish rules which affect network travel time.
Hypothesis
The model identified above is operationalized with a set of specific hypotheses.
. The first broad hypothesis is that aspects of network structure which increase network travel distance between fixed origins and destinations (operational variables: network circuity, shapefactor, treeness) will reduce actual travel distance undertaken by travelers at those origins. Travelers will respond to higher pointto-point travel times by reducing trip length (changing the point of destination vis-a© -vis the point of origin). . Second, aspects of network structure which decrease network speed (operational variable: street density) also reduce actual trip length. Similarly, aspects of network structure that increase network speed (operational variable: proportion of limited access highways) will increase trip length. . Third, aspects of network structure which increase perceived travel complexity or decrease network efficiency (operational variable: discontinuity) will decrease actual trip length.
Modeling methodology Data
The data for this current analysis come from Minneapolis-Saint Paul and Florida (Fort Lauderdale and Miami). The data compilation process for the dependent and independent variables is detailed below.
Travel behavior
The travel behavioral data for the two study areas come from the respective household travel surveys. The travel surveys typically contain a complete recording of all trips undertaken by the selected traveler on the travel day such as the trip origin and destination, the purpose of the trip, the arrival and departure time of each trip, and the travel model used. The data for Minneapolis-Saint Paul are from the Travel Behavior Inventory (TBI), a similar comprehensive one-day travel survey conducted by the Metropolitan Council and the Minnesota Department of Transportation. The TBI consists of 58 345 trips undertaken by 6219 households comprised of 14 671 individuals. The data were extracted to include only those trips that originated and were destined for the Twin Cities metropolitan area. The Twin Cities metropolitan area is defined here as the seven counties of Anoka, Carver, Dakota, Hennepin, Ramsey, Scott, and Washington. The extracted dataset consists of 38 432 trips within the Twin Cities metropolitan area, of which there are 5341 commute trips.
Typical variables obtained from the travel surveys for analysis purposes include travel distance, trip mode choice, and socioeconomic variables.
Street network
The street network data for the study area (Twin Cities, South Florida) were extracted from 2000 Census TIGER/Line files (http://www.census.gov/geo/www/tiger). The extracted networks were cleaned and stratified into three main categoriesöarterials, interstates, and local streetsöbased on the Feature Class Codes (FCC) for the roadway segments provided in the Census TIGER/Line files. Figure 1 and 2 show the arterial and interstate networks of the study areas.
The free-flow speeds of the road segments provided in the street network were updated with actual speeds to better account for congestion. The average congested speeds in the Twin Cities network were obtained from an independent study , conducted at the University of Minnesota. GPS units installed in subject vehicles were used as probes to accurately measure the travel speeds on the Twin Cities roadway segments. The actual speed data for Florida come from the Navteq Traffic Patterns speed data (http://www.navmart.com/navteq traffic patterns.php), which provide 15-minute raster traffic flow times derived from GPS observations of service subscribers.
The travel survey data provide information on the origin and destination of each trip. The fastest path (computed over roadway segments weighted with average congested speeds) between the given trip origin and destination was identified for each trip in the survey dataset. A 1 km buffer was created around this path and various measures of network structure within the 1 km fastest path buffer were then estimated using the complete street network (including interstates, arterials, and local streets). A similar analysis was carried out using a subset network consistent of just the interstates and arterials in the two study areas. A 2 km buffer around the fastest path was used in the arterial network to estimate measures of network structure. This network differentiation better captures the variations in network structure at different roadway hierarchies. Network structure and spatial separationAlthough travelers will not always follow the fastest route, it is a common route choice criterion for car drivers. The use of the fastest route or shortest travel time route from origin to destination is based on existing research on route choice. As Zhu et al (2009) point out, the trip-based modeling paradigm is based on Wardrop's first principle, in which``the journey times in all routes actually used are equal to less than those which would be experienced by a single vehicle on any unused route'' (Wardrop, 1952, page 345) . This assumption has been countered by researchers on route choice who argue that travel time is not the only criterion that travellers use. Our travel survey data contain information only on the trip origin and destination and no information on the actual routes. Considering the data that we have, we felt that the shortest travel time path is the best assumption that we can use.
Even if the route geometry deviates from the actually chosen route of a survey respondent, we do not expect that the network characteristic in the buffers around these two route alternatives will vary significantly or have a noticeable impact on the role of the network characteristics.
Estimation of network measures
The variables characterizing the network structure can be broadly categorized into four main categories: hierarchy, topology, morphology, and scale. The estimated measures of network structure used are described below. Some of the estimated measures have already been elaborated in related papers (Parthasarathi and Levinson, 2011; Parthasarathi et al, 2011b) .
Hierarchy measures
The following attributes measure network heterogeneity.
Discontinuity and relative discontinuity
The discontinuity measure quantifies the number of changes in street hierarchy experienced along the fastest path between the trip origin and destination. The relative discontinuity measure is continuity divided by the trip length. As illustrated by Xie and Levinson (2007) , consider a traveler moving from an upstream link with hierarchy k 1 to a downstream link with hierarchy k 2 . The discontinuity is measured as:
The discontinuity of the trip along the shortest past, P, is then estimated as:
The relative discontinuity is then estimated as:
where Y(P) is the discontinuity of the trip along the shortest path, l(P) is the length (km) of trip along the shortest path.
Proportion of limited-access roads
This measure captures the presence of higher hierarchy links such as interstate highways within each trip buffer. This measure is estimated as:
proportion of limited-access roads
where l lb is the total length (km) of the limited-access roads within the trip buffer, l sb is the total length (km) of the street network within the trip buffer. The limited-access roadways in the street network were identified on the basis of FCC codes provided in the Census TIGER/line files. These roads are designed for higher speeds and hence facilitate longer travel.
Topology measures
These measures are typically based on elementary concepts of graph theory and provide a sense of connectivity and connection patterns in a network.
Arterial treeness
This unitless measure is based on the two basic structures of a planar transportation network: circuit and tree (Haggett and Chorley, 1969) . A circuit is defined as a closed path, with no fewer than three links, that begins and ends at the same node. A regional network distinguished by closed circuits is called a circuit network. A tree is defined as a set of connected lines that do not form a complete circuit and a branching network is defined by a tree-shaped structure. Refer to Xie and Levinson (2007) and Parthasarathi et al (2011b) for a complete description of this measure.
where l tb is the length (km) of street segments belonging to a branch network within the buffer, l ab is the total length (km) of the street network within the buffer. The treeness measure is designed to capture the differences in topology and connection patterns that exist in a real-world street network. For the purposes of our analysis, the treeness was estimated for a subnetwork consisting only of arterials and interstates in both study areas.
Circuity
This measure is estimated between a given trip origin and destination as:
where C t is the circuity of the trip between the origin and destination, D n is the network distance (km) between the trip origin and destination, D e is the Euclidean distance (km) between the trip origin and destination. The network distance is a realistic representation of the actual transportation network distance along the fastest path between the origin and destination in this analysis. The Euclidean distance measures the straight-line distance between the origin and destination using the location coordinates (Levinson and El-Geneidy, 2009 ). The circuity measure is unitless.
Morphological measures
These measures describe the regularity of street networks, their shape, and fragmentation.
Shapefactor
This measure captures the generated impedance of the street network. The estimation of this measure involves identifying all polygons enclosed by the street network. For each of these identified polygons, the shapefactor is estimated as:
where P p is the perimeter (km) of the polygon enclosed by the street network, A p is the area (km 2 ) of the polygon enclosed by the street network. In general, a higher value of this measure indicates greater impedance in circumnavigating the network. In our current analysis, the shapefactor of all the polygons that intersect the trip buffer is averaged to get the trip level shapefactor. The shapefactor is estimated for the complete street network. Parthasarathi et al (2011b) contains a detailed explanation of the shapefactor measure.
Scale Street density
This measure is estimated for the complete street network as:
where l sb is the total length (km) of the street network within the trip buffer, A b is the area (km 2 ) of the trip buffer. Other measures of network structure, such as intersection density, percentage of nodal degree, and nodal entropy were also estimated. These measures are not elaborated here due to the high correlation between certain network variables. For example, preliminary analysis from the two study areas indicated a high degree of correlation between the shapefactor measure and the percentage of nodal degrees. The correlation between the various network measures is estimated to ensure that the variables capture different aspects of the network and is summarised in table 1 and 2. Some of the above network measures (for example, street density) are estimated based upon the entire buffer area. It could be argued that these measures should be estimated along the chosen route, rather than in relation to the buffer area. While we agree with the argument, we do not currently have information on the actual route between the trip origin and destination. Given the uncertainty about the actual route chosen, we believe the estimation of network measures based on the buffer to be a reasonable definition. If we have to have data on actual routes, we agree that the data on the exact route, not the buffer, should be used. Bold indicates significance at 95% confidence level.
Control variables Distance measure
A distance measure was introduced to account for the accessibility and relative location of households with respect to the downtown or city center in both study areas. The downtown district in each study area was identified using Google maps (http:// maps.google.com/) and a working knowledge of the area. The transportation analysis zones (TAZ) corresponding to the downtowns in both study areas were identified using a GIS. The Euclidean or straight-line distance from the household location to the respective downtowns was then estimated using the X, Y coordinates of the household and the X, Y coordinates of the TAZ centroid. The following were obtained:
. Twin Cities distance to downtown Minneapolis, distance to downtown Saint Paul; . Florida distance to downtown Fort Lauderdale, distance to downtown Miami.
Sociodemographic variables
Sociodemographic variables were obtained from the travel survey data for the respective study areas and are used as control variables in our analyses. Typical variables include age, gender, employment type, income level, household size, and auto ownership.
Analysis
Two types of analyses are conducted here using the network and travel data for the two study areas. The first analysis uses the trip distance between the origin and destination, measured along the network, as the dependent variable. This analysis is further separated by trip purpose into analysis of work and nonwork trips. The second analysis uses the estimated vehicle kilometers traveled (VKT) per individual commuter as the dependent variable. The analysis is limited to auto-based (drive-along, carpool) trips in both study areas. The objective in these analyses is to understand the influence of network measures on the dependent variable, after accounting for nonnetwork control variables.
As mentioned previously, the first step in the analysis is to identify the fastest route between each reported origin^destination pair in the travel survey and estimate the network measures within each individual fastest-path buffer. Actual congested speeds on the road segments were used to identify the fastest path between the trip origin Bold indicates significance at 95% confidence level.
and destination. All measures of network structure, with the exception of arterial treeness, are estimated for the complete street network. The complete street network consists of the interstates, arterial, and local streets in the urban area while the arterial network is a subset of the complete network and consists of just the interstates and arterials. The buffer size around the fastest path varies by the network with a 1 km buffer used for the complete network and a 2 km buffer used for the arterial network. The buffer size, while admittedly arbitrary, provides us with a geographical definition that is required for the estimation of areal network measures. A summary statistics of the estimated network measures for the two study areas is provided in table 3.
Predicting trip (network) distance
To obtain the dependent variable for the first analysis, the length of the street segments along the identified fastest path between each origin^destination pair is summed up to obtain the trip (network) distance. Separate regression models are estimated for the two study areas: Twin Cities and Florida (Fort Lauderdale and Miami). The two regression models of trip distance are: (1) regression of trip distance of work trips, (2) regression of trip distance of nonwork trips.
The stratification by trip purpose (work/nonwork) across the two study areas allows us to capture any variations in the influence of the independent network measures. Table 4 presents the results of the regression models of trip distance for work trips, while table 5 presents the results for nonwork trips, for both study areas. The sociodemographic variables are used as control variables in this analysis and are hence not elaborated here for brevity.
Looking at the results of the regression model trip distance for work trips, it is clear that most measures of network structure are significant and influence trip (network) distance as hypothesized, even after controlling for other independent variables. The measures of relative discontinuity, shapefactor, and street density have the expected negative influence on trip distance in both study areas. The proportion of limited-access highways has a significant positive influence in both study areas, corroborating our hypothesis. The measures of arterial treeness and trip circuity have the expected negative coefficient in both areas. However, both measures are significant in the Twin Cities area alone. The distance measures, accounting for the relative location of the individuals' residence with respect to the downtown or city center, are positive and significant in both study areas. This is expected since individuals who live further away from the downtown or city center typically have lower accessibility and hence need to travel longer to access opportunities. The results of the regression model of trip distance for nonwork trips show similar patterns of influence but minor differences in the magnitude of influence of the independent variables, in both study areas. The regression models for work trips and nonwork trips were tested for varying trip lengths: for example, trip lengths less than 20 km, trip lengths between 20 km and 60 km, and trip lengths greater than 60 km. Such a stratification by trip distance allows us to check our hypotheses and see if the influence of the independent network measures varies with distance. The results, not presented here, show the same patterns of influence of network variables on trip distance in all the models. The next analysis presented below looks at how network measures along a recurring trip (eg, morning commute) affect the total travel undertaken by an individual in an urban area.
Predicting vehicle kilometers traveled (VKT)
The second analysis conducted in this paper regresses VKT per individual commuter on measures of network structure estimated along the home-to-work trip. The travel survey data are used to identify the commuters in the two study areas along with the trips undertaken by each commuter on the given travel day. The dependent variable ö VKT per individual commuteröis obtained by summing up the trip (network) distance between the origin and destination for all the identified trips. The VKT per individual commuter is then estimated as a function of the network measures along the home-to-work trip using a simple linear regression model (with robust standard errors).
There are two reasons for using the network measures along the home-to-work trip to predict VKT. Firstly, the home-to-work trip is a recurring trip and definitely contributes to an individual's total travel on a typical day. Secondly, preliminary analysis of the travel survey data (not presented here), confirms that the home-to-work trip distance constitutes a high percentage of the total daily VKT. For example, in the Twin Cities, for over 55% of the commuters, the home-to-work trip constitutes more than 50% of the total daily VKT.
The regression is conducted for both study areas and the results are tabulated in table 6. The socioeconomic variables are used as control variables in this analysis and are similarly not presented here for brevity. The results indicate that, while the influence of network structure on VKT per individual commuter is not as pronounced as the results for travel distance, there is influence of network structure measures on total travel.
The relative discontinuity is negative and significant in both study areas, confirming our hypothesis. Similarly, the proportion of limited-access highways is positive and significant in both study areas, in line with our hypothesis. The differences in the patterns of influence of the network measures between the two study areas arise in the following variables: the treeness variable is negative as hypothesized but is significant only in the Twin Cities area. The difference could be attributed to the higher number of roadway segments characterized as belonging to a tree network in the Twin Cities area compared with the Florida area. The trip circuity also shows a negative influence in both study areas but is also significant only in the Twin Cities. On the other hand, the shapefactor and street density variables corroborate the hypothesis of negative influence in the Florida area, but show no significant influence in the Twin Cities.
The distance measures to the downtowns in both study areas are also positive and significant, similar to the above models of trip distance. This suggests that individuals who reside farther away from the city center typically have more daily travel, in line with existing literature on travel behavior. In summary, the regression models corroborate the formulated hypotheses and show the same patterns of influence except for some minor differences between the two study areas. A summary of the formulated hypotheses and the results of the analysis are provided in table 7. 
Discussion
Based on survey and street network data, this empirical study identified several significant relationships between network structure and travel (trip distance, VKT). The inclusion of network structure as a factor in influencing travel differentiates this research from prior research in this field. Whereas some of the analyzed network variables have so far been used in the context of urban form, network connectivity, and microneighborhood design, the role of other, so far relatively unobserved and more complex, attributes was also determined. Further the analyses presented here quantify the impact of network measures on travel.
The stratification of the data by trip purpose and across two study areas has shown similarities in the patterns of influence but minor differences in the magnitude of influence of the independent network variables. What can be concluded is that network structure does influence individual travel, even after controlling for the effect of other independent sociodemographic variables. It is important to clarify that the analyses presented here confirm the relation rather than causality between network structure and travel. Confirming causality would require the use of temporal network and travel data, to see how changes in the street network bring about corresponding changes in travel or vice versa. One of our planned extensions to the current research is to obtain and use temporal network and travel data to understand the underlying causality.
This research supplements two independent ongoing efforts to understand the relationship between network design and travel. In the first study we investigate the relationship between network structure and household travel patterns in the Twin Cities and Florida (Parthasarathi et al, 2011b) . The second study relates the network structure to transportation system performance, using data from fifty metropolitan areas across the US (Parthasarathi and Levinson, 2011) .
The analyses conducted so far confirm and quantify the relationship between network structure and travel. Proposed extensions to the current analyses focus on understanding the underlying theory of how and why the design of a transportation network influences travel. It is planned to use actual routes from GPS surveys to understand the role of network design in influencing travelers' perception and its corresponding impact on actual travel. Other extensions include incorporating structural measures of transit and nomotorized networks as independent variables in the analyses, since the aspects of network structure that affect nonauto travel differ.
We expect that, with such a comprehensive analysis, a clearer pattern will evolve. Guidelines on network design can then be formulated such that they support the higher level objectives of transportation planners, developers, and policy makers. The research presented here is an additional tool to analyze the travel in a region and is not meant to replace the traditional measures of urban form and the built environment.
