Parallelization of irregular applications often results in unstructured collective communication. In this paper, we present a distributed algorithm f o r scheduling such communication on parallel machines. W e describe the performance of this algorithm on the CM-5 and show that the scheduling algorithm gives a signaficant improvement over naive methods.
Introduction
Parallelization of many irregular and loosely synchronous problems [2, 11, 121 results in all-to-many personalized communication. An example of all-tomany personalized communication is given in Table 1 . A "1" in the ( i , j ) entry represents the fact that processor Pi needs to communicate to processor Pj. Each message is of different size and each processor may send a different number of messages. Assuming a system with n processors, let COM represent the n x n communication matrix. C O M ( i , j ) is equal to a positive integer m if processor Pi needs to send a message (of m units) to P,, 0 5 i , j 5 n -1. In our example, P o sends only three messages, while P 4 sends five messages. If we allow processors to arbitrarily send their outgoing messages, it may happen that at one stage processors Po, PI, P3, Ps and Ps all try to send messages to processor Pz. Since the receiving processor typically can receive messages from only one processor at a time, one or more of the sending processors Table 2 shows the impact of node contention on a 32-node CM-5. In these experiments, processors Pi, 0 5 i < d send an equal amount of data to P 3 1 simultaneously. We record the time (in milliseconds) taken by the receiving node (P31) and the maximum, minimum, and average of the time taken among sending nodes to complete the communication. The results reveal that, as the node contention increases, the average time required by the sending nodes also increases (the same holds true for the maximum time and minimum' time among the sending processors). These observations suggest that node contention will result in overall performance degradation.
'One exception to the time increase is when all 31 nodes send messages to processor P31. In this case, since nodes Pza, P29, P30, and P31 are in the same 4-node cluster, the minimum time taken during this stage is decreased compared with the 16-node case. The algorithms described in this paper do not take link contention into account. A main reason for this is that since the routing is randomized on the CM-5, it is not possible to statically schedule messages in such a fashion that link contention can be avoided, although randomization alleviates that problem to a large extent [9] . On a 32-node CM-5, we generated 5000 random permutations in which each processor sends and receives a message of 1K bytes. Over 99.5%
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(4979 out of 5000) of the permutations were within 5% of the average cost (over 5000 random permutations) (Figure 1) . Thus, the variation of time required for different random permutations (in which each node sends a data to a random, but different node) is very small.
In this paper, we propose a distributed communication scheduling scheme for reducing node contention. This scheme conducts scheduling on the fly to reduce node contention. Each processor maintains a status bit which describes whether the processor is busy receiving a message. Before sending a message a processor performs a test-and-set operation to find out if the receiving node is busy. The test-and-set operation requires hardware and software support for message interrupts at the receiving nodes. For the method to be efficient, the cost of this operation should be small. In this paper we use Active Messages [5] for the testand-set operation.
Our scheduling scheme is distributed in nature and hence is useful even for the cases in which the same communication pattern is used only a few times (or once). In contrast, some of the algorithms we have developed [8, 91 may be more suitable for applications (e.g., [12] ) in which the same schedule is used a large number of times so that the scheduling cost can be amortized. Our experimental results show that compared to naive algorithms, our algorithms can result in a significant reduction in the total amount of communication cost.
The rest of this paper is organized as follows. Notations, definitions, and assumptions are given in Section 2. Section 3 briefly describes the different scheduling algorithms we have developed in other papers. Section 4 presents the distributed scheduling algorithm. Section 5 presents experimental results on a 32-node CM-5 and provides a comparison with other a l g e rithms. Finally, conclusions are given in Section 6.
Preliminaries

Notation and Assumptions
The communication matrix COM is an n x n matrix where n is the number of processors. namically. Figure 2 : CM-5 data network with 16 nodes. We also assume that each processor can send only one message and receive only one message a t a time.
the same cluster of 4 or 16, it can give a peak band-
Active Messages
Active Messages [5] is an asynchronous communication mechanism with the following underlying scheme: each message header contains the address of a userlevel handler that is executed at the receiving node upon message arrival, with the message body as argument(s). The purpose of the handler is to get the message out of the network and into the current ongoing computation on the receiving node. The handler interrupts the computation immediately upon the arrival of the message and executes to completion. Active Messages are not buffered except as required for network transport, in which case the sending node is blocked until the message can be injected into the network and the handler executes immediately upon the message arriving the receiving node
CM-5 System Overview
This section gives a brief overview of the CM-5 system that we used to conduct our experiments. The CM-5 is available in configurations of 32 to 1024 processing nodes, each node being a SPARC microprocessor with 32M bytes of mernory and optional vector units. The node operates at 33 MHz and is rated at 22 Mips and 5 MFlops. When equipped with vector units, each node of the machine is rated at 128 Mips (peak) and 128 MFlops (peak).
The CM-5 internal networks include two components, a data network and it control network. The CM-5 has a separate diagnostics network to detect and isolate errors throughout the system. The data network provides high-performance data communications among all system components. The network has a peak bandwidth of 5M byteslsec for node-to-node communication. However, if the destination is within width of 20M bytes/sec and 10M iytes/iec, respectively [3] . Figure 2 shows the data network with 16 nodes. The control network handles operations requiring the cooperation of many or all processors. It accelerates collective operations such as broadcast and integer reduction, and system management operations such as error reporting.
CM-5 CMAML
Culler et al. [5] have shown that on the CM-5 sending a single-packet Active Messages (CMAM) (handler address and 16 bytes of arguments) takes 1.6 ps and receiving such a packet costs 1.7 ps. We have implemented our algorithms on CM-5 using CMMD' and CMAML (the CMMD active messages layer) [lO] . CMAML is the protocol-less transport layer upon which the higher level CMMD functions are built. CMAML represents an independent implementation of Active Messages developed by UC Berkeley (the functions of Berkeley CMAM and CMAML are not interchangeable).
Previous Approaches
We have proposed several aigorithms in [8, 91 to address the issues of scheduling unstructured communication on distributed memory machines. In this section we briefly deseribe these algorithms. We assume that each processor knows only its sending vector sendl. The scheduling algorithms we have developed can be classified into two groups:
1. Algorithms that require the global n x n commu- 
2.
3. 
4.
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In deriving the n x n communication matrix COM, a concatenation operation [3] can be performed on the sending vector sendf (of length n ) of each processor to derive this matrix at runtime. On an n-node CM-5, performing a concatenate operation with each node contributing a message of size n can be completed in
where T is the communication latency, M is the message size, and y represents the inverse of the data transmission rate).
If only the receiving vector recvl is required by each processor, it can either be derived from the COMobtained from the concatenate operation, or can be generated by the algorithm described in Figure 3 .
Step 2 can be completed in O(n) time on the CM-5.
Step 3 is an all-to-many personalized communication using an asynchronous algorithm (to be described in the next subsection). Each message is a few bytes long.
A comparison of the above two approaches for generating recvl for different numbers of nodes on the CM-5 is given in 
Asynchronous Communication (AC)
The most straightforward approach is to use asynchronous communication. This scheme does not introduce any scheduling overhead. The asynchronous algorithm is given in Figure 4 . This approach causes no scheduling overhead, and each processor sends messages to their destinations in a random order. The performance of this scheme will depend on node contention. We would expect this algorithm to be suitable for sparse communication matrix and/or small message sizes.
Linear Permutation (LP)
In this algorithm ( Figure 5 ), each processor Pi sends a message to processor P(,ek$ and receives a message from P(iek), where 0 < k < n . When C O M ( i , j ) = 0, processor Pi will not send a message to processor P, (but will receive a message from P,
The complexity of this algorithm is O ( n ) , regardless of the number of messages each processor actually sendslreceives. This scheme is typically useful represents bitwise exclusive OR operator. 3. Check and confirm incoming messages from other processors. ii. If Until all messages are sent when each processor needs to send a message to a large subset of all the processors involved in the communication. The algorithm in Figure 5 assumes that the number of processors, n , is a power of 2; it can easily be extended to the case where n is not a power of 2.
AsynchronousSendReceive()
Random3 chedulinglVode()
Scheduling Algorithms that Avoid Node Contention
The first scheduling algorithm (RS-N) is described in Figure 6 , and a detailed description is given in [8] . It decomposes the communication matrix into a set of disjoint partial permutations, p m l , p m z , . . . , p m l , where 1 is a positive integer, such that if processor P; needs to communicate with processor Pj, then there exists an a , 1 5 a 5 I , such that p", = j . Permutations have the useful property that each node receives at most one message and sends at most one message (and hence there is no node contention). With the advent of new routing methods [4, 71, the distance to which a message is sent is becoming relatively less and less important. Thus, assuming n o link contention, permutation can be an efficient communication primitive despite the fact that the number of hops each The communication proceeds through a number of phases in a loosely synchronous fashion, and each communication phase is free of node contention. The scheduling approach tries to minimize the number of permutations needed to complete the communication by using randomization in scheduling process. The RS-N algorithm is described in Figure 6 , and a detailed description is given in [8] . Assuming each node sends d messages to random destinations and receives d messages from different sources, one can perform the following approximate analysis [8] : When the variance of message sizes in one communication phase is large, if we allow every processor to completely send its message, then the communication time in each phase may be upper bounded by the maximum message size in each phase. Although we assume the communication is executed in a loosely synchronous fashion, processors with small messages may be idle while waiting for processors with large messages to complete their execution.
In order to eliminate idle time for processors, the RS-N algorithm can be modified to use a cutoff size in each communication phase such that processors with small messages will completely send their messages, while processors with large messages will send only part of their messages. This scheme uses a heap data structure to order the messages to be sent within each processor and is shown to be useful in dealing with non-uniform message sizes [8] . We use the term RS-NH to represent this algorithm.
Distributed Scheduling that Avoids Node Contention (DS)
In contrast to the RS-Ns algorithms described in the previous section, the DS approach does not create a schedule table. This scheme conducts scheduling on the fly to reduce node contention. Each processor maintains a status bit that describes whether the node is busy receiving a message. Before sending a message a node performs a test-and-set operation to find out if the receiving node is busy. If it is, the sending node will try another node using the same procedure. This approach guarantees that each processor will receive at most one message (excluding the test-and-set messages) at a time.
We use Active Messages to perform the test-andset operation. Each processor has a local variable busy-lock initially set to FR.EE. When one processor's inquiry arrives, the receiving processor's computation is interrupted and the corresponding handler is executed. If the processor that sent the inquiry receives a FREE signal, it will send the required message; when the sending process is completed, a handler is executed to reset the receiving processor's busy-lock to FREE so that it can receive messages from other processors. This process is continued on each processor until each processor has sent all its outgoing messages (and every processor has received all its incoming messages).
The DS algorithm is given in Figure 7 . In
Step 2(b)i, a delay can be introduced so that a processor will wait a variable amount of time before it retries an inquiry on the same processor. This will, in general, reduce the number of inquiries. 
Experimental Results
We have implemented our algorithms on a 32-node CM-5. 2. This test set contains communication matrices generated by graph-partitioning algorithms [6] ; the samples represent fluid dynamics simulations of a part of an airplane ( Figure 8 ) with different granularities (2800-point, 9428-point, and 53961-point). In order to observe the algorithm's performance with different message sizes, we have multiplied the matrices in this test set by a variable msg-unit. The different values of msg-unit used for our experiments are 2k for 4 5 IC 5 11.
In test set 2, the number of messages sent (or received) by each node is uneven. For example, for the 2800-point sample we have the following parameters:
4. The maximum length of all messages = 36 units. Table 4 and Figure 9 show the results of test set 1.
With the non-uniform message sizes in this test set, the results of RS-NH show that it is worth the effort to reduce the variance of message sizes in one communication phase. However, that comes with a cost of maintaining heap structures in the communication matrix COM [8] . If the same schedule is used a large number of times such that the scheduling cost can be amortized, the RS-NH is superior to other algorithms.
However, in the case when the same schedule can be used only once, when communication density is small, the AC is a better choice for small message sizes; for moderate communication density and medium t o large message sizes, the DS algorithm has superior performance; while the LP has good performance when each processor sends messages to a large subset of processors involved. Table 5 and Figure 10 show the results of test set 2.
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-With the non-uniform message sizes in this test set, the results of RS-NH show that it is worth the effort to reduce the variance of message sizes in one communication phase. However, that comes with a cost of maintaining heap structures in the communication matrix COM [8] . In this test set, the DS performs better than the RS-N and has results close to the performance of RS-NH. If the same schedule is used only once, DS is the best choice for a large range of m e s sages.
Conclusions
In this paper we have developed a distributed communication scheduling algorithm to reduce node contention. In contrast to centralized scheduling algorithms [a], the DS algorithm has a small scheduling cost. This feature makes it useful in situations where the same communication pattern is used only a small number of times (or only once).
One issue we have not addressed in this paper is how to reduce the number of inquiries. Each processor must send one or more inquiries to another processor before it succeeds in sending data. Each inquiry interrupts the receiving nodc's computing and forces the processor to execute the Active Messages handler. A good approach would reduce the number of inquiries and also reduce idle time for each processor between the reception of two messages from different processors. One solution is to insert a delay, long enough for the receiving node to complete its current incoming message, before allowing a processor to send another inquiry to the same processor. This feature can be added to our algorithm. Our preliminary experiments suggest that the improvement achieved is small and the optimal delay is dependent on the particular instance of the communication pattern. 
