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Abstract
We prove the existence of positive periodic solutions for the second order
nonlinear equation u′′ + a(x)g(u) = 0, where g(u) has superlinear growth
at zero and at infinity. The weight function a(x) is allowed to change
its sign. Necessary and sufficient conditions for the existence of nontrivial
solutions are obtained. The proof is based on Mawhin’s coincidence degree
and applies also to Neumann boundary conditions. Applications are given
to the search of positive solutions for a nonlinear PDE in annular domains
and for a periodic problem associated to a non-Hamiltonian equation.
1 Introduction
Let R+ := [0,+∞[ denote the set of non-negative real numbers and let
g : R+ → R+ be a continuous function such that
(g1) g(0) = 0, g(s) > 0 for s > 0.
In the present paper we study the second order nonlinear boundary value prob-
lem
(P)
{
u′′ + a(x)g(u) = 0, 0 < x < T,
B(u, u′) = 0.
∗Work performed under the auspices of the Gruppo Nazionale per l’Analisi Matematica, la
Probabilita` e le loro Applicazioni (GNAMPA) of the Istituto Nazionale di Alta Matematica
(INdAM).
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As linear boundary operator we take
B(u, u′) = (u′(0), u′(T ))
or
B(u, u′) = (u(T )− u(0), u′(T )− u′(0)),
so that we consider the Neumann and the periodic boundary value problems.
The weight a(x) is a Lebesgue integrable function defined on [0, T ]. A solution
of (P) is a continuously differentiable function u : [0, T ] → R such that its
derivative u′(x) is absolutely continuous and u(x) satisfies (P) for a.e. x ∈ [0, T ].
We look for positive solutions of (P), that is solutions u such that u(x) > 0
for every x ∈ [0, T ]. Of course, if a(x) is continuous, then u(x) is a classical
solution of class C2. In relation to the Neumann and the periodic boundary
value problems, assumption (g1), which requires that g(s) never vanishes on
R
+
0 := ]0,+∞[, is essential to guarantee that the positive solutions we find are
not constant.
Boundary value problems associated to second order differential equations
of the form
u′′ + a(x)g(u) = 0
arise from many different areas of research, in particular they play a relevant
role in the study of stationary solutions of reaction-diffusion equations. In this
context, the search of positive solutions is of great interest in many applications
to population dynamics and mathematical ecology (see [2, 3, 28] and also [1] for
a recent survey on that topic).
If u(x) is any positive solution to the BVP (P), then an integration on [0, T ]
yields
∫ T
0 a(x)g(u(x))dx = 0 and this fact, in connection with (g1), implies that
the weight function a(x) (if not identically zero) must change its sign. A second
relation can be derived when g(s) is continuously differentiable on R+0 . Indeed,
dividing the equation by g(u(x)) and integrating by parts, we obtain
∫ T
0
g′(u(x))
(
u′(x)
g(u(x))
)2
dx = −
∫ T
0
a(x) dx
(cf. [3, 14]). From this relation, if g′(s) > 0 on R+0 , we find that a necessary
condition for the existence of positive solutions is∫ T
0
a(x) dx < 0.
The above remarks suggest that, if we want to find nontrivial positive solu-
tions for (P) with nonlinearities which include as a particular possibility the
case of g(s) strictly monotone, we have to study problem (P) considering sign-
indefinite weight functions with negative mean value on [0, T ].
In this paper we study the case of nonlinearities g(s) which have a superlinear
growth at zero and at infinity. Boundary value problems of this form are usually
named of superlinear indefinite type (cf. [5]). In the past twenty years a great
deal of existence and multiplicity results have been reached in this context,
mainly with respect to Dirichlet boundary conditions. The starting point for our
investigation is the following result obtained in [24] for the two-point boundary
value problem.
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Theorem 1.1. Assume that {x ∈ [0, T ] : a(x) > 0} =
⋃k
i=1 Ji 6= ∅, where the
sets Ji are pairwise disjoint intervals, and suppose that
lim sup
s→0+
g(s)
s
< λ0 and lim inf
s→+∞
g(s)
s
> max
i=1,...,k
λi1, (1.1)
where λ0 is the first eigenvalue of the eigenvalue problem
ϕ′′ + λa+(x)ϕ = 0, ϕ(0) = ϕ(T ) = 0, (1.2)
and λi1 (i = 1, . . . , k) is the first eigenvalue of the eigenvalue problem
ϕ′′ + λa(x)ϕ = 0, ϕ|∂Ji = 0.
Then there is at least one solution to
u′′ + a(x)g(u) = 0, u(0) = u(T ) = 0, (1.3)
which is positive on ]0, T [.
An immediate corollary of this result can be attained by assuming, instead
of (1.1), that
lim
s→0+
g(s)
s
= 0 and lim
s→+∞
g(s)
s
= +∞, (1.4)
which means that g(s) goes to zero (respectively, to infinity) faster than linear.
As far as we know, there is no counterpart of this theorem for the Neumann or
the periodic problem (P). Indeed, if we try to mimic the above result for our
boundary conditions, we have that (1.2) reads as
ϕ′′ + λa+(x)ϕ = 0, B(ϕ, ϕ′) = 0,
which has λ0 = 0 as first eigenvalue. Hence the assumption on the lim sup in
(1.1) becomes inconsistent in view of condition (g1).
In the present paper we propose a version of Theorem 1.1 for problem (P)
which can be stated as follows.
Theorem 1.2. Assume that {x ∈ [0, T ] : a(x) > 0} =
⋃k
i=1 Ji 6= ∅, where the
sets Ji are pairwise disjoint intervals, and suppose that g(s) is a smooth function
satisfying (g1) and such that
lim
s→0+
g(s)
s
= 0 and g∞ := lim inf
s→+∞
g(s)
s
> max
i=1,...,k
λi1
(with λi1 as above). Then there is at least one positive solution of (P) provided
that
∫ T
0 a(x) dx < 0.
To be more precise, the assumption that we actually need on the weight
function a(x) is slightly more general than the one in Theorem 1.2 (see condition
(a1) in Section 3). The condition on the average of a(x) is new with respect to
the Dirichlet case, but, in relation to the Neumann and the periodic boundary
conditions, it becomes necessary in a way (at least for nonlinearities with g′(s) >
0). We underline that the hypothesis of smoothness for g(s) considered in
Theorem 1.2 has been chosen only to simplify the presentation and it can be
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improved by requiring g(s) continuously differentiable on a right neighborhood
of s = 0 (as in Theorem 3.2) or only continuous but regularly oscillating at zero
(as in Theorem 3.1).
We notice that Theorem 1.2 allows to study both the case of nonlinearities
which are superlinear at zero and at infinity, as in (1.4), and that of nonlinearities
which are only superlinear at zero and with linear growth at infinity. With this
respect, the following result holds.
Theorem 1.3. Assume there exists an interval J ⊆ [0, T ] where a(x) ≥ 0 for
a.e. x ∈ J and also ∫ T
0
a(x) dx < 0 <
∫
J
a(x) dx.
Suppose that g(s) is a smooth function satisfying (g1) and such that
g′(0) = 0 < g′(+∞) < +∞.
Then there exists ν∗ > 0 such that for each ν > ν∗ the problem
(Pν)
{
u′′ + ν a(x)g(u) = 0, 0 < x < T,
B(u, u′) = 0
has at least one positive solution.
This theorem is sharp in the sense that we can also show that there are
no positive solutions to problem (Pν) if the parameter ν > 0 is small (see
Corollary 3.7 and Proposition 3.1).
The above results are related to some recent theorems (cf. [11, 29, 32, 43])
concerning the existence of positive or sign-changing periodic solutions for sec-
ond order equations of the form
u′′ + F (x, u) = 0, (1.5)
with F (x, 0) ≡ 0. Although equation (1.5) has a more general form than the
equation in (P), our hypotheses on g(s) imply that (∂F/∂u)(x, 0) ≡ 0, a con-
dition that does not allow to apply some of these results or, when they can be
applied, it involves solutions of non-constant sign.
The original proof of Theorem 1.1 was obtained in [24] by a technique based
on the construction of a pair of non well-ordered lower and upper solutions. In
our recent paper [19] we have provided an extension of such a result (also with
respect to the multiplicity of solutions), using a topological degree approach.
In [19], thanks to the fact that the operator u 7→ −u′′ (subject to the Dirichlet
boundary conditions) is invertible, we write (1.3) as an equivalent fixed point
problem in a suitable Banach space and apply directly some degree theoreti-
cal arguments. With respect to problem (P), the linear differential operator
u 7→ −u′′ has a nontrivial kernel made by the constant functions. In such a sit-
uation the operator is not invertible and we cannot proceed in the same manner
as described above. A possibility, already exploited in [5], is that of perturbing
the linear differential operator to a new one which can be inverted and then re-
cover the original equation via a limiting process and some careful estimates on
the solutions. In our case, we have found it very useful to apply the coincidence
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degree theory developed by J. Mawhin, which allows to study equations of the
form Lu = Nu, where L is a linear operator with nontrivial kernel and N is
a nonlinear one. The use of the coincidence degree in the search for positive
(periodic) solutions is a widely used technique. For instance, in [22, 41] a coin-
cidence theory on positive cones was initiated and developed, with applications
to the search of nontrivial non-negative periodic solutions. Our approach, how-
ever, is different and uses the classical technique of extending the nonlinearity
on the negative reals and, subsequently, proving that the nontrivial solutions
are positive, via a maximum principle (see Lemma 6.1). The existence of non-
trivial solutions for the modified equation follows by the additivity property of
the coincidence degree, showing that the coincidence degree is equal to 1 on
small balls (this follows from the condition on
∫
a(x)) and it is 0 on large balls
(this follows from g∞ > maxλ
i
1). The advantage in using a topological degree
approach lies also on the fact that, once we have found an open bounded set
where the degree is non-zero, we know that such a result is stable under small
perturbations of the operator. Thus our theorems also apply to equations which
are small perturbations of the equation in problem (P). For example, we could
even add to the equation small terms of a functional form, such as terms of
(non-local) integral type or with a delay. Of course, in such a case, to pro-
vide positive solutions, one should look for a suitable maximum principle. In
particular, Theorem 1.2 holds for equations as
u′′ + (a(x) + ε)g(u) = δu
for |ε| and |δ| small enough.
The plan of the paper is the following. In Section 2 we recall some basic
facts about Mawhin’s coincidence degree and we state two lemmas for the com-
putation of the degree (see Lemma 2.1 and Lemma 2.3). These results are then
applied in the second part of the same section to provide an existence theorem
(see Theorem 2.1) for positive solutions for a general problem of the form{
u′′ + f(x, u, u′) = 0, 0 < x < T,
B(u, u′) = 0.
The results of Section 2 are then employed in Section 3 in order to obtain two
main results for problem (P) under different conditions on the behavior of g(s)
near zero (see Theorem 3.1 and Theorem 3.2). Various corollaries and applica-
tions are also derived. In Section 4 we present two different applications where
we treat separately the Neumann and the periodic problem. More precisely, in
Section 4.1 we prove an existence result of positive radially symmetric solutions
for a superlinear PDE subject to Neumann boundary conditions, while in Sec-
tion 4.2 we provide positive periodic solutions to a Lie´nard type equation. We
stress that in this latter case we can give an application of our method to a
non-variational setting, indeed the associated equation has not an Hamiltonian
structure. Throughout the paper we focus our study only to the case of the
existence of nontrivial solutions. It seems reasonable to combine the methods
recently developed in [19] with those of the present article in order to achieve
multiplicity results of positive solutions. This is briefly discussed in Section 5.
Some basic facts and technical estimates required for the proof of the main re-
sults are borrowed from our paper [19]. We insert them (with the details of the
proofs) in an appendix (Section 6) for the reader’s convenience.
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We end this introductory section with some definitions used in the article.
We denote by
a+(x) = max{a(x), 0} and a−(x) = max{−a(x), 0}
the positive part and the negative part of a(x), respectively.
A function g : R+ → R+ satisfying (g1) is regularly oscillating at zero if
lim
s→0+
ω→1
g(ωs)
g(s)
= 1.
This definition is the natural transposition for s→ 0+ of the usual definition of
regularly oscillating (at infinity) considered by several authors (see [7]). Regular
oscillating functions are a class of maps related to the study of Karamata regular
variation theory and its many ramifications (cf. [8, 42]). They naturally appear
in many different areas of real analysis like probability theory and qualitative
theory of ODEs (see [18, § 1] for a brief historical survey about this subject).
2 Abstract setting
In the first part of this section we recall and summarize some basic properties
of Mawhin’s coincidence degree which are useful for our applications. We refer
to [21, 34, 36, 38] for more details, references and applications. Then, in the
second part of the section, we provide an existence result for the second order
boundary value problem{
u′′ + f(x, u, u′) = 0, 0 < x < T,
B(u, u′) = 0,
(2.1)
which includes (P) as well as the case of more general nonlinear terms.
2.1 Basic facts about Mawhin’s coincidence degree
Let X and Z be real Banach spaces and let L : X ⊇ domL→ Z be a linear
Fredholm mapping of index zero. We denote by kerL = L−1(0) the kernel or
null-space of L and by ImL ⊆ Z the range or image of L. We fix a pair (P,Q)
of linear continuous projections with P : X → kerL and Q : Z → cokerL ⊆ Z,
where cokerL ∼= Z/ImL is the complementary subspace of ImL in Z. The linear
subspace kerP ⊆ X is the complementary subspace of kerL in X . Accordingly,
we have the decomposition in direct sums:
X = kerL⊕ kerP, Z = ImL⊕ ImQ.
We denote by
KP : ImL→ domL ∩ kerP
the right inverse of L, i.e. LKP (w) = w for each w ∈ ImL. By the assumption
that L is a Fredholm mapping of index zero, we have that ImL is a closed
subspace of Z and kerL and cokerL are finite dimensional vector spaces of the
same dimension. We also fix an orientation on these spaces and take a linear
(orientation-preserving) isomorphism J : cokerL→ kerL.
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Let N : X → Z be possibly nonlinear operator and consider the coincidence
equation
Lu = Nu, u ∈ domL. (2.2)
According to [36], equation (2.2) is equivalent to the fixed point problem
u = Φ(u) := Pu+ JQNu+KP (Id−Q)Nu, u ∈ X. (2.3)
Mawhin’s coincidence degree theory allows to apply Leray-Schauder degree to
the operator equation (2.3), thus providing a way to solve equation (2.2) when
L is not invertible. To this aim, we add some structural assumptions on N ,
in order to have a completely continuous right-hand side in (2.3). More pre-
cisely, we suppose that the operator N is L-completely continuous, namely N
is continuous and, for each bounded set B ⊆ X , it follows that QN(B) and
KP (Id − Q)N(B) are relatively compact sets. A typical situation in which
the L-complete continuity of N is satisfied occurs when N is continuous, maps
bounded sets to bounded sets and KP is a compact linear operator.
Let Ω ⊆ X be an open and bounded set such that
Lu 6= Nu, ∀u ∈ domL ∩ ∂Ω.
In this case, the coincidence degree of L and N in Ω is defined as
DL(L−N,Ω) := deg(Id− Φ,Ω, 0),
where “deg” denotes the Leray-Schauder degree. In the sequel we also denote
by “dB” the (finite dimensional) Brouwer degree. A remarkable result from
coincidence degree theory guarantees thatDL is independent on the choice of the
projectors P and Q. Moreover, it is also independent of the choice of the linear
isomorphism J , provided that we have fixed an orientation on kerL and cokerL
and considered for J only orientation-preserving isomorphisms. This generalized
degree has all the usual properties of Brouwer and Leray-Schauder degree, like
additivity/excision and homotopic invariance. In particular, equation (2.2) has
at least one solution in Ω if DL(L−N,Ω) 6= 0.
The following result is of crucial importance in order to compute the coinci-
dence degree. It relates the coincidence degree to the finite dimensional Brouwer
degree of the operator N projected into kerL. It was given in [34] in its abstract
form and, previously, in [33] in the context of periodic problems for ODEs.
Lemma 2.1 (Mawhin, 1969-1972). Let L and N be as above and let Ω ⊆ X be
an open and bounded set. Suppose that
Lu 6= ϑNu, ∀u ∈ domL ∩ ∂Ω, ∀ϑ ∈ ]0, 1],
and
QN(u) 6= 0, ∀u ∈ ∂Ω ∩ kerL.
Then
DL(L−N,Ω) = dB(−JQN |kerL,Ω ∩ kerL, 0).
Proof. We give only a sketch of the proof for the reader’s convenience. For the
missing details, see [36]. Consider the operator Φϑ defined as
Φϑ(u) := Pu+ JQNu+ ϑKP (Id−Q)Nu, for ϑ ∈ [0, 1],
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and observe that Φ1 = Φ and Φ0 has finite dimensional range in kerL. The
assumptions of the lemma imply that u 6= Φϑu, for all u ∈ ∂Ω and ϑ ∈ [0, 1].
The homotopic invariance and the reduction property of the Leray-Schauder
degree then give
DL(L−N,Ω) = deg(Id− Φ1,Ω, 0) = deg(Id− Φ0,Ω, 0)
= dB(−JQN |kerL,Ω ∩ kerL, 0).
Hence the result is proved. See [39] for an interesting discussion on the reduction
formula in the context of coincidence degree.
A typical degree theoretic approach in order to prove the existence of non-
trivial solutions consists into showing that the degree changes from small balls
B(0, r) to large balls B(0, R), so that the additivity/excision property of the
degree ensures the existence of a solution in B(0, R) \ B[0, r]. From this point
of view, results ensuring that the degree is zero on some domains may be useful
for the applications. In this context we present the next result which is a simple
adaptation to our setting of a well know lemma (cf. [40]).
Lemma 2.2. Let L and N be as above and let Ω ⊆ X be an open and bounded
set. Suppose that v 6= 0 is a vector such that
Lu 6= Nu+ αv, ∀u ∈ domL ∩ ∂Ω, ∀α ≥ 0.
Then
DL(L −N,Ω) = 0.
Proof. First of all, we observe that u ∈ domL is a solution of the equation
Lu = Nu+ αv if and only if u ∈ X is a solution of
u = Φu+ αv∗, with v∗ := JQv +KP (Id−Q)v. (2.4)
We claim that v∗ 6= 0. Indeed, if v∗ = 0, then Qv = 0 and also KP v = 0.
Hence, v ∈ ImL and therefore v = LKPv = 0, a contradiction. Thus the claim
is proved.
Since Φ is compact on the bounded set Ω, we have that
M := sup
u∈Ω
‖u− Φu‖ <∞.
We conclude that, if we fix any number
α0 >
M
‖v∗‖
,
then (2.4) has no solutions on Ω for all α = α0 (furthermore, there are no
solutions also for α ≥ α0).
By the homotopic invariance of the coincidence degree (using α ∈ [0, α0] as
a parameter), we find
DL(L−N,Ω) = deg(Id− Φ,Ω, 0) = deg(Id− Φ− α0v
∗,Ω, 0) = 0.
Hence the result is proved.
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From the proof of Lemma 2.2 it is clear that the following variant holds.
Lemma 2.3. Let L and N be as above and let Ω ⊆ X be an open and bounded
set. Suppose that there exist a vector v 6= 0 and a constant α0 > 0 such that
Lu 6= Nu+ αv, ∀u ∈ domL ∩ ∂Ω, ∀α ∈ [0, α0],
and
Lu 6= Nu+ α0v, ∀u ∈ domL ∩ Ω.
Then
DL(L −N,Ω) = 0.
2.2 An existence result for problem (2.1)
Throughout this section, by B(u, u′) = 0 we mean the Neumann or the
periodic boundary conditions on a fixed interval [0, T ].
Let X := C1([0, T ]) be the Banach space of continuously differentiable real
valued functions u(x) defined on [0, T ] endowed with the norm
‖u‖ := ‖u‖∞ + ‖u
′‖∞
and let Z := L1([0, T ]) be the space of Lebesgue integrable functions defined on
[0, T ] with the L1-norm (denoted by ‖ · ‖L1).
We define L : domL→ Z as
(Lu)(x) := −u′′(x), x ∈ [0, T ],
and take as domL ⊆ X the vector subspace
domL :=
{
u ∈ X : u′ ∈ AC and B(u, u′) = 0
}
,
where u′ ∈ AC means that u′ is absolutely continuous. In this case, kerL ≡ R
is made by the constant functions and
ImL =
{
w ∈ Z :
∫ T
0
w(x) dx = 0
}
.
A natural choice of the projections is given by
P,Q : u 7→
1
T
∫ T
0
u(x) dx,
so that cokerL ≡ R and kerP is given by the continuously differentiable func-
tions with mean value zero. With such a choice of the projection, the right in-
verse linear operatorKP is the map which, to any w ∈ L1([0, T ]) with
∫ T
0 w = 0,
associates the unique solution u(x) of
u′′ + w(x) = 0, B(u, u′) = 0,
∫ T
0
u(x) dx = 0.
Finally, we take as a linear isomorphism J : cokerL→ kerL the identity in R.
We are ready now to introduce the nonlinear operator N : X → Z. First
we give some assumptions on f(x, s, ξ) which will be considered throughout the
section.
Let f : [0, T ]× R+ × R → R be a Lp-Carathe´odory function, for some 1 ≤
p ≤ ∞ (cf. [30]), satisfying the following conditions
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(f1) f(x, 0, ξ) = 0, for a.e. x ∈ [0, T ] and for all ξ ∈ R;
(f2) there exists a non-negative function k ∈ L1([0, T ]) and a constant ρ > 0
such that
|f(x, s, ξ)| ≤ k(x)(|s| + |ξ|),
for a.e. x ∈ [0, T ], for all 0 ≤ s ≤ ρ and |ξ| ≤ ρ.
Besides the above hypotheses, we suppose also that f(x, s, ξ) satisfies a Bernstein-
Nagumo type condition in order to have a priori bounds on |u′(x)| whenever
bounds on u(x) are obtained. Typically, Bernstein-Nagumo assumptions are
expressed in terms of growth restrictions on f(x, s, ξ) with respect to the ξ-
variable. However, depending on the given boundary value problems and on
the nonlinearity, more general conditions can be considered, too. The inter-
ested reader can find in [35] a very general discussion for the periodic problem
(cf. [44] for a broad list of references). See also [31] and [37] for interesting
remarks and applications to different boundary value problems. For the pur-
poses of the present paper, we do not consider the more general situation and
we confine ourselves to the classical estimate for the Lp-Carathe´odory setting
given in [17, § 4.4]. Accordingly, we assume that
(f3) for each η > 0 there exists a continuous function
φ = φη : R
+ → R+, with
∫ ∞ ξ p−1p
φ(ξ)
dξ =∞,
and a function ψ = ψη ∈ Lp([0, T ],R+) such that
|f(x, s, ξ)| ≤ ψ(x)φ(|ξ|), for a.e. x ∈ [0, T ], ∀ s ∈ [0, η], ∀ ξ ∈ R.
For technical reasons, when dealing with Nagumo functions φ(ξ) as above, we
always assume further that
lim inf
ξ→+∞
φ(ξ) > 0.
This prevents the possibility of pathological examples like that in [17, p. 46–47]
and does not affect our applications.
As a first step we extend f to a Carathe´odory function f˜ defined on [0, T ]×
R
2, by setting
f˜(x, s, ξ) :=
{
f(x, s, ξ), if s ≥ 0;
−s, if s ≤ 0;
and denote by N : X → Z the Nemytskii operator induced by f˜ , that is
(Nu)(x) := f˜(x, u(x), u′(x)), x ∈ [0, T ].
In this setting, u is a solution of the coincidence equation
Lu = Nu, u ∈ domL, (2.5)
if and only if it is a solution to the boundary value problem{
u′′ + f˜(x, u, u′) = 0, 0 < x < T,
B(u, u′) = 0.
(2.6)
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Moreover, from the definition of f˜ for s ≤ 0 and conditions (f1) and (f2),
one can easily check by a maximum principle argument (see Lemma 6.1 and
Remark 6.1) that if u 6≡ 0, then u(x) is strictly positive and hence a (positive)
solution of problem (2.1).
Now, as an application of Lemma 2.1 and Lemma 2.3, we have the following
result.
Theorem 2.1. Assume (f1), (f2), (f3) and suppose that there exist two con-
stants r, R > 0, with r 6= R, such that the following hypotheses hold.
(Hr) The average condition ∫ T
0
f(x, r, 0) dx < 0
is satisfied. Moreover, any solution u(x) of the boundary value problem{
u′′ + ϑf(x, u, u′) = 0
B(u, u′) = 0,
(2.7)
for 0 < ϑ ≤ 1, such that u(x) > 0 on [0, T ], satisfies ‖u‖∞ 6= r.
(HR) There exist a non-negative function v ∈ Lp([0, T ]) with v 6≡ 0 and a con-
stant α0 > 0, such that every solution u(x) ≥ 0 of the boundary value
problem {
u′′ + f(x, u, u′) + αv(x) = 0
B(u, u′) = 0,
(2.8)
for α ∈ [0, α0], satisfies ‖u‖∞ 6= R. Moreover, there are no solutions u(x)
of (2.8) for α = α0 with 0 ≤ u(x) ≤ R, for all x ∈ [0, T ].
Then problem (2.1) has at least a positive solution u(x) with
min{r, R} < max
x∈[0,T ]
u(x) < max{r, R}.
Proof. As we have already observed, from the choice of the spaces X , domL,
Z and the operators L : u 7→ −u′′ and N (the Nemytskii operator induced by
f˜), we have that (2.5) is equivalent to the boundary value problem (2.6). All
the structural assumptions required by Mawhin’s theory (that is L is Fredholm
of index zero and N is L-completely continuous) are satisfied by standard facts
(see [36]).
For the proof, we confine ourselves to the case
0 < r < R,
which is the interesting one for our applications. The case in which 0 < R < r
can be studied with minor changes in the proof and it will be briefly described
at the end.
The coincidence equation
Lu = ϑNu, u ∈ domL, (2.9)
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is equivalent to {
u′′ + ϑf˜(x, u, u′) = 0
B(u, u′) = 0.
(2.10)
Let u be any solution of (2.9) for some ϑ > 0. From the definition of f˜ for s ≤ 0
and the maximum principle, we have that u(x) ≥ 0 for every x ∈ [0, T ] and
hence u is a solution of (2.7). Moreover, by (f2), if u 6≡ 0, then u(x) > 0 for all
x ∈ [0, T ]. See also the Appendix.
According to condition (f3), let φ = φr : R
+ → R+ and ψ = ψr ∈ Lp([0, T ])
be such that |f(x, s, ξ)| ≤ ψ(x)φ(|ξ|), for a.e. x ∈ [0, T ], for all s ∈ [0, r] and
ξ ∈ R. By Nagumo lemma (cf. [17, § 4.4, Proposition 4.7]), there exists a
constantM =Mr > 0 (depending on r, as well as on φ and ψ, but not depending
on u(x) and ϑ ∈ ]0, 1]) such that any solution of (2.10) or, equivalently, any (non-
negative) solution of (2.7) (for some ϑ ∈ ]0, 1]) satisfying ‖u‖∞ ≤ r is such that
‖u′‖∞ < Mr. Hence, condition (Hr) implies that, for the open and bounded set
Ωr in X defined as
Ωr :=
{
u ∈ X : ‖u‖∞ < r, ‖u
′‖∞ < Mr
}
,
it holds that
Lu 6= ϑNu, ∀u ∈ domL ∩ ∂Ωr, ∀ϑ ∈ ]0, 1].
Consider now u ∈ ∂Ωr ∩ kerL. In this case, u ≡ k ∈ R, with |k| = r, and
−JQNu = −
1
T
∫ T
0
f˜(x, k, 0) dx.
Notice also that Ωr ∩ kerL = ]−r, r[.
By the definition of f˜ for s ≤ 0, we have that
f#(s) := −
1
T
∫ T
0
f˜(x, s, 0) dx =

−
1
T
∫ T
0
f(x, s, 0) dx, if s > 0;
s, if s ≤ 0.
Therefore, QNu 6= 0 for each u ∈ ∂Ωr ∩ kerL and, moreover,
dB(f
#, ]−r, r[, 0) = 1,
since f#(−r) < 0 < f#(r). By Lemma 2.1 we conclude that
DL(L−N,Ωr) = 1. (2.11)
Now we study the operator equation
Lu = Nu+ αv, u ∈ domL, (2.12)
for some α ≥ 0, with v as in (HR). This equation is equivalent to{
u′′ + f˜(x, u, u′) + αv(x) = 0
B(u, u′) = 0.
(2.13)
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Let u be any solution of (2.12) for some α ≥ 0. From the definition of f˜ for
s ≤ 0 and the maximum principle, we have that u(x) ≥ 0 for every x ∈ [0, T ]
and hence u is a solution of (2.8).
According to condition (f3), let φ = φR : R
+ → R+ and ψ = ψR ∈ Lp([0, T ])
be such that |f(x, s, ξ)| ≤ ψ(x)φ(|ξ|), for a.e. x ∈ [0, T ], for all s ∈ [0, R] and
ξ ∈ R. If we take α ∈ [0, α0], we obtain that
|f(x, s, ξ) + αv(x)| ≤ ψ(x)φ(|ξ|) + α0v(x) ≤ ψ˜(x)φ˜(|ξ|)
holds for a.e. x ∈ [0, T ] and for all s ∈ [0, R] and ξ ∈ R, with
ψ˜(x) := ψ(x) + α0v(x) and φ˜(ξ) := φ(ξ) + 1.
Observe also that ψ˜ ∈ Lp([0, T ]) and
∫∞
ξ(p−1)/p/φ˜(ξ) dξ =∞.
By Nagumo lemma, there exists a positive constant M = MR > Mr (de-
pending on R, as well as on φ and ψ˜, but not depending on u(x) and α ∈ [0, α0])
such that any solution of (2.13) or, equivalently, any (non-negative) solution of
(2.8) (for some α ∈ [0, α0]) satisfying ‖u‖∞ ≤ R is such that ‖u′‖∞ < MR.
Hence, condition (HR) implies that, for the open and bounded set ΩR in X
defined as
ΩR :=
{
u ∈ X : ‖u‖∞ < R, ‖u
′‖∞ < MR
}
,
it holds that
Lu 6= Nu+ αv, ∀u ∈ domL ∩ ∂ΩR, ∀α ∈ [0, α0].
Moreover, the last hypothesis in (HR) also implies that
Lu 6= Nu+ α0v, ∀u ∈ domL ∩ ΩR.
According to Lemma 2.3 we have that
DL(L−N,ΩR) = 0. (2.14)
In conclusion, from (2.11), (2.14) and the additivity property of the coincidence
degree, we find that
DL(L−N,ΩR \ cl(Ωr)) = −1.
This ensures the existence of a (nontrivial) solution u˜ to (2.5) with u˜ ∈ ΩR \
cl(Ωr). Since u˜ is a nontrivial solution of (2.6), by the (strong) maximum
principle (following from the definition of f˜ for s ≤ 0, (f1) and (f2)), we have
that u˜ is a solution of (2.1) with u˜(x) > 0 for all x ∈ [0, T ].
If we are in the case
0 < R < r,
we proceed in an analogous manner. With respect to the previous situation, the
only relevant changes are the following. First we fix a constant M = MR > 0
and, for the set ΩR, we obtain (2.14). As a next step, we repeat the first part
of the above proof, we fix a constant Mr > MR and, for the set Ωr, we obtain
(2.11). Now we have
DL(L −N,Ωr \ cl(ΩR)) = 1.
This ensures the existence of a (nontrivial) solution u˜ to (2.5) with u˜ ∈ Ωr \
cl(ΩR) and then we conclude as above, showing that u˜(x) > 0 for all x ∈ [0, T ]
(by the strong maximum principle).
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Remark 2.1. If we take as boundary conditions the periodic ones, namely with
B(u, u′) = 0 written as
u(0) = u(T ), u′(0) = u′(T ),
then Theorem 2.1 holds true if, in place of the differential operator u 7→ −u′′,
we take a linear differential operator of the form u 7→ −(u′′ + cu′), with c ∈ R
a fixed constant. ⊳
Remark 2.2. The condition (f2) is required only to assure that a non-negative
solution is strictly positive. If we do not assume (f2), with the same proof, we
can provide a variant of Theorem 2.1 in which we obtain the existence of non-
trivial non-negative solutions. In this case, condition (Hr) should be modified
requiring that any u(x) ≥ 0 satisfies ‖u‖∞ 6= r. ⊳
3 Positive solutions of superlinear problems
In this section we give an application of Theorem 2.1 to the existence of
positive solutions for problem (P). Throughout the section, we suppose that
g : R+ → R+ is a continuous function such that
(g1) g(0) = 0, g(s) > 0 for s > 0.
The weight coefficient a : [0, T ]→ R is a L1-function such that
(a1) there exist m ≥ 1 intervals I1, . . . , Im, closed and pairwise disjoint, such
that
a(x) ≥ 0, for a.e. x ∈ Ii, with a(x) 6≡ 0 on Ii (i = 1, . . . ,m);
a(x) ≤ 0, for a.e. x ∈ [0, T ] \
m⋃
i=1
Ii;
(a2) a¯ :=
1
T
∫ T
0
a(x) dx < 0.
Let λi1, i = 1, . . . ,m, be the first eigenvalue of the eigenvalue problem
ϕ′′ + λa(x)ϕ = 0, ϕ|∂Ii = 0. (3.1)
From the assumptions on a(x) in Ii it clearly follows that λ
i
1 > 0 for each
i = 1, . . . ,m. In the sequel, if necessary, it will be not restrictive to label the
intervals Ii following the natural order given by the standard orientation of the
real line.
Theorem 3.1. Let g(s) and a(x) be as above. Suppose also that g(s) is regularly
oscillating at zero and satisfies
(g2) lim
s→0+
g(s)
s
= 0 and g∞ := lim inf
s→+∞
g(s)
s
> max
i=1,...,m
λi1.
Then problem (P) has at least one positive solution.
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Proof. In order to enter in the setting of Theorem 2.1 we define
f(x, s, ξ) = f(x, s) := a(x)g(s)
and observe that f is a L1-Carathe´odory function. The basic hypotheses re-
quired on f(x, s, ξ) are all satisfied. In fact, (f1) follows from g(0) = 0 and (f2)
is an obvious consequence of the fact that g(s)/s is bounded on a right neighbor-
hood of s = 0 and a ∈ L1([0, T ]). By the continuity of g(s) and the integrability
of a(x), the Nagumo condition (f3) is trivially satisfied since f does not depend
on ξ. Indeed, we can take p = 1, φ(ξ) ≡ 1 and ψ(x) = |a(x)| max0≤s≤η g(s).
Verification of (Hr). First of all, we observe that (g1) and (a2) imply that∫ T
0
f(x, s, 0) dx < 0, ∀ s > 0. (3.2)
We claim that there exists r0 > 0 such that for all 0 < r ≤ r0 and for all
ϑ ∈ ]0, 1] there are no solutions u(x) of (2.7) such that u(x) > 0 on [0, T ] and
‖u‖∞ = r.
By contradiction, suppose the claim is not true. Then for all n ∈ N there
exist 0 < rn < 1/n, ϑn ∈ ]0, 1] and un(x) solution of
u′′ + ϑna(x)g(u) = 0, B(u, u
′) = 0, (3.3)
such that un(x) > 0 on [0, T ] and ‖un‖∞ = rn.
Integrating on [0, T ] the differential equation in (3.3) and using the boundary
conditions, we obtain
0 = −
∫ T
0
u′′n(x) dx = ϑn
∫ T
0
a(x)g(un(x)) dx.
Then ∫ T
0
a(x)g(un(x)) dx = 0 (3.4)
follows. We define
vn(x) :=
un(x)
‖un‖∞
and, dividing (3.3) by rn = ‖un‖∞, we get
v′′n(x) + ϑna(x)
g(un(x))
un(x)
vn(x) = 0. (3.5)
By the first assumption in (g2), for every ε > 0 there exists δε > 0 such that
0 <
g(s)
s
< ε, ∀ 0 < s < δε.
For n > 1/δε we have 0 < un(x) ≤ rn < δε for all x ∈ [0, T ], so that
0 <
g(un(x))
un(x)
< ε, ∀x ∈ [0, T ].
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This proves that
lim
n→∞
g(un(x))
un(x)
= 0, uniformly on [0, T ]. (3.6)
We fix x0 ∈ [0, T ] such that v′n(x0) = 0. With the Neumann boundary
condition, we choose x0 = 0 (or x0 = T ), while, in the periodic case, the
existence of such a x0 (possibly depending on n) is ensured by Rolle’s theorem.
Integrating (3.5), we have
v′n(x) = −ϑn
∫ x
x0
a(ξ)
g(un(ξ))
un(ξ)
vn(ξ) dξ,
hence
‖v′n‖∞ ≤
∫ T
0
|a(x)|
g(un(x))
un(x)
dx. (3.7)
Since a ∈ L1([0, T ]), by (3.6) and the dominated convergence theorem, we find
that v′n(x)→ 0 (as n→∞) uniformly on [0, T ].
Since ‖vn‖∞ = 1, there exists x1 ∈ [0, T ] (possibly depending on n) such
that vn(x1) = 1. From
vn(x) = vn(x1)−
∫ x
x1
v′n(ξ) dξ,
we conclude that
lim
n→∞
vn(x) = 1, uniformly on [0, T ]. (3.8)
Now, we write (3.4) as
0 =
∫ T
0
a(x)g(un(x)) dx =
∫ T
0
(
a(x)g(rn) + a(x)[g(rnvn(x)) − g(rn)]
)
dx.
Since g(rn) > 0, then
−
1
T
∫ T
0
a(x) dx =
1
T
∫ T
0
a(x)
g(rnvn(x)) − g(rn)
g(rn)
dx.
Consequently, by (a2),
0 < −a¯ ≤
1
T
‖a‖L1 max
x∈[0,T ]
∣∣∣∣g(rnvn(x))g(rn) − 1
∣∣∣∣= 1T ‖a‖L1
∣∣∣∣g(rnωn)g(rn) − 1
∣∣∣∣,
where ωn := vn(xn), for a suitable choice of xn ∈ [0, T ], and also ωn → 1 (as
n→∞) by (3.8). Using the fact that g is regularly oscillating at zero, we obtain
a contradiction as n→∞.
The claim is thus proved and, recalling also (3.2), we have that (Hr) holds
for any r ∈ ]0, r0].
Verification of (HR). First of all, we fix a nontrivial function v ∈ L
1([0, T ]),
with v(x) 6≡ 0 on [0, T ], such that
v(x) ≥ 0, for a.e. x ∈
m⋃
i=1
Ii;
v(x) = 0, for a.e. x ∈ [0, T ] \
m⋃
i=1
Ii.
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For example, as v(x) we can take the characteristic function of the set
A :=
m⋃
i=1
Ii.
Secondly, we observe that a(x) ≥ 0 on each interval Ii, so that
lim inf
s→+∞
f(x, s)
s
≥ a(x)g∞, uniformly a.e. x ∈ Ii.
Moreover, the second condition in (g2) implies that the first eigenvalue of the
eigenvalue problem
ϕ′′ + λg∞a(x)ϕ = 0, ϕ|∂Ii = 0,
is strictly less than 1, for all i = 1, . . . ,m. Thus, we can apply Lemma 6.2 on
each interval Ii, with
J := Ii, h(x, s) := a(x)g(s), q∞(x) := a(x)g∞.
Hence, for each i = 1, . . . ,m, we obtain the existence of a constant RIi > 0 such
that for each Carathe´odory function k : [0, T ]× R+ → R with
k(x, s) ≥ a(x)g(s), a.e. x ∈ Ii, ∀ s ≥ 0,
every solution u(x) ≥ 0 of the BVP{
u′′ + k(x, u) = 0
B(u, u′) = 0
(3.9)
satisfies maxx∈Ii u(x) < RIi .
Then, we fix a constant R > r0 (with r0 coming from the first part of the
proof) such that
R ≥ max
i=1,...,m
RIi (3.10)
and another constant α0 > 0 such that
α0 >
‖a‖L1 max0≤s≤R g(s)
‖v‖L1
. (3.11)
We take α ∈ [0, α0]. We observe that any solution u(x) ≥ 0 of problem (2.8)
is a solution of (3.9) with
k(x, s) = a(x)g(s) + αv(x).
By definition, we have that k(x, s) ≥ a(x)g(s) for a.e. x ∈ A and for all s ≥ 0,
and also k(x, s) = a(x)g(s) ≤ 0 for a.e. x ∈ [0, T ] \A and for all s ≥ 0. By the
convexity of the solutions of (3.9) on the intervals of [0, T ] \A, we obtain
max
x∈[0,T ]
u(x) = max
x∈A
u(x)
and, as an application of Lemma 6.2 on each of the intervals Ii, we conclude
that
‖u‖∞ < R.
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This proves the first part of (HR).
It remains to verify that for α = α0 defined in (3.11) there are no solutions
u(x) of (2.8) with 0 ≤ u(x) ≤ R on [0, T ]. Indeed, if u is a solution of (2.8), or
equivalently of {
u′′ + a(x)g(u) + αv(x) = 0
B(u, u′) = 0,
with 0 ≤ u(x) ≤ R, then, integrating on [0, T ] the differential equation and
using the boundary conditions, we obtain
α‖v‖L1 = α
∫ T
0
v(x) dx ≤
∫ T
0
|a(x)|g(u(x)) dx ≤ ‖a‖L1 max
0≤s≤R
g(s),
which leads to a contradiction with respect to the choice of α0. Thus (HR) is
verified.
Having verified (Hr) and (HR), the thesis follows from Theorem 2.1.
Remark 3.1. From the verification of condition (HR) performed in the above
proof, it is clear that the assumption g∞ > maxλ
i
1 is employed in connection
with Lemma 6.2 (in the Appendix) in order to obtain the a priori bounds RIi on
the intervals Ii. In turn, this step in the proof is based on a Sturm comparison
argument involving the eigenfunctions of (3.1). If among the intervals Ii there
is one of the form I1 = [0, σ] or one of the form Im = [τ, T ] (both cases are
also possible), then the choice of the eigenvalues can be made in a more refined
manner in order to improve the lower bound for g∞. More precisely, whenever
such a situation occurs, we can proceed as follows.
• For the Neumann problem, if I1 = [0, σ] we take as λ11 the first positive
eigenvalue of the eigenvalue problem
ϕ′′ + λa(x)ϕ = 0, ϕ′(0) = ϕ(σ) = 0.
Similarly, if Im = [τ, T ] we take as λ
m
1 the first positive eigenvalue of the eigen-
value problem
ϕ′′ + λa(x)ϕ = 0, ϕ(τ) = ϕ′(T ) = 0.
• For the periodic problem, we can extend the coefficient by T -periodicity on
the whole real line and, after a shift on the x-variable, we consider an equiv-
alent problem where the weight function is negative in a neighborhood of the
endpoints. We try to clarify this concept with an example. Suppose that we
are interested in the search of 2π-periodic solutions of equation
u′′ + (−k + cos(x))g(u) = 0,
where 0 < k < 1 is a fixed constant. In this case, setting the problem on
the interval [0, 2π], we should consider the eigenvalue problem (3.1) on the two
intervals I1 = [0, arccosk] and I2 = [2π−arccosk, 2π], where the weight function
is positive. On the other hand, since we are looking for 2π-periodic solutions, we
could work on any interval of length 2π, for instance [π, 3π]. This is equivalent
to consider the periodic boundary conditions on [0, 2π] for the equation
v′′ + (−k + cos(x− π))g(v) = 0.
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In this latter case, the weight is negative at the endpoints x = 0 and x = 2π
and there is only one interval of non-negativity, so that we have to consider the
eigenvalue problem (3.1) only on I1 = [π−arccos k, π+arccosk]. In this way we
can produce a better lower bound for g∞ by studying an equivalent problem.
The same remarks as those just made above apply in any subsequent variant
of Theorem 3.1, for instance, we can refine the choice of the constants λi1 in
Corollary 3.4 below. ⊳
The following corollaries are straightforward consequences of Theorem 3.1.
Corollary 3.1. Let g(s) and a(x) satisfy (g1) and (a1), (a2), respectively. Sup-
pose also that g(s) is regularly oscillating at zero and satisfies
lim
s→0+
g(s)
s
= 0 and lim
s→+∞
g(s)
s
= +∞.
Then problem (P) has at least one positive solution.
Corollary 3.2. Let g(s) and a(x) satisfy (g1) and (a1), (a2), respectively. Sup-
pose also that g(s) is regularly oscillating at zero and satisfies
lim
s→0+
g(s)
s
= 0 and g∞ > 0.
Then there exists ν∗ > 0 such that the boundary value problem (Pν) has at least
one positive solution for each ν > ν∗.
The following consequence of Theorem 3.1 provides a necessary and sufficient
condition for the existence of positive solutions to problem (P) when g(s) = sγ
for γ > 1. It can be viewed as a version of [6, Theorem 1] for the periodic case
(in [6] the authors already obtained the same result for the Neumann problem
for PDEs).
Corollary 3.3. The superlinear boundary value problem{
u′′ + a(x)uγ = 0, γ > 1,
B(u, u′) = 0,
with a weight function a(x) satisfying (a1), has a positive solution if and only if
the average condition (a2) holds.
Proof. The necessary part of the statement is a consequence of the fact that
g(s) := sγ , for γ > 1, has a positive derivative on R+0 (see also the Introduction).
For the sufficient part we apply Corollary 3.1, observing that g(s) is regularly
oscillating at zero.
As one can clearly notice from the proof, the condition g∞ > maxλ
i
1 in
Theorem 3.1 is required in order to obtain suitable a priori bounds RIi for the
maximum of the solutions on each of the intervals Ii, where a ≥ 0 and a 6≡ 0.
Hence we can choose a constant R satisfying (3.10) and have (HR) verified. As
observed in [19], if g(s)/s is bounded (for s large), it is sufficient to obtain an a
priori bound only on one of the intervals Ii and the existence of a global upper
bound follows from standard ODEs arguments related to the classical Gronwall’s
inequality. Similarly, also in the present situation, following the proof of [19,
Theorem 3.2], we can obtain the next result.
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Corollary 3.4. Let g(s) and a(x) satisfy (g1) and (a1), (a2), respectively. Sup-
pose also that g(s) is regularly oscillating at zero and satisfies
lim
s→0+
g(s)
s
= 0, g∞ > min
i=1,...,m
λi1 and lim sup
s→+∞
g(s)
s
< +∞.
Then problem (P) has at least one positive solution.
Actually, this result could be even improved with respect to assumption (a1),
in the sense that it would be sufficient only to find an interval J ⊆ [0, T ] where
a ≥ 0 and a 6≡ 0 and then we can ignore completely the behavior of a(x) on
[0, T ]\J . If we know that g∞ is greater than the first eigenvalue of the Dirichlet
problem in J (i.e. ϕ′′ + λa(x)ϕ = 0, ϕ|∂J = 0), we get the upper bound RJ
as in Lemma 6.2 and hence a global upper bound via Gronwall’s inequality.
Thus we can prove the following corollary which combines Corollary 3.2 with
Corollary 3.4.
Corollary 3.5. Assume there exists an interval J ⊆ [0, T ] where a(x) ≥ 0 for
a.e. x ∈ J and also ∫ T
0
a(x) dx < 0 <
∫
J
a(x) dx.
Suppose that g(s) is regularly oscillating at zero, satisfying (g1) and such that
lim
s→0+
g(s)
s
= 0 and 0 < lim inf
s→+∞
g(s)
s
≤ lim sup
s→+∞
g(s)
s
< +∞.
Then there exists ν∗ > 0 such that the boundary value problem (Pν) has at least
one positive solution for each ν > ν∗.
Remark 3.2 (A comment on the regularly oscillating condition). The condition
of regularly oscillation at zero required on g(s) is useful in order to conclude
the verification of (Hr) in Theorem 3.1. Nevertheless, there is a disadvantage
in assuming such a condition, as it does not allow to consider functions as
g(s) = sγ exp(−1/s) for s > 0 (γ > 1), g(0) = 0, (3.12)
which are not regularly oscillating at zero.
With this respect we observe that, from a careful reading of the first part of
the proof of Theorem 3.1, the key point is to show that g(rnωn)/g(rn)→ 1, for
rn → 0
+ and ωn = v(xn)→ 1 (for a suitable choice of xn ∈ [0, T ]). In our proof,
the sequence ωn is not an arbitrary sequence tending to 1, since 0 < ωn < 1,
and, moreover, from (3.7) we can easily provide the estimate
0 ≤ 1− ωn ≤ C sup
0<s≤rn
g(s)
s
(for C > 0 a suitable constant independent on rn and ωn). Therefore, the faster
g(rn)/rn tends to zero, the more ωn tends to one.
Using this observation, we can apply our result also to some not regularly
oscillating functions g(s), provided that they tend to zero sufficiently fast. In
this manner, for instance, Corollary 3.1 holds also for a function g(s) as in (3.12)
(the easy verification is omitted).
Another way to avoid the hypothesis of regular oscillation at the origin is
described in Theorem 3.2. ⊳
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A variant of Theorem 3.1 is the following result. Basically, we replace the
computations for the verification of (Hr) given in the proof of Theorem 3.1 with
a different argument which is essentially inspired by the approach in [15].
Theorem 3.2. Let g : R+ → R+ be a continuous function satisfying (g1) and
(g2). Let a : [0, T ]→ R be a measurable function satisfying (a1) and (a2). Sup-
pose also that g(s) is continuously differentiable on a right neighborhood [0, ε0[
of s = 0. Then problem (P) has at least one positive solution.
Proof. As in the proof of Theorem 3.1, we enter in the setting of Theorem 2.1
by defining
f(x, s, ξ) = f(x, s) := a(x)g(s).
Verification of (Hr). First of all, we observe that (g1) and (a2) imply that∫ T
0
f(x, s, 0) dx < 0, ∀ s > 0. (3.13)
We claim that there exists r0 ∈ ]0, ε0[ such that for all 0 < r ≤ r0 and for all
ϑ ∈ ]0, 1] there are no solutions u(x) of (2.7) such that u(x) > 0 on [0, T ] and
‖u‖∞ = r.
By contradiction, suppose the claim is not true. Then for all n ∈ N there
exist 0 < rn < 1/n, ϑn ∈ ]0, 1] and un(x) solution of (3.3) such that un(x) > 0
on [0, T ] and ‖un‖∞ = rn. By the first condition in (g2), note also that
lim
n→∞
g′(un(x)) = 0, uniformly on [0, T ].
Using the identity
u′′
g(u)
=
d
dx
(
u′
g(u)
)
+ g′(u)
(
u′
g(u)
)2
,
for u = un, and setting
zn(x) :=
u′n(x)
g(un(x))
, x ∈ [0, T ],
we obtain the following relation
z′n(x) + g
′(un(x))z
2
n(x) = −ϑna(x), for a.e. x ∈ [0, T ]. (3.14)
The boundary conditions (of Neumann or periodic type) on un(x) imply that
zn(0) = zn(T ) and ∃ t
∗
n ∈ [0, T ] : zn(t
∗
n) = 0 (3.15)
(obviously, we can take t∗n = 0 in the case of the Neumann boundary conditions,
while the existence of such a point in the periodic case follows from Rolle’s
theorem).
We fix a positive constant M > ‖a‖L1 and then a constant δ with
0 < δ <
M − ‖a‖L1
TM2
. (3.16)
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By the continuity of g′(s) on [0, ε0[ and g
′(0) = 0 (which corresponds to the
first condition in (g2)), we find ε ∈ ]0, ε0[ such that
|g′(s)| ≤ δ, ∀ 0 ≤ s ≤ ε.
Let n > 1/ε. In this case, we have that 0 < un(x) < ε on [0, T ] and we claim
that
‖zn‖∞ ≤ ϑnM. (3.17)
Indeed, if by contradiction we suppose that (3.17) is not true (for some n > 1/ε),
then, using the fact that zn(x) vanishes at some point t
∗
n of [0, T ], we can find
a maximal interval Jn of the form [t
∗
n, τn] or [τn, t
∗
n] such that |zn(x)| ≤ ϑnM
for all x ∈ Jn and |zn(x)| > ϑnM for some x 6∈ Jn, or, more precisely, with
τn < x ≤ T or 0 ≤ x < τn, respectively. By the maximality of the interval Jn,
we also know that |zn(τn)| = ϑnM .
Integrating (3.14) on Jn and passing to the absolute value, we obtain
ϑnM = |zn(τn)| = |zn(τn)− zn(t
∗
n)|
≤
∣∣∣∫
Jn
g′(un(x))z
2
n(x) dx
∣∣∣ + ϑn‖a‖L1
≤ δϑ2nM
2|τn − t
∗
n|+ ϑn‖a‖L1
≤ ϑn
(
δM2T + ‖a‖L1
)
(recall that 0 < ϑn ≤ 1). Dividing the above inequality by ϑn > 0, we find a
contradiction with the choice of δ in (3.16). In this manner, we have verified
that (3.17) is true.
Now, integrating (3.14) on [0, T ], recalling that zn(T )−zn(0) = 0 (according
to (3.15)) and using (3.17), we obtain that
−ϑn
∫ T
0
a(x) dx =
∫ T
0
g′(un(x))z
2
n(x) dx
≤ Tϑ2nM
2 max
0≤s≤rn
|g′(s)|
≤ ϑnTM
2 max
0≤s≤rn
|g′(s)|
holds for every n > 1/ε. From this,
0 < −a¯ ≤M2 max
0≤s≤rn
|g′(s)| (3.18)
follows. Using the continuity of g′(s) at s = 0+, we get a contradiction, as
n→∞.
The claim is thus proved and, recalling also (3.13), we have that (Hr) holds
for any r ∈ ]0, r0].
Verification of (HR). This has been already checked in the second part of the
proof of Theorem 3.1. No change is needed.
As last step, we conclude exactly as in the proof of Theorem 3.1, via Theo-
rem 2.1.
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From Theorem 3.2, we can derive the same corollaries as above in which the
condition of regularly oscillation at zero of g(s) is systematically replaced by
the smoothness of g(s) on a right neighborhood [0, ε0[ of zero. In particular, an
obvious improvement of Corollary 3.3 is the following.
Corollary 3.6. Let g : R+ → R+ be a continuously differentiable function sat-
isfying (g1), such that g
′(s) > 0 for all s > 0 and
lim
s→0+
g(s)
s
= 0, lim
s→+∞
g(s)
s
= +∞.
Let a : [0, T ]→ R be a measurable function satisfying (a1). Then problem (P)
has at least one positive solution if and only if (a2) holds.
For the Neumann problem this result improves [15, § 3, Corollary 1] to a
more general class of weight functions a(x). It also extends such a result to the
periodic case.
Remark 3.3 (A comparison between different conditions at zero). In Theo-
rem 3.1 and Theorem 3.2 we have two different conditions that are required on
g(s) as s → 0+. It can be interesting to provide examples in which one of the
two results applies, while for the other the conditions on g(s) are not fulfilled.
For this discussion, we confine ourselves only to the behavior of g(s) on a right
neighborhood [0, 1] of zero and we do not care about a(x) or the behavior of
g(s) as s→ +∞.
Take any function σ : [0, 1]→ R+0 which is continuous but not differentiable
(for instance, one could even choose a nowhere differentiable function of Weier-
strass type) and define
g(s) = σ(s)sγ , γ > 1.
Such a function g(s) is regularly oscillating at zero (note that σ(0) > 0) and it
fits for Theorem 3.1, but it is not suitable for Theorem 3.2.
As second example, we consider a function as
g(s) = sγ sin2(1/s) + sβ, for s ∈ ]0, 1] (β > γ > 2), g(0) = 0.
Such a function g(s) is continuously differentiable on [0, 1] and it fits for The-
orem 3.2, but it is not suitable for Theorem 3.1 since g(s) is not regularly
oscillating at zero.
Both the above examples can be easily generalized in order to construct
broad classes of nonlinearities where only one of the two theorems applies. ⊳
We end this section by presenting a variant of Corollary 3.5 in the smooth
case and observing that the argument employed in the proof of Theorem 3.2
can be used to provide a nonexistence result for positive solutions when g(s) is
smooth on R+ and with sufficiently small derivative.
Corollary 3.7. Assume there exists an interval J ⊆ [0, T ] where a(x) ≥ 0 for
a.e. x ∈ J and also ∫ T
0
a(x) dx < 0 <
∫
J
a(x) dx.
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Suppose also that g(s) is a continuously differentiable function satisfying (g1)
and such that
g′(0) = 0 and 0 < lim inf
s→+∞
g′(s) ≤ lim sup
s→+∞
g′(s) < +∞.
Then there exists ν∗ > 0 such that the boundary value problem (Pν) has at least
one positive solution for each ν > ν∗.
Clearly, Theorem 1.3 in the Introduction is a direct consequence of this
result, using the generalized de l’Hoˆpital’s rule:
lim inf
s→+∞
g′(s) ≤ lim inf
s→+∞
g(s)
s
≤ lim sup
s→+∞
g(s)
s
≤ lim sup
s→+∞
g′(s).
Proposition 3.1. Let g : R+0 → R
+
0 be a continuously differentiable function
with bounded derivative on R+0 . Let a ∈ L
1([0, T ]) satisfy condition (a2). Then
there exists ν∗ > 0 such that the boundary value problem (Pν) has no positive
solutions for each 0 < ν < ν∗.
Proof. The proof follows substantially the same argument employed in the proof
of Theorem 3.2 from (3.14) to (3.18).
We fix two positive constants M and D such that
M > ‖a‖L1 and |g
′(s)| ≤ D, ∀ s > 0,
(recall that, by assumption, g(s) has bounded derivative on R+0 ) and define
ν∗ := min
{
M − ‖a‖L1
DM2T
,
−a¯
DM2
}
.
We shall prove that for 0 < ν < ν∗ problem (Pν) has no positive solution.
Let us suppose by contradiction that u(x) > 0 for all x ∈ [0, T ] is a solution
of problem (Pν). Setting z(x) := u
′(x)/νg(u(x)), we find
z′(x) + νg′(u(x))z2(x) = −a(x). (3.19)
As a consequence of the boundary conditions, we also have that z(0) = z(T ) and
there exists t∗ ∈ [0, T ] (with t∗ depending on the solution u(x)) with z(t∗) = 0.
First of all, we claim that
‖z‖∞ ≤M. (3.20)
Indeed, if by contradiction we suppose that (3.20) is not true, then using the
fact that z(x) vanishes at some point of [0, T ], we can find a maximal interval J
of the form [t∗, τ ] or [τ, t∗] such that |z(x)| ≤M for all x ∈ J and |z(x)| > M for
some x 6∈ J . By the maximality of the interval J , we also know that |z(τ)| =M .
Integrating (3.19) on J and passing to the absolute value, we obtain
M = |z(τ)− z(t∗)| ≤
∣∣∣∣
∫
J
νg′(u(x))z2(x) dx
∣∣∣∣+ ‖a‖L1
≤ νDM2T + ‖a‖L1 < M,
a contradiction. In this manner, we have verified that (3.20) is true.
24
Now, integrating (3.19) on [0, T ], recalling that z(T ) − z(0) = 0 and using
(3.20), we reach
−a¯ = −
1
T
∫ T
0
a(x) dx =
1
T
∫ T
0
νg′(u(x))z2(x) dx ≤ νDM2 < −a¯,
a contradiction. This concludes the proof.
Remark 3.4. The same proof as above works to prove the nonexistence of solu-
tion to problem (Pν) with range in a given open interval ]α, β[, for g : ]α, β[→
R
+
0 a smooth function with bounded derivative. In some recent papers (see
[13, 14]) similar nonexistence results have been obtained under different condi-
tions on the function g(s). ⊳
4 More general examples and applications
In Section 3 we have applied our abstract result Theorem 2.1, which deals
with a general second order equation of the form
u′′ + f(x, u, u′) = 0,
to the simpler case given by
u′′ + a(x)g(u) = 0.
In this section, we show how our result can be extended to a broader class of
equations. Up to this point, by B(u, u′) = 0, we have considered together the
two different boundary conditions. Now we present two different applications,
one for the Neumann problem and another for periodic solutions.
For simplicity in the exposition, in our applications we will suppose that the
weight function is continuous, in order to obtain classical positive solutions.
4.1 The Neumann problem: radially symmetric solutions
Let ‖ · ‖ be the Euclidean norm in RN (for N ≥ 2) and let
Ω := B(0, R2) \B[0, R1] = {x ∈ R
N : R1 < ‖x‖ < R2}
be an open annular domain, with 0 < R1 < R2. Let q : Ω→ R be a continuous
function which is radially symmetric, namely there exists a continuous scalar
function Q : [R1, R2]→ R such that
q(x) = Q(‖x‖), ∀x ∈ Ω.
In this section we consider the Neumann boundary value problem

−∆u = q(x) g(u) in Ω
∂u
∂n
= 0 on ∂Ω
(4.1)
and we are interested in the existence of radially symmetric positive solutions
of (4.1), namely classical solutions such that u(x) > 0 for all x ∈ Ω and also
u(x′) = u(x′′) whenever ‖x′‖ = ‖x′′‖.
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Since we look for radially symmetric solutions of (4.1), our study can be
reduced to the search of positive solutions of the Neumann boundary value
problem
w′′(r) +
N − 1
r
w′(r) +Q(r)g(w(r)) = 0, w′(R1) = w
′(R2) = 0. (4.2)
Indeed, if w(r) is a solution of (4.2), then u(x) := w(‖x‖) is a solution of (4.1).
Using the standard change of variable
t = h(r) :=
∫ r
R1
ξ1−N dξ
and defining
T :=
∫ R2
R1
ξ1−N dξ, r(t) := h−1(t) and v(t) = w(r(t)),
we transform (4.2) into the equivalent problem
v′′ + a(t)g(v) = 0, v′(0) = v′(T ) = 0, (4.3)
with
a(t) := r(t)2(N−1)Q(r(t)).
Consequently, the Neumann boundary value problem (4.3) is of the same form
of (P) and we can apply the results of Section 3.
Since r(t)2(N−1) > 0 on [0, T ], condition (a1) is satisfied provided that a
similar condition holds for Q(r) on [R1, R2]. Accordingly, we assume
(q1) there exist m ≥ 1 intervals J1, . . . , Jm, closed and pairwise disjoint, such
that such that
Q(r) ≥ 0, for every r ∈ Ji, with max
r∈Ji
Q(r) > 0 (i = 1, . . . ,m);
Q(r) ≤ 0, for every r ∈ [R1, R2] \
m⋃
i=1
Ji.
Condition (a2) reads as
0 >
∫ T
0
r(t)2(N−1)Q(r(t)) dt =
∫ R2
R1
rN−1Q(r) dr.
Up to a multiplicative constant, the latter integral is the integral of q(x) on Ω,
using the change of variable formula for radially symmetric functions (cf. [20]).
Thus, a(t) satisfies (a2) if and only if
(q2)
∫
Ω
q(x) dx < 0.
The following theorems are easy corollaries of the results presented in Sec-
tion 3.
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Theorem 4.1. Let g : R+ → R+ be a continuous function, regularly oscillating
at zero and satisfying (g1). Assume
lim
s→0+
g(s)
s
= 0 and lim
s→+∞
g(s)
s
= +∞.
Let q(x) = Q(‖x‖) be a continuous radially symmetric function satisfying (q1)
and (q2). Then problem (4.1) has at least one positive radially symmetric solu-
tion.
Theorem 4.2. Let g : R+ → R+ be a continuous function, regularly oscillating
at zero and satisfying (g1). Assume
lim
s→0+
g(s)
s
= 0 and lim inf
s→+∞
g(s)
s
> 0.
Let q(x) = Q(‖x‖) be a continuous radially symmetric function satisfying (q1)
and (q2). Then there exists ν
∗ > 0 such that problem

−∆u = ν q(x) g(u) in Ω
∂u
∂n
= 0 on ∂Ω
(4.4)
has at least one positive radially symmetric solution for each ν > ν∗.
Clearly, Theorem 4.1 and Theorem 4.2 correspond to Corollary 3.1 and
Corollary 3.2, respectively. The next result follows from the same argument
that led to Corollary 3.5.
Theorem 4.3. Let g : R+ → R+ be a continuous function, regularly oscillating
at zero and satisfying (g1). Assume
lim
s→0+
g(s)
s
= 0 and 0 < lim inf
s→+∞
g(s)
s
≤ lim sup
s→+∞
g(s)
s
< +∞.
Let q(x) = Q(‖x‖) be a continuous radially symmetric function satisfying (q2)
and such that q(x0) > 0 for some x0 ∈ Ω. Then there exists ν∗ > 0 such
that problem (4.4) has at least one positive radially symmetric solution for each
ν > ν∗.
Note that, with respect to Theorem 4.2, in the above result we do not assume
condition (q1) on the weight function. In this manner, we can consider functions
Q(r) with infinitely many changes of sign in [R1, R2].
All the above three theorems can be stated in a version where the regularly
oscillating assumption at zero is replaced with the hypothesis that g(s) is contin-
uously differentiable on a right neighborhood of zero, according to Theorem 3.2.
For instance, the corresponding version of Theorem 4.1 reads as follows.
Theorem 4.4. Let g : R+ → R+ be a continuous function satisfying (g1) and
such that g(s) is continuously differentiable on a right neighborhood of s = 0.
Assume
g′(0) = 0 and lim
s→+∞
g(s)
s
= +∞.
Let q(x) = Q(‖x‖) be a continuous radially symmetric function satisfying (q1)
and (q2). Then problem (4.1) has at least one positive radially symmetric solu-
tion.
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If we also suppose that g(s) is continuously differentiable on R+0 with g
′(s) >
0 for all s > 0, then condition (q2) is also necessary for the existence of a positive
solution. On the other hand, as observed in the Introduction, also the fact
that the weight function must change its sign is necessary for the existence of
solutions. With this respect, the following corollary can be derived from the
smooth version of Theorem 4.3 (see also Corollary 3.7).
Corollary 4.1. Let g : R+ → R+ be a continuously differentiable function such
that g′(s) > 0 for all s > 0. Assume
g(0) = g′(0) = 0 and g′(+∞) = ℓ > 0.
Let q(x) = Q(‖x‖) be a continuous radially symmetric function. Then there
exists ν∗ > 0 such that problem (4.4) has at least one positive radially symmetric
solution for each ν > ν∗ if and only if
q+(x) 6≡ 0 and
∫
Ω
q(x) dx < 0.
Note also that, under the assumptions of Corollary 4.1 there is also a constant
ν∗ > 0 such that for each 0 < ν < ν∗ problem (4.4) has no positive radial
solutions (cf. Proposition 3.1).
Possible examples of functions satisfying the above conditions are
g(s) = Ks arctan(sγ−1) for s ≥ 0 (γ > 1, K > 0)
and
g(s) = K
sγ
sγ−1 +M
for s ≥ 0 (γ > 1, K,M > 0).
Remark 4.1. In [5], Berestycki, Capuzzo-Dolcetta and Nirenberg obtained
an existence result of positive solutions for the Neumann problem (4.1) in the
superlinear indefinite case for Ω a bounded domain with smooth boundary. In
[5, Theorem 3] the main assumptions require that g(s) has a precise power-
like growth at infinity, that is g(s)/sp → l > 0 (as s → +∞) for some p ∈
]1, (N + 2)/(N − 1)[, and that ∇q(x) does not vanish on the points of
Γ := {x ∈ Ω: q(x) > 0} ∩ {x ∈ Ω: q(x) < 0} ⊆ Ω.
Our setting is much more simplified as we consider an annular domain and a
radially symmetric weight function. On the other hand, our growth condition
at infinity is more general (allowing a nonlinearity which is not necessarily of
power-like type) and, moreover, no condition on the zeros of q(x) is required. ⊳
4.2 The periodic problem: a Lie´nard type equation
In this section we deal with the existence of periodic positive solutions to a
Lie´nard type equation, namely positive solutions of{
u′′ + h(u)u′ + a(x)g(u) = 0, 0 < x < T,
u(0) = u(T ), u′(0) = u′(T ),
(4.5)
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where h : R+ → R is a continuous function. As a preliminary remark, we observe
that, if u(x) > 0 is any solution of (4.5), then
∫ T
0 h(u(x))u
′(x) dx = 0 and also∫ T
0 h(u(x))u
′(x)/g(u(x))dx = 0. Consequently, the condition that a(x) changes
sign with negative average, which is necessary for (P) (when g′(s) > 0), is still
necessary for (4.5).
For simplicity, in this section we present only an extension of Corollary 3.1 to
the Lie´nard equation. In particular, we do not consider the alternative approach
of Theorem 3.2 for g(s) smooth. Accordingly, applying the results in Section 2,
we prove the following theorem.
Theorem 4.5. Let h : R+ → R be continuous and bounded. Let g : R+ → R+ be
a continuous function, regularly oscillating at zero and satisfying (g1). Assume
lim
s→0+
g(s)
s
= 0 and lim
s→+∞
g(s)
s
= +∞. (4.6)
Let a : [0, T ] → R be a continuous function satisfying (a1) and (a2). Then
problem (4.5) has at least one positive solution.
Proof. We follow the same pattern as the proof of Theorem 3.1. In particular,
we are going to show how to achieve the same main steps and formulas in that
proof.
First of all, we define f : [0, T ]× R+ × R→ R as
f(x, s, ξ) = (h(s)− c)ξ + a(x)g(s), with c := h(0),
and we remark that f is a L1-Carathe´odory function satisfying (f1), (f2) and
(f3). In this manner, problem (4.5) is of the form{
u′′ + cu′ + f(x, u, u′) = 0, 0 < x < T,
u(0) = u(T ), u′(0) = u′(T ),
which is of the same type of (2.1) with u 7→ −(u′′+ cu′) as differential operator.
The thesis will be reached using Theorem 2.1 with Remark 2.1. In order to
avoid unnecessary repetitions, from now on in the proof, all the solutions that
we consider satisfy the T -periodic boundary conditions.
Verification of (Hr). Observe that (3.2) is satisfied. We claim that there exists
r0 > 0 such that for all 0 < r ≤ r0 and for all ϑ ∈ ]0, 1] there are no positive
solutions u(x) of
u′′ + cu′ + ϑf(x, u, u′) = 0
such that ‖u‖∞ = r. By contradiction, suppose the claim is not true. Then for
all n ∈ N there exist 0 < rn < 1/n, ϑn ∈ ]0, 1] and un(x) positive solution of
u′′ + cu′ + ϑn(h(u)− c)u
′ + ϑna(x)g(u) = 0 (4.7)
such that ‖un‖∞ = rn.
Integrating (4.7) on [0, T ] and using the periodic boundary conditions, we
obtain again (3.4). We define
vn(x) :=
un(x)
‖un‖∞
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and, dividing (4.7) by rn = ‖un‖∞, we get
v′′n + cv
′
n + ϑn(h(un(x)) − c)v
′
n + ϑna(x)q(un(x))vn = 0, (4.8)
where h(un(x)) − c → 0 and q(un(x)) := g(un(x))/un(x) → 0, uniformly on
[0, T ] as n→∞. Multiplying equation (4.8) by vn and integrating on [0, T ], we
obtain
‖v′n‖
2
L2 ≤ ‖a‖L1 sup
x∈[0,T ]
|q(un(x))| → 0, as n→∞.
Using this information on (4.8), we see that ‖v′′n‖L1 → 0 as n→ ∞. From this
fact and observing that v′n must vanish at some point (by Rolle’s theorem), we
obtain that v′n(x) → 0 (as n → ∞) uniformly on [0, T ] and thus (3.8) follows.
From (3.4) and (3.8) we conclude exactly as in the verification of (Hr) in the
proof of Theorem 3.1.
Verification of (HR). We choose the same function v(x) as in the proof of
Theorem 3.1 and observe that the equation in (2.8) now reads as
u′′ + h(u)u′ + a(x)g(u) + αv(x) = 0. (4.9)
We also fix a constant C > 0 such that
|h(s)| ≤ C, ∀ s ≥ 0. (4.10)
Following the proof of Theorem 3.1, we choose an interval J among the intervals
Ii. We look for a bound RJ > 0 such that any non-negative solution u(x) of
(4.9), with α ≥ 0, satisfies maxx∈J u(x) < RJ . For notational convenience, we
set J = [σ, τ ] and let 0 < ε < (τ − σ)/2 be fixed such that
a(x) 6≡ 0 on Jε,
where Jε := [σ0, τ0] ⊆ [σ, τ ] with σ0 − σ = τ − τ0 = ε.
Arguing as in [12], we can prove that u′(x) ≤ u(x)eCT /ε, for all x ∈ [σ0, τ ]
such that u′(x) ≥ 0, and also |u′(x)| ≤ u(x)eCT /ε, for all x ∈ [σ, τ0] such that
u′(x) ≤ 0. The proof follows the same argument as in [12], observing that the
auxiliary function
Φ: x 7→ u′(x) exp
(∫ x
0
h(u(ξ)) dξ
)
is non-increasing on J .
Let λˆ be the first (positive) eigenvalue of the eigenvalue problem{(
eCxϕ′
)′
+ e−Cxλa(x)ϕ = 0
ϕ(σ0) = ϕ(τ0) = 0.
We fix a constant M > 0 such that
M > λˆ.
From (4.6) it follows that there exists a constant R˜ = R˜(M) > 0 such that
g(s) > Ms, ∀ s ≥ R˜.
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By contradiction, suppose there is not a constant RJ > 0 with the properties
listed above. So, for each integer n > 0 there exists a solution un ≥ 0 of (4.9)
with maxx∈J un(x) =: Rˆn > n. For each n > R˜ we take xˆn ∈ J such that
un(xˆn) = Rˆn and let ]ςn, ωn[ ⊆ J be the intersection with ]σ, τ [ of the maximal
open interval containing xˆn and such that un(x) > R˜ for all x ∈ ]ςn, ωn[. We
fix an integer N such that
N > R˜+
R˜ T e2CT
ε
and we claim that ]ςn, ωn[ ⊇ [σ0, τ0], for each n ≥ N . Suppose by contradiction
that σ0 ≤ ςn. In this case, we find that un(ςn) = R˜ and u′n(ςn) ≥ 0. Moreover,
u′n(ςn) ≤ R˜e
CT /ε. Using the monotonicity of Φ, Φ(x) ≤ Φ(ςn) for every x ∈
[ςn, xˆn] and therefore, using also (4.10), we find u
′(x) ≤ R˜e2CT /ε for every
x ∈ [ςn, xˆn]. Finally, an integration on [ςn, xˆn] yields
n < Rˆn = un(xˆn) ≤ R˜ +
R˜ T e2CT
ε
,
hence a contradiction, since n ≥ N . A symmetric argument provides a contra-
diction if we suppose that ωn ≤ τ0. This proves the claim.
So, we can fix an integer N > R˜ such that un(x) > R˜ for every x ∈ Jε and
for n ≥ N . The function un(x), being a solution of equation (4.9), also satisfies

u′n(x) =
yn(x)
pn(x)
y′n(x) = −Hn(x, un(x)),
where
pn(x) := exp
(∫ x
0
h(un(ξ)) dξ
)
and
Hn(x, un(x)) := exp
(∫ x
0
h(un(ξ)) dξ
)(
a(x)g(un(x)) + αv(x)
)
.
Passing to the polar coordinates, via a Pru¨fer transformation, we consider
pn(x)u
′
n(x) = rn(x) cosϑn(x), un(x) = rn(x) sin ϑn(x),
and obtain, for every x ∈ Jε, that
ϑ′n(x) =
cos2 ϑn(x)
pn(x)
+
Hn(x, un(x))
un(x)
sin2 ϑn(x)
≥
cos2 ϑn(x)
pn(x)
+Mpn(x)a(x) sin
2 ϑn(x).
We also consider the linear equation(
eCxu′
)′
+ e−CxMa(x)u = 0 (4.11)
and its associated angular coordinate ϑ(x) (via the Pru¨fer transformation),
which satisfies
ϑ′(x) =
cos2 ϑ(x)
eCx
+ e−CxMa(x) sin2 ϑ(x).
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Note also that the angular functions ϑn and ϑ are non-decreasing in J
ε. Using
a classical comparison result in the frame of Sturm’s theory (cf. [16, Chap. 8,
Theorem 1.2]), we find that
ϑn(x) ≥ ϑ(x), ∀x ∈ J
ε, (4.12)
if we choose ϑ(σ0) = ϑn(σ0). Consider now a fixed n ≥ N . Since un(x) ≥ R˜ for
every x ∈ Jε, we must have
ϑn(x) ∈ ]0, π[, ∀x ∈ J
ε. (4.13)
On the other hand, by the choice of M > 0, we know that any non-negative
solution u(x) of (4.11) with u(σ0) > 0 must vanish at some point in ]σ0, τ0[
(see [16, Chap. 8, Theorem 1.1]). Therefore, from ϑ(σ0) = ϑn(σ0) ∈ ]0, π[, we
conclude that there exists x∗ ∈ ]σ0, τ0[ such that ϑ(x∗) = π. By (4.12) we have
that ϑn(x
∗) ≥ π, which contradicts (4.13).
By the arbitrary choice of J among the intervals I1, . . . , Im, for each i =
1, . . . ,m we obtain the existence of a constant RIi > 0 such that any non-
negative solution u(x) of (4.9), with α ≥ 0, satisfies maxx∈Ii u(x) < RIi . Finally,
let us fix a constant R > r0 (with r0 coming from the first part of the proof) as
in (3.10), so that R ≥ RIi for all i = 1, . . . ,m.
Consider now a (maximal) interval J contained in [0, T ] \
⋃m
i=1 Ii where
a(x) ≤ 0. For simplicity in the exposition, we suppose that J lies between two
intervals Ii where a(x) ≥ 0, so that J = ]τ ′, σ′[, with τ ′ ∈ Ik and σ′ ∈ Ik+1.
Let u(x) be a non-negative solution of (4.9). For x ∈ J , equation (4.9) reads
as
u′′ + h(u)u′ + a(x)g(u) = 0
and therefore the auxiliary function Φ is non-decreasing on J . If u′(x∗) ≥ 0, for
some x∗ ∈ [τ ′, σ′[, then u′(x) ≥ 0 for all x ∈ [x∗, σ′], hence u(x∗) ≤ u(σ′) < R
(because σ′ belongs to some interval Ii, where u(x) is bounded by R). Similarly,
if u′(x∗) ≤ 0, for some x∗ ∈ ]τ ′, σ′], then u′(x) ≤ 0 for all x ∈ [τ ′, x∗], hence
u(x∗) ≤ u(τ ′) < R (because τ ′ belongs to some interval Ii). Thus, we easily
deduce that u(x) < R for all x ∈ cl(J ) = [τ ′, σ′]. The same argument can
be easily adapted if J = [0, σ′[ or J = ]τ ′, T ] (with, respectively, σ′ ∈ I1 or
τ ′ ∈ Im), using the T -periodic boundary conditions.
In this manner, we have found a constant R > r0 such that any non-negative
solution u(x) of (4.9), with α ≥ 0, satisfies
‖u‖∞ < R.
This shows that the first part of (HR) is valid independently of the choice of α0.
Now we fix α0 as in (3.11). It remains to verify that for α = α0 there are
no solutions u(x) of (4.9) with 0 ≤ u(x) ≤ R on [0, T ]. Indeed, if there were,
integrating on [0, T ] the differential equation and using the boundary conditions,
we obtain
α‖v‖L1 = α
∫ T
0
v(x) dx ≤
∫ T
0
|a(x)|g(u(x)) dx ≤ ‖a‖L1 max
0≤s≤R
g(s),
which leads to a contradiction with respect to the choice of α0. Thus (HR) is
verified.
Having verified (Hr) and (HR), the thesis follows from Theorem 2.1 with Re-
mark 2.1.
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5 Final remarks
In the setting of the Dirichlet (two-point) boundary value problem associated
to equation
u′′ + a(x)g(u) = 0,
it is known that, in the superlinear case, multiple positive solutions can be ob-
tained when the weight is sufficiently negative in some intervals. More precisely,
writing explicitly the dependence of a(x) on a real parameter µ > 0 which con-
trols the negative part, the following result can be given for the boundary value
problem {
u′′ + aµ(x)g(u) = 0
u(0) = u(T ) = 0,
(5.1)
with
aµ(x) := a
+(x)− µa−(x).
Theorem 5.1. Let g(s) be a continuous function satisfying (g1) and such that
lim
s→0+
g(s)
s
= 0, lim
s→+∞
g(s)
s
= +∞.
Then there exists µ∗ > 0 such that for each µ > µ∗ problem (5.1) has at least
2m − 1 positive solutions, where m ≥ 1 is the number of positive humps of the
weight function which are separated by m− 1 negative humps.
For this result and the precise technical assumptions which are needed, see
[19]. In this setting (due to the boundary conditions), by positive solutions we
mean solutions which are positive on ]0, T [. Previous versions of this theorem
have been obtained for g(s) = sγ with γ > 1 in [23, 25] in the ODE case (using
the shooting method) and in [9] for PDEs (using a variational approach). Fur-
ther progresses in this direction have been achieved in [26, 27] for the Dirichlet
problem for PDEs.
Concerning the boundary conditions considered in the present paper, mul-
tiplicity results have been recently provided in [10] for the Neumann problem
(using the shooting method) and in [4] for the periodic problem (using a varia-
tional approach). It seems reasonable to adapt our arguments to problem{
u′′ + aµ(x)g(u) = 0, 0 < x < T,
B(u, u′) = 0,
in order to obtain multiplicity results when µ > 0 is sufficiently large.
6 Appendix
In this section we present two results concerning the solutions of the bound-
ary value problem {
u′′ + h(x, u) = 0
B(u, u′) = 0,
(6.1)
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where h : [0, T ]×R→ R is a L1-Carathe´odory function. As in rest of the paper,
by B(u, u′) = 0 we mean the Neumann or the periodic boundary conditions on
[0, T ].
The first result is a maximum principle that ensures the non-negativity or
the positivity of the solutions to problem (6.1). In the applications, for example,
we have h(x, s) = a(x)g(s).
Lemma 6.1. Let h : [0, T ]× R→ R be a L1-Carathe´odory function.
(i) If
h(x, s) > 0, a.e. x ∈ [0, T ], for all s < 0,
then any solution of (6.1) is non-negative on [0, T ].
(ii) If h(x, 0) ≡ 0 and there exists q ∈ L1([0, T ],R+) such that
lim sup
s→0+
|h(x, s)|
s
≤ q(x), uniformly a.e. x ∈ [0, T ],
then every nontrivial non-negative solution u(x) of (6.1) satisfies u(x) >
0, for all x ∈ [0, T ].
Proof. (i). By contradiction, suppose that there exists a solution u(x) of (6.1)
and xˆ ∈ [0, T ] such that u(xˆ) < 0. Let ]x1, x2[ ⊆ ]0, T [ be the maximal open
interval containing xˆ with u(x) < 0, for all x1 < x < x2. Since u
′′(x) < 0 for
a.e. x ∈ [x1, x2], an elementary convexity argument shows that 0 < x1 < x2 < T
is not possible. Similarly, also u(x) < 0 for all x ∈ ]0, T [ can be excluded, other-
wise, 0 >
∫ T
0 u
′′(x) dx = u′(T ) − u′(0), contradicting the boundary conditions.
Hence, there are only two possibilities: either x1 = 0 and x2 < T , or 0 < x1 and
x2 = T . Suppose x1 = 0 (the other case can be treated in a similar manner).
In this case, u(0) ≤ 0 and moreover u′(0) > 0 (otherwise, by concavity, one
has u(x) < 0 for all x ∈ ]0, T ], a situation previously excluded). This already
gives a contradiction with the Neumann boundary condition at x = 0. On
the other hand, if we consider the periodic boundary condition, we have that
u(T ) = u(0) ≤ 0 and u′(T ) = u′(0) > 0. Hence, by the concavity of u on
the intervals where u(x) < 0, we obtain that u(x) < 0 for every x ∈ [0, T [, a
contradiction.
(ii). By contradiction, suppose that there exists a solution u(x) ≥ 0 of (6.1)
and x∗ ∈ [0, T ] such that u(x∗) = 0 (so, u′(x∗) = 0).
We claim that there exists ε > 0 such that u(x) = 0, for all x ∈ [x∗−ε, x∗+ε].
So that u ≡ 0 on [0, T ], a contradiction.
From the hypotheses, we obtain that there exists δ > 0 such that
|h(x, s)| ≤ q1(x)s, a.e. x ∈ [0, T ], ∀ 0 ≤ s ≤ δ,
where q1(x) := q(x) + 1. Using the continuity of u(x), we fix ε > 0 such that
0 ≤ u(x) ≤ δ, for all x ∈ [x∗ − ε, x∗ + ε].
We use ‖(ξ1, ξ2)‖ = |ξ1|+|ξ2| as a standard norm in R2. For all x ∈ ]x∗, x∗+ε]
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we have
0 ≤ ‖(u(x), u′(x))‖ = |u(x)|+ |u′(x)| = u(x) + |u′(x)| =
= u(x∗) +
∫ x
x∗
u′(ξ) dξ +
∣∣∣∣u′(x∗) +
∫ x
x∗
−h(ξ, u(ξ)) dξ
∣∣∣∣
≤
∫ x
x∗
|u′(ξ)| dξ +
∫ x
x∗
|h(ξ, u(ξ))| dξ
≤
∫ x
x∗
[
q1(ξ)|u(ξ)| + |u
′(ξ)|
]
dξ
≤
∫ x
x∗
(q1(ξ) + 1)(|u(ξ)|+ |u
′(ξ)|) dξ.
Using the classical Gronwall’s inequality, we attain
0 ≤ u(x) ≤ ‖(u(x), u′(x))‖ = 0, ∀x ∈ ]x∗, x∗ + ε].
With an analogous computation one can prove that u(x) = 0 for all x ∈ [x∗ −
ε, x∗[. Hence the claim and (ii) are proved.
Remark 6.1. The maximum principle just presented can be also stated for the
more general boundary value problem{
u′′ + f˜(x, u, u′) = 0, 0 < x < T,
B(u, u′) = 0,
where f˜ : [0, T ]× R × R → R is a Lp-Carathe´odory function as in Section 2.2,
hence equal to −s for s ≤ 0 and satisfying conditions (f1) and (f2). The proof
of this result is the same as that just viewed with minor changes. ⊳
The following result provides a priori bounds for non-negative solutions on
the intervals where h(x, s) is non-negative. This lemma is used in the verification
of condition (HR) in Theorem 3.1 and Theorem 3.2. In a way, it is employed to
compute the coincidence degree on large balls.
Lemma 6.2. Let h : [0, T ] × R → R be a L1-Carathe´odory function. Suppose
there exists a closed interval J ⊆ [0, T ] such that
h(x, s) ≥ 0, a.e. x ∈ J, ∀ s ≥ 0;
and there is a measurable function q∞ ∈ L1(J,R+) with q∞ 6≡ 0, such that
lim inf
s→+∞
h(x, s)
s
≥ q∞(x), uniformly a.e. x ∈ J. (6.2)
Let µJ be the first positive eigenvalue of the eigenvalue problem
ϕ′′ + λq∞(x)ϕ = 0, ϕ|∂J = 0,
and suppose that µJ < 1. Then there exists RJ > 0 such that for each Cara-
the´odory function k : [0, T ]× R+ → R with
k(x, s) ≥ h(x, s), a.e. x ∈ J, ∀ s ≥ 0,
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every solution u(x) ≥ 0 of the BVP{
u′′ + k(x, u) = 0
B(u, u′) = 0
(6.3)
satisfies maxx∈J u(x) < RJ .
We stress that the constant RJ does not depend on the function k(x, s).
Notice also that our assumptions are “local”, in the sense that we do not require
their validity on the whole domain.
Proof. Just to fix a notation along the proof, we set J := [x1, x2]. By contra-
diction, suppose there is not a constant RJ with those properties. So, for all
n > 0 there exists u˜n ≥ 0 solution of (6.3) with maxx∈J u˜n(x) =: Rˆn > n.
Let qn(x) be a monotone non-decreasing sequence of non-negative measur-
able functions such that
h(x, s) ≥ qn(x)s, a.e. x ∈ J, ∀ s ≥ n,
and qn → q∞ uniformly almost everywhere in J . The existence of such a
sequence comes from condition (6.2).
Fix ε < (1 − µJ )/2. Hence, there exists an integer N > 0 such qn 6≡ 0 for
each n ≥ N and
νn ≤ 1− ε, ∀n ≥ N,
where νn > 0 is the first positive eigenvalue of the eigenvalue problem
ϕ′′ + λqn(x)ϕ = 0, ϕ|∂J = 0.
Now we fix N as above and denote by ϕ the positive eigenfunction of{
ϕ′′ + νNqN (x)ϕ = 0
ϕ(x1) = ϕ(x2) = 0,
with ‖ϕ‖∞ = 1. Then ϕ(x) > 0, ∀x ∈ ]x1, x2[, and ϕ′(x1) > 0 > ϕ′(x2).
For each n ≥ N , let J ′n ⊆ J be the maximal closed interval, such that
u˜n(x) ≥ N, ∀x ∈ J
′
n.
By the concavity of the solution in the interval J and the definition of J ′n, we
also have that
u˜n(x) ≤ N, ∀x ∈ J \ J
′
n.
Another consequence of the concavity of u˜n on J ensures that
u˜n(x) ≥
Rˆn
x2 − x1
min{x− x1, x2 − x}, ∀x ∈ J,
(see [24] for a similar estimate). Hence, if we take n ≥ 2N , we find that
u˜n(x) ≥ N , for all x in the well-defined closed interval
An :=
[
x1 +
N
Rˆn
(x2 − x1), x2 −
N
Rˆn
(x2 − x1)
]
⊆ J ′n.
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By construction, meas(J \ J ′n) ≤ meas(J \An)→ 0 as n→∞.
Using a Sturm comparison argument, for each n ≥ N , we obtain
0 ≥ u˜n(x2)ϕ
′(x2)− u˜n(x1)ϕ
′(x1) =
[
u˜n(x)ϕ
′(x) − u˜′n(x)ϕ(x)
]x=x2
x=x1
=
∫ x2
x1
d
dx
[
u˜n(x)ϕ
′(x)− u˜′n(x)ϕ(x)
]
dx
=
∫
J
[
u˜n(x)ϕ
′′(x)− u˜′′n(x)ϕ(x)
]
dx
=
∫
J
[
−u˜n(x)νN qN (x)ϕ(x) + k(x, u˜n(x))ϕ(x)
]
dx
=
∫
J
[
k(x, u˜n(x))− νNqN (x)u˜n(x)
]
ϕ(x) dx
≥
∫
J
[
h(x, u˜n(x))− νNqN (x)u˜n(x)
]
ϕ(x) dx
=
∫
J′n
[
h(x, u˜n(x)) − qN (x)u˜n(x)
]
ϕ(x) dx+ (1− νN )
∫
J′n
qN (x)u˜n(x)ϕ(x) dx
+
∫
J\J′n
[
h(x, u˜n(x)) − νNqN (x)u˜n(x)
]
ϕ(x) dx.
Recalling that
h(x, s) ≥ qN (x)s, a.e. x ∈ J, ∀ s ≥ N,
we know that
h(x, u˜n(x)) − qN (x)u˜n(x) ≥ 0, a.e. x ∈ J
′
n, ∀n ≥ N.
Then, using the Carathe´odory assumption, which implies that
|h(x, s)| ≤ γN (x), a.e. x ∈ J, ∀ 0 ≤ s ≤ N,
where γN is a suitably non-negative integrable function, we obtain
0 ≥
∫
J′n
[
h(x, u˜n(x)) − qN (x)u˜n(x)
]
ϕ(x) dx+ (1− νN )
∫
J′n
qN (x)u˜n(x)ϕ(x) dx
+
∫
J\J′n
[
h(x, u˜n(x)) − νNqN (x)u˜n(x)
]
ϕ(x) dx
≥ εN
∫
J′n
qN (x)ϕ(x) dx+
∫
J\J′n
[
−γN (x)−NνNqN (x)
]
dx
= εN
∫
J
qN (x)ϕ(x) dx− εN
∫
J\J′n
qN (x)ϕ(x) dx
−
∫
J\J′n
[
γN (x) +NνNqN (x)
]
dx.
Passing to the limit as n → ∞ and using the dominated convergence theorem,
we obtain
0 ≥ εN
∫
J
qN (x)ϕ(x) dx > 0,
a contradiction.
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Remark 6.2. We note that the Neumann or the periodic boundary condition
in problem (6.3) has no role in the proof of Lemma 6.2. In fact, the key point is
that we deal only with non-negative solutions of the equation u′′ + k(x, u) = 0.
Consequently, the same thesis holds also when the relation B(u, u′) = 0 defines
any boundary condition. ⊳
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