Previously counting embeddings of planar graphs [5] used P-Q trees and was restricted to biconnected graphs. Although the P-Q tree approach is conceptually simple, its implementation is complicated. In this paper we solve this problem using DFS trees, which are easy to implement. We also give formulas that count the number of embeddings of general planar graphs (not necessarily connected or biconnected) in O (n) arithmetic steps, where n is the number of vertices of the input graph. Finally, our algorithm can be extended to generate all embeddings of a planar graph in linear time with respect to the output. -----2 -Wu solved all these problems using systems of algebraic equations. His solutions are elegant, but his implementations are not so efficient. Other solutions to these problems basically follow two different approaches. One uses DFS trees [4, 8] ; and the other uses P-Q trees [3, 5, 9-11].
Introduction
In [14] , Wu stated four basic planar graph problems:
1. Decide whether a connected graph G is planar.
Find a minimal set of edges the removal of which will render the remaining part of G planar.

Give a method of embedding G in the plane in case G is planar.
Enumerate and count all possible planar embeddings of G in the plane in case G is planar.
-----3 -say that H is an embedding of G. An embedding on the plane is called a planar embedding, and an embedding on the sphere is called a sphere embedding. It is easy to see that G has a planar embedding iff it has a sphere embedding. If G has an embedding, then we say that G is planar. Since we are interested only in graphs with no isolated vertices, we will frequently identify graphs with their edge sets. One easy transformation between planar embeddings and sphere embeddings is the sphere projection shown in Fig. 1 . Under the sphere projection, each point on the sphere, except the projection center o, has a distinct image on the plane, and each point on the plane is the image of some point on the sphere. Let H be a sphere embedding of a graph G with f faces. According to Euler's formula [2] , if G has m edges, n vertices and c connected components, then f = m -n + c + 1.
Using the sphere projection, we can get f topologically different planar embeddings of G from a given sphere embedding of G by selecting the center of projection in different faces. Thus, if G has N sphere embeddings, then it has Nf planar embeddings.
We will represent embeddings by their planar maps and adjacency relations. A planar map M for a given embedding H of G is a mapping from V to lists of E such that for each v ∈ V, M (v) gives the clockwise circular ordering of the edges around v in H. In this case, we say that H and M match each other. For connected graphs, sphere embeddings with the same planar map are topologically equivalent. Therefore we need only count planar maps in this case. However, for graphs with more than one connected components, planar maps do not specify the relative positions of the embeddings of different connected components.
Let H be a sphere embedding of G. We define an adjacency relation R on the set of faces of the embeddings of different components in H as follows. Let C 1 , ..., C k be the connected components of G, and H 1 , ..., H k be the embeddings of C 1 , ..., C k in H respectively. We say that two embeddings H i and H j are neighbors of each other in H if there is a face in H whose boundary contains edges from both C i and C j . If C i and C j are neighbors in H, then there is a face F i of H i that contains H j , and a face F j of H j that contains H i . In this case, we say the two faces F i and F j are adjacent to each other, and the unordered pair (F i , F j ) is in R. Thus, in general, a sphere embedding can be specified by a planar map plus an adjacency relation.
The following facts are important to our discussion: All four observations above are intuitively obvious and can be proved by the Jordan Curve Theorem [7, 13] .
Number of embeddings for biconnected graphs
We first discuss how to count planar maps of biconnected graphs. We will reduce this problem into a sequence of successively simpler problems before we eventually solve it.
In this section we assume that G = (V, E) is given in its DFS representations [1] , where V = {1, ..., n} is the set of DFS numbers of the vertices in G, and E is partitioned into a set of tree edges In this section, we also assume that G is a biconnected graph with at least two edges. Then each tree edge has at least one successor, and T forms a tree with only one edge leaving the root.
Let e = [v , w ] ∈ E. Let Y be the set of vertices y such that there exists a back edge [x, y ] that is a descendant of e. Then Y is not empty. We define low 1 (e) to be the smallest integer in Y, and low 2 (e) to be the second smallest integer in Y ∪ {n +1}. The two mappings low 1 and low 2 can be computed in O (m) time during the depth-first-search on G [8] . Since G is biconnected, it has no articulation points. Thus, if v is not the root of T, then low 1 (e) < v. [1] As in [8] , we define the function φ on E as follows. is a simple closed curve, which divides the plane (or sphere) into two regions. When we travel on C e along the direction of its edges, we see one region on the left hand side and the other region on the right hand side. We use sub (e) to denote the subgraph S (e) ∪ cycle (e). It is easy to see that the vertex low 1 (e) is always on cycle (e), and sub (e) − S (e) = {e′: e′ belongs to the tree path from low 1 (e) to v}. If e is the only tree edge leaving the root, then sub (e) is the whole graph. cycle (e) = { [4, 5] , [5, 6] , [6, 7] , [7, 8] , [8, 1] , [1, 2] , [2, 3] , [3, 4] }; S (e) contains all the edges in the graph except [1, 2] , [2, 3] , [3, 4] ; sub (e) is the whole graph; ATT (e) = { [8, 1] , [9, 3] Let label be a numbering of back edges from 1 to | B | such that for any v ∈ V, for any two edges e i and e j leaving v, and for any two back edges t i ∈ S (e i ) and
It is clear that label is uniquely determined by M′.
Let v ∈ V. Let e be an edge leaving v. Let in (e) be the set of back edges in S (e) entering v, not including e v,in . Let back (e) be the unique back edge on cycle (e). Consider an edge t ∈ in (e). By the definition of label, we know that t is embedded on the left of e in H iff label (t) < label (back (e)). Thus, the position of t in M (v) relative to e is uniquely determined by M′.
Then consider two edges t 1 and t 2 in in (e) such that either label (t 1 ) < label (t 2 ) < label (back (e)) or label (back (e)) < label (t 1 ) < label (t 2 ). Again by the definition of label, we know that t 1 is embedded on the right of t 2 . Thus, for any two edges in in (e) ∪ {e}, their relative positions in M (v) are uniquely determined by the mapping label. Now consider any two edges e i and e j in M′ (v) such that e i appears before e j in M′(v). Since G is biconnected, then all edges in in (e i ) ∪ {e i } are embedded on the left of all the edges in in (e j ) ∪ {e j } in H. Thus M (v) is uniquely determined by label. Therefore, to count planar maps, we need only to count partial maps.
The above proof also suggests a simple linear-time algorithm that builds a planar map M from a partial map M′. First we compute the mappings label, back, and in in a depth-first-search on G, which takes O (n) time (recall that for a planar graph, m = O (n).) Then for each edge e = Proof Let H be an embedding of G that matches M′. Since e i and e j are in the same singular set, then low 1 (e i ) = low 1 (e j ). Also, v and low 1 (e i ) are the only two vertices that are shared by S (e i ), S (e j ) and the rest of G. Therefore, either one of S (e i ) and S (e j ) can be re-embedded into any face in H whose boundary contains the the two vertices v and low 1 (e i ). In particular, we can obtain another embedding H′ of G from H by switching the positions of the embeddings of S (e i ) and S (e j ). Then M′ 1 is the partial map that matches H′. (1) and (2) are satisfied. Let M be the partial map of G from which Q is derived. By the only if part of Lemma 4, M is also a feasible map of G with respect to Q. The conditions (1) and (2) By Lemma 4, we need only to count feasible maps, which can be constructed easily from valid partitions.
Feasible maps and valid partitions
LEMMA 4. A mapping M′ from V to lists of edges in E is a partial map of G iff M′ is a feasible map of G.
Proof
SAME SAME and DIFF DIFF
Let H be an embedding of G. For convenience, we say that an edge e = [v, w] ∈ E 0 is red in H if e is embedded on the left of e v,ref , and blue otherwise. We partition E 0 into equivalence classes called groups. Two edges in E 0 are in the same group iff they have the same color in each embedding of G. We call the set of such groups SAME. We further organize these groups into pairs. Two groups W and Z in SAME are put into one (unordered) pair (W, Z) iff the color of the edges in W is always different than the color of the edges in Z. We call the set of such pairs DIFF.
We will show in Section 3.6 that the two sets SAME and DIFF can be computed in O (n) time during planarity testing.
Let Q = [LL, RR] be an ordered partition of E 0 . We say that Q is consistent with SAME if each group in SAME is totally contained in either LL or RR. We say that Q is consistent with DIFF if for each pair (W, Z) ∈ DIFF, one of the two groups W and Z is contained in LL and the other is contained in RR.
By the definition of DIFF and SAME, any valid partition of E 0 is consistent with SAME and DIFF. We will further prove that any ordered partition of E 0 consistent with SAME and DIFF is valid. For this we need some more definitions and lemmas. ([x, y] ). Let W be the group in SAME containing e i , and Z be the group in SAME containing [a, b] . Let P 1 be the simple directed path in sub (e) whose first edge is [a, b] and whose last edge is [x, y]. Let P 2 be a simple directed path in sub (e) whose first edge is e i and whose last vertex is low 1 (e i ). Consider two cases. a = w and Case 1. a > w. By Observation 3, P 1 and P 2 cannot be embedded on the same side of cycle (e) in any embedding of G (see Fig. 7 ). Therefore (W, Z) ∈ DIFF.
Case 2. a = w. In this case, [a, b] = e j for some 1 < j < i, and low 1 (e j ) ≤ low 1 (e i ) < y. Then there must be an undirected simple path P 3 in sub (e j ) between low 1 (e j ) and y that contains x. If low 1 (e j ) < low 1 (e i ) < y, then P 3 and P 2 cannot be embedded on the same side of cycle (e) by Observation 3. If low 1 (e j ) = low 1 (e i ), then low 2 (e j ) ≤ y < w. Therefore low 2 (e i ) < w (recall that φ(e i ) ≥ φ(e j )). Thus S (e i ) and S (e j ) cannot be embedded on the same side of cycle (e) by Observation 4. In either case, e i and e j cannot be embedded on the same side of cycle (e), and therefor Proof Assume Q is consistent with SAME and DIFF. To see that Q is valid, we show that there exists a planar embedding of G from which Q can be derived. For this purpose, we show by induction that for all e = [v, w ] ∈ E, we can construct an embedding H e of sub (e) that is conformable to Q.
If e is a back edge, then any embedding of sub (e) is conformable to Q by convention.
Next we assume that e = [v, w] is a tree edge with Φ(w) = [e 1 , ..., e k ], and for each i = 1, ..., k, there is a planar embedding H e i of sub (e i ) that is conformable to Q (w.r.t. e i ).
To construct H e , we first let H 1 = H e 1 . Then for i = 2, ..., k, we add H e i into H i −1 to get H i .
As a result, we will have H e = H k .
Consider adding H e i to H i −1 , where 1 < i ≤ k. Assume inductively that H i −1 is conformable to Q (w.r.t. e). Also assume wlog that e i ∈ LL. By Lemma 6, all the normal attachments of e i are embedded on the left of cycle (e i ) in H e i . Thus, with the sphere projection, we can transform H e i into a planar embedding of sub (e i ) in which the tree path from low 1 (e i ) to w borders the outer face.
If there is no attachment of e embedded on the left of cycle (e) in H i −1 , we can embed H e i to the left of cycle (e) in the face whose boundary contains the tree path from low 1 According to Lemmas 1 , 4 , and 7, all planar maps of G can be easily generated from the function φ and the two sets SAME and DIFF as follows:
1. Generate valid partitions using Lemma 7; 2. For each valid partition generated in 1, generate partial maps using Lemma 4; 3. For each partial map generated in 2, construct a planar map using the method described at the end of Section 3.1.
Counting planar maps
To count the number of planar maps, we further simplifier the problem as follows. We arbitrarily select a representative from each singular set. If M′ is a feasible map, and M′′ is obtained from M′ by deleting all non-representative singular edges, then we say M′′ is a reduced map from M′, and M′ is generated from M′′. Similarly, if Q is a valid partition, and Q′ is obtained from Q by deleting all non-representative singular edges, then Q′ is called a reduced partition. If M′′ is a reduced map from M′, Q′ is a reduced partition from Q, and Q is derived from M′, then we also say that Q′ is derived from M′′, and M′′ is constructed from Q′. It is not difficult to see that from each reduced map, we can derive a unique reduced partition, and from each reduced partition, we can construct a unique reduced map. Thus, to count feasible maps, we can first count reduced partitions, then count the feasible maps that can be generated from each reduced map.
To count reduced partitions, let SAME′ and DIFF′ be obtained from SAME and Next we consider the number of feasible maps that can be generated from each reduced map.
Let singular (e) be the singular set containing e, and same (e) be the group in SAME containing e.
Immediately from Lemma 3 and its proof we have, LEMMA 8.
(i) Let e be a singular edge. If |same (e)| > 1, then singular (e) ⊆ same (e).
(ii) Let e 1 and e 2 be two edges in the same singular set. Then the unordered pair (same (e 1 ), same (e 2 )) is not in DIFF.
We say that a singular edge e is bound if singular (e) ⊆ same (e), and free otherwise. We can construct a feasible map M′ from a reduced map M′′ by inserting non-representative singular edges as follows. Let e = [v, w] be a representative singular edge, and let g (e) = | singular (e) | . If e is bound, then all the edges in singular (e) must be inserted consecutively in the same side of e v,ref in 
M′(v). Therefore we replace e in M′′(v) by any of the g (e)! permutations of singular (e). If e is
The remaining question is how to compute the two sets SAME and DIFF efficiently.
Compute the sets SAME SAME and DIFF DIFF
Now we show how to compute the two sets SAME and DIFF in linear time during planarity testing. The planarity testing algorithm we will use in this section is a variant of the HT algorithm reported in [4] and is summarized in the next section for the reader's convenience.
Planarity testing
As before, we assume that G is a biconnected graph with more than one edge. Then the tree edges in T form a single tree with only one tree edge leaving the root. Denote this tree edge by e 0 .
Since sub (e 0 ) is the whole graph, then we can determine the planarity of G with a procedure that can determine the planarity of sub (e) for all e ∈ E.
We say that an edge e is planar if sub (e) is planar. To determine the planarity of an edge e, we consider two cases. If e is a back edge, then sub (e) = cycle (e), which is always planar. Otherwise, e is a tree edge having at least one successor. In this case we first determine the planarity of each of its successors. If all these successors are planar, then we determine the planarity of e based on the structure of its attachments. Following are the details.
Structure of attachments
The planarity of an edge e = [v, w ] directly depends on the structure of its attachments. If e is planar, we partition the edges of ATT (e) into blocks as follows. We put two back edges of ATT (e) in the same block if they are on the same side of cycle (e) in every embedding of sub (e).
Two blocks interlace each other if they are on opposite sides of cycle (e) in every embedding of sub (e). By this definition, each block of ATT (e) can interlace at most one other block.
The back edge on cycle (e) is the only attachment of e that will not be embedded on either side of cycle (e). By convention, this back edge forms a block by itself, called the neutral block of e, which does not interlace other blocks of ATT (e).
In Fig. 6, ATT (e) Note that in an embedding of S (e i ) ∪ cycle (e), the special blocks of e i do not have to be on the same side of cycle (e i ), see Fig. 8 . Now we are ready to compute att (e). The planarity of e will be decided at the same time.
Consider an edge e = [v, w ] ∈ E. If e is a back edge, then its only attachment is e itself. According to Lemma 9, this step can be done only if the normal blocks of att (e i ) do not interlace. ( If they interlace, the graph is not planar, and the computation fails.) To merge a series of blocks, simply concatenate their ordered list representations (such concatenation is order preserving).
Step 3. Merge blocks in att (e). See Step 4. For i = 2, ..., k, add blocks B i into att (e).
To process B i , consider the last pair P : [ X, Y ] of att (e). Consider three cases: In [4] we proved that THEOREM 2.
1. Algorithm A computes att (e) successfully iff e is planar.
2. If e is planar, then Algorithm A computes att (e) correctly.
Compute the sets SAME SAME and DIFF DIFF
Next we augment Algorithm A so as to compute the two sets SAME and DIFF during the planarity testing.
Let e ∈ E be an edge of G. Let e a an attachment of e not on cycle (e). Then root(e a ) and e a are embedded on the same side of cycle (e) in any embedding of G. Thus, for each non-neutral block X of e, there is a unique group in SAME that contains the roots of the attachments in X. We call this group buddy (X). It is easy to see that if [X, Y] is a pair of nonempty interlacing blocks of ATT (e), then (buddy (X), buddy (Y)) is a pair in DIFF. Furthermore, in the proof of Lemma 6, we notice that if e a is normal, and if e ∈ E 0 , then root(e a ) and e belong to the same group in SAME.
Thus, if X is a normal block of e, and e ∈ E 0 , then buddy (X) also contains e. As a result of Lemma 11 and Lemma 12, Lemma 7 remains true for the two sets SAME and DIFF computed by our Enhancement B. Therefore we have, THEOREM 3. If G is planar, then Algorithm A with Enhancement B computes the sets SAME and DIFF correctly.
Number of embeddings for connected components
Next consider a connected graph G with several biconnected components. Suppose we know the number of embeddings of each biconnected component. We discuss how to find the total number of embeddings of G. This problem was previously considered by Stallmann [12] , but his solution is complicated and not efficient. In this section we will give a simple closed formula for this problem that is computable in O (n) arithmetic steps.
We start with the simple situation that G has two biconnected components G 1 Group 1 contains all the embeddings such that e 1,1 is followed by e 1,2 ; Group 2 contains all the embeddings such that e 1,1 is followed by e 2,l , where l = 1,...,m 2 ;
. . .
Group j contains all the embeddings such that e 1,1 is followed by e j,l , where l = 1,...,m j .
In Group 1, if we glue the two edges e 1,1 and e 1,2 together in each embedding, we get an The analysis in this section also suggests a recursive procedure that generates all planar maps of G without repetition from the planar maps of the biconnected components of G.
Counting Embeddings for Unconnected Graphs
Finally, we consider how to count the embeddings of graphs having several connected components, given the number of embedding of each of the connected components. Proof For each i = 1, ..., c, we choose a fixed embedding H i of C i . We denote the set of these embeddings by ∆. We call the embeddings in ∆ subembeddings in order to distinguish them from the embeddings of G. Very similarly to the description in Section 4, we can combine the subembeddings in ∆ into an embedding of G by gluing balloons. The main difference is that in this case the holes made should not touch the boundary of any face. Let Ψ be the set of all embeddings of G that can be obtained from ∆ this way. We need to prove that
We prove the claim by induction on c, the total number of connected components of G. For c = 2, the claim is obviously true. Then we assume that the claim is true for all c < k, where k > 2. We want to show that the claim is also true for c = k. We partition Ψ into c-1 groups Ψ 1 , ..., Ψ c −1 , such that for i = 1, ..., c −1, group Ψ i contains the embeddings H of G in which H 1 is the neighbor of exactly i other subembeddings in ∆ (recall that two subembeddings H s and H t are neighbors of each other in H if there is a face in H whose boundary contains edges from both H s and H t .) We further divide Ψ i into i c −1 subgroups such that in all embeddings of each subgroup, H 1 has the same set of neighbors. Consider one such subgroup Ψ i,P in which H 1 has the set of neighbors P = {H t 1 ,...,H t i }. Let Q = {H 2 ,...,H c } − P. An embedding in Ψ i,P can be obtained in two stages.
First we combine H 1 and all the subembeddings in P into one embedding X. Since for each j = t 1 , ..., t i , each of the f j faces of H j can be adjacent to each of the f 1 faces of H 1 , then we have the number c 1 of different choices in the first stage is (f 1 f t 1 ) ...(f 1 f t i ). Next we combine X and the subembeddings in Q into an embedding Y in Ψ i,P . Since subembeddings in Q are not neighbors of H 1 , then we can treat X as a component with
