Recently, the applications of person re-identification in visual surveillance and human-computer interaction are sharply increasing, which signifies the critical role of such a problem. In this paper, we propose a two-stream convolutional network (ConvNet) based on the competitive similarity aggregation scheme and co-attentive embedding strategy for videobased person re-identification. By dividing the long video sequence into multiple short video snippets, we manage to utilize every snippet's RGB frames, optical flow maps and pose maps to facilitate residual networks, e.g., ResNet, for feature extraction in the two-stream ConvNet. The extracted features are embedded by the co-attentive embedding method, which allows for the reduction of the effects of noisy frames. Finally, we fuse the outputs of both streams as the embedding of a snippet, and apply competitive snippet-similarity aggregation to measure the similarity between two sequences. Our experiments show that the proposed method significantly outperforms current state-of-the-art approaches on multiple datasets.
INTRODUCTION
Person re-identification is a problem of re-matching pedestrians on non-overlapping cameras [1] . It can be applied to video surveillance and has experienced full attention in recent years. It can be regarded as a generic object recognition task. Previous methods in the literature mainly focus on the image-based settings, which compare images of one person with others captured by different cameras [1, 2, 3, 4] .
Video-based person re-identification applications, however, are believed to be more valuable and robust, as video data contains richer information concerning the appearance of pedestrians and conveys action clues that implicitly reflect the layout of the human body as well. Subsequently, some works have been explored to investigate video-to-video matching problems in person re-identification [5, 6, 3, 7] .
Existing video-based person re-identification methods can be classified into two categories: metric learning and video data representation. For methods based on metric learning, the primary goal is to reduce the intra-class variance, such as learning a dictionary to sparsely encode features [8] , learning the top-push distance [9] , and ranking and selecting video segments [6] . As for methods based on video data representation, traditional ones typically incorporate temporal information [10, 11, 12] .
Among those methods, an intuitive way to represent video data is to feed the whole video sequence into the network that outputs an embedding vector. Such kind of representations, however, can preserve neither critical details that facilitate recognition nor temporal information that helps to distinguish similar walking postures, as video sequences can bear considerable visual variations. Though this problem has been extensively explored in the literature, there remain to be several challenges due to the low quality of videos and the similarity of the pedestrian's actions.
In this paper, we propose our method based on a twostream ConvNet (Section 2.2), which divides a video sequence into multiple snippets that are later embedded with co-attentive embedding mechanism (Section 2.3), and measure the similarity between two long sequences with competitive snippet-similarity aggregation scheme (Section 2.1). Figure 1 illustrates the basic idea of out approach.
Our main contributions are summarized as follows. (1) We apply the two-stream ConvNet to person re-identification and incorporate the competitive snippet-similarity aggregation scheme and co-attentive embbedding mechanism. This network architecture reduces the variations in the appearance of the segment similarity measurement and the influence of noise frames, which result in better embedding features for similarity measurement. (2) Apart from the RGB frame and optical flow maps being used in the above methods, we introduce pose maps to this problem as well. This modification can provide additional pedestrian's gait information and a more accurate position of the person, which is more effective in obtaining important features for person recognition. (3) We evaluate our approach on two person re-identification datasets (iLIDS-VID and PRID2011), the experimental results demonstrate that our approach outperforms state-of-theart methods with top-1 accuracy of 88.7 % on the iLIDS-VID dataset and 94.4% on the PRID2011 dataset. 
APPROACH
We consider video-based person re-ID as a ranking problem, as its objective is retrieving sequences of the same person from a gallery set according to a probe person sequence, which is typically solved by sorting the gallery set based on the similarity to the probe sequence and output the most similar one. In this paper, we propose the scaled dot-product attention [14] for video-based person re-ID based on a twostream network architecture [13] . Moreover, according to the method proposed by [7] , we break long sequences into short snippets as to measure the similarity between snippets and later aggregate the top-ranked snippet competitively.
Snippet-similarity Aggregation
Let p and g denote a probe sequence and a gallery sequence, respectively. We consider our goal as to measure the similarity between p and each g in the gallery set and choose the most similar one. Instead of comparing two sequences directly, we measure the similarity between two sequences with a snippet-wise method.
Specifically, we extract N s snippets from each sequence by sampling L from every T frames in the sequence of each snippet. Let S s denote the set of snippets sampled from sequence s with F s frames; we determine the value of N s as follows. If there are sufficient frames, i.e., F s is no less than L, N s is given by Equation 1 with the last several frames discarded. Otherwise, when F s is smaller, there will be only one snippet containing all frames with the last one replicated until the designated snippet length is satisfied.
All snippets sampled from a particular sequence s form a snippet set S s of size N s . We therefore measure the similarity between each pair of snippets (p i , g j ) from two snippet sets, namely S p for the probe sequence and S g for the gallery sequence, which results in a N p × N g score matrix D as described in Equation 2 , where p i and g j are two arbitrary snippets in S p and S g , respectively. Particularly, we define the similarity between two snippets with a CNN-based distance metric d(·). Note that in a distance metric, a lower score indicates a higher similarity.
To resolve the error caused by visual variations, we employ a competitive strategy [7] , which computes an aggregated similarity metricD based on top-k ranked snippetsimilarity scores, and thus defines the ultimate similarity s(p, g) between two sequences p and g as the average of all scores indicated by Equation 3 .
Two-stream Architecture
We assume that a video contains both spatial and temporal information, among which the spatial one indicates visual appearance feature of intra-frames, such as the scene and object depicted in the video; whereas the temporal one conveys the inter-frame feature, such as the motion of objects. Notably, we also assume that pedestrian's gait information could provide rich information that contributes to the problem of videobased person re-identification. Fig. 1 . Our video-based person re-identification system is constructed based on a two-stream ConvNet [13] . The inputs of the first stream, i.e., main stream, are RGB frames and pose maps; as for the second stream, i.e., guide stream, its inputs are pose and optical maps. They are directed into a CNN network, and the subsequent features are processed through the coattentive embedding. Finally, the main stream's embedding vector and the guide stream's extracted feature are combined and subsequently generate the snippet embedding.
As a result, we devise our network architecture accordingly by dividing it into two streams. Both streams are implemented based on the ImageNet pre-trained ResNet-50 model, and the two subsequent features are processed through a coattentive embedding mechanism and combined by late fusion.
We name the two streams as the main stream and guide stream based on their desired responsibilities. The input of the main stream is a channel-wise concatenation of the RGB frame and pose maps, where the former indicates visual information while the latter provides both pedestrian's position and gait information, thus facilitate recognition of the person's area. Whereas in the guide stream, the inputs are the pose and optical flow maps. We then use an attention network, which will be discussed in more details in Section 2.3, to process the outputs of both streams, which lead to a query and a set of key-value pairs, respectively.
The network structure described above is constructed with a co-attentive mechanism, such that both the pose and optical flow maps can perform as weights of the features extracted from the RGB frame, and thus embed a video snippet into a single vector. Furthermore, we combine the outputs of both guide stream and attention network as the embedding vector of a snippet and measure the similarity between two snippets based on the distance of their embedding vectors.
Co-attention Snippet Embedding
To measure the similarity between two snippets, we propose a co-attentive mechanism based on the scaled dot-product attention [14] . In both streams, we employ the visual CNN to extract per-frame features from each of the L frames of snippet s. Denote the feature of all frames as χ L and l-th frames feature vector as χ l .
Since visual features of all frames are contained in the resulting feature χ L , we assume the existance of redundant information in such features. We then propose an attention mechanism to distill the information of the sequential features with the guidance of both pose and optical flow maps. Specifically, we generate a query feature for each snippet and a keyvalue feature for each frame based on the features extracted from both streams, respectively. The ultimate snippet's embedding vector is a weighted summation of the feature of all frames, where the weight is determined by the compatibility of the query features q and key feature K.
We then use a fully connected layer and a BN layer to construct a query and a key projections based on the extracted features, which are also used as the value feature V for each frame. We average the output of query fully connected layer of each frames for each snippet as the query feature q. After that, the dot-product of q and K are computed with softmax non-linearization to generate the attention weights w for each snippet. Finally, we compute the sum of the per-frame value feature weighted by the attention, which results in the embedding feature of snippet s given by F = w · V.
EXPERIMENTS

Datasets and setting
We evaluate our proposed method on two datasets, iLIDS-VID [6] and PRID-2011 [20] . The former contains 600 videos of 300 persons, which have variable lengths from 23 to 193 frames. We randomly split the dataset by half based on the person's identification for the training and testing sets. As for the latter, it includes 749 persons and 400 videos with 5 to 675 frames per video. We then choose 178 persons and divide them into the training and testing set by half like [6] .
We then use the average Cumulative Matching Characteristic (CMC) curve and Mean Average Precision (mAP) as the measurement indicator. The length L of sampled snippets and step size T are designated as 8 and 3, respectively.
Result and anlaysis
We compare our method with most of the existing approaches and present our results in Table 3 . Note that these results are achieved without using any post-processing techniques, such as re-ranking [21] and multi-query [18] .
Compared with state-of-the-art methods As shown in Table 3 , our method is 30%-60% and 38%-54% higher on top-1 accuracy than those based on handcrafted features [8, 6, 15, 9] on the two datasets respectively.
Recently, some methods have applied deep learning frameworks to solve the problem of person re-identification, such as LSTM [16] , pooling [18] , and temporal attention [19] for feature summarization [7] . Some of these method neglect temporal information [17] , while some others embed individual images or the whole sequence into a vector [16, 9, 18, 19] .
Our approach mainly improves the method proposed by [7] , which splits the sequence into video snippets for both training and testing set. In addition, we also employ a twostream ConvNet with co-attention and additional pose information, which makes the embedded snippets more relevant to the probe snippet for similarity measurement. Finally, our experiments demonstrate that we have further improved the performance achieved by [7] .
The influence of the inputs of two-stream ConvNet To demonstrate the impact of different inputs on the accuracy of the two-stream ConvNet, we conduct a series of experiments using different combinations of inputs of the two-steam network in the iLIDS-VID and PRID2011 datasets. Figure  2 (a) and 2(b) illustrate the top-1 accuracy and mAP on both datasets with different combinations of inputs. The result demonstrates that our proposed network is more effective under various inputs. All the top-1 accuracies are above 83% and mAPs are above 88%. Taking RGB frames and pose maps as inputs of the main stream and pose maps and optical flow as inputs of the guide stream can be more effective than others on both iLIDS-VID and PRID2011 datasets. Top-1 Top-5 Top-10 Top-20 Top-1 Top-5 Top-10 Top-20 Karanam et al. [8] 25 We recognize the explanation as that the RGB frames contain spatial information, and pose maps benefit capturing the person's positions and their following combinations, which have the capability of describing more extensive frame information. The human gait information within pose maps also plays an essential role, which means its combination with optical flow maps would contribute to better attention weights.
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Although the above settings, in which the main stream contains RGB frames and pose maps and the guide stream contains both pose and optical flow maps, could obtain satisfied accuracy, we find that removing the pose maps from the guide stream can considerably reduce the cost of time and computation resources while sacrificing acceptable accuracy.
CONCLUTION
In this paper, we propose a two-stream ConvNet with the competitive similarity aggregation scheme and co-attentive embedding mechanism for video-based person re-identification, and take RGB frames, optical flow maps and pose maps as inputs to utilize the rich information that a video contains.
Such architecture not only observes the person's appearance information, spatial and temporal information; but also incorporates pedestrian's gait information. This architecture can reduce intra-frame variations in each sampled snippet, alleviate the impacts of noisy frames, and enforce the compared snippet pairs weighting more on related information for snippet-similarity estimation. We evaluate our approach on two datasets and the experiment results demonstrate that our method outperforms other state-of-the-art techniques.
