Abstract-We consider synthesis of control policies that maximize the probability of satisfying given temporal logic specifications in unknown, stochastic environments. We model the interaction between the system and its environment as a Markov decision process (MDP) with initially unknown transition probabilities. The solution we develop builds on the so-called model-based probably approximately correct Markov decision process (PAC-MDP) methodology. The algorithm attains an ε-approximately optimal policy with probability 1 − δ using samples (i.e. observations), time and space that grow polynomially with the size of the MDP, the size of the automaton expressing the temporal logic specification,
I. INTRODUCTION
Integrating model-based learning into control allows an agent to complete its assigned mission by exploring its unknown environment, using the gained knowledge to gradually approach an (approximately) optimal policy. In this approach, learning and control complement each other. For the controller to be effective, there is a need for correct and sufficient knowledge of the system. Meanwhile, by exercising a control policy, the agent obtains new percepts, which is then used in learning to improve its model of the system. In this paper, we propose a method that extends model-based probably approximately correct Markov decision process (PAC-MDP) reinforcement learning to temporal logic constrained control for unknown, stochastic systems.
A stochastic system with incomplete knowledge can be modeled as an MDP in which the transition probabilities are unknown. Take a robotic motion planning problem as an example. Different terrains where the robot operates affect its dynamics in a way that, for the same action of the robot, the probability distributions over the arrived positions differ depending on the level and coarseness of different grounds. The robot dynamics in an unknown terrain can be modeled as an MDP in which the transition probabilities are unknown. Acquiring such knowledge through observations of robot's movement requires large, possibly infinite number of samples, which is neither realizable nor affordable in practice. Alternatively, with finite amount of samples, we may be able to approximate the actual MDP and reason about the optimality and correctness (w.r.t. the underlying temporal logic specifications) of policies synthesized using this approximation.
The thesis of this paper is to develop an algorithm that computational efficiently updates the controller subject to temporal logic constraints for an unknown MDP. We extend the PAC-MDP method [1, 2] to maximize the probability of satisfying a given temporal logic specification in an MDP with unknown transition probabilities. In the proposed method, the agent maintains a model of the MDP learned from observations (transitions between different states enabled by actions) and when the learning terminates, the learned MDP approximates the true MDP to a specified degree, with a predefined high probability. The algorithm balances exploration and exploitation implicitly: Before the learning stops, either the current policy is approximately optimal, or new information can be invoked by exercising this policy. Finally, at convergence, the policy is ensured to be approximately optimal, and the time, space, and sample complexity of achieving this policy is polynomial in the size of the MDP, in the size of the automaton expressing the temporal logic specification and other quantities that measure the accuracy of, and the confidence in, the learned MDP with respect to the true one.
Existing results in temporal logic constrained verification and control synthesis with unknown systems are mainly in two categories: The first uses statistical model checking and hypothesis testing for Markov chains [3] and MDPs [4] . The second applies inference algorithms to identify the unknown factors and adapt the controller with the inferred model (a probabilistic automaton, or a two-player deterministic game) of the system and its environment [5, 6] . Statistical model checking for MDPs [4] relies on sampling of the trajectories of Markov chains induced from the underlying MDP and policies to verify whether the probability of satisfying a bounded linear temporal logic constraint is greater than some quantity for all admissible policies. It is restricted to bounded linear temporal logic properties in order to make the sampling and checking for paths computationally feasible. For linear temporal logic specifications in general, computationally efficient algorithm has not been developed. Reference [7] algorithms for deterministic probabilistic finite-state automata to identify a subclass of MDPs, namely, deterministic MDPs. Yet, this method requires the data (the state-action sequences in the MDPs) to be independent and identically distributed. Such an assumption cannot hold in the paradigm where learning (exploration) and policy update (exploitation) are carried out in parallel and at run time, simply because that the controller/policy introduces sampling bias for observations of the system. Reference [5] applies stochastic automata learning combined with probabilistic model checking for stochastic systems. However, it requires an infinite amount of experiences for the model to be identified and the policy to be optimal, and may not be affordable in practice.
We show that the extension of the PAC-MDP method to control synthesis subject to temporal logic constraints shares many attractive features with the original method: First, it applies to linear temporal logic specifications and guarantees efficient convergence to an approximately optimal policy within a finite time horizon and the number of policy updates is determined by the size of underlying MDP, independent from the specification. Second, it balances the exploration (for improving the knowledge of the model) and exploitation (for maximizing the probability of satisfying the specification) and does not require the samples to be independent and identically distributed.
II. PRELIMINARIES Definition 1. A labeled MDP is a tuple M = Q, Σ, q 0 , P, AP, L where Q and Σ are finite state and action sets. q 0 ∈ Q is the initial state. The transition probability function P : Q × Σ × Q → [0, 1] is defined such that q ∈Q P (q, σ, q ) ∈ {0, 1} for any state q ∈ Q and any action σ ∈ Σ. AP is a finite set of atomic propositions and L : Q → 2 AP is a labeling function which assigns to each state q ∈ Q a set of atomic propositions L(q) ⊆ AP that are valid at the state q. L can be extended to state sequences in the usual way, i.e., L(
The structure of the labeled MDP M is the underlying graph Q, Σ, E where E ⊆ Q × Σ × Q is the set of labeled edges. (q, σ, q ) ∈ E if and only if P (q, σ, q ) = 0. We say action σ is enabled at q if and only if there exists q ∈ Q, (q, σ, q ) ∈ E. A deterministic policy f : Q * → Σ is such that given ρ = q 0 . . . q n , f (ρ) = σ only if σ is enabled at q n .
A. A specification language
We consider to use linear temporal logic formula (LTL) to specify a set of desired system properties such as safety, liveness, persistence and stability. A formula in LTL is built from a finite set of atomic propositions AP, true, false and the Boolean and temporal connectives ∧, ∨, ¬, ⇒, ⇔ and (always), U (until), ♦ (eventually), (next). Given a LTL formula ϕ as the system specification, one can always represent it by a deterministic Rabin automaton (DRA) A ϕ = S, 2 AP , T s , I s , Acc where S is a finite state set, 2 AP is the alphabet, I s ∈ S is the initial state, and T s : S × 2 AP → S the transition function. The acceptance condition Acc is a set 
is the set of states that appear infinitely often in ρ.
Given an MDP and a LTL specification ϕ, we aims to maximize the probability of satisfying ϕ from a given state. Such an objective is quantitative [8] .
B. Policy synthesis in a known MDP
We now present a standard quantitative synthesis method in a known MDP with LTL specifications, following from [9, 8] .
with components defined as follows: V = Q × S is the set of states. Σ is the set of actions. The initial state is v 0 = (q 0 , s 0 ) where
A memoryless, deterministic policy for a product MDP M = V, Σ, ∆, v 0 , Acc is a function f : V → Σ. A memoryless policy f in M is in fact a finite-memory policy f in the underlying MDP M . Given a state (q, s) ∈ V , we can consider s to be a memory state, and define f (ρ) = f ((q, s)) where the run ρ = q 0 q 1 . . . q n satisfies q n = q and T s (I s , L(ρ)) = s.
For the types of MDPs, which are one-player stochastic games, memoryless, deterministic policies in the product MDP are sufficient to achieve the quantitative temporal logic objectives [10] . In this work, by policy, we refer to memoryless, deterministic policy. In Section VI, we briefly discuss the extension of PAC-MDP method to two-player stochastic games.
Definition 3 (Markov chain induced by a policy). Given an MDP
A path in a Markov chain is a (finite or infinite) sequence of states x ∈ V * (or V ω ). Given a Markov chain M f , starting from the initial state v 0 , the state visited at the step t is a random variable X t . The probability of reaching state v from state v in one step, denoted Pr(
. This is extended to a unique measure Pr over a set of (infinite) paths of
The following notations are used in the rest of the paper:
) be the probability of that a path starts from state v and hits the set X for the first time within i steps (resp. at the exact i-th step). By definition,
, which is the probability of a path that starts from state v and enters the set X eventually. When multiple Markov chains are involved, we write h M f and Pr M f to distinguish the hitting probability h and the probability measure Pr in M f .
Definition 4. The end component for the product MDP M denotes a pair (W, f ) where W ⊆ V is non-empty and f : W → Σ is defined such that for any v ∈ W ,
Let the set of AECs in M be denoted AEC(M) and let the set of accepting end states be C = {v | ∃(W, f ) ∈ AEC(M), v ∈ W }. Due to the property of AECs, once we enter some state v ∈ C, we can find an AEC (W, f ) such that v ∈ W , and initiate the policy f such that for some i ∈ {1, . . . , m}, all states inĴ i will be visited only finite number of times and some state inK i will be visited infinitely often. Given the structure of M, the set AEC(M) can be computed by algorithms in [11, 12] . Therefore, given the system MDP M and its specification automaton A ϕ , to maximize the probability of satisfying the specification, we want to synthesize a policy f that maximizes the probability of hitting the set of accepting end states C, and after hitting the set, a policy in the accepting end component will be followed.
C. Problem statement
The synthesis method in Section II produces the optimal policy for quantitative temporal logic objectives only if the MDP model is known. However, in practice, such a knowledge of the underlying MDP may not be available. One example can be the robotic motion planning in an unknown terrain.
Model-based reinforcement learning approach suggests the system learns a model of the true MDP on the run, and uses the knowledge to iteratively updates the synthesized policy. Moreover, the learning and policy update shall be efficient and eventually the policy converges to one which meets a certain criterion of success. Tasked with maximizing the probability of satisfying the specification, we define, for a given policy, the state value in the product MDP is the probability satisfying the specification from that state onwards and the optimal policy is the one that maximizes the state value for each individual state in the product MDP. The probability of satisfying a LTL specification is indeed the probability of entering the set of accepting end states in the product MDP (see Section II). We introduce the following definition.
Definition 5. Let M be the product MDP, AEC(M) be the set of accepting end components, and f be a policy in M. For each state v ∈ V , given a finite horizon T ∈ N, the T -step state value is U
, where C is the set of accepting end states obtained from AEC(M). The optimal T -step state value is U *
The definition of state-value (resp. T -step state value) above can also be understood as the following: For a transition from state v to v , the reward is 0 if neither v or v is in C or if v ∈ C and v ∈ C; the reward is 1 if v / ∈ C and v ∈ C and prior to visiting v, no state in C has been visited. Given a state v, its state value (resp. T -step state value) for a given policy is the expectation on the eventually (resp. T steps) accumulated reward from v under the policy.
We can now state the main problem of the paper.
Problem 1.
Given an MDP M = Q, Σ, q 0 , P, AP, L with unknown transition probability function P , and a LTL specification automaton A ϕ = S, 2 AP , T s , I s , Acc , design an algorithm which with probability at least 1 − δ, outputs a policy f : Q×S → Σ such that for any state (q, s), the T -step state value of policy f is ε-close to the optimal state value in M, and the sample, space and time complexity required for this algorithm is less than some polynomial in the relevant quantities (|Q| , |S| , |Σ| ,
III. MAIN RESULT

A. Overview
First we provide an overview of our solution to Problem 1. Assume that the system has full observations over the state and action spaces, in the underlying MDP M , the set of states are partitioned into known and unknown states (see Definition 8) . Informally, a state becomes known if it has been visited sufficiently many times, which is determined by some confidence level 1 − δ and a parameter , the number of states and the number of actions in M , and a finite-time horizon T .
Since the true MDP is unknown, we maintain and update a learned MDP M , consequently M. Based on the partition of known and unknown states, and the estimations of transition probabilities for the set of known states H ⊆ Q, we consider that the set of statesĤ = H ×S in M is known and construct a sub-MDP MĤ of M that only includes the set of known statesĤ, with an additional sink (or absorbing) state that groups together the set of unknown states V \Ĥ. A policy is computed in order to maximize the probability of hitting some target set in MĤ within a finite-time horizon T . We show that by following this policy, in T steps, either there is a high probability of hitting a state in the accepting end states of M, or some unknown state will be explored, which at some point will make an unknown state to be known.
Once all states become known, the structure of M must have been identified and the set of accepting end components in the learned product MDP M is exactly these in the true product MDP M. As a result, with probability at least 1 − δ, the policy obtained in M is near optimal. Informally, a policy f is near optimal, if, from any initial state, the probability of satisfying the specification with f in T steps is no less than Fig. 1 . Example of an MDP with states Q = {q i , i = 0, . . . , 7}, actions Σ = {α, β}, and transition probability function P as indicated. the probability of eventually satisfying the specification with the optimal policy, minus a small quantity.
Example: Consider the MDP taken from [9, p.855], as a running example. The objective is to always eventually visiting the state q 3 . That is, ϕ = ♦q 3 . In [9] , the MDP is fully known and the algorithm for computing the optimal policy is given. As the MDP has already encoded the information of the specification, the atomic propositions are omitted and we can use the MDP M as the product MDP M with acceptance condition {(∅, {q 3 })} and the accepting end component is ({q 3 }, f (q 3 ) = α). For this known MDP, with respect to the specification ♦q 3 , the optimal policy f * and the probability of satisfying the specification under f * is obtained in Table I . 
B. Maximum likelihood estimation of transition probabilities
For the MDP M , we assume that for each state-action pair, the probability distribution Dist(q, a) : Q → [0, 1], defined by Dist(q, a)(q ) = P (q, a, q ), is an independent Dirichlet distribution (follows the assumptions in [13, 14, 15] ). For each (q, a) ∈ Q × Σ, we associate it at time t for some t ≥ 0 with a positive integer vector θ t q,a , where θ t q,a (q ) is the number of observations of transition (q, a, q ). The agent's belief for the transition probabilities at time t is denoted as θ t where θ t = {θ t q,a , (q, a) ∈ Q×Σ}. Given a transition (q 1 , σ, q 2 ), the belief is updated by θ At time t, with θ t q,σ (q ) large enough, the maximum likelihood estimator [16] of the transition probability P (q, σ, q ) is a random variable of normal distribution with mean and variance, respectively,
.
C. Approximating the underlying MDP
We extend the definition of α-approximation in MDPs [1] , to labeled MDPs. Definition 6. Let M and M be two labeled MDPs over the same state and action spaces and let 0 < α < 1. M is an α-approximation of M if M and M share the same labeling function and the same structure, and for any state q 1 and q 2 , and any action a ∈ Σ, it holds that P (q 1 , a, q 2 ) − P (q 1 , a, q 2 ) ≤ α.
By construction of the product MDP, it is easy to prove that if M α-approximates M , then M = M A ϕ is an α-approximation of M = M A ϕ . In the following, we denote the true MDP (and its product MDP) by M (and M), the learned MDP (and the learned product MDP) by M (and M).
In Problem 1, since the true MDP is unknown, at each time instance, we can only compute a policy f using our hypothesis for the true model. Thus, we need a method for evaluating the performance of the synthesized policy. For this purpose, based on the simulation lemma in [2, 1] , the following lemma is derived. It provides a way of estimating the T -step state values under the synthesized policy in the unknown MDP M, using the MDP learned from observations and the approximation error between the true MDP and our hypothesis.
Lemma 1. Given two MDPs
where N is the number of states in M (and M ), T is a finite time horizon, and 0 < < 1, then for any specification automaton A ϕ = S, 2 AP , T s , I s , Acc , for any state v in the
The proof is given in Appendix. It worths mentioning that though the confidence level 1−δ is achieved for the estimation of each transition probability, the confidence level on the
T . The reader is referred to the proof for more details. Lemma 1 is important in two aspects. First, for any policy, it allows to estimate the ranges of T -step state values in the true MDP using its approximation. We will show in Section III-D that the learned MDP approximates the true MDP for some 0 < α < 1. Second, it shows that for a given finite time horizon T , the size of the specification automaton will not influence the accuracy requirement on the learned MDP for achieving an -close T -step state value for any policy and any initial state. Therefore, even if the size of the specification automaton is exponential in the size of the temporal logic specification, this exponential blow-up will not lead to any exponential increase of the required number of samples for achieving a desired approximation through learning. Yet, the specification influences the choice of T potentially. In the following we will discuss how to choose such a finite time horizon T and the potential influence.
Lemma 2. Let M be an N T -approximation of M . For any specification automaton A ϕ , suppose f : V → Σ and g :
, which can be derived from Lemma 1.
The finite time horizon T is chosen in a way that for the optimal policy f , the state-value U f M (v, T ) has to be sufficiently close to the probability of satisfying the specification eventually (an infinite horizon), that is, U f M (v). Definition 7 ( -state value mixing time). Given the product MDP M and a policy f , let d
, and the -state value mixing time is defined by t
Thus, given some 0 < < 1, we can use an (estimated) upper bound of the -state value mixing time t f mix ( ) for the optimal policy f as the finit time horizon T .
D. Exploration and exploitation
In this section, we use an exploration-exploitation strategy similar to that of the R-max algorithm [2] , in which the choice between exploration and exploitation is made implicit. The basic idea is that the system always exercises a T -step optimal policy in some MDP constructed from its current knowledge (exploitation). Here T is chosen to be -state value mixing time of the optimal policy. It is guaranteed that if there exists any state for which the system does not know enough due to insufficient observations, the probability of hitting this unknown state is non-zero within T steps, which encourages the agent to explore the unknown states. Once all states are known, it is ensured that the structure of the underlying MDP has been identified. Then, based on Lemma 1 and 2, the Tstep optimal policy synthesized with our hypothesis performs nearly as optimal as the true optimal policy.
We now formally introduce the notions of known states and known MDP following [1] .
Definition 8 (Known states). Let M be an MDP and A ϕ be the specification automaton. Let q be a state of M and σ ∈ Σ be an action enabled from q. Let T be the -statevalue mixing time of the optimal policy in M = M A ϕ . A probabilistic transition (q, σ, q ) is known if with probability at least 1 − δ, we have for any q ∈ Q, Var · k ≤ N T , where k is the critical value for the 1 − δ confidence interval, Var is the variance of the maximum likelihood estimator for the transition probability P (q, σ, q ), N is the number of states in M . A state q is known if and only if for any action σ enabled from q, and for any state q that can be reached by action σ, the probabilistic transition (q, σ, q ) is known. Definition 9. Given H ⊆ Q the set of known states in an MDP M , letĤ × S ⊆ V be the set of known states in the product MDP M. The known product MDP is MĤ = Ĥ ∪ {sink}, Σ, ∆Ĥ , v 0 , AccĤ whereĤ ∪ {sink} is the set Fig. 2 . Two known product MDPs constructed from the example MDP (the same as the product MDP) with the sets of known states ∅ and {q 2 , q 3 , q 5 , q 6 } respectively.
of states and sink is the absorbing/sink state. ∆Ĥ is the transition probability function and is defined as follows:
Intuitively, by including (∅, {sink}) in AccĤ , we encourage the exploration of unknown states aggregated in sink.
Example (cont.): In the example MDP, we treat M as the product MDP M. Initially, all states in MDP (Fig. 1) are unknown, and thus the known product MDP has only state sink, see Fig. ? ?. Figure ? ? shows the known product MDP M H where H = {q 2 , q 3 , q 5 , q 6 }.
The following lemma shows that the optimal T -step policy in MĤ either will be near optimal in the product MDP M, or will allow a rapid exploration of an unknown state in M .
Lemma 3. Given a product MDP M and a set of known statesĤ ⊂ V , for any v ∈Ĥ, for 0 < α < 1, let f be the optimal T -step policy in MĤ . Then, one of the following two statements holds:
An unknown state which is not in the accepting end state set C will be visited in the course of running f for T steps with a probability at least α.
wise, f witnesses the claim). First, we show for any policy g : V → Σ, for any v ∈Ĥ, it holds that
To prove this, for notation simplicity, let Pr = Pr M g be the probability measure over the paths in M g and Pr = Pr M ĝ H be the probability measure over the paths in M gĤ .
Let X ⊆ V * be a set of paths in M g such that each x ∈ X, with |x| ≤ T , starts in v, ends in C and has every state inĤ; Y ⊆ V * be the set of paths in M g such that each y ∈ Y , with |y| ≤ T , starts in v, ends in C and has at least one state not inĤ; and Y be the set of paths y in M gĤ which starts in v, ends with sink and has length |y| ≤ T . We can write
Pr(y), and
Since the transition probabilities in M and MĤ are same for the set of known states, and X is the set of paths which only visit known states, we infer that x∈X Pr(x) = x∈X Pr (x). Moreover, since y ∈ Y contains an unknown state, it leads to sink in MĤ , and thus is in Y . We infer that Y ⊆ Y , y∈Y Pr(y) ≤ y∈Y Pr (y) and thus
Next, let f be the optimal T -step policy in MĤ and be the optimal T -step policy in M. From Eq. (1), we obtain an inequality:
By the T -step optimality of f in MĤ and in M, it also holds that U 1 δ . In problem 1, we aim to obtain a policy f which is ε-optimal in M. This can be achieved by setting = ε 3 (see Theorem 1). In Algorithm 1, policy is updated at most |Q| times as there is no need to update it if a new observation does not cause an unknown state to become known. Given the fact that for LTL specifications, the time and space complexity of synthesis is polynomial in the size of the product MDP, Algorithm 1 is a provably efficient algorithm for learning and policy update.
Similar to [1, 2] , the input T can be eliminated by either estimating an upper bound for T or starting with T = 1 and iteratively increase T by 1. The reader can refer to [1, 2] for more detailed discussion on the elimination technique. During learning, it is possible that for state q ∈ Q and for action a ∈ Σ, we estimate that P (q, a, q) = 1. Then either in the true MDP, P (q, a, q) = 1, or, P (q, a, q) < 1 yet we have not observed a transition (q, a, q ) for any q = q. In this case, with some probability p, we restart with a random initial state of MDP. With probability 1 − p, we keep exploring state q. The probability p is a tuning parameter in Algorithm 1.
V. EXAMPLES
We apply Algorithm 1 to the running example MDP (Fig. 1) and a robotic motion planning problem in an unknown terrain. The implementations are in Python on a desktop with Intel(R) Core(TM) processor and 16 GB of memory.
A. The running example
We consider different assignments for ε and 95% of confidence level, i.e., δ = 0.05, and T = 15 as the (estimated upper bound of) ε 3 -state value mixing time of the optimal policy, for all assignments of ε. A step means that the system takes an action and arrives at a new state. A 10 × 10 gridworld, where the disk represents the robot, the cells R 1 , R 2 , and R 3 are the interested regions, the crossed cells are the obstacles, labeled with R 4 , the cells on the edges are walls, and we assume that if the robot hits the wall, it will be bounced back to the previous cell. Different grey scales represents different terrains: From the darkest to the lightest, these are "grass," " pavement," "sand" and "gravel." Right: The transitions of the robot, in which the center cell is the current location of the robot. (c) The state value U f t M ((q 0 , s 0 )) v.s. step t, where q 0 ∈ {1, 2, 3, 4} is the initial cell and s 0 = Ts(Is, L(q 0 )), under = 0.01, δ = 0.05 and T = 50. The markers represents the steps when the policy is recomputed.
