Abstract. The main aim of this article is to establish an Lp-theory for elliptic operators on manifolds with singularities. The particular class of differential operators discussed herein may exhibit degenerate or singular behavior near the singular ends of the manifolds. Such a theory is of importance for the study of elliptic and parabolic equations on non-compact, or even incomplete manifolds, with or without boundary.
Introduction
In this article, we study second order differential operators in an L p -framework defined on manifolds with singularities. The particular class of manifolds considered here is called singular manifolds. Roughly speaking, a manifold (M, g) is singular if it is conformal to a manifold (M, g/ρ 2 ) whose local patches are of comparable sizes, and all transit maps and curvatures are uniformly bounded. The conformal factor ρ is called a singularity function for (M, g). In [13] , it is shown that the class of all such (M, g/ρ 2 ) coincides with the family of complete manifolds with bounded geometry if we restrict ourselves to manifolds without boundary. The concept of singular manifolds used in this paper is first introduced by H. Amann in [2] .
The approach in this article is based on the traditional strategy of associating differential operators with densely defined, closed and sectorial forms. This method, being utilized by many authors, has displayed its power in establishing L p -semigroup theory for second order differential operators on domains in R N . See, for example, [6, 7, 12, 31, 32, 33] and the references therein. To clarify the role of the differential operators in this article, we look at
for any cotangent field ξ. Here g * is the cotangent metric induced by g, a is a symmetric (1, 1)-tensor field on (M, g), and the operation [u → a · ∇u] denotes center contraction. See Section 3 for the precise definition. The L p theory of uniformly strongly ρ-elliptic operators has been established by H. Amann in [4] .
In contrast, in this paper we will focus on the operator A . An easy computation shows that the principal symbol of A satisfieŝ σA (x, ξ) ∼ ρ 2−λ |ξ| 2 g * . Therefore, A can exhibit both degenerate and singular behaviors near the singular ends. However, in comparison to A, the choice of ρ and λ in (1.1) reveals that the ellipticity constants of the localizations for the operator A in local coordinates blow up while approaching the singular ends of the manifold (M, g). The speed of the blowing-up for the ellipticity constant is characterized by the power λ. For this reason, we will call such A a (ρ, λ)-singular elliptic operator. The precise definition of (ρ, λ)-singular ellipticity can be found in Section 3. To illustrate the behavior of the operator A , we consider the Euclidean space R N as a singular manifold with ∞ as a singular end, and take A to be the Laplacian in (1.1). Then the operator A , in some sense, looks like one with unbounded coefficients at infinity on R N .
To the best of the author's knowledge, there are only very few papers on the generation of analytic semigroups for differential operators with unbounded diffusion coefficients in R N or in an exterior domain with regular boundary, among them [17, 20, 22, 30, 31] . In all these articles, the drift coefficients have to be controlled by the diffusion and potential terms. In [31] , the authors use a form operator method to prove a semigroup result for operators with unbounded coefficients in a weighted Sobolev space. The drawback of the method used in [31] is reflected by the difficulty to precisely determine the domains of the differential operators. This is, in fact, one of the most challenging tasks in the form operator approach. One of the most important features of this article is that with the assistance of the theory for function spaces and differential operators on singular manifolds established in [2, 3, 4] , we can find a precise characterization for the domains of the second order (ρ, λ)-singular elliptic operators.
A conventional method to render the associated sesquilinear form of an elliptic operator A densely defined, closed and sectorial is to perturb A by a spectral parameter ω > 0. See [31, 33] for instance. Then A generates a quasi-contractive semigroup. However, for a (ρ, λ)-singular elliptic operator, e.g., the operator A in (1.1), because of the existence of the multiplier ρ −λ , we need to perturb A by a weight function of the form ωρ −λ . This feature arising from our approach creates an essential difficulty for parabolic theory of differential equation on manifolds with singularities. We take conical manifolds as an example. Given a compact closed manifold B, the Laplacian on the conical manifold ([0, 1) × B)/({0} × B) reads as t −2 ((t∂ t ) 2 + ∆ B ).
In order to prove that this operator generates a contractive semigroup, we need to perturb it not by a constant ω, but actually by a weight function ωt −2 . The commutator of weight functions and differential operators is usually not a perturbation in the sense of [19, 36] . Thus the extra term ωt −2 , in general, cannot be removed by a "soft" method, like the perturbation theory of semigroups. In some cases, e.g., the Laplacian operator, we find it more practical to put a control on the diffusion or drift term. This is a quite natural condition which has been used in [17, 20, 22, 30, 31] . In all these articles, the growth of the drift coefficients have to be controlled by the diffusion and potential terms.
In Section 5, we are able to remove the compensation condition ωρ −λ for a class of singular manifolds called singular manifolds with H λ -ends. To the best of the author's knowledge, this concept is introduced here for the first time. To illustrate how to construct such manifolds, we look at the following example of manifolds with "holes". First, we start with an m-dimensional complete closed manifold (M , g) with bounded geometry. Then we remove finitely many Σ j ⊂ M . Each Σ j is an m-dimensional compact manifold with boundary. Let
Since the boundary ∂Σ j is not contained in M, the manifold (M, g) is incomplete. The resulting manifold with "holes" is a singular manifold with H λ -ends.
To illustrate the work in this paper, we consider the Laplace-Beltrami operator
on a manifold with "holes", which we denote by (M, g). We want to point out that −∆ g is indeed of the same type as A in (1.1). Instead, taking ρ := dist(·, ∂Σ j ), near Σ j ; ρ ∼ 1 elsewhere, the operator −ρ 2 ∆ g is uniformly strongly ρ-elliptic. Here ∼ denotes Lipschitz equivalence. In Section 5.3, we prove that ∆ g generates a strongly continuous analytic semigroup on L (M) are some weighted Sobolev spaces whose definition will be given in Section 2.2. More general results for second order differential operators will be stated in Section 5.3 below.
The study of differential operators on manifolds with singularities is motivated by a variety of applications from applied mathematics, geometry and topology. All of it is related to the seminal paper by V.A. Kondrat'ev [24] . There is a tremendous amount of literature on pseudo-differential calculus of differential operators of Fuchs type, which have been introduced independently by R.B. Melrose [28, 29] and B.-W. Schulze [27, 37, 38, 39] . One branch of these lines of research is connected with the so-called b-calculus and its generalizations on manifolds with cylindrical ends. See [28, 29] . Many authors have been very active in this direction. Research along another line, known as conical differential operators, has also been known for a long time. Operators in this line of research are modelled on conical manifolds. The investigation of conical singularities was initiated by J. Cheeger in [8, 9, 10] , and then continued by many other authors. A comparison between the b-calculus and the cone algebra can be found in [25] . However, for higher order singularities, the corresponding algebra becomes far from being elementary, although many ideas and structures can be extracted, e.g., from the calculus of boundary value problems, c.f., [26, 37, 39] . In Section 5.2, we will show that it is possible to create singular manifolds with H λ -ends with singularities of arbitrarily high dimension. The amount of research on pseudo-differential calculus of differential operators of Fuchs type is enormous, and thus it is literally impossible to list all the work. This paper is organized as follows.
In the next section, we present some preliminary material, including the definitions and fundamental properties of the function spaces used in this article, and a divergence theorem for tensor bundles.
Section 3 provides the theoretical basis for this paper, wherein we prove the generation of analytic L p -semigroups by second order differential operators in divergence form on singular manifolds. To prove that a differential operator A generates a contractive strongly continuous analytic semigroup, as we mentioned earlier, it is usually necessary to perturb A by a weight function of the form ωρ −λ , which is equivalent to requiring A to possess a large positive potential term. A precise bound on this compensation condition can be formulated for L 2 -theory, or general L p -theory for scalar functions. It is shown in Section 5 that, for singular manifolds with H λ -ends, the aforementioned largeness condition for the potential term of A , or equivalently the perturbation ωρ −λ , can be removed.
In Section 4, we follow the techniques and constructions from [5] to introduce two important classes of singular manifolds, that is, manifolds with singularities of wedge type and manifolds with holes. Typical examples of manifolds of wedge type are conical manifolds and edge manifolds. As mentioned in Remark 5.13 below, the concept of manifolds with holes can be generalized to manifolds constructed by removing finitely many compact closed submanifolds from a complete manifold.
In Section 5, we first demonstrate a technique to remove the compensation condition on the potential terms formulated in Section 3 for second order differential operators defined on singular manifolds with so called property H λ , which means that there exists some function h ∈ C 2 (M) on (M, g) with singularity function ρ satisfying In the last section, several applications of the L p -theory established in Section 5 are given. First, we apply the theory established in Section 5 to the heat equation on singular manifolds with H λ -ends to establish an existence and uniqueness result in an L p -framework. The second example concerns parabolic equations with lower order degeneracy or boundary singularity on domains with compact boundary. The order of the degeneracy or singularity is measured by the rate of decay or blow-up in the ellipticity constant while approaching the boundary. This example generalizes the results in [18, 40, 42] . In the third example, we discuss a generalization of the parabolic Heston equation. One feature of the equations considered in the second and third examples is the anisotropic degeneracy of the higher order and lower order terms. For instance, while the leading term is degenerate towards the boundary, the lower order terms are allowed to exhibit boundary singularities.
Assumptions on manifolds:
Following H. Amann in [2, 3] , let (M, g) be a C ∞ -Riemannian manifold of dimension m with or without boundary endowed with g as its Riemannian metric such that its underlying topological space is separable. An atlas A := (O κ , ϕ κ ) κ∈K for M is said to be normalized if
where H m is the closed half spaceR + × R m−1 and Q m is the unit cube at the origin in R m . We put Q κ . The atlas A is said to have finite multiplicity if there exists K ∈ N such that any intersection of more than K coordinate patches is empty. Put
The finite multiplicity of A and the separability of M imply that A is countable. An atlas A is said to fulfil the uniformly shrinkable condition, if it is normalized and there exists r ∈ (0, 1) such that {ψ κ (rQ m κ ) : κ ∈ K} is a cover for M. Following H. Amann [2, 3] , we say that (M, g) is a uniformly regular Riemannian manifold if it admits an atlas A such that (R1) A is uniformly shrinkable and has finite multiplicity. If M is oriented, then A is orientation preserving.
Here g m denotes the Euclidean metric on R m and ψ * κ g denotes the pull-back metric of g by ψ κ .
Here u k,∞ := max |α|≤k ∂ α u ∞ , and it is understood that a constant c(k), like in (R2), depends only on k. An atlas A satisfying (R1) and (R2) is called a uniformly regular atlas. (R3) reads as
In [13] , it is shown that the class of uniformly regular Riemannian manifolds coincides with the family of complete Riemannian manifolds with bounded geometry, when ∂M = ∅.
) is a uniformly regular Riemannian manifold.
(S2) A is a uniformly regular atlas.
Two singularity data (ρ, K) and (ρ,K) are equivalent, if
We write the equivalence relationship as (ρ, K) ∼ (ρ,K). (S1) and (E1) imply that
A singularity structure, S(M), for M is a maximal family of equivalent singularity data. A singularity function for S(M) is a function ρ ∈ C ∞ (M, (0, ∞)) such that there exists an atlas A with (ρ, A) ∈ S(M). The set of all singularity function for S(M) is the singular type, T(M), for S(M). By a singular manifold we mean a Riemannian manifold M endowed with a singularity structure S(M). Then M is said to be singular of type T(M). If ρ ∈ T(M), then it is convenient to set [[ρ] ] := T(M) and to say that (M, g; ρ) is a singular manifold. A singular manifold is a uniformly regular Riemannian manifold iff ρ ∼ 1 M .
We refer to [4, 5] for examples of uniformly regular Riemannian manifolds and singular manifolds.
A singular manifold M with an uniformly regular atlas A admits a localization system subordinate to A, by which we mean a family (π κ ) κ∈K satisfying:
κ∈K is a partition of unity subordinate to A.
The reader may refer to [2, Lemma 3.2] for a proof.
Lastly, for each k ∈ N, the concept of C k -uniformly regular Riemannian manifold is defined by modifying (R2), (R4) and (L1), (L2) in an obvious way. Similarly, C k -singular manifolds are defined by replacing the smoothness of ρ by ρ ∈ C k (M, (0, ∞)) and altering (S1)-(S3) accordingly.
Notations: Given any topological set U ,Ů denotes the interior of U . If U consists of only one point, we setŮ := U .
For any two Banach spaces X, Y , X . = Y means that they are equal in the sense of equivalent norms. The notation Lis(X, Y ) stands for the set of all bounded linear isomorphisms from X to Y .
Given any Banach space X and manifold M , let · ∞ , · s,∞ , · p and · s,p denote the usual norm of the Banach spaces
Preliminaries
In this Section, we follow the work of H. Amann in [2] and [3] to introduce some concepts and properties of weighted function spaces on singular manifolds. Let A be a countable index set. Suppose E α is for each α ∈ A a locally convex space. We endow α E α with the product topology, that is, the coarsest topology for which all projections pr β : α E α → E β , (e α ) α → e β are continuous. By α E α we mean the vector subspace of α E α consisting of all finitely supported elements, equipped with the inductive limit topology, that is, the finest locally convex topology for which all injections E β → α E α are continuous. For abbreviation, we set J σ := {1, 2, . . . , m} σ , and J τ is defined alike. Given local
with respect to these coordinates is given by
with coefficients a
is the extension of the fiber-wise defined duality pairing on M, cf. [2, Section 3] . Then the covariant (Levi-Civita) derivative is the linear map
by letting ∇ 0 a := a and ∇ k+1 a := ∇ • ∇ k a. We can also extend the Riemannian metric (·|·) g from the tangent bundle to any (σ, τ )-tensor bundle
in every coordinate with (i), (ĩ) ∈ J σ , (j), (j) ∈ J τ and
In addition,
is called the (vector bundle) norm induced by g. We assume that V is a C-valued tensor bundle on M and E is a C-valued vector space, i.e.,
for some σ, τ ∈ N 0 . Here (a|b) :=trace(b * a) with b * being the conjugate matrix of b. By setting N = m σ+τ , we can identify
Recall that for any a ∈ V
We have |a
Then it induces a conjugate linear bijection
Throughout the rest of this paper, unless stated otherwise, we always assume that
is a singular manifold.
• ρ ∈ T(M), s ≥ 0, 1 < p < ∞ and ϑ ∈ R.
• (π κ , ζ κ ) κ∈K is a localization system subordinate to A.
•
In [2, Lemma 3.1], it is shown that M satisfies the following properties:
κ g m , where g * is the induced contravariant metric.
endowed with the Euclidean metric g m .
Given a ∈ Γ(M, V ) with local representation (2.1) we define ψ * κ a ∈ E by means of ψ * κ a = [a 
, and
Here and in the following it is understood that a partially defined and compactly supported tensor field is automatically extended over the whole base manifold by identifying it to be zero outside its original domain. We define
In the rest of this subsection we suppose that k ∈ N 0 . Then the weighted Sobolev space W
with equal norms. In particular, we can defined the weighted spaces L ϑ q (M, V ) for q ∈ {1, ∞} in a similar manner. Analogously, the weighted Besov spaces are defined for k ∈ N by
where u k,∞;ϑ := max 0≤i≤k ρ ϑ+i+τ −σ |∇ i u| g ∞ . We also set
The weighted Sobolev-Slobodeckii spaces are defined as Whenever ∂M = ∅, we denote byF
In the special case that (M, g) is uniformly regular, since ρ ∼ 1 M , the definition of any weighted spaces F s,ϑ (M, V ) is actually independent of the weight ϑ. In this case, all spaces are indeed unweighted. We thus denote these spaces simply by
In the following context, assume that E κ is a sequence of Banach spaces for κ ∈ K.
Proof. See [2, Theorems 6.1, 6.3, 7.1, 11.1].
we mean a smooth bounded section m of Hom(
Its point-wise extension from Γ(M,
We still denote it by m. We can also formulate the following point-wise multiplier theorem for function spaces over singular manifolds.
Suppose that m : V 1 × V 2 → V 3 is a bundle multiplication, and
] is a bilinear and continuous map for k ∈ N 0 and s ≤ k
Proof. This follows from [3, Theorem 13.5].
Proof. When F ∈ {BC, W p }, the case s ∈ N 0 is immediate from the definition of the weighted function spaces. The non-integer case follows from [3, Theorem 16.1]. When F =W p , the assertion is an immediate consequence of its definition and a density argument. Indeed, for any u ∈W
Proof. The case F = BC was shown in [40, Proposition 2.6]. The proof for F = W p follows in a similar manner. The remaining case, i.e., F =W p , is a direct consequence of its definition and a density argument as in the previous proposition.
Proof. We only prove the second assertion. The first one follow in an analogous manner. For any X ∈ T M,
The third equality follows from the metric preservation of the Levi-Civita connection. This implies
By induction, we have
Then the statement for the case s ∈ N 0 is an immediate consequence of the definitions of the corresponding function spaces, and the non-integer case follows by interpolation theory and Definition (2.4).
We denote by C 
in every local chart. Recall that the surface divergence of tensor fields with respect to the metric g is the map
Suppose that ∂M = ∅. Since T (∂M) is a subbundle of codimension 1 of the vector bundle (T M) ∂M over ∂M, there exists a unique vector field n in (T M) ∂M of length 1 orthogonal to T (∂M), and inward pointing. In every local coordinates,
τ +τ1 and b ∈ V ′ , the complete contraction (on the right) is defined by
, in local coordinates. The complete contraction (on the left) is defined in an analogous manner. Note that the complete contraction is a bundle multiplication.
Proof. By the divergence theorem and the density of
, it suffices to show that it holds that
and
This proves (2.8).
Proof.
In [3, P. 10] , it is shown that for any X ∈ T M and a ∈ V
Now it is an easy task to check
This implies the asserted result.
, it is easy to see that
with ψ *
Using Proposition 2.3, we can now prove the asserted result.
Spaces of negative order. For any
by mean of the duality pairing ·, · M . It is convenient to denote byW
We refer the reader to [2, Section 12] for more details. Given
By means of Proposition 2.3 and 2.8, it is not hard to prove
Proposition 2.10. Suppose that F ∈ {W p ,W p } and s ∈ R. Then
Proof. The statement follows from Proposition 2.4, an analogue of the proof for Proposition (2.5 ) and the open mapping theorem.
In virtue of Proposition 2.4 and 2.10, now one readily checks that
is a second order differential operator defined as follows.
and some λ ∈ R. We put for all ω ≥ 0
Center contraction [u → a · ∇u] is defined by the relationship
and in every local chart for p ∈ M, we have
Here we write a differential operator in divergence form, which will benefit us in giving a precise bound of the constant ω.
3.1. L 2 -theory. We impose the following assumptions on the coefficients of A and the compensation term ωρ −λ .
(A1) A is (ρ, λ)-regular, by which we means that a ∈ BC
(A2) A is (ρ, λ)-singular elliptic. More precisely, there exists some Cσ > 0 such that
Here the weighted
are defined in an obvious manner as for the weighted L p -spaces in Section 2.2. We may replace the compensation term ωρ −λ by a compensation condition for the potential term a 0 , which can be stated as follows.
(A3') There exists some C 1 < 2 and ω A < 0 such that
Throughout, we assume that the singular data [[ρ] ] and the constant λ satisfy
Note that the case λ = 0 has been studied in [4] . In this case, actually no restriction for ρ ∞ is required.
(M, V ). Then we can associate with A ω a form operator a ω with D(a ω ) = X, defined by
Proof. Statement (a) can be verified via direct computation. Statements (b) and (c) follow from identity (2.2) and [4, formula (A5)].
Proposition 3.2. a ω is continuous and X-coercive. More precisely, (Continuity) there exists some constant M such that for all u, v ∈ X
(X-Coercivity) for ω large enough, there is some M such that for any u ∈ X
Proposition 2.2, (A1) and Lemma 3.1 then imply that
For any u, v ∈ X,
This proves the continuity of a ω .
(ii) Given any u ∈ X, we have
for all ω > ω A and some M (ω) > 0. In the second line, we have adopted 
which is a core of a ω . T is unique in the sense that there exists only one operator satisfying
On the other hand, by (2.9) and definition (2.12), we can get
So by the uniqueness of T , we have
In the rest of this subsection, our aim is to show that D(A ω )
.
Recall an operator A is said to belong to the class H(E 1 , E 0 ) for some densely
By [4, Theorem 5.2], we obtain
Note that although [4, Theorem 5.2] is only formulated for scalar functions, this theorem can be easily generalized to arbitrary tensor fields.
For any u ∈ D(M, V ), one checks that
It follows from Propositions 2.2, 2.3 and (3.6) that
Combining with Proposition 2.4, we have
Let B ω := B ω − ρ λ P λ . By well-known perturbation results of analytic semigroups and Definition (2.4), we infer that
(3.9)
Then for ω > ω A , the previous discussion to A ω and (3.4) show that −B ω generates a contractive strongly continuous analytic semigroup on L λ ′ −λ 2 (V ). Then, together with (3.7), this implies that for ω sufficiently large,
Theorem 3.3. Suppose that the differential operator
is (ρ, λ)-regular and (ρ, λ)-singular elliptic, and the constant ω satisfies (A3). Define
and the semigroup {e −tAω } t≥0 is contractive.
Proof. By Propositions 2.2, 2.3, 2.8 and Lemma 3.1, we obtain
It implies together with the definition of D(A ω ) that
We have shown that for ω > ω A ,
Now by (3.10), we can establish
The asserted statement thus follows.
Corollary 3.4. Suppose that A is (ρ, λ)-regular and (ρ, λ)-singular elliptic, and satisfies (A3'). Then
and the semigroup {e −tA } t≥0 is contractive.
3.2. L p -theory for scalar functions. In this subsection, we assume that V = C and abbreviate the corresponding functions space to beW
(M) can be easily computed as follows.
where with a := ( a, a 1 , a 0 )
Here we have used the equality
We impose the following conditions on the compensation term ωρ −λ .
(A4) ω > ω A , where ω A ∈ R satisfies for some
and (A5) ω > ω A , where ω A ∈ R satisfies for some
We can certainly formulate an analogue of (A3') for the largeness of the potential term a 0 to replace the compensation condition (A4) and (A5).
Then the discussion in Section 3.1 and (A4) imply that −A * ω (λ ′ ) and −A ω (λ ′ ) generate contractive strongly continuous analytic semigroups on L 2 (M) for all ω satisfying (A4).
Theorem 3.6. Suppose that the differential operator
Proof. (i) By Proposition 2.1, it is not hard to verify that u ∈ X implies (|u| − 1) + signu ∈ X and
Here it is understood that signu := u/|u|, u = 0; 0, u = 0.
Now following a similar proof to step (ii) of Proposition 3.2, we get
Similarly, based on (A4), we can show that {e 
where θ is the smaller one of the angles of the semigroups on L 2 (M) generated by {e
We have thus established the L
On the other hand, we also have
This together with (3.13) implies that
Now one can compute that
The set of such u contains D(M) and thus is dense in L λ ′ 
(M). This establishes the strong continuity of {e
−tAω } t≥0 on L λ ′ 2 (M) ∩ L λ ′ 1 (
M). Lemma 3.5 then implies the strong continuity of {e
where h(z) := re iθz with r > 0 and |θ|
for z ∈ S. Similarly, one can verify that H z u|v 2,0 is continuous on S and analytic insideS. Moreover,
By the Stein interpolation theory, see [12, Section 1.1.6], we conclude that for all
Therefore, {e −tAω } t≥0 can be extended to a contractive strongly continuous analytic semigroup on L λ ′ p (M) with angle φ(2 − 2/p) for 1 < p < 2. When 2 < p < ∞, the analytic extension of {e −tAω } t≥0 follows from a duality argument as in (3.12).
(v) In order to determine the domain of A ω , we apply a similar discussion to the proof for Theorem 3.3. We consider the adjoint, B *
and the adjoint,
Following
Step ( 
An analogous argument to the proof for Theorem 3.3 and the discussion prior to this proof yields that
Remark 3.7. The proof of L ∞ -contractivity for unweighted L p -spaces in [32, Theorem 2.7] suggests that there seems to be a more straightforward way to prove L λ ′ ∞ -contractivity. In fact, we can show that
+ signu ∈ X, and
However, Condition (ii), in general, fails.
Remark 3.8. When the tensor field V = C, it requires much more efforts to establish the L p -semigroup theory for the differential operator
The author is not aware of how to obtain the L λ ′ ∞ -contractivity of the semigroup {e −tAω } t≥0 . Instead, one needs to go through the local expressions of A ω and establish a similar contractivity property for these local expressions, and then prove generation of analytic semigroups of the local expressions. However, the drawback of this technique is reflected by the fact that it is hard to determine the precise bound for the constant ω. Indeed, we only know that for ω sufficiently large and
and the semigroup {e
Because it is hard to apply this result, a rigorous proof for this assertion will not be stated in this article.
Singular manifolds of pipe and wedge type and manifolds with holes
As was shown by the examples in [5] , we can find manifolds with singularities of arbitrarily high dimension. Among them, a very important family is the singular manifolds of pipe and wedge type.
Following [5] , throughout we write J 0 := (0, 1] and J ∞ := [1, ∞), and assume J ∈ {J 0 , J ∞ }. We denote by R(J) the set of all R ∈ C ∞ (J, (0, ∞)) with R(1) = 1 such that
The elements in C (J) are called cusp characteristics on J.
The following lemmas from [5] are the cornerstones of the construction of singular manifolds of pipe and wedge type. Assume that (B, g B ; b) is a d-dimensional uniformly regular Riemannian submanifold of Rd, and R ∈ C (J). The (model)(R, B)-pipe P (R, B) on J, also called R-pipe over B on J, is defined by
It is a (1+d)-dimensional submanifold of R 1+d . An R-pipe is an R-cusp if R(α) = 0 with α ∈ {0, ∞}. The map
is a diffeomorphism, the canonical stretching diffeomorphism of P .
Then the above three lemmas show 
Y. SHAO
Assume that (Γ, g Γ ) is a compact connected Riemannian manifold without boundary. Then the (model)Γ-wedge over the (R, B)-pipe, P (R, B), is defined by
If Γ is a one-point space, then W is naturally identified with P . Thus every pipe is also a wedge.
Lemmas 4.1-4.3 yield
Another interesting class of manifolds is those with holes.
Lemma 4.6. Suppose that (M , g) is a uniformly regular Riemannian manifold, and Σ = {Σ 1 , · · · , Σ k } is a finite set of disjoint m-dimensional compact manifolds with boundary such that Σ j ⊂M . Put
Proof. This lemma immediately follows from [5, Theorem 1.6].
We will show in Proposition 5.11 below how to choose a singularity function for such (M, g).
5
. Differential operators on singular manifolds with H λ -ends 5.1. Differential operators on singular manifolds with property H λ . In the first subsection, we will exhibit a technique to remove the "largeness" assumption on the potential term or the compensation term ωρ −λ .
Suppose that (M, g; ρ) is a singular manifold. Without loss of generality, we assume that M is connected. Before beginning the discussion of any particular model, we first show a variant of the operator A defined in (3.1), i.e.,
Put v := e −zh u for some z = a + ib ∈ C with |z| = 1, and h ∈ C 2 (M, R).
We consider differential operators of the following form
with ρ and λ satisfying (3.5) . Assume that A is (ρ, λ)-regular.
In the sequel, we let a := ρ 2−λ g ♭ . Define
By (5.1), we thus have
A singular manifold (M, g; ρ) is said to enjoy property H λ , if there exist some c ≥ 1 and M > 0 and some function h ∈ C 2 (M, R) such that h belongs to the class H λ (M, g; ρ) with parameters (c, M ), that is,
with parameters (c, M ). We impose the following assumptions on the function h, and the constant z = a+ib.
(H1) (M, g; ρ) satisfies property H λ , and h ∈ H λ (M, g; ρ) with parameters (c, M ).
(H2) a ∈ (− 1 2M c 3 , 0), and |z| = 1
, one can check that the operator A h is (ρ, λ)-regular and (ρ, λ)-singular elliptic with Cσ = 1. Moreover, (H1) implies
Lemma 3.1(c) yields
Note that (H2) gives
for some C 0 > 1 and ω A < 0 by choosing M sufficiently large and the real part of z, i.e., a, satisfying (H2) accordingly. This shows that
For any λ ′ ∈ R, let
By choosing M large enough and making z = a + ib satisfying (H2), it holds that
for all t ∈ I(λ ′ , λ, τ, σ) and some ω A < 0, C 1 ∈ (1, C 0 ). Therefore, ω A < 0 satisfies (3.2)-(3.4).
We consider the following condition.
(H3) M is sufficiently large such that (5.3) and (5.4) hold.
Summarizing the above discussions, for z = a + ib and M satisfying (H2) and (H3), we conclude from Theorem 3.3 with ω = 0 that 5) and the semigroup {e −tA h } t≥0 is contractive.
For any function space F s,ϑ (M, V ) defined in Section 2, the space
is a Banach space equipped with the norm · e zh F s,ϑ , where
It is easy to see
is a singular manifold with property H λ , and h ∈ H λ (M, g; ρ) with parameters (c, M ). Let λ ′ ∈ R, ρ and λ satisfies (3.5). Furthermore, assume that the differential operator
is (ρ, λ)-regular. Then, for any constant z = a + ib and M fulfilling (H2) and (H3), we have
, and the semigroup {e −tA } t≥0 is contractive.
Proof. Given any angle θ ∈ [0, π], set Σ θ := {z ∈ C : |argz| ≤ θ} ∪ {0}.
(5.5) implies that S := Σ θ ⊂ ρ(−A h ) so that
for some θ ∈ [π/2, π) and E > 0. By (5.6) and A = e zh • A h • e −zh , it holds that S ⊂ ρ(−A) and for all µ ∈ S and k = 0, 1
Then the assertion follows from the well-known semigroup theory.
Remark 5.2. Because the choice of the constant z and M is not unique, it seems that the assertion in Theorem 5.1 is not well formulated. However, as is shown in Section 5.3 below, this is indeed not a problem. In Theorem 5.15, we will generalize the result in Theorem 5.1 to singular manifolds with H λ -ends, which roughly speaking, means that a manifold satisfied property H λ close to the singularities and is uniformly regular elsewhere. 
The result in Theorem 5.1 is thus parallel to those in Section 3.
5.2.
Singular manifolds with H λ -ends. Assume that an m-dimensional singular manifold (M, g; ρ) satisfies the following conditions.
(ii) G 0 is closed in M, and (G 0 , g) is an m-dimensional uniformly regular Riemannian manifold.
Either of the following holds true
Then we call (M, g; ρ) a singular manifold with H λ -ends. G i are called the H λ -ends of M.
In the following, we will present several examples of singular manifolds with H λ -ends, and show how to construct such manifolds in a systematic way.
The proof for the following lemma is straightforward.
Lemma 5.3. Suppose that (M, g; ρ) has property H λ , h ∈ H (M, g; ρ) with parameter (c, M ), and (B, g B ) is a uniformly regular Riemannian manifold. Then (M × B, g + g B ; ρ ⊗ 1 B ) also has property H λ , and
with parameter (c, M ).
Lemma 5.4. Let f :M → M be a diffeomorphism of manifolds. Suppose that (M, g; ρ) has property H λ , and h ∈ H (M, g; ρ) with parameters (c, M ).
Then so does (M, f * g; f * ρ), and f * h ∈ H (M, f * g; f * ρ) with parameters (c, M ).
Proof. It is a simple matter to check that (f −1 (O κ ), f * ϕ κ ) κ∈K forms a uniformly regular atlas forM and
Y. SHAO
The following examples show that we can construct the family of singular manifolds with H λ -ends in a great variety of geometric constellations. In particular, we can find manifolds with H λ -type singularities of arbitrarily high dimension.
Let J 0 := (0, 1] as in Section 4. We will introduce some subsets of the class C (J 0 ), which is very useful for constructing examples of singular manifolds with H λ -ends. We call a cusp characteristic R ∈ C (J 0 ) a mild cusp characteristic if R satisfies (4.1) and (5.7) below.Ṙ
If R further satisfies
then we call it a uniformly mild cusp characteristic. We write R ∈ C U (J 0 ).
π arctan t, R(t) = log(1 + (e − 1)t), R(t) = 2t/3 + sin( π 2 t)/3 are examples of uniformly mild cusp characteristics.
Then R(t)|ḣ(t)| =Ṙ(t) ∼ 1 J0 on J 0 , and
where I c := (0, c] for c small enough. Then the assertion follows from the fact that ([c, 1], dt 2 ) is uniformly regular for any c > 0.
Remark 5.7. We can actually show that (J 0 , dt 2 ; R) is a singular manifold with property H λ with h(t) := sign(λ − 1)
as long as R is a mild cusp characteristic. But for the sake of practical usage, we can see in Section 5.3 below that (5.9) benefits us more in establishing the correspondence of the space e zhW s,ϑ p (M, V ) with weighted Sobolev-Slobodeckii spaces.
Suppose that R ∈ C U (J 0 ), (B, g B ) is a uniformly regular Riemannian submanifold of R d−1 , and (Γ, g Γ ) is a compact connected Riemannian manifold without boundary. We call (M, g) a uniformly mild Γ-wedge over P (R, B), if there is a diffeomorphism f :
) is a uniformly mild Γ-wedge over P (R, B). Then (M, g) is a singular manifold with H λ -end.
Proof. Lemma 4.5 implies that
) is a singular manifold. We define h(t) := sign(1 − λ) log R(t). 
Remark 5.9. As before, in fact, we only need to require R to be a mild cusp
In the following examples, we always assume that (B, g B ) is a compact closed C ∞ -Riemannian manifold.
Example 5.10. By the above proposition, we can easily verify that the following manifolds enjoys property H λ .
In some references, the authors equip an edge with the metric g = dt
2 , which makes (M, g) uniformly regular. This case has been studied in depth in [4] .
Given any compact submanifold Σ ⊂ (M, g), the distance function is a well-defined smooth function in a collar neighborhood U Σ of Σ. The distance ball at Σ with radius r is defined by
Proposition 5.11. Suppose that (M, g) is a singular manifold with holes. More precisely, (M , g) is a uniformly regular Riemannian manifold. Σ = {Σ 1 , · · · , Σ k } is a finite set of disjoint m-dimensional compact manifolds with boundary such that
Then we can find a singularity function ρ satisfying ρ| Bj,r =:
for some r ∈ [0, δ), where δ < diam(M ) fulfils that B i,δ ∩ B j,δ = ∅ for i = j, and
Moreover, (M, g; ρ) is a singular manifold with H λ -ends.
Proof. By Lemma 4.6, (M, g) is a singular manifold. We will show that ρ j := dist M (·, ∂Σ j ) is a singularity function for B j,r and h j := sign(1 − λ) log ρ j ∈ H λ (B j,r , g; ρ j ) for sufficiently small r. By the collar neighborhood theorem, there exists an open neighborhood V j,ε of ∂Σ j in the closure of M in M , i.e.,M, and a diffeomorphism f j such that
for some ε > 0. Note that ρ j is a well defined smooth function in V j,ε for ε sufficiently small. Let T ⊥ ∂Σ j denote the normal bundle of ∂Σ j inM. At every point p ∈ ∂Σ j , there exists a unique
Because of the compactness of ∂Σ j , by choosing ε small enough, we can easily show that
Here ∆ is the Laplace-Beltrami operator with respect to the metric g defined by ∆ = ∆ g := div • grad. Since B j,r ⊂ V j,ε for r small enough, in view of
, we immediately conclude that h j satisfies (H λ 1) and (H λ 2) in B j,r for r small enough.
Because |∇ρ j | g ∼ 1 in B j,r for r small enough, we can infer from the implicit function theorem that
is a compact submanifold for some r 0 ∈ (0, r). By the tubular neighborhood theorem, we can easily show that (B j,r0 , g) and (M \ ∪ k j=1B j,r0 , g) are all manifolds with boundary.
By [5, Corollary 4.3] , (∂Σ j , g| ∂Σj ) is uniformly regular. In particular, taking β j as a singularity function, (∂Σ j , g| ∂Σj ; β j ) can be considered as a singular manifold. By Lemmas 5.3 and 5.4, we conclude that for r sufficiently small (B j,r0 , g; ρ j ) is a singular manifold with boundary S j,r0 .
Based on the collar neighborhood theorem, we can find an open neighborhood
elsewhere,
elsewhere.
Then it is not hard to see that ρ is a singularity function for (M, g) such that ρ ∼ 1 on M \ ∪ k j=1B j,r0 and ρ| Bj,r 0 = ρ j . Therefore, (M \ ∪ k j=1B j,r0 , g) is a uniformly regular Riemannian manifold. Summarizing the above discussions, we have proven that (M, g; ρ) is a singular manifold with H λ -ends.
From the above proof, it is easy to see that the following corollary holds. 
Then there exists a singularity function ρ satisfies
for some r > 0, and ρ ∼ 1, elsewhere on M. Then (M, g; ρ) is a singular manifold with H λ -ends.
Remark 5.13. More generally, we can take Σ = {Σ 1 , · · · , Σ k } to be a finite set of disjoint compact closed submanifolds of codimension at least 1 such that Σ j ⊂ ∂M if Σ j ∩ ∂M = ∅. In [5, Theorem 1.6] , it is shown that M := M \ ∪ k j=1 Σ j is a singular manifold. Indeed, we can prove that this is a singular manifold with H λ -ends. The proof is quite similar to that for Proposition 5.11, but more technical. To keep this article in a reasonable length, we will not present a proof herein.
Remark 5.14. In the Proposition 5.11, we can also allow Σ = {p 1 , · · · , p k } to be a finite set of discrete points inM . Then
is still a singular manifold. Here ρ is defined in the same way as in Proposition 5.11.
An estimate of ∆ρ j can be obtained from the fact that for r sufficiently small
See [11, formulas (1.134) , (1, 159) ]. Taking h j = log ρ j , we have
for sufficiently small r and λ ≥ 0 with λ = m. Therefore (M, g; ρ) is indeed a singular manifold with H λ -ends.
5.3. L p -theory on singular manifolds with H λ -ends.
Theorem 5.15. Suppose that (M, g; ρ) is a singular manifold with H λ -ends. Let λ ′ ∈ R, ρ and λ satisfy (3.5). Furthermore, assume that the differential operator
is (ρ, λ)-regular. Then, for any constant z = a + ib and M satisfying (H2) and (H3) on all the H λ -ends G i with i = 1, · · · , n, we have
Proof. Without loss of generality, we may assume that
It is not hard to see that ∂ 0 G i is a component of ∂G i .
(i) Based on the collar neighborhood theorem, we can find an open neighborhood
We choose functions ξ,ξ ∈ BC ∞ ([0, 1), [0, 1]) such that
For j = 0, · · · , n, we set
forms a partition of unity on M, and π j ∈ BC ∞,0 (M).
where X j := G j for j = 1, · · · , n, and X 0 :=Ĝ 0 . It is understood that on X 0 , the singularity function can be taken as 1 X0 , and thus the definition of weighted function spaces on X 0 is independent of the choice of the weight ϑ. We further introduce two maps: (ii) We show that there exists some h ∈ C 2 (M) such that h i := h| Gi ∈ H λ (G i , g; ρ i ) with uniform parameters (c, M ) for i = 1, · · · , n, and h 0 := h| G0 ∈ BC 2 (G 0 ).
Since G i has property H λ , we can find h i ∈ H λ (G i , g; ρ i ) with uniform parameters (c, M ) on all H λ -ends G i for i = 1, · · · , n. Note that for u ∈ C 2 (M), it follows from [4, formula A.9] and (2.9) that
Therefore, (H λ 1) and (H λ 2) actually imply that h i ∈ BC 2,0 (G i ).
Since ∂ 0 G i is a compact submanifold of M, by the tubular neighborhood theorem, we can find an closed neighborhoodŨ i of ∂ 0 G i in M such thatŨ i ∩ G j = ∅ for j = 0, i, and there is a diffeomorphism
with the conventionφ i :
, and Set ξ i,0 :=φ * i (1 ∂0Gi ⊗ ξ) and ξ i,i :=φ * i (1 ∂0Gi ⊗ξ). Then we define
The compactness of ∂ 0 G i and [5, Corollary 4.3] imply that ∂ 0 G i is uniformly regular. Therefore, we find ∂ 0 G i a uniformly regular atlasÂ i := (Ô κ,i ,φ κ,i ) κ∈Ki , and a localization system (π κ,i ) κ∈Ki . We set
Here BC k (U) := κ∈Ki BC k (U κ ) and
Then alike to Proposition 2.1, we can show that R i is a retraction from BC k (U) to BC k (M i ) with R c i as a coretraction. By the well-known extension theorem, there exists a universal extension operator
) and
Here we adopt the convention that
Then h ∈ C 2 (M) satisfies the desired properties.
(iii) One can verify that for j = 0, · · · , n and any u ∈ D(M, V ) 
Then there exist some θ ∈ [π/2, π), ω 0 ≥ 0 and E > 0 such that S 0 := ω 0 + Σ θ ⊂ ρ(−Ā h ) and
, it is not hard to show that
Then by (5.11), we have
Combining with interpolation theory, we infer that for every ε > 0 there exists some positive constant C(ε) such that for all u = (u j )
Given any u ∈ E 0 and µ ∈ S 0 ,
Hence we can find some ω 1 ≥ ω 0 such that for all µ ∈ S 1 :
which implies that S 1 ⊂ ρ(−Ā h − BΛ) and
L(E0) ≤ 2. Now one can easily verify that
(iv) (5.10) shows that
For any µ ∈ S 1 , this yields
This proves the injectivity of µ + A for µ ∈ S 1 .
(v) On the other hand, one can also view B j as an operator fromB
. Following an analogous argument as in (iii), we infer that there exists some ω 2 ≥ ω 1 such that S 2 := ω 2 + Σ θ ⊂ ρ(−Ā h + Λ c B) and
We further have
. Thus, µ + A is surjective for µ ∈ S 2 . Moreover, together with (5.12), we have
for some E ′ > 0. Now the asserted statement follows from the well-known semigroup theory and a similar argument to the proof for Theorem 5.1.
The following theorem is the main result of this paper. ∆ρ ∞ < ∞ on M r := {p ∈ M : ρ(p) < r} for some r ∈ (0, 1]. Moreover, assume that the set
is compact for r 0 ∈ (0, r). Let λ ′ ∈ R, and λ ∈ [0, 1) ∪ (1, ∞) (a) Then (M, g; ρ) is a singular manifold with H λ -ends.
(b) Furthermore, assume that the differential operator
(5.13)
A direct computation shows that
g . Together with (S3) and (S4), one can then easily show that h ∈ BC 2,0 (M), and
with parameters (c, M ) for some r 1 ≤ r sufficiently small.
By the implicit function function theorem, S r0 is a compact submanifold. Then the assertion that (M, g; ρ) is a singular manifold with H λ -ends is simply a consequence of the tubular neighborhood theorem.
(ii) The retraction-coretraction system defined in the proof for Theorem 5.15 allows us to decompose the problem into generation of analytic semigroup on every H λ -end, and then to glue the complete operator together by the perturbation argument used therein.
We thus can reduce the assumptions on the manifold (M, g; ρ) to only assuming (M, g; ρ) to be a singular manifold with property H λ , and property H 0 if λ = 0. Moreover,
both with parameter (c, M ).
The reason to include the extra assumption that (M, g; ρ) has property H 0 will be self-explanatory in Step (v) below, while we determine the domain of the L (iii) Take h as in (5.13) and z = a + ib, M satisfying (H2) and (H3) in Section 5.1. In Theorem 5.15, we have shown that
We have e zh = ρ sign(1−λ)zM = ρ sign(1−λ)aM ρ sign(1−λ)bMi . By (3.6) and Proposition 2.5, we infer that
which implies
Combining with |ρ sign(1−λ)bMi | ≡ 1, we thus have
By Propositions 2.2, 2.4 and the fact that e zh e −zh = e −zh e zh = 1 M , we infer that
A similar argument to Theorem 5.1 yields
Since λ ′ is arbitrary and sign(λ − 1)aM ∈ (−1/2c 3 , 1/2c 3 ), it implies that
(iv) Now we look at the general case 1 < p < ∞ and suppose that V = C. Recall that the adjoint,
where with a = ( a, a 1 , a 0 )
To simplify our usage of notations in the following computations, we first focus on the case λ > 1. The remaining case follows easily by symmetry. Recall that when λ > 1, we can set
Since A * (ϑ)is (ρ, λ)-regular and (ρ, λ)-singular elliptic, by choosing z = z(ϑ) = a + ib and M = M (ϑ) satisfying (H2) and (H3), we have
, and the semigroup {e −tA * (ϑ) } t≥0 is contractive. Note that
only depends on c. Henceforth, we always take α := aM = −1/4c 3 .
For the adjoint, A(ϑ; 2α), of A * (ϑ) with respect to L α 2 (M), we can show similarly that
Furthermore, the singularity function ρ satisfies
for some r ∈ (0, δ), where δ < diam(M ) and B i,δ ∩ B j,δ = ∅ for i = j, and ρ ∼ 1, elsewhere on G 0 .
(ii) G = {G 1 , · · · , G n } is a finite set of disjoint m-dimensional uniformly mild wedges. More precisely, there is a diffeomorphism f i :
for some r ∈ (0, 1], and
We call manifolds satisfying Conditions (i)-(iii) singular manifolds with holes and uniformly mild wedge ends. One can easily see that (5.16) and (5.17) imply that |∆ρ| < ∞ in B j,r and G j,r (5.18)
The following corollary does not directly stem from Theorems 5.15 and 5.16. But using the idea in their proofs, we can prove this corollary without difficulty. Proof. If S i,r := {p ∈ G i : ρ(p) = r} is compact for small r and all i = 1, · · · , n, then by Theorem 5.16 the asserted result will be true. However, in general, S i,r might not be compact. Nevertheless, looking into the proofs for Theorem 5.15 and Theorem 5.16, the compactness of S i,r will only be responsible for Step (i) and (ii) in the proof for Theorem 5.15.
Firstly, we take h := sign(1 − λ) log ρ. Then h ∈ C 2 (M) satisfies h ∈ H λ (B j,r , g; ρ) and h ∈ H λ (G i,r , g; ρ)
with parameters (c, 1) for some r > 0, following from (5.18) and a similar argument to the proofs for Propositions 5.8 and 5.11. Furthermore, Remark 5.18. In view of Remarks 5.13 and 5.14, the assertion in Corollary 5.17 remains true if we replace the condition of singular manifolds with holes by removing a finite set of disjoint compact submanifolds {Σ 1 , · · · , Σ k } or discrete points {p 1 , · · · , p k } from a uniformly regular Riemannian manifold (M , g). Here Σ i ⊂ ∂M if Σ i ∩ ∂M = ∅, or p i ∈M .
Remark 5.19. From our proofs in Section 3 and 5, it is a simple matter to check that we do not require the singular manifold (M, g; ρ) to enjoy smoothness up to C ∞ . Indeed, in order to prove all the results in Section 3 and 5, it suffices to require (M, g; ρ) to be a C 2 -singular manifold.
6. Applications 6.1. The Laplace-Beltrami operator. Suppose that (M, g; ρ) is a singular manifold.
Recall that the Laplace-Beltrami operator with respect to g is defined by ∆ = ∆ g := div • grad.
One readily checks that ∆ is (ρ, λ)-regular and (ρ, λ)-singular elliptic with Cσ = 1, λ = 2.
Given any Banach space X, s ∈ (0, 1), and any perfect interval J, we denote by
the set of all u ∈ C(J, X) such that u is Hölder continuous of order s. Remark 6.3. A similar result can also be formulated for the wave equation on singular manifolds satisfying conditions in Theorem 6.1. We refer the reader to [34] for the corresponding semigroup theory for hyperbolic equations. For r small enough, ∂Ω admits an r-tubular neighborhood, which we denote by T r . Here r depends on the uniform exterior and interior ball condition of ∂Ω. Let d ∂Ω (x) := dist(x, ∂Ω), x ∈ Ω, i.e., the distance function to the boundary. We define d : Ω → R + by
in Ω \ T r otherwise. and if λ = 2 a ∈ C s (J; R + ); (6.5) or if λ = 2 a ∈ C s (J, BC 2,λ−2 (Ω)), for every t ∈ J, a(t)
Remark 6.5. Based on (6.6), we can readily observe that the principle symbol of A satisfies a(t)|ξ| 2 ∼ d 2−λ |ξ| 2 , λ = 2.
Therefore, (6.3) can either be a degenerate boundary value problem or be a boundary blow-up problem. This supplements the results in [18, 40, 42] with weak degeneration case, i.e., λ ∈ (0, 2), and boundary singularity case, i.e., λ > 2.
6.3. Generalized Heston operator. Let Ω = R × R + . One can readily check that (M, g; ρ) := (Ω, g 2 ; y), g 2 = dx 2 + dy 2 ,
is a singular manifold with uniformly mild wedge end. This problem corresponds to the case λ = 2 − α in (3.1).
While α = 1, b j i ≡ const, c 0 ≡ 0, c 1 , c 2 ≡ const, A is called the Heston operator. (6.7) generalizes the Heston model in the following sense. It does not only exhibit degeneracy along the boundary, but boundary singularities may also appear. When α > 0, the diffusion term is degenerate. Whereas α < 0 corresponds to the situation that boundary singularities show for the highest order term.
The Heston operator has been studied in [14, 15, 16] and the references therein. In this subsection, we focus on the case α = 1. The study of this kind of problem is new since the Schauder approach in the aforementioned articles relies on the particular choice the degeneracy factor y.
One can check by direct computations that after a change of spatial variables and rescaling of the temporal variable. Equation (6.7) can be transformed into u t +Âu = f on Ω T u(0) = u 0 on Ω 0 .
