The paper presents a one step hybrid numerical scheme with two off grid points for solving directly the general second order initial value problems of ordinary differential equations. The scheme is developed using collocation and interpolation technique. The proposed scheme is consistent, zero stable and of order four. This scheme can estimate the approximate solution at both step and off step points simultaneously by using variable step size. Numerical results are given to show the efficiency of the proposed scheme over the existing schemes.
Introduction
The paper considered the approximate solution of general second order initial value problem of the form: y = f (x, y(x), y (x)), y(x 0 ) = y 0 , y (x 0 ) = y 0
where a ≤ x ≤ b; a = x 0 < x 1 < x 2 < · · · < x N −1 = b, N = b−a h . N = 0, 1 · · · N − 1 and h = x n+1 − x n is called the step length. The condition on the function f (x, y(x)) are such that existence and uniqueness of solution is guaranteed(see Wend [17] ).
The numerical solution of equation (1) had received lots of attention and is still receiving such an attention due to the fact that many physical sciences and engineering problems formulated into mathematical equation result in the above type.
In most application, equation (1) is solved by reducing it to system of first order ordinary differential equations and appropriate numerical method could be employed to solve the resultant system. The setbacks of this approach had been reported by scholars, among them are Bun and Vasil'yer [5] and Awoyemi et al [4] .
The method of collocation and interpolation of the power series approximation to generate continuous linear multistep method has been adopted by many scholars, among them are Fatunla [8] , Awoyemi et al. [4] , Olabode [13] , Vigo-Aguiar and Ramos [16] , and Twizel and Khaliq [15] , to mention a few. They develop an implicit linear multistep method which are implemented in predictor corrector mode and adopted Taylor's series expansion to provide starting values. In spite of the advantages of linear multistep method, they are usually applied to initial value as a single formula and this has some inherent disadvantages, for instance the implementation of the method in predictor-corrector mode are very costly and subroutine are very complicated to write because they require special technique to supply the starting values.
In order to cater for the above mentioned setbacks, scholars such as Jator [10] , and Jator and Li [11] come up with the ideal of block method which simultaneous generate approximation at different grid points within the interval of integration. Block method are less expensive in terms of the number evaluations compared to the linear multistep method or Runge-Kutta method, block method does not require predictor or starting values.
In this paper, we proposed a hybrid one step with two off step points method for the solution of general second order initial value problem, we also modified the existing block method to accommodate general second order ordinary differential equation and give conditions for the zero stability of the modified method. 0 2 6x n+1 12x
Solving equation (4) for a j s, which are constants to be determined and substituting into equation (2) gives a continuous hybrid multistep method of the form:
where
, yield the parameter α j and β j , j = 0, vi, 1 as α 0 (t) = 1 − 
note also that dt dx = 1 h Differentiating (5) yields:
where α 0 (t) = − 
On evaluating equation (8) 
Modified block method
According to Chu and Hamilton [6] , a general k block, r-point block method is a matrix of finite difference equation of the form
where all the A i s and B i s are properly chosen r × r matrix coefficients and m = 0, 1, 2, · · · represents the block number, n = mr is the first step number of the mth block and r is the proposed block size. In order to evaluate the unknown parameter independently, there is need to modify the existing method proposed by Chu and Hamilton [6] . The modified block method is of the form
where n is the power of the derivative, µ is the order of the differential equation. A 0 and A (i) are R × R identity and λ is the power of h relative to the derivative of the differential equation. Also
T Evaluating equations (6), (7) and (9) 
Analysis of the Scheme
In this section, we analyze the derived scheme in (12) which includes the order and error constant, Consistency zero stability, and convergence of the method.
Order and error constant
We adopted the method proposed by Fatunla [8] and Lambert [12] to obtain the order of our scheme as (4, 4, 4, 4, 4) T and error constant as − 
Consistency
According to Gurjinder et al [7] . A linear multistep method is said to be consistent if it has an order of convergence, say p ≥ 1. Thus, our derived schemes are consistent, since the order is four.
Zero Stability
To obtain the zero stability of the method we consider the following conditions:
(i) The block (11) is said to be stable if as h → 0 the roots r j , j=1(1)k of the first characteristics polynomial ρ(R) = 0, that is ρ(R) = det[ A (i) R k−1 ] = 0, satisfy |R| ≤ 1 and for those roots with |R| ≤ 1, must have multiplicity equal to unity(See Fatunla [8] for details).
(ii) If block (11) be an R × R matrix then, it is zero stable if as h µ → 0, |RA 0 − A i | = R r−µ = 0. For those root with |R j | ≤ 1, the multiplicity must not exceed the order of the differential equation.
For our method
As h → 0 in equation (11), (13) (13) we have λ 5 (λ − 1) = 0, which gives λ = 0 or λ = 1. Since the two conditions are satisfied, we conclude that the block method are zero stable .
Convergence
The convergence of our continuous implicit hybrid one step is considered in the light of the fundamental theorem of Dahlquist(Henrici, [9] . we state Dahlquist's theorem without proof.
Theorem 4.1 The neccessary and sufficient condition for a linear multistep to be convergent is for it to be consistent and zero stable
Since our block method is consistent and zero stable, hence our block method is convergent.
Region of Absolute Stability of the main method
The stability polynomial of the method is given by
where h = λ 2 h 2 and λ = df dy are assumed constant. The boundary locus curve is then obtained by putting
The mirror of the equation (15) is then generated through the real axis to obtain the interval of absolute stability of the method. 
Numerical implementation of the scheme
In this section, we test the effectiveness and validity of our newly derived scheme in equation (12) by applying it to some second order differential equations. All calculations and programs are carried out with the aid of Maple 13 software.
Example 1
We consider the initial value problem
with exact solution given as y = sin 2 x. 
Example 2
with exact solution given as y = 1 + 1 2 ln( 2 + x 2 − x ). 
Discussion of Result
A new one-step continuous block hybrid method with two non-step points of order 4 is proposed for the direct solution of second order. The main method and the additional methods were obtained from the same continuous method derived via interpolation and collocation procedures. The stability properties and region of the method are also discussed. The methods are then applied in block form as simultaneous numerical integrators over nonoverlapping interval. In Tables 2, 3 , 4, and 7, we compared the accuracy of proposed method with those Abhulimen and Okunuga [1] , Alabi et. al [2] , and Ali Shorki [3] , . From the tables, it can be observed that the new scheme displayed better accuracy.
Conclusion
The one step hybrid numerical scheme generated in this paper is accurate, efficient and can compete favorably with existing schemes.
