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Abstract—We develop phase limitations for the discrete-time
Zames-Falb multipliers based on the separation theorem for
Banach spaces. By contrast with their continuous-time coun-
terparts they lead to numerically efficient results that can be
computed either in closed form or via a linear program. The
closed-form phase limitations are tight in the sense that we
can construct multipliers that meet them with equality. We
discuss numerical examples where the limitations are stronger
than others in the literature. The numerical results complement
searches for multipliers in the literature; they allow us to show,
by construction, that the set of plants for which a suitable Zames-
Falb multiplier exists is non-convex.
Index Terms—Absolute stability; Zames–Falb multipliers;
Dual spaces; Integral quadratic constraints.
I. INTRODUCTION
The Zames-Falb multipliers are an important tool for con-
firming the input-output stability of Lurye systems [1]. They
preserve the positivity of nonlinearities that are either mem-
oryless and monotone or memoryless, odd and monotone.
Hence, via loop transformation, they may be used for Lurye
systems with nonlinearities that are either memoryless and
slope restricted or memoryless, odd and slope restricted.
The continuous-time Zames-Falb multipliers were first pro-
posed by O’Shea [2] and formalized in [3]. Similarly their
discrete-time counterparts were first proposed by [4] and
formalized by [5], [6].
There has been considerable interest in Zames–Falb mul-
tipliers, in particular, numerical searches in continuous-time
domain [7]–[15]. Recently, discrete-time domain searches have
been presented in [16]. Whereas the selection of the parametri-
sation in continuous-time becomes a fundamental question
and remains as an open question [17], FIR multipliers have
been shown to be the most effective structure in discrete-
time [16]. There has also been interest in generalizing the
class, both to multi-input, multi-output nonlinearities [18]–[21]
and to nonlinearities outside the original classes considered
by Zames and Falb [22]–[24]. Applications of the discrete-
time Zames–Falb multipliers range from input-constrained
model predictive control [25], [26] to first order numerical
optimization algorithms [27], [28].
It is useful to establish phase limitations of the available
Zames-Falb multipliers. It is trivial to show that their phase
must lie between −90o and +90o. However if this were the
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only limitation then the Kalman Conjecture would be true
for all plants. Instead, fourth-order continuous-time counterex-
amples [29] and second-order discrete-time counterexamples
[30], [31] are known. In [32] we develop phase limitations over
frequency regions based on an idea by [33]. It is remarkable
that the phase limitations for discrete-time multipliers are
more restrictive than those for continuous-time multipliers; in
particular in [32] it is shown that there are phase limitations
for discrete-time multipliers over a single frequency interval
(with non-zero measure).
An alternative approach was suggested by Jo¨nsson and co-
workers [34]–[39]. Specifically Jo¨nsson develops separation
results for continuous-time Zames-Falb multipliers where the
nonlinearity is odd. Despite the elegance of the framework,
the results have not previously led to useful algorithms (to the
authors’ knowledge) largely because “it is in most applications
hard to find a suitable frequency grid for the application of the
results”.
In this paper we revisit Jo¨nsson’s approach and develop
the discrete-time counterpart for the separation result and its
application to Zames–Falb multipliers. The main contribution
is to show that the discrete-time results lead to efficient
numerical methods and insightful results that are different in
kind to the continuous-time results.
The results of this paper not only reduce the conservative-
ness with respect to [32], but also significantly reduce the
computational burden. In particular for the discrete-time case,
phase limitations based on duality results can be computed
using a linear program; furthermore there are useful results
with a closed-form solution. The closed-form solution phase
limitations are tight in the sense that it is possible to construct
Zames–Falb multipliers that meet them with equality. In the
numerical examples we test stability as we vary the loop
gain; in all the examples we find only a small gap between
gains where we can find Zames-Falb multipliers via the search
of [16] and gains where the results of this paper show no
Zames-Falb multiplier exists.
This has interesting consequences. It allows us to show,
by construction, that the set of plants for which a suitable
Zames-Falb multiplier exists is non-convex (Theorem 8). This
in turn is strongly indicative of the reason why the Zames-Falb
multipliers have not, to-date, been widely used as a design tool.
It also adds credence to the conjecture we posed in [32]; the
implications are further explored in [40].
The remainder of the paper is structured as follows. In
Section II we provide necessary mathematical preliminaries.
In Section III we provide the discrete-time counterparts to
Jo¨nsson’s results, applied to both odd and nonodd nonlin-
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earities. Section IV represents the main contribution of the
paper by developing tractable conditions for duality results.
In Section IV.A we discuss results at single frequencies where
there is a closed-form solution; in Section IV.B we show these
results are tight in the sense that it is possible to construct
multipliers that meet the phase limitation with equality; in
Section IV.C we consider limitations at several frequencies
that can be obtained via linear programming. In Section V we
discuss the application to numerical examples, and compare
results with both the search for multipliers of [16] and the
phase limitations of [32]. In two Appendices we provide
details about the algorithm used to check conditions in [32]
and provide a complementary continuous-time results to [37]
for the case where the nonlinearity is non-odd.
II. PRELIMINARIES
A. Mathematical preliminaries
Some linear vector spaces, frequency domain spaces and
their dual spaces are defined in this part.
1) Linear vector spaces: Let Z and Z+ (R and R+) be
the set of integers (real numbers) and non-negative integers
(real numbers), respectively. Let Q+ be the set of non-negative
rational numbers. Let C be the set of complex numbers. Two
positive integers a and b are said to be coprime or relatively
prime if and only if their greatest common divisor is 1, i.e.
gcd(a;b) = 1, henceforth a⊥ b.
The space of real (complex) vectors and square matrices is
denoted by Rn and Rn×n (Cn and Cn×n). For a vector x ∈Rn,
the condition x  0 is satisfied if all its elements are non-
negative.
The Hermitian conjugate A∼ of the complex matrix A
is defined as its transpose conjugate. A real matrix is said
to be symmetric if A> = A. A complex matrix is said to
the Hermitian if A∼ = A. The Frobenius norm is defined as
|A|F =
√
tr(A∼A). Let Sm×mR ⊂Rm×m (Sm×mC ⊂Cm×m) consist
of symmetric (Hermitian) matrices with the Frobenius norm.
A symmetric real matrix A ∈ Rn×n is said to be positive
definite (semidefinite) if x>Ax> 0 (x>Ax≥ 0) for all non-zero
x ∈ Rn. A complex hermitian matrix A ∈ Cn×n is said to be
positive definite (semidefinite) if Re{x>Ax}> 0 (Re{x>Ax} ≥
0) for all x 6= 0.
Let X and Y be normed vector spaces. The dual space
of X, denoted by X∗, is the Banach space consisting of
all bounded linear functionals on X. The real-valued linear
functional 〈x,x∗〉 denotes the value of x∗ ∈ X∗ at x ∈ X.
A set C in a linear vector space X is said to be a cone
(with vertex at the origin) if x ∈C implies that αx ∈C, ∀α ≥
0. In addition, the cone is convex if x1,x2 ∈ C implies that
αx1+βx2 ∈ C, ∀α,β ≥ 0.
2) Signal spaces: Let ` be the space of all real-valued
sequences h : Z+ → R. Let `2 be the space of all square-
summable sequences h : Z+ → R. In discrete time, the ex-
tended spaces of `p is given by `, i.e. `pe = ` for all p, hence
there is no need for the extended notation [41]. Nonetheless,
the notation `pe is sometimes used in other parts of the
literature, e.g. [42], to highlight the norm of the original space.
Let `1(Z) be the space of all absolute-summable h : Z→R.
For h ∈ `1(Z), its norm is defined as
‖h‖1 =
∞
∑
i=−∞
hi (1)
The extension of the above definitions to vector-valued
functions or sequences is trivial and will be denoted by `n,
`n2 and `
n
1(Z).
The discrete-time Fourier transform of h is ĥ(e jω) =
∑∞i=−∞ hie− jωi, ω ∈ [−pi,pi]. If h ∈ `1, then ĥ(e jω) converges
for all ω . It can be extended to `2 signal by using the limit of
the truncated sequence; see [43], [44] for further details of the
convergence properties. For real sequences, the real part of the
Fourier transform is even and the imaginary part is odd. For
continuous Fourier transform and its convergence properties,
see [43].
3) System spaces: Let RLm×m∞ be the space consisting of
proper real rational transfer function matrices G : C→ Cm×m
that have no pole on the unit circle in the complex plane. Let
RHm×m∞ be a subspace of RLm×m∞ , where functions have all
poles inside the open unit disk. Let Sm×m∞ ⊂RLm×m∞ be the sub-
space consisting of transfer function matrices satisfying that
G(e jω) is Hermitian, i.e. G(e jω) = G(e jω)∼, ∀ω ∈ [−pi,pi].
The dual spaces are defined as follows:
Definition 1 ([45], [46]): A function f : ω ∈ [0,pi] 7→ Sm×mC
is said to be of bounded variation if its total variation on [0,pi]
is finite, i.e.
T.V.( f ),
∫ pi
0
|d f (ω)|F < ∞, (2)
Furthermore, the function is said to be normalised if it vanishes
at 0 and is right continuous on (0,pi). Moreover, ‖ f‖=T.V.( f )
Definition 2 (Space Sm×mNBV [35]): The space S
m×m
NBV is the
Banach space consisting of functions f : ω ∈ [−pi,pi] 7→ Sm×mC
which are normalised with bounded variation on [0,pi], and
which satisfy f (−ω) =− f (ω) ∀ω ∈ [0,pi].
Moreover, the convex cone Pm×mNBV ⊂ Sm×mNBV consists of func-
tions that also satisfy f (ω1) ≥ f (ω2), ∀ω1 ≥ ω2 ≥ 0. The
underlying methodology uses functions in the real line, hence
let us define g(ω) = G(e jω) for any given transfer function
matrix G ∈ Sm×m∞ .
Lemma 1 ([45]): The dual of Sm×m∞ can be identified with
Sm×mNBV . For G ∈ Sm×m∞ and f ∈ Sm×mNBV , the real-valued linear
functional is defined by the Stieltjes integral
〈g, f 〉=
∫ pi
−pi
tr(g(ω)d f (ω)) . (3)
Proof: If the function G∈ Sm×m∞ then g belong to the class
of continuous functions in the interval [−pi,pi]. By symmetry,
the integral can be rewritten as
〈g, f 〉= 2
∫ pi
0
tr(g(ω)d f (ω)) ; (4)
hence the problem can be reduced to the interval ω ∈ [0,pi].
Moreover, Definition 2 in conjunction with the properties of
Fourier transform for real sequences ensures that the linear
function is real-valued. As a result, the proof is a consequence
of the Riesz Representation Theorem (see p. 113 in [45]) for
the dual of space of continuous functions on a real interval.
4) Periodicity of complex exponential functions: The pe-
riodicity of the exponential function will be exploited in
Section IV by using the following result.
Lemma 2: Given an ω = αβ pi , where α ∈Z+, β ∈Z+ with
α ⊥ β and α < β , the minimum period T of a complex
exponential sequence hi = e− jωi, ∀i ∈Z, is
T =
{
2β when α is odd,
β when α is even.
(5)
Moreover, the phase of the complex exponential sequence hi =
e− jωi ∀i ∈Z, is given by the finite sequence{
{0, −piβ , −2piβ , ..., −(2β−1)piβ } when α is odd,
{0, −2piβ , −4piβ , ..., −2(β−1)piβ } when α is even.
(6)
Proof: The identity e− jωi = e− jω(i+T ) = e− jωie− jωT im-
plies that e− jωT = 1, ie. ωT = 2npi , where n ∈ Z+. Hence,
with ω = αβ pi , T =
2nβ
a . Finally, when α is odd, the minimum
T = 2β by setting n=α; when α is even, the minimum T = β
by setting 2n = α . The phase result then follows trivially.
For all other frequencies, i.e. ω = γpi with γ irrational, we
can state the following result:
Lemma 3 ([47]): Let ω = γpi with γ ∈R+\Q. The sequence
of complex numbers e− jωi for i= 0,1,2, ... is uniformly dense
in the unit circle.
B. Lurye systems
In this paper, we consider SISO Lurye systems in Fig. 1,
which is expressed as
e2 = u2+Ge1, e1 = u1−φ(e2). (7)
The system (7) is well-posed if the inverse map (e1,e2) 7→
(u1,u2) is causal in `2. In addition, it is `2-stable if it is well-
posed, and the signals (e1,e2) belong to `22 for any (u1,u2) ∈
`22.
6
m- -
?mffff
G
φ
u1 e1
−
u2e2
Fig. 1: Lurye systems
A nonlinear operator φ : ` 7→ ` is memoryless if there
exists a map N : R→ R such that (φ(υ))i = N(υi), ∀i ∈ Z.
Assume that N(0) = 0. The memoryless nonlinearity φ is
sector bounded, denoted by φ ∈ [k1,k2] with k1 < k2 < ∞,
if k1 ≤ N(x)/x ≤ k2,∀x ∈ R. The memoryless nonlinearity
φ is monotone if [N(x1)−N(x2)]/(x1− x2) ≥ 0,∀x1,x2 ∈ R
and x1 6= x2. The uncertainty φ is slope-restricted, denoted
by φ ∈ S[k1,k2], if k1(x1 − x2) ≤ N(x1)− N(x2) ≤ k2(x1 −
x2),∀x1,x2 ∈R and x1 6= x2. Finally, the memoryless operator
φ is said to be odd if N(−x) =−N(x), ∀x ∈R.
C. IQC framework
The discrete-time extension of the IQC framework is trivial
by replacing the imaginary axis with the unit circle.
Definition 3 (IQC [48], [49]): Let Π : [0,pi]→ Sm×mC be a
measurable Hermitian-valued function. Then, a bounded and
causal operator φ is said to satisfy the IQC defined by Π, if∫ pi
0
[
v̂(e jω)
φ̂(v)(e jω)
]∼
Π(e jω)
[
v̂(e jω)
φ̂(v)(e jω)
]
dω ≥ 0, ∀v ∈ `2,
(8)
where v̂ and φ̂(v) denote the discrete Fourier transform of v
and φ(v) respectively.
Remark 1: It is standard in the IQC literature to restrict
the definition of the IQC to the interval [0,pi], but it can be
extended to the interval [−pi,pi], which is the natural interval
for duality results, when Π is constructed as the z-transform
of a time-domain operator.
Similarly, we can write the IQC theorem where we restrict
our attention to continuous multipliers:
Theorem 1 ([48]): Let Π : [0,pi] → Sm×mC a continuous
measurable Hermitian-valued function. For the system in Fig.
1, let G ∈ RH∞ and φ be a causal bounded operator. Assume
that ∀τ ∈ [0,1],
1) the feedback interconnection between G and τφ is well-
posed;
2) the operator τφ satisfies the IQC defined by Π;
3) the following frequency domain inequality holds,[
G(e jω)
1
]∼
Π(e jω)
[
G(e jω)
1
]
> 0, ∀ω ∈ [0,pi].
(9)
Then, the system in Fig.1 is `2-stable.
Remark 2: The corresponding condition in the classical the-
ory (e.g. (9) in Megretski and Rantzer [48]) has an additional
term εI on the right hand side. In discrete-time, the continuity
of the multiplier, which is required to define the dual spaces,
allow us to remove this condition as the condition is tested in
a bounded interval.
D. Zames-Falb multipliers
If φ is memoryless, bounded and monotone, then the Zames-
Falb IQC with the class of Zames-Falb multipliers is valid to
preserve the positivity in (8). A wider class of Zames-Falb
multipliers is obtained when φ is also odd.
Definition 4 (Discrete-time LTI Zames-Falb multipliers [4],
[5]): Let the real-valued sequence h and the operator H
be a discrete-time Fourier transform pair. Then, an operator
M(e jω) = 1−H(e jω) belongs to the set M if h0 = 0, hi ≥ 0
and ‖h‖1 ≤ 1. Similarly, the operator M belongs to the set
Modd if h0 = 0 and ‖h‖1 ≤ 1.
Remark 3: Although we may use a strictly inequality from a
practical point of view, we use the original definition with non-
strict inequalities as the subset of multipliers with ‖h‖1 = 1
will be important for some parts of the paper.
Remark 4: Note that M ⊂Modd.
We use the definition which is analogous to the continuous
Zames-Falb multipliers, see [1], [3]. However, the classical
definition of discrete Zames-Falb multipliers [5] also includes
LTV multipliers, though they have never been used to the best
of the authors’ knowledge.
Definition 5 (Zames-Falb IQC multipliers): The convex cone
Πφ ⊂ S2×2∞ consists of function matrices Π, which is in the
form
Π(e jω) =
[
0 M(e jω)∼
M(e jω) 0
]
, (10)
with M ∈M or M ∈Modd.
Then we have the following corollary of Theorem 1 for
bounded and monotone nonlinearities.
Corollary 1: For the system in Fig. 1, let G ∈RH∞, and let
φ be a bounded and monotone memoryless nonlinearity. The
system is `2-stable, if there exists Π ∈Πφ with M ∈M , such
that [
G(e jω)
1
]∼
Π(e jω)
[
G(e jω)
1
]
> 0, ∀ω ∈ [0,pi]. (11)
Moreover, M ∈Modd in Π if φ is also odd.
E. Phase limitation of Zames-Falb multipliers in [32]
In this part, we repeat the phase properties of Zames-
Falb multipliers in [32] in order to compare with the duality
approach in this paper.
Definition 6: Let 0≤ a< b≤ pi . Define
ψd(n) =
cos(an)− cos(bn)
n
, φ d(n) =
sin(an)− sin(bn)
n
.
Then,
µd(n) =
|ψd(n)|
(b−a)+φ d(n) , ρ
d = max
n∈Z+
µd , (12a)
µdodd(n) =
|ψd(n)|
(b−a)−|φ d(n)| , ρ
d
odd = max
n∈Z+
µdodd , (12b)
where both ρd and ρdodd are positive and well-defined
(ρd ,ρdodd < ∞).
Theorem 2 (Phase limitation of Zames-Falb multipli-
ers [32]): For a discrete-time Zames-Falb multiplier M, if
there exist ρ > 0 such that
Im
{
M(e jω)
}
> ρRe
{
M(e jω)
}
, ∀ω ∈ [a,b], (13)
then ρ < ρd if M ∈M ; ρ < ρdodd if M ∈Modd.
Remark 5: With a given frequency pair a and b, the
operators µd and µdodd → 0 with n→ ∞. Hence, ρd and ρdodd
can be obtained by searching in the range n∈ [1,N] with some
N being sufficiently large.
III. DISCRETE-TIME DUALITY RESULTS
A. General separation result and its appplication to Zames–
Falb multipliers
This paper builds on the separation result developed by
Jo¨nsson in the continuous domain (Theorem 4.2 in [35]).
We restrict our attention to its discrete-time counterpart for
SISO plants although extensions to square MIMO plants are
straightforward.
Theorem 3: Let Πφ ⊂ S2×2∞ be a convex set and let G∈RH∞.
The following two statements are equivalent:
• There is no Π ∈Πφ such that[
G(e jω)
1
]∼
Π(e jω)
[
G(e jω)
1
]
> 0, ∀ω ∈ [0,pi]. (14)
• There exits a nonzero Z ∈ PNBV such that∫ pi
−pi
tr
(
Π(e jω)
[
G(e jω)
1
]
dZ(ω)
[
G(e jω)
1
]∼)
≤ 0, (15)
for all Π ∈Πφ .
Proof: Although the proof given in [35] is for continuous
time only, it is based on the separation principle for Banach
spaces and the properties of linear operators. It can thus be
directly translated to discrete time.
As we will restrict our attention SISO Zames-Falb multi-
pliers, Theorem 3 can be rewriten as follows:
Corollary 2: Let G ∈ RH∞. The following two statements
are equivalent:
• There is no M ∈M (or M ∈Modd) such that
Re(M(e jω)G(e jω))> 0, ∀ω ∈ [0,pi]. (16)
• There exits a nonzero Z ∈ PNBV such that∫ pi
−pi
Re(M(e jω)G(e jω))dZ(ω)≤ 0. (17)
for all M ∈M (or M ∈Modd).
Proof: It follows by applying Theorem 3 and substituting
Πφ with the set Zames-Falb IQC multiplier in Definition 5.
Note that the set is convex by definition.
From a computational point of view, it is interesting to use
a finite parametrization of Z by using the atomic measure
space, i.e. for 0 < ω1 < ω2 < · · ·< ωN ≤ pi and non-negative
λ1,λ2, . . . ,λN , let us define
Z(ω) =
N
∑
r=1
{λrθ(ω−ωr)−λrθ(−ω−ωr)} , ω ∈ [−pi,pi],
(18)
where θ is the step function. It is trivial that Z ∈ PNBV.
Corollary 3: Let G ∈ RH∞. Assume there exist 0 < ω1 <
ω2 < · · · < ωN ≤ pi and non-negative λ1,λ2, . . . ,λN , where at
least one λr is nonzero, such that
N
∑
r=1
Re{λrM(e jωr)G(e jωr)} ≤ 0, (19)
for all M ∈M (M ∈Modd), then there is no M ∈M (M ∈
Modd) such that
Re{M(e jω)G(e jω)}> 0, ∀ω ∈ [0,pi]. (20)
Proof: The proof follow from Corollary 2 by using the
parametrization of Z(ω) as the atomic measure in (18).
Loosely speaking, we will be able to ensure that there is no
suitable Zames-Falb multiplier for a given plant G, if we are
able to show that all Zames-Falb multipliers satisfy (19). The
rest of the paper deals with the development of conditions on
G such that we can ensure that (19) is satisfied for all Zames-
Falb multipliers.
B. Duality conditions
We now develop conditions over G ensuring that the duality
result in Corollary 3 is satisfied for all discrete LTI Zames-Falb
multipliers.
Before providing the main result, the following lemma shall
be used during the proof of the main result:
Lemma 4: For any given 0 < ω1 ≤ ·· · ≤ ωN ≤ pi , and
λ1, · · · ,λN ≥ 0. Then
min
i∈Z
[
N
∑
r=1
Re
{
λ1G(e jωr)e− jωr i
}]≤ 0. (21)
Proof: Initially, we prove for the case N = 1. If λ1 = 0,
the results is trivially true. If λ1 > 0, Let us assume that
ξω1i = Re
{
λ1G(e jω1)e− jω1i
}
> 0 (22)
for all i ∈Z, then ∑∞i=0 ξω1i > 0
The sequence ξω1i can be either periodic or aperiodic.
If ξω1i is periodic with period T , then
T−1
∑
i=0
ξω1i =
T−1
∑
i=0
Re
{
λ1G(e jω1)e− jω1i
}
=
Re
{
λ1G(e jω1)
T−1
∑
i=0
e− jω1i
}
(23)
From the periodicity, any ω1 = n1 2piT for n1 ∈ N+, hence it
holds
T−1
∑
i=0
e− jn1
2pi
T i = 0 (24)
as it can be seen as the second component of the discrete-time
Fourier transform of a vector of ones. As a result, ∑T−1i=0 ξi = 0,
hence the result is obtained by contradiction.
If ξω1i is aperiodic, for any ω1,
∞
∑
i=0
e− jω1i = 0 (25)
since by Lemma 3 the sequence e− jω1i is uniformly dense in
the unit circle. As a result, ∑∞i=0 ξ
ω1
i = 0, hence the result is
obtained by contradiction.
For N > 1, the result follows by applying the above argu-
ment to every ξωri for r = 1, . . . ,N.
Theorem 4: Let G ∈ RH∞. Assume there exist 0 < ω1 ≤
·· · ≤ ωN ≤ pi , and λ1, · · · ,λN ≥ 0, where at least one λr is
nonzero. If
N
∑
r=1
Re
{
λrG(e jωr)
}≤min
i∈Z
[
N
∑
r=1
Re
{
λrG(e jωr)e− jωr i
}]
, (26)
then there is no Zames-Falb multiplier M ∈M such that
Re
{
M(e jω)G(e jω)
}
> 0, ∀ω ∈ [0,pi]. (27)
Similarly, if
N
∑
r=1
Re
{
λrG(e jωr)
} ≤ −max
i∈Z
∣∣∣∣∣ N∑r=1 Re{λrG(e jωr)e− jωr i}
∣∣∣∣∣ ,
(28)
then there is no Zames-Falb multiplier M ∈Modd such that
Re
{
M(e jω)G(e jω)
}
> 0, ∀ω ∈ [0,pi]. (29)
Proof: The proof follows from Corollary 3. We need to
show that (26) implies (19) for all M ∈M or M ∈Modd.
Firstly, let us consider M ∈M . We can include the defini-
tion of Zames–Falb multipliers as follows. The condition
N
∑
r=1
Re
{
λrG(e jωr)
}≤ N∑
r=1
Re
{
λrG(e jωr)e− jωr i
}
, (30)
for all i ∈ Z implies that the left hand side must be non-
positive. Then, for all sequences h such that hi ≥ 0, h0 = 0,
and ‖h‖1 ≤ 1, it follows that(
1−
∞
∑
i=−∞
hi
)
N
∑
r=1
Re
{
λrG(e jωr)
}≤ 0. (31)
Hence substituting (30) in (31) for the each i in the summation,
yields
N
∑
r=1
Re
{
λrG(e jωr)
}−
∞
∑
i=−∞
hi
[
N
∑
r=1
Re
{
λrG(e jωr)e− jωr i
}]≤ 0, (32)
for all sequences h such that hi ≥, h0 = 0, and ‖h‖1 ≤ 1.
Rearranging gives
N
∑
r=1
Re
{
λr
(
1−
∞
∑
i=−∞
hie− jωr i
)
G(e jωr)
}
≤ 0. (33)
Hence
N
∑
r=1
Re
{
λrM(e jωr)G(e jωr)
}≤ 0, (34)
for all M ∈M . Then the result is obtained by using Corol-
lary 3.
Following the same approach, let us now consider M ∈
Modd. In this case, we have
N
∑
r=1
Re
{
λrG(e jωr)
}≤− N∑
r=1
Re
{
λrG(e jωr)e− jωr i
}
, (35)
and
N
∑
r=1
Re
{
λrG(e jωr)
}≤ N∑
r=1
Re
{
λrG(e jωr)e− jωr i
}
, (36)
for all i, and as previously it is trivial that the left hand side
must be non-positive. Then, for all sequences h such that h0 =
0 and ‖h‖1 ≤ 1, it follows that(
1−
∞
∑
i=−∞
|hi|
)
N
∑
r=1
Re
{
λrG(e jωr)
}≤ 0. (37)
Hence substituting (35) (if hi < 0) or (36) (if hi > 0) in (37)
for each i in the summation, yields
N
∑
r=1
Re
{
λrG(e jωr)
}−
∞
∑
i=−∞
hi
[
N
∑
r=1
Re
{
λrG(e jωr)e− jωr i
}]≤ 0, (38)
for all sequences h such that h0 = 0 and ‖h‖1≤ 1. Rearranging
gives
N
∑
r=1
Re
{
λr
(
1−
∞
∑
i=−∞
hie− jωr i
)
G(e jωr)
}
≤ 0, (39)
Hence
N
∑
r=1
Re
{
λrM(e jωr)G(e jωr)
}≤ 0, (40)
for all M ∈ Modd. Then the result is obtained by using
Corollary 3.
IV. MAIN RESULTS
The results developed in the previous section can be
considered the discrete-time counterpart of results in [35]
(and Appendix B). The main contribution of this paper is
the development of computationally tractable conditions the
duality results of Zames-Falb multipliers, which do not exist
in continuous-time.
In particular, we will show that a closed-form expression
for limitations at a single frequency is possible. These results
represent a change in the understanding of the stability of SISO
Lurye system; as they can be easily used by any user by using
a Bode Plot. It is possible to improve the single frequency
result by including more frequencies, where a linear program
is required to derive the phase limitations.
A. Single frequency condition as a phase limitation of multi-
pliers
First, we rewrite the duality conditions in the single fre-
quency case directly.
Corollary 4: Let G ∈ RH∞. If there exists ω1 ∈ (0,pi] such
that
Re
{
G(e jω1)(1− e− jω1i)}≤ 0, ∀i ∈Z (41)
then there is no M ∈M such that
Re
{
M(e jω)G(e jω)
}
> 0, ∀ω ∈ [0,pi]. (42)
Similarly, if there exists ω1 ∈ (0,pi] such that
Re
{
G(e jω1)(1± e− jω1i)}≤ 0, ∀i ∈Z (43)
then there is no M ∈Modd such that
Re
{
M(e jω)G(e jω)
}
> 0, ∀ω ∈ [0,pi]. (44)
Proof: The result follows from Theorem 4 for the case
N = 1 by taking λ1 = 1 without loss of generality. The nonodd
case is straightforward, while in the odd case, the absolute
value in (28) implies that both positive and negative signs of
e− jω1i are in (43).
Remark 6: If G(e jω1) is real, the result leads to a trivial
conclusion just depending on the sign of G(e jω1), i.e. con-
ditions (41) amd (43) are true if and only if G(e jω1) < 0.
If G(e jω1) is complex, these conditions can only hold if
Re
{
G(e jω1)
} ≤ 0, which can be seen a natural consequence
of the Circle Criterion.
Remark 7: Although similar result can be found in
continuous-time, it is straightforward to show that the result
will only hold for the case G(s)∈R and G(s)≤ 0. As a result,
it will not provide any novel information as this condition can
be taken without loss of generality, see [50], [51] for further
details.
We have used slightly different notation for the conditions
in Corollary 4 as it provides the following interpretation: At
any given frequency, if none of the FIR multiplier with single
term at the boundary, i.e. 1−e jωi for all i, is able to correct the
lack of positivity of G, then no other Zames-Falb multiplier
in M will be able to correct it. For Modd, we need to test
all 1± e jωi to ensure that no other Zames-Falb multiplier in
Modd will be able to correct.
The result can be rewritten in terms of a phase limitation
as in [32].
Theorem 5: Let α ∈ Z+,β ∈ Z+ with α ⊥ β and α < β .
Take ω1 = αβ pi . Then∣∣∠M(e jω1)∣∣≤ pi
2
(
1− 1
β
)
, when α is odd, (45)∣∣∠M(e jω1)∣∣≤ pi
2
(
1− 2
β
)
, when α is even, (46)
for all M ∈M with M(e j αβ pi) 6= 0. Similarly,∣∣∣∠M(e j αβ pi)∣∣∣≤ pi
2
(
1− 1
β
)
, (47)
for all M ∈Modd with M(e jω1) 6= 0. Moreover, ∠M(e jpi) = 0
if M(e jpi) 6= 0 for all M ∈Modd.
Remark 8: The last part of the statement is trivially true
from the definition of the multipliers.
Proof: Let us considered the case M ∈M . For the sake of
simplicity, let G(e jω1) = re j(−pi+σ) for r> 0 and 0< σ ≤ pi/2.
Then the limitation (41) holds for all σ in the interval [0,pi/T ],
where the period T of the complex exponential sequence is
given in Lemma 2. The limit case is shown in Fig. 4 when
2σ = 2pi/T . A maximum allowed phase for G(e jω) to show
that there is no suitable Zames-Falb multiplier implies in turn a
maximum phase for Zames-Falb multipliers given by pi/2−σ .
As two different periods for T are given in Lemma 2, then the
positive limits of both conditions (45) and (46) are found.
The same argument can be used when G(e jω1) = re j(pi−σ)
for r > 0 and 0 < σ ≤ pi/2; see the limit case 2σ = 2pi/T
in Fig 5, where T is again defined by Lemma 2. We find
the minimum allowed phase for G(e jω1) which in turn can be
translated into the negative limits of both conditions (45) and
(46).
The same approach is used when M ∈Modd. The only
important difference in this case is that the periodicity of
e− jω1i is no longer relevant as condition (43) include both
positive and negative signs. Then the period of the exponential
sequence is 2β regardless of α .
The case α even is depicted in Fig. 6.
The obtained phase limitations are illustrated in Figs. 2
and 3.
B. Tightness of the phase limitation
Here we show that the conditions obtained in Theorem 5
are tight; at each frequency point it is possible to construct a
Fig. 2: Phase limitation of the class M for frequencies ω = αβ pi with β ≤ 50.
Fig. 3: Phase limitation of the class Modd for frequencies ω = αβ pi with β ≤ 50.
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Fig. 4: The maximum allowed phase for G(e jω1), i.e. −pi+σ ,
to ensure that there is no suitable multiplier M ∈M implies
in turn a maximum phase for the class of multiplier to recover
the positivity of Re{M(e jω1)G(e jω1)}. The limitation depends
on the period T .
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Fig. 5: The minimum allowed phase for G(e jω1), i.e. pi −σ ,
to ensure that there is no suitable multiplier M ∈M implies
in turn a minimum phase for the class of multiplier to recover
the positivity of Re{M(e jω1)G(e jω1)}.
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Fig. 6: When M ∈Modd, the limitation is independent of
the period as when T = β , the constraint is activated by the
opposite element. As a result, the limit for σ is achieved when
2σ = pi/β regardless of the period T .
single parameter Zames-Falb multiplier that meets the phase
limitations in Theorem 5 with equality.
The result uses the left branch of the Stern-Brocot tree [52]
(see Fig. 7) so we can construct the required multiplier to
achieve an arbitrary constraint. There is a strong relationship
between the Stern-Brocot tree and Euclid’s algorithm to find
the Be´zout coefficient of coprime numbers [52], and some
of the results of this section are not restricted to the use of
the Stern-Brocot tree, but it allows us to provide a closed
form expression of the required multipliers. Furthermore, it
allows us to construct a multiplier arbitrarily close to ±pi/2
at frequencies of the form γpi with γ irrational.
Loosely speaking, the sequence at a given level of the Stern-
Brocot tree is denoted by {pi/qi}Ni=1, with some abuse of
notation. For instance, the first level is given by {0/1,1/1},
the second level is {0/1,1/2,1/1}, etc.
We will require the following properties of the Stern-Brocot
tree.
Lemma 5 (Be´zout identity [52]): Any fraction a/b with a⊥
b belongs to sequences of the Stern-Brocot tree. Moreover, for
any two consecutive elements of a given sequence , pk/qk and
pk+1/qk+1, then
pk+1qk− pkqk+1 = 1. (48)
Lemma 6: Let us consider two consecutive elements of a
given sequence for the tree, pk/qk and pk+1/qk+1, with pk
even. Then, the following properties hold:
• for the multiplier M1(z) = 1+ z−qk ,
∠M1(e
pk+1
qk+1
pi j
) =
pi
2
(
1− 1
qk+1
)
,
• for the multiplier M2(z) = 1+ zqk ,
∠M2(e
pk+1
qk+1
pi j
) =−pi
2
(
1− 1
qk+1
)
,
0
1
1
1
1
2
0
1
1
1
1
2
0
1
1
1
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2
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1
1
1
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3
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3
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Fig. 7: First five sequences of the left branch of the Stern-
Brocot tree. For each pair of neighbours at some level, a new
element is generated by the mediant between to neighbours
for the next level, i.e. the neighbours pk/qk and pk+1/qk+1
generates a new element in the level below given by (pk +
pk+1)/(qk +qk+1). Adapted from [52] and [53].
• for the multiplier M3(z) = 1− zqk+1 ,
∠M3(e
pk
qk
pi j
) =
pi
2
(
1− 1
qk
)
,
• for the multiplier M4(z) = 1− z−qk+1 ,
∠M4(e
pk
qk
pi j
) =−pi
2
(
1− 1
qk
)
,
• for the multiplier M5(z) = 1− z2qk+1 ,
∠M5(e
pk
qk
pi j
) =−pi
2
(
1− 2
qk
)
,
• for the multiplier M6(z) = 1− z−2qk+1
∠M6(e
pk
qk
pi j
) =−pi
2
(
1− 2
qk
)
.
Proof: The proof is based on Be´zout’s identity. For exam-
ple, let us consider the multiplier M1. Its phase is undefined at
pi pk/qk, and its slope is −qk/2 when it is defined (see Fig. 8).
As a result, it is straightforward that
∠M1(eω j) =
pi
2
− (ω−pi pk
qk
)
qk
2
, ∀ω ∈
(
pk
qk
pi,
pk +2
qk
pi
)
.
Substituting ω = pk+1qk+1 pi , it yields
∠M1(e
pk+1
qk+1
pi j
) =
pi
2
(
1−
(
pk+1
qk+1
− pk
qk
)
qk
)
.
Then by using Be´zout’s identity (48), the result is
∠M1(e
pk+1
qk+1
pi j
) =
pi
2
(
1−
(
pk+1qk− pkqk+1
qkqk+1
)
qk
)
=
pi
2
(
1−
(
1
qk+1
))
.
ω
∠M pk
qk
pi pk+1qk+1 pi
pi
2
(
1− 1qk
)
pi
2
(
1− 1qk+1
)
pi
2
Fig. 8: If pk is even, phase of the multipliers 1+ z−qk (in red)
and 1− zqk+1 (in blue). If pk is even, phase of the multipliers
1− z−qk (in red) and 1+ zqk+1 (in blue). The multiplier in
blue and the multiplier in red reach the phase limitation at
frequencies pkqk pi and
pk+1
qk+1
pi , respectively.
The rest of the results can be obtained following the same
approach.
Then we can generate a multiplier reaching the limitation
as follows.
Theorem 6: Let α ∈ Z+,β ∈ Z+ with α ⊥ β , α even, and
α < β . There is at least one Zames–Falb multiplier M ∈M
with phase pi2 (1− 2β ) at frequency αβ pi . Similarly, there is at
least one Zames-Falb multiplier M ∈Modd with phase ±pi2 (1−
1
β ) at frequency
α
β pi .
Proof: The result follows from finding the neighbours
of α/β in the Stern-Brocot tree, i.e. finding their Be´zout’s
coefficients of α and β , and then applying the multipliers in
Lemma 6 as follows: if α is even, then take pk =α and qk = β
and the multipliers M3 and M4; if α is odd, then take pk+1 =α
and qk+1 = β and the multipliers M1 and M2.
a) Example: Let us take α = 4 and β = 7. It is straight-
forward to develop a bisectional search of the neighbours of
4/7, so we can find that the right neightbour is 3/5 in the
first level of the tree when 4/7 turns up. Then the multipliers
1+ z±5 reach the phase ±pi2
(
1− 17
)
at the frequency 4pi7 , see
Fig. 9. 
Similarly, this development provides another set of tools
to show that the limitation collapses to ±pi/2 for irrational
frequencies.
Theorem 7: Let γ ∈R+\Q, then for a given arbitrarily small
ε > 0, there are Zames-Falb multipliers of the form M(z)= 1−
z±n0 with phase larger than pi/2−ε and smaller than −pi/2+ε
at the frequency γpi .
Proof: For a given ε take the Stern-Brocot tree with
enough depth such that
pk
qk
< γ <
pk+1
qk+1
with pi/(2qk)< ε and pi/(2qk+1)< ε .
Let us assume pk+1 is even, then the phase of the multiplier
M+(z) = 1− zqk+1 is in the interval (pi/2(1− 1/qk)),pi/2)
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Fig. 9: The multiplier 1+ z5 reaches the phase pi2
(
1− 17
)
at
the frequency 4pi7 . Note that the multiplier reaches infinite
limitations, indeed they can be parametrised ω = pkqk pi where
pk/qk are all the neighbours of pi/5, 3pi/5 for all the levels
of the Stern-Brocot tree.
for any frequency between pi pk/qk and pi pk+1/qk+1, hence
the phase of the multiplier M+(z) = 1− zqk+1 is larger than
pi/2−ε at the frequency γpi . Similarly, the multiplier M−(z) =
1− z−qk+1 is smaller than −pi/2+ ε at the frequency γpi as
∠M−(z) =−∠M+(z) for all |z|= 1.
If pk+1 is odd, then pk is even, and the same argument can
be followed for the multipliers M± = 1− z∓qk .
As a result, the single frequency limitation in Theorem 5
it is the best possible limitation for discrete-time Zames–Falb
multipliers at a single frequency.
C. Duality bounds with multiple frequencies
As highlighted by Jo¨nsson, one of the issues with
continuous-time results for duality bounds is to obtain a
suitable grid of frequencies. We have developed a powerful
algorithm which does not require any numerical search. How-
ever, this method can be improved in some instances by using
a grid of frequencies. In discrete-time, the selection of the
frequency grid is not critical as the resulting conditions in
Theorem 4 can be efficiently tested via a linear program.
Proposition 1: For a stable G and integer β ≥ 2, let us
consider a set of frequencies ωr = rβ pi for r = 1,2, · · · ,β −1.
For i = 0,1, · · · ,2β −1, let us define
Λ=

λ1
λ2
...
λβ−1
 , v−i =

Re{(1− e− jω1i)G(e jω1)}
Re{(1− e− jω2i)G(e jω2)}
...
Re{(1− e− jω2i)G(e jωβ−1)}
 , (49)
and
v+i =

Re{(1+ e− jω1i)G(e jω1)}
Re{(1+ e− jω2i)G(e jω2)}
...
Re{(1+ e− jωβ−1i)G(e jωβ−1)}
 . (50)
Assume there exists a nonzero Λ 0 such that
Λ>v−i ≤ 0 for all i = 0,1, · · · ,2β −1, (51)
then there is no Zames–Falb multiplier M ∈M such that
Re
{
M(e jω)G(e jω)
}
> 0, ∀ω ∈ [0,pi]. (52)
Similarly, assume there exists a nonzero Λ 0 such that
Λ>v−i ≤ 0, and Λ>v+i ≤ 0, for all i = 0,1, . . . ,2β −1, (53)
then there is no Zames–Falb multiplier M ∈Modd such that
Re
{
M(e jω)G(e jω)
}
> 0, ∀ω ∈ [0,pi]. (54)
Proof: If there is a nonzero Λ 0, such that
Λ>v−i ≤ 0 for all i = 0,1, · · · ,2β −1, (55)
then it is true that it holds for all i ∈Z as vi = vi±n2β . Hence
the sequence {λ1,λ2, ...,λβ−1} contains a nonzero element and
β−1
∑
r=1
Re
{
λrG(e jωr)
}≤ β−1∑
r=1
Re
{
λrG(e jωr)e− jωr i
}
, (56)
for all i ∈Z. As a result, the condition (26) in Thereom 4 are
satisfied for all M ∈M .
Similarly, if there exists a nonzero Λ 0 such that
Λ>v−i ≤ 0, and Λ>v+i ≤ 0, for all i = 1,2, . . . ,2β −1, (57)
then it is trivially true that it hold for all i ∈Z as vi = vi±n2β .
Hence the sequence {λ1,λ2, ...,λβ−1} contains a nonzero
element and
β−1
∑
r=1
Re
{
λrG(e jωr)
}≤ β−1∑
r=1
Re
{
λrG(e jωr)e− jωr i
}
, (58)
and
β−1
∑
r=1
Re
{
λrG(e jωr)
}≤−β−1∑
r=1
Re
{
λrG(e jωr)e− jωr i
}
, (59)
for all i ∈ Z. As a result, the condition (28) in Thereom 4 is
satisfied for all M ∈Modd.
V. APPLICATION TO ABSOLUTE STABILITY: NUMERICAL
RESULTS
When absolute stability criteria are developed in the litera-
ture, the standard test consists of finding the maximum slope
of the class of slope-restricted nonlinearities for a given stable
system G [41]. A loop transformation is normally used to
obtain the following result:
Corollary 5: For the system in Fig. 1, let G ∈ RH∞, and φ
is memoryless and φ ∈ S[0,k]. Denote G˜=G+ 1k . The system
is `2-stable, if there exists Π ∈Πφ with M ∈M , such that[
G˜(e jω)
1
]∼
Π(e jω)
[
G˜(e jω)
1
]
> 0, ∀ω ∈ [0,pi]. (60)
Moreover, M ∈Modd in Π if φ is also odd.
One of the first proposed solutions to the problem of
absolute stability was proposed by Kalman [54] as follows:
Definition 7 (Nyquist value, kN): The Nyquist value of a
stable transfer function G is
kN = sup
k
{k > 0 : (1+ τkG(e jω))−1 is stable ∀τ ∈ [0,1]}.
Conjecture 1 (Kalman conjecture [54]): Consider the feed-
back interconnection of G and φ . This feedback interconnec-
tion is asymptotically stable for all memoryless φ in S[0,k] if
and only if k < kN .
G+ 10+
G
G+ 1kZF
RH∞
Fig. 10: Schematic representation of the trajectory of G+1/k
for stable plants with finite gain, i.e. kN < ∞. In red, the set
of LTI passive plants. In magenta, the set of LTI stable plants
for which is possible to find a suitable Zames-Falb multiplier.
It is worth highlighting that the gain at the crossing between
the red and magenta areas is given by the Circle Criterion.
However, this solution has been proved wrong in general.
For continuous-time, Fitts proposed the first counterexam-
ple [29]; see [55] for a discussion, and the conjecture has
been proved to be true for first, second, and third order
systems [56]. In discrete-time, it is trivial that the conjecture
is true for first order systems, but there are second-order
counterexamples [30], [31].
For a given G with kN < ∞, the set of plants G+ 1/k
is depicted in Fig. 10. A segment of this line lies within
the subset of passive plants for k ∼ 0, i.e. the Zames-Falb
multiplier M(z) = 1 is suitable for these plants. A second
segment is outside the set of passive plants but it is still
possible to find a Zames-Falb multiplier. As kN < ∞, there
is no suitable Zames-Falb multiplier for G.
Mathematically, we can define the following critical gains:
• supremum of the set of gains for which there exists a
suitable LTI Zames-Falb multiplier, kLT IZF ;
• supremum of the set of gains for which there exists a
suitable Zames-Falb multiplier, kZF ;
• supremum of the set of gains for which the system is
absolutely stable, kAS;
• supremum of the set of gains for which the system is
stable in feedback interconnection with the linear gain,
i.e. Nyquist gain, kN .
Trivially, kLT IZF ≤ kZF ≤ kAS ≤ kN 1. Then one can think
of the search algorithm in [16] as a lower bound of kLT IZF ,
in short kLT IZF . The tools developed in this paper allow us
to provide an upper bound of kLT IZF , in short k¯LT IZF . For
discrete-time examples, we shall show that k¯LT IZF −kLT IZF is
negligible for all tested examples; hence the current state of
the art provides a very good estimation of kLT IZF .
The results in [16] show the best available lower bound
of the solution of the problem, i.e. kAS. We repeat here the
conjecture proposed in [32]:
Conjecture 2: For an LTI G and 0 < k < kN , if there is no
suitable LTI multipliers for G+1/k, then the Lurye system is
not absolutely stable, i.e.
kLT IZF = kZF = kAS.
This conjecture would imply that the set of linear
time-variant (LTV) Zames–Falb multipliers can be “phase-
substituted” by LTI Zames–Falb multipliers, hence it is not
required to develop new techniques to find LTV Zames-Falb
multipliers. On the other hand, the necessity of the existence
of an LTI multiplier for absolute stability would imply there
is no need for new stability criterion.
When the nonlinearity is slope restricted in the interval
S[0,k], then we apply a classical loop transformation as
follows:
Corollary 6: Let G ∈ RH∞ and k > 0. Assume there exists
0<ω1 ≤ ·· ·<ωN ≤ pi , and λ1, · · · ,λN ≥ 0, where at least one
λr is nonzero. If
N
∑
r=1
Re
{
λr
(
G(e jωr)+
1
k
)}
≤min
i∈Z
[
N
∑
r=1
Re
{
λr
(
G(e jωr)+
1
k
)
e− jωr i
}]
, (61)
then there is no Zames-Falb multipliers M ∈M such that
Re
{
M(e jω)
(
G(e jω)+
1
k
)}
> 0, ∀ω ∈ [0,pi]. (62)
Similarly, if
N
∑
r=1
Re
{
λr
(
G(e jωr)+
1
k
)}
≤−max
i∈Z
∣∣∣∣∣ N∑r=1 Re
{
λr
(
G(e jωr)+
1
k
)
e− jωr i
}∣∣∣∣∣ , (63)
then there is no Zames-Falb multiplier M ∈Modd such that
Re
{
M(e jω)
(
G(e jω)+
1
k
)}
> 0, ∀ω ∈ [0,pi]. (64)
Proof: The proof is straightforward by classical loop
transformation as in Corollary 1.
1In the literature, two parallel problems are normally considered, when φ
is slope-restricted and when φ is slope-restricted and odd, hence two sets of
the above constants can be defined.
A. Dual bounds kLT IZF by single frequency
Although the limitations only hold for a countable set of
frequencies, the results are very powerful as they allow us to
provide an upper bound of kLT IZF in closed-form.
Definition 8: Let G ∈ RH∞. Let ψ : R×N+ → R be the
function
ψ(ω,β ) =
− tan
(
1
β pi
)
R(ω) tan
(
1
β pi
)
+ I(ω)
(65)
where
R(ω) = Re
{
G(e jω)
}
, I(ω) =
∣∣Im{G(e jω)}∣∣ .
Proposition 2: Let G ∈ RH∞, given ω1 = αβ pi , where α ∈
Z+,β ∈Z+ with α ⊥ β and α < β . If
k =
{
ψ(ω1,2β ) when α is odd
ψ(ω1,β ) when α is even
(66)
is positive, then there is no M ∈M such that
Re
{
M(e jω)
(
G(e jω)+
1
k
)}
> 0, ∀ω ∈ [0,pi].
Similarly, if
k = ψ(ω1,2β ) (67)
is positive, then there is no M ∈Modd such that
Re
{
M(e jω)
(
G(e jω)+
1
k
)}
> 0, ∀ω ∈ [0,pi].
Proof: The proof follows from the phase limitation of
Zames-Falb multipliers in Corollary 6.
B. Examples
Since the value of kAS is unknown, it is hard to judge the
conservativeness of kLT IZF or k¯LT IZF individually. Therefore,
both kLT IZF and k¯LT IZF are needed to check the conserva-
tiveness by the dual gap. In this section, the examples in
Table I are considered, for which the sufficiency of the Kalman
conjecture is wrong. In all results below, the superscripts
”no” and ”odd” indicate the cases with non-odd and odd
nonlinearities respectively.
Plant kN
G1(z) = 0.1zz2−1.8z+0.81 36.10000
G2(z) = z
4−1.5z3+0.5z2−0.5z+0.5
4.4z5−8.957z4+9.893z3−5.671z2+2.207z−0.5 7.90700
G3(z) = z
3−1.95z2+0.9z+0.05
z4−2.8z3+3.5z2−2.412z+0.7209 2.74550
G4(z) = −2.265z
4−2.428z3−0.2606z2+0.253z+0.04455
z5+2.465z4+2.201z3+0.8429z2+0.1188z+0.0006787
1.23987
G5(z) = −2.225z
5+3.239z4−1.708z3+0.517z2−0.1603z+0.03239
z6−1.825z5+1.927z4−1.226z3+0.1525z2+0.1836z−0.05546 0.51373
G6(z) = −0.08658z+0.007162z2+1.415z+0.5523 37.36307
TABLE I: Examples with the Nyquist values.
C. Lower bounds of kLT IZF
The maximum slopes are obtained by solving the primal
optimisation with the FIR Zames-Falb multipliers and the
factorisation method in [16], [57]. Here, we set the causal step
and the anticausal step of FIR multipliers as nz. The toolbox
CVX [58] with SDP solver SDPT3 [59] is used to solve
Linear Matrix Inequalities (LMIs). All results in this section
were calculated in Matlab R2018a with processor: Intel(R)
Core(TM) i7-8700 CPU @ 3.20GHz and RAM: 16.0GB.
The less-conservative results are listed in Table II with the
corresponding order of multipliers.
knoLTIZF nz k
odd
LTIZF nz
Ex.1 13.028317 6 13.511322 20
Ex.2 3.823996 5 3.824034 10
Ex.3 0.802714 5 1.105645 2
Ex.4 0.846650 5 0.987666 2
Ex.5 0.374445 10 0.374484 8
Ex.6 13.262027 8 22.686904 6
TABLE II: Lower bounds of kLTIZF.
D. Duality bounds k¯LT IZF
Initially, the dual bounds of the class of Zames-Falb mul-
tipliers are solved by Proposition 2. The less-conservative
results with the corresponding frequencies are in Table III.
k¯noLTIZF ω
no
1 k¯
odd
LTIZF ω
odd
1
Ex.1 13.028374 27pi 13.575410
1
3pi
Ex.2 3.824040 12pi 3.824040
1
2pi
Ex.3 0.802745 25pi 1.105649
1
2pi
Ex.4 0.846657 23pi 0.987671
1
2pi
Ex.5 0.374491 13pi 0.374491
1
3pi
Ex.6 13.262035 23pi 22.686907
1
2pi
TABLE III: Upper bound of kLTIZF using Proposition 2 with
the corresponding frequencies. In bold the only result with
significant differences with Table II.
The dual gaps between kLT IZF in Table II and k¯LT IZF in
Table III are all very small, except Ex.1 for odd nonlinearities,
where the dual gap is 0.474%.
It is possible to enhance the Bode plot with the limi-
tations in Theorem 5 translated into the plant 1 + kG, so
the user may explore graphically when the limitations are
reached. For instance, if the available phase of the multiplier
at ω = pi/3 is within the interval (−pi/3,pi/3), then the
Bode plot of 1+ kG must lie in the interval (−5pi/6,5pi/6)
if M(e jω)(1+ kG(e jω)) > 0 at ω = pi/3. As examples, the
Bode plots of (1+ kG) at limiting values of k for non-odd
and odd cases in Table III, are given in Figures 11 and 12.
These limitation have time-domain implications in terms of
the existence of limit cycles [40].
Finally, Proposition 1 is used for Ex.1 for odd nonlinearities,
with β = 250. By using a standard bisectional algorithm,
we obtain that k¯oddLT IZF = 13.511740, reducing the dual gap to
0.003%. For the rest of the examples, Proposition 1 does not
improve Proposition 2.
Fig. 11: Example 1 reaching the limitations for non-odd
nonlinearities when knoLTIZF = 13.028317. The first limitation
is reached at ωno1 =
2
7pi .
Fig. 12: Example 1 reaching the limitations for odd nonlinear-
ities when koddLTIZF = 13.511322. The first limitation is reached
at ωodd1 =
1
3pi .
E. Convexity properties
A fundamental result that can be obtained from the duality
condition:
Theorem 8: The set of plants with a suitable Zames-Falb
multiplier is not convex.
Proof: We proof the statement by providing a numerical
counterexample.
Consider the plant
G = 0.2(G1+1/12.9)+0.8(G2+1/3.8).
From Table II, G lies in the line connecting two plants with a
suitable Zames-Falb multiplier. However, there is no suitable
Zames-Falb for G by applying Proposition 1 with β = 40.
F. Relations with the phase limitation approach
Theoretically, by involving a sufficiently large number of
combinations of 0≤ a< b≤ pi , it is possible to obtain a least-
conservative dual bound k¯LT IZF by Theorem 2.
The less-conservative dual bounds by Theorem 2 with
Algorithm 1 (see Appendix A) are listed in Table IV together
with the corresponding frequencies a and b, where a and b
are checked with the increment of 10−4 rad. Here, we choose
the small resolution for less-conservative results at the cost of
larger computational load.
1) Conservativeness: First of all, the numerical results here
are less conservative than the algorithm [32] as there is no effi-
cient algorithm. We have used a brute-force approach by using
grid of frequencies. The algorithm is given in Appendix A.
k¯noLTIZF a
no bno k¯oddLTIZF a
odd bodd
Ex.1 13.03978 0.8966 0.8986 13.60146 1.0455 1.0489
Ex.2 3.84105 1.5684 1.5732 3.84820 1.5674 1.5742
Ex.3 0.80372 1.2532 1.2601 1.11120 1.5674 1.5742
Ex.4 0.85026 2.0902 2.0986 0.98853 1.5674 1.5742
Ex.5 0.37586 1.0460 1.0484 0.37644 1.0455 1.0489
Ex.6 13.29765 2.0902 2.0986 22.73067 1.5674 1.5742
TABLE IV: Upper bounds computed with the phase limitation
approach and the corresponding frequency pairs [32].
Next, comparing the results in Tables III and IV, the results
in [32] are more conservative than the one frequency results. In
addition, ω1 ∈ (a,b) hence there is a clear connection between
them, but a finite of between 2 and 5 mrad is required to extract
the limitation [32].
2) Computational load: Here, we compare the computa-
tional time of Ex. 1 with nonodd nonlinearities as an example.
In phase limitation approach, the computational load depends
exponentially on the initial bounds km and kn, the accuracy
required on k, the number of n to obtain the maximum in (12),
the resolution of a and b, and the final value of a and b.
For the parameters above, with a full search over the possi-
ble combination of frequencies, in Ex.1, it takes 16743.0447
seconds (4 hours 39 minutes 3 seconds) by the phase limita-
tion approach. However, it takes 20 milliseconds to test 210
frequencies by Proposition 2. When Proposition 1 is used, the
linear program can be solved in 68.16 seconds.
In short, compared with the phase limitation in [32], the
duality optimisation by Proposition 2 is more competitive in
terms of conservativeness with a huge difference in computa-
tional time.
VI. CONCLUSIONS
The paper develops novel conditions to discard the existence
of a suitable Zames-Falb multiplier. The result can be used at
a single frequency, avoiding the need of an optimization; and
at multiple frequencies by the use of a linear program. The
application of both results to absolute stability generates an
upper bound for the search in [16]. In the tested examples,
the larger gap between results is below 0.005%, and it is
significant better than previous results in the literature.
In conjunction with [16], the results in this paper allows us
to conclude that the current state-of-the-art for discrete-time
Zames-Falb multipliers algorithms are very efficient for both,
the lower and upper bound for the existence of a Zames–Falb
multiplier. However, other questions still deserve attention. For
instance, linear-time varying (LTV) multipliers are included
in the original definition by [5], but there are no numerical
searches for them. It is still open whether LTV multipliers are
useful or not. Moreover, the final aim of the problem is to
find sufficient and necessary conditions for absolute stability.
We conjecture that the lack of an LTI Zames-Falb multiplier
implies that the system G is not absolute stable.
Future research should focus now on the meaning of this
value. We believe that Conjecture 2 summaries the open
questions for absolute stability of SISO systems. A partial
answer has been provide in [40], where the single frequency
result provided in this paper has been connected to periodic
behavior for the Lurye system. However, an interpretation of
the multiple frequency condition is still open.
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APPENDIX
A. Bisection search on k for Theorem 2
This appendix describe the algorithm used to test phase
limitations given in [32].
Algorithm 1:
1) Preselect a frequency grid 0 = ω1 < ω2 · · ·< ωN = pi .
2) Initialise the upper and lower bounds of the slope as km
and kn respectively,
3) Update the slope k = (km+ kn)/2.
4) Select the frequencies in Step 1, such as ωd1 to ωdn ,
where Re
(
G(e jωdi )+ 1k
)
≤ 0, ∀i = 1 · · ·n. Denote the
phase as σ .
5) Obtain the ideal phase of the multiplier, η , as η =−pi2 −
σ when σ ≤−pi2 , or η = pi2 −σ when σ ≥ pi2 .
6) Set the scalar ai =ωdi for every i= 1, · · · ,n−1, and set
the corresponding array bi = [ωdi+1 , · · · ,ωdn ].
7) Calculate ρd(odd) at each a= ai combined with each b in
bi. If at a frequency pair (a,b), ρd(odd) ≤ η ∀ω ∈ [a,b]
when σ ≤ −pi2 , or ρd(odd) ≥ η ∀ω ∈ [a,b] when σ ≥
pi
2 , then stop Step 7, and update km = k. If the above
condition cannot hold with any frequency pair (a,b),
then update kn = k.
8) Repeat from Step 3 with the updated km and kn until
they are close enough, meanwhile the condition in Step
7 holds. The result is k¯LTIZF = km.
B. Continous-time duality results for Zames-Falb multipliers
For completeness, we develop the duality condition for non-
odd nonlinearities. For the contibuous-time domain notation of
this Appendix, we refer to the reader to [1], [35].
The following result was developed by Jonsso¨n and Laiou:
Theorem 9 ([35], [37]): Let G ∈ RH∞. Assume there
exist 0 < ω1 < · · · < ωN−1 < ∞, ωN = ∞ and non-negative
λ1, · · · ,λN ≥ 0, where at least one λr is nonzero, such that
N
∑
r=1
Re{λrG( jωr)} ≤−sup
t∈R
∣∣∣∣∣N−1∑r=1 Re{λrG( jωr)e− jωrt}
∣∣∣∣∣ , (68)
then there is no continuous-time Zames-Falb multipliers M ∈
Modd such that Re{M( jω)G( jω)}> 0, ∀ω ∈R∪{±∞}.
Remark 9: We have adapted the original result to negative
feedback configuration.
In this result, the uncertainty φ in Lurye systems is assumed
to be odd. We provide the duality bounds of continuous-time
Zames-Falb multipliers, where the oddness of nonlinearities in
Theorem 9 is relaxed.
Theorem 10: Let G ∈ RH∞. Assume there exists 0< ω1 ≤
·· · ≤ ωN−1 < ∞, ωN = ∞ and λ1, · · · ,λN ≥ 0, where at least
one λr is nonzero, such that
N
∑
r=1
Re{λrG( jωr)}≤ inf
t∈R
[
N−1
∑
r=1
Re
{
λrG( jωr)e− jωrt
}]
, (69)
then there is no continuous-time Zames-Falb multiplier M ∈
M such that Re{M( jω)G( jω)}> 0, ∀ω ∈R∪{±∞}.
Proof: The proof follows from Theorem 4.2 in [35]. In
the spirit of [37], the duality condition is satisfied if
N
∑
r=1
Re{λrG( jωr)} ≤
N−1
∑
r=1
Re
{
λrG( jωr)e− jωrt
}
, (70)
for all t ∈ R. This condition implies that the left hand side
must be non-positive. Then, for all signals h ∈ L1(R) such
that h(t)≥ 0, and ‖h‖1 ≤ 1, it follows(
1−
∫ ∞
−∞
h(t)dt
)
Re{λrG( jωr)} ≤ 0. (71)
Then, substituting (70) to (71) for each t in the integration,
it yields
N
∑
r=1
Re{λrG( jωr)}−
∫ ∞
−∞
h(t)
N−1
∑
r=1
Re
{
λrG( jωr)e− jωrt
}
dt ≤ 0,
(72)
which is equivalent to
N
∑
r=1
Re{λrG( jωr)}−
N−1
∑
r=1
Re{λrG( jωr)H( jωr)} ≤ 0. (73)
Moreover, H( j∞) = 0 as H is a strictly proper transfer
function. Then we can write (73) as
N
∑
r=1
Re{λrG( jωr)}−
N
∑
r=1
Re{λrG( jωr)H( jωr)} ≤ 0. (74)
Hence
N
∑
r=1
Re{λrM( jωr)G( jωr)} ≤ 0, (75)
for all M ∈M , where M = 1−H. Then the result is obtained
by Corollary 3.
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