Abduction is one of the most important forms of reasoning; it has been successfully applied to several practical problems, such as diagnosis. In this article we investigate whether the computational complexity of abduction can be reduced by an appropriate use of preprocessing. This is motivated by the fact that part of the data of the problem (namely, the set of all possible assumptions and the theory relating assumptions and manifestations) is often known before the rest of the problem. In this article, we show some complexity results about abduction when compilation is allowed.
INTRODUCTION
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Induction is similar to abduction in that it is still the process of inferring formulae that allow deriving the observations. The difference between abduction and deduction is not as clear as it appears at first sight, and much work has been done on this topic: Three workshops have been recently held [Flach and Kakas 1996 , 1998 ] and a book [Flach and Kakas 2000] has been published on the relation and integration of abduction and induction.
A given problem of abduction may have one, none, or even many possible solutions (explanations). Moreover, we need to perform both a consistency check and an inference just to verify an explanation. These facts intuitively explain why abduction is expected to be computationally harder than deduction. This observation has indeed been confirmed by theoretical results. Levesque [1990, 1996] and Bylander et al. [1989 Bylander et al. [ , 1991 proved the first results about fragments of abductive reasoning, Eiter and Gottlob [1995] presented an extensive analysis, Zanuttini [2003] has shown some tractable classes, and Eiter and Makino [2002 , 2003a , 2003b have shown the complexity of computing all abductive explanations. All these results proved that abduction is, in general, more difficult than deduction. The analysis has also shown that several problems are of interest in abduction. Not only the problem of finding an explanation is relevant, but also the problems of checking an explanation, or whether a fact is in all or only some of the explanations. Some work on the complexity of abduction from nonclassical theories has also been done [Eiter et al. 1997a [Eiter et al. , 1997b .
Abduction is also related to the ATMS (assumption-based truth maintenance system) [de Kleer 1986; Reiter and de Kleer 1987] and to the set of prime implicates of a propositional formula. Indeed, Levesque [1989] has proved that ATMS and prime implicates can be used to find the abductive explanations of a literal from a Horn theory. As a result, ATMS and algorithms for finding prime implicants of a formula can be seen as algorithms that solve the problem of abduction; moreover, finding the prime implicates can be seen as a preprocessing phase. Kernel resolution [Del Val 1999] exploits the particular literals of the observation to drive the clause generation process. Using this algorithm, Del Val has been able to derive upper bounds on the number of generated clauses, and to prove that some restricted classes of abduction problems are polynomial [Del Val 2000a , 2000b .
A common fact about deduction and abduction is that the knowledge relating facts may be known in advance, while the particular observation may change from time to time. In the example of the car, the fact that the dead battery makes the car not start is always known, while the fact that the battery is dead may or may not be true. We can therefore assign two different statuses to the knowledge base and to single facts: While the knowledge base is fixed, single facts are varying. In the preceding example, the description of car behavior remains the same all time, while the specific faults change from time to time.
The different statuses of the knowledge base and the observations can be exploited to improve efficiency. Indeed, since the knowledge base is always the same, we can perform a preprocessing step on it alone, even before the statuses of the observations are known. Clearly, we cannot explain an observation we do not know. However, this preprocessing step can be used to perform some computation that would otherwise be done on the knowledge base alone. As a result, finding a solution might take less time when the observations finally become known.
The idea of using a preprocessing step for speeding-up the solutions to abduction problems is not new. For instance, Console et al. [1996] have shown how compiled knowledge can be used in the process of abductive diagnosis.
The strategy of preprocessing part of the input data has also been used in many other areas of computer science, as there are many problems with a similar fixed-varying part pattern. However, the first formalization of intractability with preprocessing is relatively recent [Cadoli et al. 2002] . In this article, we characterize the complexity of problems about abduction from this point of view. We show that in most cases, the worst-case complexity of abduction problems does not decrease thanks to preprocessing; however, there is at least one important case in which establishing the existence of an abductive explanation becomes polynomial after suitable preprocessing: that of manifestations composed of a single literal.
PRELIMINARIES
The problem of abduction is formalized by a knowledge base, a set of observations, and a set of possible facts that can explain the observations. In this article, we are only concerned about propositional logic. Therefore, the knowledge is formalized by a propositional theory.
Formally, an instance of abduction is a triple H, M , T , where T is a finite propositional theory, M a set of variables representing the observations, and H another set of variables, those representing possible hypotheses, that is, the variables which represent facts that we regard as possible first causes. We assume that all sets of variables are finite.
Abduction is the process of explaining the observations. Its outcome will therefore be a set of facts from which all observations can be inferred. Since we can only use variables of H to form explanations, these will be subsets H ⊆ H. Moreover, an explanation can only be accepted if it is consistent with our knowledge. This leads to the following definition of possible solutions (explanations) of a given abduction problem H, M , T .
The set SOL(H, M , T ) contains all explanations we consider possible. However, some explanations may be more likely than others. For example, explanations requiring a large number of assumptions are often less likely than those with less assumptions. The likeliness of explanations is formalized by a partial ordering over the subsets of H, that is, a reflexive and transitive relation. We denote by ≺ the "strict part" of , that is, a ≺ b if and only if a b holds but b a does not. Given an ordering and a set S, we define The ordering is used to formalize the relative plausibility explanations: H ≺ H means that H is considered more likely to be the "real" cause of the manifestations than H . The ordering represents the concept of "at least as likely as," thus H ∼ = H holds if H and H are equally likely. The definition of SOL formalizes the principle of choosing only those explanations we consider most likely.
An implicit assumption of this definition is that the ordering does not depend on the set of manifestations so as to (hopefully) make things simpler afterwards.
In this article we study three different plausibility orderings. The absence of a preference among explanations can be formalized by the ordering that is equal to the universal relation, that is, H H for any pair of sets of variables H and H . Besides this no-information ordering, the two simplest and most natural orderings are ⊆-preference, where an explanation H 1 is more likely of H 2 if H 1 ⊆ H 2 , and ≤-preference, where H 1 is preferred to H 2 if it contains less hypothesis, that is, |H 1 | ≤ |H 2 |. Other orderings between variables have been considered in the literature [Eiter and Gottlob 1995] , but we do not study them here because their analysis can be conducted similarly to what is reported in the article. Compilability results for these orderings can be found in a technical report by Liberatore and Schaerf [2002] .
The basic problem of abduction is that of finding one or more explanations. However, we have already remarked that none may exist. Therefore, the first problem we consider is existence: Given an instance of abduction, does an explanation exist? Another related problem is that of verifying, once a set of hypotheses has been found, whether this is really an explanation.
Other problems are related to the structure of explanations. Specifically, hypotheses that are in all explanations may be considered "certain" conclusions of the abductive process. On the other hand, hypotheses that are part of some explanations can be regarded as "possible" conclusions. The formal definition of these questions as decision problems is the following. For the other computational problems, ordering must be taken into account, since different orderings may lead to different computational properties.
We make the following simplifying assumption: Given an instance of abduction H, M , T , where H = {h 1 , . . . , h m }, the problem is to decide whether the first assumption h 1 is relevant, dispensable, or necessary. Clearly, the complexity of these problems is the same, as we can always rename the variables appropriately.
In this article, we assume that T is a 3CNF formula. It is well-known that every formula can be put in 3CNF by the introduction of a polynomial number of new variables. The assumption that T is in 3CNF does not therefore cause a loss of generality in our setting. Nonetheless, it is important if we want to assume that the only variables of T are H ∪ M , as the addition of new variables invalidates this property.
COMPLEXITY AND COMPILABILITY
The basic complexity classes of the polynomial hierarchy [Stockmeyer 1976; Garey and Johnson 1979; Johnson 1990 ], such as P, NP, coNP, etc., are assumed to be known by the reader. We denote by C, C , etc., arbitrary classes of the polynomial hierarchy ( . These classes characterize the complexity of decision problems whose instances are strings built over a finite arbitrary alphabet . The set of all strings over is denoted by * . The length of a string x ∈ * is denoted by ||x||. A language is defined as a set of strings. Notice that to a given decision problem, we can associate the corresponding language that is composed by all strings whose solution is "yes" and to a given language, the corresponding problem that has "yes" as a solution for exactly the strings in the language. For this reason, in computational complexity, "decision problem" and "language" are often taken as synonyms. Since we only consider decision problems in this article, we simply write "problem" for a decision problem for the sake of simplicity.
We recall some definitions and results proposed to formalize the online complexity of problems [Cadoli et al. 2002] . Problems like abduction have instances that can be naturally broken into two parts: one part is known in advance (T and H) and one is only known at runtime (M ). Therefore, an instance of such problems can be represented as a pair of strings, rather than a single string. Therefore, the language corresponding to these decision problems is a language over pairs of strings, that is, it is a set of pairs of strings, rather than a set of strings. Formally, a language of pairs is a subset of * × * , where × is the Cartesian product.
The difference between the first and second element of a pair is that some preprocessing time can be spent on the first string alone. This is done so as to solve the problem faster when the second string comes to be known. While our final aim is to reduce the running time of this second phase, some constraints have to be put on the preprocessing phase. Specifically, we impose its result to be of polynomial size. Polysize functions are introduced to this purpose: A function f from strings to strings is called polysize if there exists a polynomial p such that for all strings x, it holds that || f (x)|| ≤ p(||x||). An exception to this definition is when x represents a natural number: In this case, we impose || f (x)|| ≤ p(x). This exception is necessary because of the use we make of polysize function, where the argument of such a function is either a string or the size of a string; in the latter case, we want the result to be of size polynomial with respect to the size of the considered string, while its size is a number that only takes a logarithmic number of bits to be represented. More details can be found in the work by Cadoli et al. [2002] , where polysize functions have been introduced.
Any function computable in polynomial time is polysize, but not vice versa. Indeed, a function g is polytime if there exists a polynomial q such that for all x, g (x) can be computed in time less than or equal to q(||x||). Clearly, the running time also bounds the size of the output string; on the other hand, a function requiring exponential running time can produce a very short output. The definitions of polysize and polytime functions can be easily extended to functions with two inputs.
Classes ;C are introduced with the aim of characterizing the complexity of those problems that can be expressed as languages of pairs. The idea is that a class such as ;P should contain all problems that are in P after preprocessing the first part of the data. In other words, we want to neglect the complexity of the preprocessing phase, and concentrate only on the complexity of what remains to be done after the preprocessing step. We constrain the preprocessing phase to produce a polynomially-sized result: Polysize functions have been introduced to formalize the input-output functions of the preprocessing phase.
More generally, for any class of problems C we can define the class of problems that are in C after the preprocessing phase is over. This class is denoted ;C, and read "nucomp-C." Classes of problems of this kind are called nonuniform compilability classes.
Definition 1. Let C be a set of languages of pairs. The class ;C contains all languages of pairs S ⊆ * × * such that there exist both a polysize binary function f and another language of pairs S ∈ C such that for all x, y ∈ S, it holds that:
The polysize function f of this definition represents the preprocessing phase: Here, f (x, || y||) is the result of preprocessing the first element of the data plus the size of the second element. The membership of S in C means that the problem is transformed into another problem that is in C after the result of the preprocessing step f (x, || y||) has been computed. The preprocessing phase is allowed to know the size of y (|| y||), since the compilability classes are based on nonuniform complexity classes (more details can be found in Cadoli et al. [2002] ). More precisely, we only need to know an upper bound on the size of y. Notice that this assumption does not impose any constraint in the case of abduction, as the fixed part of the data is x = (T, H), which allows determining an upper bound on the size of any meaningful y = M easily. Indeed, given T and H, we know that any manifestation not mentioned in T and H cannot be explained, so that we can neglect any such instance.
Clearly, any problem whose time complexity is in C is also in ;C: just take f (x, || y||) = x and S = S; that is, any problem in C is also in C after preprocessing. This observation simply states that complexity cannot increase due to preprocessing. On the other hand, complexity may decrease after preprocessing. In terms of the theory of NP-completeness, such a decrease in complexity is formalized by the membership of the problem in a smaller class after preprocessing. In other words, the complexity of a problem is reduced by preprocessing if the problem is in C, but belongs to C after preprocessing, with C ⊆ C, that is, it is in C, but also in ;C . For example, if a problem is in NP and in ;P, it can be solved in polynomial time by a nondeterministic Turing machine (because it is in NP), but can be solved in deterministic polynomial time after preprocessing (because it is in ;P).
Proving membership into a class such as ;NP is like proving membership into NP, that is, it proves the problem can be solved with a given amount of resources (polynomial time on a nondeterministic Turing machine). The theory of NP-completeness also allows for showing that a problem cannot be solved by less resources (e.g., polynomial time on a deterministic machine). These results are based on the concept of reductions and hardness of problems to the classes. Typically, however, polynomial-time reductions, do not work on compilability classes. This is why a new definition of reduction is necessary.
Definition 2. A nonuniform comp-reduction is a triple of functions f 1 , f 2 , g , where g is polytime and f 1 and f 2 are polysize. A problem A is nonuniformly comp-reducible to a problem B (denoted A ≤ nucomp B) iff there exists a nonuniform comp-reduction f 1 , f 2 , g such that for every pair x, y , it holds that:
The rationale behind the definition of nucomp reduction is quite technical, being based on nonuniform complexity classes. More details and justifications can be found in Cadoli et al. [2002] . Basically, we assume that the fixed part of A can be preprocessed by the reduction from A to B. What is important is that these reductions allow for a concept of hardness and completeness for the classes ;C.
Definition 3 ( ;C-Completeness). Let S be a language of pairs and C a complexity class. S is ;C-hard iff for all problems A ∈ ;C, we have that A ≤ nucomp S. Moreover, S is ;C-complete if S is in ;C and is ;C-hard.
In the rest of the article, we only consider compilability classes ;C such that their corresponding complexity class C is closed under polynomial-time reduction and has hard problems. Specifically, the classes we consider are ;D p , ; p n [log n], and the classes corresponding to those of the polynomial hierarchy, that is, ; if and only if the polynomial hierarchy is proper [Cadoli et al. 2002; Karp and Lipton 1980; Yap 1983 ]-a fact widely conjectured to be true.
We explain the rationale behind the concept of completeness using the particular example of a problem B that is ;NP-hard. If it is possible to preprocess the fixed part of B such that the result of this phase allows solving B as a polynomial-time problem, then it is ;NP ⊆ ;P. This condition implies the collapse of the polynomial hierarchy. Since we assume that the polynomial hierarchy does not collapse, we can conclude that B cannot be preprocessed so that it becomes polynomial. As a result, ;NP-hard problems can be assumed to be "nonpreprocessable to P."
While ;C-completeness is adequate to show the compilability level of a given reasoning problem, proving it requires finding a nucomp reduction, which is usually more complicated than a polynomial reduction. We show a technique that lets us reuse, with simple modifications, the polytime reductions that were used to prove the usual (uniform) hardness of the problem. Here, we present sufficient conditions allowing for a polynomial-time reduction to imply the existence of a nucomp reduction [Liberatore 2001 ].
Let us assume that we know a polynomial reduction from a given problem A to another problem B, and we want to prove the nucomp-hardness of B. This can be proved by first showing some conditions on A, and then one condition on the reduction from A to B.
Definition 4. A classification function for a problem A is a polynomial time function Class from instances of A to non-negative integers such that Class( y) ≤ || y||.
Typically, the classification function returns the number of "objects" the instance y is built upon. For example, if A is a problem on graphs, Class( y) is the number of nodes of the graph y. If A is a problem on propositional formulae, then Class( y) is the number of variables in the formula y, etc.
Definition 5. A representative function for a problem A is a polynomial time function Repr from nonnegative integers to instances of A such that for every integer n ≥ 0, it holds that Class(Repr(n)) = n, and that ||Repr(n)|| is bounded by a polynomial in n.
The representative function simply returns an element of a class. No other constraint is enforced. As an example, for problems of graphs the representative of the class n may be the graph with n nodes and no edge.
Definition 6. An extension function for a problem A is a polynomial-time function from instances of A and non-negative integers to instances of A such that for any y and n ≥ Class( y), the instance y = Ext( y, n) satisfies the following conditions:
(1) y ∈ A if and only if y ∈ A; and (2) Class( y ) = n.
An extension function is a function that increases the class of an instance, without changing the membership to the language. Finding an extension function for a problem is usually very simple.
Let us give some intuitions about these functions. Usually, an instance of a problem is composed of a set of objects combined in some way. For problems on Boolean formulae, we have a set of variables combined to form a formula. For graph problems, we have a set of nodes, and the graph is indeed a set of edges, which are pairs of nodes. The classification function gives the number of objects in an instance. The representative function thus gives an instance with the given number of objects. This instance should be in some way "symmetric" in the sense that its elements should be interchangeable (this is because the representative function must be determined only from the number of objects). Possible results of the representative function can be the set of all clauses of three literals over a given alphabet, the complete graph over a set of nodes, the graph with no edges, etc.
For example, let A be the problem of propositional satisfiability. We can take Class(F ) as the number of variables in the formula F , while Repr(n) can be the set of all clauses of three literals over an alphabet of n variables. A possible extension function simply adds tautological clauses to an instance.
These three functions are related to problem A only, and do not involve the specific problem B we want to prove hard, nor the specific reduction used. We now define a condition over the polytime reduction from A to B. Since B is a problem of pairs, we can define a reduction from A to B as a pair of polynomial functions r, h such that x ∈ A if and only if r(x), h(x) ∈ B.
Definition 7. Given a problem A (having the aforementioned three functions), a problem of pairs B, and a polynomial reduction r, h from A to B, the condition of representative equivalence holds if for any instance y of A, it holds that:
r( y), h( y) ∈ B iff r(Repr(Class( y)), h( y) ∈ B
Even if the extension function does not occur in this definition, it is necessary to prove the nucomp-hardness of A. Specifically, it can be proved that if the problem A has the three aforementioned functions, and there exists a polynomial-time reduction from A to B which satisfies the condition of representative equivalence, then B is ;C-hard [Liberatore 2001 ]. As a result, there is no need to explicitely construct a nucomp reduction. All that is needed to characterize the complexity after preprocessing is to show a polynomial reduction from another problem, and show that the condition of representative equivalence is satisfied.
COMPILABILITY OF ABDUCTION: NO ORDERING
In this section we analyze the problems of existence of explanations, as well as explanation verification, relevance, and necessity for the basic case in which no ordering is defined. Formally, we want to determine whether the complexity of the problems related to SOL(H, M , T ) decreases thanks to the preprocessing step on H and T .
We first give a high-level explanation of the method we use to prove the incompilability of the considered problems. We begin by applying the method • P. Liberatore and M. Schaerf to the problem of existence of explanations, and then we use it for verification, relevance, and necessity.
The Method
The problem of deciding whether there exists an explanation (we call this problem B in this section) for a set of manifestations is p 2 -hard [Eiter and Gottlob 1995] . In order to prove that it is also ; p 2 -hard, we show a reduction from another p 2 -hard problem A to B that satisfies the condition of representative equivalence, where A has the classification, representative, and extension functions.
We choose A to be B itself. The simplest reduction from A to B is, in this case, the identity function. However, this reduction does not satisfy the condition of representative equivalence. Before showing the technical details of the reductions used, we point out an important feature of this technique. Since the condition of representative equivalence tells us that B is ;C-hard if A is Chard, using A = B, we prove that B is ;C-hard whenever B is C-hard. This result holds even if a precise complexity characterization of B is not known. For example, if we only know that B is in p 2 , but do not have any hardness result, we can still conclude that
In order to simplify the following proofs, we denote with 3CLAUSES(X ) the set of all distinct clauses of length three on a given alphabet X = {x 1 , . . . , x n }. Note that the cardinality of 3CLAUSES(X ) is cubic in the cardinality n of the underlying alphabet X . We denote these clauses using numerical indexes: 3CLAUSES(X ) = {γ 1 , . . . , γ m }. Since the theory T is in 3CNF by assumption, we have that T ⊆ 3CLAUSES(V ), where V is the set of variables appearing in T .
Existence of Solutions
In order to define a reduction from the problem of existence of solutions to itself, we first consider the function f from abduction instances to abduction instances defined as follows: H, M , T ) 
PROOF. We divide the proof into three parts. In the first part, we prove that any solution of f ( H, M , T ) contains exactly the literals c i and d i that are in M . In the second, we prove that if S is a solution of f ( H, M , T ), then S \(C ∪ D) is a solution of H, M , T ; the third part is the proof of the converse.
( (2) Let S be an element of SOL( H , M , T ). We prove that S = S \(C ∪ D) ∈ SOL ( H, M , T ) . The point proved earlier shows that for each i, S contains either c i or d i , depending on whether γ i ∈ T . As a result:
Therefore, S ∪ T is consistent because the preceding formula is. Moreover, since the preceding formula implies M , and each variable in C ∪ D appears only once, it also holds that S ∪ T |= M . As a result, S is a solution of
The claim is thus proved.
This lemma shows that any abduction instance can be converted into another where the set H and theory T only depend on the number of variables of the original instance. This reduction can be used to build another that satisfies the condition of representative equivalence.
LEMMA 2. Let c be a positive integer number, and let g c be the following function: new tautological clauses to T . Therefore, any explanation of H, M , T is also an explanation of g c ( H, M , T ) . The only difference between these two problems is that assumptions in h |H|+1 , . . . , h c can be freely added to any explanation.
We now define the classification, representative, and extension functions for the basic problems of abduction. First, the classification function is given by the maximum of the number of variables in H and the number of variables in T , but not in H:
The representative instance of the class c is given by an instance with c possible assumptions, c other variables, and T composed by all possible clauses of three literals over these variables:
The extension function is also easy to give. For example, we may add to T a set of tautologies with new variables:
These three functions are valid classification, representative, and extension functions for the problem of existence of explanation; they are also valid for the problems of relevance and necessity. THEOREM 1. The functions Class, Repr, and Ext defined previously are valid classification, representative, and extension functions for the problem of existence of explanation.
PROOF. The only constraint on Class is that Class( y) ≤ || y||. This constraint is satisfied because Class( y) is less than or equal to the number of variables of y = H, M , T .
A representative function is a function that maps any number to an instance whose class is equal to this number. Since Repr(c) is an instance having exactly c variables in H and c variables in Var(T )\H, its class is exactly c.
The function Ext is an extension function because Ext ( H, M , T , m) is an instance that has the same explanations as H, M , T , and the variables of the theory that are not hypotheses are exactly m, while m is greater than or equal to the class of H, M , T , which is in turn greater than or equal to the number of hypotheses of Ext ( H, M , T , m) .
We are now able to show a reduction satisfying the condition of representative equivalence. Let red be the reduction, defined as follows:
The following theorem shows that red satisfies the condition of representative equivalence. PROOF. By the aforementioned two lemmas, red( H, M , T ) has solutions if and only if H, M , T has a solution. Therefore, red is a valid reduction from the problem of solution existence to itself. The fixed part of red ( H, M , T ) only depends on the class of the instance H, M , T . As a result, this reduction satisfies the condition of representative equivalence. Since the problem of existence of solutions is p 2 -hard [Eiter and Gottlob 1995] , it is also ; p 2 -hard.
Verification
We consider the problem of verifying whether a set of assumptions is a possible explanation, still in the case of no ordering. An instance of the problem is composed of a triple H, M , T and a specific subset H a ⊆ H for which we want to check whether it is an explanation. More precisely, this problem amounts to checking whether H a ∪ T is consistent and H a ∪ T |= M . The varying part is composed of H a and M . Formally, an instance of the verification problem is a four-tuple H, H a , M , T , where H a ⊆ H.
The first step of any proof based on the method presented in Section 4.1 consists in finding the three functions (classification, representative, and extension) . The functions of the last proof only require minor changes to be used here.
where r = |Var(T )\H|
We define two functions f and g c similar to the functions f and g c of the last section, except for the addition of a candidate explanation H a :
These functions can be composed to generate a function that satisfies representative equivalence. This way, we prove the nucomp-hardness of the problem of verification. As a result, both f and g c are reductions from the problem of verification to itself. Moreover, their composition red satisfies representative equivalence, since the fixed part of red ( H, H a , M , T ) only depends on the class of the instance H, H a , M , T . We can thus conclude that the problem of verification is hard for the compilability class that corresponds to the complexity class it is hard for. Since Eiter and Gottlob [1995, Remark p. 16] have shown that verification with no ordering is D p -complete, the thesis follows. By Lemmas 1 and 2, red( H, M , T ) is a reduction from the problem of relevance to the problem of relevance. Indeed, for any H a ⊆ H, the set ( H, M , T ) ) if and only if H a is a solution of H, M , T . As a result, h 1 is relevant, dispensable, or necessary for H, M , T if and only if it is so for f ( g c ( H, M , T ) ).
Relevance, Dispensability, and Necessity
The function red satisfies representative equivalence, since the fixed part of red( H, M , T ) only depends on the class of H, M , T . What is left to prove is the existence of the three functions. We can use the same three used for the problem of existence of solutions. Since Eiter and Gottlob [1995, Theorem 4.1.1] have shown that relevance and dispensability with no ordering are p 2complete, the thesis follows.
COMPILABILITY OF ABDUCTION: PREFERENCES
In this section, we consider the problems of verification, relevance, and necessity when the ordering used is either ≤ or ⊆. These orderings have in common the fact that the instance of an abduction problem is simply a triple H, M , T , whereas the orderings of the next section employ classes of priority or weight which are part of the instances. The problem of existence is the same as with no ordering, as these orderings are well-founded.
Some General Results
We give some general results about the problem of abduction in the case in which an ordering on explanation is given. In order to keep the results as general as possible, we consider an arbitrary ordering satisfying the following natural conditions. We determine the compilability of abduction with preference in the same way as we did in the case of no ordering: We show that the function red is a polynomial reduction from the problems of abduction to themselves, and that it satisfies the condition of representative equivalence. To this end, we need the analogs of Lemmas 1 and 2.
LEMMA 3. If is a differential ordering, it holds that:
We use the result of Lemma 1. Specifically, since all solutions of f ( H, M , T ) coincide on C ∪ D, these variables are irrelevant, thanks to the fact that is differential.
Formally, we have:
This proves the claim.
We can also prove the analogs of Lemma 2.
LEMMA 4. Let c be a positive integer and let g c be the following function:
where r = |Var(T )\H|. If is an irredundant ordering, it holds that:
PROOF. Similar to the proof of Lemma 2, but now the hypotheses in {h |H|+1 , . . . , h c } are all irrelevant; therefore, they are not part of any minimal explanation.
These lemmas can be used to prove incompilability of abduction when an irredundant and differential ordering is used.
Verification
We consider the problem of verifying whether a set of assumptions is a minimal explanation according to the orderings ≤ and ⊆. More generally, we prove the following theorem for any differential and irredundant ordering.
THEOREM 5. If is a differential and irredundant ordering, verifying whether a set of assumptions is a minimal explanation is ;C-hard for any class C for which the problem is C-hard. PROOF. The same classification, representative, and extension functions used for the case of no ordering can be used for this case, as well.
Let us now consider the functions f and g c . From Lemmas 3 and 4, it follows that they are reductions from the problem of verification to itself. Moreover, their composition red satisfies representative equivalence.
Relevance, Dispensability, and Necessity
We recall the following simplifying assumption already made in Section 2: Given an instance of abduction H, M , T , where H = {h 1 , . . . , h m }, the problem is to decide whether the first assumption h 1 is relevant, dispensable, or necessary. THEOREM 6. If is a differential and irredundant ordering, then the problems of relevance, dispensability, and necessity are ;C-hard for any class C of the polynomial hierarchy for which they are C-hard. found in a technical report by the same authors of this article .
The results in Table II have been proved using the technique of representative equivalence [Liberatore 2001 ]; since reductions are from a problem to itself, they prove that a problem is "compilability-hard" for any class for which it is hard. In other words, we did not prove that a problem is hard for some class, but rather that its complexity does not decrease thanks to preprocessing. Using these "self-reductions" allows for proving such a result, even if the complexity of the problem is not known. For example, we prove that a preprocessing step does not simplify the problem of finding a minimal explanation for any ordering which is both differential and irredundant. The complexity of this problem is not known for all such orderings; moreover, it depends on the ordering itself.
The technique we used to prove that "preprocessing does not simplify abduction," being based finally on complexity classes, should, however, not be considered as implying that preprocessing is not useful for speeding-up the solutions to abduction problems. Indeed, as for any result based on the theory of NPcompleteness, this conclusion only holds as a worst-case result. In other words, it does not say that no instance can ever by made simpler by preprocessing, but merely that any preprocessing procedure necessarily has some hard instances that are not simplified. In a sense, our result is more positive than it appears, as it tells that a worst-case exponential online algorithm is reasonable, given than no worst-case polynomial one exists.
Compilability results based on hardness and reductions have consequences similar to complexity results based on the theory of NP-completeness: given that no worst-case polynomial time algorithm exists for solving the problem, algorithms that may take exponential time are justified, but other directions may be taken as well. One such direction is that of language restriction: Given that the general problem cannot be solved in polynomial time even after preprocessing, we may consider special cases in which such a complexity decrease is possible. An example is the case in which the manifestation is composed of a single literal. In this case, indeed, abduction can be done through ATMS or by computing the set of prime implicates of the theory T . Both ATMS and the computation of prime implicates have been deeply investigated [de Kleer 1986; Reiter and de Kleer 1987; Selman and Kautz 1996; Cadoli and Donini 1997; Del Val 1999; Darwiche and Marquis 2002] . What is interesting is that in the case of a single manifestation, the main abduction problems (e.g., existence of explanations) can be solved in polynomial time after preprocessing T and H. This obvious consequence of a result by Cadoli et al. [2002, Theorem 2.1] says that the boundary between compilability and noncompilability is given by the number of possible literals in the manifestations: The problem is compilable if there is only one manifestation, but is not if an arbitrary number of manifestations may occur at the same time.
Whenever multiple manifestations have to be taken into account, the problem may be simplified by the use of incomplete compilation, in which the preprocessing phase produces a result that is only useful in some cases, but not always. Another common solution to hard-to-compile problems is that of generating a worst-case exponential preprocessing result. This approach is especially useful if part of the result can be used, as we can then try to generate it and use only the part we can store.
Finally, compilability has been proven to be related to expressibility of logical formalisms, that is, their ability of representing information in little space [Cadoli et al. 2000 ]. Logical-based abduction formalisms could then be characterized by the set of abductive problems they are able to express. Compilation (and not complexity) classes have been proven useful with this aim.
