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Abstract
The defining equations for Killing vector fields and conformal Killing vector fields are overde-
termined systems of PDE. This makes it difficult to solve the systems numerically. We pro-
pose an approach which reduces the computation to the solution of a symmetric eigenvalue
problem. The eigenvalue problem is then solved by finite element techniques. The formula-
tion itself is valid in any dimension and for arbitrary compact Riemannian manifolds. The
numerical results which validate the method are given in two dimensional case.
Keywords Killing vector fields, Conformal Killing vector fields, Finite element methods, Riemannian
geometry
1 Introduction
Killing vector fields, whose flows generate the isometries on Riemannian manifolds, are fundamental in
differential geometry. They arise also indirectly in the study of geodesics. One way to approach the problem
is to consider the geodesic flow on the cotangent bundle. Then one tries to find some quantities which are
invariant by this flow. If such invariants can be found then the flow is ”integrable”, i.e. it allows a more
explicit description. Darboux in his classic [5, Chapitre II] studied extensively this problem. Apparently he
did not explicitly define Killing vector fields, but it turns out that finding a certain type of invariant to the
geodesic flow is the same as finding a Killing field on the manifold.
The Killing fields also appear in continuum mechanics because Killing fields are stationary solutions of
incompressible Euler and Navier-Stokes equations. This has potentially important consequences when one
studies atmospheric models. Let us consider the 2 dimensional Navier-Stokes equations on the sphere. In
the absence of external forces the solution tends to some Killing field and not to zero [14]. This phenomenon
cannot be observed in the standard setting because boundary conditions do not allow the existence of Killing
fields. Now the numerical methods for Navier-Stokes equations typically can add some dissipation to stabilize
the computations. However, in the case of the sphere this can have the unintended consequence of dissipating
the underlying Killing field. Hence the energy content of the solution is not correct and this can in turn have
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significant effects on the computed solutions. We will explore this aspect more thoroughly in a forthcoming
paper.
Of course in more complete models of atmospheric flows there are more equations than just the horizontal
flow described by the Navier-Stokes equations. However, this horizontal flow is anyway always an important
component of the whole model, and hence its analysis will be helpful in understanding the properties of more
complicated systems. For more discussion and analysis of atmospheric flows we refer to [majda].
Not all manifolds have Killing fields; the existence of these fields is analyzed for example in [11]. The
conclusion is that Killing fields cannot exist if the Ricci tensor is ”too negative”, and if they exist the space of
Killing fields is finite dimensional. Hence as a PDE system the Killing equations are of finite type, i.e. there
are only a finite number of free parameters in the general solution. Actually it is rather difficult in practice to
determine if the given metric admits any Killing fields. For two dimensional case there is a classical criterion
(given below) but higher dimensional cases are still subject to research [10].
Conformal Killing fields is a certain kind of generalization of Killing fields; in other words Killing fields are
also conformally Killing, but there may be fields which are conformally Killing but not Killing. Here also the
existence of conformally Killing fields depends on the Ricci tensor, but now the Ricci tensor does not have
to be ”so positive”, which allows the existence of more fields. Again as a PDE system the conformal Killing
equations are of finite type except in dimension two. In two dimensional case the conformal Killing equations
correspond to the Cauchy Riemann equations, so that locally the solution space is infinite dimensional.
However, for compact manifolds without boundary the solution space is still finite dimensional.
Conformal Killing fields (which are not Killing) are in fact quite different from Killing fields as we will
observe below in the examples, and the questions where conformal Killing fields arise are apparently of
rather different nature than the problems related to Killing fields. As the name suggests, the conformal
Killing fields appear in the studies related to the conformal equivalences of Riemannian manifolds. Also in
some questions of relativity theory conformal Killing equations appear [2].
Killing fields and conformal Killing fields can be considered as vector fields or covector fields whichever is
more convenient. Below we will consider them as vector fields. The defining condition for these fields has
also been generalized for other tensor fields [15]. However, below we will only consider vector fields.
Because Killing equations are of finite type, in principle the whole field is determined by the relevant data at
one point. However, numerically it is not obvious how to propagate this initial data in a stable way to the
whole manifold to obtain a description of the whole field. In fact we are not aware of any general numerical
schemes for computing Killing and conformal Killing fields. In this article we propose a method to compute
the Killing and conformal Killing vector fields by reducing the problems to a symmetric eigenvalue problem.
Killing and conformal Killing vectors then appear as the eigenspace corresponding to the zero eigenvalue of
an elliptic operator. Other eigenvalues are positive, and incidentally one could ask if the fields corresponding
to positive eigenvalues have any interesting geometric or physical interpretation.
In the numerical solution of the eigenvalue problem we have used standard finite element techniques, and we
have used the program FREEFEM++ [9] in our computations. In the case of Klein bottle the identifications
of the coordinate domain boundaries are such that we had to program this case with C++. Our formulation
gives a well posed problem in any dimension, but below we will give numerical results only in two dimensional
case.
The paper is organized as follows. In section 2 we review the necessary background in Riemannian geometry
and functional analysis. In section 3 we recall a few relevant properties of the Killing and conformal Killing
equations. In section 4 we formulate our problem as an eigenvalue problem and show that the problem is
well posed. In section 5 we give the numerical results in two dimensional case which validate our method.
2 Preliminaries and notation
2.1 Geometry
Let us review some basic facts about Riemannian geometry [8, 12]. Let M be a smooth manifold with
or without boundary with Riemannian metric g. In coordinates we write the vector field u as u = uk or
u = uk∂xk if it is convenient to indicate the particular system of coordinates. The Einstein summation
convention is used where appropriate. The covariant derivative of u is given by
∇u = uk;j = uk,j + Γkijui
2
The semicolon is used for the covariant derivative and comma for the standard derivative. Γ is the Christoffel
symbol of the second kind. The usual operators are then given by the formulas
div(u) =tr(∇u) = uk;k
grad(f) =gijf;j
∆f =div(grad(f)) = gijf;ij
The divergence operator can extended to general tensors by the formula div(T ) = tr(∇T ).
The metric g induces an inner product for general tensors. For one forms we can simply write g(α, β) =
gijαiβj . In addition for this we need the inner product for tensors of type (1, 1). Let A be of type (1, 1) and
let A∗ be its adjoint, i.e.
g(Au, v) = g(u,A∗v)
for all vector fields u and v. Then the inner product on the fibers can be defined by
g(A,B) = tr(AB∗) = Ak` g
j`Bijgik = A
kjBjk (2.1)
The curvature tensor is denoted by R and Ricci tensor by Ri. There are several different conventions regarding
the indices and signs of these tensors. We will follow the conventions in [12]. In coordinates we have
Rijk = R
i
ijk (2.2)
In two dimensional case Ri = κg where κ is the Gaussian curvature.
Let ∂M be the boundary of M . The divergence theorem is valid on Riemannian manifolds in the following
form: ∫
M
div(u)ωM =
∫
∂M
g(u, ν)ω∂M
where ν is the outer unit normal and ωM is the volume form induced by the metric (or Riemannian density
if M is not orientable) and ω∂M is the corresponding volume form or density on the boundary.
2.2 PDE
Let α be a multiindex and |α| = α1 + · · ·+ αn. Then a general linear PDE can be written as
Au =
∑
|α|≤q
bα∂
αu = f
where bα are some known matrices, not necessarily square.
Definition 2.1 The principal symbol of the operator A is
σA =
∑
|α|=q
bαξ
α
A is elliptic, if σA is injective for all ξ real and ξ 6= 0.
Let us from now on suppose that σA is a square matrix because we will not need the more general case in
the sequel. Let us then suppose that our PDE system is defined on some Riemannian manifold M . Then
σA can be interpreted as a (1, 1) tensor, i.e. it defines a map TpM → TpM . The variables ξi can then be
interpreted as components of a one form.
The characteristic polynomial of σA is pA(ξ) = det(σA). In this case A is elliptic if pA 6= 0 for all ξ real and
ξ 6= 0. It is clear that the order of pA must be even if A is elliptic. It is known that for elliptic boundary
value problems the number of boundary conditions must be half the order of the characteristic polynomial.
When considering elliptic boundary value problems one needs to impose appropriate boundary conditions.
The relevant criterion is known as Shapiro-Lopatinskij condition [1].
2.3 Functional analysis
We will eventually formulate our problem as a spectral problem so let us recall the relevant theorem which
we will need. For details we refer to [6, 8].
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Let us consider some Riemannian manifold M and let us define the inner product for vector fields by the
formula
〈u, v〉 =
∫
M
g(u, v)ωM
This gives the norm ‖u‖L2 =
√〈u, u〉 and the corresponding space is denoted by L2(M). In this way we can
define the Sobolev inner product
〈u, v〉H1 =
∫
M
(
g(u, v) + g(∇u,∇v)
)
ωM
where g(∇u,∇v) is defined by the formula (2.1). This gives the norm ‖u‖H1 =
√〈u, u〉H1 and the corre-
sponding Sobolev space is denoted by H1(M).
Let V be a real Hilbert space and let a : V × V → R be a continuous and symmetric bilinear map. Let H
be another Hilbert space such that V ⊂ H with compact and dense injection. Let us consider the following
eigenvalue problem:
find λ and u 6= 0 such that
a(u, v) = λ〈u, v〉H
for all v ∈ V .
Due to symmetry the eigenvalues are real. We say that a is coercive if there are two constants α > 0 and
µ ∈ R such that
a(v, v) + µ‖v‖2H ≥ α‖v‖2V ∀v ∈ V
The result we will need is the following.
Theorem 2.2 Let a be symmetric, continuous and coercive. Then there are real numbers λk and elements
uk ∈ V such that
a(uk, v) = λk〈uk, v〉H , ∀v ∈ V
where −µ < λ1 ≤ λ2 ≤ . . . and λk →∞ when k →∞. Moreover all eigenspaces are finite dimensional and
they are orthogonal to each other with respect to the inner product of H.
3 Killing and conformal Killing vector fields
Let u be a vector field on M and let us define the following operators:
Su =gkjui;j + g
ijuk;j
Cu =Su− 2n div(u)gij
Definition 3.1 A vector field u is a Killing vector field if Su = 0 and a conformal Killing field if Cu = 0.
Let us first summarize some facts about the existence and non-existence of these fields. For more details we
refer to [11, 12, 15].
As a PDE system Su = 0 is a system of 12 n(n + 1) linear first order equations with n unknown functions.
Differentiating all equations we find that one can actually express all second order derivatives in terms of
lower order derivatives:
ui;jk = −u`Ri`kj
where R is the curvature tensor. Using the language of formal theory of PDE [13, 17] one can say that by
prolonging the system once one gets an involutive form which is of finite type. Hence the dimension of the
solution space is at most 12 n(n+ 1), and this upper bound is actually attained for S
n and Rn.
Also Cu = 0 is a system of 12 n(n + 1) equations with n unknowns, but now the dimension 2 is a special
case. When n = 2 there are actually only 2 independent equations and it is easily seen that the resulting
system is elliptic.1 Hence locally the space of conformal Killing fields is infinite dimensional. When n > 2
one has to prolong twice to see that the the system is of finite type so that in this case the solution space
is finite dimensional even locally. The relevant computations are carried out in [13, p. 133]. For compact
1In R2 with standard metric one obtains Cauchy Riemann equations.
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manifolds without boundary the dimension of the solution space is finite even for n = 2. The upper bound
for the dimension of the solutions space is 12 (n+ 1)(n+ 2) for n > 2 in all cases and the same bound is valid
when n = 2 for compact manifolds wihtout boundary. Again this upper bound is attained for the standard
spheres.
The existence of Killing and conformal Killing fields depends on the curvature. If the Ricci tensor is every-
where negative definite then there can be no Killing and conformal Killing fields on the manifolds without
boundary. On the spheres Ricci tensor is always positive definite; hence the conditions for the existence are
”favorable” and in this sense it is rather ”natural” that the upper bound for the dimension is attained for the
spheres.
Let us indicate one way of checking if there are any Killing fields on the surface for the given metric. Let us
introduce the following covectors :
β = 12 d g(dκ, dκ) = κ;ig
ijκ;jk
α = d∆κ = gijκ;ijk
where κ is the Gaussian curvature. Then there is the following classical criterion [10].
Lemma 3.1 Let M be a two dimensional Riemannian manifold and let κ be the Gaussian curvature.
1. If κ is constant then locally the space of Killing fields is three dimensional
2. If κ is not constant and dκ⊗ β and dκ⊗ α are symmetric then locally the space of Killing fields is
one dimensional
3. Otherwise there are no Killing fields.
On the other hand if one would like to compute which metrics admit Killing fields then the symmetry
conditions above give a system of two nonlinear PDE for the three components of the metric. One equation
is of the fourth order and the other is of fifth order. Nonlinearity and high order makes this system difficult
to handle even though the system is underdetermined.
4 Eigenvalue problem
We will from now on always suppose that M is compact. Then let us write Su and Cu when we consider Su
and Cu as tensors of type (1, 1); pointwise they are thus maps TpM → TpM . One can readily check that Su
is symmetric: i.e. g(Suv, w) = g(v, Suw) for all v and w. Obviously then Cu is also symmetric.
Let us then introduce the following bilinear maps:
aK : H
1(M)×H1(M)→ R , aK(u, v) = 12
∫
M
g(Su, Sv)ωM
aC : H
1(M)×H1(M)→ R , aC(u, v) = 12
∫
M
g(Cu, Cv)ωM
Then we can formulate the following eigenvalue problems:
(K) Find u ∈ H1(M) and λ such that
aK(u, v) = λ
∫
M
g(u, v)ωM
for all v ∈ H1(M).
(CK) Find u ∈ H1(M) and λ such that
aC(u, v) = λ
∫
M
g(u, v)ωM
for all v ∈ H1(M).
Now evidently aK(u, u) ≥ 0 and aC(u, u) ≥ 0 for all u, and aK(u, u) = 0 (resp. aC(u, u) = 0) only if u
is Killing (resp. conformally Killing) so that the eigenspace of zero eigenvalue is the space of Killing fields
(resp. conformally Killing fields).
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It is clear that aK and aC are symmetric and continuous, so that in particular λ must be real. Then we
should show that the maps aK and aC are coercive. Now in fact the coercivity of aK in Rn is a classical
result known as Korn’s inequality. This inequality can also be extended to the Riemannian context [3, 16]
and the corresponding coercivity result is also valid for the map aC [4].
The following Theorem gives the result when the manifold has no boundary. This is not a new result, but
we think that the proof is interesting because it is simple and it shows the result for both aK and aC in the
same way. In the following proof we use several formulas which are computed in [14] to which we refer for
details.
Theorem 4.1 The maps aK and aC are coercive, if M has no boundary.
Proof. Let us introduce the operators LKu = div(Su) and LCu = div(Cu). Then we compute
div(Suv) =
1
2g(Su, Su) + g(Lu, v)
div(Cuv) =
1
2g(Cu, Cu) + g(LCu, v)
On the other hand
LKu =∆Bu+ grad(div(u)) + Ri(u)
LCu =∆Bu+
(
1− 2n
)
grad(div(u)) + Ri(u)
(4.1)
where ∆Bu = div(g
ijuk;i) = g
ijuk;ij is the Bochner Laplacian. Hence on the manifolds without boundary
aK(u, u) =
∫
M
(
g(∇u,∇u) + div(u)2 − Ri(u, u)
)
ωM
≥
∫
M
(
g(∇u,∇u) + (1− 2n)div(u)2 − Ri(u, u))ωM
=aC(u, u) ≥
∫
M
(
g(∇u,∇u)− Ri(u, u)
)
ωM
(4.2)
Pointwise Ri can be interpreted as a linear map TpM → TpM . Taking the operator norm at each point we
can define µ = maxp∈M ‖Ri‖. Since M is compact µ is finite. Hence
aK(u, u) ≥ aC(u, u) ≥
∫
M
(
g(∇u,∇u)− µg(u, u)
)
ωM ≥ α‖u‖2H1 − (µ+ α)‖u‖2L2
if 0 < α ≤ 1. 
Note that from the formula (4.2) it follows that if u is Killing then∫
M
g(∇u,∇u)ωM =
∫
M
Ri(u, u)ωM
and if u is conformally Killing then∫
M
(
g(∇u,∇u) + (1− 2n)div(u)2)ωM = ∫
M
Ri(u, u)ωM
This shows directly that if Ri is negative definite there can be no Killing and conformally Killing fields.
When the manifold has a boundary the proof is more difficult. Anyway the following results are valid:
If M is compact with Lipschitz boudary ∂M then aK is coercive [3, 16] and aC is coercive for n > 2
[4].
Our eigenvalue problems are thus well posed. For numerical purposes it is convenient to express aK and aC
in a different form. Straightforward computations give the following formulas:
aK(u, v) =
∫
M
(
g(∇u,∇v) + tr(∇u∇v)
)
ωM
aC(u, v) =
∫
M
(
g(∇u,∇v) + tr(∇u∇v)− 2ndiv(u)div(v)
)
ωM
It is perhaps useful to interpret the eigenvalue problems in the classical form. Let p ∈ ∂M and let
{τ1, . . . , τn−1} be a basis of Tp∂M and let ν be the outer unit normal vector. Using the operators L and LC
introduced in the proof of Theorem 4.1 we can write the eigenvalue problems as follows. Again some details
of the required computations can be found in [14].
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(K0) Find u and λ such that
−LKu = λu
g(∇νu, τk) + g(∇τku, ν) = 0 , k = 1, . . . , n− 1
g(∇νu, ν) = 0
(CK0) Find u and λ such that
−LCu = λu
g(∇νu, τk) + g(∇τku, ν)− 2n div(u)g(v, ν) = 0 , k = 1, . . . , n− 1
2g(∇νu, ν)− 2n div(u)g(v, ν) = 0
Note that if u is Killing (resp. conformally Killing) then it satisfies the boundary conditions of problem (K0)
(resp. problem (CK0)). Finally let us note that our operators are in fact elliptic.
Lemma 4.1 Operators LK and LC are elliptic and moreover their symbols are symmetric.
Proof. Let us denote the identity map in TpM by id. From the formula (4.1) it readily follows that
σLK = g(ξ, ξ)id + g
ijξjξk
Then we compute
g(σLKu, v) =g(ξ, ξ)g(u, v) + ξiu
iξjv
j = g(u, σLKv)
g(σLKu, u) =g(ξ, ξ)g(u, u) + (ξiu
i)2
Evidently the same computations prove the statement also for LC . 
The well posedness of the eigenvalue problem thus also follows from the ellipticity of the operators LK and
LC . Note that the characteristic polynomials of LK and LC are of order 2n so that the number of the
boundary conditions is correct in problems (K0) and (CK0).
5 Numerical results
5.1 Implementation
We have used standard finite element method in our computations, and almost everything was computed with
the software FREEFEM++ [9]. The standard algorithms produce a quasiuniform triangulation in Euclidean
metric for the coordinate domain, but in our case it is important to modify this so that the resulting
triangulation is quasiuniform in the given Riemannian metric. This can also be done with FREEFEM++.
An example is shown in Figure 5.1 where on the left there is the initial triangulation and on the right is the
adapted triangulation. The metric in this case corresponds to the standard torus which will be considered
in the examples below.
We will solve problems (K) and (CK) in three cases: Enneper’s surface, torus and the Klein bottle. In case
of Enneper’s surface we have a manifold with boundary and a single coordinate chart so that the problem
can be formulated in the standard way in FREEFEM++. The torus is a nontrivial manifold but analytically
solving problems on the torus means that we look for the periodic solutions. Numerically this can be taken
into account by so called periodic boundary conditions, and these are also implemented in FREEFEM++.
The Klein bottle is a nonorientable surface which cannot be embedded in R3 but it can be embedded in
R4. Here also one can use a single coordinate domain but now the identifications of the domain boundaries
are nonstandard and cannot be done with FREEFEM++. In this case we implemented the appropriate
identifications and the assembly of relevant matrices directly with C++.
In all cases, for the numerical integration, we used quadrature formula on a triangle which is exact for
polynomials of degrees less or equal to five. For more informations about the theory and implementation of
quadratures, see [7]. We used FREEFEM++ to visualize the computed solutions.
5.2 Special properties of the two dimensional case
In two dimensional case there is a special relationship between Killing and conformal Killing vector fields
which is convenient to know when considering the examples. Let us introduce the tensor
ε =
√
det(g)
(
dx1 ⊗ dx2 − dx2 ⊗ dx1
)
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Figure 5.1: Initial triangulation on the left. The adapted triangulation on the right is quasiuniform for the
appropriate Riemannian metric.
Note that ∇ε = 0. Then let us define the operator K by the formula
v = Ku ←→ vk = gkiεijuj (5.1)
Intuitively K rotates the vector field by 90 degrees. Then we have
Lemma 5.1 Let u be a Killing field. Then Ku is a conformal Killing field.
Proof. The Killing equations are
g11u1;1 + g
12u1;2 = 0
g11u2;1 + g
12u2;2 + g
12u1;1 + g
22u1;2 = 0
g12u2;1 + g
22u2;2 = 0
Let v = Ku; the conformal Killing equations are
g11v2;1 + g
22v1;2 = 0
g11v1;1 + 2g
12v1;2 − g11v2;2 = 0
Now simply substituting the covariant derivatives of v to conformal Killing equations one checks that they
are satisfied if u satisfies the Killing equations. 
Note that this result shows that Killing vector fields and conformal Killing vector fields are of completely
different nature, at least in two dimensional case. For example on the sphere Killing fields generate rotations
so they give rise to Hamiltonian dynamics. Conformal Killing fields on the other hand describe the gradient
dynamics.
A surface of revolution is a surface in R3 which has the parametrization
ϕ(x) =
(
c1(x1) cos(x2)
c1(x1) sin(x2)
c2(x1)
)
The curve c(x1) = (c1(x1), c2(x1)) is known as the profile curve, the curves on the surface with x1 constant
are parallels and the curves with x2 constant are meridians.
Lemma 5.2 On the surfaces of revolution vector fields b∂x2 where b is constant are Killing fields. There are
no other Killing fields unless the profile curve has a constant curvature.
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Proof. The Killing equations for the surfaces of revolution are
|c′|2u1,1 + 〈c′, c′′〉u1 = 0
|c′|2u1,2 + c21u2,1 = 0
c1u
2
,2 + c
′
1u
1 = 0
Clearly the fields u = b∂x2 are solutions and by Lemma 3.1 there can be no other Killing fields, unless the
profile curve has a constant curvature. 
By Lemma 5.1 we thus have the following conformal Killing field on the surface of revolution:
v = K∂x2 = g
11ε12∂x1 (5.2)
5.3 Enneper’s surface
Our first example is the classical Enneper’s surface which is also a minimal surface. Enneper’s surface in R3
is given by the following map:
ϕ(x) =
 x1 − 13x31 + x1x22−x2 + 13x32 − x21x2
x21 − x22

Let us recall that a coordinate system of a two dimensional Riemannian manifold is isothermal, if the metric
is of the form
g = eλ(x)
(
dx1 ⊗ dx1 + dx2 ⊗ dx2
)
for some function λ. The metric for Enneper’s surface is of this form with λ = 2 ln
(
1 + |x|2). Simply doing
the computations we find that when the parametrization is isothermal then
Su = 0 ⇐⇒

u1λ,1 + u
2λ,2 + 2u
2
,2 = 0
u1,2 + u
2
,1 = 0
u1,1 − u2,2 = 0
(5.3)
where comma denotes the standard (not covariant) derivative. Note that the second and third equations are
the Cauchy Riemann equations for components of u.
In this case the Killing field can be explicitly computed.
Lemma 5.3 Vector fields u = −b x2∂x1 +b x1∂x2 where b is a constant are Killing fields on Enneper’s surface.
Since the curvature is not constant (it is in fact κ = −4/(1 + |x|2)4) there are no other Killing fields by
Lemma 3.1.
Proof. The system (5.3) gives in this case
2x1u
1 + 2x2u
2 + u2,2(1 + |x|2) = 0
u1,2 + u
2
,1 = 0
u1,1 − u2,2 = 0
This is equivalent to2 
x1u
1 + x2u
2 = 0
u2,2 = 0
x1u
2
,1 − u2 = 0
From this the result easily follows. 
Let us consider the coordinate domain D defined by the following boundaries :
∂D1 = {
(
1
2 (cos(t) + 1), sin(t)
)
, t ∈ [0, pi2 ]} ∂D2 = {
(
1
2 − t, 1
)
, t ∈ [0, 12 ]}
∂D3 = {
(
cos(t), sin(t)
)
, t ∈ [pi2 , pi]} ∂D4 = {
(− 12 (cos(t) + 1),− sin(t)) , t ∈ [0, pi2 ]}
∂D5 = {
(
t,−1) , t ∈ [− 12 , 0]} ∂D6 = {( cos(t), sin(t)) , t ∈ [3pi2 , 2pi]}
The triangulated domain, with around 2000 triangles, is shown in Figure 5.2 on the left. The metric was
used to adapt the triangulation so that it is quasiuniform on the surface. The surface with the triangulation
is shown in Figure 5.2 on the right.
2The command rifsimp in Maple is useful here.
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Figure 5.2: The coordinate domain of Enneper’s surface on the left and the corresponding embedding in R3
on the right with adapted triangulation.
The computation of aK is in fact easy for all isothermal surfaces, and for Enneper’s surface we obtain:
ak(u, v) =
∫
D
(2u1;1v
1
;1 + 2u
2
;2v
2
;2 + u
1
;2v
1
;2 + u
2
;1v
2
;1 + u
1
;2v
2
;1 + u
2
;1v
1
;2)(1 + |x|2)2dx1dx2
Now in fact we get essentially an exact solution up to rounding errors with P1 elements. Checking the
formulas for covariant derivatives one notices that if the components of u and v are polynomials of degree
m then the integrand is a polynomial of degree 2m+ 2. Hence using P1 elements integrands are of degree 4
and they are integrated exactly by the default method of FREEFEM++. On the other hand analytically the
components of exact solution are polynomials of degree one so that the approximation error is zero [7].
So already with about 100 triangles the approximate eigenvalue is λ ≈ 10−16 and the relative error in L2
norm is about 10−13 and in H1 norm it is about 10−12. The computed field is shown in Figure 5.3.
5.4 Torus
The flat torus is isothermal with λ = 0 so that in this case the Killing fields are u = b1∂x1 + b2∂x2 . Hence in
particular globally the space of Killing fields can be two dimensional although locally this is impossible by
Lemma 3.1. In this case one would also obtain exact solutions up to the rounding errors for the same reason
as in the case of Enneper’s surface.
Let us then consider the ”standard” torus, with its Riemannian metric defined by the embedding in R3. This
is a surface of revolution and as a profile curve we can choose
c(x1) =
(
2 + cos(x1), sin(x1)
)
The corresponding metric is given by
g = dx1 ⊗ dx1 + (2 + cos(x1))2dx2 ⊗ dx2
By Lemma 5.2 u = ∂x2 is a Killing field and by formula 5.2
v = Ku = K∂x2 =
(
2 + cos(x1)
)
∂x1
is a conformal Killing field.
Note that a priori on a general surface of revolution there could be also other conformal Killing fields, but
in this particular case one can check that there are in fact no other conformal Killing fields.
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Figure 5.3: Representation of Killing fields on the Enneper’s surface.
Figure 5.4: Approximation of a Killing field (on the left) and a conformal Killing field (on the right) on the
standard torus.
Our coordinate domain is thus the square [0, 2pi] × [0, 2pi], with the boundaries appropriately identified. A
representative solution for the conformal case, computed with around 2000 triangles, is shown in Figure 5.4.
The eigenspace corresponding to the zero eigenvalue is thus two dimensional, and it is spanned by a Killing
field and a conformal Killing field which is not Killing. Numerically of course we have two eigenvalues very
close to zero and each other. Quantitative results are given below.
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Figure 5.5: Topological Klein bottle on the left and a surface of revolution which is locally isometric to the
Klein bottle with the embedding (5.4).
5.5 Klein bottle
Let us finally consider the Klein bottle to see that our method works also on nonorientable surfaces. Klein
bottle can be embedded in R4 and one popular parametrization is
ϕ(x) =
(2 + cos(x1)) cos(x2)(2 + cos(x1)) sin(x2)sin(x1) cos(x2/2)
sin(x1) sin(x2/2)
 (5.4)
The parameter domain is again [0, 2pi]× [0, 2pi] and the sides are identified as in Figure 5.5 on the left. The
metric is
g = dx1 ⊗ dx1 + 14
(
3 cos2(x1) + 16 cos(x1) + 17
)
dx2 ⊗ dx2
Locally this is like a surface of revolution which looks like (i.e. is isometric to) the surface shown in Figure
5.5 on the right.
Let a = 3 cos2(x1) + 16 cos(x1) + 17 and b = sin(x1)(3 cos(x1) + 8). The Killing equations are now
u1,1 = 0
4u1,2 + a u
2
,1 = 0
a u2,2 − b u1 = 0
and it is straightforward to check that u = ∂x2 is a solution. Then by Lemma 5.1 v = Ku =
−
√
3 cos(x)2+16 cos(x)+17
2 ∂x1 is a conformal Killing field.
The numerical results are discussed below.
5.6 Numerical errors
As explained above the case of Enneper’s surface is rather special so let us here consider only the torus and
the Klein bottle in more detail. We used P1 elements for the Klein bottle and P2 elements for the torus. In
both cases we computed the solutions to problems (K) and (CK) with several triangulations. As we can see
in tables 2 and 3, even with few triangles (around 100), we have already quite a good approximation. In the
conformal Killing case the eigenspace corresponding to zero eigenvalue is two dimensional. Numerically we
have two eigenvalues very close to zero. Note that the approximation to the Killing field is much better than
the approximation to the conformal Killing field. This is because the components of the Killing field are
simply constants so that the approximation error is zero and we see only the error arising in the numerical
integration.
For completeness we computed the order of convergence in a standard way, i.e. we computed k such that
ε ≈ Chk
where h is the maximum length of the triangulated domain and ε is the error. With 40 different triangulations
for the example of the standard torus (5.4), results are presented in the table 1. Results for the conformal
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KF ε = |λh − λ| ε = ‖uh − u‖L2 ε = ‖uh − u‖H1
k 8.8 6.53 5.45
CKF ε = |λh − λ| ε = ‖uh − u‖L2 ε = ‖uh − u‖H1
k 4.25 3.81 2.67
Table 1: The estimated order of convergence.
Torus
100 triangles With adaptation Without adaptation
Eigenvalue 10−7 10−6
L2 norm of error 10−8 10−5
H1 norm of error 10−7 10−4
2 000 triangles With adaptation Without adaptation
Eigenvalue 10−10 10−7
L2 norm of error 10−14 10−10
H1 norm of error 10−14 10−8
Klein
100 triangles With adaptation Without adaptation
Eigenvalue 10−7 10−4
L2 norm of error 10−6 10−4
H1 norm of error 10−5 10−3
2 000 triangles With adaptation Without adaptation
Eigenvalue 10−8 10−4
L2 norm of error 10−8 10−6
H1 norm of error 10−7 10−5
Table 2: Computations of Killing fields for the standard torus and Klein Bottle
Torus
100 triangles With adaptation Without adaptation
Eigenvalue 10−4 10−3
L2 norm of error 10−6 10−4
H1 norm of error 10−5 10−3
2 000 triangles With adaptation Without adaptation
Eigenvalue 10−7 10−4
L2 norm of error 10−11 10−6
H1 norm of error 10−8 10−5
Klein
100 triangles With adaptation Without adaptation
Eigenvalue 10−3 10−2
L2 norm of error 10−3 10−2
H1 norm of error 10−2 10−1
2 000 triangles With adaptation Without adaptation
Eigenvalue 10−7 10−5
L2 norm of error 10−7 10−3
H1 norm of error 10−6 10−3
Table 3: Computations of Conformal Killing fields which is not Killing for the standard torus and Klein
Bottle
Killing field (which are not Killing) are close to what one expects of P2 elements. For the Killing fields
the convergence is faster because we see only the error due to numerical integration. The results are quite
similar in the case of the Klein bottle. The convergence for conformal Killing fields are what one expects
of P1 elements, and again for Killing fields the order of the convergence is related to the order of numerical
integration.
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Figure 5.6: Component u1 of a conformal Killing field which is not Killing on the Klein Bottle without (on
the left) and with adaptation (on the right) of the metric.
The adaptation of the metric is important for computations as shown in Figure 5.6. It represents the first
component of the conformal Killing field which is not Killing on the Klein bottle. On the left, the domain
is triangulated without adaptation, and it shows that the solution is deformed. That is not the case with
the same number of triangles using an adapted mesh (on the right). It implies that L2 and H1 errors can
increase significantly without an adapted mesh (see tables 2 and 3).
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