Abstract-This paper deals with DRGA analysis for uncertain systems. Uncertainties in a process model can be translated into uncertainties in the DRGA which might invalidate the decision on the variable paring in decentralized control. Bounds for the uncertainties in the DRGA of a multivariable process are derived for a given nominal process model with known uncertainty region. The resulting uncertainty region for the DRGA is used to assess the validity of decisions based on the nominal DRGA. The methodology for the computation of the bounds is currently restricted to the 2-by-2 case. Beside an explanatory example, a case study on a coal injection vessel is conducted and discussed.
nominal plant is one of them. Thus, there is a set of RGAs instead of only a nominal one.
Dan Chen and Dale E. Seborg in [7] proposed an statistical description of the possible bounds of the values of the RGA due to uncertainties. In this approach, the variance and covariance between the gains of the different elements of the plant are supposed to be known, and the bounds of the static RGA for three different squared systems are analyzed and given with a confidence coefficient.
Kariwala and Skogestad derived in [8] a method for obtaining the maximum possible magnitude of the values of the RGA due to uncertainties. Although the description of uncertainties used for this analysis is assumed to cope with uncorrelated sources of uncertainty for the different elements of the plant as well as with correlated ones, the computation of the solution is said to have high computational cost. Only the maximum value of the magnitude of elements of the RGA is calculated at one point in frequency domain for each computation. This is a difference with Dan Chen and Dale E. Seborg approach, where upper and lower bounds of the magnitude of the RGA are proposed.
In this paper a geometrical interpretation of the effect of model uncertainties on RGA elements is used to derive an uncertainty region for the RGA elements over frequency. Upper and lower bounds are computed from a symmetrical uncertainty region around the nominal model. The method is then applied to an explanatory example and a case study where a coal injection process for blast furnaces is analyzed.
II. INTRODUCTION TO RGA
The RGA of a square, complex, non-singular nxn matrix A is defined as
RGA(A) A ⊗ A −T
where A −T is the transpose of the inverse of A, and ⊗ is the Schur multiplier, and denotes element by element multiplication.
The RGA was first introduced in [1] as an static interaction measure, built upon DC-gains. The RGA is mainly used for the analysis of interactions in multivariable processes, aiding the designer to select the proper pairing of inputs and outputs when decentralized control is possible. The pairing rules of the RGA can be summarized as:
-values of the RGA close to 1 are preferred for pairing, -large values of the RGA are related to ill conditioned plants and should be avoided, -negative values of the RGA must be avoided due to stability issues.
The RGA has also been proven to be a useful tool for the analysis of interactions in frequency domain; the frequency dependant RGA was first introduced in [9] , and is sometimes named as DRGA. This dynamic extension of the RGA is straightforward, and is the object of analysis in this paper. The RGA of a 2-by-2 process G 2x2 (s)
can be computed as
where
G11(s)G22(s) has been referred as the interaction quotient in [10] , and has been used in [7] to obtain the worst-case bounds of the static RGA. This so called interaction quotient is the basis of the analysis proposed in this paper.
A. RGA and Model Uncertainty
Assume we have a 2-by-2 MIMO system with nominal plant G(s) as described in (1) and element by element multiplicative uncertainty of the form
where ∆ ij (s), i, j = {1, 2} is any stable transfer function with |∆ ij | 1. This represents multiplicative uncertainty in each of the elements of the form
In this section the term s will be dropped for the sake of simplicity. G p represents any particular perturbed plant, and Π is the uncertainty set, which includes all the possible G p . This representation assumes that the different sources of uncertainty ∆ ij are uncorrelated. It has also been used in [11] for the analysis of the RGA for uncertain systems. The advantage of multiplicative uncertainty is it's versatility. Most of the different representations are easily translatable into element by element multiplicative uncertainty by the proper selection of W ij . The weakness of this representation lies in it's inability to represent the coupling in the sources of interaction, since the different ∆ ij are assumed to be independent. This usually gives a more conservative representation of the uncertainties when other descriptions like unstructured or structured uncertainty are translated into this one. Now, the element λ 11 of the RGA for any perturbed plant G p can be given as: at a given frequency ω.
In this case, the interaction quotient will be factorized in two terms; one denoted as G c = (G 12 G 21 )/(G 11 G 22 ) which can be referred to as nominal interaction quotient, and which is only depending on the nominal plant, and a second one denoted as
which only depends on the uncertainties. λ p11 can then be expressed as
The first step in the analysis will be then to obtain all the possible values of W c .
B. Bounds for W c
First the bounds of each of the terms (1+W ij ∆ ij ); ∀i, j = {1, 2} are derived.
Sections II-B and II-C refer to a given frequency ω, and in the sequel, the term (jω) will be dropped for the sake of simplicity.
At any given frequency ω, (1+W ij ∆ ij ) represents a discshaped region of radius |W ij | centered in 1.
Inspecting Fig. 1 the maximum and minimum values of the magnitude and phase of (1+W ij ∆ ij ) can be easily identified as corresponding to the points A and B respectively. Thus:
Obviously, the phase of
The conclusion is that, (1 + W ij ∆ ij ) at a certain frequency can be bounded as a complex region with magnitude included in the interval (1 − |W ij |), (1 + |W ij |) , and phase within
Once the possible values of each of the elements (1 + W ij ∆ ij ) are known, a bound of W c can be generated at a given frequency. Assuming that |W ij | ≤ 1; ∀i, j = {1, 2} , the maximum and minimum values of |W c | can be computed as: The phase of W c is then included in the interval
, where (Φ Wc ) max is calculated as the sum of all the (Φ ij ) max . That is:
Now that, the maximum and minimum values of W c at a given frequency ω are available, bounds for λ p11 can be derived. Representing G c and W c in polar form:
at any given frequency ω, G c · W c can then be bounded by:
III. SINGULARITIES AND ROBUST INTEGRITY
The nonsingularity of the plant is a necessary condition to asses the integrity of a system under decentralized control. It is also a necessary condition for the RGA to be bounded. The definition of integrity for nominal systems has been provided in [12] . A controlled system under decentralized control is said to achieve integrity if there exists a diagonal controller with integral action in each of the SISO controllers for which, the closed-loop system remains stable when the SISO controllers are brought in and out of service. In [8] integrity is defined for uncertain systems, also the following conditions for robust integrity are proposed as a generalization of the necessary and sufficient conditions derived in [13] . For an uncertain system, the system is said to achieve robust integrity if it achieves integrity for all the uncertainty set Π.
The necessary conditions for robust integrity are: -G p is nonsingular. -All the principal submatrices of G p are nonsingular. Although they are an extension of the necessary and sufficient condition for nominal systems, these conditions have only been claimed to be necessary and not sufficient. In a 2-by-2 case, only the first condition is meaningful.
Inspecting (2) it can be observed that λ p11 becomes singular for values of G c · W c equal to 1. That is, when |G c · W c | = 1 and Φ GcWc = 0 simultaneously. In Fig. 2 the identified bounds of |G c · W c | and Φ GcWc for the uncertain model described by (5) are depicted. This model has a constant value of W ij = 0.15 ∀i, j = {1, 2}.
G(s)
The frequencies where |G c · W c | min ≤ 1 ≤ |G c · W c | max and (Φ GcWc ) min ≤ 0 ≤ (Φ GcWc ) max simultaneously, can be easily identified. At these frequencies, there might exist a combination of the inputs which make the plant become singular. If at a given frequency ω,
, then the plant remains nonsingular for all possible G p . This condition is similar to the one obtained in [11] for a description in which all the W ij are assumed to be equal. Fig. 4 . Bounds of |Gc · Wc| represented in frequency domain for the system described in (7) and (8) .
within [−asin(|W ij |), asin(|W ij |)]. Note that, both conditions together describe the area enclosed by the dashed lines, instead the disc-shaped region described by (1 + W ij ∆ ij ). This means that the represented area has been overestimated. Instead, the following bound for the values of W c is then proposed:
At a given frequency ω, C represents an approximation of the curve enclosing all the possible vales of W c in cartesian coordinates. And it can be applied at the frequencies where |W ij | ≤ 1; ∀i, j = {1, 2}. In Fig. 3 the created bound can be observed, and it's behavior representing the possible values of (1−G c W c ), it is also compared with the previously overestimated bound described by conditions (3) and (4), which clearly define the area enclosed by the dashed line. The inverse of the obtained area will represent the possible values of the element λ p11 . Note that if that area encloses the point (0, 0), the plant might then become singular in the uncertainty set at the analyzed frequency. Now an uncertainty region can be given for a nominal RGA at each analyzed frequency. The algorithms are implemented in Matlab and will be discussed with the following examples.
V. EXAMPLE
The RGA of the uncertain system described by (7) and (8) will be now analyzed. Fig. 5 . Bounds of the element λp 11 for the system described in (7) and (8) .
Clearly from Fig. 4 , the plant remains nonsingular at the analyzed frequencies, and the RGA is bounded.
The maximum and minimum values of the magnitude of the RGA are then generated at different frequencies from the bounds defined in (6) , and depicted in Fig. 5 . In this example the uncertainties described by W ij are low. Each of the values of |W ij | are lower than 0.25 at any frequency. The nominal RGA suggests diagonal pairing, but it can be seen how these values are easily perturbed to values which mean high interaction between channels and invalidate the selection for decentralized control design.
This example shows how values of the nominal RGA which are not close to 1 or 0, can be easily perturbed. An analysis of the RGA to uncertainties could then be done to asses or reject the decision taken from the nominal plant. Evidence suggests that for higher order systems, the sensitivity of the RGA will get worse.
VI. REAL LIFE EXAMPLE

A. Coal injection vessel
The coal injection vessel is a pressurized multivariable tank system which is discussed in [14] , [15] and [16] . There, models for the process are derived and successfully used for the design and analysis of multivariable controllers and a gas-leakage detection system. The process can be described shortly as follows. During the injection phase of the vessel, the pressure control valve u N and the flow control valve u C are used to release a constant coal flow from the vessel. The coal flow cannot be measured directly. The available measurements are the net weight m T of the vessel, which is the sum of the nitrogen weight m N and the fine coal weight m C , and the pressure in the vessel p. A linear physical model for the coal injection vessel for the injection phase is given bẏ x(t) = 10 where
T . In the sequel, individual transfer operators are referred to as G P CIij and the complete model as G P CI .
B. Error modeling
In order to analyze the effect of uncertainties on the RGA analysis it is necessary to derive a description for the actual uncertainty. For this end logged data from the process is used in order to perform model error modeling (MEM). In accordance with [17] , a high order model G e relating the logged input with for the residual output of the linear model G P CI is derived with the prediction error method. Model validation is performed using fresh secondary data sets.
The uncertainty regions are then derived in the frequency domain by constructing a symmetric region around the nominal process model G P CI . First, an uncertainty region around G e + G P CI is computed from the 99.9% confidence interval. Then, this region is expanded in the upper and lower magnitude to achieve a symmetric region around G P CI . The resulting uncertainty regions are depicted in Fig. 6 .
Clearly, the uncertainty region is expanding for higher frequencies. Additionally, the transfer function relating to the vessel pressure have a larger uncertainty region. A reason for this can be found in the assumptions and simplifications that were applied during the modeling, as pressure in the nitrogen net and fluidization flows in the lower part of the vessels were ignored. These process variables vary during an injection cycle and cause disturbances which can be translated into gain changes and leakages in the valve u N , respectively.
C. Discussion
There are three different frequency regions that are of interest.
-Low frequencies. Below 10 −5 rad/sec. -Frequencies between 10 −5 rad/sec to 10 −3.3 rad/sec. -High frequencies. Above 10 −3.3 rad/sec.
Below 10 −5 rad/sec the element λ p11 is close to 0, suggesting off-diagonal pairing. The gain of the transfer function G P CI11 is very uncertain, which leads to large values of W 11 in order to represent all the uncertainty set. The result is that W 11 exceeds the value 1; and the assumption |W ij (jω)| ≤ 1; ∀i, j = {1, 2} made in II-B is not satisfied. The rest of the elements W ij remain lower than 1. At frequencies below 10 −6 rad/sec the nominal magnitude of λ p11 is close to 0.02, values close to 0 (or 1) imply robustness to uncertainties, so the nominal value can usually be trusted, unless very large uncertainties are present. In this case, a very loose upper limit to the magnitude of λ p11 can be generated in the following way
which still can be used for pairing purposes. Nevertheless, from process knowledge, we know that an injection cycle lasts for less than 2000 seconds which means that very low frequencies are not of interest for control actions.
The second region includes frequencies between 10 −5 rad/sec to 10 −3.3 rad/sec. Fig. 8 represents the possible values of the magnitude and phase of G c · W c at the frequencies where |W ij (jω)| ≤ 1; ∀ω; i, j = {1, 2}. It can be observed at the represented frequencies above 10 −4.62 rad/sec that possible values of |G c · W c | include 1, but 0 is not one of the possible values of Φ(G c · W c ). Then, at these frequencies the plant remains nonsingular, and the RGA bounded for all the uncertainty set. In Fig. 7 the bounds of the element λ p11 are depicted for this range of frequencies using the algorithm described in IV. Decisions about pairing for decentralized control cannot be adopted if this bounds are taken into consideration.
At frequencies above 10 −3.3 rad/sec the uncertainty set becomes larger and the assumption |W ij (jω)| ≤ 1; ∀i, j = {1, 2} is not satisfied again. The plant G P CI is close to upper triangularity, and the RGA becomes close to identity, suggesting diagonal pairing. In this case, the RGA suggests the correct pairing for decentralized control, but fails to produce any information about the coupling between the different channels. In this case the analysis of the RGA to uncertainties is not of interest, since only perturbations which can make the plant divert from triangularity can perturb the RGA in a noticeable way, and this case is not possible in the uncertainty set. 
VII. CONCLUSION
Correct decisions in control structure design depend on the quality of the process models the decisions are based upon. Hence, uncertainties in a process model affect the validity of decisions based on the RGA analysis. Therefore uncertainty regions of the RGA that are computed from uncertainty regions of a process model are needed. For the 2-by-2 case a methodology is derived that produces tight bounds for RGA elements. These bounds support engineers to assess the validity of their decisions and if it is possible to make decision based on the RGA at all. Clearly, if an RGA element has a large uncertainty region, it is questionable to base a decision on the nominal value. Still, the method is preliminary in the sense that it only addresses the 2-by-2 case. It has to be generalized to n-by-n cases and its performance has to be compared with the methods proposed in [7] and [8] .
From the analyzed cases it can be concluded that only values of the RGA close to 1 or 0, are robust enough to multiplicative uncertainty, so a decision on the structure selection can be made without a previous analysis to uncertainties. Nevertheless, large uncertainties can invalidate the decisions taken on the nominal case.
From the model analyzed in Section V it can be concluded that values of the nominal RGA which differ from 0, or 1, can be easily perturbed by uncertainties. A real life example was then analyzed in Section VI to asses the validity of the conclusions. For a real process like the one analyzed uncertainties are observed to be even much larger, and the RGA is clearly perturbed from the nominal values.
Multiplicative uncertainty can only represent symmetric deviations from the nominal plant, and also the different sources of uncertainty are assumed to be uncorrelated. This leads to more conservative representation of the uncertainties. This paper deals with the worst case bounds due to multiplicative uncertainty. Thus, an analysis of how likely a process is perturbed in such a way that the RGA becomes largely uncertain is needed.
