Abstract-Two heuristic algorithms that automatically calculate linear expressions for Time Series (TS) are presented. The algorithms are based on the Box-Jenkins methodology in order to estimate the maximum number of terms of the linear expression and the intervals in which the series coefficients vary. With this information and establishing beforehand the number of terms that are required by the user, Self Adaptive Genetic Algorithms (SAGA) are applied in several stages of optimization to obtain the series model. It is worth to mention that these algorithms allow treating series with time-dependent trends and variance. In the paper the results of the application of SAGA to the NN3-Reduced TS are also presented concluding that six of the eleven examples can be considered Linear Series. Regardless of the existence of papers where Genetic Algorithms are used in TS, it is important to mention that no reference of the use of SAGA in the area was found.
INTRODUCTION
T IME SERIES (TS) are use to predict future events based on know past events. In linear TS, the future values of the TS are estimated as a linear function of the previous values. Linear TS models are important because there are numerous applications where linear estimations are sufficient [14] , [15] and had wide industrial applications.
These models also are used by some methodologies of Artificial Intelligence for forecasting [5] , [16] , [17] .
When a model has already been suggested to a series of data, first, it have to be determined how many and which terms are the most appropriate to solve this problem. Immediately after is necessary to know in which intervals are the linear expression coefficients. Finally, it has to be found values for these coefficients that minimize the quadratic error over the whole history. Thus, it can be stated as a nonlinear problem optimization. This The calculation of the linear expression coefficients can be obtained by means of Genetic Algorithms (GA) which is an optimization technique that realize global multi-point search and quickly locate areas of high quality. In order to implement a successful GA it is necessary to determine suitable values for certain parameters throughout different tests. In this work a version of Self Adaptive Genetic Algorithms (SAGA) is used, since with these algorithms the stage of repeated tests that are required to fitting parameters is obviated, achieving that the same code version can solve any linear TS modeling problem with out the participation of the user. Yet the existence of previous works related to the use of traditional GA in TS [6] , [7] , [12] , [23] , [24] , it is important to notice that it was not found a reference in relation to the use of SAGA versions in this area of knowledge.
The plan of this paper is as follow. In the second section are summed up the results of BJ methodology that are used in our proposal. The third section presents the SAGA characteristics. In the fourth section are presented the characteristics of the heuristic algorithms developed. In the fifth section are shown the modelling results of the examples of the version NN3-Reduced 2007 and the sixth section presents the conclusions. Finally, in the appendix are presented the results graphics for the problems NN3-Reduced.
II. MAIN RESULTS OF THE BOX-JENKINS METHODOLOGY
Univaried time series were analyzed by the Box-Jenkins (BJ) methodology from the formulation of equations in differences with a random additive component denominated white noise. With base on the models mention above the condition in which is presented the stationarity property of the series and the scheme that has to be follow to determine the parameters of the model studied were determined. (1) . In order to determined how many delays are required, first is necessary to choose the differences series that are used to estimate these, afterwards it is defined the number of delays according to the behavior of the autocorrelation sample function of the difference series chosen. This implies a difference with the BJ methodology, which applies the number of delays under the terms of the information that provides both the autocorrelation function as well as the partial autocorrelation and the hypothesis of the random component as white noise. This choice, proposed in the present work, has brought as a consequence that (at ), in our model, won't be white noise.
b) The conditions of (2) become more relax, since in spite of be fulfilled it in the stationary series, these were applied in this work to series that could not be stationary.
c) With base on the above mention, in this work the goodness of fit of the model found for a series is utilized as a measurement the following statistical comparison:
1. The statistical comparison of the mean and the standard deviation of the studied series and the forecasted series are realized through the hypothesis test of the form: where x and S2 are the mean and variance of the forecasted series.
2. Calculation of the standard error deviation or the difference between the real value and the forecasted value to choice the two models that are built with our proposal.
Later on, the principal characteristics of the SAGA utilized in this work are described.
III.
SELF ADAPTIVE GENETIC ALGORITHMS.
The GA was developed by John Holland [11] and are based in the basic principles that rule the species evolution. The nature of the individuals that are better adapted to their environment have bigger probabilities of survive and inherit to their descendants the characteristic that will allow them to have a better performance of the individual in their environment.
These algorithms have been utilized successfully to solve several problems [8] , [16] . To apply the algorithms it is required: a representation of the individual and a way of create an initial population, a fitness function that evaluates the performance of an individual and separates the better one from a population by a process called selection, and finally, it is necessary to find the values of several parameters that are required by the algorithm.
In this work the individuals are represented by vectors with real components that will have two parts. In the first part are the coefficients of the linear expression of the time series, in the second one are the four parameters autoadaptables that will be used and are described afterwards. The individual of the initial population will be created randomly, generating uniformly their coordinates between the limits established in advance for each coordinate.
To evaluate an individual a linear expression (1) is built as result of using the coefficients of the first part of the vector that represents him and with this expression is generated a vector with the same longitude that the original series where the coordinates are the values obtained for the linear expression. These values are used to calculate the errors in each moment and the fitness function is the Root of the Sum of Square Errors (RSSE).
The selection process will be carried out by means of the tournament selection [17] . For that, in each selection moment two individuals are randomly chosen, and the one with the best fitness value is selected. One of the problems that could appear is on application of the AG is the excessive presence of copies of the better individual in an iteration that can produce the Premature Convergence phenomena, which consists in the early convergence of an algorithm to a solution that could not be the best one. To avoid this phenomenon the selection process of the individuals is modified so that in each population there only can be 10 copies of the best individual.
The crossover of two individuals consist of interchange the coordinates of two vectors from a certain coordinate randomly chose. The multiple crossing results of apply this process, several times, to the same vectors. In order to apply a mutation to an individual a concordance of the vector is randomly chosen and its value is changed for another also (randomly chose) between the limits established for the coordinate what was said. The mutation multiple is the application of this process to the same individual several times.
The parameters to be used are: population size, individual crossing probability, repeated crossing and individual mutation and repeated mutation probability. In our model the crossing and mutation probabilities will be a characteristic of each individual, contrarily to the GA, where the probabilities are referred to the population. The population size used in our proposal is 100.
The SAGA were developed by Thomas Back [1] , [2] . In these algorithms the parameters that will be autoadaptable are codified in the individual representation for which reason the parameters are changed by the actions of the genetic operators. The best values will produce the best individuals, which have better survival probabilities and in consequence will propagate the best parameters values. It is important to notice that the conditions under which an autoadaptable algorithm has good convergence properties are not well known [3] , [21] . The main disadvantage of the SAGA using is a larger computational cost than the traditional version, but, in the other hand the obtained advantage is that with the same code we have been able to solve automatically every linear modeling problem of the NN3 series without the need of adjusting the parameters in each particular problem.
In our proposal are utilized four autoadaptable parameters: individual crossing probability that varies between [0. [8] , [9] , [17] , [20] .
The way of these parameters work is similar to the one presented in [1] , [2] . To realize the crossing of two individuals the average of the individual crossing probability is used and with this value is decided if they will cross or not. When two individuals cross themselves the integer value of the average of the crossing repetition is taken and this number of times the individuals crossed themselves. To mutate and individual it is taken the individual mutation probability and with this value will be decided if the individual mutates. When it is decided that an individual mutates, it is taken the integer value of the mutation repetition and with it is decided the number of time that the individual mutates
In relation to the form in which the SAGA will be used, these can be grouped in three stages. In the first one they will be used to explore the solution space and determine which variables are the most important to the problem studied. In the second stage they will be applied to find solutions taking into account the most important variables of the problem and finally, in the third stage will be tuned the better solutions. It is important to point out that in all the stages the objective function to minimize is the RSSE and in each stage, only varies the variables considered and its limits.
IV.
PROPOSED ALGORITHMS.
The problem in finding a liner expression of the form (1) that approximates to a time series will be set out as an optimization problem where it is looked a value for the linear expression coefficients that minimize the RSSE. In order to give an approximate solution to this problem two heuristic algorithms are built and the BJ methodology [4] , [11] will be the base that we will use to calculate the biggest which the coefficients are located. It is important to point out that the heuristic algorithms presented in this work allow the treatment of series with trends and variances that are time dependant since they do not required to satisfy the conditions needed in a time series, i.e. stationarity of the mean or stationary variance or time series that result from an application of a logarithmic or moving average transformations.
The first algorithm proposed in this work builds a linear approximation for the difference series (of first, second and third order) that could be stationary. Then, from this linear approximation are proposed how many and which terms, as well as their limits, will be the most adequate for a model of the original series. Immediately after are described the stage of the first algorithm.
In this stage, first it is decided which series will be used (the original, the first differences, the second differences and in our case is included the possibility of working with third differences). In order to decide this it is chosen the series that have the lowest variance, which we consider as an indication of having a stationary series.
Once that the series was chosen it will be calculated how many terms are necessary for the linear approximation of the series with base in the autocorrelation sample function. In this work were calculated 30 values for the autocorrelation function and for selecting how many terms are required two cases were utilized. If the function is decreasing a value of 4 is taken, on the contrary a value equal to the value in which the first maximum of this function is observed it will be chosen. With this procedure if the series presents stationarity and the period is smaller than 30 the model that we built with the proposal of this work can represent appropriately such stationarity.
With this information are built the limits for the coefficients intervals of the chosen series, for that all coefficiente are taken in [-1,1] except the independent term which limits are calculated between cero an the average value of the series. The reason why these limits are established is obtained from the equations (2) . With all the previous information it is proposed the number of terms required and which are the limits of its coefficients.
In order to find appropriate values of the coefficients 10 repetition of 500 iterations are realized of the SAGA algorithm and with these results a solution is built by means of the average of the absolute values of the results obtained in the repetitions. The above mentioned provides information regarding the most important components since these will be that in the solution with the biggest value.
In the second stage the components of the averaged solution, above mention, are ordered from the smallest to the biggest and it is chosen a number established previously. In the case of this work is 4, but it could be any number. Once the components have been chosen and with the same limits, obtained above, five SAGA executions are realized having number of terms of the series, as well as the interval limits in as a stop criterion that in 250 iterations has not changed the optimum value, and from these 5 executions the best result obtained is chosen. Thus, a result for the difference series chosen is obtained.
With base in the fact that if:
of the G series graphic, the last 18 values correspond to the forecast obtained with our model. 700 yt = ho + hly-1 + h2Y-2 +--+ hkySis a model for the difference series yt = xt -xtil then:
is a model for the series (x, ) and applying this result as many times as it is necessary it can be obtained a model for the original series. New limits are built with this model taking in each variable of this last solution a vicinity of radius 1. Here are realized another 5 SAGA executions similar to the last paragraph, and finally the best result from this 5 is taken and the very small terms are consider negligible. It is important to notice that in this case is possible that the solutions obtained have more than 4 terms.
The second algorithm only utilizes the BJ methology to calculate how many terms are necessary in the linear approximation of the differences series, which could be stationary, thus, is determined the numbers of terms that will be used in the original series. From now on the steps of the previous algorithm are repeated taking the limits of the original series in [-1, 1] , but always working with the original series. There have not been found results that justify the use of these limits, except the fact that in some cases better results are obtained than those in the first algorithm. As an example of this the second algorithm had a better performance than the first one in 46 of the 111 NN3-Complete examples.
To test ours algorithms we utilized the TS that BJ used in [4] The proposed algorithms were tested on this classical examples, obtaining satisfactory results. The results of this tests are not shown in this work. It is worth to mention that there is not a BJ model for the G series since with this methodology it can't be found a linear expression of the form (1) . Moreover, the G series presents an increasing variance so it is necessary to apply a logarithmic transformation to stabilize its variance. It is important to point out that with our algorithms we can solve and found models for all the BJ series. In figure 1 After that the behavior of the 50 solutions of these examples was revised, it was concluded that 5 executions were enough to obtain satisfactory results. For this reason in the NN3-Complete series only 5 executions with each algorithm were realized and the best one was chosen. The results of the NN3-Complete examples are not shown in this work.
To evaluate the performance of the models proposed in this work in relation to the mean value and variance 
CONCLUSIONS.
In this work were built two algorithms that allow in a totally automated way the construction of TS linear models with a certain number of terms previously fix obtaining satisfactory results. Besides, our proposal permits the treatment of series that present trends and variances that change with time that the BJ methodology can not treat.
The fact that can be established, beforehand, the number of terms required in the linear approximation allows handling a major versatility in the approximation precision since for a large number of terms the precision will be bigger. Moreover, the fact of having solutions from two algorithms permits to choose, between two approximations, the series more convenient to our interest.
The efficiency and precision of these algorithms can be improved, realizing a test in order to establish smaller intervals of the autoadaptable parameters and modifying the final stage by a local optimization algorithm based on trajectories.
In a near future it is has been thought to compare the results obtained with our algorithm and those obtained by means of others forecast methods.
APENDIX
In Fig. 2. to Fig. 12 . we show the graphics of results. 
