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1. Introduction
Let G be a ﬁnite group. The coset poset C(G) is the poset of the proper cosets of G . We can ap-
ply topological concepts to the poset C(G) considering the simplicial complex (C(G)) associated to
C(G) (the order complex of C(G)). We recall that (C(G)) is the simplicial complex whose simplices
are ﬁnite chains in C(G) (see [16, §1] and [19, §3]). In particular, we can speak of the Euler charac-
teristic χ(C(G)) := χ((C(G))) and the reduced Euler characteristic χ˜ (C(G)) := χ(C(G)) − 1. In [2],
Brown pointed out a connection between the simplicial complex (C(G)) and the counterpart of the
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deﬁned by
PG(s) =
∞∑
k=1
ak(G)
ks
, where ak(G) =
∑
HG, |G:H|=k
μG(H).
Here μG is the Möbius function of the subgroup lattice of G , which is deﬁned inductively by
μG(G) = 1, μG(H) = −∑K>H μG(K ). Thanks to an observation of S. Bouc, Brown [2, §3] showed
that
PG(−1) = −χ˜
(C(G)).
It is a well-known fact that if (C(G)) is contractible, then its reduced Euler characteristic χ˜ (C(G)) is
zero. Hence, if PG(−1) = 0, then the simplicial complex associated to the group G is non-contractible.
In [2], Brown proved the following.
Proposition 1. (See [2].) If G is a ﬁnite soluble group, then PG(−1) = 0.
A proof of this proposition proceeds as follows. If N is a normal subgroup of G , then we deﬁne
PG,N(s) =
∑
k∈N
ak(G,N)
ks
, where ak(G,N) =
∑
HG, |G:H|=k,
NH=G
μG(H).
We have that PG(s) = PG/N(s)PG,N(s) (see [2]). Thus, if 1 = N0 < N1 < · · · < Nk = G is a chief series
of G , applying the above formula repeatedly, we obtain
PG(s) =
k−1∏
i=0
PG/Ni ,Ni+1/Ni (s).
By a result of [6], we have that PG/Ni ,Ni+1/Ni (s) = 1− ci|Ni |s where ci is the number of complements of
Ni+1/Ni in G/Ni . Thus, it is clear that PG(−1) = 0.
Moreover, Brown conjectured that PG(−1) = 0 for every ﬁnite group G . In the previous paper [17],
we proved this conjecture for G equal to PSL2(q), to the Suzuki groups 2B2(q) and to the Ree groups
2G2(q). At the time of this writing, there is no known ﬁnite group G such that PG(−1) = 0.
In this paper, we want to prove the Brown conjecture for the classical groups. We use the deﬁnition
classical groups, as given in [13] (see also Section 6).
The main result of this paper is the following.
Theorem 2. Let X be a classical group that does not contain non-trivial graph automorphisms. The number
P X (−1) does not vanish, so the simplicial complex associated to the coset poset of X is not contractible.
We outline the strategy of the proof. Here we use the notation of Section 6. Suppose that Ω 
X  A. Denote by − the reduction modulo scalars. In particular it turns out that X = X/Z(X). Let
1= Z0 < Z1 < · · · < Zk = Z(X) be a part of the chief series of X . As we have seen above, we have
P X (s) = P X/Z(X)(s)
k−1∏
PG/Zi ,Zi+1/Zi (s).
i=0
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PG/Zi ,Zi+1/Zi (s) = 1 − ci|Zi |s , where ci is the number of complements of Zi+1/Zi in G/Zi . So P X (s)
does not vanish if and only if P X (s) does not vanish. Thus we can reduce to the case Ω  X  A.
Assume that Ω  X  A. If Ω is soluble, then Proposition 1 implies Theorem 2. Assume that Ω is
non-abelian simple and let G = Ω . Clearly, we have G  X . Thus we obtain:
P X (s) = P X,G(s)P X/G(s).
By Schreier conjecture, the group X/G is soluble. So, by Proposition 1, we have that P X/G(−1) = 0. It
remains to show that P X,G(−1) = 0.
Let r be a prime number and let P (r)X,G(s) denote the Dirichlet polynomial
∑
(k,r)=1
ak(X,G)
ks
.
Fix a prime number p and assume that G is deﬁned over a ﬁeld of characteristic p. In particular, we
have
P X,G(s) = P (p)X,G(s) +
∑
p|k
ak(X,G)
ks
.
The ﬁrst summand P (p)X,G(s) collects the contribution given by the subgroups H of X such that H
contains a Sylow p-subgroup and HG = X . In order to obtain a good expression for P (p)X,G(s) we
ﬁrst reduce to the case X = G . Note that PG,G(s) = PG(s) and deﬁne P (p)G (s) = P (p)G,G(s). Sections 2–5
are devoted to the study of value P (p)G (−1) when G is a group of Lie type of characteristic p. The
notation introduced in Section 2 applies only to Sections 3–5. Using some classical results of [3] on
root systems, we obtain the following theorem.
Theorem 3. Let G be a simple group of Lie type of characteristic p over K. Let t = |ρ|√|K|, where ρ is the
symmetry of the Dynkin diagram associated to G. We have that
∣∣P (p)G (−1)∣∣p = tL |2|p
where the values of L are in Table 1 (Section 5).
In Section 6 we introduce the notation for classical groups we will use throughout the rest of the
paper. Thus Theorem 3 can be restated for the classical groups as follows.
Theorem 4.We have that
∣∣P (p)G (−1)∣∣p = qL |2|p,
where
L =
⎧⎪⎪⎨
⎪⎪⎩
n− 1 in case L or U with n even,
n in case U with n odd,
n
2 in cases S and O
±,
n−1
2 in case O
o.
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P X,G(−1) − P (p)X,G(−1) is divisible by qL p(2,p). (†)
In order to prove (†), we investigate the structure of the maximal subgroups M of X such that
MG = X . In particular, in Section 7 we deal with maximal subgroups M of X such that M does
not contain a Sylow p-subgroup of X . In Section 8, the setting is the following: let H be a subgroup
of X such that HG = X and suppose that if M is a maximal subgroup of X containing H , then M
contains a Sylow p-subgroup of X . In this case we prove that μG(H) = 0 or |G : H|p is greater than
or equal to qβ(n) , where
β(n) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
n− 1 if case L or U holds,
n
2 − logq |2|p if case S holds,
n−1
2 if case O
o holds,
n−2
2 if case O
+ or O− holds.
Section 9 is dedicated to showing that P (p)X,G(s) is equal to P
(p)
G (s).
Finally, in Section 10 we prove Theorem 2. In most cases, we have that
∣∣P (p)X,G(−1)∣∣p < ∣∣P X,G(−1) − P (p)X,G(−1)∣∣p,
and this implies that P X,G(−1) = 0.
We will use repeatedly, often without mention, the following results on the Möbius function of
the subgroup lattice of G .
Lemma 5. (See [8].) Let G be a ﬁnite group and H a subgroup of G. If μG(H) = 0, then H is intersection of
maximal subgroups of G.
Lemma 6. (See [10, Theorem 4.5].) Let A be a ﬁnite group and B a subgroup of A. The index |NA(B) : B| divides
μA(B)|A : B A′|.
Since X ′  G , then Lemma 6 yields |G : H| divides μG(H)|G : NG(H)|. So, in particular, k divides
ak(X,G).
2. Notation and deﬁnitions about groups of Lie type
In the sequel we introduce some notations and deﬁnitions we will use throughout Sections 3, 4
and 5.
We point out some general facts about the groups of Lie type and the simple Lie algebras. Every-
thing we need can be found in [3].
Let p be a prime number. Let K be a ﬁeld of characteristic p. We denote by G a group of Lie type
over the ﬁeld K. We have that G is either an untwisted or a twisted group of Lie type. In both cases,
a simple Lie algebra L over the ﬁeld K is associated to G .
If G is an untwisted group of Lie type, then G is a Chevalley group L(K), which is a certain group
of automorphisms of L over the ﬁeld K (see [3, Proposition 4.4.3]).
If G is a twisted group of Lie type, then G is a subgroup of a Chevalley group L(K).
Now, let G be our group of Lie type. To G the following objects are associated.
• A Killing form (−,−) on the simple Lie algebra L over the ﬁeld K.
• A system of roots Φ in a Cartan subalgebra V of L and a system of fundamental roots Π in Φ .
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are joined by a bond of strength 4(r,s)
2
(r,r)(s,s) (see [3, 3.4]).
• A symmetry ρ of the Dynkin diagram of L (see [3, 13.1]). In particular the order of ρ is 1, 2 or 3
(see [3, 13.4]).
We denote by t the positive number |ρ|
√|K|. This deﬁnition is the most convenient, although it
allows t to be irrational (see [3, 14.1]).
Now, we give some other deﬁnitions and remarks on the root systems.
• Given a system of roots Ψ and a fundamental system Σ in Ψ , let Ψ + , Ψ − be the sets of positive
and negative roots with respect to the fundamental system Σ . We recall that a root in r ∈ Ψ is
a linear combination of roots of Σ with integer coeﬃcients which are all non-negative if r ∈ Ψ +
and all non-positive if r ∈ Ψ − (see [3, 2.1]).
• The vector space V is spanned by Π in L. Let r ∈ V; a linear map wr : V → V, deﬁned by
wr(x) = x− 2(r, x)
(r, r)
r,
is called a reﬂection. The Weyl group W of Φ is the subgroup of transformations of V gener-
ated by the reﬂections {wr: r ∈ Φ}. Note that W is generated also by the so-called fundamental
reﬂections {wr: r ∈ Π} (see [3, Proposition 2.1.8]). Let l(w) be the length of w ∈ W , deﬁned
as the minimal n such that w = wr1 · · ·wrn for ri ∈ Π , i ∈ {1, . . . ,n}. Thus l(1) = 0. Moreover,
l(w) = |Φ+ ∩ w−1(Φ−)| (see [3, Theorem 2.2.2]).
• For a subset K of Π , let VK be the subspace of V spanned by K . Let ΦK = Φ ∩ VK and let WK
be the subgroup of W generated by the reﬂections {wr: r ∈ ΦK }. Note that ΦK is a system of
roots in VK , K is a fundamental system and the Weyl group of ΦK is WK [3, Proposition 2.5.1].
• An isometry τ of V is associated to the symmetry ρ in such a way that τ (r) is a positive multiple
of ρ(r) for each r ∈ Π (see [3, 13.1]). The isometry τ is uniquely determined by ρ . In particular,
observe that for every w ∈ W , the element wτ = τ−1wτ belongs to W . Finally, note that ρ and
τ are non-trivial if and only if G is twisted.
• Let k be the number of the ρ-orbits of Π . Let I = {O 1, . . . , Ok} denote the set of ρ-orbits of Π .
For each J ⊆ I , let J∗ =⋃K∈ J K .• Let W denote the subgroup of the Weyl group W consisting of the w ∈ W such that wτ = w (see
[3, 13.1]). For a subset J of I , let W J = W J∗ ∩W . In particular, if J = {O i} for some i ∈ {1, . . . ,k},
then let Wi = W J∗ = WOi , Wi = W J∗ = WO i and Φi = Φ J∗ = ΦO i .• Let D′ be the Dynkin diagram of W , that is a graph induced by the Dynkin diagram D, identifying
the nodes in the same ρ-orbit (see [3, 13.3.8]). D′ is a graph with as nodes the elements of I ,
such that K1 ∈ I and K2 ∈ I are joined if there exist r1 ∈ K1 and r2 ∈ K2 such that r1 and r2 are
joined in D.
• Let K be a subset of Π . We deﬁne DK to be the set of elements w of W such that w(r) ∈ Φ+
for each r ∈ K . For a subset J of I , let D J = D J∗ ∩ W .
• Denote by L the number
k∑
i=1
∣∣Φ+i ∣∣.
• For J ⊆ I , let
TW J (t) =
∑
w∈W J
tl(w).
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We preferred our notation to avoid confusion with PG(s), the Dirichlet polynomial of G .
3. Some technical result on root systems
The following lemma is quite technical. We point out some important facts on root systems.
Lemma 7. Using the notation of Section 2, the following hold.
(1) The set {w(Φ+i ): w ∈ W, i ∈ {1, . . . ,k}} is a partition of Φ .
(2) There exists a unique element ω ∈ W such that ω(Φ+) = Φ− . This element is an involution and l(ω) =
|Φ+|. In particular, ω ∈ W .
(3) Let K ⊆ Π and let w ∈ WK . The length l(w) is the same whether w is regarded as an element of the Weyl
group W or of the Weyl group WK .
(4) Let i ∈ {1, . . . ,k}. There exists a unique elementωi ∈ Wi such thatωi(Φ+i ) = Φ−i . Moreover,ωi generatesWi in W and {ωi: i ∈ {1, . . . ,k}} generates W in W .
(5) Let i ∈ {1, . . . ,k} and let w ∈ W such that w(r) ∈ Φ− for some r ∈ O i . We have that l(wωi) = l(w) −
l(ωi).
(6) Let w ∈ W and let r, s ∈ O i for some i ∈ {1, . . . ,k}. The roots w(r) and w(s) have the same sign, i.e.
either w(r),w(s) ∈ Φ+ or w(r),w(s) ∈ Φ− .
(7) Let w ∈ W and let J be a subset of I . We have that w = d J w J for uniquely determined d J ∈ D J and
w J ∈ W J . Moreover, l(w) = l(d J ) + l(w J ).
(8) Let i, j ∈ {1, . . . ,k}. Let w be an element of W such that w(O i) ⊆ Φ−j . We have that ωwi =
wωi w−1 = ω j .
Proof.
(1) See Lemma 13.2.1 in [3].
(2) See Proposition 2.2.6 in [3]. It remains to show that ω ∈ W . Since τ preserves the sign of each
root, we have that τωτ−1(Φ+) = Φ− . Hence τωτ−1 = ω, as required.
(3) This is Lemma 9.4.1 in [3].
(4) This is Proposition 13.1.2 in [3].
(5) This is inside the proof of Proposition 13.1.2 in [3].
(6) This is clear since τ preserves the sign of each root.
(7) By Theorem 2.5.8 in [3], we know that w = d J∗ w J∗ for uniquely determined d J∗ ∈ D J∗ and w J∗ ∈
W J∗ , and that l(w) = l(d J∗ )+ l(w J∗ ). So, it remains to prove that w can be expressed in the form
w = d J w J for d J ∈ D J and w J ∈ W J . Suppose l(w) = 0, we have that w = 1 and w = 1.1 is the
required factorization. Now, assume l(w) > 0 and proceed by induction on l(w). If w ∈ D J , then
w = w.1 is the required factorization. If w /∈ D J , then there exist i ∈ {1, . . . ,k} and r ∈ O i such
that O i ∈ J and w(r) ∈ Φ− . So, by part (5), l(wwi) = l(w) − l(wi) < l(w). Hence, by induction,
wwi = d J w ′J for some d J ∈ D J and w ′J ∈ W J . Clearly w J = w ′J wi is in W J , so w = d J w J as
required.
(8) Since W is generated by the fundamental reﬂections, we have ωi = wr1 · · ·wrn for some rl ∈ O i ,
l ∈ {1, . . . ,n}. So, using the deﬁnition of reﬂection, we have
ωwi = wwr1 · · ·wwrn = ww(r1) · · ·ww(rn).
Since w(rl) ∈ Φ−j ⊂ Φ j for l ∈ {1, . . . ,n}, we have that ωwi is an element of WO j . But
ωwi ∈ W , hence ωwi ∈ W j . Now, since w(O i) ⊆ Φ−j , then also w(Φ+i ) ⊆ Φ−j . By deﬁnition,
we have ω j(Φ
+
j ) = Φ−j so, by part (1) of the lemma, we get w(Φ+i ) = Φ−j . Thus ωwi (Φ+j ) =
wωi w−1(Φ+j ) = wωi(Φ−i ) = w(Φ+i ) = Φ−j . Since ωwi (Φ+j ) = Φ−j and ωwi ∈ W j , part (4) yields
ωwi = ω j . 
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Now, we give a useful deﬁnition. Let n ∈ N and i j ∈ {1, . . . ,k} for j ∈ {1, . . . ,n} and let w ∈ W . An
ω-factorization of w is an expression of w of the form
ωi1 · · ·ωin ,
and the integer n is called the length of the ω-factorization.
Lemma 8.We have the following.
(1) Let w ∈ W . Let n ∈ N, i j ∈ {1, . . . ,k} for j ∈ {1, . . . ,n} and suppose that w = ωi1 · · ·ωin is an ω-
factorization of minimal length of w. We have that
l(w) =
n∑
j=1
l(ωi j ) =
n∑
j=1
∣∣Φ+i j ∣∣.
(2) Let i ∈ {1, . . . ,k} and let w ∈ W such that w(r) ∈ Φ− for some r ∈ O i . We have that ωi appears in each
ω-factorization of w of minimal length.
Proof.
(1) The argument is similar to the proof of Theorem 2.2.2 in [3]. It is clear that for any u, v ∈ W ,
l(u) l(uv) + l(v). Hence we have
l(w) l(wωin ) + l(ωin ) l(wωinωin−1) + l(ωin−1) + l(ωin ) · · ·
n∑
j=1
l(ωi j ) = L′. (†)
Thus l(w) L′ . Now, by contradiction, assume that l(w) < L′ . So, we have that at least one of the
inequalities in (†) is strict, i.e. there exists m ∈ {1, . . . ,n} such that
l(ωi1 · · ·ωim ) = l(wωin · · ·ωim+1) < l(wωin · · ·ωim ) + l(ωim ) = l(ωi1 · · ·ωim−1) + l(ωim ).
This implies that ωi1 · · ·ωim (O im ) ⊆ Φ+ . In fact, if ωi1 · · ·ωim (r) ∈ Φ− for some r ∈ O im , then
l(ωi1 · · ·ωim ) = l(ωi1 · · ·ωim−1) + l(ωim ),
by part (5) of the previous lemma.
Now, ωim (O im ) ⊆ Φ− and ωi1 · · ·ωim (O im ) ⊆ Φ+ imply that there exists a j ∈ {1, . . . ,m} such that
ωi j · · ·ωim (O im ) ⊆ Φ+ and ωi j+1 · · ·ωim (O im ) ⊆ Φ− . However, ω j changes the sign of all roots
in Φ j , but of none in Φ − Φ j . Hence ωi j+1 · · ·ωim (O im ) ⊆ Φ−j . By part (8) of the previous lemma,
we have that ωi j+1 · · ·ωimωimωim · · ·ωi j+1 = ωi j . Hence ωi j · · ·ωim−1 = ωi j+1 · · ·ωim , so we get
w = ωi1 · · ·ωi j · · ·ωim−1 · · ·ωin = ωi1 · · ·ωi j−1ωi j+1 · · ·ωimωim · · ·ωin
= ωi1 · · ·ωi j−1ωi j+1 · · ·ωim−1ωim+1 · · ·ωin .
But this is an ω-factorization of w of length n− 2, a contradiction.
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that w(O i) ⊆ Φ+ . If l(w) = 0, then w = 1 and the result is clear. Suppose that l(w) > 0 and
prove the claim by induction on the length of an ω-factorization of w . If w = ω j for some
j ∈ {1, . . . ,k} with j = i (by hypothesis), then ω j(O i) ⊂ Φ+ by deﬁnition of ω j . Now, suppose
that w = ωi1 · · ·ωin for some n  2, i j ∈ {1, . . . ,k} − {i} for all j ∈ {1, . . . ,n}. By induction, we
have that ωi2 · · ·ωin (O i) ⊆ Φ+ . In particular, ωi2 · · ·ωin (Φ+i ) ⊆ Φ+ . For contradiction, assume that
ωi2 · · ·ωin (Φ+i )∩Φ+i1 = ∅. By part (1) of the previous lemma, we have that ωi2 · · ·ωin (Φ+i ) = Φ+i1 ,
hence w(Φ+i ) = Φ−i1 . So, by part (8) of the previous lemma, we get ωwi = ωi1 , therefore
ωi = ωin · · ·ωi1 · · ·ωin .
This means that ωi is in the group generated by ωi1 , . . . ,ωin , so ωi ∈ 〈WOi1 , . . . ,WOin 〉 =
WOi1∪···∪O in and ωi ∈ WOi (see [3, Theorem 2.5.6]). But WOi1∪···∪O in ∩ WOi = W∅ = 1, a con-
tradiction. So we have ωi2 · · ·ωin (Φ+i ) ∩ Φ+i1 = ∅, hence w(Φ+i ) ⊆ Φ+ since ωi1 does not change
the sign of the roots in Φ − Φi1 . Hence w(O i) ⊆ Φ+ , as we claimed. 
4. On the value of P (p)G (s) for s = −1
We recall the following lemma.
Lemma 9. (See [4, Lemma 2].) Let p be a prime number. Let P be a Sylow p-subgroup of a ﬁnite group K .
Suppose that each maximal subgroup of K which contains P contains also NK (P ). Then:
P (p)K (s) =
∑
NK (P )HK
μK (H)
|K : H|s−1 .
Proposition 10. Let G be a group of Lie type over a ﬁeld K of characteristic p. We have that:
P (p)G (s) = (−1)|I|
∑
J⊆I
(−1)| J |
(
TW (t)
TW J (t)
)1−s
.
Proof. The argument is the same as in the proof of Theorem 3 in [4]. Let P be a Sylow p-subgroup
of G . The group G possesses a (B,N)-pair, where B = NG(P ) (see [3, Proposition 8.2.1 and Theo-
rem 13.5.4]). Since G possesses a (B,N)-pair, we know that if a maximal subgroup M of G contains P ,
then M contains also B = NG(P ) (see [3, Theorem 8.3.2]). By Lemma 9, we get that
P (p)G (s) =
∑
BHG
μG(H)
|G : H|s−1 .
The subgroups of G containing B are called the parabolic subgroups. By [3, Proposition 8.2.2], we
associate to a subset J of I a parabolic subgroup P J . Moreover, the map J → P J is an isomorphism
between the lattice P(I) and the lattice of subgroups of G containing NG(P ) [3, Theorem 8.3.4]. In
particular (see [20, 3.8.3]), we have that μG(P J ) = μP(I)( J ) = (−1)|I|−| J | . Now by [3, 8.6 and 14.1],
we have TW J (t) = |P J ||B| . Thus we get:
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∑
BHG
μG(H)
|G : H|s−1 =
∑
J⊆I
μG(P J )
|G : P J |s−1
=
∑
J⊆I
(−1)|I|−| J |
(
TW (t)
TW J (t)
)1−s
= (−1)|I|
∑
J⊆I
(−1)| J |
(
TW (t)
TW J (t)
)1−s
.
This ends the proof. 
In the sequel, we consider the value of P (p)G (s) for s = −1. First, we obtain an easier expression for
P (p)G (−1).
To do that, we introduce some more deﬁnitions. Let u be an element of W . We denote by Iu the
subset of I consisting of the orbits K ∈ I such that u(K ) ⊆ Φ+ . By Lemma 7(6), note that K ∈ Iu if
and only if there exists r ∈ K such that u(r) ∈ Φ+ . Moreover, let Icu = I − Iu . Finally, if v is another
element of W , then let Iu,v = Iu ∩ I v .
Mimicking the proof of Proposition 9.4.5 of [3], we obtain the following.
Lemma 11. Under the above conditions, we have that
(−1)|I|P (p)G (−1) =
∑
J⊆I
(−1)| J |
(
TW (t)
TW J (t)
)2
=
∑
(u,v)∈W×W
Iu,v=∅
tl(u)+l(v).
Proof. Let J be a subset of I . By Lemma 7(7), each element w of W has a unique expression in the
form w = d J w J , where d J ∈ D J and w J ∈ W J . Moreover, l(w) = l(d J ) + l(w J ). It follows that
TW (t) =
∑
w∈W
tl(w) =
∑
d J∈D J
∑
w J∈W J
tl(d J w J ) =
∑
d J∈D J
∑
w J∈W J
tl(d J )+l(w J )
=
∑
d J∈D J
tl(d J )
∑
w J∈W J
tl(w J ) =
∑
d J∈D J
tl(d J )TW J (t).
Hence, we have
∑
J⊆I
(−1)| J |
(
TW (t)
TW J (t)
)2
=
∑
J⊆I
(−1)| J |
( ∑
d J∈D J
tl(d J )
)2
=
∑
J⊆I
(−1)| J |
∑
u,v∈D J
tl(u)tl(v)
=
∑
J⊆I
(−1)| J |
∑
u,v∈W
u( J∗),v( J∗)⊆Φ+
tl(u)tl(v)
=
∑
u,v∈W
∑
J⊆Iu,v
(−1)| J |tl(w)+l(v).
The last equality holds since we have that J ⊆ Iu,v if and only if u( J∗), v( J∗) ⊆ Φ+ . Finally, it is
clear that
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J⊆Iu,v
(−1)| J | =
{
1 if Iu,v = ∅,
0 otherwise.
The proof is complete. 
By the previous lemma, we can write
(−1)|I|P (p)G (−1) =
∑
(u,v)∈W×W
Iu,v=∅
tl(u)+l(v) =
∑
n∈N
cn(G)t
n,
where
cn(G) =
∣∣{(u, v) ∈ W × W: Iu,v = ∅, l(u) + l(v) = n}∣∣.
The following lemma shows that cn(G) = 0 for n < L.
Lemma 12. Let u, v ∈ W . If Iu,v = ∅, then l(u) + l(v) L.
Proof. Since Iu,v = ∅, for each j ∈ {1, . . . ,k} we have that u(O j) ⊆ Φ− or v(O j) ⊆ Φ− . Hence
u(Φ+j ) ⊆ Φ− or v(Φ+j ) ⊆ Φ− . This implies that
∣∣Φ+j ∩ u−1(Φ−)∣∣+ ∣∣Φ+j ∩ v−1(Φ−)∣∣ ∣∣Φ+j ∣∣ (†0)
for each j ∈ {1, . . . ,k}. Moreover we have
∣∣Φ+ ∩ w−1(Φ−)∣∣ k∑
j=1
∣∣Φ+j ∩ w−1(Φ−)∣∣ (†1)
for w ∈ {u, v}. Hence we get:
l(u) + l(v) = ∣∣Φ+ ∩ u−1(Φ−)∣∣+ ∣∣Φ+ ∩ v−1(Φ−)∣∣

k∑
j=1
∣∣Φ+j ∩ u−1(Φ−)∣∣+ ∣∣Φ+j ∩ v−1(Φ−)∣∣ (∗)

k∑
j=1
∣∣Φ+j ∣∣= L.
The proof is ﬁnished. 
The following is an easy but important result.
Lemma 13. There is a unique element v ∈ W such that Iv,v = ∅. In particular, l(v) = |Φ+|.
Let v ∈ W such that I v,v = ∅. Thus I v = ∅, i.e. v(Φ+) = Φ− . By Lemma 7(2), we have the
claim. 
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Proposition 14. The set of pairs of elements u, v in W such that l(u) + l(v) = L and Iu,v = ∅ consists of
exactly two pairs.
Proof. Let u, v ∈ W such that l(u)+ l(v) = L and Iu,v = ∅. Since l(u)+ l(v) = L, the expression (∗) in
the proof of Lemma 12 holds with = instead of . This implies that the expressions (†0), (†1) become∣∣Φ+j ∩ u−1(Φ−)∣∣+ ∣∣Φ+j ∩ v−1(Φ−)∣∣= ∣∣Φ+j ∣∣ (†∗0)
for each j ∈ {1, . . . ,k}, and
∣∣Φ+ ∩ w−1(Φ−)∣∣= k∑
j=1
∣∣Φ+j ∩ w−1(Φ−)∣∣ (†∗1)
for w ∈ {u, v}.
We divide the proof into steps.
Step 1. The set {Icu, Icv} is a partition of I .
Let j ∈ {1, . . . ,k}. As at the beginning of the proof of Lemma 12, we have that u(O j) ⊆ Φ− or
v(O j) ⊆ Φ− . Since w(O j) ⊆ Φ− if and only if w(Φ+j ) ⊆ Φ− for each w ∈ W , using (†∗0), we conclude
that exactly one of u(O j) ⊆ Φ− and v(O j) ⊆ Φ− holds. Thus we have the claim.
Step 2. Let i, j ∈ {1, . . . ,k}, i = j. If O i, O j ∈ Icu (resp. O i, O j ∈ Icv ), then O i and O j are not joined in the
Dynkin diagram D′ of W .
Note that
Φ+ ∩ u−1(Φ−)= k⋃
j=1
(
Φ+j ∩ u−1
(
Φ−
))
,
by (†∗1). Assume that O i, O j ∈ Icu . For contradiction, suppose that O i and O j are joined in D′ . So, there
exist r ∈ O i and s ∈ O j such that 4 (r,s)2(r,r)(s,s) = 0. In particular, this implies that 2(r,s)(r,r) = −n for some
n ∈ N − {0}, such that s, r + s, . . . ,nr + s ∈ Φ (see [3, 3.3 and 3.4]). Now, by hypothesis, we have that
u(r) ∈ Φ− and u(s) ∈ Φ− , so u(r + s) ∈ Φ− . Hence, r + s ∈ Φ+ ∩ u−1(Φ−) =⋃ki=1(Φ+i ∩ u−1(Φ+)),
thus r + s ∈ Φ+l for some l ∈ {1, . . . ,k}, a contradiction with i = j.
Step 3. The partition {Icu, Icv} of I is independent on the choice of u, v ∈ W such that l(u) + l(v) = L and
Iu,v = ∅.
Consider the Dynkin diagram D′ . It is known that D′ is a connected tree. So there exists a unique
partition I = J1 ∪ J2 of the set I of vertices of D′ such that if two vertices K1, K2 are joined by an
edge, then K1 ∈ J1 if and only if K2 ∈ J2 (i.e. K1 and K2 are not in the same block). By Steps 1 and 2,
{Icu, Icv} is such partition.
Step 4. Denote by Iu the set of i ∈ {1, . . . ,k} such that ωi appears in each ω-factorization of u of minimal
length. Let I¯u = { j ∈ {1, . . . ,k}: O j ∈ Icu}. We have that Iu = I¯u . Moreover, if i ∈ Iu , then the factor wi
appears with multiplicity one in an ω-factorization of u of minimal length.
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minimal length. So j ∈ Iu and I¯u ⊆ Iu . Recall that u(O j) ⊆ Φ− if and only if u(Φ+j ) ⊆ Φ− . Hence,
by (†∗1), we have
l(u) = ∣∣Φ+ ∩ u−1(Φ−)∣∣= ∑
j∈I¯u
∣∣Φ+j ∣∣∑
j∈Iu
∣∣Φ+j ∣∣.
Thus, to prove that I¯u ⊇ Iu it is enough to show that
l(u)
∑
i∈Iu
∣∣Φ+i ∣∣,
but this is clear by Lemma 8(1). Moreover, we get l(u) =∑i∈Iu |Φ+i |. Hence, if i ∈ Iu , then the factor
wi appears exactly once in an ω-factorization of u of minimal length.
Step 5. Let i, j ∈ Iu . We have that ωi and ω j commute.
Let r ∈ O i and s ∈ O j . By Step 2, since O i, O j ∈ Icu , we have that O i and O j are not joined. So, in
particular, (r, s) = 0. Thus wr and ws commute. Since ωi ∈ WOi and ω j ∈ WO j , we have ωiω j = ω jωi ,
as claimed.
Now, we ﬁnish the proof of the proposition.
First, we show that a pair u, v in W such that l(u) + l(v) = L and Iu,v = ∅ exists. Take a partition
I = J1 ∪ J2 of the vertex set of D′ such that if K1, K2 are vertices in I , then K1 ∈ J1 if and only if
K2 ∈ J2 (i.e. {K1, K2} is an edge of D′). Let l j = {i: O i ∈ J j} for j = 1,2. As in Step 5, we have that
if i ∈ l1 and j ∈ l2, then ωi and ω j commute. Thus we deﬁne u =∏i∈l1 ωi and v =∏i∈l2 ωi . It is
straightforward to show that J1 = Icu and J2 = Icv , hence Iu,v = ∅. Moreover, by Lemma 8(1), we get
l(u) =∑i∈l1 |Φ+i | and l(v) =∑i∈l2 |Φ+i |, hence l(u) + l(v) = L.
Now, we show that there exist exactly two such pairs. Note that Steps 4 and 5 hold also inter-
changing u and v .
Suppose that u′ and v ′ are elements of W such that l(u′) + l(v ′) = L and Iu′,v ′ = ∅. By Step 3, we
have that {Icu, Icv} = {Icu′ , Icv ′ }.
Suppose that Icu = Icu′ and Icv = Icv ′ . We claim that u = u′ and v = v ′ . By Step 4 and Icu = Icu′ , we
have that an ω-factorization of minimal length of u has the same factors as an ω-factorization of
minimal length of u′ , and each factor has multiplicity one in both the factorizations. By Step 5, these
factors commute, hence u = u′ . Similarly, v = v ′ and we get the claim.
Suppose that Icu = Icv ′ and Icv = Icu′ . Reasoning as above, we get u = v ′ and v = u′ .
Thus we get that (u′, v ′) ∈ {(u, v), (v,u)}. By Lemma 13, we know that u = v . This ends the
proof. 
Now, we can prove the main theorem of this section.
Theorem 15. Let G be a simple group of Lie type of characteristic p over K. We have that
P (p)G (−1) = (−1)|I|
∑
n∈N
cn(G)t
n
where cn(G) = |{(u, v) ∈ W × W: Iu,v = ∅, l(w) + l(v) = n}|. In particular,
(1) if n < L or n > |Φ|, then cn(G) = 0;
(2) if n = |Φ|, then cn(G) is even;
(3) c|Φ|(G) = 1;
(4) cL(G) = 2.
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Dynkin diagrams, fundamental roots and value of L for G .
Untwisted Twisted
G D=D′ |Π | L G D D′ |Π | L
Ak(t) Ak k k 2 A2k(t2) A2k Bk 2k 2k + 1
Bk(t) Bk k k 2 A2k−1(t2) A2k−1 Ck 2k − 1 2k − 1
Ck(t) Ck k k 2B2(t2) B2 A1 2 4
Dk(t) Dk k k 2Dk(t2) Dk Bk−1 k k
E6(t) E6 6 6 3D4(t3) D4 G2 4 4
E7(t) E7 7 7 2E6(t2) E6 F4 6 6
E8(t) E8 8 8 2 F4(t2) F4 4 6
F4(t) F4 4 4 2G2(t2) G2 A1 2 6
G2(t) G2 2 2
Proof. The ﬁrst assertion is Lemma 11.
Let u, v ∈ W such that Iu,v = ∅. Note that, if w ∈ W , then l(w) |Φ+|.
(1) By Lemma 12, if n < L, then cn(G) = 0. Furthermore, l(u) + l(v) 2|Φ+| = |Φ|. Hence if n > |Φ|,
then cn(G) = 0.
(2) Suppose that l(u) + l(v) = |Φ|. By Lemma 13, we have that u = v . Hence cn(G) is even.
(3) Suppose that l(u) + l(v) = |Φ|. Hence l(u) = l(v) = |Φ+|. By Lemma 7(2) we have that u = v is
the unique element such that u(Φ+) = Φ− . Thus c|Φ|(G) = 1.
(4) This is Proposition 14.
The proof is ﬁnished. 
5. The value of L for a simple group of Lie type
In this section we calculate the explicit values of L for the simple groups of Lie type. These values
are given in Table 1. In this table, we use the notation of [3] for the groups of Lie type.
If G is an untwisted group, then ρ is trivial. Hence, the unique element of a ρ-orbit is a fun-
damental root. Thus, for each i ∈ {1, . . . ,k}, we have that O i = {ri} where Π = {r1, . . . , rk}. So,
Φ+i = Φ+O i = {ri}. Hence L =
∑k
i=1 |Φ+i | = k = |Π |.
Now, suppose G is a twisted group of Lie type. To get the value of L, we use the following result.
Lemma 16. (See [3, 3.4 and 3.6].) Let r, s ∈ Π be two fundamental roots. Let nr = 2(r,s)(r,r) , ns = 2(s,r)(s,s) and
nr,s = nrns. Suppose that nr  ns. Exactly one of the following occurs.
• nr,s = 0. We have that nr = ns = 0 and Φ+{r,s} = {r, s}. In this case the roots are not joined in the Dynkin
diagram D.
• nr,s = 1. We have that nr = ns = −1 and Φ+{r,s} = {r, s, r + s}.
• nr,s = 2. We have that nr = −2, ns = −1 and Φ+{r,s} = {r, s, r + s,2r + s}.
• nr,s = 3. We have that nr = −3, ns = −1 and Φ+{r,s} = {r, s, r + s,2r + s,3r + s,3r + 2s}.
• nr,s = 4. We have that r = s and Φ+{r} = {r}.
We give some examples of the calculation of the value of L; the others are obtained with similar
argument, using Lemma 16 and Fig. 5. Let Π = {r1, . . . , rl}. In the sequel, when we say that two roots
are joined, we refer to Figs. 1–4.
Case 2Al . We divide this case into two subcases, l odd and l even.
Suppose that l is odd. Thus the orbits are O i = {ri, r2k−i} for i ∈ {1, . . . ,k}, so that l = 2k − 1. Now,
if i < k, then O i consists of two roots which are not joined in D. So O i = Φ+i for i < k. Moreover,
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Fig. 2. Dynkin diagram of A2k .
Fig. 3. Dynkin diagram of D4.
Fig. 4. Dynkin diagram of G2.
Fig. 5. Dynkin diagrams.
Ok = {rk} = Φ+k . Hence, we have
L =
k∑
i=1
∣∣Φ+i ∣∣=
k∑
i=1
|O i| = 2k − 1= l.
A similar argument applies to cases 2E6 and 2Dl .
Suppose that l is even. Thus the orbits are O i = {ri, r2k+1−i} for i ∈ {1, . . . ,k}, so that l = 2k. As above,
if i < k, then O i = Φi . Now, consider Ok = {rk, rk+1}. By [3, 3.6], we have that nrk,rk+1 = 1. Hence, by
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L =
k∑
i=1
∣∣Φ+i ∣∣=
k−1∑
i=1
|O i| +
∣∣Φ+k ∣∣= 2(k − 1) + 3= l + 1.
A similar argument applies in case 2F4.
Case 3D4. In this case k = 2 and O 1 = {r1}, O 2 = {r2, r3, r4}. We have that Φ+1 = O 1. Since r2, r3, r4
are pairwise not joined in the Dynkin diagram D, we have that Φ+2 = O 2. Thus, L = 4.
Case 2G2. In this case k = 1 and O 1 = {r1, r2}. Moreover, by [3, 3.6], we have nr1,r2 = 3. Thus, by
Lemma 16, Φ+k = {r1, r2, r1 + r2,2r1 + r2,3r1 + r2,3r2 + 2r2}. So, we get L = 6. A similar argument
applies in case 2B2.
6. Notation and deﬁnition for the classical groups
In this section we give some deﬁnitions and notation we will use until the end of the paper. Let
p be a prime number, let f be a positive integer and let q be the number p f . Moreover let n be an
integer greater than or equal to 2. Denote by V a vector space of dimension n over F = Fqu where
u ∈ {1,2}. As in [13, §2.1], let κ be a form deﬁned over the vector space V over Fqu and let f be the
bilinear form associated to κ . We consider four cases:
• Case L: κ = f is identically 0.
• Case S: κ = f is a non-degenerate symplectic form.
• Case O: κ = Q is a non-degenerate quadratic form; moreover f(v,w) = Q (v+w)−Q (v)−Q (w).
• Case U: κ = f is a non-degenerate unitary form.
The number u is deﬁned as follows
u =
{
2 if case U holds,
1 otherwise.
Moreover, when case O, we distinguish three cases (see [13, pp. 27–28]):
• Case Oo, if n is odd (in this case q is odd).
• Case O+ , if (V , Q ) is of Witt defect 0.
• Case O− , if (V , Q ) is of Witt defect 1.
Denote by Γ (V , κ) the group of the κ-semisimilarities. Moreover, let
I(V , κ) = {φ ∈ GL(V ,F): κ(φ(v))= κ(v), for all v ∈ V l},
where l = 1 if κ is quadratic, l = 2 otherwise. With a little abuse of notation, we denote by F∗
the group of nonzero scalar linear transformations. If K is a subgroup of Γ (V , κ), denote by K
the reduction modulo F∗ ∩ K . For example, Γ (V , κ) is the factor group Γ (V , κ)/F∗ . Let S(V , κ) =
I(V , κ) ∩ SL(V ,F) and let Ω(V , κ) be the derived subgroup of S(V , κ). In particular, note that
Ω(V , κ) = S(V , κ) unless case O holds (see [13, p. 14]). It turns out that:
• Ω(V , κ) ∼= PSLn(q), if case L holds;
• Ω(V , κ) ∼= PSUn(q), if case U holds;
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Classical simple groups.
Case Notation Lie notation Terminology
L PSLn(q) An−1(q) linear group
U PSUn(q) 2 An−1(q) unitary group
S PSpn(q) Cn/2(q) symplectic group
O+ PΩ+n (q) Dn/2(q) orthogonal group
O− PΩ−n (q) 2Dn/2(q)
Oo PΩn(q) B n−1
2
(q)
• Ω(V , κ) ∼= PSpn(q), if case S holds;
• Ω(V , κ) ∼= PΩn(q), if case Oo holds;
• Ω(V , κ) ∼= PΩ+n (q), if case O+ holds;• Ω(V , κ) ∼= PΩ−n (q), if case O− holds.
Finally, deﬁne
A =
{
Γ (V , κ)〈ι〉 in case Lwith n 3,
Γ (V , κ) otherwise,
where ι is an inverse transpose automorphism (see [13, (2.2.4)]) of the group S(V , κ) ∼= SL(V ) when
case L holds.
We recall the following.
Theorem 17. (See [13, Theorems 2.1.3 and 2.1.4].) Assume that n 2,3,4,7 in cases L,U,S and O respectively.
Then Ω(V , κ) is non-abelian simple, except when one of the following holds:
• Case L and (n,q) ∈ {(2,2), (2,3)}.
• Case U and (n,q) = (3,2).
• Case S and (n,q) = (4,2).
Moreover, if Ω(V , κ) is non-abelian simple, then Aut(Ω(V , κ)) ∼= Γ (V , κ), except when one of the following
holds:
• Case L and n 3. In this case Aut(Ω(V , κ)) has a subgroup of index 2 isomorphic to Γ .
• Case O+ and n = 8.
• Case S, n = 4 and q even.
Since in the previous sections we used a different notation for the classical groups, we record in
Table 2 the correspondence between the new notation and the Lie notation.
Under the assumptions of Theorem 17, when Ω(V , κ) is non-abelian simple, let
G = Ω(V , κ).
From now on, we assume that
G = Ω(V , κ) X  Γ (V , κ)
and we require that X does not contain non-trivial graph automorphisms (brieﬂy, we say that X
is a classical projective group). This means that Ω(V , κ)  X  Γ (V , κ) and if case O+ holds, then
X  ker(γ ). The homomorphism γ is deﬁned as follows. Suppose that case O+ holds. As in [13, p. 30],
let Uk be the set of totally singular subspace of V of dimension k. Let ∼ be the relation on Um deﬁned
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Values of β˜p(X), given the socle G of X .
S β˜p(X)
PSLn(q) n− 1
PSUn(q) n− 1
PSpn(q)
n
2 − logq |2|p
PΩn(q) n−12
PΩ±n (q) n−22
by W ∼ U if m − dim(W ∩ U ) is even. This relation deﬁnes a partition {U1m,U2m} of Um and gives a
homomorphism γ : Γ → Sym{U1m,U2m}. In particular, U1m and U2m are the two G-orbits on Um .
When V and κ are clear form the contest, we omit them. For example, we shall write Γ instead
of Γ (V , κ).
In the following sections, we are going to study the subgroups of X which are supplemented by G ,
which are intersection of maximal subgroups and which do not contain a Sylow p-subgroup of X .
We deﬁne
βp(X) = logq min
{|X : H|p: H < X, |X : H|p > 1, HG = X, μX (H) = 0}.
This number will be crucial in the next two sections and in the proof of our main result. In fact, note
that
P X,G(−1) − P (p)X,G(−1) =
∑
p|k
ak(X,G)k
and by Lemma 6 we have that k divides
ak(X,G) =
∑
HX: HG=X, |X :H|=k
μX (H).
Hence we have that
∣∣P X,G(−1) − P (p)X,G(−1)∣∣p  qβp(X).
We shall prove the following theorem, which gives a lower bound of βp(X).
Theorem 18. Let X be a classical projective group of characteristic p and let G be its socle. Let β˜p(X) be as in
Table 3 with the following exceptions:
• for G = PSL2(q) we have β˜p(X) = logq p;
• for G = PSL3(q20) we have β˜p(X) = 1.5;
• for G ∈ {PSU4(q),PSL4(q)}, we have β˜p(X) = 2.
We have that βp(X) β˜p(X).
The proof of this theorem is given in Proposition 19 and Theorem 20.
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Value of L for the classical simple groups.
Case G L
L PSLn(q) n− 1
U PSUn(q) 2[ n−12 ] + 1
S PSpn(q)
n
2
Oo PΩn(q) n−12
O± PΩ±n (q) n2
7. Indices of subgroups of G which are contained in a maximal subgroup that does not contain
a Sylow p-subgroup of G
Let X be as in the previous section.
In this section we deal with the maximal subgroups M of X such that MG = X and M does not
contain a Sylow p-subgroup of X . By [13], the group M ∩ G is a member of one of the classes of
geometric subgroups C1, . . . ,C8 or of the class S (see [13] for the notation).
We recall the deﬁnition of S (see [13, p. 3]). A subgroup H of X lies in S if and only if the
following hold.
a. The socle S of H is a non-abelian simple group.
b. If L is the full covering group of S , and if ρ : L → GL(V ) is a representation of L such that
ρ(L) = S , then ρ is absolutely irreducible.
c. ρ(L) cannot be realized over a proper subﬁeld of F.
d. If ρ(L) ﬁxes a non-degenerate quadratic form on V , then G ∈ {PΩn(q), PΩ+n (q), PΩ−n (q)}.
e. If ρ(L) ﬁxes a non-degenerate symplectic form on V , but no non-degenerate quadratic form, then
G = PSpn(q).
f. If ρ(L) ﬁxes a non-degenerate unitary form on V , then G = PSUn(q).
g. If ρ(L) does not satisfy the conditions in (d), (e) of (f), then G = PSLn(q).
In Table 4 we translate the results of Table 1 in the standard notation for classical groups.
The main task of this section is to prove the following.
Proposition 19. Let X be a classical projective group. Let M be maximal subgroup of X such that MG = X and
M does not contain a Sylow p-subgroup of X. Then logq |X : M|p  β˜p(X), where β˜p(X) is as in Theorem 18.
Proof. If case L, n = 2 holds, then the result follows from [11, p. 213].
Suppose that M is as in the statement. Suppose that M is a member of one of the classes
C1(X), . . . ,C8(X). By [13, Proposition 3.1.3], the group M ∩ G is a member of the classes C1(G), . . . ,
C8(G).
Using the results of [13] on the geometric subgroups of a classical group, we obtain Tables 5–12.
Note that in Table 5 we report only the subgroups which do not contain a Sylow p-subgroup of G .
Direct calculations show that if M is a member of one of the classes C1(X), . . . ,C8(X), then the
proposition holds.
If M does not lie in one of the classes C1(X), . . . ,C8(X), then M is a member of the class S(X)
(by Aschbacher’s theorem, see [13, Theorem 1.2.1]). Let S be the socle of M . Since M lies in S , the
group S is non-abelian simple. We claim that S  G . In fact, S ∩ G is a normal subgroup of S . Hence
S ∩ G = 1 or S  G . For contradiction, suppose that S ∩ G = 1. Thus S is isomorphic to a subgroup of
X/G , a contradiction, since X/G is soluble. So we obtain the claim. In particular, if M is a member of
the class S(X), then M ∩ G is a member of the class S(G).
Using 2.2.9 in [12], we get that either S is in Table 13 or |M| < qu(2n+4) . Assume that n is at least
8, 13, 12 and 13 in the cases L, U, S and O respectively. An easy check shows that the proposition
holds.
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Class C1.
Case Type of M logq |M|p Conditions
L GLm(q) ⊕ GLn−m(q) m(m−1)+(n−m)(n−m−1)2 1m < n2
U GUm(q) ⊥ GUn−m(q) m(m−1)+(n−m)(n−m−1)2 1m < n2
S Spm(q) ⊥ Spn−m(q) m
2+(n−m)2
2 2m < n2 , m even
Oo Om(q) ⊥ O±n−m(q) (m−1)
2+(n−m)(n−m−2)
4 1m n− 2, m odd
O± Om(q) ⊥ On−m(q) (m−1)2+(n−m−1)24 1m n− 1, m odd
O±m(q) ⊥ O±n−m(q) m(m−2)+(n−m)(n−m−2)4 + logq |4|p 2m n− 2, m even
Spn−2(q) (n−2)
2
4 n and q even
Table 6
Class C2.
Case Type of M logq |M|p Conditions
L GLm(q)  Sn/m n(m−1)2 + logq |( nm )!|p 1m n2
U GUm(q)  Sn/m n(m−1)2 + logq |( nm )!|p 1m n2
GLn/2(q).2
n(n−2)
4 + logq |2|p n even
S Spm(q)  Sn/m nm4 + logq |( nm )!|p 2m n2 , m even
GLn/2(q).2
n(n−2)
4 q odd
Oo Om(q)  Sn/m (m−1)2n4m + logq |( nm )!|p 1m n2 , m odd
O± Om(q)  Sn/m (m−1)2n4m + logq |( nm )!|p 1m n2 , m odd
O±m(q)  Sn/m n(m−2)4 + logq |2|
n
m −1
p |( nm )!|p 2m n2 , m even
On/2(q)2
(n−2)2
4 qn/2 odd
GLn/2(q).2
n(n−2)
8 + logq |2|p
Table 7
Class C3.
Case Type of M logq |M|p Conditions
L GLn/r(qr).r
n(n−r)
2r + logq |r|p r | n, r prime
U GUn/r(qr).r
n(n−r)
2r + logq |r|p r | n, r prime, r 3
S Spn/r(q
r).r n
2
4r + logq |r|p r | n, r prime, n/r even
GUn/2(q).2
n(n−2)
8 q odd
Oo On/r(qr).r
(n−r)2
4r + logq |r|p r | n, r prime, r = n
O± O±n/r(qr).r
n(n−2r)
4r + logq |r|p r | n, r prime, n/r 4, n/r even
On/2(q2)
(n−2)2
4 qn/2 odd
GUn/2(q).2
n(n−2)
8 + logq |2|p
Table 8
Class C4.
Case Type of M logq |M|p Conditions
L GLn1 (q) ⊗ GLn2 (q) n1(n1−1)+n2(n2−1)2 n1n2 = n, 2 n1 <
√
n
U GUn1 (q) ⊗ GUn2 (q) n1(n1−1)+n2(n2−1)2 n1n2 = n, 2 n1 <
√
n
S Spn1 (q) ⊗ On2 (q)
n21+(n2−1)2
4 n1n2 = n, n2  3 odd, q odd
Spn1 (q) ⊗ O±n2 (q)
n21+n2(n2−2)
4 n1n2 = n, n2  4 even, q odd
Oo On1 (q) ⊗ On2 (q) (n1−1)
2+(n2−1)2
4 n1n2 = n, 3 n1  n2 <
√
n
O± On1 (q) ⊗ O±n2 (q) (n1−1)
2+n2(n2−2)
4 n1n2 = n, 4 n2 < n, q and n1 odd
O±n1 (q) ⊗ O±n2 (q) n1(n1−1)+n2(n2−2)4 n1n2 = n, ni  4, q odd
Spn1 (q) ⊗ Spn2 (q)
n21+n22
4 + logq |2|p n1n2 = n, n1 even
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Class C5.
Case Type of M logq |M|p Conditions
L GLn(q1/r)
n(n−1)
2r r prime
U GUn(q1/r)
n(n−1)
2r r 3 prime
Spn(q)
n2
4 n even
O±n (q)
n(n−2)
4 n even, q odd
On(q)
(n−1)2
4 n odd, q odd
S Spn(q
1/r) n
2
4r r | n, r prime
Oo On(q1/r)
(n−1)2
4r r | n, r prime
O± O±n (q1/r)
n(n−2)
4r + logq |4|p r | n, r prime
Table 10
Class C6.
Case Type of M |M|p Conditions
L r2m.Sp2m(r) |
∏m
i=1(r2i − 1)|p n = rm, r prime, r = p, f odd,
f minimal subject to
p f ≡ 1 (mod r(2, r)) (∗)
32.Q 8 |23|p (∗) plus n = 3, q ≡ 4,7 (mod 9)
24.A6 |27 · 32 · 5|p (∗) plus n = 4, q = p ≡ 5 (mod 8)
21+2− .O−2 (2)  |23 · 3|p n = 2, q = p 3
U r2m.Sp2m(r) |
∏m
i=1(r2i − 1)|p n = rm , r prime, r = p, f even,
f minimal subject to
p f ≡ 1 (mod r(2, r)) (∗∗)
32.Q 8 |23|p (∗∗) plus n = 3, q ≡ 2,5 (mod 9)
24.A6 |27 · 32 · 5|p (∗∗) plus n = 4, q = p ≡ −5 (mod 8)
S 21+2mO−2m(2) |(2m + 1)
∏m−1
i=1 (22i − 1)|p n = 2m , q = p 3
O+ 21+2mO+2m(2) |(2m − 1)
∏m−1
i=1 (22i − 1)|p n = 2m , q = p 3
Table 11
Class C7.
Case Type of M logq |M|p Conditions
L GLm(q)  St tm(m−1)2 + logq |t!|p n =mt , t 2, m 3
U GUm(q)  St tm(m−1)2 + logq |t!|p n =mt , t 2, m 3
S Spm(q)  St tm24 + logq |t!|p n =mt , t 3, qt odd
Oo Om(q)  St t(m−1)24 + logq |t!|p n =mt , t 2
O+ O±m(q)  St tm(m−2)4 + logq |t!|p n =mt , t 2, q odd
Spm(q)  St tm24 + logq |t!|p n =mt , t 2, qt even
Table 12
Class C8.
Case Type of M logq |M|p Conditions
L Spn(q)
n2
4 n even
On(q)
(n−1)2
4 nq odd
O±n (q)
n(n−2)
4 q odd, n even
PSUn(q)
n(n−1)
4 q = q20
S O±n (q)
n(n−2)
4 + logq |2|p q even
Assume that n = 3 and case L or U holds. By [15] and [9] we obtain Table 14, where we report
the maximal subgroups of PSL3(q) and PSU3(q) in the class S . It is straightforward to see that the
proposition holds for n = 3.
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Class S , some groups.
Case S logq |Aut(S)|p Conditions
L Altc logq |c!|p c ∈ {n+ 1,n+ 2}, n 5
PSLd(q) n+ logq |2 f |p n = d(d−1)2
PΩ+10(q) 40+ logq |2 f |p n = 16
E6(q) 36+ logq |2 f |p n = 27
M24 10 (n,q) = (11,2)
U Altc logq |c!|p c ∈ {n+ 1,n+ 2}, n 5
S Altc logq |c!|p c ∈ {n+ 1,n+ 2}
E7(q) 63+ logq | f |p n = 56, q odd
Oo Altc logq |c!|p c ∈ {n+ 1,n+ 2}
O± Altc logq |c!|p c ∈ {n+ 1,n+ 2}
O+ PΩ7(q) 9+ logq | f |p n = 8
PΩ9(q) 16+ logq | f |p n = 16
E7(q) 63+ logq | f |p n = 56
Co1 21 (n,q) = (24,2)
Table 14
Subgroup M of PSL3(q) in the class S .
M logq |M|p Conditions
PSL2(7) 23 · 3 · 7 p = 2, q3 ≡ 1 (mod 7)
Alt6 23 · 32 · 5 q = 4; if p = 2, then f even and p = 3,
or f odd and p ≡ 1,4 (mod 15)
Alt6.2 24 · 32 · 5 p = 5, f even
Alt7 23 · 32 · 5 · 7 p = 5, f even
PSU3(q) PSL2(7) p3 ≡ −1 (mod 7) and q = p = 5
Alt6 q = p ≡ 11,14 (mod 15)
Alt6.2 q = 5
Alt7 q = 5
Throughout the rest of the proof, assume that if case L or U holds, then n  4. Using [18], it is
easy to see that the proposition holds in the following cases:
• Case L, (n,q) ∈ {(4,2), (5,2)}.
• Case U, (n,q) ∈ {(4,2), (5,2)}.
• Case S, (n,q) ∈ {(4,3), (4,4), (6,2), (8,2)}.
• Case O, (n,q) = (7,3).
• Case O+ , (n,q) = (8,2).
• Case O− , (n,q) = (8,2).
Recall the deﬁnition of the class S . In particular, if M lies in S , then there exists an absolutely
irreducible representation ρ : L → GL(V ) such that ρ(L) = S , where L is the full covering of S .
As in [13, §5.3], for a ﬁnite group S and a prime number r, let Rr(S) =min{m: L has a non-trivial
projective representation of degree m in characteristic r}. Moreover, let Rp′ (S) = min{Rr(S): r is a
prime number, r = p} and R(S) = min{Rr(S): r is a prime number}. In particular, we are concerned
with the simple groups S such that R(S) 12. We report these groups in Tables 15, 16 and 17, using
the result of [13, Proposition 5.3.7, Proposition 5.3.8, Theorem 5.3.9 and Proposition 5.4.13].
Suppose that S is not a group of Lie type of characteristic p. Using Tables 15 and 16, we ﬁnd a
lower bound of |X : M|p (the ratio |G|p/|Aut(S)|p). It turns out that this lower bound is smaller than
qβ˜p(X) in the following cases:
• Case L, (n,q) ∈ {(4,2), (5,2)}.
• Case U, (n,q) ∈ {(4,2), (5,2)}.
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Alternating and sporadic simple groups with R(S) 12.
S |Aut(S)| R(S)
Alt5 23 · 3 · 5 2
Alt6 25 · 32 · 5 2
Alt7 24 · 32 · 5 · 7 3
Alt8 27 · 32 · 5 · 7 4
Alt9 27 · 34 · 5 · 7 7
Alt10 28 · 34 · 52 · 7 8
Alt11 28 · 34 · 52 · 7 · 11 9
Alt12 210 · 35 · 52 · 7 · 11 10
Alt13 210 · 35 · 52 · 7 · 11 · 13 11
Alt14 211 · 35 · 52 · 72 · 11 · 13 12
M11 24 · 32 · 5 · 11  5
M12 27 · 33 · 5 · 11  6
M22 28 · 32 · 5 · 7 · 11  6
M23 27 · 32 · 5 · 7 · 11 · 23  11
M24 210 · 33 · 5 · 7 · 11 · 23  11
J1 23 · 3 · 5 · 7 · 11 · 19  7
J2 28 · 33 · 52 · 7  6
J3 28 · 35 · 5 · 17 · 19  9
Suz 214 · 37 · 52 · 7 · 11 · 13  12
Table 16
Simple groups of Lie type of characteristic r with Rr′ (S) 7, such that S
does not appear in Table 15.
S |Aut(S)| Lower bound for Rr′ (S)
PSL3(2) 24 · 3 · 7 2
PSL2(7) 24 · 3 · 7 3
PSL3(4) 28 · 32 · 5 · 7 4
PSU4(2) 27 · 34 · 5 4
PSp4(3) 2
7 · 34 · 5 4
PSL2(11) 23 · 3 · 5 · 11 5
PSL2(13) 23 · 3 · 7 · 13 6
PSU3(3) 26 · 33 · 7 6
PSU4(3) 210 · 36 · 5 · 7 6
PSL2(8) 23 · 33 · 7 7
PSp6(2) 2
9 · 34 · 5 · 7 7
PΩ+8 (2) 213 · 36 · 52 · 7 8
2B2(8) 26 · 3 · 5 · 7 · 13 8
PSL2(17) 25 · 32 · 17 8
PSL3(3) 25 · 33 · 13 8
PSL2(19) 23 · 32 · 5 · 19 9
PSU5(2) 211 · 34 · 5 · 31 10
PSL2(23) 24 · 3 · 11 · 23 11
PSL2(25) 25 · 3 · 5 · 13 12
PSp4(5) 2
7 · 32 · 54 · 13 12
G2(4) 214 · 33 · 52 · 7 · 13 12
• Case S, (n,q) ∈ {(4,4), (6,2)}.
• Case O± , (n,q) ∈ {(8,2)}.
Note that the cases above have been already considered.
Assume that S is a group of Lie type of characteristic p over Fr . Let Fp denote the algebraic closure
of Fp . Since ρ is absolutely irreducible, we can think to V as an irreducible projective Fp S-module.
Moreover, by deﬁnition of the class S , we have that V cannot be realized over a proper subﬁeld of F.
Under these assumptions, by [13, Proposition 5.4.6 and Remark 5.4.7], there exist an integer k and an
irreducible projective Fp S-module of dimension t such that one of the following holds:
M. Patassini / Journal of Algebra 343 (2011) 37–77 59Table 17
Simple groups of Lie type of characteristic p with Rp(S) 12.
S logq |Aut(S)|p Rp(S) Conditions
PSL2(q) 1+ logq | f |p 2
PSLl(q)
l(l−1)
2 + logq |2 f |p l 3 l 12
PSUl(q)
l(l−1)
2 + logq |2 f |p l 3 l 12
PSp4(q) 4+ logq |2 f |p 4
PSpl(q)
l2
4 + logq | f |p l l ∈ {6,8,10,12}
PΩ l(q)
(l−1)2
4 + logq | f |p l q odd, l ∈ {7,9,11}
PΩ+8 (q) 12+ logq |6 f |p 8
PΩ+l (q)
l(l−2)
4 + logq |4 f |p l l ∈ {10,12}
PΩ−l (q)
l(l−2)
4 + logq |4 f |p l l ∈ {8,10,12}
2B2(q) 2+ logq | f |p 4 p = 2, f  3, f odd
G2(q) 6+ logq | f |p 7− δp,2
2G2(q) 3+ logq | f |p 7 p = 3, f  3, f odd
3D4(q) 12+ logq |3 f |p 8
Table 18
Dimension t of the irreducible projective Fp S modules with t  12,
S group of Lie type of characteristic p.
S Values of t
PSL2(q) some t 2
PSL3(q) 3 and some t  6
PSL4(q) 4, 6 and some t 10
PSL5(q) 5, 10
PSLl(q), 6 l 12 l
PSU3(q) 3 and some t  6
PSU4(q) 4, 6 and some t 10
PSU5(q) 5, 10
PSUl(q), 6 l 12 l
PSp4(q) 4, 5− δp,2 and some t 9
PSp6(q) 6, 8 (q even)
PSpl(q), l ∈ {8,10,12} l
PΩ7(q) 7, 8
PΩl(q), l ∈ {9,11} l
PΩ±l (q), l ∈ {8,10,12} l
G2(q) 7− δp,2, 14− 7δp,3
2G2(q) 7
3D4(q) some t 8
2B2(q) some t 4
• r = quk and dim(V ) = n = tk;
• S is of type 2Al, 2D2, 2E6, r = quk/2, k is odd and n = tk;
• S is of type 3D4, r = quk/3, 3  k and n = tk;
• S is of type 2B2, 2G2, 2F4, r = quk and n tk .
Again, using Tables 17 and 18, we ﬁnd that the lower bound of |X : M|p (the ratio |G|p/|Aut(S)|p)
is greater that or equal to qβ˜p(X) . In particular, when case Oo holds for n = 7 we have that if there
exists a maximal subgroup M in S with socle isomorphic to G2(q), then M = S . Similarly, when case
O± holds for n = 8, we have that if there exists a maximal subgroup M in S with socle S isomorphic
to PSp6(q) or PΩ7(q), then M = S . The proof is ﬁnished. 
8. On the intersection of maximal subgroups which contain a Sylow p-subgroup of X
Let X be a projective classical group, as in Section 6. The aim of this section is to prove the
following.
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• HG = X,
• if M is a maximal subgroup of X and M  H, then M contains a Sylow p-subgroup of X,
• H does not contain a Sylow p-subgroup of X.
Then μX (H) = 0 or |X : H|p  qβ(n) , where
β(n) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
n− 1 if case L or U holds,
n
2 − logq |2|p if case S holds,
n−1
2 if case O
o holds,
n−2
2 if case O
+ or O− holds.
In order to prove the above theorem, we investigate the structure of maximal subgroups in the
class C1(X), as described in [13]. In particular, we are interested to the maximal subgroups which
contain a Sylow p-subgroup of X . In most cases, these subgroups are stabilizers of totally singular
subspaces of V .
We recall some deﬁnitions about the geometry of classical groups (see [13, p. 16]). Let W be a
subspace of V . We say that W is totally singular if the restriction κW of κ to W is equal to 0. We say
that W is non-degenerate if κW is non-degenerate. Writing (v,w) instead of f(v,w), we denote by
W⊥ the set of v ∈ V such that (v,w) = 0 for all w ∈ W .
We need some preliminary technical lemmas.
Lemma 21. (See [13, Propositions 2.3.2, 2.4.1 and 2.5.3].) The space (V , κ) has a basis:
• {e1, . . . , em} if n =m and case L holds,
• {e1, . . . , em, f1, . . . , fm} if n = 2m and cases U, O+ or S hold,
• {e1, . . . , em, f1, . . . , fm, x} if n = 2m+ 1 and cases U or Oo hold,
• {e1, . . . , em, f1, . . . , fm, y, z} if n = 2m+ 2 and case O− holds.
In all these cases we have (ei, e j) = ( f i, f j) = (ei, x) = ( f i, x) = (ei, y) = ( f i, y) = (ei, z) = ( f i, z) = 0 and
(ei, f j) = δi j for all i, j. Moreover,
– if case O holds, then Q (ei) = Q ( f i) = 0,
– if case U holds, then (x, x) = 1,
– if case Oo holds, then x is non-singular,
– if caseO− holds, then Q (y) = 1, Q (z) = ζ and (y, z) = 1, where the polynomial X2+ X+ζ is irreducible
over F.
Lemma 22. Let m be as in Lemma 21. Let l and h be two distinct integer numbers such that 1 l,hm. There
exists an element φl,h ∈ G such that:
(1) each subspace of 〈e1, . . . , el−1〉 is stabilized by φl,h,
(2) each totally singular subspace of V containing 〈eh〉 is stabilized by φl,h,
(3) φl,h does not stabilizes a subspace of V containing 〈el〉 and not containing 〈eh〉.
Proof. Deﬁne a linear map φ = φl,h : V → V as follows:
• φ(el) = el + eh and φ(ei) = ei for i = l,
• φ( fh) = fh − fl and φ( f i) = f i for i = h,
• φ(x) = x, φ(y) = y and φ(z) = z (when they occur).
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Thus (S(V , κ) ∩ F∗)φ is an element of S(V , κ). Moreover, if case O holds, then it is easy to see that
(S(V , κ) ∩ F∗)φ is a commutator in S(V , κ). Thus we let φl,h = (S(V , κ) ∩ F∗)φ ∈ G . It is straightfor-
ward to show that (1) and (3) hold, so we prove only (2). Let U be a totally singular subspace of V
such that eh ∈ U . Let w be an element of U . Thus w =∑mi=1 αiei +∑mi=1 βi f i + γxx+ γy y + γzz, for
some αi, βi, γx, γy, γz ∈ Fq . Since U is totally singular, we have that (w, eh) = 0, thus βh = 0. Hence
φl,h(w) = αleh + w , so φl,h(w) ∈ U since eh ∈ U . 
The following well-known facts about the spaces with forms will be use often without mention.
Lemma 23. Let κ be a non-degenerate form and let W and U be two subspaces of V .
(1) W  U if and only if U⊥ W⊥ .
(2) (W + U )⊥ = W⊥ ∩ U⊥ .
(3) If W is totally singular, then W W⊥ .
(4) If W is totally singular and U W⊥ , then U + W is totally singular.
(5) W is non-degenerate if and only if W ∩ W⊥ = 0.
We introduce some deﬁnitions and notation. Assume that H is as in Theorem 20. Let MH (X) be
the set of maximal subgroups M of X containing H and such that MG = X . We denote by LH (X) the
set
{
W  V : StabX (W ) H
}
and we let L∗H (X) = {W ∈ LH (X): W is totally singular and W /∈ {0, V }}. It is clear that L∗H (X) ⊆L∗G∩H (G). Moreover, we have the following.
Proposition 24. (See [13, §4.1].) Suppose that case O+ does not hold. The map
StabX : L∗H (X) → MH (X)
gives a one-to-one correspondence between L∗H (X) and MH (X).
Now we turn to the case O+ . Recall the notation for Um from p. 52. We have the following.
Proposition 25. (See [13, Proposition 4.1.20 and Lemma 2.5.8].) Suppose that case O+ holds. The map
StabX : L∗H (X) − Um−1 → MH (X)
is a one-to-one correspondence.
Now, we focus our attention to the set LH (X). Observe that LH (X) is a sublattice of the lattice of
subspace of V . In fact if U and W are subspaces of V , then StabX (U ) ∩ StabX (W ) StabX (U + W ) ∩
StabX (U ∩ W ).
In general, the set L∗H (X) is not a lattice. However, if Z1, Z2 ∈ L∗H (X), then
• Z1 ∩ Z2 ∈ L∗H (X) if and only if Z1 ∩ Z2 > 0;• Z1 + Z2 ∈ L∗H (X) if and only if there exists a totally singular proper subspace T of V such that
Z1, Z2  T .
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• We denote by L(+) the subset of L consisting of the elements W such that there exist
Z1, Z2 ∈ L, with Z1 = W = Z2 and W = Z1 + Z2. Similarly, deﬁne L(∩) as the subset of L con-
sisting of the elements W such that there exist Z1, Z2 ∈ L, with Z1 = W = Z2 and W = Z1 ∩ Z2.
• An element W of L is said to be redundant in L if for every M ⊆ L such that W ∈ M and
⋂
U∈M
StabX (U ) =
⋂
U∈L
StabX (U )
we have that
⋂
U∈M−{W }
StabX (U ) =
⋂
U∈L
StabX (U ).
• We say that L enjoys the property P if there exists W ∈ L such that for each Z ∈ L we have
W  Z or W  Z . In this case, W is said to be a P-element of L.
We divide the rest of the section into two parts: L∗H (X) enjoys the property P and L∗H (X) does
not enjoy the property P .
L∗H (X) enjoys the property P
We consider the case when L∗H = L∗H (X) enjoys the property P . Our aim is to prove the following.
Proposition 26. Let H be as in Theorem 20. Suppose that L∗H enjoys the property P . Then μX (H) = 0.
The proof of this proposition requires some preliminary results.
Proposition 27. Let H be as in Theorem 20 and assume that H is an intersection of maximal subgroups of X .
Suppose that W is a P-element of L∗H such that W ∈ L∗H (+) ∪ L∗H (∩). If W ∈ L∗H (+) or L∗H (+) does not
contain P-elements of L∗H , then W is redundant in L∗H .
Proof. Suppose that M is a subset of L∗H such that W ∈ M and
⋂
U∈M
StabX (U ) =
⋂
U∈L∗H
StabX (U ).
Note that
⋂
U∈L∗H
StabX (U ) = H
by Propositions 24 and 25.
For a contradiction, assume that
K =
⋂
U∈M−{W }
StabX (U ) > H .
Note that M−{W } ⊆ L∗K ⊂ L∗H and W does not lie in L∗K . Moreover, W does not lie in the lattice LK .
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T =
∑
U∈L∗K ,UW
U
(if for each U ∈ L∗K we have U W , then let T = 0). Clearly T W and since W /∈ L∗K , then T < W .
Since W is a P-element, note that
if U ∈ L∗K , then U  T or U > W . (†1)
We claim that there exists an element
Y in L∗H − L∗K , such that Y < W and Y  T . (†2)
Since W ∈ L∗H (+), there exist Z1, Z2 ∈ L∗H such that Z1 = W = Z2 and Z1 + Z2 = W . Since W /∈ LK ,
we have that Z1 /∈ L∗K or Z2 /∈ L∗K . Suppose that Z1, Z2 /∈ L∗K . We have that T  Z1 or T  Z2, oth-
erwise T  Z1 + Z2 = W . So, in the case that Z1, Z2 /∈ L∗K , let Y ∈ {Z1, Z2} be such that Y  T . Now,
suppose that Zi ∈ L∗K . Thus Z2−i /∈ L∗K and so T  Z2−i , otherwise T = T + Zi  Z2−i + Zi = W . Hence,
in the case that Zi ∈ L∗K , set Y = Z2−i .
Since W is totally singular, by Witt’s Lemma [13, Proposition 2.1.6] we may assume that there
exists k 2 such that W has a basis e1, . . . , ek which is part of the standard basis given in Lemma 21.
Moreover, by (†2) and T < W , we may assume that there exist 0  h  l < r  k such that T ∩ Y =
〈e1, . . . , eh〉, T = 〈e1, . . . , el〉, Y = T ∩ Y ⊕ 〈el+1, . . . , er〉 and k − r + l − h 1. Deﬁne an element φ ∈ G
as follows (see Lemma 22):
• if l > h (i.e. T ∩ Y < T ), then let φ = φl+1,l;
• if l = h (i.e. T  Y , so Y = T + Y < W ), then let φ = φl+1,r+1.
By Lemma 22, (†1) and (†2), we have that
φ ∈
⋂
U∈L∗K
StabX (U ) ∩ StabX (W ) = H
and φ /∈ StabX (Y ). This is in contradiction with Y ∈ L∗H .
Assume that L∗H (+) does not contain P-elements of L∗H . This implies that W ∈ L∗H (∩). If case L holds,
then the proof is just the dual of the above case. So we assume that case L does not hold, so κ is a
non-degenerate form.
Since L∗H (+) does not contain P-elements, we have that the elements of the set N = {U  W :
U ∈ L∗H } form a chain of subspaces of V . In fact, for a contradiction suppose that the set N is not a
chain. Thus there exist two elements U1,U2 ∈ N such that U1  U2 and U2  U1. Since U1,U2 W ,
we get that U1 + U2 is totally singular, hence U1 + U2 ∈ N . So N (+) = ∅. Let A be a maximal
element in N (+). It is straightforward to see that A is a P-element of N , hence it is a P-element
of L∗H , a contradiction. So, we have that N = {U W : U ∈ L∗H } form a chain of subspaces of V .
Note that if the elements of L∗K form a chain of subspaces of V , then
⋂
U∈L∗K∪{W }
StabG(U ) = H ∩ G
contains a Sylow p-subgroup of G (see [13, Corollary 4.1.15]). Hence H contains a Sylow p-subgroup
of X , against the assumptions. We deduce that the set {U W : U ∈ L∗K } is not empty and it is not a
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T =
⋂
U∈L∗K ,UW
U .
We have that T W and since W /∈ L∗K , then T > W . Moreover, since W is a P-element,
if U ∈ L∗K , then U  T or U < W . (†3)
Arguing as for (†2), there exists an element
Y in L∗H − L∗K , such that Y > W and Y  T . (†4)
We divide the rest of the proof in three cases, namely case Y ∩ T > W , case Y ∩ T = W and
Y ∩ T⊥  T , case Y ∩ T = W and Y ∩ T⊥  T .
Suppose that Y ∩ T > W . As above, since T is totally singular, we may assume that there exists k 2
such that T has a basis e1, . . . , ek which is part of the standard basis given in Lemma 21. Moreover, by
(†4) we may assume that there exist 0< h < l < k such that W = 〈e1, . . . , eh〉 and Y ∩ T = 〈e1, . . . , el〉.
Let φ = φh+1,l+1 as in Lemma 22. By Lemma 22, (†3) and (†4), we have that
φ ∈
⋂
U∈L∗K
StabX (U ) ∩ StabX (W ) = H
and φ /∈ StabX (Y ). This is in contradiction with Y ∈ L∗H .
Suppose that Y ∩ T = W and Y ∩ T⊥  T . Thus pick an element v in Y ∩ T⊥ − T . Note that T + 〈v〉
is a totally singular subspace of V . As above, we may assume that there exists k  2 such that T
has a basis e1, . . . , ek−1 and v = ek . Moreover, by (†4) and T > W , we may assume that there exists
0 < l < k − 1 such that W = 〈e1, . . . , el〉. Let φ = φk,k−1 as in Lemma 22. By Lemma 22, (†3) and (†4),
we have that
φ ∈
⋂
U∈L∗K
StabX (U ) ∩ StabX (W ) = H
and φ /∈ StabX (Y ). This is in contradiction with Y ∈ L∗H .
Finally, assume that Y ∩ T = W and Y ∩ T⊥  T . Since in this case Y  T⊥ , we have that T  Y⊥ ,
so T ∩ Y⊥ < T . Since T ∩ Y⊥ ∈ L∗H − L∗K , if T ∩ Y⊥ > W , then we argue as in the case Y ∩ T > W
with T ∩ Y⊥ instead of Y . Thus we can assume that T ∩ Y⊥ = W . Now, since κ is non-degenerate,
T ∩ Y⊥ = W implies T⊥ + Y = W⊥ . Let M be a maximal totally singular subspace of V containing T .
Since L∗K is not a chain, then M > T . Since M is totally singular, we may assume that M has a
basis e1, . . . , em which is part of the standard basis given in Lemma 21. Moreover, we may assume
that there exists 0 < l < k < m such that W = 〈e1, . . . , el〉 and T = 〈e1, . . . , ek〉. Let φ = φm,k as in
Lemma 22. By Lemma 22 and (†3), we have that
φ ∈
⋂
U∈L∗K
StabX (U ) ∩ StabX (W ) = H .
Since Y ∈ L∗H , we have that φ stabilizes Y . Note that fk ∈ W⊥ = T⊥ + Y and (v, ek) = 0 for
each v ∈ T⊥ . Thus there exist v1 ∈ Y and v2 ∈ T⊥ such that v1 + v2 = fk , with v1 =∑mi=1 αiei +∑m
i=1 βi f i + γxx + γy y + γzz and βk = 0. This yields φ(v1) − v1 = αmek − βk fm . Thus we have
αmek − βk fm ∈ Y ∩ T⊥  T , a contradiction since βk = 0. Hence we obtain φ /∈ StabX (Y ), a contra-
diction. 
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enjoys the property P . Then there exists a redundant element in L∗ .
Proof. Let T be a P-element in L∗ . Since L∗ is not a chain, there exist U1,U2 ∈ L∗ such that U1  U2
and U1  U2. Hence there are elements of L∗ which are not P-elements.
Assume that U1 is contained in T . Let C be the sum of the elements of L∗ which are properly
contained in T and which are not P-elements in L∗ (this set is not empty, since it contains U1). By
deﬁnition we have that C ∈ L∗ . We want to prove that C is a P-element in L∗ . Let Z ∈ L∗ . Since
T is a P-element, we have Z  T or Z  T . If Z  T , then Z  T  C . Assume that Z < T . If Z is
a P-element in L∗ , then C  Z or C  Z . If Z is not a P-element in L∗ , then C  Z by deﬁnition
of C . Thus C is a P-element in L∗ . This implies also that C ∈ L∗(+) (using the deﬁnition of C ). So
we apply Proposition 27 and we obtain the claim.
If U1 contains T , the proof is just the dual (take C to be the intersection of the elements of L∗
which properly contain T and which are not P-elements in L∗). 
Now we are ready to prove Proposition 26.
Proof of Proposition 26. If H is not an intersection of maximal subgroups of X , then μX (H) = 0.
So suppose H is an intersection of maximal subgroups. The elements of L∗ do not form a chain of
subspaces of V (i.e., a ﬂag) since H does not contain a Sylow p-subgroup of X (see, for example,
Corollary 4.1.15(i) in [13]). So we may apply Lemma 28.
By Lemma 28, there exists an element T ∈ L∗ such that T is a redundant element. Let M =
{StabX (W ): W ∈ L∗}. By Propositions 24 and 25, we have that M ⊇ MH (X). Deﬁne
Y =
{
J ⊆ M:
⋂
M∈ J
M = H
}
.
By a result of [20], we have that
μG(H) =
∑
K∈Y
(−1)|K |.
Now, let
Y =
{
K ⊆ L∗:
⋂
W∈K
StabG(W ) = H
}
YT =
{
K ⊆ L∗H :
⋂
W∈K
StabG(W ) = H, T ∈ K
}
and
Y ′T =
{
K ⊆ L∗H :
⋂
W∈K
StabG(W ) = H, T /∈ K
}
.
Since T is a redundant element we have Y ′T = {K − {T }: K ∈ YT }. Since the map
StabX : L∗ → M
is a bijection, the map Θ : Y → Y deﬁned by Θ(K ) = {StabX (W ): W ∈ K } is a bijection and |K | =
|Θ(K )|. Thus, we obtain
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∑
J∈Y
(−1)| J | =
∑
K∈Y
(−1)|K |
=
∑
K∈YT
(−1)|K | +
∑
K∈Y ′T
(−1)|K |
=
∑
K∈YT
(−1)|K | +
∑
K∈YT
(−1)|K |−1
=
∑
K∈YT
(−1)|K | −
∑
K∈YT
(−1)|K | = 0.
So the proof is complete. 
L∗H (X) does not enjoy the property P
Now, we consider the case when L∗H = L∗H (X) does not enjoy the property P . Thanks to the
following lemma, we can restrict our attention to L∗H∩G(G).
Lemma 29. Suppose that L∗H (X) is not empty and L∗H (X) does not enjoy the property P . Then also L∗H∩G(G)
is not empty and L∗H∩G(G) does not enjoy the property P .
Proof. Recall that L∗H (X) ⊆ L∗H∩G(G). For contradiction, assume that there exists a P-element Z inL∗H∩G(G). Since L∗H (X) does not enjoy the property P , there exist T1 and T2 distinct maximal ele-
ments of L∗H (X). If Z contains T1 and T2, then Z  T1 + T2, a contradiction since Z ∈ L∗H∩G(G) and
T1 + T2 /∈ L∗H (X). So suppose that Z does not contain T1. Since Z is a P-element in L∗H∩G(G), we
have that Z  T1. So the set consisting of the elements U of L∗H (X) such that U  Z is not empty.
Thus deﬁne
B =
⋂
U∈L∗H (X),UZ
U .
We claim that B is a P-element in L∗H (X). Let W ∈ L∗H (X). If W  Z , then W  B by deﬁnition of B .
If W  Z , then W  B again by deﬁnition of B . Thus B is a P-element in L∗H (X), a contradiction. 
Let I = I(V , κ) = {φ ∈ GL(V ): κ(φ(v)) = κ(v) for all v ∈ V l} where l = 1 if κ is quadratic, l = 2
otherwise. Clearly G is a section of I .
Suppose that W is a totally singular subspace of V . The form κ induces a form κW⊥/W on W
⊥/W .
Moreover, κW⊥/W is a zero, unitary, symplectic or orthogonal form according to whether κ is zero,
unitary, symplectic or orthogonal (see [13, pp. 17–18]).
We introduce some useful deﬁnitions.
• Denote by I(W ) the group I(W⊥/W , κW⊥/W ).
• If W ∈ L∗H (X)∪{0}, then denote by L(W )H the set of elements U ∈ L∗H (X) such that W < U < W⊥ .
Note that L(0)H = L∗H . Moreover, if U ∈ L(W )H , then U/W is a totally singular subspace of W⊥/W
(with respect to the induced form κW⊥/W ).
Let W ∈ L∗H (X). Suppose that φ is an element of StabI (W ). Thus φ induces an element φ(W )
of I(W ) , deﬁned by φ(W )(v + W ) = φ(v) + W for v ∈ W⊥ .
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⋂
U∈L∗H (X)
StabI (U ).
This yields φ(W ) is an element of
⋂
U∈L(W )H
StabI(W ) (U/W ).
Now we give a more concrete representation of φ using the matrices. The case L is trivial, so we
assume that case L does not hold. Since W is totally singular, by Witt’s Lemma [13, Proposition 2.1.6]
we may assume that there exists k  1 such that W = 〈e1, . . . , ek〉 (see Lemma 21 for the notation).
The matrix of a generic element of I in the basis B obtained juxtaposing the bases B1 = (e1, . . . , ek),
B2 = (ek+1, . . . , em), B3 = ( fk+1, . . . , fm), B4 = (x, y, z) and B5 = ( f1, . . . , fk) is
M =
⎛
⎜⎜⎜⎝
M11 M12 M13 M14 M15
M21 M22 M23 M24 M25
M31 M32 M33 M34 M35
M41 M42 M43 M44 M45
M51 M52 M53 M54 M55
⎞
⎟⎟⎟⎠
where Mij is a matrix with respect to the bases Bi and B j with coeﬃcient in F = Fqu . Consider an
element φ ∈ StabI (W ), and let M be its matrix. It is clear that M21 = M31 = M41 = M51 = M52 =
M53 = M54 = 0. Let
F =
⎛
⎜⎜⎜⎝
0 0 0 0 1
0 0 1 0 0
0 (−1)a 0 0 0
0 0 0 D 0
(−1)a 0 0 0 0
⎞
⎟⎟⎟⎠
be the matrix of the form f associated to κ , where D is a suitable matrix with coeﬃcients in F and
a =
{
1 if case S holds,
0 otherwise.
Since φ ∈ I , we have that MFMαt = F , where α is the automorphism of Fqu deﬁned by λα = λq (see
[13, Lemma 2.1.8]). Moreover, if κ = Q is quadratic, then we require that Q (φ(v)) = Q (v) for all
v ∈ V . This yields the following facts:
(1) The element φ(W ) of I(W ) has matrix
M ′ =
(M22 M23 M24
M32 M33 M34
M42 M43 M44
)
with respect to the basis obtained juxtaposing the bases (ek+1 + W , . . . , em + W ), ( fk+1 +
W , . . . , fm + W ) and (x+ W , y + W , z + W ). In particular, M ′ is invertible.
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(3)
(M25
M35
M45
)
= −
⎛
⎝ (−1)aM22 M23 M24(−1)aM32 M33 M34
M42 M43 M44
⎞
⎠
⎛
⎝ Mαt13Mαt12
DαtMαt14
⎞
⎠M−αt11 .
(4) M15Mαt11 + (−1)aM11Mαt15 = −M13Mαt12 − (−1)aM12Mαt13 − M14DMαt14.
(5) If case O+ or O− holds, then by Q (φ( f i)) = Q ( f i) = 0 for i ∈ {1, . . . ,k}, we obtain
Mt15M55(i, i) = −
(
Mt25M35(i, i) + M45(1, i)M45(2, i) + M45(1, i)2 + ζM45(2, i)2
)
.
We summarize the above discussion in the following lemma.
Lemma 30. Assume that case L does not hold. Let B be the basis of V and let M be the matrix deﬁned above.
An element φ of StabI (W ) is completely determined if we give:
• an element ψ of I(W ) , which has a matrix M ′ as above;
• the matrices M11 ∈ GLk(Fqu ), M12 ∈Mk,m−k(Fqu ), M13 ∈Mk,m−k(Fqu ) and M14 ∈Mk,n−2m(Fqu );
• the elements B(i, j) ∈ Fqu for 1  i  j  k, which are components of the matrix B = M−111 M15 . The
element B(i, i) satisﬁes B(i, i)α + (−1)aB(i, i) = b for some b determined by M11 , M12 , M13 , M14 for
i ∈ {1, . . . ,k}. Moreover, if case O+ or O− holds, then B(i, i) is determined by M ′ , M11 , M12 , M13 , M14
for i ∈ {1, . . . ,k}.
Proof. As we have seen in the above discussion, if we give M ′ , M11, M12, M13, M14 and M15, then φ
is completely determined. By (4) above we get:
B + (−1)aBαt = M−111 M15 + (−1)aMαt15M−αt11
= −M−111
(
M12M
αt
13 + (−1)aM13Mαt12 + M14DαtMαt14
)
M−αt11 .
Note that B + (−1)aBαt is completely determined by M11, M12, M13, M14. So it is enough to prove
that if we give B + (−1)aBαt and B(i, j) for 1 i  j  k, then B is completely determined. Assume
that B + (−1)aBαt is given. Thus B( j, i) + (−1)aB(i, j)α = bi, j for some bi, j ﬁxed, with 1 i  j  k.
Hence we have that B( j, i) = bi, j − (−1)aB(i, j)α is determined.
Note that for i ∈ {1, . . . ,k} the element B(i, i) satisﬁes the equation B(i, i) + (−1)aB(i, i)α = bi,i .
Assume that case O+ or O− holds. Therefore α = 1, so by (2) and (5) above we have
B(i, i) = M−111 M15(i, i) = Mt55M15(i, i) = Mt15M55(i, i).
Thus B(i, i) is completely determined by the knowledge of M ′ , M11, M12, M13 and M14. 
Proposition 31. Let W be an element of L∗H (X). Suppose that L(W )H = ∅ and L(W )H does not enjoy the prop-
erty P . Then one of the following holds:
(1) There exist U and T in L∗H such that U + T = W⊥ and U ∩ T = W .
(2) There exists U ∈ LH − {W ,W⊥} such that U⊥ + U = W⊥ and U⊥ ∩ U = W .
(3) There exist T ∈ L(W )H and U ∈ L(W )H such that U ∩ T = W , L(T )H = ∅ and L(T )H does not enjoy the prop-
erty P .
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maximal elements in L(W )H . Note that L(M1∩M2)H is non-empty. We claim that L(M1∩M2)H does not
enjoy P . For contradiction, if Z is a P-element in L(M1∩M2)H , since M1 and M2 are maximal, then
Z  M1 and Z  M2. So Z  M1 ∩ M2, a contradiction with Z ∈ L(M1∩M2)H .
Assume M1 ∩ M2 > W . Consider the set
N = {Z ∈ L(W )H : Z  M1 ∩ M2, L(Z)H does not enjoy P}.
Let T be a minimal element in N . Since L(M1∩M2)H is non-empty, also L(T )H is not empty. Since
T ∈ L(W )H and L(W )H does not enjoy the property P , there exists U ∈ L(W )H such that U ∩ T < T .
For a contradiction, assume that U ∩ T > W . Then U ∩ T ∈ L(W )H and we have that L(U∩T )H is not
empty. Since U ∩ T < T and T is minimal in N , we have that L(U∩T )H enjoys P . Thus there exists
a P-element Z in L(U∩T )H . Since L(T )H ⊆ L(U∩T )H and L(T )H does not enjoy P , we have that Z  T . If
Z  U , then Z  U ∩ T , a contradiction with Z ∈ L(U∩T )H . If Z  U , then U  T , a contradiction. So we
obtain U ∩ T = W and (3) holds.
Assume M1 ∩ M2 = W . Assume that M1 + M2 = W⊥ . Then (1) holds with U = M1 and T = M2.
Now, suppose that U = M1+M2 < W⊥ . Clearly case L does not hold. The subspace U ∩U⊥ is a totally
singular element of LH . We claim that U ∩ U⊥ = W . For a contradiction, suppose that U ∩ U⊥ > W .
Without loss of generality, we may assume that M1  U ∩ U⊥ . Now, U ∩ U⊥  M⊥1 , so M1 + U ∩ U⊥
is an element of L(W )H . This contradicts the maximality of M1. Thus we have U ∩ U⊥ = W , so U⊥ +
U = W⊥ . Hence (2) holds. 
Let W be an element of L∗H ∪ {0}. Suppose that d = dimW⊥/W . Recall that I(W ) = I(W⊥/W ,
κW⊥/W ). Let
HI(W ) =
⋂
U∈L(W )H
StabI(W ) (U ).
We have the following.
Proposition 32. If L(W )H is not empty and L(W )H does not enjoy the property P , then
∣∣I(W ) : HI(W ) ∣∣p  qβ ′(d),
where
β ′(d) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
d − 1 if case L or U holds,
d
2 − logq |2|p if case S holds,
d−1
2 if case O
o holds,
d−2
2 + logq |2|p if case O+ or O− holds.
Proof. Without loss of generality, we assume that W = 0. Let I = I(0) and HI = HI(0) . Recall that n is
the dimension of V . Since L∗H is not empty, then n  2 and Proposition 31 applies. In Table 19 we
report the p-part of the order of I (see [13, p. 19]).
In order to prove the proposition, we argue by induction on n.
Case (1). Assume that there exist U and T in L∗H such that U + T = V and U ∩ T = 0. If case L holds,
then StabI (T ) ∩ StabI (U ) is isomorphic to GLn1 (q) × GLn2 (q), where n1 = dim T and n2 = dimU , and
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p-part of the order of I .
Case logq |I|p Conditions
L, U n(n−1)2
S n
2
4 n even
Oo (n−1)
2
4 qn odd
O± n(n−2)4 + logq |2|p n even
Table 20
p-part of the order M = StabI (U ), where U is a non-degenerate proper subspace of V and dimU = k.
Case Type of M logq |M|p Conditions
U GUk(q) ⊥ GUn−k(q) k(k−1)+(n−k)(n−k−1)2
S Spk(q) ⊥ Spn−k(q) k
2+(n−k)2
4 k even
Oo Ook (q) ⊥ O±n−k(q) (k−1)
2+(n−k)(n−k−2)
4 k odd
O± O±k (q) ⊥ O±n−k(q) k(k−2)+(n−k)(n−k−2)4 + logq |2|p k even
O± Ook(q) ⊥ Oon−k(q) (k−1)
2+(n−k−1)2
4 k odd, q odd
so
logq |I : HI |p 
n(n − 1)
2
−
(
n1(n1 − 1)
2
+ n2(n2 − 1)
2
)
 n − 1.
If case L does not hold, then T and U are maximal totally singular subspaces of V , so dim T =
dimU = n/2. In particular n is even. By Witt’s Lemma [13, Proposition 2.1.6] we may assume that
T = 〈e1, . . . , em〉 and U = 〈 f1, . . . , fm〉 (see Lemma 21 for the notation). By [13, Lemma 4.1.9], we
have that StabI (T ) ∩ StabI (U ) is isomorphic to GLn/2(qu). Thus we have that
logq |I : HI |p  logq |I|p −
nu(n − 2)
8
 β ′(n),
for n 2.
Case (2). Assume that there exists U ∈ LH −{0, V } such that U⊥ +U = V and U⊥ ∩U = 0. Clearly, case
L does not hold. So κ is non-degenerate, and thus U is non-degenerate. Let k = dimU . By [13, §4.1],
we obtain Table 20. Thus it is easy to see that
logq |I : HI |p  logq
∣∣I : StabI (U )∣∣p  β ′(n),
for n 2 and n > k.
Assume that Case (1) and Case (2) do not hold. By Proposition 31, there exist T ∈ L∗H and U ∈ L∗H
such that U ∩ T = 0, L(T )H = ∅ and L(T )H does not enjoy the property P .
Assume case L holds. Let T = 〈e1, . . . , ek〉 and U = 〈ek+1, . . . , eh〉, for some k + 1  h m = n. In
the basis e1, . . . , en the generic matrix of an element of HI is of the form⎛
⎝ GL(T ) O Mk×(n−h)(Fq)O
HI(T )O
⎞
⎠ .
Thus we have that
logq |HI |p  logq
(|HI(T ) |p∣∣Mk×(n−h)(Fq)∣∣p∣∣GL(T )∣∣p) logq |HI(T ) |p + k(n − h) + k(k − 1) .2
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logq |I : HI |p  logq
∣∣I : I(T )∣∣p + logq∣∣I(T ) : HI(T ) ∣∣p − k(n − h) − k(k − 1)2 .
Since dim V /T < n, by induction we have that
logq
∣∣I(T ) : HI(T ) ∣∣p  β ′(dim V /T ) = β ′(n− k) = n− k − 1,
so we obtain
logq |I : HI |p 
n(n − 1)
2
− (n− k)(n − k − 1)
2
+ n − k − 1− k(n − h) − k(k − 1)
2
 n − 1+ k(h − k − 1)
 n − 1.
The last inequality holds since k 1 and h k + 1.
Assume case L does not hold. Assume that U ∩ T⊥ > 0. Thus there exists v ∈ U such that v ∈ T⊥ .
By Witt’s Lemma [13, Proposition 2.1.6] we may assume that T = 〈e1, . . . , ek〉 and v = ek+1. Let φ be
an element of HI . We have that φ(ek+1) = φ(v) /∈ T since U ∩ T = 0. Using the notation of Lemma 30,
we have that the ﬁrst column of M12 consists of zeros. By Lemma 30, to completely determine φ it is
enough to give:
• M11 ∈ GLk(qu) (q uk(k−1)2 ∏ki=1(qui − 1) choices);
• M12 ∈Mk,m−k(Fqu ) with the ﬁrst column ﬁlled with zeros (quk(m−k−1) choices);
• M13 ∈Mk,m−k(Fqu ) (quk(m−k) choices for M13);
• M14 ∈Mk,n−2m(Fqu ) (quk(n−2m) choices for M14);
• B(i, j) ∈ Fqu for 1 i < j  k (q uk(k−1)2 choices);
• B(i, i) ∈ Fq for i ∈ {1, . . . ,k} and we have qλk choices, where
λ =
{
1 if u = 2 or case S holds,
0 otherwise;
• an element ψ of HI(T ) (|HI(T ) | choices).
So we get that
logq |HI |p  uk(n − 2− k) + λk + logq |HI(T ) |p .
This yields
logq |I : HI |p  logq
∣∣I : I(T )∣∣p + logq∣∣I(T ) : HI(T ) ∣∣p − uk(n − 2− k) − λk.
Since dim T⊥/T < n, by induction we have that
logq
∣∣I(T ) : HI(T ) ∣∣  β ′(dim T⊥/T )= β ′(n − 2k),p
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logq |I : HI |p  logq
∣∣I : I(T )∣∣p + β ′(n − 2k) − uk(n − 2− k) − λk = β ′(n).
In the rest of the proof we show that we can always reduce to the case U ∩ T⊥ > 0.
Assume that U ∩ T⊥ = 0. Let R = (U + T )∩ (U + T )⊥ = (U + T )∩U⊥ ∩ T⊥ . We claim that R ∈ L∗H .
For contradiction, suppose that R /∈ L∗H . Since R = (U + T ) ∩ (U + T )⊥ is totally singular and R /∈ L∗H ,
we must have that R = 0. But this is a contradiction since Case (2) does not hold. So we have the
claim. In particular, R > 0.
Assume that R ∩ T > 0. Thus R ∩ T ∈ L∗H . Since L(T )H ⊆ L(R∩T )H , the set L(R∩T )H is not empty. We
claim that L(R∩T )H does not enjoy the property P . For a contradiction, assume that Z is a P-element
in L(R∩T )H . If Z  T , then Z ∈ L(T )H , but L(T )H does not contain P-elements. So Z < T . Since R  U⊥ ,
then R + U ∈ L(R∩T )H . Since R + U  T and Z is a P-element such that Z < T , then Z < R + U . So
Z  (R +U )∩ T  U⊥ ∩ T  R ∩ T , a contradiction. We know that R ∩ T ∈ L∗H , U ∈ L∗H , U  (R ∩ T )⊥ ,
U ∩ R = 0, L(R)H is not empty and L(R)H does not enjoy P . Therefore, without loss of generality, we
may assume that R ∩ T = T and argue as in the case U ∩ T⊥ > 0.
Assume that R ∩ T = 0. We know that R, T ∈ L∗H , R  T⊥ , R ∩ T = 0, L(T )H is not empty and L(T )H
does not enjoy P . Therefore, without loss of generality, we may assume that R = U and argue as in
the case U ∩ T⊥ > 0.
The proof is ﬁnished. 
Theorem 33. Let H be as in Theorem 20. Suppose that L∗H (X) is not empty and L∗H (X) does not enjoy the
property P . Then |X : H|p  qβ(n) .
Proof. Since HG = X , we have that |X : H|p = |G : H ∩G|p . By the previous proposition, we know that
|I : HI |p  qβ ′(d) , where I = I(V , κ). Note that F ∗  HI , since a scalar matrix stabilizes each subspace.
Let S = S(V , κ) (see Section 6 for the notation). By [13, Table 2.1.C], we have that |I : S|p = 1. Thus
|S : HI ∩ S|p = |I : HI |p . Now, |F ∗|p = 1, so
|S : S ∩ HI |p = |S : S ∩ HI |p .
If case O does not hold, then G = S . Since in this case G ∩ H = S ∩ HI , we have the claim. If case
O holds, then |S : G| = 2, so we have that 2|G : H ∩ G|p  |S : S ∩ HI |p  qβ ′(n) . Thus |G : H ∩ G|p 
qβ
′(n)−logq |2|p = qβ(n) . 
9. Connection between the Dirichlet polynomials of X and of G
Let X and G be as in Section 6. Let r be a prime number. Recall from the introduction that P (r)X,G(s)
is the Dirichlet polynomial
∑
(k,r)=1
ak(X,G)
ks
.
The aim of this section is to prove the following proposition.
Proposition 34. P (p)X,G(s) = P (p)G (s).
Here we restate Lemma 9 in a more general way.
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Sylow r-subgroup of G. Suppose that if M is maximal subgroup of G such that MN = G and R  M, then M
contains also NG(R). We have that
P (r)G,N(s) =
∑
RHG,
HN=G
μG(H)
|G : H|s−1 .
Proof. The proof is the same as in [4, Lemma 2], considering just the subgroups H such that
HN = G . 
Let P be a Sylow p-subgroup of X . Thus P ∩ G is a Sylow p-subgroup of G and B = NG(P ∩ G) is
a Borel subgroup in G . Given a subgroup K of X , denote by SK (X) the set of subgroups H of X such
that H  K .
Lemma 36. (See [3, Theorem 8.3.3].) Let H be a subgroup of S such that H  B. Then NS (H) = H.
Lemma 37. Let P and B be as above. We have that:
(1) NX (B) = NX (P ∩ G) and NX (B)G = X ;
(2) if M is a maximal subgroup of X such that M  P and MG = X, then M  NX (B).
Proof. Well known, see [13]. 
Lemma 37 implies that SNX (B)(X) = {H  X: H  NX (B), HG = X}. We say that the elements of
the set SNX (B)(X) are the parabolic subgroup of X over NX (B). A parabolic subgroup of X is an element
of SNX (B)(X) for some Borel subgroup B of G .
Now we want to give a better description of the elements of the set SNX (B)(X). Let S XB (G) denote
the subset of SB(G) = {H  G: H  B} given by
{
H ∈ SB(G): NX (H) NX (B)
}
.
We have the following.
Proposition 38. The map η : SNX (B)(X) → S XB (G) given by η(H) = H ∩ G is well deﬁned. Moreover η is an
isomorphism of posets, in particular NX (η(H)) = H for each H ∈ SNX (B)(X).
Proof. We show that η is well deﬁned. Let H ∈ SNX (B)(X). Clearly H ∩ G  NX (B) ∩ G = NG(B) = B .
Since H ∩ G  H , we have that NX (H ∩ G) H  NX (B). Hence H ∩ S ∈ S XB (G).
We claim that η is surjective. Let K ∈ S XB (G). By deﬁnition NX (K ) NX (B), so NX (K ) ∈ SNX (B)(X).
Finally η(NX (K )) = NX (K ) ∩ S = NS(K ) = K by Lemma 36.
We claim that η is injective. It is enough to prove that NX (η(H)) = H for each H ∈ SNX (B)(X). As
above, we have that NX (H ∩ G) H . Since HS = X , using Lemma 36, we get
∣∣X : NX (H ∩ G)∣∣= ∣∣G : NX (H ∩ G) ∩ G∣∣= ∣∣G : NG(H ∩ G)∣∣= |G : H ∩ G| = |X : H|,
thus NX (H ∩ G) = H .
It is straightforward to show that the map η is an isomorphism of posets. 
Now we are ready to prove Proposition 34.
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Hence, by Lemmas 37(2) and 35 we get that
P (p)X,G(s) =
∑
PHX,
HG=X
μX (H)
|X : H|s−1 =
∑
H∈SNX (B)(X)
μX (H)
|X : H|s−1 ,
observing that if P  H < NX (B), then H is not an intersection of maximal subgroups (by
Lemma 37(2)), hence μX (H) = 0 (by Lemma 5).
As in the proof of Proposition 10, by [3, Proposition 8.2.2], we associate to a subset J of I a
parabolic subgroup P J . Moreover, the map J → P J is an isomorphism between the lattice P(I) (the
set of subsets of I) and the lattice SB(G). Since NX (B) acts by conjugation on SB(G), the group NX (B)
acts on P(I) (via the isomorphism J → P J ). In particular, the action is the following: if J ⊆ I and
g ∈ NX (B), then J g is the unique subset of I such that P J g = P gJ . Moreover, the group NX (B) acts
on I: if O ∈ I is a ρ-orbit, then {O g} = {O }g . Note that if G is twisted, then the action of NX (B) is
trivial. Assume that G is untwisted. The action of NX (B) on I can be thought as an action of NX (B)
on Π . So, any element g of NX (B) induces a symmetry ψg of the Dynkin diagram D of S . Since
X = GNX (B), if h ∈ X , then h = sg for some s ∈ G and g ∈ NX (B). If ψg is not trivial, then h is a
non-trivial graph automorphism.
By deﬁnition, the group X does not contain non-trivial graph automorphism, hence the action of
NX (B) on I is trivial. So we have S XB (G) = SB(G).
Now, by Proposition 38, the posets SNX (B)(X) and SB(G) are isomorphic so we obtain:
P (p)X,G(s) =
∑
H∈SNX (B)(X)
μX (H)
|X : H|s−1 =
∑
BKG
μG(K )
|G : K |s−1 = P
(p)
G (s).
This concludes the proof. 
10. Proof of the main theorem
This section is devoted to the proof of Theorem 2. Recall the notation from Section 6. Since G is a
normal subgroup of X , we have that P X (s) = P X/G(s)P X,G(s). Note that in order to prove Theorem 2
it suﬃces to show that P X,G(−1) = 0. In fact, since G/X is soluble, we have that PG/X (−1) = 0, by
Proposition 1.
In the ﬁrst part of this section we deal with some particular cases. In the second part we concen-
trate on the general case.
We recall the following lemma on the existence of Zsigmondy primes.
Lemma 39. (See [21].) Let a,n ∈ N, a,n 2. There exists a prime divisor q of an −1 such that q does not divide
ai − 1 for all 0< i < n, except in the following cases:
• n = 2, a = 2s − 1 with s 2.
• n = 6, a = 2.
When this prime divisor exists, it is called a Zsigmondy prime for 〈a,n〉.
Recall that MH (X) is the set of maximal subgroups of X containing H and supplementing G .
When we write MK (G) we mean the set of maximal subgroups of G containing K .
Proposition 40. Assume n = 2 and case L holds. We have that P X,G(−1) = 0.
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P X (−1) for some groups.
X P X (−1) X P X (−1)
PSL2(4) ∼= PSL2(5) −1560 PGL2(9) −37080
PGL2(5) ∼= PΓ L2(4) 1560 PΣL2(9) −95400
PSL2(7) ∼= PSL3(2) −2856 M10 −37080
PGL2(7) ∼= PΓ L3(2) −8904 PΓ L2(9) 111240
PSL2(8) −123984 PSL2(11) 133320
PΓ L2(8) 247968 PGL2(11) 244200
PSL2(9) 95400 PSL2(49) 3318554400
Proof. In Table 21 we report the values of P X (−1) for the almost simple group X such that PSL2(q)
X  Γ , with q 11, and PSL2(49).
For the rest of the proof, we suppose that q > 11 and X = PSL2(49).
Assume f = 1. Let P be a Sylow p-subgroup of X . Let M be a maximal subgroup of X such that
M contains P and MG = X . By Lemma 37, we have that NX (P ) M , so we can apply Lemma 35. By
[13, Proposition 4.1.16], we have that M = NX (M ∩ G) and M ∩ G is a maximal subgroup of G . Since
M ∩ G = NG(P ∩ G) we have that MP∩G (G) = {M ∩ G} and so MP (X) = {M}. Applying Lemma 35,
we deduce that
P (p)G (s) = 1−
1
|G : M ∩ G|s−1 = 1−
1
|X : M|s−1 = P
(p)
X,G(s).
By [17, part (1) of the proof of Proposition 8], we get
P (p)X,G(s) = 1−
p + 1
(p + 1)s .
Hence we have
P X,G(−1) ≡ −2p − p2 +
∑
p|k
ak(X,G)k ≡ −2p
(
mod p2
)
,
so P X,G(−1) = 0.
Now, assume f  2 and q = 49. As in [17, case m = 1 of the proof of Proposition 16], let t be a
Zsigmondy prime for 〈p,2 f 〉 (see Lemma 39 for the notation). In particular, for f = 2,
if 53 divides p2 + 1, let t = 5;
otherwise, let t be a Zsigmondy prime for 〈p,4〉 distinct from 5.
Let T be a Sylow t-subgroup of X . Let δ = (q−1,2). By [17, case m = 1 of the proof of Proposition 16],
we have:
(a) PG(s) = 1− q(q−1)/2[q(q−1)/2]s +
∑
t|k
ak(G)
ks .
(b) Let K be a maximal subgroup of G . We have that |G : K | is divisible by t if and only if K is not
isomorphic to D2(q+1)/δ . In particular, if K is not isomorphic to D2(q+1)/δ , we have vt(|G : K |) >
vt(|G|)/2, where vt : Q → Z ∪ {∞} is the t-adic valuation map.
(c) Let K1 and K2 be two distinct maximal subgroups isomorphic to D2(q+1)/δ . We have that vt(|G :
K1 ∩ K2|) > vt(|G|)/2.
(d) The group NG(T ∩ G) is a maximal subgroup of G isomorphic to D2(q+1)/δ .
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(∗) if M is a maximal subgroup of X and M ∩G is isomorphic to a subgroup of D2(q+1)/δ , then M ∩G
is isomorphic to D2(q+1)/δ .
In particular, if M is in MT (X), by (d) we have that M ∩ G = NG(T ∩ G) and M = NX (NG(T ∩ G)).
So we obtain NX (T ∩ G)  NX (NG(T ∩ G)) = M and since NX (T )  NX (T ∩ G), we get NX (T )  M .
Moreover, by (b), (d) and M = NX (M ∩ G), we have that MT∩G(G) = {M ∩ G} and so MT (X) = {M}.
Using (a) and applying Lemma 35, we deduce that
P (t)G (s) = 1−
1
[q(q − 1)/2]s−1 = 1−
1
|G : M ∩ G|s−1 = 1−
1
|X : M|s−1 = P
(t)
X,G(s).
Now, let H be a subgroup of X such that HG = X and H does not contain a Sylow t-subgroup
of X . We have that |X : H| = |G : H ∩ G|. Suppose that M is a maximal subgroup of X containing H .
By (∗) we have that M ∩ G is not isomorphic to a subgroup of D2(q+1)/δ . Thus, by (b) and (c), we
obtain vt(|X : H|) > vt(|G|)/2. Arguing as in [17, case m = 1 of the proof of Proposition 16], we get
vt(P
(t)
X,G(−1)) = vt(P (t)G (−1)) = vt(|G|) and
P X,G(−1) = P (t)X,G(−1) +
∑
t|k
ak(X,G)k ≡ 0
(
mod tvt (|G|)+1
)
,
so P X,G(−1) = 0.
Finally, let q = 49 and X > G. We show that r = 5 fulﬁlls the requirements of the proposition.
Let M be a maximal subgroup of X such that MS = X and |X : M|5 = 1. By [7, Theorems 1.3, 1.4,
1.5 and 3.5], we have that M is conjugated to NX (D50). Let M1 and M2 be two distinct maximal
subgroups of X such that M1S = M2S = X and |X : M1|5 = |X : M2|5 = 1. We claim that |X : M1 ∩
M2|5 > 1. For a contradiction, suppose that M1 ∩M2 contains a Sylow 5-subgroup of X . Since M1 and
M2 are conjugated to NX (D50), they contain a cyclic normal subgroup C of order 25. Thus C  X ,
a contradiction. Hence we get
P (5)X,S(s) = 1− 11761−s.
Now, if M is a maximal subgroup of X such that MS = X and |X : M|5 > 1, then we have that
|X : M|5 = 52 (see [7, Theorems 1.3, 1.4, 1.5 and 3.5]). Arguing as above, we get |P X,G(−1)|5 =
|P (5)X,G(−1)|5 = 25, thus P X,G(−1) = 0. 
Proposition 41. Assumen 3. We have that |P X,G(−1)|p = qL |2|p , with L as in Table 4. Hence P X,G(−1) = 0.
Proof. We have already considered the case G ∼= PSL3(2) ∼= PSL2(7). Using [5], the result holds in
cases L and U with (n,q) = (4,2), and in case S with (n,q) = (6,2).
For the rest of the proof, suppose that if case L or U holds, then (n,q) = (4,2) and if case S holds,
then (n,q) = (6,2). Moreover, assume G  PSL3(2). Recall that we deﬁned
βp(X) = logq min
{|X : H|p: H < X, |X : H|p > 1, HG = X, μX (H) = 0}.
By Lemma 6, we have that ak(X,G) is a multiple of k. So, since
P X,G(−1) = P (p)X,G(−1) +
∑
p|k
ak(X,G)p,
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∣∣P (p)X,G(−1)∣∣p < q2βp(X).
By Proposition 34 and Theorem 15, we obtain:
∣∣P (p)X,G(−1)∣∣p = ∣∣P (p)G (−1)∣∣p = qL |2|p .
By Theorem 18 and some straightforward computations, we have that
q2βp(X)  q2β˜p(X) > qL |2|p .
Thus we conclude that |P X,G(−1)|p = |2|pqL . 
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