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Andrei A. Bulatov
Abstract
We refine and advance the study of the local structure of idempotent fi-
nite algebras started in [A.Bulatov, The Graph of a Relational Structure and
Constraint Satisfaction Problems, LICS, 2004]. We introduce a graph-like
structure on an arbitrary finite idempotent algebra including those admitting
type 1. We show that this graph is connected, its edges can be classified
into 4 types corresponding to the local behavior (set, semilattice, majority,
or affine) of certain term operations. We also show that if the variety gen-
erated by the algebra omits type 1, then the structure of the algebra can be
‘improved’ without introducing type 1 by choosing an appropriate reduct of
the original algebra. Taylor minimal idempotent algebras introduced recently
is a special case of such reducts. Then we refine this structure demonstrating
that the edges of the graph of an algebra omitting type 1 can be made ‘thin’,
that is, there are term operations that behave very similar to semilattice, ma-
jority, or affine operations on 2-element subsets of the algebra. Finally, we
prove certain connectivity properties of the refined structures.
This research is motivated by the study of the Constraint Satisfaction
Problem, although the problem itself does not really show up in this paper.
1 Introduction
The study of the Constraint Satisfaction Problem (CSP) and especially the Di-
chotomy Conjecture triggered a wave of research in universal algebra, as it turns
out that the algebraic approach to the CSP developed in [16, 24] is the most pro-
lific one in this area. These developments have led to a number of strong results
about the CSP, see, e.g., [1, 4, 5, 9, 11, 13, 15, 23], and ultimately the resolution of
the Dichotomy Conjecture in [18, 32, 34]. However, successful application of the
algebraic approach also requires new results about the structure of finite algebras.
Two ways to describe this structure have been proposed. One is based on absorp-
tion properties [2, 3] and has led not only to new results on the CSP, but also to
significant developments in universal algebra itself.
In this paper we refine and advance the alternative approach originally devel-
oped in [8, 12, 17], which is based on the local structure of finite algebras. This
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approach identifies subalgebras or factors of an algebra having ‘good’ term opera-
tions, that is, operations of one of the three types: semilattice, majority, or affine.
It then explores the graph or hypergraph formed by such subalgebras, and exploits
its connectivity properties. In a nutshell, this method stems from the early study
of the CSP over so called conservative algebras [11], and has led to a much sim-
pler proof of the Dichotomy Conjecture for conservative algebras [14] and to a
characterization of CSPs solvable by consistency algorithms [10]. In spite of these
applications the original methods suffers from a number of drawbacks that make
its use difficult.
In the present paper we refine many of the constructions, generalize them to
include algebras admittig type 1, and fix the deficiencies of the original method.
Similar to [8, 17] an edge is a pair of elements a, b such that there is a factor alge-
bra of the subalgebra generated by a, b that has an operation which is semilattice,
majority, or affine on the blocks containing a, b. Here we extend the definition of
an edge by allowing edges to have the unary type, when the corresponding factor
is a set. These operations or lack thereof determine the type of edge ab. In this
paper we also allow edges to have more than one type if there are several factors
witnessing different types.
The main difference from the previous results is the introduction of oriented
thin majority and affine edges. An edge ab is said to be thin if there is a term op-
eration that is semilattice on {a, b}, or there is a term operation that satisfies the
identities of a majority or affine term on {a, b}, but only for some choices of val-
ues of the variables. In particular, for a thin majority edge we require the existence
of a term operation m such that m(a, b, b) = m(b, a, b) = m(b, b, a) = b, and
for a thin affine edge we require that there is a term operation d with d(b, a, a) =
d(a, a, b) = b, but m, d do not have to satisfy similar conditions when a, b are
swopped. Oriented thin edges allow us to prove a stronger version of the connec-
tivity of the graph related to an algbera. This updated approach makes it possible
to give a much simpler proof of the result of [10] (see also [4]), and, eventually,
proving the Dichotomy Conjecture [18, 19], see also [32, 33, 34], however, this is
a subject of subsequent papers.
2 Preliminaries
In terminology and notation we mainly follow the standard texts on universal al-
gebra [20, 27]. We also assume some familiarity with the basics of the tame con-
gruence theory [22], although its use is restricted to some proofs in the first two
sections. All algebras in this paper are assumed to be finite and idempotent.
Algebras will be denoted by A,B, etc. The subalgebra of an algebra A gener-
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ated by a set B ⊆ A is denoted SgA(B), or if A is clear from the context simply
by Sg(B). The set of term operations of algebra A is denoted by Term(A). Sub-
algebras of direct products are often considered as relations. An element (a tuple)
from A1×· · ·×An is denoted in boldface, say, a, and its ith component is referred
to as a[i], that is, a = (a[1], . . . ,a[n]). The set {1, . . . , n} will be denoted by
[n]. For I ⊆ [n], say, I = {i1, . . . , ik}, i1 < · · · < ik, by prIa we denote the
k-tuple (a[i1], . . . ,a[ik]), and for R ⊆ A1 × · · · × An by prIR we denote the set
{prIa | a ∈ R}. If I = {i} or I = {i, j} we write pri, prij rather than prI . The
tuple prIa and relation prIR are called the projections of, respectively, a andR on
I . A subalgebra (a relation) R of A1 × · · · × An is said to be a subdirect product
of A1, . . . ,An if priR = Ai for every i ∈ [n]. For a congruence α of A, a ∈ A,
and term operation f of A, by a/α we denote the α-block containing a, by A/α the
factor algebra modulo α, and by f/α the factor operation of f , that is, the operation
on A/α given by f/α(a1/α, . . . , an/α) = f(a1, . . . , an)/α. For B ⊆ A2, the con-
gruence generated by B will be denoted by CgA(B) or just Cg(B). By 0A, 1A we
denote the least (i.e., the equality relation), and the greatest (i.e., the total relation)
congruences of A, respectively. Again, we often simplify this notation to 0, 1.
An algebra is called a set if all of its term operations are projections.
Recall that a tolerance of A is a binary reflexive and symmetric relation com-
patible with A. The transitive closure of a tolerance is a congruence of A. Let α, β
be congruences of A such that α ≺ β, that is, α < β and (α, β) is a prime interval.
Then a (α, β)-minimal set U is a subset of A, minimal with respect to inclusion
among subsets of the form U = f(A), for some unary polynomial f of A such that
f(β) 6⊆ α. If this is the case then f can also be chosen to be idempotent. The in-
tersection of U with a β-block is a trace if it overlaps with more than one α-block.
Any two (α, β)-minimal sets U, V are polynomially isomorphic, that is, there are
unary polynomials g, h such that g(U) = V , h(V ) = U , and g−1 ◦ h, h−1 ◦ g are
identity transforations on V and U , respectively. The prime factor (α, β) has type
1,2,3,4, or 5 if every (α, β)-trace U/α is polynomially equivalent to a 2-element
set, 1-dimensional vector space, 2-element Boolean algebra, lattice, or semilattice,
respectively. The type of (α, β) is denoted by typ(α, β).
If α is a congruence of an algebra A and R is a compatible binary relation,
then the α-closure of R is defined to be α ◦R ◦α. A relation equal to its α-closure
is said to be α-closed. If (α, β) is a prime factor of A, then the basic tolerance
for (α, β) (see [22], Chapter 5) is the α-closure of the relation α ∪ ⋃{N2 | N is
an (α, β)-trace} if typ(α, β) ∈ {2,3}, and it is the α-closure of the compatible
relation generated by α∪⋃{N2 | N is an (α, β)-trace} if typ(α, β) ∈ {4,5}. The
basic tolerance is the smallest α-closed tolerance τ of A such that α 6= τ ⊆ β.
Let (α, β) is a prime factor of A. An (α, β)-quasi-order is a compatible re-
flexive and transitive relation R such that R ∩R−1 = α, and the transitive closure
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of R ∪ R−1 is β. The quotient (α, β) is said to be orderable if there exists an
(α, β)-quasi-order. By Theorem 5.26 of [22], (α, β) is orderable if and only if
typ(α, β) ∈ {4,5}.
3 Graph: Thick edges
After reminding several basic facts about idempotent algebras, we start with intro-
ducing ‘thick’ edges, one of the main constructions of this paper.
3.1 Basic facts about idempotent algebras
An algebra A = (A;F ) is idempotent if f(x, . . . , x) = x for every f ∈ F . The al-
gebra A′ = (A,F ′) where F ′ is the set of all idempotent operations from Term(A)
is said to be the full idempotent reduct of A. Let τ be a tolerance. A set B ⊆ A
maximal with respect to inclusion and such that B2 ⊆ τ is said to be a class of τ .
We will need the following simple observation.
Lemma 1. Every class of a tolerance of an idempotent algebra is a subalgebra.
Proof. Let τ be a tolerance of an idempotent algebra A and B its class. Then, for
any a 6∈ B, there is b ∈ B such that (a, b) 6∈ τ . If B is not a subuniverse, then, for
a certain term operation f of A and b1, . . . , bn ∈ B, we have a = f(b1, . . . , bn) 6∈
B. Take b ∈ B such that (a, b) 6∈ τ . Since (b1, b), . . . , (bn, b) ∈ τ , we get
(f(b1, . . . , bn), f(b, . . . , b)) = (a, b) ∈ τ , a contradiction.
Let G = (V,E) be a hypergraph. A path in G is a sequence H1, . . . ,Hk of
hyperedges such that Hi ∩ Hi+1 6= ∅, for 1 ≤ i < k. The hypergraph G is said
to be connected if, for any a, b ∈ V , there is a path H1, . . . ,Hk such that a ∈ H1,
b ∈ Hk.
The universe of an algebra A along with the family of all its proper subalgebras
form a hypergraph denoted byH(A). Lemma 1 implies that, for a simple idempo-
tent algebra A, the hypergraphH(A) is connected unless A is tolerance free. In the
latter case it can be disconnected.
Recall that an element a of an algebra A is said to be absorbing if whenever
t(x, y1, . . . , yn) is an (n + 1)-ary term operation of A such that t depends on x
and b1, . . . , bn ∈ A, then t(a, b1, . . . , bn) = a. A congruence θ of A2 is said to be
skew if it is the kernel of no projection mapping of A2 onto its factors. The follow-
ing theorem due to Kearnes [25] provides some information about the structure of
simple idempotent algebras.
Theorem 2 ([25]). Let A be a simple idempotent algebra. Then exactly one of the
following holds:
4
(a) A is abelian and is term equivalent to a subalgebra of a reduct of a module
M;
(b) A has an absorbing element;
(c) A2 has no skew congruence.
Moreover, in case (a) the reduct of M can be chosen such that it is an Abelian al-
gebra from the variety generated by A, and the universe of A generates the abelian
group of M.
Since A is idempotent, in most cases in item (a) rather than working with a
module M we use its full idempotent reduct. Slightly abusing the terminology we
will call such a reduct simply by a module.
Option (a) of Theorem 2 can be made more precise. In [29] Valeriote proved
that every finite simple abelian idempotent algebra is strictly simple, that is, does
not have proper subalgebras containing more than one element. It then follows
from the result of Szendrei [30] that every such algebra is either a set or a module.
Proposition 3. Let A be a simple finite idempotent Abelian algebra. Then A is
either a set, or a module.
3.2 The four types of edges
Let A be an algebra with universe A. We introduce graph G(A) as follows: The
vertex set of G(A) is the set A. A pair ab of vertices is an edge if and only if
there exists a maximal congruence θ of Sg(a, b) such that either Sg(a, b)/θ is a
set, or there is a term operation f of A such that either f/θ is an affine operation
on Sg(a, b)/θ, or f/θ is a semilattice operation on {a/θ, b/θ}, or f/θ is a majority
operation on {a/θ, b/θ}.
If there exists a maximal congruence θ and a term operation f of A such that
f/θ is a semilattice operation on {a/θ, b/θ} then ab is said to have the semilattice
type. Edge ab is of the majority type if there are a maxiaml congruence θ and
f ∈ Term(A) such that f/θ is a majority operation on {a/θ, b/θ}, but no operation
is semilattice on {a/θ, b/θ}. Pair ab has the affine type if there are a maximal
congruence θ and f ∈ Term(A) such that Sg(a, b)/θ is a module and f/θ is its
affine operation x− y + z. Finally, ab is of the unary type if Sg(a, b)/θ is a set. In
all cases we say that congruence θ and operation f witness the type of edge ab.
Note that, for every edge ab of G(A), there is an associated pair a/θ, b/θ from
the factor subalgebra. We will need both of these types of pairs and will sometimes
call a/θ, b/θ a thick edge (see Fig. 1). There may be many congruences certifying
the type of the edge ab. In most case it does not make much difference which
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Figure 1: Edges and thick edges
congruence to choose, so we will use just any congruence certifying the type of
ab. Note also that a pair ab may have more than one type witnessed by different
congruences θ.
Example 4. Let A = {a, b, c} and binary operations f, g on A defined as follows:
f(a, c) = f(c, a) = g(a, c) = g(c, a) = c, f(b, c) = f(c, b) = g(b, c) = g(c, b) =
c, f(a, b) = g(b, a) = c, and f(b, a) = b, g(a, b) = a. Let A = (A, f, g), that
is, A is an ‘almost’ 3-element semilattice with respect to each of f, g, in which a, b
are incomparable, but unlike a 3-element semilattice A is simple. As is easily seen,
each of the pairs {a, c}, {b, c} generates a 2-element subalgebra term equivakent
to a 2-element semilattice, and therefore is an edge of A of the semilattice type. On
the other hand, {a, b} generates A, and it can be easily seen that there is no term
operation of A that is semilattice, majority, or affine on {a, b}. Therefore ab is not
an edge.
3.3 General connectivity
The main result of this section is the connectedness of the graph G(A) for arbitrary
idempotent algebra, and the connection between omitting types 1 and 2 and avoid-
ing edges of certain types. Recall that for a class A of algebras H(A) and S(A)
denote the class of all homomorphic images, and the class of all subalgebras of
algebras from A, respectively. More precisely, we prove the following
Theorem 5. Let A be an idempotent algebra A. Then
(1) G(A) is connected;
(2) HS(A) omits type 1 if and only if G(A) contains no edges of the unary type;
(3) HS(A) omits types 1 and 2 if and only if G(A) contains no edges of the unary
and affine types.
First we prove Theorem 5 for simple algebras. We will need the following easy
observation.
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Lemma 6. Let R be an n-ary compatible relation on A such that, for any i ∈
[n], priR = A. Then, for any i ∈ [n], the relation toli = {(a, b) | there are
a1, . . . , ai−1, ai+1, . . . , an ∈ A such that (a1, . . . , ai−1, a, ai+1, . . . , an),
(a1, . . . , ai−1, b, ai+1, . . . , an) ∈ R} is a tolerance of A.
Tolerance of the form toli will be called link tolerance, or ith link tolerance
Proposition 7. Let A be a simple idempotent algebra. Then one of the following
holds:
(1) A is a 2-element set;
(2) A is term equivalent to a module;
(3) H(A) is connected;
(4) A = Sg(a, b) for some a, b ∈ A, and either a, b are connected in H(A), or
there is a binary term operation f or a ternary term operation g such that
f is a semilattice operation on {a, b}, or g is a majority operation on {a, b}
and there is an automorphism of A swapping a and b.
Proof. We consider the three options given in Theorem 2.
(a) Suppose first that A is abelian. Then by Proposition 3 it is either a set or a mod-
ule. As A is simple, in the former case it is also 2-element, and we are in case (1)
of Proposition 7. In the latter case we of course obtain case (2) of the proposition.
In the rest of the proof we assume A non-abelian, in particular the factor 0A ≺ 1A
has type 3,4, or 5.
(b) Next assume that A has an absorbing element, and let a be the absorbing
element of A. Then for any b ∈ A the set {a, b} is a subalgebra. Indeed, let
f(x1, . . . , xk) be a term operation of A (for simplicity assume that it depends on
all of its arguments). Then for a1, . . . , ak ∈ {a, b} we have f(a1, . . . , ak) = a
if any of the ai equals a, and f(a1, . . . , ak) = b otherwise, as f is idempotent.
Therefore if |A| ≥ 3 thenH(A) is connected through such 2-element subalgebras,
and we are in case (3) of Proposition 7. If |A| = 2, say, A = {a, b}, then clearly
A = Sg(a, b). Moreover for any non-unary term operation f(x1, . . . , xk) of A for
g(x, y) = f(x, y, . . . , y) we have g(a, a) = g(a, b) = g(b, a) = a and g(b, b) = b;
that is, g is a semilattice operation on A. We obtain case (4) of Proposition 7.
(c) If typ(0A, 1A) ∈ {4,5}, then by Theorem 5.26 of [22], there exists a (0A, 1A)-
quasi-order ≤ on A, which is, clearly, just a compatible partial order. Let a ≤
b ∈ A be such that a ≤ c ≤ b implies c = a or c = b. We claim that {a, b}
is a subalgebra of A. Indeed, for any term operation f(x1, . . . , xn) of A and any
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a1, . . . , an ∈ {a, b}, we have a = f(a, . . . , a) ≤ f(a1, . . . , an) ≤ f(b, . . . , b) =
b. Finally, it follows from Lemma 5.24(3) and Theorem 5.26(2) of [22] that ≤ is
connected. Therefore we have case (3) of Proposition 7
Suppose that typ(0A, 1A) = 3. If Sg(a, b) 6= A for any a, b ∈ A then H(A) is
connected by subalgebras generated by 2-element sets. So, suppose A = Sg(a, b)
for some a, b ∈ A. Note that as A is simple, the transitive closure of every its
tolerance different from the equality relation is the total relation. If a tolerance
satisfies this condition then we say that it is connected. Thus, we can assume that
A is tolerance-free, since otherwiseH(A) is connected by the classes of a nontrivial
tolerance that are subalgebras of A by Lemma 1. We then obtain case (3) or (4) of
Proposition 7.
We consider two cases.
CASE 1. There is no automorphism ϕ of A such that ϕ(a) = b and ϕ(b) = a.
Consider the relation R generated by (a, b), (b, a). By the assumption made, R is
not the graph of a bijective mapping. By Lemma 6, tol1, tol2 are tolerances of A
different from the equality relation. Thus, they both are equal to the total relation.
Therefore, there is c ∈ A such that (a, c), (b, c) ∈ R. If both Sg(a, c),Sg(b, c)
are proper subalgebras of A, then a, b are connected in H(A). Otherwise, let, say,
Sg(a, c) = A. Since (b, a), (b, c) ∈ R and A is idempotent, (b, d) ∈ R for any
d ∈ A. In particular, (b, b) ∈ R. This means that there is a binary term operation f
such that f(a, b) = f(b, a) = b, that is, f is semilattice on {a, b}, as required. We
are in case (4) of Proposition 7.
CASE 2. There is an automorphism ϕ of A such that ϕ(a) = b and ϕ(b) = a.
Consider the ternary relation R generated by (a, a, b), (a, b, a), (b, a, a). As in the
previous case, if we show that (a, a, a) ∈ R, then the result follows, as we ex-
plain in details later. Let also S = {(c, ϕ(c)) | c ∈ A} denote the graph of an
automorphism ϕ with ϕ(a) = b and ϕ(b) = a.
CLAIM 1. pr12R = A× A.
LetQ = pr12R andQ
′ = {(c, ϕ(d)) | (c, d) ∈ Q}. SinceQ′(x, y) = ∃z(Q(x, z)∧
S(z, y)), this relation is compatible. Clearly,Q = A×A if and only ifQ′ = A×A.
Notice that (a, a), (b, b), (a, b) ∈ Q′. Since typ(A) = 3 and A is tolerance free,
every pair c, d ∈ A is a trace. Therefore, there is a polynomial operation g(x)
with g(a) = c, g(b) = d and, hence, there is a term operation f(x, y, z) such that
f(a, b, x) = g(x). For this operation we have
f
((
a
a
)
,
(
b
b
)
,
(
a
b
))
=
(
c
d
)
∈ Q′.
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Since such an operation can be found for any pair c, d ∈ A, this proves the claim.
Next we show that tol3 cannot be the equality relation. Suppose for contra-
diction that it is. Then the relation θ = {((c1, d1), (c2, d2)) | there is e ∈ A such
that (c1, d1, e), (c2, d2, e) ∈ R} is a congruence of Q = A2. It cannot be a skew
congruence, hence, it is the kernel of the projection of A2 onto one of its factors.
Without loss of generality let θ = {((c1, d1), (c2, d2)) | c1 = c2}. This means
that, for any e ∈ A and any (c1, d1, e), (c2, d2, e) ∈ R, we have c1 = c2. How-
ever, (a, b, a), (b, a, a) ∈ R, a contradiction. The same argument applies when
θ = {((c1, d1), (c2, d2)) | d1 = d2}.
Thus, tol3 is the total relation, and there is (c, d) ∈ Q such that (c, d, a), (c, d, b) ∈
R which implies {(c, d)} × A ⊆ R.
CLAIM 2. For any (c′, d′) ∈ pr12R, it holds (c′, d′, a) ∈ R.
Take a term operation g(x, y, z) such that g(a, b, c) = c′ and g(a, b, ϕ−1(d)) =
ϕ−1(d′). Such an operation exists whenever c 6= ϕ−1(d), because every pair of
elements of A is a trace. Then
g
ab
a
 ,
ba
a
 ,
cd
a
 =
g(a, b, c)g(b, a, d)
a

=
 c′ϕ(g(ϕ−1(b), ϕ−1(a), ϕ−1(d)))
a

=
 c′ϕ(g(a, b, ϕ−1(d)))
a
 =
 c′ϕ(ϕ−1(d′))
a
 =
c′d′
a
 ∈ R.
What is left is to show that there are c, d such that (c, d, a) ∈ R and c 6= ϕ−1(d).
Suppose c = ϕ−1(d). If Sg(a, c),Sg(c, b) 6= A, then a, b are connected in H(A).
Let Sg(a, c) = A, and h such that h(a, c) = b. Since R is symmetric with respect
to any permutation of coordinates, {c}×A×{d} ⊆ R. In particular, (c, c, d) ∈ R.
Then
h
aa
b
 ,
cc
d
 =
bb
a
 ,
as c = ϕ−1(d) and a = ϕ−1(b). The tuple (b, b, a) is as required.
Thus, (a, a, a) ∈ R which means that there is a term operation f(x, y, z) such
that f(a, a, b) = f(a, b, a) = f(b, a, a) = a. Since ϕ is an automorphism, we
also get f(b, b, a) = f(b, a, b) = f(a, b, b) = b, i.e. f is a majority operation on
{a, b}.
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Proof of Theorem 5. Suppose for contradiction that G(A) is disconnected. Let B
be a minimal subalgebra of A such that G(B) is disconnected. Let θ be a max-
imal congruence of B. Clearly, if G(B/θ) is connected then G(B) is connected,
because θ-blocks are subalgebras of B. Take c, d ∈ B; let c′ = c/θ, d′ = d/θ. If
Sg(c, d) 6= B then c, d are connected in Sg(c, d) by the assumption made. Other-
wise Sg(c′, d′) = B/θ and we are in the conditions of Proposition 7. If B/θ is a
set, cd is an edge of the unary type. If B/θ is term equivalent to the full idempotent
reduct of a module, then cd is an edge of the affine type. If c′, d′ are connected in
H(B/θ) as in items (3),(4) of Proposition 7, then c, d are connected in G(B) by the
assumption of the minimality of B. In the remaining cases cd is a semilattice or
majority edge.
Finally, if G(A) has an edge ab of the unary type and θ is a congruence of
Sg(a, b) certifying that, then {a/θ, b/θ} is a factor of A term equivalent to a set,
and so HS(A) admits type 1. Similarly, if G(A) has an affine edge then HS(A)
admits type 2. Conversely, suppose HS(A) admits type 1. Then some algebra B
from HS(A) has a prime interval α ≺ β in Con(B) of type 1. Taking the factor of B
modulo α and restricting B on a nontrivial β-block, B can be assumed simple and
0B ≺ 1B has the unary type. Therefore, by Proposition 7(1) B is a 2-element set.
Let a′, b′ be the elements of B. Then as B ∈ HS(A) there are elements a, b ∈ A
such that a ∈ a′, b ∈ b′. As is easily seen, ab is an edge of the unary type. Similarly,
if some factor of A has a prime congruence interval of type 2, we can find an edge
of the affine type in G(A).
We complete this section observing several simple properties of edges in con-
nection with subalgebras and factor algebras.
Lemma 8. Let A be an idempotent algebra and α a congruence of A. Then
(1) If a/αb/α, a, b ∈ A, is an edge in G(A/α) then ab is also an edge in G(A) of
the same type.
(2) IfH(A/α) is connected then so isH(A).
Proof. (1) Let θ be a congruence of B = SgA/α(a/α, b/α) witnessing the type of
the edge a/αb/α. Consider the congruence η which is the restriction of θ/α to the
algebra SgA(a, b). Clearly, SgA(a, b)/η is isomorphic to B/θ, thus, witnessing tht
ab is an edge in G(A) of the same type as a/αb/α.
(2) This statement follows from the fact that any a, b ∈ A such that (a, b) ∈ α
are connected by the subalgebra a/α.
The following example shows that the converse of Lemma 8(1) does not always
hold.
10
Example 9. Let A be an algebra containing a pair that is not an edge. For ex-
ample, we may consider the algebra from Example 4, that is, the universe of A is
A = {a, b, c} and the only basic operations are the binary operations f, g acting
as described in Example 4. For a non-edge consider the pair ab. Let B = (B,m),
where B = {0, 1} and m is the majority operation on {0, 1}. We define f, g on
B to be the first projections and m on A to be the first projection as well. Let
A′ = (A, f, g,m), B′ = (B, f, g,m), and consider C = A′ × B′. Let also pi1, pi2
be the projection congruences of C. It is easy to see that (a, 0)(b, 1) is an edge of
the majority type as witnessed by the congruence pi2. Indeed, (a, 0), (b, 1) gener-
ate C and C/pi2 is isomorphic to B′, which is an edge of the majority type. On the
other hand, C/pi1 is isomorphic to A′, where (a, 0)/pi1, (b, 1)/pi1 correspond to a, b,
respectively. Thus, (a, 0)/pi1(b, 1)/pi1 is not an edge.
The next statement follows straightforwardly from definitions.
Lemma 10. Let A be an idempotent algebra and B its subalgebra. Then for any
a, b ∈ B
(1) the pair ab is an edge in G(B) if and only if it is an edge in G(A), and it has the
same type in both algebras.
(2) if elements a, b are connected inH(B) then they are connected inH(A).
Lemma 11. Let A be an idempotent algebra and ab an edge of G(A). Let θ be
a congruence of Sg(a, b) witnessing that ab is an edge. Then for any c ∈ a/θ,
d ∈ b/θ, the pair cd is also an edge of G(A) of the same type.
Proof. Consider the algebra B = Sg(a, b)/θ. The fact that ab is an edge and its
type only depends on the term operations of B. Since c ∈ a/θ, d ∈ b/θ, the result
follows.
3.4 Adding thick edges
Generally, an edge, or even a thick edge is not a subalgebra. However, it is always
possible to find a reduct for which every (thick) edge is a subalgebra. For instance,
one can throw away all the term operations of an algebra. Every subset of such
a reduct is a subalgebra. More difficult is to find a reduct that keeps the types of
edges in G(A). In this section we show that every idempotent algebra A omitting
type 1 has a reduct A′ such that every its (thick) edge of the semilattice or majority
type is a subalgebra of A′, and if A omits certain types then so does A′. More
precisely, we prove the following
Theorem 12. Let A be an idempotent algebra. There exists a reduct A′ of A such
that
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(1) if G(A) does not contain edges of the unary type, then G(A′) does not contain
edges of the unary type;
(2) if G(A) contains no edges of the unary and affine types, then G(A′) contains no
edges of the unary and affine types.
Remark 13. If we do not insist on a specific reduct in item (1) of Theorem 12, it
allows for a simpler proof than we give here. It was suggested by Brady and works
for Taylor-minimal algebras introduced in [6]. A Taylor-minimal algebra is a finite
Taylor algebra, that is, it has a term operation satisfying some Taylor identities,
and whose clone of term operations is minimal among clones containing a Taylor
operation. First, it can be shown that ifA is an idempotent algebra such that HS(A)
omits type one, there is a reduct of A that is a Taylor-minimal algebra. It suffices
therefore to show that every thick edge of a Taylor-minimal algebra is a subalgebra.
Suppose that A is a Taylor-minimal algebra, then it has a cyclic term f , which can
be assumed to be the only basic operation of A. Let also ab be a semilattice or
majority edge of G(A) and congruence θ witnesses that. Then the semilattice or
majority operation on {a/θ, b/θ} is a cyclic term on this set, denote it t. The idea
now is to compose f and t in such a way that the resulting term is still cyclic on A,
but preserves {a/θ, b/θ}. Since A is Taylor-minimal, this implies that {a/θ, b/θ} is
a subalgebra of A.
It is not clear, however, how to extend the argument above to item (2). Also,
item (1) can be proved for a wider class of algebras than Taylor-minimal ones. So,
here we give a longer, but more general proof.
Remark 14. If an idempotent algebra satisfies the property that every its (thick)
semilattice or majority edge is a subalgebra, we call it smooth.
The main auxiliary statement to prove Theorem 12 is Proposition 15. We say
that an algebraA isX-connected, whereX ⊆ {unary, semilattice, majority, affine},
if for any subalgebra B of A and any a, b ∈ B there is a path in G(B) connecting a
and b and that only contains edges of types from X . In the following proposition
we also add a statement about {semilattice}-connected algebras, which may be of
interest by itself, although is not used in subsequent proofs.
Proposition 15. Let A be an idempotent algebra, let ab be an edge of G(A) of
semilattice or majority type and θ a congruence witnessing that, and let Rab =
(a/θ ∪ b/θ). Let also Fab denote the set of all term operations of A preserving Rab
and A′ = (A,Fab). Then
(1) if A is {semilattice, majority, affine}-connected then so is A′;
(2) if A is {semilattice,majority}-connected, the so is A′.
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(3) if ab is semilattice and A is {semilattice}-connected, then so is A′;
First, we show how Theorem 12 is obtained from Proposition 15.
Proof of Theorem 12. Let X be one of the sets used in Theorem 12. We prove that
if ab an edge of G(A) of the unary or affine type, then any path in G(Sg(a, b)) from
a to b contains an edge of the unary or affine type, respectively. By Proposition 15
this implies the theorem.
Let B = Sg(a, b), let θ be a congruence of B witnessing that ab is an edge.
Suppose also that a = c1, c2, . . . , ck = b is a path in G(B) connecting a and b.
Then for some i ∈ [k − 1] it holds ci/θ 6= ci+1/θ. We show that cici+1 is an edge
of G(A) of the same type as ab.
Let C = Sg(ci, ci+1), η = θC. Clearly C′ = C/η is isomorphic to a subalgebra
of B′ = B/θ. As B′ is a set or a module depending on whether ab has the unary or
affine type, so is C′. Therefore η witnesses that cici+1 is an edge of the unary or
affine type depending on whether ab has the unary or affine type.
Lemma 16. (1) Let ab be a semilattice edge of A, let θ be a congruence of A
witnessing that, and f a binary term operation which is semilattice on {a/θ, b/θ}.
Then f can be chosen to satisfy (on A) any one of the two equations:
f(x, f(x, y)) = f(x, y), f(f(x, y), f(y, x)) = f(x, y).
(2) Let ab be a majority edge of A, let θ be a congruence of A witnessing that,
and m a ternary term operation which is majority on {a/θ, b/θ}. Then m can be
chosen to satisfy (on A) any one of the two equations:
m(x,m(x, y, y),m(x, y, y)) = m(x, y, y),
m(m(x, y, z),m(y, z, x),m(z, x, y)) = m(x, y, z).
Proof. (1) To show that f can be chosen to satisfy the equation f(x, f(x, y)) =
f(x, y), for every x, y ∈ A, we consider the unary operation gx(y) = f(x, y).
There is a natural number nx such that gnxx is an idempotent transformation of A.
Let n be the least common multiple of the nx, x ∈ A and
h(x, y) = f(x, f(x, . . . f(x︸ ︷︷ ︸
n times
, y) . . .)).
Since gnx(y) is an idempotent for any x ∈ A, we have h(x, h(x, y)) = gnx(gnx(y)) =
gnx(y) = h(x, y). Finally, as is easily seen h equals f on {a/θ, b/θ}.
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To show that f can be chosen to satisfy the second equation, consider the unary
operation g on A2 given by (x, y) 7→ (f(x, y), f(y, x)). There is n such that gn is
idempotent. Then
h(x, y) = f(. . . f(f(f(︸ ︷︷ ︸
n times
x, y), f(y, x)), f(f(y, x), f(x, y)) . . . )
satisfies the required equation and equals f on {a/θ, b/θ}.
(2) To show thatm can be chosen to satisfy the equationm(x,m(x, y, y),m(x, y, y)) =
m(x, y, y), for every x ∈ A, we consider the unary operation gx(y) = m(x, y, y).
There is a natural number nx such that gnxx is an idempotent transformation of A.
Let n be the least common multiple of the nx, x ∈ A, and
h(x, y, z) = m(x,m(x, . . .m(x︸ ︷︷ ︸
n times
, y, z),m(x, y, z) . . .))
Since gnx(y) is idempotent for any x ∈ A, we have h(x, h(x, y, y), h(x, y, y)) =
gnx(g
n
x(y)) = g
n
x(y) = h(x, y, y). Finally, as is easily seen h is a majority operation
on {a/θ, b/θ}.
For the second equation consider the unary operation g onA3 given by (x, y, z) 7→
(m(x, y, z),m(y, z, x),m(z, x, y)). There is n such that gn is idempotent. Then
h(x, y, z) = m(. . .m(m(m(︸ ︷︷ ︸
n times
x, y, z),m(y, z, x),m(z, x, y))) . . . ).
satisfies the required equation and equals m on {a/θ, b/θ}.
Recall that the subalgebra of A generated by a set B ⊆ A is denoted by
SgA(B), while the subalgebra of A′ generated by the same set is denoted by
SgA′(B). In general, SgA′(B) ⊆ SgA(B). In what follows, let f [respectively,
m] be a term operation of A that witnesses that ab is a semilattice [respectively,
majority] edge, that is, such that f/θ [respectively, m/θ] is a semilattice [respec-
tively, majority] operation on B′ = {a/θ, b/θ}. We start with two lemmas.
Lemma 17. Let c, d ∈ A be such that there exists a congruence η ofC = SgA′(c, d)
such that C′ = SgA′(c, d)/η is a set or a module. Then operation f or m can be
chosen to be the first projection on C′.
Proof. The claim of the lemma is obvious if C′ is a set. Otherwise, as C′ is a
module over a ring K, the operations f or m (note, they belong to Fab) on C′ have
the form
f(x, y) = αx+ (1− α)y, m(x, y, z) = αx+ βy + (1− α− β)z.
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Let n be such that αn is an idempotent of K. Then set
f ′(x, y) = f(f(. . . f︸ ︷︷ ︸
n times
(x, y) . . . , y), y).
Since f and f ′ are idempotent, f ′(x, y) = αnx+ (1− αn)y on C′ and f ′(x, y) =
f(x, y) on B′. If αn ∈ {0, 1}, then f ′ is a projection on C′ and we are done. If αn
is a nontrivial idempotent, set
f ′′(x, y) = f ′(f ′(x, y), x).
Again, f ′′(x, y) = f(x, y) on B′. On the other hand, on C′ we have
f ′′(x, y) = ((αn)2 + (1− αn))x+ αn(1− αn)y = x.
For the operation m we first observe that it suffices to find a term operation
p(x, y) such that p(x, y) = x on B′ and p(x, y) = y on C′. Indeed, if such a p
exists, we set m′(x, y, z) = p(m(x, y, z), y) which is equal to m(x, y, z) on B′
and m′(x, y, z) = y on C′. Since C′ is a module, there is h ∈ Fab that is x− y+ z
on C′. As ab is a majority but not a semilattice edge, it follows from [28] that h
on B′ can be one of the following operations: a projection, a majority operation, a
2/3-minority operation (that is, an operation satisfying the equalities h(x, y, y) =
y, h(y, x, y) = h(y, y, x) = x or similar), or a minority operation. If h is a
projection on B′, say, h(x, y, z) = x, or majority, then set p(x, y) = h(x, x, y). If
h is 2/3 minority satisfying h(x, y, y) = y or h(y, y, x) = y, then set p(x, y) =
h(y, x, x) in the former case, and p(x, y) = h(x, x, y) in the latter case. If h is 2/3-
minority satisfying h(x, y, x) = x, then set p(x, y) = h(x, h(x, y, x), x); again it
is easy to check that p satisfies the required conditions. Finally, if h on B′ is the
minority operation, we set h1(x, y) = h(m(x, y, y), y,m(y, y, x)) and h2(x, y) =
m(x, y, x). As is easily seen, h1(x, y) = y, h2(x, y) = x on B′ and h1(x, y) =
h2(x, y) = (1− β)x+ βy on C′. Then set p(x, y) = h(h1(x, y), h2(x, y), y). We
have p(x, y) = h(y, x, y) = x on B′ and p(x, y) = y on C′, as required.
Noticing that if SgA(c, d)/η is a set or a module, so is SgA′(c, d)/η we obtain
the following
Corollary 18. If cd is a unary or affine edge witnessed by congruence η of SgA(c, d),
then f or m can be chosen to be the first projection on SgA(c, d)/η.
Lemma 19. Let c, d ∈ A be such that cd is an edge (of any type including the
unary type) in A′. Let also η be a maximal congruence of SgA′(c, d) witnessing
that, and assume that SgA(c
′, d′) = SgA(c, d), for any c′, d′ ∈ SgA′(c, d) with
c′ ∈ c/η, d′ ∈ d/η.
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(a) if cd is of the unary or affine type then either
(i) there is e ∈ SgA′(c, d) such that ce, de are semilattice edges in A′, or
(ii) H(SgA′(c, d)) is connected, or
(iii) SgA′(c, d) = SgA(c, d) as sets;
(b) if cd is of the semilattice or majority type then either one of the conditions
(i)–(iii) above holds, or
(iv) ab is a majority edge and cd is a semilattice or majority edge in SgA′(c, d).
Proof. Let C = SgA′(c, d) and C′ = SgA′(c, d)/η. We are proving items (a) and
(b) simultaneously.
CASE 1. ab is a semilattice edge.
We consider the congruence χ ofC generated by the setD = {(f(c′, d′), f(d′, c′)) |
c′, d′ ∈ C}. Note that if χ is not the total congruence then f is commutative on
C/χ.
CASE 1.1. χ is not the total congruence.
Recall that f is a term operation of A semilattice on {a/θ, b/θ}, where θ is a con-
gruence of SgA(a, b)witnessing that ab is a semilattice edge. Then by Lemma 16(1),
f can be assumed to be a semilattice operation on {c/χ, f(c/χ, d/χ)} and
{f(c/χ, d/χ), d/χ}, implying either condition (a)(i) or condition (b)(i) of Lemma 19.
CASE 1.2. χ is the total congruence
The congruence χ is the transitive closure of the setD′ = {(p(c′), p(d′)) | (c′, d′) ∈
D, and p is a unary polynomial of C}. For every such unary polynomial there is a
term operation g of C such that p(x) = g(c, d, x). If, for every pair (g(c, d, c′),
g(c, d, d′)), where (c′, d′) ∈ D, and g is a term operation of C, the subalgebra
SgA(g(c, d, c
′), g(c, d, d′)) of A is a proper subalgebra of SgA(c, d), then H(C) is
connected implying condition (a)(ii) or (b)(ii). Firstly, since χ is the total congru-
ence, any two elements from C are connected by a sequence of subalgebras of C
generated by pairs from D′. Secondly, all these subalgebras are proper. Indeed, if
SgA′(g(c, d, c
′), g(c, d, d′)) = C for some c′, d′, then c, d ∈ SgA′(g(c, d, c′), g(c, d, d′)) ⊆
SgA(g(c, d, c
′), g(c, d, d′)). Therefore, SgA(g(c, d, c′), g(c, d, d′)) = SgA(c, d), a
contradiction.
Suppose now that, for a certain (c′, d′) ∈ D and a ternary term operation g of
C, we have SgA(g(c, d, c′), g(c, d, d′)) = SgA(c, d). Then for any e ∈ SgA(c, d),
there is a term operation h of A such that h(g(c, d, c′), g(c, d, d′)) = e. Consider
h′(x, y, z, t) = h(g(x, y, f(z, t)), g(x, y, f(t, z))). We have h′B′(x, y, z, t) =
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g(x, y, f(z, t)), where B′ = {a/θ, b/θ}. Hence, h′ ∈ Fab. On the other hand,
h′(c, d, c′′, d′′) = e, where c′′, d′′ are such that f(c′′, d′′) = c′, f(d′′, c′′) = d′.
Thus, SgA′(c, d) = SgA(c, d), and we obtain item (a)(iii) or (b)(iii).
CASE 2. ab is a majority edge.
Let χ′ be the congruence of C generated by
D = {(m(c′, d′, d′),m(d′, c′, d′)), (m(c′, d′, d′),m(d′, d′, c′)), (m(d′, d′, c′),
m(d′, c′, d′)) | c′, d′ ∈ C}.
Similar to Case 1 if χ′ is not the total congruence, then m(x, y, y) = m(y, x, y) =
m(y, y, x) in C/χ′. We consider two subcases.
CASE 2.1. χ′ is not the total congruence.
Let χ be a maximal congruence of C containing χ′. We consider the algebra
D = C/χ. As D is simple, by Theorem 2 and Proposition 3, D is either a set,
or term equivalent to a module, or has an absorbing element, or D2 has no skew
congruence. The algebra D cannot be a set, because m is not a projection on D.
If it has an absorbing element e then χ and, say, m(x, y, y) witness that ce and
de are edges of the semilattice type and we have (a)(i) or (b)(i). In the last case,
by Proposition 7 either H(D) (and therefore H(C)) is connected or there is a term
operation g of D which is either semilattice or majority on {c/χ, d/χ}, obtaining
either case (a)(ii) or (b)(ii,iv).
Finally, suppose that D is term equivalent to a module. If η 6≤ χ, then, since
η ∨ χ is the total congruence, H(C) is connected by the η- and χ-blocks im-
plying items (a)(ii) or (b)(ii). So, suppose η = χ (recall that η is a maximal
congruence). By Lemma 17 there is a term operation m such that it is major-
ity on B′ = {a/θ, b/θ} and m is the first projection on D. As is easily seen,
h(x, y) = m(x, y, y) is the second projection on B′ and the first projection on
D. We show that SgA′(c, d) = SgA(c, d), thus obtaining item (a)(iii) or (b)(iii).
By the assumptions of the lemma SgA(h(c, d), d) = SgA(c, d), and so it suf-
fices to prove that SgA′(c, d) = SgA(h(c, d), d). Let e ∈ SgA(h(c, d), d), that
is, there is a term operation g(x, y) of A such that e = g(h(c, d), d). The operation
g′(x, y) = g(h(x, y), y) = y on B′ and so g′ ∈ Fab. On the other hand,
e = g′(c, d) = g(h(c, d), d) ∈ SgA′(c, d).
CASE 2.2. χ′ is the total congruence of C.
Similar to Case 1.2 the congruence generated by D is the transitive closure of the
set D′ = {(g(c, d, c′), g(c, d, d′)) | (c′, d′) ∈ D, and g is a term operation of C}.
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As is shown in Case 1.2, if for every pair (g(c, d, c′), g(c, d, d′)) ∈ D′ the sub-
algebra SgA(g(c, d, c
′), g(c, d, d′)) of A′ is a proper subalgebra of SgA(c, d), then
H(C) is connected, and condition (a)(ii) or (b)(ii) holds.
Suppose that, for a certain (c′, d′) ∈ D and a ternary term operation g of C,
we have SgA(g(c, d, c
′), g(c, d, d′)) = SgA(c, d). Then, for any e ∈ SgA(c, d),
there is a term operation h of A such that h(g(c, d, c′), g(c, d, d′)) = e (here we
slightly deviate from the argument in Case 1.2). Without loss of generality we
may assume that c′ = m(c′′, d′′, d′′), d′ = m(d′′, c′′, d′′) for certain c′′, d′′ ∈
C. Consider h′(x, y, z, t) = h(g(x, y,m(z, t, t)), g(x, y,m(t, z, t))). We have
h′B′(x, y, z, t) = g(x, y,m(z, t, t)) = g(x, y, t), hence, h
′ ∈ Fab. On the other
hand, h′(c, d, c′′, d′′) = e. Thus, SgA′(c, d) = SgA(c, d).
Lemma 20. Let c, d ∈ A and C = SgA′(c, d). Suppose that cd is an edge in A,
η is a congruence of SgA(c, d) witnessing that, and for any c
′ ∈ c/η, d′ ∈ d/η, it
holds SgA(c
′, d′) = SgA(c, d). Then either c, d are connected inH(C), or
(1) if ab is a semilattice edge in A, then cd is an edge of A′ of the same type as
it is in A;
(2) if ab is a majority edge in A and cd is a semilattice edge in A, then cd is a
semilattice or majority edge in A′.
(3) if ab is majority and cd is a majority, affine or unary edge, then cd is an edge
of A′ of the same type as it is in A.
Proof. We consider items (1)–(3) one by one proving that either the conclusion of
the item is true, or thatH(C) is connected.
(1) Let f be a term operation of A, semilattice on B′ = {a/θ, b/θ}. Let η be a
maximal congruence of SgA(c, d) witnessing that cd is an edge and η
′ a maximal
congruence of SgA′(c, d) containing ηSgA′ (c,d); set C
′ = SgA′(c, d)/η′.
By Proposition 7 there are four options for C′: either C′ is a set or a module,
or c, d are connected in H(C′), or there is an operation h of C′ which is either
semilattice or majority on {c/η′, d/η′}. By Lemma 10(2) if c, d are connected
in H(C′), then they are also connected in H(C) and there is nothing to prove.
Otherwise cd is an edge in C′, and hence, by Lemmas 8(1) and 10(1) it is also
an edge in A′. Suppose that C′ is either a set or a module. By Lemma 17 f can
be chosen to be the first projection on C′. Also, by Lemma 19(a) either H(C′)
is connected, or SgA′(c, d) = SgA(c, d). Let g be the semilattice, majority, or
affine operation witnessing that cd is an edge of A. Then the operation g′(x, y) =
g(f(x, y), f(y, x)) in the first case and the operation
g′(x, y, z) = g(f(x, f(y, z)), f(y, f(z, x)), f(z, f(x, y)))
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in the two latter cases belong toFab and is a semilattice, majority or affine operation
on {c/η′, d/η′}, respectively. This shows that cd cannot be a semilattice or majority
edge of A in this case, and if it is an affine edge of A, then it is also an affine edge
of A′.
Next, suppose that C′ has a term operation that is semilattice or majority on
{c/η′, d/η′}. If cd is a majority edge of A, we are done. We show that oth-
erwise there is an operation g of C′ semilattice on {c/η′, d/η′}, or c, d are con-
nected in H(C), which completes the proof in this case. By Proposition 7 this
is not the case only if there exists an automorphism ϕ of C′ with ϕ(c) = d,
ϕ(d) = c. Let B′ = (B′;Fab), and consider the subalgebra R of B′2 × C′2 gener-
ated by {(a′, b′, c′, d′), (b′, a′, d′, c′)}, where a′ = a/θ, b′ = b/θ, c′ = c/η′, d′ =
d/η′. Assuming f(a′, b′) = b′, it contains the tuple (b′, b′, e, e′), where e =
f(c, d), e′ = f(d, c). If both SgA′(c′, e),SgA′(e, d′) are proper subalgebras of
C′, c, d are connected in H(C′). Otherwise, suppose SgA′(c′, e) = C′, then
d′ = r(c′, e) for some r ∈ Fab. Applying r to (a′, b′, c′, d′) and (b′, b′, e, e′),
we obtain (a′, b′, d′, e′′) ∈ R or (b′, b′, d′, e′′) ∈ R for some e′′ ∈ C′. Note that
since pr34R is the graph of ϕ, it holds e
′′ = c′. In the former case applying f to
(a′, b′, d′, c′) and (b′, a′, d′, c′) we obtain (b′, b′, d′, c′) ∈ R. This means there ex-
ists h ∈ Fab such that hB′(x, y) = f(x, y) and hC′(x, y) = y. Then we complete
the proof by substituting h(x, g(x, y)). The case SgA′(d
′, e) = C′ is similar.
(2),(3) Let m be a term operation of A, majority on B′. As before, let η be a
maximal congruence of SgA(c, d) witnessing that cd is an edge and η
′ a maximal
congruence of SgA′(c, d) containing ηSgA′ (c,d); set C
′ = SgA′(c, d)/η′.
We consider the same four options for C′ as in case (1). IfH(C′) is connected,
there nothing to prove. Suppose that C′ is either a set or a module. By Lemma 17
m can be chosen to be the first projection on C′. Then let g be a term opera-
tion that witnesses that cd is a semilattice, majority, or affine edge of A. Then
g(m(x, y, z),m(y, z, x)) in the first case and g(m(x, y, z),m(y, z, x),m(z, x, y))
in the latter two cases belongs to Fab and is a semilattice, majority, or affine op-
eration on C′. In the remaining case cd is a semilattice or majority edge of A′ by
Proposition 7.
Proof of Proposition 15. We prove items (1)–(3) simultaneously. We need to show
that any c, d ∈ A are connected by a path containing only edges of the correct
types. We proceed by induction on order ideals of Sub(A′). For the base case of
induction we use c = d, that is, |SgA′(c, d)| = 1.
It suffices to consider subalgebras of A′ generated by two elements, say, c, d ∈
A. Moreover, by Theorem 5 we can assume that cd is an edge of A′; let congru-
ence η of C = SgA′(c, d) witnesses that. Assume that all the proper subalgebras
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of C satisfy the X-connectedness properties given in the proposition. We may also
assume that for any c′ ∈ c/η, d′ ∈ d/η, it holds SgA(c′, d′) = SgA(c, d). Indeed,
if SgA(c
′, d′) 6= SgA(c, d), then choose c′, d′ so that SgA(c′, d′) is minimal possi-
ble. If SgA′(c
′, d′) 6= SgA′(c, d), then by Lemma 11 c′d′ is an edge in A′ of the
same type as cd, and by the induction hypothesis satisfies the required conditions.
Hence c and d are connected by SgA′(c
′, d′) and the congruence blocks c/η, d/η.
Otherwise as is easily seen, c′d′ is an edge of A′ of the same type as cd. Therefore,
we can replace c, d with c′, d′.
Let θ, and f or m be the congruence of SgA(a, b), and a semilattice or ma-
jority operation witnessing the type of ab. We now consider the options given in
Lemma 19. In cases (a)(i)–(ii) and (b)(i)–(ii) H(C) is connected and we use the
inductive hypothesis. In case (b)(iv) there is nothing to prove, because cd is an
edge of one of the required types. Therefore, assume SgA′(c, d) = SgA(c, d).
The elements c and d are connected by a path c = e1, e2, . . . , ek = d in
G(SgA′(c, d)), where eiei+1 is an edge of A. Therefore we may further assume
that cd is an edge in A. Then by Lemma 20 if ab is semilattice then cd is also
an edge in A′ of the same type, and therefore all the connectedness conditions are
preserved. If ab is of majority type then cd is still an edge in A′, and can only
change its type from semilattice to majority, which does not violate the required
connectedness conditions.
3.5 Unified operations
To conclude this section we prove that the term operations certifying the types of
edges of smooth algebras can be significantly unified (cf. Proposition 2 from [7]).
Theorem 21. Let A be a smooth idempotent algebra. There are term operations
f, g, h of A such that
(i) f {a/θ,b/θ} is a semilattice operation if ab is a semilattice edge and θ a con-
gruence witnessing that; it is the first projection if ab is a majority or affine
edge;
(ii) g{a/θ,b/θ} is a majority operation if ab is a majority edge and θ a congru-
ence witnessing that; it is the first projection if ab is a affine edge, and
g{a/θ,b/θ}(x, y, z) = f {a/θ,b/θ}(x, f {a/θ,b/θ}(y, z)) if ab is semilattice;
(iii) hSg(ab)/θ is an affine operation operation if ab is an affine edge and θ a con-
gruence witnessing that; it is the first projection if ab is a majority edge, and
h{a/θ,b/θ}(x, y, z) = f {a/θ,b/θ}(x, f {a/θ,b/θ}(y, z)) if ab is semilattice.
Operations f, g, h are projections on every edge of the unary type.
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Proof. First, we show that there is an operation f that is semilattice on each semi-
lattice edge. Let B1, . . . , Bn be a list of all thick semilattice edges of A. That is,
eachBi is a 2-element set. Let also f1, . . . , fn be a list of term operations of the al-
gebra such that fiBi is a semilattice operation. Notice that every binary idempotent
operation on a 2-element set is either a projection or a semilattice operation, and
every binary operation of a module can be represented in the form αx+ (1− α)y.
Since each fi is idempotent, for any i, j, fiBj is either a projection, or a semilat-
tice operation. We prove by induction, that the operation f i constructed via the
following rules is a semilattice operation on B1, . . . , Bi:
• f1 = f1;
• f i(x, y) = fi(f i−1(x, y), f i−1(y, x)).
The base case of induction, i = 1 holds by the choice of f1. As f i−1(x, y)Bj =
f i−1(y, x)Bj , for j ∈ [i− 1], we have
f i(x, y)Bj = f
i−1(x, y)Bj.
Suppose that f i−1 satisfies the required conditions. If f i−1Bi is a projection, say,
f i−1Bi(x, y) = x, then
f i(x, y)Bi = fi(f
i−1(x, y), f i−1(y, x))Bi = fi(x, y)Bi,
that is, a semilattice operation on Bi. Otherwise f i−1(x, y) = f i−1(y, x) on Bi,
and we have f i(x, y)Bi = f
i−1(y, x))Bi, which is a semilattice operation.
Thus, for each thick edge B = {a/θ, b/θ}, where θ is a congruence witnessing
that ab is an edge, fnB is a semilattice operation if B is semilattice and either a
semilattice operation or a projection if B is majority or unary, and fn on Sg(B) is
αx+ (1− α)y if B is affine. However, if B is not semilattice, then the subalgebra
with the universe B (or Sg(B)) has no semilattice operation, therefore, fnSg(B) is
a projection or αx+(1−α)y whenever B is majority or unary, or affine. Suppose
B is affine, Sg(B) is term equivalent to a module M over ring K, and fnSg(B) =
αx + (1 − α)y for some α ∈ K. Then by Lemma 17 one can transform fn
into a projection without changing its action on semilattice and majority edges.
Therefore fn can be assumed to be a projection on every non-semilattice edge.
Finally, it is easy to check that f(x, y) = fn(fn(x, y), x) satisfies the conditions
of the theorem, regardless on whether fnSg(B) is the first or second projection.
Now let C1, . . . , Ck, D1, . . . , D` be lists of all thick majority and all thick
affine edges respectively, and g1, . . . , gk, h1, . . . , h` lists of term operations of the
algebra A such that giCi is a majority operation, and hiD′i is the affine operation,
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where D′i = Sg(Di). Let F be the set of term operations of A. Notice first, that
since neither Ci = (Ci;F Ci) nor D
′
i = (D
′
i;FD′i
) has a term semilattice operation,
every their binary term operation is either a projection or an operation of the form
αx + (1 − α)y. Therefore, for any i, j, giCj(x, y, y), giCj(y, x, y), giCj(y, y, x),
hiCj(x, y, y), hiCj(y, x, y), hiCj(y, y, x) ∈ {x, y}, and giD′j(x, y, y), giD′j(y, x, y),
giD′j
(y, y, x),hiD′j(x, y, y), hiD′j(y, x, y), hiD′j(y, y, x) ∈ {x, y, αx + (1 − α)y}.
This means in particular that each of the operations giCj, hiCj is of one of the
following types: a projection, the minority operation, the majority operation, or a
2/3-minority operation.
First we show that for any 1 ≤ i ≤ ` there is hi such that hiD′j is an affine
operation for j ≤ i. As before, h1 = h1 gives the base case of induction. If hi−1
is constructed, then if hi−1D′i is an affine operation then set h
i = hi−1. Otherwise,
hi−1D′i = αx + βy + γz with α + β + γ = 1. Then set h
′(x, y) = hi−1(x, y, y)
and observe that h′(x, y)D′i = αx+ (1− α)y and h
′(x, y)D′j = x for j < i. Then
let
h′′1(x, y, z) = h
′(x, hi(z, y, x)).
Then
h′′1(x, y, z)D′i = αx+ (1− α)z − (1− α)y + (1− α)x
= x− (1− α)y + (1− α)z, and
h′′1(x, y, z)D′j = x, for j < i.
In a similar fashion we can obtain h′′3(x, y, z)with the property that h′′3(x, y, z)D′i =
x− (1− γ)y + (1− γ)z and h′′1(x, y, z)D′j = x. Furthermore, set
h′′2(x, y, z) = h
′′
1(h
i−1(x, y, z), z, x).
As is easily seen, for this operation we have
h′′2(x, y, z)D′i = αx+ βy + γz − (1− α)z + (1− α)x = x+ βy − βz, and
h′′2(x, y, z)D′j = x− y + z, for j < i.
Finally, we set
hi(x, y, z) = h′′1(h
′′
2(h
′′
3(x, y, z), y, z), y, z).
Again, we have
hi(x, y, z)D′j
= x− (1− γ)y + (1− γ)z + βy − βz − (1− α)y + (1− α)z
= x− y + z, and
hi(x, y, z)D′j
= x− y + z, for j < i.
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Next, we prove that every gi, i ∈ [k], can be chosen such that gi(x, y, z) = x
on D′j for all j ∈ [`]. To this end we follow the lines of the proof of Lemma 17.
As in that proof, it suffices to find a term operation p(x, y) such that p(x, y) = x
on Ci and p(x, y) = y on D′j for j ∈ [`]. As Ci is a majority but not a semi-
lattice edge, the operation h` from the previous paragraph on Ci can be one of
the following operations: a projection, a majority operation, a 2/3-minority op-
eration, or a minority operation. If h` is a projection on Ci, say, h`(x, y, z) =
x, or majority, then set p(x, y) = h`(x, x, y). If h` is 2/3 minority satisfying
h`(x, y, y) = y or h`(y, y, x) = y, then set p(x, y) = h`(y, x, x) in the former
case, and p(x, y) = h`(x, x, y) in the latter case. If h` is 2/3-minority satisfy-
ing h`(x, y, x) = x, then set p(x, y) = h`(x, h`(x, y, x), x); again it is easy to
check that p satisfies the required conditions. Finally, if h` on Ci is the minor-
ity operation, suppose gi(x, y, z) = αjx + βjy + γjz on D′j , j ∈ [`]. Then set
s1(x, y) = h
`(gi(x, y, y), y, gi(y, y, x)) and s2(x, y) = gi(x, y, x). As is easily
seen, s1(x, y) = y, s2(x, y) = x on Ci and s1(x, y) = s2(x, y) = (1 − βj)x +
βjy on D′j . Then set p(x, y) = h
`(s1(x, y), s2(x, y), y). We have p(x, y) =
h`(y, x, y) = x on Ci and p(x, y) = y on each D′j , j ∈ [`], as required.
Now, we prove by induction that for every 1 ≤ i ≤ k there is an operation
gi(x, y, z) which is majority on Cj for j ≤ i and is the first projection on D′r, r ∈
[`]. The operation g1 = g1 gives the base case of induction. Let us assume that gi−1
is already found. If gi−1Cj is the majority operation, set g
i = gi−1. Otherwise,
it is either a projection, or a 2/3-minority operation, or the minority operation. In
all these case its variables can be permuted such that gi−1Ci(x, y, y) = x. Then
the operation p(x, y) = gi−1(x, y, y) satisfies the conditions pCi(x, y) = x, and
pCj(x, y) = y for all j ∈ [i− 1]. Therefore, the operation
gi(x, y, z) = p(gi(x, y, z), g
i−1(x, y, z))
satisfies the required conditions. Note that gi is a projection (the same one) on
every D′r, r ∈ [`], but not necessarily the first projection. So, we may need to
permute the variables of gi to obtain the desired result.
Operation gk acts correctly on the majority and affine edges. To make gk acting
correctly on the semilattice edges we set
g(x, y, z) = gk(f(x, f(y, z)), f(y, f(z, x)), f(z, f(x, y))).
Finally, set
p(x, y) = g(x, y, y),
h(x, y, z) = p(h`(x, y, z), x),
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and
h(x, y, z) = h(f(x, f(y, z)), f(y, f(z, x)), f(z, f(x, y))).
Since all the operations are first projection on thick edges of the unary type, as is
easily seen h satisfies the conditions required.
Theorem 21 can be easily extended to finite classes of algebras.
Corollary 22. LetK be a finite class of finite smooth algebras. Then there are term
operations f, g, h of K such that conditions (i)–(iii) of Theorem 21 are true for any
edge ab of any B ∈ K.
Proof. LetK = {A1, . . . ,An} and A = A1×· · ·×An. Then by Theorem 21 there
are term operations f, g, h of A, that is, of K, satisfying the conditions (i)–(iii) of
Theorem 21. Now it remains to observe that for any i ∈ [n] and any edge ab of Ai,
any pair of the form a,b ∈ A, where a[j] = b[j] for j 6= i and a[i] = a, b[i] = b,
is an edge of A of the same type as ab.
4 Thin edges
Although edges and thick edges as they have been introduced so far reflect some
aspects of the structure of idempotent algebras, they are not very useful from the
technical perspective, the way we are going to use them. To improve the con-
struction of (thick) edges we introduce thin edges, that are always just a pair of
elements, without any congruences or quotient algebras involved. Later we show
that the graph of an algebra A based on these thin edges retains many of the useful
properties of G(A), most importantly, connectivity. In a certain sense the connec-
tivity of this new graph is even improved relative to G(A). This will come at a
price: thin edges are inevitably directed even when it does not seem natural or nec-
essary, and do not always correspond to some standard feature such as subalgebra.
Our first goal is to introduce thin edges, prove their existence, and show that op-
erations f, g, h from Theorem 21 can be assumed to have a number of additional
properties.
Fix a finite class K of similar smooth algebras. The definitions of majority and
affine thin edges depend on this class.
We start with an observation that operations f, g, h identified in Theorem 21
can be assumed to satisfy certain identities.
Lemma 23. Operations f, g, h identified in Theorem 21 can be chosen such that
(1) f(x, f(x, y)) = f(x, y) for all x, y ∈ A and all A ∈ K;
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(2) g(x, g(x, y, y), g(x, y, y)) = g(x, y, y) for all x, y ∈ A and all A ∈ K;
(3) h(h(x, y, y), y, y) = h(x, y, y) for all x, y ∈ A and all A ∈ K.
Proof. Items (1) and (2) follow from Lemma 16.
(3) Let hb(x) = h(x, b, b) for b ∈ A. The goal is to find h such that hb(hb(x)) =
hb(x) for all b and all x. Clearly, this can be done by substituting h(h(x, y, y), y, z)
|A|! times. It remains to show that every function hi(x, y, z) obtained inductively
from h0(x, y, z) = h(x, y, z) and hi+1(x, y, z) = hi(h(x, y, y), y, z) is a replace-
ment for h. That is, for any affine edge ab with θ being a congruence witnessing
this fact,
hi+1(a, b, b)
θ≡ hi+1(b, b, a) θ≡ a,
where θ ∈ Con(Sg(a, b)) witnesses that ab is an affine edge. By induction we have
hi+1(a, b, b) = hi(h(a, b, b), b, b)
θ≡ hi(a, b, b) θ≡ a,
hi+1(b, b, a) = hi(h(b, b, b), b, a) = hi(b, b, a)
θ≡ a.
4.1 Semilattice edges
In this section we focus on semilattice edges of the graph G(A). Note first that
if one fixes a term operation f such that f is a semilattice operation on every
thick semilattice edge of G(A), then it is possible to define an orientation of every
semilattice edge. A semilattice edge ab is oriented from a to b if f(a/θ, b/θ) =
f(b/θ, a/θ) = b/θ, where θ is a congruence witnessing that ab is a semilattice
edge. Clearly, this orientation strongly depends on the choice of the term operation
f .
We shall now improve the choice of operation f and restrict the kind of semi-
lattice edges we will use later. A semilattice edge ab such that the equality relation
witnesses that it is a semilattice edge will be called a thin semilattice edge. A binary
operation `(x, y) is said to satisfy the Semilattice Shift Condition (SLS condition
for short), if
for any a, b ∈ A, either a = `(a, b) or the pair (SLS)
(a, `(a, b)) is a thin semilattice edge.
Proposition 24. Let A be a smooth idempotent algebra. There is an SLS binary
term operation f of A such that f is a semilattice operation on every thick semi-
lattice edge of G(A).
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Proof. Let f be a binary term operation such that f is semilattice on every semi-
lattice edge and f(x, f(x, y)) = f(x, y). Let a, b ∈ A be such that f(a, b) 6= a,
and set b0 = f(a, b) and bi+1 = f(a, f(bi, a)) for i > 0.
CLAIM 1. For any i, f(a, bi) = bi.
Indeed, f(a, b0) = f(a, f(a, b)) = f(a, b) = b0, and for any i > 0
f(a, bi) = f(a, f(a, f(bi−1, a))) = f(a, f(bi−1, a)) = bi.
Let Bi = Sg(a, bi). Then B0 ⊇ B1 ⊇ . . ., and there is k with Bk+1 = Bk.
CLAIM 2. f(a, bk) = f(bk, a) = bk.
Since bk ∈ Bk+1 = Sg(a, bk+1), there is a term operation t such that bk =
t(a, bk+1). Let s(x, y) = t(x, f(x, f(y, x))). For this operation we have
s(a, bk) = t(a, f(a, f(bk, a))) = t(a, bk+1) = bk
s(bk, a) = t(bk, f(bk, f(a, bk))) = t(bk, f(bk, bk)) = bk.
This means that abk is a semilattice edge, and the congruence witnessing it
is the equality relation. Since A is smooth, every its thick semilattice edge is a
subalgebra, and by the choice of f , it is a semilattice operation on every such pair.
Let ` be the maximal among the numbers chosen as before Claim 2 for all pairs
a, b with f(a, b) 6= a. Let f0 = f , and fi+1(x, y) = f(x, f(fi(x, y), x)) for i ≥ 0.
Let also f ′ = f`.
CLAIM 3. For any a, b ∈ A, either f ′(a, b) = a, or the pair ac, where c =
f ′(a, b) is a thin semilattice edge.
If f(a, b) = a then it is straightforward that f ′(a, b) = a. Suppose f(a, b) 6= a.
We proceed by induction. Note that in the notation introduced before Claim 1
bi = fi(a, b). Indeed, we have b0 = f(a, b) = f0(a, b), and then
fi+1(a, b) = f(a, f(fi(a, b), a)) = f(a, f(bi, a)) = bi+1.
Since B` = B`+1, where the Bi are constructed as before, by Claim 2 f(a, c) =
f(c, a) = c. This gives the base case of induction. Suppose fi(a, c) = fi(c, a) = c.
Then
fi+1(a, c) = f(a, f(fi(a, c), a) = f(a, f(c, a)) = c
fi+1(c, a) = f(c, f(fi(c, a), c) = f(c, f(c, c)) = c.
Claim 3 is proved.
To complete the proof it suffices to check that f ′ is a semilattice operation on
every (thick) semilattice edge of G(A). However, this is straightforward from the
construction of f ′. Also, as f is the first projection on every thick edge of every
non-semilattice type, so is f ′.
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It will be convenient for us to denote binary operation f that satisfies the con-
ditions of Theorem 21, Lemma 23(1), and Proposition 24 by ·, that is, to write x · y
or just xy for f(x, y), whenever it does not cause a confusion. The fact that ab is
a thin semilattice edge we will also denote by a ≤ b. In other words, a ≤ b if and
only if a · b = b · a = b.
Next we show that those semilattice edges ab, for which the equality relation
does not witness that they are semilattice edges, can be thrown out of the graph
G(A) such that the graph remains connected. Therefore, we can assume that every
semilattice edge is thin.
Corollary 25. Let ab be a semilattice edge, θ a congruence of Sg(a, b) that wit-
nesses this, and c ∈ a/θ. Then there is d ∈ b/θ such that cd is a thin semilattice
edge.
Proof. By Proposition 24 cb = c or c ≤ cb. Since d = cb ∈ b/θ the former option
is impossible. Therefore cd is a thin semilattice edge.
4.2 Thin majority edges
Here we introduce thin majority edges in a way similar to thin semilattice edges,
although in a weaker sense.
Let A ∈ K be an algebra, a, b ∈ A, B = Sg(a, b), and θ a congruence of B.
Pair ab is said to be minimal with respect to θ if for any b′ ∈ b/θ, b ∈ Sg(a, b′). A
ternary term operation g′ is said to satisfy the majority condition (with respect to
K) if it satisfies the conditions of Lemma 23(2) and g′ is a majority operation on
every thick majority edge of every algebra from K. By Corollary 22 an operation
satisfying the majority condition exists.
Lemma 26. Let A be a smooth algebra and g′ a ternary term operation that satis-
fies the majority condition. Then for every binary term operation t, the operations
g′(t(x, g′(x, y, z)), y, z), g′(x, t(y, g′(x, y, z)), z), g′(x, y, t(z, g′(x, y, z))) satisfy
the majority condition.
Proof. Let ab be a majority edge of A and θ a congruence of B = Sg(a, b) that
witnesses that. Then B/θ is a 2-element algebra that has a majority operation but
does not have a semilattice term operation. This means that t is a projection on B.
If t(x, y) = x on B, then
g′(t(x, g′(x, y, z)), y, z) = g′(x, y, z)
on B, as required. If t(x, y) = y on B, then
g′′(x, y, z) = g′(t(x, g′(x, y, z)), y, z) = g′(g′(x, y, z), y, z).
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It is now straightforward to verify that g′′ is majority on B. A proof for the other
two operations is quite similar.
A pair ab is called a thin majority edge (with respect to K) if
(*) for any term operation g′ satisfying the majority condition the subalgebras
Sg(a, g′(a, b, b)),Sg(a, g′(b, a, b)),Sg(a, g′′(b, b, a)) contain b.
The operation g from Corollary 22 does not have to satisfy any specific conditions
on a thin majority edge, except what follows from its definition. Also, thin majority
edges are directed, since a, b in the definition occur asymmetrically.
If in addition to the condition above ab is also a majority edge, a congruence
θ witnesses that and ab is a minimal pair with respect to θ, we say that ab is a
special majority edge. We now show that thin majority edges have term operations
on them that are similar to majority operations.
Lemma 27. Let A1,A2,A3 ∈ K be similar smooth idempotent algebras. Let a1b1,
a2b2, and a3b3 be thin majority edges in A1,A2,A3. Then there is an operation
g′ satisfying the majority condition such that g′(a1, b1, b1) = b1, g′(b2, a2, b2) =
b2, g′(b3, b3, a3) = b3. In particular, for any thin majority edge ab there is an
operation g′ satisfying the majority condition such that g′(a, b, b) = g′(b, a, b) =
g′(b, b, a) = b.
Proof. Let g be an operation satisfying the conditions of Corollary 22; in particu-
lar, it satisfies the majority condition. Let R be the subalgebra of A1 × A2 × A3
generated by a1 = (a1, b2, b3),a2 = (b1, a2, b3),a3 = (b1, b2, a3). Let b11 =
g(a1, b1, b1). By the definition of thin majority edges there is a term operation
t such that b1 = t(a1, b11). Consider g
′(x, y, z) = g(t(x, g(x, y, z)), y, z), by
Lemma 26 g′ satisfies the majority condition and
g′(a1, b1, b1) = g(t(a1, g(a1, b1, b1)), b1, b1) = g(b1, b1, b1) = b1.
Also let g′(b2, a2, b2) = b22 and g′(b3, b3, a3) = b23, so that g′(a1,a2,a3) =
(b1, b
2
2, b
2
3).
Again, as g′ satisfies the majority condition, by the definition of thin majority
edges there is a term operation s such that b2 = s(a2, b22). Consider g
′′(x, y, z) =
g′(x, s(y, g′(x, y, z)), z), by Lemma 26 g′′ satisfies the majority condition and
g′′(b2, a2, b2) = g′(b2, s(a2, g′(b2, a2, b2)), b2) = g′(b2, b2, b2) = b2.
Also
g′′(a1, b1, b1) = g′(a1, s(b1, g′(a1, b1, b1)), b1) = g′(a1, s(b1, b1), b1) = b1.
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and let g′′(b3, b3, a3) = b33, so that g′′(a1,a2,a3) = (b1, b2, b33).
Now we use the same construction once more. As g′′ satisfies the majority
condition, there is a binary term operation q such that q(a3, b33) = b3. Consider
operation g′′′(x, y, z) = g′′(x, y, q(z, g′′(x, y, z))). As before, we obtain
g′′′(b3, b3, a3) = g′′(b3, b3, q(a3, g′′(b3, b3, a3))) = g′′(b3, b3, b3) = b3.
Also
g′′′(a1, b1, b1) = g′′(a1, b1, q(b1, g′′(a1, b1, b1))) = g′′(a1, b1, q(b1, b1)) = b1,
and
g′′′(b2, a2, b2) = g′′(b2, a2, q(b2, g′′(b2, a2, b2))) = g′′(b2, a2, q(b2, b2)) = b2.
Thus, g′′′(a1,a2,a3) = (b1, b2, b3). This means that g′′′ satisfies the conditions of
the lemma.
Next we show that every majority edge has a thin majority edge associated with
it.
Lemma 28. Let A ∈ K be a smooth idempotent algebra, ab a majority edge in A,
and θ a congruence of Sg(a, b) witnessing that. Then for any c ∈ a/θ and d ∈ b/θ
such that cd is a minimal pair with respect to the restriction θ′ of θ on Sg(c, d), the
pair cd is a special thin majority edge.
Proof. Since g′(c, d, d)
θ≡ g′(d, c, d) θ≡ g′(d, d, c) θ≡ d for any g′ satisfying
the majority condition and cd is a minimal pair with respect to θ′, we have d ∈
Sg(c, g′(c, d, d)),Sg(c, g′(d, c, d)),Sg(c, g′(d, d, c)).
Corollary 29. For any majority edge ab, where θ is a witnessing congruence, there
is d ∈ b/θ such that ad is a special thin majority edge.
A natural question is, of course, whether it is also possible to find a ‘sym-
metric’ thin majority edge in any thick majority edge. In other words, is it true
that for any majority edge ab (witnessed by congruence θ of Sg(a, b)) there are
c ∈ a/θ, d ∈ b/θ such that cd is a majority edge witnessed by the equality relation?
Unfortunately, the following example suggested by M.Kozik [26] shows that this
is not true in general.
Example 30. Let A = {0, 1, 2, 3}, and let θ be the equivalence relation on A
with blocks {0, 2} and {1, 3}. Define two ternary operations maj and min on
A as follows: maj is majority and min is the third projection on A/θ. On each
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of the θ-blocks {0, 2}, {1, 3}, operation maj is the first projection, and min is
the minority operation. Finally, for any a, b, c ∈ A such that (b, c) ∈ θ, but
(a, b) 6∈ θ we set maj(a, b, c) = maj(b, a, c) = c, maj(b, c, a) = a+ 1 (mod 4),
min(a, b, c) = min(b, a, c) = c + 2 (mod 4), min(b, c, a) = c + 3 (mod 4).
Let A = (A,maj,min). As is easily seen, A omits type 1, and any pair ab,
a ∈ {0, 2}, b ∈ {1, 3}, is a majority edge, as witnessed by the congruence θ.
It can be verified by straightforward computation (use Universal Algebra Calcula-
tor [21] for that) that for no such pair there is a term operation of A that is majority
on {a, b}.
4.3 Thin affine edges
In this section we introduce thin affine edges is a similar fashion as thin majority
and semilattice edges.
We say that a term operation h′ of a smooth algebra A ∈ K satisfies the mi-
nority condition (with respect to K) if it satisfies the conditions of Lemma 23(3),
and for any B ∈ K and every affine edge ab of B witnessed by a congruence θ of
SgB(a, b) operation h
′ is a Mal’tsev operation on SgB(a, b)/θ. By Corollary 22 an
operation satisfying the minority condition exists.
A pair ab is called a thin affine edge (with respect to K) if for every term
operation h′ satisfying the minority condition
(**) h(b, a, a) = b and b ∈ Sg(a, h(a, a, b)).
The operation h from Corollary 22 does not have to satisfy any specific conditions
on thin minority edges, except what follows from its definition. Also, thin affine
edges are directed, since a, b in the definition occur asymmetrically.
Lemma 31. Let A1,A2 ∈ K be similar smooth idempotent algebras, and let ab
and cd be thin affine edges in A1,A2. Then there is an operation h′ such that
h′(b, a, a) = b and h′(c, c, d) = d. In particular, for any thin affine edge ab there
is an operation h′ such that h′(b, a, a) = h′(a, a, b) = b.
Proof. Let R be the subalgebra of A1 × A2 generated by (b, c), (a, c), (a, d). By
the definition of thin affine edges,(
b
d′
)
= h
((
b
c
)
,
(
a
c
)
,
(
a
d
))
∈ R,
where h is an operation from Theorem 21. Then as d ∈ SgA2(c, h(c, c, d)), there
is a term operation r(x, y) such that d = r(c, d′). Therefore(
b
d
)
= r
((
b
c
)
,
(
b
d′
))
∈ R.
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The result follows.
Lemma 32. LetA ∈ K be an algebra, ab an affine edge in it, and θ the congruence
of Sg(a, b) witnessing that. Then for any b′ ∈ b/θ such that ab′ is a minimal pair
and h(b′, a, a) = b′, ab′ is a thin affine edge.
Proof. Suppose a, b satisfy the conditions of the lemma. Choose b′′ such that ab′′
is a minimal pair. Let b′ = h(b′′, a, a) ∈ Sg(a, b′′), since h satisfies the conditions
of Lemma 23(3) h(b′, a, a) = b′. Note that by the choice of b′′ the pair ab′ is
minimal with respect to the restriction θ′ of θ on Sg(a, b′). Since h(a, a, b′) ∈ b/θ,
this means that b′ ∈ Sg(a, h(a, a, b′)). Condition (**) follows.
Corollary 33. For any affine edge ab, where θ is a witnessing congruence, there is
b′ ∈ b/θ such that ab′ is a thin affine edge.
4.4 Some useful terms
First, we make a useful observation concerning the presence of thick and thin edges
of certain types.
Proposition 34. Let K be a finite class of smooth algebras without edges of the
unary type. Then there exists an algebra from K containing a thin semilattice
(majority, affine) edge if and only if there is an algebra in K containing a thick
edge of the same type.
Proof. Corollaries 25, 29, and 33 imply that if an algebra A contains a thick edge
of a certain type, it also contains a thin edge of the same type. Conversly, every thin
semilattice edge is also a thick one by definition. Suppose that K does not contain
algebras with majority (affine) edges. Then any operation satisfying the conditions
of Lemma 23 also satisfies the majority (minority) condition, including the first
projection p(x, y, z). Let a, b ∈ A ∈ K, a 6= b. Then p(a, b, b) = a (p(a, a, b) =
a), and so SgA(a, p(a, b, b)) = {a} (SgA(a, p(a, a, b)) = {a}). Therefore, ab
cannot be a thin edge of the majority (affine) type.
The next two lemmas show that smooth algebras always have a range of term
operations that behave in a predictable way on thin or thick edges. These properties
will be very helpful later when proving various statements about the structure of
smooth algebras.
Lemma 35. LetA1,A2 ∈ K be similar smooth idempotent algebras. Let ab and cd
be thin edges inA1,A2. If they have different types there is a binary term operation
p such that p(b, a) = b, p(c, d) = d.
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Proof. LetR be the subalgebra of A1×A2 generated by (b, c), (a, d). Let also g, h
be the operations from Corollary 22.
If ab is majority and c ≤ d, then by the definition of thin majority edges there
is a binary term operation r such that b = r(a, g(a, b, b)). Then(
b
d
)
= r
((
a
d
)
, g
((
a
d
)
,
(
b
c
)
,
(
b
c
)))
∈ R,
as g(x, y, z) = xyz on semilattice edges. Therefore p(x, y) = r(x, g(x, y, y))
satisfies the conditions.
If ab is affine and c ≤ d, then by the definition of thin affine edges,(
b
d
)
= h
((
b
c
)
,
(
a
d
)
,
(
a
d
))
∈ R,
as h(x, y, z) = xyz on semilattice edges. Therefore p(x, y) = h(x, y, y) satisfies
the conditions.
If ab is affine and cd is majority, then by the definition of thin affine edges,(
b′
d′
)
= h
((
a
d
)
,
(
a
d
)
,
(
b
c
))
∈ R,
and there is a binary term operation r such that b = r(a, h(a, a, b)). Consider
operation
g′(x, y, z) = g(r(x, h(x, y, z)), r(y, h(y, x, z)), z).
It satisfies the following condition.
g′(a, a, b) = g(r(a, h(a, a, b)), r(a, h(a, a, b)), b) = g(r(a, b′), r(a, b′), b) = g(b, b, b) = b.
Also, on any thick majority edge {c′/θ, d′/θ}, where θ witnesses that c′d′ is a
majority edge, h(x, y, z) = x, therefore
g′(x, y, z) = g(r(x, h(x, y, z)), r(y, h(y, x, z)), z) = g(r(x, x), r(y, y), z) = g(x, y, z)
on SgA2(c
′, d′)/θ. In particular, g′ satisfies the majority condition. Therefore, as cd
is a thin majority edge, there is a binary term operation s such that s(c, g′(d, d, c)) =
d. Thus,(
b
d
)
= s
((
b
c
)
, g′
((
a
d
)
,
(
a
d
)
,
(
b
c
)))
= s
((
b
c
)
,
(
b
g′(d, d, c)
))
∈ R.
The result follows.
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Lemma 36. Let K be a finite class of similar smooth idempotent algebras
(1) Let ab be a thin majority edge of an algebra A ∈ K. There is a term operation
tab such that tab(a, b) = b and tab(c, d)
η≡ c for any affine edge cd of any A′ ∈ K,
where the type of cd is witnessed by congruence η.
(2) Let ab be a thin affine edge of algebra A ∈ K. There is a term operation
hab such that hab(a, a, b) = b and hab(d, c, c)
η≡ d for any affine edge cd of any
A′ ∈ K, where the type of cd is witnessed by congruence η. Moreover, hab(x, c′, d′)
is a permutation of Sg(c, d)/η for any c′, d′ ∈ Sg(c, d).
Proof. Let g, h be operations satisfying the conditions of Corollary 22.
(1) Let c1d1, . . . , c`d` be a list of all affine edges of algebras in K, ci, di ∈ Ai
and θi the corresponding congruences. Let b′ = g(a, b, b). By the definition of
thin majority edges b ∈ SgA(a, b′) and there is a binary term operation r such
that b = r(a, b′). By Corollary 22 g is the first projection on Sg(ci, di)/θi. Let
tab(x, y) = r(x, g(x, y, y)). Then
tab(a, b) = r(a, g(a, b, b)) = b,
tab(ci, di) = r(ci, g(ci, di, di))
θi≡ ci, for i ∈ [`].
This means that tab satisfies the required conditions.
(2) We use the notation from item (1) except ab now is a thin affine edge. Let
b′ = h(a, a, b). By the definition of thin affine edges there is a binary operation s
such that b = s(a, b′). Let hab(x, y, z) = s(x, h(x, y, z)). Then
hab(a, a, b) = r(a, h(a, a, b)) = b,
hab(di, ci, ci) = r(di, h(di, ci, ci))
θi≡ di, for i ∈ [`],
as h is a Mal’tsev operation on Sg(ci, di)/θi. The first result follows.
Let c′, d′ ∈ Sg(ci, di), i ∈ [`]. Since B = Sg(ci, di)/θi is a module, in particu-
lar, it is an Abelian algebra and hab(x, c∗, c∗) = x for all c∗ ∈ B, the second result
follows.
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