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Abstract—An adaptive iterative receiver for layered space-
time coded (LSTC) systems is proposed. The proposed re-
ceiver, based on a joint adaptive iterative detection and decod-
ing algorithm, adaptively suppresses and cancels co-channel
interference. The LMS algorithm and maximum a posteriori
(MAP) algorithm are utilized in the receiver structure. A par-
tially filtered gradient LMS (PFGLMS) algorithm is also ap-
plied to improve the convergence speed and tracking ability
of the adaptive detector with a slight increase in complexity.
The proposed receiver is analysed in a slow and fast Rayleigh
fading channels in multiple input multiple output (MIMO)
systems.
Keywords— adaptive equalizer, iterative detection, layered space-
time coding, LMS, PFGLMS.
1. Introduction
Multiple input multiple output (MIMO) systems have re-
cently emerged as one of the most significant technical
advances in modern communications. This technology
promises to solve the capacity bottleneck in wireless com-
munication systems [1]. It was shown in [2] that a Diagonal
Bell Laboratories Layered Space-Time (DBLAST) MIMO
system using a combination of forward error control (FEC)
codes can exploit spatial diversity to asymptotically achieve
outage capacity. El Gamal et al. [3] proposed a threaded
layered space-time code (TLSTC) structure, which has an
improved bandwidth efficiency compared to the DBLAST
structure.
In layered space-time coded (LSTC) systems, co-channel
interference from adjacent layers limits the system perfor-
mance. To reduce co-channel interference, two iterative
receivers with combined detection and decoding are pro-
posed in [3] and [4], based on the turbo principle. The first
scheme implements minimum mean square error (MMSE)
detection with soft-output Viterbi algorithm (SOVA) decod-
ing in the iterative receiver. The second approach proposes
a combination of parallel interference cancellation (PIC)
detection with maximum a posteriori (MAP) decoding.
Both approaches depend on additional channel estimation,
and exhibit near interference-free single user performance
for certain ranges of the signal to noise ratio (SNR) under
the assumption of perfect channel state information (CSI)
at the receiver. Recently, an adaptive co-channel interfer-
ence cancellation scheme for an STC system was proposed
in [5]. However, the adaptive receiver design is based on
linear detection, which could suffer a performance degrada-
tion in a high interference environment. Therefore, a non-
linear adaptive detection is necessary for improving the per-
formance of the receiver.
In this paper, a new adaptive iterative TLSTC receiver is
proposed based on a joint adaptive iterative detection and
decoding algorithm. The proposed receiver does not re-
quire channel state information as the non-adaptive iterative
receivers in [3] and [4]. Therefore, the proposed receiver
does not require a matrix inversion process in the system.
As a result, the complexity of the proposed receiver is less
than that of the non-adaptive iterative receiver. Moreover,
this adaptive iterative receiver has the advantage of combin-
ing co-channel interference suppression and cancellation.
In this paper, we are mainly concerned with the perfor-
mance gain due to interference cancellation and tracking
ability of the adaptive iterative structures. We show that
the adaptive iterative receiver provides a significant perfor-
mance improvement compared to a single iteration linear
adaptive receiver.
The paper is organized as follow: Section 2 describes the
LSTC systems and channel models as well as the proposed
adaptive iterative receiver structure. The simulation results
are discussed in Section 3, followed by the conclusion in
Section 4.
2. System model
A threaded layered space-time coded transmitter structure
for a single user is shown in Fig. 1. A structure consist-
ing of N transmit and M receive antennas is considered
throughout this paper. The binary information stream is
converted by a serial to parallel converter and encoded by
a convolutional encoder to produce a coded data stream
for each layer, corresponding to each of the N transmit
antennas. The layered coded data streams are then modu-
lated and fed into a spatial interleaver to distribute a coded
stream for all layers among N transmit antennas. After time
interleaving, the coded symbols of each layer are simulta-
neously and synchronously transmitted from the N transmit
Fig. 1. Layered space-time transmitter structure.
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antennas through the MIMO channel. The received signal
at each of the M receive antennas can be considered as
a superposition of all N transmitted symbols and additive
white Gaussian noise (AWGN). The received signal vector,
denoted by r, can be represented as
r = Hx+n , (1)
where r is an M×1 column vector of the received signals
across the M receive antennas, H is an M×N complex
channel matrix gain, x is an N×1 vector of the transmitted
symbols across the N transmit antennas and n is an M×1
vector of the AWGN noise with a zero mean and the noise
variance of σ2.
The iterative LSTC receiver structure is shown in Fig. 2.
It consists of two stages: a soft-input soft-output (SISO)
detector followed by N parallel SISO channel decoders.
Time and spatial deinteleavers and spatial and time inter-
leavers separate the two stages. The SISO detector em-
ploys an iterative MMSE interference canceller consisting
of a feed-forward filter and a feedback filter.
Fig. 2. Block diagram of iterative LST receiver.
In the first iteration, the feed-forward filter performs in-
terference suppression without the interference cancella-
tion process because there are no estimated symbols from
the output of the MAP decoder. After the first iteration,
the feedback filter is included into the detection process.
The estimated symbols from the output of the decoder are
fed back to the feedback filter to cancel the interference
from other antennas in the detection process. The detected
symbol obtained at the output of the MMSE detector in
the kth iteration at time t, for layer i, denoted by yi,kt ,
is given by
yi,kt = w
i,kT
f r+w
i,kT
b xˆ
i,k
, (2)
where w
i,k
j is an M×1 feed-forward coefficient vector, rep-
resented as w f =
[
w f ,0, w f ,1, . . . , w f ,M−1
]T
and w
i,k
b is an
(N−1)×1 feedback coefficient vector, that can be written in
the form wb =
[
wb,0, wb,1, wb,i−1 wb, j+1, . . . , wb,N−1
]T
, and
xˆi,k is an (N−1)×1 vector of the estimated symbols from
the output of the SISO MAP decoders at the kth iteration
for other antennas, given as
xˆi,k =
(
xˆ
1,k
t , xˆ
2,k
i , . . . , xˆ
i−1,k
t , xˆ
i+1,k
t , . . . , xˆ
N,k
t
)
. (3)
The second term in Eq. (2) represents the cancelled inter-
ference, denoted by a scalar feedback coefficient c
i,k
b and
given by
c
i,k
b = w
i,kT
b xˆ
i,k
. (4)
The values of w
i,k
j and c
i,k
b are calculated by minimizing the
mean square error between the transmitted symbol and its
estimate, given by
e = E
[∣
∣
∣yi,kt − x
i,k
t
∣
∣
∣
2
]
. (5)
Let us assume that there is a perfect knowledge of the chan-
nel coefficients matrix H. Define Hi as the ith column of
the channel matrix H, representing an M×1 vector of the
complex channel gains for the ith transmit antenna, HHi is
a conjugate transpose of Hi and Hi is an M× (N−1) ma-
trix composed of the complex channel gains for the other
(N−1) transmit antennas. Also define
A = Hi HHi , (6)
B = Hi
[
IN−1−diag
(
xˆi,k xˆi,k
T
)
+ xˆi,k xˆi,k
T
]
HiH , (7)
D = Hi xˆi,k , (8)
R = σ2IM , (9)
where IN−1 and IM are (N−1)× (N−1) and M×M iden-
tity matrices, respectively. The optimum feed-forward and
feedback coefficients are given by [6]
w
i,kT
j = H
H
i
(
A+B+R−DDH
)
−1
, (10)
c
i,kT
b =−w
i,kT
j D . (11)
From Eq. (10), the complexity of computing an M×M
inverse matrix is approximately in the order of M3 [7].
Therefore, an adaptive algorithm is utilized in this paper to
reduce a high computation complexity. The feed-forward
coefficient vector w
i,k
j and feedback coefficient vector w
i,k
b
defined in Eq. (2) are determined recursively by an adaptive
least mean square (LMS) algorithm [8]. By using Eq. (2)
to calculate the coefficients w
i,k
j (t) and w
i,k
b (t) adaptively
for a particular time instant t, the mean squared error in
Eq. (5) is given by
e(t) = E
[∣
∣
∣w
i,kT
j (t)r+w
i,kT
b (t) xˆ
i,k
− x
i,k
i
∣
∣
∣
2
]
, (12)
where
w
i,k
j (t +1) = w
i,k
j (t)+ µ f e(t)r(t), (13)
w
i,k
b (t +1) = w
i,k
b (t)+ µbe(t) xˆ(t), (14)
µ f and µb are the step sizes for the feed-forward and
feedback adaptations, respectively. As the LMS algorithm
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has a slow convergence, the partially filtered gradient
LMS (PFGLMS) [9] algorithm based on an exponentially
weighted least square error is used to improve the conver-
gence speed of the LMS algorithm with a slight increase
in complexity.
The conventional LMS algorithm requires 2M +1 multipli-
cations and the same number of additions for each received
data symbol. However, the PFGLMS algorithm requires
4M + 1 multiplications and the same number of additions
for each received data symbol. Therefore, the computation
complexity is approximately in the order of M for both
LMS and PFGLMS algorithm.
The modified feed-forward and feedback coefficients
of the PFGLMS algorithm for MIMO systems are
given by
w
i,k
j (t +1) = w
i,k
j (t)+ µ f e(t)g
i,k
j (t), (15)
w
i,k
b (t +1) = w
i,k
b (t)+ µbe(t)g
i,k
(t), (16)
where
gi,kf (t) = e(t)x(t)+ gˆ
i,k
f (t)
gˆi,kf (t) = λ f gˆ
i,k
f (t−1)+ γ f e(t)x(t)



, (17)
gi,kb (t) = e(t)x(t)+ gˆ
i,k
b (t)
gˆi,kb (t) = λbgˆ
i,k
b (t−1)+ γbe(t)x(t)



, (18)
where (λ f ,λb) and (γ f ,γb) are the forgetting factors and the
scaling factors, respectively, and gˆi,kf (0) = gˆ
i,k
b (0) = 0. In
the proposed receiver structure, the well-known SISO MAP
decoder takes the detection output of the detector, yi,kt , as
a soft-input to the decoder.
The soft-output from the decoder is used to calculate the
interference, which is subtracted for the decoder input in
the next iteration. This iterative detection/decoding process
is performed until the symbol estimate converges to the op-
timal performance. The soft-output from the decoder in the
last iteration is then fed into a decision device to produce
a decision. A BPSK modulation scheme is used.
The likelihood functions for the transmitted modulated
symbols 1 and −1 can be written as [10]
P
(
yi,kt
∣
∣
∣x
i,k
t =±1
)
=
1
√
2piσ2
exp
−
(
yi,kt ∓1
)2
2σ2
. (19)
The log-likelihood ratios (LLR) determined in the kth iter-
ation for the ith transmit layer, denoted by λ i,ki , are given
by
λ i,ki = log
(
P
(
x
i,k
t = 1
∣
∣yi,kt
)
P
(
x
i,k
t =−1
∣
∣yi,kt
)
)
. (20)
The symbol a posteriori probabilities (APP) P(xi,kt = q
∣
∣yi,kt ,
q = 1,−1) conditioned on the output variable yi,kt can then
be obtained as
P
(
x
i,k
t = 1
∣
∣yi,kt
)
=
eλ
i,k
t
eλ
i,k
t +1
, (21)
P
(
x
i,k
t =−1
∣
∣yi,kt
)
=
1
eλ
i,k
t +1
. (22)
The soft-output symbols estimate in the ith layer and kth
iteration can be determined as
x
i,k
t =
eλ
i,k
t −1
eλ
i,k
t +1
. (23)
3. Performance results
This section presents simulation results for the LSTC non-
adaptive and adaptive iterative receivers with BPSK mod-
ulation in slow and fast Rayleigh fading channels. The
slow fading channel is modelled as a quasi-static fading
channel, where each fading coefficient is constant within
a frame, but changes from one frame to another and for each
sub-channel. The system operates in the training mode un-
til the mean square error (MSE) approaches the minimum
mean square error, then it switches to the decision directed
mode. The constituent codes are nonsystematic convolu-
tional codes with the code rate R of 1/2, memory order of 3,
and the generating polynomial g1 = 158 and g2 = 178. The
proposed system is simulated with 2 transmit and 2 receive
antennas, i.e., a 2× 2 MIMO system, with 260 informa-
tion bits in each frame. After serial to parallel conversion,
each layer of the LSTC system consists of 130 information
bits, followed by 266 encoded symbols per layer. The data
rate is 1 Mb/s at the carrier frequency, fc, of 2 GHz. The
simulation results are represented in terms of the average
bit error rate (BER) versus the ratio of the averaged energy
per bit, denoted by Eb, to the power spectral density of the
AWGN, denoted by N0.
3.1. Slow fading channel
The average BER of the non-adaptive iterative MMSE re-
ceiver for various numbers of iterations under the per-
fect channel knowledge assumption is shown in Fig. 3.
The system performance is significantly improved for the
second iteration compared to the first iteration and gradu-
ally increases for higher iterations. The BER curves also
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show that the performance converges to a steady state after
the 3rd iteration. The performance of the adaptive iterative
receiver based on the LMS algorithm and the non-adaptive
iterative MMSE receiver are shown in Fig. 3.
Fig. 3. Performance between the non-adaptive iterative MMSE
algorithm and adaptive (LMS and PFGLMS) iterative algorithm
in a quasi-static Rayleigh fading channel.
The results show that the average BER of the adaptive it-
erative structure approaches the performance results of the
non-adaptive iterative MMSE receiver.
Figure 4 presents a comparison of the convergence speeds
of the LMS and PFGLMS receiver at the 1st iteration. The
figure shows that the convergence speed of the PFGLMS
receiver outperforms that of the conventional LMS receiver.
Fig. 4. The convergence speed of the conventional LMS and
PFGLMS algorithm at Eb/N0 = 10 dB.
The convergence rate of PFGLMS algorithm is about three
times faster than that of the conventional LMS algorithm.
However, the average BER of both structures is the same,
as the average mean square error of the receivers is the
same in a quasi-static fading channel.
3.2. Fast fading channel
The performance of the proposed receiver with the per-
fect knowledge of CSI at various fading rates is shown
in Fig. 5. The figure shows that the average BER decreases
when the fading rate is increased, since the MAP decoder
performance is sensitive to the fade rates. When the fade
Fig. 5. Performance of the non-adaptive iterative MMSE re-
ceiver in various normalized fading rate with perfect channel
knowledge.
Fig. 6. Performance of the LMS adaptive iterative receiver in
various normalized fading rate with imperfect channel knowledge.
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rate is increased the inputs to the MAP decoder are less
correlated and the decoder has a better performance. On
the other hand, the LMS adaptive detector is sensitive to
the channel estimation accuracy [11]. Therefore the av-
erage BER of the LMS adaptive iterative receiver is in-
creased because of inaccurate channel estimation in fast
fading channel. Therefore, the average BER of the LMS
receiver increases when the fade rate is increased as shown
in Fig. 6.
Figure 7 presents the comparison of the MMSE, LMS and
PFGLMS receivers at the normalized fading rate of 0.0002.
Fig. 7. Comparison between the non-adaptive iterative MMSE
algorithm and adaptive (LMS and PFGLMS) iterative algorithm
at the 0.0002 normalizes fading rate.
The result shows that the PFGLMS algorithm has a good
tracking ability compared to the LMS algorithm on a fast
fading channel. The average BER of the PFGLMS receiver
is close to the average BER of MMSE receiver in the first
iteration. Therefore, the PFGLMS receiver is more conve-
nient for the fast fading channels.
4. Conclusion
A new adaptive iterative receiver for MIMO systems has
been developed based on a joint adaptive iterative detec-
tion and decoding structure. The adaptive iterative receiver
reduces co-channel interference by interference suppression
and cancellation techniques. The comparison of the com-
plexity is also consider only in the detector. The com-
plexity of the proposed receiver is lower than that of the
non-adaptive receiver because there is no matrix inversion.
The complexity is reduced from the order of M3 in non-
adaptive receiver to the order of M in adaptive receiver
in each received data symbol. However, there is a need
for transmission of training sequences at the beginning of
each simulation. Moreover, the proposed receiver based on
the PFGLMS algorithm has a faster convergence speed and
better tracking ability compared to the LMS receiver in fast
fading channels with a slight increase in the complexity in
term of the number of multiplier and adder. Therefore the
PFGLMS receiver needs a shorter trainning period than that
of LMS receiver. The performance of the proposed receiver
approaches the one of non-adaptive iterative receiver.
References
[1] E. Telatar, “Capacity of multiantenna Gaussian channels”, AT&T-
Bell Labs., Internal. Tech. Memo., 1995.
[2] G. J. Foschini and M. J. Gans, “Layered space-time architecture for
wireless communication in a fading environment when using multi-
element antennas”, Bell Labs. Techn. J., vol. 1, pp. 41–59, 1996.
[3] H. El Gamal and A. R. Hammons, Jr., “A new approach to lay-
ered space-time coding and signal processing”, IEEE Trans. Inform.
Theory, vol. 47, pp. 2321–2334, 2001.
[4] S. Marinkovic, B. Vucetic, and A. Ushirokawa, “Space-time iterative
and multistage receiver structures for CDMA mobile communication
systems”, IEEE J. Select. Areas Commun., vol. 19, pp. 1594–1604,
2001.
[5] J. Li, K. B. Letaief, and Z. Cao, “Adaptive co-channel interference
cancellation in space-time coded communication systems”, IEEE
Trans. Commun., vol. 50, pp. 1580–1583, 2002.
[6] H. El Gamal and E. Geraniotis, “Iterative multiuser detection for
coded CDMA signals in AWGN and fading channels”, IEEE J. Se-
lect. Areas Commun., vol. 18, pp. 30–41, 2000.
[7] G. H. Golub and C. F. Van Loan, Matrix Computations, 3rd ed.
Baltimore: Johns Hopkins University Press, 1996.
[8] S. S. Haykin, Adaptive Filter Theory, 4th ed. Upper Saddle River:
Prentice Hall, 2002.
[9] J. S. Lim, “Fast adaptive filtering algorithm based on exponen-
tially weighted least-square errors”, Electron. Lett., vol. 35, no. 22,
pp. 1913–1915, 1999.
[10] S. Marinkovic, “Interference mitigation in CDMA and space-time
coded MIMO systems”, Ph.D. thesis, Telecommunications Labora-
tory, Department of Electrical and Information Engineering, Univer-
sity of Sydney, 2002.
[11] M. Stojanovic, J. G. Proakis, and J. A. Catipovic, “Analysis of
the impact of channel estimation errors on the performance of
a decision-feedback equalizer in fading multipath channels”, IEEE
Trans. Commun., vol. 43, pp. 877–886, 1995.
Chakree Teekapakvisit was
born in Surat Thani, Thailand,
in 1968. He received the B.S.
degree in electronic technol-
ogy from King Mongkut’s In-
stitute of Technology Ladkra-
bang, Bangkok, Thailand, in
1990 and the M.S. degree from
the School of Electrical and In-
formation Engineering, the Uni-
versity of Sydney in 2000. He
is currently working towards the Ph.D. degree at The Uni-
versity of Sydney, Sydney, Australia. His research interests
58
An adaptive iterative receiver for space-time coding MIMO systems
include wireless communication, adaptive signal pro-
cessing, multiple-input multiple-output (MIMO) system,
space-time coding techniques and multiuser receivers for
CDMA system.
e-mail: teekapak@ee.usyd.edu.au
School of Electrical and Information Engineering
The University of Sydney
Sydney, NSW 2006, Australia
Van Dong Pham received the
B.E. degree from the Univer-
sity of South Australia in 1992,
M.E.S. and Ph.D. degrees from
the University of New South
Wales, in 1995 and 2000, re-
spectively. He is currently with
the Department of Electrical
and Information Engineering,
The University of Sydney, Aus-
tralia. His research interests in-
clude wireless communications, adaptive arrays, adaptive
signal processing, and multiuser receivers for CDMA.
e-mail: vpham@ee.usyd.edu.au
School of Electrical and Information Engineering
The University of Sydney
Sydney, NSW 2006, Australia
Branka Vucetic received the
B.S.E.E., M.S.E.E. and Ph.D.
degrees in 1972, 1978 and
1982, respectively, in electri-
cal engineering, from The Uni-
versity of Belgrade, Belgrade.
During her career she has held
various research and academic
positions in Yugoslavia, Aus-
tralia and UK. Since 1986 she
has been with The University
of Sydney, School of Electrical and Information Engineer-
ing, Australia. She is currently the Head of the School of
Electrical and Information Engineering and the Director of
The Telecommunications Laboratory at The University of
Sydney. Her research interests include wireless commu-
nications, digital communication theory, coding and mul-
tiuser detection. In the past decade, she has been work-
ing on a number of industry-sponsored projects in wireless
communications and mobile Internet. She has taught a wide
range of undergraduate, postgraduate and continuing edu-
cation courses worldwide. Professor Vucetic published four
books and more than two hundred papers in telecommuni-
cations journals and conference proceedings.
e-mail: branka@ee.usyd.edu.au
School of Electrical and Information Engineering
The University of Sydney
Sydney, NSW 2006, Australia
59
