We report molecular simulation and experimental results for simple fluids adsorbed in activated carbon fibers (ACF), where the adsorbed phase consists of either one or two molecular layers. Our molecular simulations involve smooth pore-walls for large system sizes and a systematic system size-scaling analysis. We provide calculations of the Ginzburg parameter to monitor the self-consistency of our finite size simulation results, based on which we establish that for system sizes smaller than 60 molecular diameters, fluctuations are too large to uphold the finite size simulation results. We present scaling analysis and free energy results for a system size of 180 molecular diameters.
1
of CCl 4 and aniline (with two confined molecular layers) adsorbed in ACF.
The differential scanning calorimetry and dielectric relaxation spectroscopy measurements for the transition temperatures are in quantitative agreement with each other and with our simulation results. We also report nonlinear dielectric effect (NDE) measurements and show that our data is consistent with the NDE scaling law for the KTHNY scenario, which we derive. Finally, we discuss the significance of the six-fold corrugated potential and the effect of the strength of pore-wall potential on the melting behavior. Both the simulations and experiments show that the hexatic phase is stabilized by confinement in carbon pores; for carbon tetrachloride and aniline the hexatic phase is stable over a temperature range of 55 K and 26 K, respectively. Moreover, this stability increases as the ratio of fluid-wall to fluid-fluid attraction increases.
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I. INTRODUCTION
For continuous symmetry breaking transitions (such as melting transitions) in twodimensions, the Mermin-Wagner theorem states that true long range order ceases to exist 1 .
Halperin and Nelson proposed the "KTHNY" (Kosterlitz-Thouless-Halperin-Nelson-Young) mechanism for melting of a crystal in two dimensions 2 , which involves two transitions of the Kosterlitz-Thouless (KT) kind 3 . The crystal to hexatic transition occurs through the unbinding of dislocation pairs, and the hexatic to liquid transition involves the unbinding of disclination pairs. Each KT transition is accompanied by a non-universal peak in the specific heat above the transition temperature, associated with the entropy liberated by the unbinding of the vortex (dislocation or disclination) pairs, and by the disappearance of the stiffness coefficient associated with the presence of quasi-long-range order in the system. The KTHNY theory predicts that the correlation function associated with the translational order parameter in the crystal decays algebraically with exponent η < 1/3, while long range orientational order is maintained, and the correlation function associated with the orientational order parameter in the hexatic phase decays algebraically with exponent 0 < η 6 < 1/4 while there is no translational order. The KTHNY theory is an analysis of the limit of stability of a two-dimensional solid, since it neglects the existence of the liquid phase and thereby does not impose an equality of the chemical potentials of the solid and liquid phases as the criterion for melting. Therefore, other pathways for two-dimensional melting can not be ruled out. For example, it is possible for the dislocation unbinding transition to be pre-empted by grain-boundary-induced melting, as shown by the work of Chui 4 , which predicts that the critical value of the defect core energy (E c ) above which the melting cross-over from grain boundary induced melting to two-stage KTHNY melting is E c = 2.8k B T 5 . Excellent reviews are available on the subject of two-dimensional melting 5 (also see section II).
In this paper we report molecular simulation and experimental results for simple fluids adsorbed in activated carbon fibers (ACF), whose pore widths are such that they can accommodate one or two molecular layers. Our computer simulations involve smooth walls for large system sizes, and we perform a systematic scaling analysis. We provide calculations of the Ginzburg parameter to monitor the self-consistency of our finite size simulation results for system sizes (box lengths) up to 180 molecular diameters. We also present scaling analysis and free energy results for a system size of 180 molecular diameters. Based on the Lee-Kosterlitz scaling of the free energy surface, we establish the nature (first order vs. continuous) of the transitions. We also report experimental measurements based on differential scanning calorimetry, dielectric relaxation spectroscopy, and nonlinear dielectric effect for
CCl 4 and aniline (with two confined molecular layers) adsorbed in ACF.
II. PREVIOUS WORK
Experimental and computer simulation studies on the subject of two-dimensional melting often have the underlying objective of establishing whether or not the pathway of melting conforms to KTHNY behavior: (1) Does melting occur in two stages mediated by a hexatic phase? (2) Do the order parameter correlation functions associated with the crystal and hexatic phases have the appropriate scaling behavior? (3) Are the observed phase transitions first order or second order in the thermodynamic limit? The different experimental systems explored in this regard include free-standing liquid-crystalline (LC) films 6, 7 , confined colloidal suspensions [8] [9] [10] [11] , and adsorbed fluid on a planar substrate [12] [13] [14] [15] [16] [17] [18] [19] .
Computer Simulation Studies of Two-Dimensional Melting. Early simulation studies on small ( < ∼ 10000 atoms), strictly two-dimensional systems failed to provide compelling evidence to support the KTHNY melting scenario 5, [20] [21] [22] . For systems with repulsive interactions, it was shown by Bagchi et. al. 23 , using a systematic scaling analysis on large system sizes (≃ 64, 000 atoms), and subsequently by Jaster 24 , that the equilibrium properties are indeed consistent with the KTHNY theory of melting (a single stage melting via first-order transitions with finite correlations was ruled out). Bagchi et. al. 23 have also observed a first order single stage melting for a two-dimensional system of disks interacting with a soft repulsive potential for a small system size, crossing over to two-stage continuous melting consistent with KTHNY scaling for larger system sizes, suggesting the earlier studies were plagued by serious system size effects.
Computer simulation studies that directly mimic the liquid-crystalline thin film experiments have not been attempted owing to the complexity of the molecular architecture and experimental conditions. Idealized simulations of spheres confined between hard walls and interacting with each other via a model potential that mimic the screened potential in col- based on simulations of krypton on graphite, again for a small system size. Alavi 30 reported a simulation study of CD 4 on MgO (using a small system size) with melting behavior consistent with the KTHNY scenario and a defect core energy of 9k B T (KTHNY regime). One notable difference between the CD 4 on MgO system and the Kr, Xe on graphite systems is that, in the former case, due to the molecular structure of CD 4 adsorbed on MgO, the relevant degrees of freedom at the temperature of study make the adsorbate move in a field-free manner.
In summary, the simulations on small systems have failed to provide compelling evidence of the melting picture, and therefore can not be used conclusively to fill in the gaps or interpret experimental measurements. While the system-size scaling analysis for large system sizes in the simulations of Bagchi et. al. 23 (which indicated a KTHNY melting scenario)
clearly underlines the need to use large system sizes in studying the two-dimensional melting problem, even such methods do not provide a source of distinction between the first-order and continuous nature of the transition. 
III. MOLECULAR SIMULATION METHODS
We performed Grand Canonical Monte Carlo (GCMC) simulations of a fluid adsorbed in slit-shaped pores of width H, where H is defined as the perpendicular distance between the planes passing through the nuclei of the first layer of molecules that make up the pore walls of the slit-shaped pore. The interaction between the adsorbed fluid molecules is modeled using the Lennard-Jones (12,6) potential with size and energy parameters, σ ff , and ǫ ff . The
Lennard -Jones potential was cut-off at a distance of 5σ ff , beyond which it was assumed to be zero. The pore walls were modeled as a continuum of LJ molecules using the"10-4-3"
Steele potential 32 , given by,
Here, the σ's and ǫ's are the size and energy parameters in the Lennard-Jones (LJ) potential, the subscripts f and w denote fluid and wall respectively, ∆ is the distance between two successive lattice planes of pore wall, z is the coordinate perpendicular to the pore walls and ρ w is the number density of the wall atoms. For a given pore width, H, the total potential energy from both walls is given by,
The strength of attraction of the pore walls relative to the fluid-fluid interaction is determined by the coefficient α, nm (bilayer of adsorbate) , were chosen for study. The rectilinear dimension of the cells were therefore 180σ ff × 180σ ff × H (93 nm × 93 nm × H nm). Typically the system consisted of up to 64,000 adsorbed fluid molecules. Periodic boundary conditions were employed in the x and y directions (the xy-plane being parallel to the pore walls) and no long range corrections were applied. The adsorbed molecules formed distinct molecular layers parallel to the plane of the pore walls. The simulation was set up such that insertion, deletion and displacement moves were chosen at random with equal probability. The calculations for the larger of the chosen pore-width also enable a direct comparison to be made with experimental measurements for CCl 4 confined in porous pitched-based activated carbon fiber ACF A-10, of mean pore width H = 1.4 nm. We expect the approximation of a structureless graphite wall to be a good one here, since the diameter of the LJ molecule (0.514 nm) is much larger than the C-C bond length in graphite (0.14 nm). The state conditions were such that the confined phase was in equilibrium with bulk LJ CCl 4 at 1 atm. pressure. The simulations were started from a well equilibrated confined liquid phase at T = 400 K, and in successive simulation runs the temperature was reduced. Equilibration was for a minimum of 11 billion steps; the standard deviation of block averages of total energy of the system was 10 −4 and the rate of insertion was equal to that of deletion to a factor of 10 −6 .
Free Energy Determination. Motivated by the work of Frenkel and co-workers 34-36 , we employ the Landau free energy approach that was successful in our earlier studies 33, [35] [36] [37] .
The Landau-Ginzburg formalism 38 involves choosing a spatially varying order parameter
, that is sensitive to the degree of order in the system. We use a two-dimensional bond orientational order parameter to characterize the orientational order in each of the molecular layers that is defined as follows 39 :
where N b is the number of nearest-neighbor bonds and θ k is the bond angle (see below); the summation is over the (imaginary) bonds joining the central molecule to its nearest neighbors. Ψ 6,j ( ρ ) measures the hexagonal bond order at position ρ in the xy plane within each layer j, and is calculated as follows. Nearest neighbors were identified as those particles that were less than a cutoff distance r nn away from a given particle, and belonged to the same layer. We used a cutoff distance r nn = 1.3 σ ff , corresponding to the first minimum of g(r). The orientation of the nearest neighbor bond is measured by the θ coordinate, which is the angle that the projection of the nearest-neighbor vector on to the xy-plane makes with the x axis. Ψ 6,j ( ρ ), is calculated using equation 4, where the index k runs over the total number of nearest neighbor bonds N b at position ρ , in layer j. The order parameter Ψ 6,j in layer j is given by
For the case of LJ CCl 4 in slit-shaped pores, where there is significant ordering into distinct molecular layers, the spatially varying order parameter Φ( r ) can be reduced to Φ(z), and can be represented by,
In equation (5), the sum is over the number of adsorbed molecular layers, andẑ j is the z coordinate of the plane in which the coordinates of the center of mass of the adsorbed molecules in layer j are most likely to lie. It must be recognized that each of the Ψ 6,j 's are variables that can take values in the range [0, 1]; the number of layers is n = 1 or n = 2 in our system. The histograms are collected to evaluate the probability distribution
The Landau free energy 38 Λ[Ψ 6,1 , Ψ 6,2 ] (for the bilayer system) is given by,
The Landau free energy is computed by a histogram method combined with umbrella sampling 40 , using the probability distribution P [Ψ 6,1 , Ψ 6,2 ]. Detailed procedures to collect statistics, construct the histograms and to choose the the weighting functions for performing the umbrella sampling are described elsewhere [34] [35] [36] . The grand free energy of a particular phase A, Ω A = −k B T ln(Ξ) (where Ξ is the partition function in the grand canonical ensemble), is related to the Landau free energy by,
where the limits of integration in equation 7 are from the minimum value of (Ψ 6,1 , Ψ 6,2 ) to the maximum value of (Ψ 6,1 , Ψ 6,2 ) that characterize the phase A. The grand free energy is 
IV. EXPERIMENTAL METHODS
Sample Preparation. The liquid samples were reagent grade chemicals, and were distilled twice prior to use in the experiment. The conductivities of the purified dipolar fluid samples were found to be less than 10 −10 ohm −1 m −1 . The microporous activated carbon fiber (ACF) samples used were commercially available from Osaka gas company, Japan, with a pore size distribution of about 5% around the mean pore diameter 41 . ACF samples with an average pore width of 1.41 nm were used. The pore samples were previously characterized by Oshida and Endo by obtaining electron micrographs 31, 42 , and by Kaneko and co-workers using nitrogen adsorption measurements 41 . The characterization results for ACF showed that these amorphous materials consisted of uniform pores formed by graphitic microcrystals,
with an average microcrystal size of 7-10 nm 31 . 
Differential Scanning Calorimetry (DSC)
In equation (8), C is the capacitance, C o is the capacitance without the dielectric and δ is the angle by which current leads the voltage. The complex dielectric permittivity, κ
is measured as a function of temperature and frequency.
For an isolated dipole rotating under an oscillating electric field in a viscous medium, the Debye dispersion relation is derived using classical mechanics 43 ,
Here ω is the frequency of the applied potential and τ is the orientational (rotational) relaxation time of a dipolar molecule. The subscript s refers to static permittivity (low frequency limit, when the dipoles have sufficient time to be in phase with the applied field).
The subscript ∞ refers to the optical permittivity (high frequency limit) and is a measure of the induced component of the permittivity. Further details of the experimental methods are described elsewhere 44, 45 . The dielectric relaxation time (molecular orientational relaxation time for dipolar molecules) was calculated by fitting the dispersion spectrum of the complex permittivity near resonance to the Debye model of orientational relaxation.
Nonlinear Dielectric Effect (NDE). The nonlinear dielectric effect (NDE) is defined as the permittivity change, ∆ǫ, of the medium in a strong electric field, E:
where ǫ E is the permittivity of the medium in a field E. The permittivity ǫ is related to the dielectric constant κ r by the relationship κ r = ǫ/ǫ o , ǫ o being the permittivity in vacuum.
Note that within linear response (for weak fields), the permittivity is independent of the applied electric field; However, for strong fields, the most general form for the permittivity (consistent with field reversal invariance) can be written as
By definition, NDE in equation 10 represents the first order (non-linear) response consistent with the general equation. The NDE was measured using the pulse method using rectangular millisecond pulses of the electric field with amplitudes ranging from 4 × 10 7 to 9 × 10 7 V/m.
The separation between the invar electrodes in the measuring condenser was 2 × 10 −4 m, and the changes in the capacitance were measured to an accuracy of 5 × 10 −4 pF 46 .
V. MOLECULAR SIMULATION RESULTS
Our simulations were made to mimic two experimental systems of CCl 4 confined in ACF with one as well as two confined molecular layers. The orientational correlation function G 6,j (r) for equilibrated liquid, hexatic and crystal phases are shown in figure 1 . The long- Fig. 1 range orientational order in the crystal phase, the algebraic decay of orientational order in the hexatic phase and the exponential decay of orientational order in the liquid phase are captured in the plots. Since the phases are characterized by long-ranged correlations, we check for the attainment of equilibrium and artifacts due to finite size of the simulations as described below.
Simulation results are always for a finite system size, and system-size effects can not be avoided. When the state conditions are such that the relevant order-parameter correlation length ξ approaches or exceeds the spatial extent of the simulation cell L, the system crosses over to a mean-field behavior 47, 48 . For correlations in the bond-orientational order parameter, this is the case in the hexatic phase at all temperatures, and in the liquid phase near the liquid-hexatic transition. Under these circumstances, the self consistency of the mean field result is checked by calculating the Ginzburg parameter γ GL 49 ,
where L 2 × H = V , the volume of the system, L is the length of the simulation box, and
The Ginzburg parameter gives the ratio of the variance in the order parameter (due to 
Therefore, in figure 2, a slope of −2 corresponds to the liquid phase having a finite correlation length; a slope of −1/4 corresponds to an algebraic decay of G 6,j (r) with exponent −1/4
and is observed for the hexatic phase near the hexatic-crystal transition; a slope of 0 is observed for the crystal phase, confirming the true long-range orientational order. The scaling properties shown in figure 2 is further evidence for the attainment of equilibrium in our simulations.
The order of the phase transition was determined by examining the dependence of the free energy barrier separating two phases as a function of system size. In doing so, we consider only those system sizes for which γ GL ≪ 1. In order to determine the order of the phase transition using the Lee-Kosterlitz scaling analysis 51 of the free energy surface, we obtained the Landau free energy functions at the exact transition temperatures for the corresponding system size. This was done as follows: the Landau free energy surface was calculated at a temperature close to the transition, from which we calculated the grand free energies at that temperature. Then, by numerically integrating the Clausius-Claperon (high temperature) and hexatic-crystal (low temperature) heat capacity peaks associated with Kosterlitz-Thouless phase transitions. The DRS measurements for the dielectric constant for confined aniline confirm the existence of two phase transitions (figure 6a). In addition, the molecular orientational relaxation times τ , (figure 6b) are consistent with the existence of liquid (τ ∼ns), hexatic (τ ∼ µs), and crystalline (τ ∼ms) phases. The transition temperatures from simulations and DSC for CCl 4 are in good agreement; also, the transition temperatures inferred from the DSC and DRS results for aniline are in agreement (Table II) .
VI. EXPERIMENTAL RESULTS
The DSC and DRS results for CCl
The NDE measurements for confined CCl 4 and aniline in ACF are provided in figure 7 and Fig. 7 Table and aniline are in near quantitative agreement with the simulation result, and also with those from DSC, and DRS (Table II) . Below, we show that the scaling of the NDE signal with temperature is consistent with the KTHNY theory for liquid-hexatic and hexatic-crystal transitions.
It was empirically known that the dipolar fluctuations associated with polarizability con- is given by the familiar expression 49 ,
In the above equation, I( q) = NS( q), is the intensity measured in scattering experiments, S( q) is the familiar structure factor, d is the number of dimensions and N the total number of molecules. The double summation is over the total number of molecules, where x α , x β represent the coordinate vector of the given molecule. The second equality in equation 15 follows from evaluating the ensemble average 49 . By employing the extended Ornstein-Zernikie representation 50 for the density-density correlations (above T c ), namely,
where ξ is the correlation length. The integral in equation 15 in the limit q → 0 reduces to
The equation 16 corresponds to Fischer's extension of the original Ornstein-Zernikie formalism to alleviate a logarithimic divergence of g(r) for large r in two-dimensions. Therefore, the equation provides the definition for the critical exponent η. The exponent satisfies the equality (2−η)ν = γ, for systems with Ising symmetry, where ν (defined below) is the critical exponent associated with the correlation length, and γ that with isothermal compressibility.
According to the droplet model 53 , the analogous expression for NDE is given by,
where, Φ(0)Φ( r) is the order parameter correlation function and d the dimensionality of the system. The rationale behind the droplet model is that the NDE signal results from the scattered intensity caused by the effective dipole-dipole correlations in the system, the same way light scattering intensity results from density-density correlations.
As shown by de Gennes and Prost 54 , the droplet model leads to the experimentally observed scaling for NDE in the vicinity of a liquid-liquid critical point in three dimensions, namely, NDE ∼ ξ d−1−η , with ξ = ξ o t −ν , and t = |T − T c |/T c . The theoretically predicted NDE scaling for this system (Ising symmetry, d=3) is therefore, Such a situation corresponds to a free energy (see Appendix): Appendix
where J is the interaction of nearest neighbors of spins with the same alignment, L is the in-plane distance between vortex cores, ∆F (KT) = (2πJ − 2k B T ) log(L) is the KosterlitzThouless free energy 3 , J ′ is the nearest-neighbor interaction between layers and in general can be different from J, and A is the "offset-distance" between vortices as defined above.
Treating L as the order parameter, the free energy profile is obtained by the locus of points that minimize ∆F , the variational parameter being A. The locus of points minimizing ∆F is qualitatively different from that for the true KT behavior, given by ∆F (KT) (figure 9)
. In particular, at small separations of the vortices, the bound state actually exists as Fig. 9 a metastable state for T > T c , a clear signature of a first-order phase transition. Figure 9 depicts the free energy profile for the monolayer case and bilayer case at a temperature k B T = 
APPENDIX
We give here the derivation of equation 21 for a bilayer of the xy model of spins on a lattice. We consider two planes of xy models interacting with each other; vortices with opposite winding numbers in one layer are perfectly in alignment with those in the second layer (i.e, the vortex cores span two layers). The free energy relative to the ordered phase is given by 3 :
which is qualitatively the same as the KT behavior (solid line in figure 9 ). This configuration, however, corresponds to a reduced entropy situation because the number of different ways of placing the aligned vortex pairs is the same as the single layer case. A second, higher entropy scenario exists, where a vortex in one layer is aligned with a vortex of the opposite winding number in the other layer, with the cores displaced by distance A.
Vortices of positive and negative winding numbers whose cores are displaced by length A are represented as vector fields U + and U − , given by:
where e x , e y are unit vectors in the x and y directions. The interaction energy E relative to the ordered phase, for the given spin fields U + and U − in each layer, is given by:
and the excess entropy associated with placing the cores with an offset distance A is given by S = k B ln(1 + πA 2 ). The free energy relative to the ordered state is given by: the cross-over points correspond to phase transitions and give the transition temperatures (see Table II ). 
