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Stability and optimal convergence of unfitted
extended finite element methods with Lagrange
multipliers for the Stokes equations
Michel Fournie´ and Alexei Lozinski
Abstract We study a fictitious domain approach with Lagrange multipliers to dis-
cretize Stokes equations on a mesh that does not fit the boundaries. A mixed finite
element method is used for fluid flow. Several stabilization terms are added to im-
prove the approximation of the normal trace of the stress tensor and to avoid the
inf-sup conditions between the spaces of the velocity and the Lagrange multipliers.
We generalize first an approach based on eXtended Finite Element Method due to
Haslinger-Renard [14] involving a Barbosa-Hughes stabilization and a robust re-
construction on the badly cut elements. Secondly, we adapt the approach due to
Burman-Hansbo [6] involving a stabilization only on the Lagrange multiplier. Mul-
tiple choices for the finite elements for velocity, pressure and multiplier are con-
sidered. Additional stabilization on pressure (Brezzi-Pitkranta, Interior Penalty) is
added, if needed. We prove the stability and the optimal convergence of several vari-
ants of these methods under appropriate assumptions. Finally, we perform numerical
tests to illustrate the capabilities of the methods.
1 Introduction
Let D ⊂Rd , d = 2 or 3, be a bounded polygonal (polyhedral) domain. We are inter-
ested in the Stokes equations in a setting motivated by the fluid-structure interaction,
especially by simulations of particulate flows. We thus assume thatD is decomposed
into the fluid domain F and the solid one S. The domains F and S are separated by
the interface Γ , cf. Fig. 1. We also denote Γwall = ∂D and assume, for simplicity,
that Γ and Γwall are disjoint. Consider the problem
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−2divD(u)+∇p = f in F , (1)
divu = 0 in F , (2)
u = g on Γ , (3)
u = gwall on Γwall , (4)
for the velocity u and the pressure p of the fluid fillingF . Here D(u)= 12
(
∇u+∇uT
)
and the viscosity has been set to 1 for simplicity. In applications we have in mind,
i.e. simulations of the motion of rigid or elastic particles flowing in the fluid, the
interface Γ is moving in time while the outer boundary Γwall is immobile. In this
chapter, we shall study Finite Element (FE) discretizations of the problem above on
a mesh fixed onD which is thus fitted to Γwall but is cut in an arbitrary manner by in-
terface Γ . The interest of these methods in the context of fluid-structure interaction
is that it allows one to avoid remeshing when the interface advances with time.
Fig. 1: The fluid domain F , the interface Γ and the outer boundary Γwall .
Introducing the force exerted by the fluid on the solid at each point of Γ
λ =−2D(u)n+ pn, on Γ (5)
with n the unit normal looking outside from F , and interpreting λ as the Lagrange
multiplier associated with the Dirichlet conditions (3), we can write the weak for-
mulation of (1)–(4) with gwall = 0 as
Find (u, p,λ ) ∈ H1wall(F)d×L20(F)×H−
1
2 (Γ )d such that
A(u, p,λ ;v,q,µ) = L(v,µ), ∀(v,q,µ) ∈ H1wall(F)d×L20(F)×H−
1
2 (Γ )d
(6)
where
A(u, p,λ ;v,q,µ) = 2
∫
F
D(u) : D(v)−
∫
F
(pdivv+qdivu)+
∫
Γ
(λ · v+µ ·u)
L(v,µ) =
∫
F
f · v+
∫
Γ
g ·µ
and H1wall(F) is the space of H1 functions on F vanishing on Γwall (we assume
gwall = 0 in the theoretical analysis part of this paper to simplify the notations, the
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extension to gwall 6= 0 being trivial). The FE methods studied in this chapter will
be based on the variational formulation (6). They shall thus discretize the Lagrange
multiplier λ , alongside u and p, thus giving a natural approximation of the force
exerted by the fluid on the solid.
As mentioned above, our FE methods will rely on a ”background” fixed mesh Th
that lives on the fluid-structure domainD⊃F (the boundary of D isΓwall and is well
fitted by Th). In the actual computations, the elements of Th having no intersection
with F will be discarded and the FE spaces for velocity and pressure will be defined
on the mesh T eh := T ih ∪T Γh where T Γh is the union of elements of Th that are cut by
Γ and T ih is the union of elements of Th inside F . The FE space for the Lagrange
multiplier will live only on the cut elements T Γh , cf. Fig. 2.
Fig. 2: The meshes T eh = T ih ∪T Γh : the triangles of T ih are marked by • and those of
T Γh are marked by©• ; triangles marked by • are not used.
Denoting by F eh (resp. F ih, FΓh ) the domain covered by mesh T eh (resp. T ih , T Γh )
we introduce three FE spaces
Vh ⊂ H1wall(F eh)d , Qh ⊂ L2(F eh)∩L20(F), Wh ⊂ L2(FΓh )d (7)
to approximate velocity, pressure and Lagrange multiplier respectively. Several
choices of FE spaces Vh, Qh, and Wh will be considered, but we restrict ourselves in
this chapter to triangular (tetrahedral) quasi-uniform meshes Th and to the standard
continuous piecewise polynomial FE-spaces Pk (k ≥ 1) or the piecewise constant
space P0 on such a mesh.1 Our FE spaces will be always based on meshes inherited
from Th: T eh for Vh, Qh, and T Γh for Wh. Note that velocity and pressure are approx-
imated on a domain F eh slightly larger than F but all the integrals in the discretized
problem will be calculated on F or Γ . Note also that we choose the FE space for
λ on a domain FΓh rather than on the surface Γ to avoid the complicated issue of
meshing a surface.
A straightforward Galerkin approximation of (6) is not stable in general (al-
though it often works in practice, as will be seen in the numerical experiments at
the end of this chapter). Several stabilization techniques were therefore proposed in
1 The case of regular non-quasi-uniform meshes can also be easily treated at the expense of some
technicalities. However, in applications, one will typically use a simplest possible mesh on D (for
example, structured Cartesian) so that the quasi-uniformity restriction seems quite acceptable.
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the literature, using either Lagrange multipliers [14, 6] or a Nitsche-like method [8]
to take into account the boundary conditions on Γ . We shall be concerned in this
chapter only with the methods based on Lagrange multipliers. Firstly, we adapt the
method of Haslinger-Renard (cf. [14] for the Poisson problem) to Stokes equations.
The method is based on a Barbosa-Hughes stabilization [2] on Γ with additional
local treatment on badly cut mesh elements. An extension to Stokes equations was
already presented in [10] but the analysis there relied on a number of hypotheses,
difficult to verify. In this paper, we present a complete theoretical analysis in two
cases :
1. LBB-unstable velocity-pressure FE pairs, namely, P1−P1 or P1−P0 elements.
A stabilization is needed in this case even on a fitted mesh. We shall show, that
adding the well known stabilization terms such as Brezzi-Pitka¨ranta [4] for P1−
P1 elements (or interior penalty for P1 − P0 elements) to a Haslinger-Renard
fictitious domain method, as in [10], makes it stable and optimally convergent.
2. LBB-stable velocity-pressure FE pairs, namely, Pk − Pk−1 Taylor-Hood ele-
ments. We show that a version of the method above (with and additional pressure
stabilization on Γ but avoiding stabilization over the whole domain F) is also
stable and optimally convergent. Our proofs are presented here only in the 2D
case and under some additional assumptions on the mesh.
We generalize moreover a method by Burman-Hansbo [6] to Stokes equations.
This is also a fictitious domain method with Lagrange multipliers. Unlike the
method by Haslinger-Renard (where the stabilization comes by enforcing (5) on
Γ and thus involves all the variables u, p, λ ), one stabilizes here only the multi-
plier λ by enforcing its continuity in some sense, so that the structure of resulting
matrices is simpler. Fortunately, much of the theory outlined above can be reused
for the analysis of this method. We are thus able to prove the stability and optimal
convergence for the same choices of the FE spaces as above.
The chapter is concluded by numerical experiments aiming at comparing differ-
ent stabilizations and choices of of FE spaces.
Nomenclature.
Domains: F is the fluid domain where the problem (1)–(4) is posed whileF ih,F eh ,
FΓh are the domains occupied by the meshes T ih , T eh , T Γh respectively. We have
thus F ih ⊂F ⊂F eh and FΓh = F eh \F ih.
Meshes: T ih , T eh , T Γh are submeshes of a background mesh Th so that T ih = {T ∈
Th : T ⊂F}, T Γh = {T ∈ Th : T ∩Γ 6=∅} and T eh := T ih ∪T Γh .
Eeh and EΓh stand for the sets of interior edges of T eh and T Γh respectively.
FT (resp. ΓT ) denotes T ∩F (resp. T ∩Γ ) for any cut element T ∈ T Γh .
Norms: ‖ · ‖k,ω stands for the norm in Hk(ω) where ω can be a domain in Rd or
a (d−1)-dimensional manifold. We identify H0(ω) with L2(ω).
| · |k,ω stands for the semi-norm in Hk(ω), k > 0.
‖ · ‖∞,ω stands for the norm in L∞(ω).
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2 Methods a` la Haslinger-Renard
The starting point for the construction of the Haslinger-Renard method (proposed
in [14] for the Poisson equation) is to add to the variational formulation (6) the
Barbosa-Hughes stabilization [2], which enforces the relation λ +2D(u)n− pn = 0
on Γ . These terms take the form
− γ0h
∫
Γ
(λ +2D(u)n− pn) · (µ+2D(v)n−qn) (8)
with a mesh-independent γ0 > 0. This idea, at least in the context of the Poisson
equation as in [14], produces a stable and optimally convergent approximation pro-
vided the mesh elements are cut by Γ in a certain way so that F ∩T is a big enough
portion of T for any T ∈ T Γh . If, for some elements, this is not the case the method
can be still cured by replacing the approximating polynomial in such “bad elements”
by the polynomial extended from from adjacent “good elements”. The relation be-
tween bad and good elements is made precise in the following
Assumption A. We fix a threshold θmin ∈ (0,1] and declare any T ∈ T Γh a good
element (resp. bad element) if |FT ||T | ≥ θmin (resp. |FT ||T | < θmin). We assume that one
can choose for any bad element T a “good neighbor” T ′ ∈ T eh , |T
′∩F |
|T ′| ≥ θmin, such
that T and T ′ share at least one node, cf. Fig. 3.
Remark 1. Typically, Assumption A will hold true even for θmin = 1 if the mesh is
sufficiently refined. One could also relax the notion of a neighbor (at the expense of
some complication of the forthcoming proofs) to the requirement dist(T,T ′) ≤Ch
with a mesh-independent C > 0.
Fig. 3: Good element T ′ and bad element T
We now define a “robust reconstruction” on FΓh for the FE functions on F eh
Definition 1. For any vh ∈Vh set v̂h on any T ∈ T Γh as
• v̂h = vh on T if T is a good element,
• (v̂h)|T = (vh)|T ′ if T is a bad element. Here T ′ is the good neighbor of T from
Assumption A and the relation should be understood in the sense that v̂h on T is
taken as the same polynomial as the polynomial giving vh on T ′.
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For any qh ∈ Qh, one constructs q̂h in the same way.
We shall show in the subsequent paragraphs that adding stabilization (8) to (6)
and replacing u,v in these terms (sometimes also p,q) by their robust reconstructions
produces indeed a stable approximation to the Stokes equations. We end this general
introduction to the Haslinger-Renard method by a Proposition illustrating the use-
fulness of the selection criterion for good elements, showing that the L2 norm on the
cut portion of an element T controls L∞ (and hence any other) norm on the whole
element with an equivalence constant depending on the relative measure of the cut
portion, followed by a list of interpolation error estimates that shall be needed in the
forthcoming analysis.
Proposition 1. Let p be a polynomial of degree ≤ k and θ ∈ (0,1]. Then for any
T ∈ Th and any measurable set S⊂ T with |S| ≥ θ |T | one has
‖p‖∞,T ≤ Chd/2 ‖p‖0,S (9)
with a constant C > 0 depending only on θ , k and mesh regularity.
Proof. By scaling, it is sufficient to prove (9) on a reference element. We thus fix a
simplex T ∈ Rd of diameter h = 1 and consider for any p ∈ Pk
Nθ (p) = inf
S⊂T,|S|≥θ |T |
‖p‖0,S
It is easy to see that Nθ is a continuous function on the finite-dimensional space
Pk. Consequently, it attains a minimum on the set Σ1 := {p ∈ Pk,‖p‖∞,T = 1}, i.e.
∃α ≥ 0 and pα ∈ Σ1 such that Nθ (p) ≥ Nθ (pα) = α for all p ∈ Σ1. It remains to
prove α > 0. To this end, let Tδ = {x ∈ T : |pα(x)| ≤ δ}, m(δ ) = meas{Tδ} for any
δ ≥ 0. Since m(δ ) is decreasing down to 0 as δ → 0, one can find ε > 0 s.t. m(ε)≤
θ
2 |T |. We observe now ‖pα‖20,S ≥
∫
S\Tε p
2
α ≥ ε2
(|S|− θ2 |T |) for any S ⊂ T , hence
α2 = N2θ (pα) ≥ ε2 θ2 |T | > 0. By homogeneity, this also proves Nθ (p) ≥ α‖p‖∞,T
for all p ∈ Pk entailing (9) with C = 1α (we recall that the proof is done on the
reference element with h = 1). uunionsq
We are going to establish interpolation estimates on the cut domain. To this end,
we introduce
Assumption B. Ω is a Lipschitz domain and there exist constants cΓ ,CΓ > 0 such
that for any T ∈ T Γh
1. |ΓT | ≤CΓ hd−1 with ΓT := T ∩Γ ;
2. there exists a unit vector χT ∈ Rd such that χT ·n≥ cΓ a.e. on ΓT where n is the
unit normal looking outward from F .
Remark 2. The bound on |ΓT | in the first part of the Assumption B is automatically
satisfied on Lipschitz domain. We prefer however to write this bound explicitly in
order to emphasize that some of the estimates below will depend on the constant CΓ ,
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so that Γ should be supposed not too oscillating. The second part of the Assumption
B is not too restrictive either. Typically, one can take χT as the normal n at the
middle point of ΓT if ΓT is smooth or as the average between the two normals if ΓT
is the union of two segments (in the case when Ω is a 2D polygon). Such choices
will suffice on a sufficiently refined mesh.
Proposition 2. Let Vh,Qh,Wh be (respectively) Pku ,Pkp ,Pkλ FE spaces on meshes
T eh ,T eh ,T Γh as in (7). Under Assumptions A and B, there exist interpolation opera-
tors Iuh : H
1
wall(F)d → Vh, Iph ∈ L20(F)→ Qh, Iλh : H
1
2 (Γ )d →Wh s.t. for any suffi-
ciently smooth u, p,λ
1
h
‖u− Iuh u‖0,F + |u− Iuh u|1,F +
1√
h
‖u− Iuh u‖0,Γ ≤Chsu |u|su+1,F (10)
(for all integer su : 0≤ su ≤ ku)(
‖∇u−∇Iuh u‖0,Γ +‖∇u−∇Îuh u‖0,Γ
)
≤Chsu− 12 |u|su+1,F (11)
(for all integer su : 1≤ su ≤ ku)
1
h
‖p− Iph p‖0,F + |p− Iph p|1,F
+
1√
h
(
‖p− Iph p‖0,Γ +‖p− Îph p‖0,Γ
)
≤Chsp |p|sp+1,F (12)
(for all integer sp : 0≤ sp ≤ kp)
1√
h
‖λ − Iλh λ‖0,Γ ≤Chsλ |λ |sλ+ 12 ,Γ (13)
(for all integer sλ : 0≤ sλ ≤ kλ )
with C > 0 depending only on the constants in Assumptions A, B, and on the mesh
regularity, and ku ≥ 1 in the case of estimate (11). Moreover, operator Iλh can be
extended to Iλh : H
1
wall(F)d →Wh s.t. for any λ˜ ∈ (Hsλ+1(F)∩H1wall)d and any
integer sλ , 0≤ sλ ≤ kλ
1
h
‖λ˜ − Iλh λ˜‖0,FΓh + |λ˜ − I
λ
h λ˜ |1,FΓh +
1√
h
‖λ˜ − Iλh λ˜‖0,Γ ≤Chsλ |λ˜ |sλ+1,F (14)
Proof. We start with the construction of Iuh . Extension theorems for Sobolev spaces
guarantee for any u ∈ Hsu+1(F)d existence of u˜ ∈ Hsu+1(F eh)d with ‖u˜‖su+1,Feh ≤
C‖u‖su+1,F and u˜ = u on F . Let I˜h : H1wall(F eh)d →Vh be a Cle´ment-type interpola-
tion operator [11] satisfying
1
h
‖u˜− I˜hu˜‖0,T +|u˜− I˜hu˜|1,T + 1√
h
‖u˜− I˜hu˜‖0,∂T +
√
h‖∇(u˜− I˜hu˜)‖0,∂T ≤Chsu |u˜|su+1,ωT
on any T ∈ T eh with ωT begin the patch of elements of T eh touching T . Let Iuh u =
I˜hu˜|F . Summing the estimates above over all the mesh elements yields immediately
the estimates in L2(F) and H1(F) in (10). Now, on any element T ∈ T Γh
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cΓ ‖u−Iuh u‖20,ΓT ≤
∫
ΓT
(u˜− I˜hu˜)2χT ·n=
∫
FT
div((u˜− I˜hu˜)2χT )−
∫
F∩∂T
(u˜− I˜hu˜)2χT ·n
since ∂FT = ΓT ∪ (F ∩ ∂T ). Developing and applying the interpolation estimates
above gives
cΓ ‖u− Iuh u‖20,ΓT ≤
∫
FT
2(u˜− I˜hu˜)∇(u˜− I˜hu˜) ·χT +‖u˜− I˜hu˜‖20,F∩∂T
≤ 2‖u˜− I˜hu˜‖0,T |u˜− I˜hu˜|1,T +‖u˜− I˜hu˜‖20,∂T ≤Ch2su+1(|u˜|2su+1,ωT )
Summing this over all the elements in FΓh yields the L2(Γ )-estimate in (10).
If su ≥ 1, we have moreover on any T ∈ T eh
h|u˜− I˜hu˜|2,T +
√
h‖∇(u˜− Ihu˜)‖0,∂T ≤Chsu |u˜|su+1,ωT
This, by the same argument as above, gives the L2(Γ ) estimate on ∇(u− Iuh u) in
(11). In order to extend this to ∇(u− Îuh u) consider a bad element T and its good
neighbor T ′. Both T and T ′ belong to the patch ωT ′ and examining the derivation of
interpolation estimates for the Cle´ment interpolator I˜h reveals that the polynomial
(I˜hu˜)|T ′ gives actually an optimal approximation of u˜ on the whole ωT ′ , i.e.
|u− Îuh u|1,T = |u˜− (I˜hu˜)|T ′ |1,T ≤ |u˜− (I˜hu˜)|T ′ |1,ωT ′ ≤Ch
su |u|su+1,ωT ′
Similarly, 1h‖u− Îuh u‖0,T + 1√h‖u− Îuh u‖0,∂T ≤Ch
su |u|su+1,ωT ′ . Thus, the same argu-
ment as above gives the L2(Γ ) estimate on ∇(u− Îuh u) in (11).
The remaining estimates (12), (13) and (14) are proved in a similar manner. We
skip the details and make only the following remarks:
• The operator Iph should preserve the restriction that pressure is of zero mean on
F . We thus define it as Iph p = I˜h p˜− ih(p) where I˜h is the Cle´ment interpolation
operator on T eh , p˜ is an extension of p to F eh , and ih(p) =
∫
F I˜h p˜. The correction
ih(p) can be bounded as
|ih(p)|=
∣∣∣∣∫F (I˜h p˜− p)
∣∣∣∣≤ |F| 12 ‖p˜− I˜h p˜‖0,Feh ≤Chsp+1|p˜|sp+1,Feh
and thus it does not perturb the estimates (12).
• Concerning the interpolation of λ , we note that (13) is in fact an easy corol-
lary to (14). Indeed, for any λ ∈ Hkλ+ 12 (Γ )d there exists (by the trace theorem)
λ˜ ∈Hkλ+1(FΓh )d satisfying λ˜ |Γ = λ and |λ˜ |kλ+1,FΓh ≤C|λ |kλ+ 12 ,Γ . We can thus
define Iλh λ := I
λ
h λ˜ and observe that (14) entails (13).
uunionsq
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2.1 P1−P1 velocity-pressure spaces with Brezzi-Pitka¨ranta
stabilization.
Let us choose P1 FE spaces for both Vh and Qh, add Brezzi-Pitka¨ranta-like stabiliza-
tion for the pressure and the Barbosa-Hughes-like stabilization on the interface as
described above. We choose to introduce the robust reconstruction from Definition
1 in the last terms only for the velocity in this case (on both trial function uh and test
function vh). The method thus reads
Find (uh, ph,λh) ∈Vh×Qh×Wh such that
AHR−BP(uh, ph,λh;vh,qh,µh) = L(vh,µh), ∀(vh,qh,µh) ∈Vh×Qh×Wh (15)
where
AHR−BP(u, p,λ ;v,q,µ) =A(u, p,λ ;v,q,µ)
− γ0h
∫
Γ
(λ +2D(û)n− pn) · (µ+2D(v̂)n−qn)−θh2
∫
Feh
∇p ·∇q
Vh, Qh are continuous P1 FE spaces on mesh T eh and Wh is P1 or P0 FE space on
mesh T Γh , cf. (7).
We recall that the Brezzi-Pitka¨ranta stabilization (the last term above) should
be present on F to compensate the lack of the discrete inf-sup in P1-P1 velocity-
pressure FE spaces. In addition, in our fictitious domain situation, it is extended to
the larger domain F eh thus helping to ensure stability near Γ .
In the following propositions, Assumptions A and B are implicitly implied and
the constants C may vary from line to line and depend on cΓ ,CΓ > 0 from Assump-
tion B, θmin from Assumption A, and on the mesh regularity.
Proposition 3. For all vh ∈Vh one has
h‖∇v̂h‖20,Γ ≤C|vh|21,F (16)
Proof. Taking any T ∈ T Γh and denoting its good neighbor by T ′ we observe
‖∇v̂h‖0,ΓT ≤
√
|ΓT |‖∇v̂h‖L∞(T ) ≤C
√
|ΓT |‖∇vh‖L∞(T ′) ≤C
√|ΓT |
hd/2
‖∇vh‖0,FT ′
The last inequality above holds by Proposition 1 with a constant dependent on θmin.
The last but one inequality is easily proven by scaling given that T and T ′ are neigh-
bors. Using the bound |ΓT | ≤ CΓ hd−1 and summing over all T ∈ T Γh yields (16).
uunionsq
Proposition 4. For all qh ∈ Qh one has
h‖qh‖20,Γ ≤ C
(
‖qh‖20,F +h2|qh|21,Feh
)
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Proof. Using the notations T,T ′ as in the preceding proof and assuming that these
two elements share a node x, we observe
‖qh‖0,ΓT ≤
√
|ΓT |‖qh‖L∞(T ) ≤
√
|ΓT |(|qh(x)|+h‖∇qh‖L∞(T ))
≤
√
|ΓT |(‖qh‖L∞(T ′)+h‖∇qh‖L∞(T ))≤C
√|ΓT |
hd/2
(‖qh‖0,FT ′ +h‖∇qh‖0,T )
We have used again Proposition 1 on the good element T ′. We conclude thanks to
|ΓT | ≤CΓ hd−1 from Assumption B and the summation over all T ∈ T Γh . uunionsq
We shall also need a special interpolation operator adapted to functions vanishing
on Γ , the idea of which goes to [15].
Proposition 5. There exists an interpolation operator I0h : H
1
0 (F)d →Vh such that
‖v− I0h v‖0,F ≤Ch|v|1,F , |I0h v|1,F ≤C|v|1,F
and I0h v = 0 on FΓh (and consequently I0h v = 0 on Γ ) for any v ∈ H10 (F)d with a
mesh-independent constant C > 0.
Proof. The construction of I0h will be based on the interpolator I
u
h from Proposition 2
with ku = 1. For any v ∈H10 (F)d , let us put I0h v(x) = Iuh (x) at all the interior nodes x
of T ih (i.e. excepting the nodes lying on ∂T ih ) and I0h v(x) = 0 on all the nodes of T Γh .
Since I0h v is the piecewise linear function on T eh , this uniquely defines it everywhere
on F eh . Moreover, I0h v = 0 on FΓh .
Let us denote, for a mesh edge E lying on ∂F ih, the adjacent element from T Γh
by TΓ and the union of all the elements from T ih sharing at least a node with E by
ω iE . By scaling
‖Iuh v− I0h v‖0,ω iE ≤C
√
h‖Iuh v‖0,E ≤C(‖Iuh v‖0,TΓ +h|Iuh v|1,TΓ )
Summing over all such edges and introducing the extension v˜ to F eh as in the proof
of Proposition 2 yields
‖Iuh v−I0h v‖0,F ih ≤C(‖I
u
h v‖0,FΓh +h|I
u
h v|1,FΓh )≤C(‖v˜−I
u
h v‖0,FΓh +‖v˜‖0,FΓh +h|I
u
h v|1,FΓh )
Since I0h v = 0 on FΓh this entails
‖v− I0h v‖0,F ≤ ‖v‖0,F +‖v− Iuh v‖0,F ih +‖I
u
h v− I0h v‖0,F ih
≤C(‖v˜‖0,FΓh +‖v˜− I
u
h v‖0,Feh +h|I
u
h v|1,FΓh )
We now employ the bound ‖v˜‖0,FΓh ≤Ch|v˜|1,FΓh , which is valid since F
Γ
h is a band
of thickness h around Γ and v˜ = 0 on Γ . Moreover,
1
h
‖v˜− Iuh v‖0,Feh + |I
u
h v|1,Feh ≤C|v˜|1,Feh
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as follows from the proof of Proposition 2, cf. (10) with su = 0. Since |v˜|1,Feh ≤
C|v|1,F by the extension theorem, this proves the announced estimate of ‖v−
I0h v‖0,F .
The estimate for the H1 norm of I0h v follows using the inverse inequality and the
L2 error estimates proved above:
|I0h v|1,F = |I0h v|1,F ih ≤ |I
0
h v−Iuh v|1,F ih +|I
u
h v|1,F ih ≤
C
h
‖I0h v−Iuh v‖0,F ih +|I
u
h v|1,F ih ≤C|v|1,F
uunionsq
Lemma 1. Under Assumption A and B, taking γ0 > 0 small enough and any θ > 0,
there exists a mesh-independent constant c > 0 such that
inf
(uh,ph,λh)∈Vh×Qh×Wh
sup
(vh,qh,µh)∈Vh×Qh×Wh
AHR−BP(uh, ph,λh;vh,qh,µh)
|||uh, ph,λh||| |||vh,qh,µh||| ≥ c
where the triple norm is defined by
|||u, p,λ |||=
(
|u|21,F +‖p‖20,F +h2|p|21,Feh +h‖λ‖
2
0,Γ +
1
h
‖u‖20,Γ
)1/2
Proof. We observe, using Proposition 3,
AHR−BP(uh, ph,λh;uh,−ph,−λh)
= 2‖D(uh)‖20,F −4γ0h‖D(ûh)‖20,Γ + γ0h‖λh− phn‖20,Γ +θh2|ph|1,Feh
≥ 2‖D(uh)‖20,F −Cγ0|uh|21,F + γ0h‖λh− phn‖20,Γ +θh2|ph|1,Feh
≥ 1
K
|uh|21,F + γ0h‖λh− phn‖20,Γ +θh2|ph|1,Feh
We have used in the last line the assumption that γ0 is sufficiently small and Korn
inequality
|v|21,F ≤ K‖D(v)‖20,F , ∀v ∈ H1wall(F) (17)
Note that the inequality is valid in this form because the functions from H1wall(F)
vanish on Γwall , i.e. on a part of the boundary ∂F with non zero measure.
The continuous inf-sup condition [12] implies for all ph ∈ Qh there exists vp ∈
H10 (F)d such that
−
∫
F
ph divvp = ‖ph‖20,F and |vp|1,F ≤C‖ph‖0,F . (18)
Recalling that vp = I0h vp = 0 on Γ we can write
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−
∫
F
ph div(I0h vp) = ‖ph‖20,F −
∫
F
ph div(I0h vp− vp)
= ‖ph‖20,F −
∫
F
∇ph · (vp− I0h vp)≥ ‖ph‖20,F −Ch|ph|1,Feh |vp|1,F
≥ ‖ph‖20,F −Ch|ph|1,Feh‖ph‖0,F (19)
where we have used the bounds from Proposition 5 and (18). Combining this with
Young inequality we obtain
AHR−BP(uh, ph,λh; I0h vp,0,0) ≥ −‖D(uh)‖0,F‖D(I0h vp)‖0,F +‖ph‖20,F −Ch|ph|1,Feh‖ph‖0,F
≥ 1
2
‖ph‖20,F −C|uh|21,F −Ch2|ph|21,Feh
Recall interpolation operator Iλh from Proposition 2 and observe, using Proposi-
tion 3 with Young inequality,
AHR−BP(uh, ph,λh;0,0, 1hI
λ
h uh)=
1
h
∫
Γ
uh ·Iλh uh−γ0
∫
Γ
(2D(ûh)n− phn+λh)·Iλh uh
≥ 1
2h
‖uh‖20,Γ −
1
2h
‖uh−Iλh uh‖20,Γ −γ0
(
C√
h
|uh|1,F +‖λh− phn‖0,Γ
)(
‖uh‖0,Γ +‖uh− Iλh uh‖0,Γ
)
≥ 1
4h
‖uh‖20,Γ −
C
h
‖Iλh uh−uh‖20,Γ −C|uh|21,F −Ch‖λh− phn‖20,Γ
≥ 1
4h
‖uh‖20,Γ −C|uh|21,F −Ch‖λh− phn‖20,Γ
In the last line, we have used the bound ‖uh− Iλh uh‖0,Γ ≤C
√
h|uh|1,F , i.e. (14) with
sλ = 0.
Combining the above inequalities, we can obtain for any κ,η > 0,
AHR−BP(uh, ph,λh;uh+κI0h vp,−ph,−λh+
η
h
Iλh uh)≥
1
K
|uh|21,F+
κ
2
‖ph‖20,F+
η
4h
‖uh‖20,Γ
+(θ −Cκ)h2|ph|1,Feh +(γ0−Cη)h‖λh− phn‖
2
0,Γ −C(κ+η)|uh|21,F (20)
In order to split ph and λh inside ‖λh− phn‖0,Γ we establish the following bounds
with any t > 0 and use finally Proposition 4
‖phn−λh‖20,Γ ≥ ‖ph‖20,Γ +‖λh‖20,Γ − (t+1)‖ph‖20,Γ −
1
t+1
‖λh‖20,Γ
=
t
t+1
‖λh‖20,Γ − t‖ph‖20,Γ ≥
t
t+1
‖λh‖20,Γ −
Ct
h
(
‖ph‖20,F +h2|ph|21,Feh
)
(21)
Substituting this into inequality (20) and assuming γ0, κ , η , t sufficiently small, we
obtain finally
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AHR−BP(uh, ph,λh;uh+κI0h vp,−ph,−λh+
η
h
Iλh uh) (22)
≥ c
(
|uh|21,F +‖ph‖20,F +h2|ph|21,Feh +h‖λh‖
2
0,Γ +
1
h
‖uh‖20,Γ
)
= c|||uh, ph,λh|||2.
On the other hand, the estimates of Propositions 2 and 5 give immediately
|||uh+κI0h vp,−ph,−λh+
η
h
Iλh uh||| ≤ C|||uh, ph,λh||| (23)
Dividing (22) by (23) yields the result of the Lemma. uunionsq
Theorem 1. Under Assumptions A, B, γ0 > 0 small enough, any θ > 0, and (u, p,λ )∈
H2(F)d ×L20(F)×H
1
2 (Γ ), the following a priori error estimates hold for method
(15):
|u−uh|1,F +‖p− ph|0,F +
√
h‖λ −λh‖0,Γ ≤Ch(|u|2,F + |p|1,F + |λ |1/2,Γ ) (24)
Moreover, assuming the usual elliptic regularity for the Stokes problem in F , i.e. the
bound (28) for the solution to (27), one has ∀ϕ ∈ H3/2(Γ )∣∣∣∣∫Γ (λ −λh)ϕ
∣∣∣∣≤Ch2(|u|2,F + |p|1,F + |λ |1/2,Γ )|ϕ|3/2,Γ (25)
Proof. Use Galerkin orthogonality (taking û = u for the exact solution u and ex-
tending p from F to F eh )
AHR−BP(uh−u, ph− p,λh−λ ;vh,qh,µh) = θh2
∫
Feh
∇p ·∇qh (26)
to conclude
AHR−BP(uh− Iuh u, ph− Iph p,λh− Iλh λ ;vh,qh,µh) = 2
∫
F
D(u− Iuh u) : D(vh)
−
∫
F
((p− Iph p)divvh+qh div(u− Iuh u))+
∫
Γ
((λ − Iλh λ ) · vh+µh · (u− Iuh u))
− γ0h
∫
Γ
(λ − Iλh λ +2D(u− Îuh u)n− (p− Iph p)n) · (µh+2D(v̂h)n−qhn)
+θh2
∫
Feh
∇Iph p ·∇qh
All the terms in the right-hand side can be bounded thanks to Proposition 2 with
su = 1, sp = sλ = 0 so that
AHR−BP(uh−Iuh u, ph−Iph p,λh−Iλh λ ;vh,qh,µh)≤Ch(|u|2,F+|p|1,F+|λ |1/2,Γ )|||vh,qh,µh|||
The inf-sup lemma 1 now gives (24).
To prove (25), choose any ϕ ∈ H3/2(Γ ) and take v,q solution to
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−2divD(v)+∇q = 0, divv = 0 on F , v = ϕ on Γ (27)
as well as µ =−(2D(v)n−qn)|Γ . Integration by parts gives
2
∫
F
D(u−uh) : D(v)−
∫
F
qdiv(u−uh)+
∫
Γ
(u−uh)µ = 0
Subtracting this from Galerkin orthogonality relation (26) gives∫
Γ
(λ−λh)·ϕ = 2
∫
F
D(u−uh) : D(v−vh)−
∫
F
((p− ph)div(v−vh)+(q−qh)div(u−uh))
+
∫
Γ
((λ −λh) · (v− vh)+(µ−µh) · (u−uh))
− γ0h
∫
Γ
(λ −λh+2D(u− ûh)n− (p− ph)n) · (µ−µh+2D(v− v̂h)n− (q−qh)n)
−θh2
∫
Feh
∇ph ·∇qh
Taking vh = Iuh v, qh = I
p
h q, µh = I
λ
h µ , applying Proposition 2 with su = 1, sp = sλ = 0
and recalling that
(|v|2,F + |q|1,F + |µ|1/2,Γ )≤C|ϕ|3/2,Γ (28)
thanks to the elliptic regularity of the Stokes problem, yields (25). uunionsq
Remark 3. The mesh elements with very small cuts may be present in method (15)
as well as in all its forthcoming variants. They can thus produce very ill conditioned
matrices despite the stability guaranteed by Lemma 1 in the mesh dependent norms.
The influence of this phenomenon on the accuracy of linear algebra solvers is yet
to be investigated and remains out of the scope of the present work. However, some
partial results are available in [10]. Note also that alternative methods based on the
Ghost Penalty [5] are free from this drawback, cf. [8]. Indeed, the Ghost Penalty
allows one to control velocity and pressure in the natural norms on the extended
domain F eh rather than on the fluid domain only, as in Lemma 1.
2.2 P1−P0 velocity-pressure spaces with interior penalty
stabilization.
Let us now choose P1 FE for Vh and P0 for Qh and add interior penalty (IP) stabi-
lization to the Haslinger-Renard method. The method becomes:
Find (uh, ph,λh) ∈Vh×Qh×Wh such that
AHR−IP(uh, ph,λh;vh,qh,µh) = L(vh,µh), ∀(vh,qh,µh) ∈Vh×Qh×Wh, (29)
where
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AHR−IP(u, p,λ ;v,q,µ) =A(u, p,λ ;v,q,µ)
− γ0h
∫
Γ
(λ +2D(û)n− pn) · (µ+2D(v̂)n−qn)−θh ∑
E∈Eeh
∫
E
[p][q]
Vh is continuous P1 FE space on mesh T eh , Qh is P0 FE space on mesh T eh , and Wh
is P0 FE space on mesh T Γh , cf. (7).
Note that the IP stabilization is applied to the pressure in the interior onF as well
as on the cut elements. The analysis of this method is similar to that of the previous
one (15) and we give immediately the final result:
Theorem 2. Under Assumptions A and B, γ0 > 0 small enough, any θ > 0, and
(u, p,λ ) ∈ H2(F)d × L20(F)×H
1
2 (Γ ), the a priori error estimates (24) and (25)
hold for method (29).
Proof. We shall not repeat all the technical details but only point out some important
changes that should be made in Propositions 3–5 and the inf-sup lemma from the
preceding section in order to adapt them to the the analysis of method (29):
• The estimate of Proposition 4 should be changed to
h‖qh‖20,Γ ≤ C
(
‖qh‖20,F +h∑E∈Eeh
∫
E [qh]
2
)
This can be proved observing on any bad element T ∈ T Γh sharing an edge E
with its good neighbor T ′
‖qh‖0,ΓT =
√
|ΓT | |(qh)|T | ≤
√
|ΓT |(|[qh]E |+ |(qh)|T ′ |)
=
√
|ΓT |
(
1√|E| ‖[qh]‖0,E + 1√|T ′| ‖qh‖0,T ′
)
≤C
(
‖[qh]‖0,E + 1√
h
‖qh‖0,T ′)
)
The case of a bad element that does not share an edge with its good neighbor can
be treated similarly by introducing a chain of elements connecting T to T ′. The
case when T ∈ T Γh is “good” itself is trivial.
• The term h2|p|1,Feh in the triple norm in Lemma 1 should be replaced by
h∑E∈Eeh
∫
E [p]
2
• The treatment (19) of the velocity-pressure term inside the proof of Lemma 1 is
now replaced by
−
∫
F
ph div I0h vp = ‖ph‖20,F +
∫
F
ph div(vp− I0h vp)
= ‖ph‖20,F + ∑
E∈Eeh
∫
E∩F
[ph]n · (vp− I0h vp)
and the bound ∑E∈Eeh ‖vp− I0h vp‖20,E ≤Ch|vp|1,F which is proved as in Proposi-
tion 5.
uunionsq
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2.3 Taylor-Hood spaces.
We now choose Pk (resp. Pk−1) FE space with k≥ 2 for Vh (resp. Qh). These are well
known Taylor-Hood spaces which satisfy the discrete inf-sup conditions in the usual
setting and thus no stabilization for pressure “in the bulk” is needed. Intuitively,
some extra stabilization should be now added for the pressure on the cut triangles.
We thus propose the following modification of the Haslinger-Renard method for
Taylor-Hood spaces:
Find (uh, ph,λh) ∈Vh×Qh×Wh such that
AHR−T H(uh, ph,λh;vh,qh,µh) = L(vh,µh), ∀(vh,qh,µh) ∈Vh×Qh×Wh, (30)
where
AHR−T H(u, p,λ ;v,q,µ) = A(u, p,λ ;v,q,µ)
−γ0h
∫
Γ
(λ +D(û)n− p̂n) · (µ+D(v̂)n− q̂n)
Vh is continuous Pk FE space on mesh T eh , Qh (resp. Wh) is continuous Pk−1 FE
space on mesh T eh (resp. T Γh ) for k ≥ 2, cf. (7). The notation ·̂ stands here again for
the “robust reconstruction” from Definition 1. We emphasize that it is applied here
not only to the velocity, but also to pressure, unlike versions of the method (15) and
(29) studied above.
The analysis of this method will be done under more restrictive assumptions than
that of the previous ones:
Assumption C. The dimension is d = 2,F ih contains at least 3 triangles, Γ is a curve
of class C2, the mesh Th is composed of non-obtuse triangles and is sufficiently fine
(with respect to the curvature of Γ ).
Remark 4. Assumption C covers Assumption B, cf Remark 2.
We shall tacitly assume Assumption C in all the Propositions until the end of
this Section. Proposition 3 will be reused in the analysis of the present case but
Proposition 4 should be replaced with the following
Proposition 6. For all qh ∈ Qh one has
h‖q̂h‖20,Γ ≤ C‖qh‖20,F .
The proof is a straight-forward adaptation of Proposition 3 to the pressure space.
Another important ingredient in our analysis will be the discrete velocity-pressure
inf-sup condition robust with respect to the cut triangles, cf. Proposition 10 below.
We recall first a well-known auxiliary result:
Proposition 7. The exists a mesh independent constant β > 0 such that for any
qh ∈ Qh
βh|qh|1,F ih ≤ sup
vh∈V ih
∫
F qh divvh
|vh|1,F ih
(31)
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where V ih =Vh∩ (H10 (F ih))d .
This result is customarily applied to the analysis of FE discretization of the
Stokes equations via the Verfu¨rth trick [11]. The proof in the 2D case under the
assumption that the mesh contains at least 3 triangles can be found in [3]. We note
in passing that a 3D generalization in a similar context is presented in [13].
Let BΓh := F \F ih and note that the boundary of BΓh consists of ∂F ih and Γ .
Proposition 8. Let ph ∈ Qh and v ∈ H1(BΓh ) vanishing on Γ . Then∫
∂F ih
|phv| ≤C‖ph‖0,BΓh |v|1,BΓh (32)
Proof. Take any triangle T ∈ T Γh such that one of its sides E is an edge on ∂F ih.
Introduce the polar coordinates (r,ϕ) centered at the vertex O of T opposite to side
E (thus O lies outside F). The part of T inside F can be represented in these coor-
dinates as
FT = {(r,ϕ) such that α < ϕ < β , rΓ (ϕ)< r < ri(ϕ)}
with rΓ (ϕ) and ri(ϕ) representing, respectively, Γ and E ⊂ ∂F ih. In view of As-
sumption C, rΓ (ϕ) is a C2 function and there are positive numbers rmin and rmax
such that rmin ≤ rΓ (ϕ) < ri(ϕ) ≤ rmax for all ϕ ∈ [α,β ]. There are 2 options: ei-
ther ΓT is very close to edge E so that rmaxrmin ≤ ρ , or FT covers a significant portion
of T so that |FT | ≥ θ |T |. The positive numbers ρ and θ here can be chosen in a
mesh-independent manner.
We start with the first option: rmaxrmin ≤ ρ . Using the notations above and recalling
v = 0 at r = rΓ (ϕ) gives
∫
E
|phv| ≤C
∫ β
α
(|phv|r)r=ri(ϕ)dϕ =C
∫ β
α
∫ ri(ϕ)
rΓ (ϕ)
∂ |phvr|
∂ r
drdϕ
≤C
(∫ β
α
∫ ri(ϕ)
rΓ (ϕ)
∣∣∣∣∂ ph∂ r v
∣∣∣∣rdrdϕ+‖ph‖0,FT ‖∇v‖0,FT + 1rmin ‖ph‖0,FT ‖v‖0,FT
)
We set l(ϕ) = ri(ϕ)− rΓ (ϕ) and bound the first integral above using, for any ϕ
fixed, an inverse inequality for ph on the interval (rΓ (ϕ),ri(ϕ)) and Poincare´ in-
equality for v on the same interval (recall that v = 0 at r = rΓ (ϕ))
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∫ β
α
∫ ri(ϕ)
rΓ (ϕ)
∣∣∣∣∂ ph∂ r v
∣∣∣∣rdrdϕ ≤ rmax ∫ βα
(∫ ri(ϕ)
rΓ (ϕ)
(
∂ ph
∂ r
)2
dr
) 1
2 (∫ ri(ϕ)
rΓ (ϕ)
v2dr
) 1
2
dϕ
≤Crmax
∫ β
α
1
l(ϕ)
(∫ ri(ϕ)
rΓ (ϕ)
p2hdr
) 1
2
× l(ϕ)
(∫ ri(ϕ)
rΓ (ϕ)
(
∂v
∂ r
)2
dr
) 1
2
dϕ
≤C rmax
rmin
‖ph‖0,FT ‖∇v‖0,FT (33)
Recalling the bound on rmaxrmin (which implies, in particular, rmin ≥
h
ρ ) we conclude∫
E
|phv| ≤C
(
‖ph‖0,FT ‖∇v‖0,FT +
1
h
‖ph‖0,FT ‖v‖0,FT
)
(34)
On the other hand, if |FT | ≥ θ |T |, extending v by 0 outside F , applying Propo-
sition 1 and an inverse inequality (valid on the whole triangle T ) also yields (34):∫
E
|phv| ≤
√
h‖phv‖0,∂T ≤C(‖phv‖0,T +h|phv|1,T )
≤C(‖ph‖∞,T‖v‖0,FT +h‖∇ph‖∞,T‖v‖0,FT +h‖ph‖∞,T‖∇v‖0,FT )
≤C
(
‖ph‖0,FT ‖∇v‖0,FT +
1
h
‖ph‖0,FT ‖v‖0,FT
)
Summing (34) over all T ∈ T Γh having a side on ∂F ih yields∫
∂F ih
|phv| ≤C‖ph‖0,BΓh
(
‖∇v‖0,BΓh +
1
h
‖v‖0,BΓh
)
Recall that v = 0 on Γ and the width of BΓh is of order h, so that ‖v‖0,BΓh ≤
Ch‖∇v‖0,BΓh by a Poincare´ inequality. We have thus proved (32). uunionsq
Proposition 9. There exists a continuous piecewise linear vector-valued functionψh
on mesh T eh such that ψh · n ≥ 0 on Γ , divψh ≥ δ0 on all the triangles of T Γh , and
divψh ≥ −δ1h on all the triangles of T ih with positive constants δ0,δ1. Moreover,
there is a constant C > 0 such that for any ph ∈ Qh
|phψh|1,F + 1√
h
‖phψh‖0,Γ ≤C‖ph‖0,F (35)
Proof. Let Bη = {x ∈ R2/dist(x,Γ ) < η} for η > 0. Thanks to the smoothness
of Γ , one can introduce orthogonal coordinates (ξ1,ξ2) on Bη with some mesh-
independent η > 0 such that ξ2 = 0 on Γ and ξ2 < 0 on F ∩Bη . Let ei denote
the basis vectors of these coordinates (ei = ∂r/∂ξi). One can safely assume that
ξ2 measures the distance to Γ so that |e2| = 1 on Bh and, moreover, |e1| = 1 on
Γ . Assuming η > h, let us introduce the vector-valued function ψ given on Bη
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by ψ = ξ2e2 for |ξ2| < h, ψ = −hη+ξ2η−h e2 for −η < ξ2 < −h, left undefined for
h < ξ2 < η , and extended by 0 on F \Bη . This function is thus well defined and
continuous on F . Let ψh = Ihψ+ δψh where Ih is the standard nodal interpolation
operator to continuous P1 FE space on T eh and δψh is a small correction of order h2
at each mesh node, which is also a continuous P1 FE function on T eh to be specified
below.
Clearly, divψ = 1 on Γ , hence divψ ≥ 12 on Bh by continuity for sufficiently
small h. Since Bh ⊃FΓh , one observes on all the triangles of T Γh
divψh≥ 12−div(ψ−Ihψ)+divδψh≥
1
2
−Ch‖ψ‖W 2,∞(Bh)−
C
h
‖δψh‖∞,T Γh = δ0 > 0
since h is sufficiently small and ψ is sufficiently smooth thanks to the hypothesis on
Γ . Turning to the triangles of T ih we make the following observation: if Γ were a
straight line, the coordinate system (ξ1,ξ2) would be Cartesian, ψ ·e1 would vanish,
and ψ · e2 would be piecewise linear function of ξ2 with a positive slope on −h <
ξ2 < h and with the negative slope− hη−h on−η < ξ2 <−h so that div Ihψ ≥− hη−h
on the triangles of T ih . The actual geometry of Γ and the addition of δψh introduces
the corrections of order h2 to the nodal values of ψh so that one still has divψh ≥
−δ1h on these triangles. We can now adjust the correction δψh in order to satisfy
the remaining requirement on ψh, namely ψh · n ≥ 0 on Γ . We have ψ · n = 0 so
that ψh ·n≥−c0h2 on Γ . We now set δψh = c1h2e2 at all the nodes of T Γh outside
F , δψh = min(c1h2,−ψ · e2)e2 at all the nodes of T Γh in F¯ , and δψh = 0 at all
the interior nodes of T ih with some constant c1 > 0. This assures ψh · n ≥ 0 on Γ
with some sufficiently big c1. Moreover, if a node x of mesh T ih is too close to
Γ , i.e. the distance between x and Γ is smaller than h2 in order of magnitude, the
construction above entails ψh(x) = 0. This means that |ψh| on the cut portion FT
of any triangle T ∈ T Γh is always bounded by the width of FT (times some mesh
independent constant) even if FT is narrower than h2.
Let us now take any ph ∈ Qh. Using an inverse inequality we deduce on any
triangle T ∈ T ih
|phψh|1,T ≤Ch|ph|1,T +C‖ph‖0,T ≤C‖ph‖0,T (36)
since, by construction of ψh,
‖ψh‖∞,Feh ≤Ch and ‖∇ψh‖∞,Feh ≤C
A similar bound also holds on any cut triangle T ∈T Γh . One cannot use a straightfor-
ward inverse inequality in this case, since the width of the cut portion FT , say ε , can
be much smaller than h. However, the construction of ψh implies in such a situation
‖ψh‖∞,FT ≤Cε . Combining this with the inverse inequality |ph|1,FT ≤ Cε ‖ph‖0,FT ,
as in the proof of Proposition 8, one arrives at |phψh|1,FT ≤C‖ph‖0,FT , similar to
(36). Summing this over all the triangles T ∈ T eh yields |phψh|1,F ≤C‖ph‖0,F .
Finally, in order to bound phψh in L2(Γ ) we recall that the distance between Γ
and ∂F ih is of order h. Hence,
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‖phψh‖0,Γ ≤ ‖phψh‖0,∂F ih +C
√
h|phψh|1,BΓh ≤Ch‖ph‖0,∂F ih +C
√
h‖ph‖0,F
By scaling, ‖ph‖0,E ≤ C√h‖ph‖0,T for any edge E ∈ ∂Fh adjacent to a triangle
T ∈ T ih . The summation over all such edges yields ‖ph‖0,∂F ih ≤
C√
h
‖ph‖0,F ih and
consequently ‖phψh‖0,Γ ≤C
√
h‖ph‖0,F so that (35) is established. uunionsq
Proposition 10. Under Assumption C, for any ph ∈Qh there exists vph ∈Vh such that
−
∫
F
ph divv
p
h = ‖ph‖20,F and |vph |1,F +
1√
h
‖vph‖0,Γ ≤C‖ph‖0,F (37)
Proof. The continuous inf-sup condition implies that for all ph ∈ Qh there exists
vp ∈ (H10 (F))d satisfying (18). Recalling the interpolation operator I0h from Propo-
sition 5, we observe
−
∫
F
ph div I0h vp =−
∫
F ih
ph div I0h vp = ‖ph‖20,F ih +
∫
F ih
ph div(vp− I0h vp)
= ‖ph‖20,F ih +
∫
∂F ih
phn · vp−
∫
F ih
∇ph · (vp− I0h vp)
≥ ‖ph‖20,F ih −C‖ph‖0,BΓh |vp|1,BΓh −Ch|ph|1,F ih |vp|1,F ih
≥ ‖ph‖20,F ih −C
(
‖ph‖20,BΓh +h
2|ph|21,F ih
) 1
2 |vp|1,F
≥ 1
2
‖ph‖20,F ih −C‖ph‖
2
0,BΓh
−Ch2|ph|21,F ih (38)
We have used Proposition 8, the interpolation estimate from Proposition 5, Young
inequality and |vp|21,BΓh + |vp|
2
1,F ih
= |vp|21,F ≤C‖ph‖20,F =C(‖ph‖20,F ih +‖ph‖
2
0,BΓh
).
Moreover, thanks to Proposition 7 and the inverse inequality there exists vp,ih ∈ V ih
such that
−
∫
F
ph divv
p,i
h = h
2|ph|21,F ih and |v
p,i
h |1,F ≤Ch|ph|1,F ih ≤C‖ph‖0,F ih (39)
In order to control ph on BΓh , we introduce v
p,Γ
h =−phψh with ψh from Proposition
9. Then
−
∫
F
ph divv
p,Γ
h =
∫
F
ph∇ph ·ψh+
∫
F
p2h divψh
=
1
2
∫
Γ
p2hn ·ψh+
1
2
∫
F
p2h divψh ≥
δ0
2
‖ph‖20,BΓh −δ1h‖ph‖
2
0,F ih
(40)
thanks to n ·ψh ≥ 0 on Γ and the bounds on divψh.
Let vph = I
0
h vp +κv
p,i
h +κv
p,Γ
h . Taking the sum of (38), (39), (40), and recalling
‖ph‖20,F = ‖ph‖20,F ih + ‖ph‖
2
0,BΓh
yields for sufficiently big κ > 0 and sufficiently
small h
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−
∫
F
ph divv
p
h ≥
1
2
‖ph‖20,F
Turning to the second estimate in (37), we recall
|I0h vp|1,F + |vp,ih |1,F ≤C‖ph‖0,F
and I0h vp = v
p,i
h = 0 on Γ . Moreover, v
p,Γ
h is bounded thanks to (35) as
|vph |1,F +
1√
h
‖vph‖0,Γ ≤C‖ph‖0,F
This entails (37). uunionsq
Lemma 2. Under Assumption C, taking γ0 small enough, there exists a mesh-
independent constant c > 0 such that
inf
(uh,ph,λh)∈Vh×Qh×Wh
sup
(vh,qh,µh)∈Vh×Qh×Wh
AHR−T H(uh, ph,λh;vh,qh,µh)
|||uh, ph,λh||| |||vh,qh,µh||| ≥ c
where the triple norm is defined by
|||u, p,λ |||=
(
|u|21,F +‖p‖20,F +h‖λ‖20,Γ +
1
h
‖u‖20,Γ
) 1
2
Proof. As in the proof of Lemma 1, we observe that
AHR−T H(uh, ph,λh;uh,−ph,−λh) ≥ 1K |uh|
2
1,F + γ0h‖λh− p̂hn‖20,Γ
thanks to Korn inequality (17) and the smallness of γ0. Moreover, employing vph
from Proposition 10 and the estimates from Propositions 3 and 6,
AHR−T H(uh, ph,λh;vph ,0,0) = 2
∫
F
D(uh) : D(v
p
h)+‖ph‖20,F +
∫
Γ
λ · vph
−γ0h
∫
Γ
(D(ûh)n− p̂hn+λh) ·D(v̂ph)n
≥ 1
2
‖ph‖20,F −C|uh|21,F −Ch‖λh‖20,Γ −
γ0
2
h‖λh− p̂hn‖20,Γ
We proceed as in the proof of Lemma 1 and arrive at, cf. (20),
AHR−T H(uh, ph,λh;uh+κvph ,−ph,−λh+
η
h
Iλh uh)≥
1
K
|uh|21,F +
κ
2
‖ph‖20,F
+
η
2h
‖uh‖20,Γ +
(γ0
2
−Cη
)
h‖λh− p̂hn‖20,Γ −C(κ+η)|uh|1,F −Cκh‖λh‖20,Γ
The rest of the proof follows again that of Lemma 1, with the only modification that
‖p̂hn‖20,Γ rather than ‖phn‖20,Γ will appear in the calculation (21). This gives now
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‖p̂hn−λh‖20,Γ ≥
t
t+1
‖λh‖20,Γ −
Ct
h
‖ph‖20,F
which is established using Proposition 6 rather than Proposition 4. Substituting this
into the bound above and taking t,κ,η sufficiently small leads to
AHR−T H(uh, ph,λh;uh+κvph ,−ph,−λh+
η
h
Iλh uh)≥ c|||uh, ph,λh|||2
Finally, the test function (uh+κv
p
h ,−ph,−λh+ ηh Iλh uh) can be bounded in the triple
norm via (uh, ph,λh). This ends the proof in the same way as as in the case of Lemma
1. uunionsq
Theorem 3. The following a priori error estimate hold under Assumption C for
method (30) with Pk FE for v and Pk−1 FE for p and λ (k ≥ 2):
|u−uh|1,F +‖p− ph‖0,F +
√
h‖λ −λh‖0,Γ
≤Chk(|u|k+1,F + |p|k,F + |λ |k−1/2,Γ ) (41)
and, assuming the usual elliptic regularity (28) for the Stokes problem (27),∣∣∣∣∫Γ (λ −λh)ϕ
∣∣∣∣≤Chk+1(|u|k+1,F + |p|k,F + |λ |k−1/2,Γ )|ϕ|3/2,Γ (42)
for all ϕ ∈ H3/2(Γ ).
Proof. The proof follows the same lines as that of Theorem 1. uunionsq
3 Methods a` la Burman-Hansbo.
We turn now to alternative methods generalizing that of [6] to the Stokes equations,
cf. (6). The meshes and FE spaces follow the same pattern as before, cf. (7). We
shall employ either P0 or P1 FE for λ and several choices for velocity and pressure.
The method reads:
Find (uh, ph,λh) ∈Vh×Qh×Wh such that
ABH−l−var((uh, ph,λh;vh,qh,µh) = L(vh,µh), ∀(vh,qh,µh) ∈Vh×Qh×Wh,
(43)
where
ABH−l−var(u, p,λ ;v,q,µ) =A(u, p,λ ;v,q,µ)+S lλ (λ ,µ)+Svarp (p,q)
Here, S lλ (λ ,µ) with l ∈ {0,1} is the stabilization term for Lagrange multiplier dis-
cretized by Pl FE. We set
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S0λ (λ ,µ) =−γh ∑
E∈EΓh
∫
E
[λ ] · [µ] and S1λ (λ ,µ) =−γh2
∫
FΓh
∇λ : ∇µ
Moreover, Svarp (p,q) with var ∈ {BP, IP,T H} is the stabilization term for pressure
chosen for each velocity-pressure FE-pair as in the following table
Velocity FE Pressure FE Acronym Stabilization
P1 P1 BP SBPp (p,q) =−θh2
∫
Feh ∇p ·∇q
P1 P0 IP S IPp (p,q) =−θh∑E∈Eeh
∫
E [p][q]
P2 P1 TH ST Hp (p,q) = 0
Remark 5. Several other choices for FE spaces and corresponding stabilization
terms could be proposed and investigated at the expense of more complicated proofs
which we hope to present elsewhere. For instance,
• In the case of P1 space for λ , one can use stabilization
S˜1λ (λ ,µ) =−γh3 ∑
E∈EΓh
∫
E
[∇λ ] : [∇µ]
as an alternative to S1. A similar stabilization is proposed in [7] in the context of
interface problems on non-conforming meshes without cut triangles.
• Higher order Taylor-Hood spaces (Pk–Pk−1 for k > 2) can be used for velocity-
pressure accompanied with the Pk−1 space for λ . One should then apply a
stronger stabilization to λ , in the spirit of [8], which will control its higher order
derivatives.
One can show that all the choices above lead to inf-sup stable methods. We pro-
vide here a detailed proof for the case ABH−1−BP (thus employing P1 FE for all the
3 variables) and comment briefly on other cases below.
Lemma 3. Let Vh,Qh,Wh in (7) be P1 FE spaces on respective meshes. Under As-
sumption B, for any γ,θ > 0 there exists a mesh-independent constant c > 0 such
that
inf
(uh,ph,λh)∈Vh×Qh×Wh
sup
(vh,qh,µh)∈Vh×Qh×Wh
ABH−1−BP(uh, ph,λh;vh,qh,µh)
|||uh, ph,λh||| |||vh,qh,µh||| ≥ c
where the triple norm is defined by
|||u, p,λ |||=
(
|u|21,F +‖p‖20,F +h2|p|21,Feh +h‖λ‖
2
0,Γ +h
2|λ |21,FΓh +
1
h
‖u‖20,Γ
)1/2
Proof. Take λh ∈Wh and let λ˜h be the P1 FE function on F eh that vanishes at all the
interior nodes of F ih and coincides with λh on FΓh . Obviously, hλ˜h ∈Vh and
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Γ
λh ·hλ˜h = h‖λh‖20,Γ
Moreover, using a scaling argument and the fact that the distance between Γ and
∂F ih is of order h, we get
|λ˜h|21,F ≤ |λ˜h|21,F ih + |λh|
2
1,FΓh
≤ C
h
‖λh‖20,∂F ih + |λh|
2
1,FΓh
≤ C
h
(‖λh‖20,Γ +h|λh|21,FΓh )+ |λh|
2
1,FΓh
≤ C
h
‖λh‖20,Γ +C|λh|21,FΓh (44)
To control the pressure ph ∈ Qh, we recall the bound (19) involving vp defined
by (18) and interpolation operator I0h from Proposition 5. Thus, fixing uh, ph,λh in
the corresponding FE spaces, we have for any κ,ρ,η > 0
ABH−1−BP(uh, ph,λh;uh+κI0h vp+ρhλ˜h,−ph,−λh+
η
h
Iλh uh)≥
2‖D(uh)‖20,F −C|uh|1,F (κ|I0h vp|1,F +ρh|λ˜h|1,F )
+κ‖ph‖20,F −C‖ph‖0,F (κh|ph|1,Feh +ρh|λ˜h|1,F )
ρh‖λh‖20,Γ +
η
2h
‖uh‖20,Γ −
η
2h
‖uh− Iλh uh‖20,Γ
+ γh2|λh|21,FΓh − γηh|λh|1,FΓh |I
λ
h uh|1,FΓh +θh
2|ph|21,Feh
with a constant C> 0 independent from the mesh and from the parameters κ , ρ , η , γ ,
θ . We now apply Korn inequality (17), the Young inequality and the bounds similar
to those used in the proof of Lemma 1, such as |I0h vp|1,F ≤ C‖ph‖0,F , |hλ˜h|1,F ≤
C|vλ |1,F ≤C
√
h‖λh‖0,Γ , ‖uh− Iλh uh‖0,Γ ≤C
√
h|uh|1,F , |Iλh uh|1,FΓh ≤C|uh|1,F , and
(44). This yields
ABH−1−BP(uh, ph,λh;vh+κI0h vp+ρhλ˜h,−ph,−λh+
η
h
Iλh uh)
≥ (K−Cη)|uh|1,F +
(κ
2
−Cκ2
)
‖ph‖20,F +C
(
ρ−ρ2− ρ
2
κ
)
h‖λh‖20,Γ
+(θ −Cκ)h2|ph|21,Feh +
(
γ−Cρ2−Cρ
2
κ
− γ2η
)
h2|λh|21,FΓh +
η
2h
‖uh‖20,Γ
≥ c|||uh, ph,λh|||2
if κ,ρ,η > 0 are chosen sufficiently small. In particular, ρ should be small with
respect to κ .
On the other hand, the test function (uh+κI0h vp+ρhλ˜h,−ph,−λh+ ηh Iλh uh) can
also be bound from above in the triple norm by |||uh, ph,λh||| thanks to the bounds
listed above. This leads to the announced inf-sup estimate. uunionsq
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Analogous inf-sup lemmas can be proved for all the other variants of method
(43) introduced above. In particular, the adaptation to the case BH − 1− T H is
very simple: one should just use the velocity-pressure inf-sup Lemma 10 (valid
under Assumption C). The adaptation to the case BH−0− IP requires some more
substantial changes in the proofs as outlined below:
• The term h2|λ |2
1,FΓh
in the definition of the triple norm in Lemma 3 should be
replaced by h|λ |2EΓh := h∑E∈EΓh ‖[λ ]‖
2
0,E . Similar modifications should be applied
to the norm of the pressure, cf. the proof of Theorem 2.
• Using Cle´ment-type interpolation [11], given any P0 FE function λh on FΓh we
can construct a continuous P1 FE function λ˜h on FΓh such that
‖λ˜h−λh‖0,Γ +
√
h|λ˜h|1,FΓh ≤C|λh|EΓh
We then extend it to λ˜h ∈Vh by setting its values at all the interior nodes of F ih to
0 and replace (44) with |λ˜h|21,F ≤ Ch
(
‖λh‖20,Γ + |λh|2EΓh
)
. The rest of the proof of
Lemma 3 can be then reused as is.
Having at our disposal the inf-sup Lemmas of the type 3, it is easy to establish
the convergence theorems completely analogous to Theorems 1, 2, and 3.
Theorem 4. Consider the three variants of method (43): BH − 1−BP under As-
sumption B with P1 FE for v, p and λ ; BH−0− IP under Assumption B with P1 FE
for v and P0 FE for p, λ ; BH−1−T H under Assumption C with P2 FE for v and
P1 FE for p, λ . The following a priori error estimates hold for these methods with
k denoting the degree of FE space Vh
|u−uh|1,F +‖p− ph‖0,F +
√
h‖λ −λh‖0,Γ
≤Chk(|u|k+1,F + |p|k,F + |λ |k−1/2,Γ )
and ∣∣∣∣∫Γ (λ −λh)ϕ
∣∣∣∣≤Chk+1(|u|k+1,F + |p|k,F + |λ |k−1/2,Γ )|ϕ|3/2,Γ
for all ϕ ∈ H3/2(Γ )
Proof. The proof follows the same lines as that of Theorem 1. In particular, all the
necessary interpolation estimates can be taken from Proposition 2. Note that we
no longer require Assumption A there since it is only necessary for the estimates
involving Îuh u and Î
p
h p. uunionsq
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4 Numerical experiments
In this section we present some numerical tests. The fluid-structure domain D is
set to (0,1)2. The structure S is chosen as the disk centered in [0.5,0.5] of radius
R = 0.21. We recall that the fluid domain is outside the structure, i.e. F = D \ S¯
as represented in Fig. 1. In practice, boundary Γ of F is defined by a level-set. For
all tests, the threshold ratio θmin (cf. Definition 1) for the ”robust reconstruction” is
fixed to 0.01 and the stabilization parameters are set as γ0 = θ0 = γ = 0.05.
The exact solution for the velocity and the pressure is chosen as
u(x,y) = (cos(pix)sin(piy),−sin(pix)cos(piy)) ,
p(x,y) = (y−0.5)cos(2pix)+(x−0.5)sin(2piy)
and the right-hand side f in (1) as well as the Dirichlet boundary conditions on
Γwall and Γ in (3)–(4) are set accordingly. We shall report the errors for velocity and
pressure in the natural H1(F) and L2(F) norms. The accuracy of the Lagrange mul-
tiplier λ will be attested only the the integral
∫
Γ λ , which has the physical meaning
of the force exerted by the fluid on the rigid particle inside.
In the following, U , P and Λ are the degrees of freedom vectors for uh, ph
and λh respectively, i.e. the coefficients in the expansions in the standard bases
{φiu},{ψip},{ζiλ } of Vh, Qh and Wh. The direct solver MUMPS [1] is used for
the resulting linear systems. Rates of convergence are computed on regular meshes
based on uniform subdivisions by N points (N = 10,20,40,80,160) on each side of
Γwall . At our fixed threshold, the three finer meshes require “robust reconstruction”,
cf. Assumption A and Definition 1). More precisely, for N = 40,80 and 160 we have
8,8 and 56 “bad elements”.
4.1 Fictitious domain without any stabilization.
First, we present numerical tests without any stabilization as in (6). The linear sys-
tem to solve is of the formK BT CTB 0 0
C 0 0
UP
Λ
=
F0
G
 (45)
where K, B, C, F and G are
(K)iu ju = 2
∫
F
D(φiu) : D(φ ju),(B)iu jp =−
∫
F
ψ jp div(φiu),(C)iu jλ =
∫
Γ
ζ jλ φiu
(F)iu =
∫
F
fφiu , (G)iλ =
∫
Γ
gζiλ
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Rates of convergence are presented in Fig. 4 for the triples of spaces P2−P1−P1,
P2 − P1 − P0, P1 − P1 − P1 (velocity-pressure-multiplier). The choice P1 − P1
for velocity-pressure suffers of course from the non-satisfaction of the mesh-
independent inf-sup condition. It has to be stressed that in all the experiments with-
out stabilization, and particularly for the P1−P1 case, a singular linear system could
be obtained. However, we did not encounter this in our simulations (singular sys-
tems did occur in the experiments with P0 multiplier, not reported here).
As expected, the solution with P1−P1−P1 FE is not good. On the contrary,
optimal convergence is observed for all the unknowns when P2 − P1 FE spaces
are used for velocity-pressure. However, some problems could remain when the
intersections of mesh elements with F are too small. We refer to [9] where this
aspect is addressed in more detail.
1e−08
1e−07
1e−06
1e−05
0.0001
0.001
0.01
0.1
1
0.001 0.01 0.1
L2
(F
)
er
ro
r
h
velocity
P2−P1−P1 (slope=2.991)
+
+
+
+
+
+
P2−P1−P0 (slope=2.745)
×
×
×
×
× ×
P1−P1−P1 (slope=0.905)
∗
∗∗
∗∗
∗
1e−05
0.0001
0.001
0.01
0.1
1
10
0.001 0.01 0.1
H
1 (
F)
er
ro
r
h
velocity
P2−P1−P1 (slope=1.986)
+
+
+
+
+
+
P2−P1−P0 (slope=1.592)
××
×
×
×
×
P1−P1−P1 (slope=0.170)
∗
∗
∗
∗
∗
∗
1e−06
0.0001
0.01
1
100
10000
1e+06
1e+08
1e+10
1e+12
1e+14
1e+16
0.001 0.01 0.1
L2
(F
)
er
ro
r
h
pressure
P2−P1−P1 (slope=2.011)
++
+
+
+
+
P2−P1−P0 (slope=1.644)
×××××
×
P1−P1−P1 (slope=0.543)
∗∗∗∗∗
∗
1e−10
1e−05
1
100000
1e+10
1e+15
0.001 0.01 0.1
|∫ Γ(
λ
−
λ h
)|
h
multiplier
P2−P1−P1 (slope=3.010)
+
++
++
+
P2−P1−P0 (slope=2.927)
×
××
××
×
P1−P1−P1 (slope=7.852)
∗
∗∗∗
∗
∗
Fig. 4: Rates of convergence without stabilization for ‖u−uh‖0,F , ‖u−uh‖1,F ,
‖p− ph‖0,F and |
∫
Γ (λ −λh)|
4.2 Methods a` la Barbosa-Hughes.
We consider now stabilization a` la Barbosa-Hughes, i.e. (15) or (30) without the
distinction between good and bad triangles or pressure stabilization (θmin = θ = 0).
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Stabilization terms multiplied by γ0h are thus added to system (45):K+S
γ0
uu BT +S
γ0
up
T CT +Sγ0uλ
T
B+Sγ0up S
γ0
pp S
γ0
pλ
T
C+Sγ0uλ S
γ0
pλ S
γ0
λλ

UP
Λ
=
F0
G
 (46)
where
(Sγ0uu)iu ju =−4γ0h
∫
Γ
D(φiu)n·D(φ ju)n,
(
Sγ0up
)
iu jp
= 2γ0h
∫
Γ
D(φiu)n ·ψ jpn,
(
Sγ0uλ
)
iu jλ
=−2γ0h
∫
Γ
D(φiu)n ·ζ jλ
(
Sγ0pp
)
ip jp
=−γ0h
∫
Γ
ψipψ jp ,
(
Sγ0pλ
)
ip jλ
= γ0h
∫
Γ
ψipn·ζ jλ ,
(
Sγ0λλ
)
iλ jλ
=−γ0h
∫
Γ
ζiλ .ζ jλ
Notice that no ”robust reconstruction” is applied (cf. Definition 1) although small
intersections with the domain do occur. We report in Fig. 5 the rates of convergence
(cf. [10] as well). The spaces considered are the same as in the previous tests with-
out stabilization. Results for velocity and pressure are similar with optimal rates of
convergence. The improvement is clear in the P1−P1−P1 case where the force on
Γ is well computed with optimal error.
4.3 Methods a` la Haslinger-Renard.
4.3.1 P1−P1 velocity-pressure spaces with Brezzi-Pitka¨ranta stabilization.
Here, the system (46) is modified using Haslinger-Renard strategy of robust recon-
struction (Definition 1) for u only and adding the term Sθ0pp defined by(
Sθ0pp
)
ip jp
=−θ0h2
∫
Feh
∇ψip .∇ψ jp
The system to solve is thusK+S
γ0
uˆuˆ B
T +Sγ0uˆp
T CT +Sγ0uˆλ
T
B+Sγ0uˆp S
γ0
pp+S
θ0
pp S
γ0
pλ
T
C+Sγ0uˆλ S
γ0
pλ S
γ0
λλ

UP
Λ
=
F0
G
 (47)
where Sγ0uˆuˆ, S
γ0
uˆp, S
γ0
uˆλ are modified from S
γ0
uu, S
γ0
up, S
γ0
uλ by incorporating the extensions
of polynomials from “good” to “bad” triangles. For example,
(Sγ0uu)iu ju =−4γ0h
∫
Γ
D(φ̂iu)n ·D(φ̂ ju)n (48)
with ·̂ from Definition 1.
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Fig. 5: Rates of convergence with Barbosa-Hughes stabilization for ‖u−uh‖0,F ,
‖u−uh‖1,F , ‖p− ph‖0,F and |
∫
Γ (λ −λh)|
The results are reported in Fig. 6. The method is indeed robust. The optimal rates
of convergence are clearly observed. As expected, much better results are observed
for the pressure in comparison with Fig. 5. The difference between P1−P1−P1 and
P1−P1−P0 variants is very small.
4.3.2 P1−P0 velocity-pressure spaces with interior penalty stabilization.
The system to solve is the same as (47) but Sθ0pp is replaced by S
θ0
[p][p] with(
Sθ0
[p][p]
)
ip jp
=−θ0h ∑
E∈Eeh
∫
E
[ψip ][ψ jp ]
The system is thus given byK+S
γ0
uˆuˆ B
T +Sγ0uˆp
T CT +Sγ0uˆλ
T
B+Sγ0uˆp S
γ0
pp+S
θ0
[p][p] S
γ0
pλ
T
C+Sγ0uˆλ S
γ0
pλ S
γ0
λλ

UP
Λ
=
F0
G
 (49)
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Fig. 6: Rates of convergence with Brezzi-Pitkaranta stabilization for ‖u−uh‖0,F ,
‖u−uh‖1,F , ‖p− ph‖0,F and |
∫
Γ (λ −λh)|
The results are reported in Fig. 7 and are close to those in Fig. 6 except for the
pressure which is less accurate. Here again, the difference between P1−P0−P1
and P1−P0−P0 is very small.
4.3.3 Taylor-Hood spaces.
Here, system (46) is modified using the robust reconstruction from Definition 1 for
both u and p. This givesK+S
γ0
uˆuˆ B
T +Sγ0uˆpˆ
T CT +Sγ0uˆl
T
B+Sγ0uˆ pˆ S
γ0
pˆpˆ S
γ0
pˆλ
T
C+Sγ0uˆλ S
γ0
pˆλ S
γ0
λλ

UP
Λ
=
F0
G
 (50)
where matrices Sγ0uˆpˆ,S
γ0
pˆpˆ, . . . are constructed from S
γ0
uˆp,S
γ0
pp, . . . by adding the “robust
reconstruction” of p similarly to that of u in (48).
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Fig. 7: Rates of convergence with Interior Penalty stabilization for ‖u−uh‖0,F ,
‖u−uh‖1,F , ‖p− ph‖0,F and |
∫
Γ (λ −λh)|
The results are presented in Fig. 8. Comparing them to those in Fig. 5 (Barbosa-
Hughes stabilization without the “robust reconstruction”) we observe that they are
very close to each other. This is due to the simple configurations considered in the
present study. We refer to [9] for more considerations.
4.4 Methods a` la Burman-Hansbo.
For the methods a` la Burman-Hansbo, some stabilization terms (multiplied by γ and,
eventually, θ ) are added to the system (45). This yieldsK B
T CT
B Sθ0lp 0
C 0 Sγlλ

UP
Λ
=
F0
G
 (51)
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Fig. 8: Rates of convergence for Taylor-Hood elements with Haslinger-Renard
stabilization for ‖u−uh‖0,F , ‖u−uh‖1,F , ‖p− ph‖0,F and |
∫
Γ (λ −λh)|
for lλ = 0,1 and lp = 0,1,2 with(
Sγ0
)
iλ jλ
=
(
Sγ,0
[λ ][λ ]
)
iλ jλ
=−γh∑E∈EΓh
∫
E [ζiλ ] · [ζ jλ ],
(
Sγ1
)
iλ jλ
=
(
Sγ,1λλ
)
iλ jλ
=−γh2 ∫FΓh ∇ζiλ .∇ζ jλ
Sθ0 = S
θ
pp, S
θ
1 = S
θ
[p][p], S
θ
2 = 0
No ”robust reconstruction” is applied here. The choice of the stabilization matrix
for the multiplier λ is determined by its FE space: we use Sγ0 or S
γ
1 for P0 or P1
space Wh respectively. The stabilization matrices for the pressure are added as in the
preceding variants depending on the velocity-pressure FE couple (Sθ0 for P1−P1,
Sθ1 for P1−P0, Sθ2 for P2−P1).
The results are reported in Fig. 9. The optimal rates of convergence are recovered
for all the variants. The accuracy of the method is close to that of the methods a` la
Haslinger-Renard, considered in the preceding subsections. For example, the results
with P2−P1−P1 FE are comparable with those reported in Fig. 8.
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Fig. 9: Rates of convergence with Burman-Hansbo stabilization for ‖u−uh‖0,F ,
‖u−uh‖1,F , ‖p− ph‖0,F and |
∫
Γ (λ −λh)|
5 Conclusion
In this paper, we have proposed fictitious domain methods for the Stokes problem
that can be used in the context of fluid-structure interaction with complex interface.
We combine the Barbosa-Hughes approach with several stabilization strategies in-
volving a ”robust reconstruction” (Haslinger-Renard) when small intersections of
the mesh elements with the domain are present. The optimal error estimates proven
theoretically under non-restrictive assumptions are also confirmed numerically. Al-
ternative methods a` la Burman-Hansbo are considered theoretically and numerically
for Stokes problem and allow to recover similar results.
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