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APPROXIMATE TRACKING AND DISTURBANCE REJECTION

FOR STABLE INFINITE-DIMENSIONAL SYSTEMS USING

SAMPLED-DATA LOW-GAIN CONTROL∗

ZHENQING KE† , HARTMUT LOGEMANN† , AND RICHARD REBARBER‡ 
Abstract. In this paper we solve tracking and disturbance rejection problems for stable inﬁnite-
dimensional systems using a simple low-gain controller suggested by the internal model principle. For 
stable discrete-time systems, it is shown that the application of a low-gain controller (depending on 
only one gain parameter) leads to a stable closed-loop system which asymptotically tracks reference 
signals r of the form r(k) =  N λj
k rj , where  rj ∈ Cp and λj ∈ C with |λj | = 1  for  j = 1, . . . , N .j=1 
The closed-loop system also rejects disturbance signals which are asymptotically of this form. The 
discrete-time result is used to derive results on approximate tracking and disturbance rejection for 
a large class of inﬁnite-dimensional sampled-data feedback systems, with reference signals which are 
ﬁnite sums of sinusoids, and disturbance signals which are asymptotic to ﬁnite sums of sinusoids. 
The results are given for both input-output systems and state-space systems. 
Key words. discrete-time systems, disturbance rejection, inﬁnite-dimensional systems, internal 
model principle, low-gain control, sampled-data control, tracking 
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1. Introduction. The synthesis of low-gain integral controllers for uncertain 
stable continuous-time plants has received considerable attention in the last thirty 
years. Let G be a stable proper rational continuous-time transfer function matrix. 
The main existence result for robust low-gain integral control states that if all of the 
eigenvalues of G(0) have positive real parts, then there exists ε∗ > 0 such that for all 
ε ∈ (0, ε∗), the controller (ε/s)I stabilizes G. Moreover, the resulting closed-loop sys­
tem asymptotically tracks arbitrary constant reference signals. This result has been 
proved by Davison [2] using state-space methods and Morari [11] using frequency-
domain methods. This low-gain controller allows stabilization and tracking with very 
little information about the plant, and it is not based on system identiﬁcation. The 
above regulator result has been extended to various classes of (abstract) inﬁnite-
dimensional continuous-time systems: in [12] for exponentially stable parabolic sys­
tems, in [7] for systems in the Callier–Desoer algebra (CD-algebra), and in [9] for 
exponentially stable regular systems. 
In the case that the reference and disturbance signals are of the form 
N 
e iωj t wj , ωj ∈ R , wj ∈ Cm , 
j=1 
Ha¨ma¨la¨inen and Pohjolainen [3] solved the tracking and disturbance rejection problem 
for stable inﬁnite-dimensional systems in the CD-algebra. (In their paper, reference 
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and disturbance signals are more general, containing polynomial parts.) Rebarber 
and Weiss [13] proved similar results for the more general class of exponentially stable 
well-posed systems. 
In this paper, we consider low-gain control for inﬁnite-dimensional discrete-time 
and sampled-data feedback systems. In section 2, we give preliminary technical re­
sults. In section 3, we develop a frequency-domain approach to discrete-time low-gain 
control. We consider a feedback controller of the form ⎛ ⎞ 
N ⎠(1.1) ε⎝K0(z) +  ∑ Kj , 
z − λjj=1 
where K0 has impulse response in 1(Z+,Cm×p), Kj ∈ Cm×p, and  λj ∈ C with 
|λj | = 1. We assume that the plant has a transfer function G which has impulse 
response in 1(Z+,Cp×m). We show that the application of this controller to the 
plant will result in an q-stable closed-loop system for 1 ≤ q ≤ ∞, provided that 
(i) all the eigenvalues of λ¯ j G(λj )Kj have positive real parts; 
(ii) lim sup |z|>1 ‖(G(z) −G(λj ))/(z − λj )‖ < ∞;z→λj
(iii) the gain parameter ε is suﬃciently small. 
Moreover, the closed-loop system achieves asymptotic tracking and disturbance rejec­∑Ntion for reference signals r of the form r(k) :=  j=1 λjkrj and disturbance signals d ∑Nsatisfying limk→∞(d(k) − j=1 λjk dj ) = 0,  where  rj ∈ Cp and dj ∈ Cm. The  results  
are ﬁrst proved for input-output systems, and then for state-space systems. Our re­
sults are an extension of results by Logemann and Townley [10]. In their paper, the 
reference and disturbance signals are constants. 
In section 4, the discrete-time results in section 3 are used to derive results 
on approximate tracking and disturbance rejection for input-output and state-space 
sampled-data systems. The input-output operator G of the continuous-time plant is 
assumed to be a convolution operator of the form Gu = μ  u, where  μ is a Cp×m­
valued Borel measure such that e−αt|μ|(dt) < ∞ for some α <  0, where |μ| is
R+ 
the total variation of μ. The discrete-time controller underlying the sampled-data 
feedback scheme is given by (1.1) with λj = eξj τ , where  ξj ∈ iR for j = 1, . . . , N  and ∑N
τ > 0 is the sampling period. The reference signals r are given by r(t) =  j=1 e
ξj trj , 
where rj ∈ Cp. Invoking both time-domain and frequency-domain methods, we prove 
that if all the eigenvalues of G(ξj )Kj have positive real parts, then, for every δ >  0, 
there exists τδ > 0 such that, for every sampling period τ ∈ (0, τδ ), there exists ετ > 0 
such that, for every ε ∈ (0, ετ ), the output y of the closed-loop sampled-data system 
satisﬁes 
lim sup ‖y(t) − r(t)‖ ≤ δ 
t→∞ ∑Nin the presence of disturbance signals d satisfying limt→∞(d(t) − j=1 eξj tdj ) =  0,  
where dj ∈ Cm . At the end of the section we give an application to a heat equation. 
To the best of our knowledge, the main results in sections 3 and 4 are new even 
for ﬁnite-dimensional systems. 
Notation. Let X and Y be Banach spaces. The set of all bounded linear op­
erators from X to Y is denoted by B(X,Y ); we write B(X) for  B(X,X). Moreover, 
F (Z+, X) denotes all X-valued sequences deﬁned on Z+, and  Lb(R+, X) denotes the 
set of bounded X-valued Lebesgue measurable functions with the sup-norm ‖ · ‖∞. 
( ) 
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The z-transform of v ∈ F (Z+, X) is denoted by Z (v). Sometimes we write vˆ for Z (v). 
For α >  0 and  β ∈ R, deﬁne Eα := {z ∈ C : |z| > α} and Cβ := {z ∈ C : Re  z > β}. 
Let Ω ⊂ C be open. We deﬁne 
H∞(Ω,Cp×m) :=  {f : Ω  → Cp×m | f is holomorphic and bounded} , ⋃ 
H∞(E1,Cp×m) :=  H∞(Eγ ,Cp×m) .<

0<γ<1

We write H∞(Ω) := H∞(Ω,C). Let Q denote the quotient ﬁeld of H∞(E1), i.e., 
Q = {n/d : n, d ∈ H∞(E1), d   . Furthermore, let Rs= 0} denote the ring of discrete-
time stable proper complex rational functions, i.e., rational functions with complex 
coeﬃcients which are bounded at ∞ and have all their poles in {z ∈ C : |z| < 1}. 
For α > 0, deﬁne the weighted 1-space 1 (Z+,Cp×m) byα
1 (Z+,Cp×m) :=  {v ∈ F (Z+,Cp×m) : (v(k)α−k )k∈Z+ ∈ 1(Z+,Cp×m)}α
and set 
ˆ1 (Cp×m) :=  {Z (g) :  g ∈ 1 (Z+,Cp×m)} ⊂ H∞(Eα,Cp×m) .α α
We write ˆ1(Cp×m) :=  ˆ11(Cp×m). For A ∈ B(X), let σ(A) denote the spectrum of 
A. For  N ∈ N, set  N := {1, 2, . . . , N}. Finally, throughout, the symbol  denotes 
convolution (in discrete and continuous time). 
2. Preliminaries. Let F(G,K) denote the (discrete-time) feedback system 
shown in Figure 2.1, where G ∈ Qp×m and K ∈ Qm×p. For  (G,K) ∈ Qp×m ×Qm×p 
such that det(I + GK) = 0,  we  set  
(I + GK)−1 G(I + KG)−1 
(2.1) F (G,K) :=  .
K(I + GK)−1 (I + KG)−1 
The feedback system F(G,K) is called q-stable (where 1 ≤ q ≤ ∞) if  there  exists  
M ≥ 0 such that, for all r, d2 ∈ q(Z+,Cp) and  all  d1 ∈ q(Z+,Cm), 
‖yp‖
q + ‖yc‖
q ≤ M(‖r‖
q + ‖d1‖
q + ‖d2‖
q ) . 
It is easy to see that F(G,K) is  q-stable if F (G,K) ∈ ˆ1(C(m+p)×(m+p)), 
and it is a standard result that F(G,K) is  2-stable if and only if F (G,K) ∈ 
H∞(E1,C(m+p)×(m+p)). 
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Fig. 2.1. Discrete-time closed-loop system F(G, K). 
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Definition 2.1. A left-coprime factorization of G ∈ Qp×m (over H∞(E1)) is a  
pair (D, N) ∈ H∞(E1, Cp×p) ×H∞(E1, Cp×m) such that det D = 0, G = D−1N and 
D and N are left coprime; i.e., there exist X ∈ H∞(E1, Cp×p), Y ∈ H∞(E1, Cm×p) 
satisfying DX + NY = I. 
A right-coprime factorization of G ∈ Qp×m (over H∞(E1)) is  a  pair  (N, D) ∈ 
H∞(E1, Cp×m) ×H∞(E1, Cm×m) such that det D = 0, G = ND−1 and N and D are 
right coprime; i.e., there exist X ∈ H∞(E1, Cm×p), Y ∈ H∞(E1, Cm×m) satisfying 
XN + YD = I. 
Remark 2.2. It follows from [14] that G and K admit left- and right-coprime 
factorizations (over H∞(E1)) if F(G, K) is  2-stable. 
An application of a standard result in fractional representation theory (see [17, 
Lemma 3.1]) gives the following necessary and suﬃcient algebraic condition for closed-
loop stability in terms of coprime factors. 
Proposition 2.3. Let G ∈ Qp×m and K ∈ Qm×p.  Assume that  there exist  a  left-
coprime factorization (DG, NG) of G and a right-coprime factorization (NK, DK) of 
K (both over H∞(E1)). Then the feedback system F(G, K) is 2-stable if and only if 
the matrix NGNK + DGDK has an inverse in H∞(E1, Cp×p), i.e., if and only if 
inf | det[NG(z)NK(z) +  DG(z)DK(z)]| > 0 . 
z∈E1 
Proposition 2.4 (see [1, Lemma 3.1]). Assume that G ∈ ˆ1(Cm×m). Then  G 
has an inverse in ˆ1(Cm×m) if and only if 
inf | det G(z)| > 0 . 
z∈E1 
The next result will be an important tool in the proof of our main theorem in 
section 3, and it is also interesting in its own right. 
Proposition 2.5. Let G ∈ Qp×m and K ∈ Qm×p. Assume that the feedback 
system F(G, K) is 2-stable. Let (DG, NG) be a left-coprime factorization of G and 
(NK, DK) be a right-coprime factorization of K (both over H∞(E1)). Assume that 
DG, DK ∈ ˆ1(Cp×p), NG ∈ ˆ1(Cp×m), and  NK ∈ ˆ1(Cm×p). Then  F (G, K) ∈ 
ˆ1(C(m+p)×(m+p)). In  particular,  F(G, K) is q-stable for 1 ≤ q ≤ ∞. 
Proof. By hypothesis, it is clear that NGNK+DGDK ∈ ˆ1(Cp×p). Since F(G, K) 
is 2-stable, by Proposition 2.3, 
inf | det[NG(z)NK(z) +  DG(z)DK(z)]| > 0 . 
z∈E1 
Then it follows from Proposition 2.4 that (NGNK + DGDK)−1 ∈ ˆ1(Cp×p). It is 
easy to see that 
(I + GK)−1 = DK(NGNK + DGDK)−1DG , 
so that (I + GK)−1 ∈ ˆ1(Cp×p). By simple calculations, we obtain 
K(I + GK)−1 = NK(NGNK + DGDK)−1DG , 
G(I + KG)−1 = (I + GK)−1G = DK(NGNK + DGDK)−1NG , 
(I + KG)−1 = I −K(I + GK)−1G = I −NK(NGNK + DGDK)−1NG , 
showing that K(I + GK)−1 , G(I + KG)−1, and  (I + KG)−1 have all their entries in 
ˆ1(C). Hence F (G, K) ∈ ˆ1(C(m+p)×(m+p)). 
∥ ∥ 
∥ ∥ 
∑ ∑ ∑ 
∥ ∥ 
∥ ∥ 
∑ ∑ 
∥ ∥ ∥ ∥ ∥ ∥ 
∑ ∑ 
∑ 
∑ 
∑ ∑ 
∑ ∑ 
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The following frequency-response result for transfer functions in ˆ1(Cp×m) will be 
useful for understanding the asymptotic behavior of the closed-loop system. 
Lemma 2.6. Let g ∈ F (Z+,Cp×m), u ∈ F (Z+,Cm), λ ∈ E1, v ∈ Cm and set 
G := Z (g). 
n1. If g ∈ 1(Z+,Cp×m) and limn→∞(u(n) − λ v) = 0, then  
lim [(g  u)(n) − λnG(λ)v] = 0  . 
n→∞
2. If there exist β ∈ (0, 1) and M ≥ 0 such that g ∈ β1 (Z+,Cp×m) and 
‖u(n) − λn v‖ ≤Mβn ∀n ∈ Z+ , 
then there exists L ≥ 0 such that 
‖(g  u)(n) −G(λ)λn v‖ ≤ Lβn ∀n ∈ Z+ . 
Proof. Since  g ∈ 1(Z+,Cp×m), 
∥ ∞ ∥ ∞ ∞ 
‖G(z)‖ = ∥∥ g(k)z −k∥∥ ≤ ‖g(k)‖|z|−k ≤ ‖g(k)‖ <∞ ∀z ∈ E1 , 
k=0 k=0 k=0 
so that G(z) is well deﬁned for z ∈ E1. Deﬁne v ∈ F (Z+,Cm) by  v(k) :=  λkv. Since  
λ ∈ E1, |λ|−k ≤ 1 for all k ∈ Z+. Therefore, 
∥ n ∞ ∥ 
‖(g  u)(n) − λnG(λ)v‖ = ∥∥ g(k)u(n− k) − λn−k g(k)v ∥∥ 
k=0 k=0 ∥ n ∥ ∞ 
≤ ∥ g(k)(u(n− k) − v(n− k))∥ + ‖v‖ |λ|n−k ‖g(k)‖ 
k=0 k=n+1 
∞ 
(2.2) ≤ ‖(g  (u− v))(n)‖ + ‖v‖ ‖g(k)‖ ∀n ∈ Z+ . 
k=n 
We proceed to prove statement 1. Let M1 ≥ 0 be such that ‖u(k)−v(k)‖ ≤ M1 for all 
k ∈ Z+. By hypothesis, limk→∞ ‖u(k) − v(k)‖ = 0  and  g ∈ 1(Z+,Cp×m). Therefore, 
for ε > 0, there exists k0 ∈ Z+ such that 
∞
ε ε ‖u(k) − v(k)‖ ≤  , ‖g(j)‖ ≤  ; ∀k ≥ k0.2‖g‖
1 j=k 2M1 
Then, for n ≥ 2k0, 
k0 n 
‖(g  (u− v))(n)‖ ≤  ‖g(k)‖‖(u− v)(n− k)‖+ ‖g(k)‖‖(u− v)(n− k)‖ 
k=0 k=k0 +1 
k0 n ε ≤ 
2‖g‖
1 ‖g(k)‖+ M1 ‖g(k)‖ k=0 k=k0 +1 
≤ ε ,  
∑ ∑ 
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showing that 
(2.3) lim ‖g  (u − v)(n)‖ = 0  . 
n→∞ 
A combination of (2.2), (2.3), and the fact that limn→∞ 
∑∞ 
k=n ‖g(k)‖ = 0  yields  
statement 1. ∑∞To prove statement 2, we set M2 := k=0 β−k‖g(k)‖ < ∞. By  hypothesis,  there  
exists M ≥ 0 such that 
‖(u − v)(n)‖ ≤ Mβn ∀n ∈ Z+ . 
Since β ∈ (0, 1) and by (2.2), we have 
n ∑ ∞ ∑ 
β−n‖(g  u)(n) −G(λ)λn v‖ ≤ β−n ‖g(k)‖‖(u− v)(n − k)‖+ β−n‖v‖ ‖g(k)‖ 
k=0 k=n 
n ∞ 
≤ β−n ‖g(k)‖Mβn−k + ‖v‖ β−k‖g(k)‖ 
k=0 k=n 
≤ MM2 + ‖v‖M2 ∀n ∈ Z+ . 
Hence ‖(g  u)(n) −G(λ)λnv‖ ≤ M2(M + ‖v‖)βn for all n ∈ Z+. 
The next result shows that Lemma 2.6 applies in particular to input-output op­
erators with transfer functions in H∞(E1,Cp×m). We omit the routine proof. < 
Proposition 2.7. For 0 < α < β, H∞(Eα,Cp×m) ⊂ ˆβ1 (Cp×m). 
The following remark shows that Lemma 2.6 also applies to power stable state-
space systems. 
Remark 2.8. Consider a discrete-time state-space system 
(2.4a) xp(k + 1)  =  Axp(k) +  Bup(k) , 
(2.4b) yp(k) =  Cxp(k) +  Dup(k) , 
evolving on a Banach space X , where  A ∈ B(X), B ∈ B(Cm, X), C ∈ B(X,Cp), and 
D ∈ B(Cm ,Cp). The transfer function G of (2.4) is given by 
G(z) =  C(zI −A)−1B + D .  
System (2.4) is called power stable if A is power stable, i.e., there exist M ≥ 1 and  
ρ ∈ (0, 1) such that 
‖Ak‖ ≤Mρk ∀k ∈ Z+ . 
Clearly, if (2.4) is power stable, then σ(A) ⊂ {z ∈ C : |z| < 1} and G ∈ H∞(E1,< 
Cp×m). Hence, by Proposition 2.7, Lemma 2.6 applies to power stable systems of the 
form (2.4). 
3. Low-gain control of discrete-time systems. Let F(G,Kε) denote the  
discrete-time feedback system shown in Figure 2.1 and given by (2.1), with K replaced 
with Kε. The following asymptotic tracking theorem is the main result of this section. 
It is the discrete-time counterpart of the continuous-time result due to Rebarber 
and Weiss [13], which is a partial extension of the main results in Ha¨ma¨la¨inen and 
Pohjolainen [3]. 
∥ ∥ ∥ ∥ ∥ ∥ 
∑ 
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Theorem 3.1. Let N ∈ N. For  j ∈ N , let  λj ∈ C be such that |λj | = 1  and 
λj = λk for j  Assume that G ∈ ˆ1(Cp= k.	 ×m) and Kε is given by ⎛	 ⎞ 
N ⎠(3.1)	 Kε(z) :=  ε⎝K0(z) +  ∑ Kj , 
z − λjj=1 
where K0 ∈ ˆ1(Cm×p) and Kj ∈ Cm×p. If  
(3.2)	 σ[λ¯ jG(λj)Kj ] ⊂ C0 ∀j ∈ N 
and 
∥ G(z) −G(λj) ∥ (3.3) lim sup	 <∞ ∀j ∈ N , 
z→λj , z∈E1 z − λj 
then there exists ε∗ > 0 such that, for all ε ∈ (0, ε∗), we have F (G,Kε) ∈ ˆ1 
(C(m+p)×(m+p)) (thus F(G,Kε) is q-stable for every 1 ≤ q ≤ ∞). 
Moreover, if the reference signal r is given by 
N 
(3.4)	 r(k) :=  λj
k rj , rj ∈ Cp , ∀k ∈ Z+ , 
j=1 
and the disturbance signals d1, d2 satisfy ⎛ ⎞ ⎛ ⎞ 
N N ∑ ∑ 
(3.5) lim 
k→∞ 
⎝d1(k) − λk j d1j⎠ = 0  , lim 
k→∞ 
⎝d2(k) − λk j d2j⎠ = 0  
j=1 j=1 
for some d1j ∈ Cm and d2j ∈ Cp, 
then, for every ε ∈ (0, ε∗), the output of the closed-loop system y asymptotically tracks 
r in  the presence of  d1, d2, that is, limk→∞(y(k) − r(k)) = 0. 
Remark 3.2. (i) If condition (3.2) does not hold, then there is no guarantee that 
there exists an ε >  0 such that the feedback system F(G,Kε) is  2-stable. Indeed, 
if N = m = p = 1,  λ1 = 1,  K1 = 1,  and  G ∈ ˆ1(C) with  G(1) ∈ (−∞, 0], then an 
application of Proposition 2.3 shows that F(G,Kε) is  not  2-stable for every ε >  0. 
Furthermore, if N = 1  and  λ1 = 1, then it can be shown that the existence of an ε∗ > 0 
such that, for all ε ∈ (0, ε∗), F(G,Kε) is  2-stable implies that σ(G(1)K1) ⊂ C0 
(this follows from a suitable modiﬁcation of an argument used in [11, Theorem 3]). 
Consequently, at least in the case N = 1  and  λ1 = 1, condition (3.2) is “close” to 
being necessary for the stability conclusion of Theorem 3.1 to hold. 
(ii) Condition (3.3) is not very restrictive. It is, for example, satisﬁed if, for every 
j ∈ N , the transfer function G has a holomorphic extension to an open neighborhood 
of λj (which is trivially the case if G ∈ H∞(E1,Cp×m)).<
(iii) Note that only very little plant information is required in order to apply The­
orem 3.1, namely, stability of the system to be controlled, condition (3.3), and some 
information on G(λj), where the latter is required for the computation of Kj such 
that (3.2) holds. The spectral condition (3.2) is robust with respect to “suﬃciently 
small” plant perturbations, while (3.3) is robust with respect to all plant perturbation 
in H∞(E1,Cp×m).<
( ) 
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(iv) If, in Theorem 3.1, we replace the controller Kε by ⎛ ⎞ 
N 
K˜ε(z) :=  ε⎝K˜0(z) +  ∑ zK˜j ⎠ , 
z − λjj=1 
where K˜0 ∈ ˆ1(Cm×p) and  K˜j ∈ Cm×p, and condition (3.2) by 
(3.6) σ(G(λj)K˜j) ⊂ C0 ∀j ∈ N , 
while all the other conditions in the theorem remain the same, then the conclusions 
on stability, tracking, and disturbance rejection in Theorem 3.1 are still valid. This 
follows directly from Theorem 3.1, since ⎛ ⎞ 
N N 
K˜ε(z) =  ε⎝K˜0(z) +  ∑ K˜j + ∑ λjK˜j ⎠ 
z − λjj=1 j=1 
is of the form (3.1) with 
N 
K0(z) =  K˜0(z) +  
∑ 
K˜j , Kj = λjK˜j , 
j=1 
and σ(λ¯ jG(λj)Kj) =  σ(G(λj)K˜j) ⊂ C0. 
(v) The spectral condition (3.2) (or, alternatively, (3.6)) is the discrete-time ana­
logue of the continuous-time condition in [13]; see [13, equation (1.5)]. Moreover, in 
the continuous-time result [13, Theorem 1.1], it is assumed that the transfer function 
of the plant is holomorphic and bounded in a half-plane of the form Re s > −α for 
some α > 0; the discrete-time analogue of this condition is, in the terminology of the 
present paper, G ∈ H∞(E1,Cp×m), which implies (3.3) (cf. part (ii) of this remark). < 
Consequently, condition (3.3) is weaker than the corresponding continuous-time con­
dition in [13, Theorem 1.1]. 
To facilitate the proof of Theorem 3.1, we ﬁrst state and prove the following key 
lemma, which shows that the transfer function (I + GKε)−1, the so-called sensitivity 
function, is in H∞(E1,Cp×p) for suﬃciently small ε > 0. 
Lemma 3.3. Let N ∈ N and let λj ∈ C be such that |λj | = 1  and λj  k for j, k ∈= λ
N , j  ×m) be such that the limit G(λj) := limz→λj , z∈E1 G(z)= k. Let  G ∈ H∞(E1,Cp
exists for every j ∈ N . Let  Kε be given by (3.1), where  K0 ∈ H∞(E1,Cm×p) and 
Kj ∈ Cm×p. Assume that (3.2) and (3.3) hold. Then there exists ε∗ > 0 such 
that, for all ε ∈ (0, ε∗), (I + GKε)−1 ∈ H∞(E1,Cp×p). Moreover, if the additional 
assumptions that G ∈ H∞(E1,Cp×m) and K0 ∈ H∞(E1,Cm×p) are satisﬁed, then, < < 
for every ε ∈ (0, ε∗), (I + GKε)−1 ∈ H∞(E1,Cp×p).< 
Proof. Before proceeding to the technical details, we summarize the idea of the 
proof. We wish to show that (I + GKε)−1 is bounded in E1, the complement of the 
closed unit disc, for all suﬃciently small ε > 0. Roughly speaking, we decompose E1 
in the form E1 = Ω  ∪ ∪nj=1Ωj , where Ω is bounded away from all of the λj ’s and Ωj 
is the “part of E1 near λj .” We prove that, for suﬃciently small ε > 0, (I + GKε)−1 
is bounded on each of these sets. Special care is required for the analysis on the 
sets Ωj . 
⋂ 
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Fig. 3.1. An illustration of the sets U , V1, and  V2. 
Returning to the technical details of the proof, we ﬁrst note that, since σ[λ¯ j G 
(λj )Kj ] ⊂ C0 for all j ∈ N , there  exists  θ ∈ (0, π/2) such that 
N ⋃ 
(3.7) σ[λ¯ j G(λj )Kj ] ⊂ {z ∈ C \ {0} : arg  z ∈ (−θ, θ)} =: U .  
j=1 
Let ρ ∈ (0, 1) and consider Figure 3.1. The circles {z ∈ C : |z| = ρ} and {z ∈ 
C : |z + 1| = 1} intersect at two points, denoted by ρeiφ(ρ) and ρe−iφ(ρ), where  
φ(ρ) ∈ (π/2, π). Note that φ(ρ) → π/2 monotonically as ρ → 0. Hence there exists 
ρ0 ∈ (0, 1) such that π − φ(ρ) > θ  for all ρ ∈ (0, ρ0]. Set 
V1 := {z ∈ C \ {0} : arg  z ∈ (−φ(ρ0), φ(ρ0))} 
and 
V2 := −V1 = {z ∈ C \ {0} : arg  z ∈ (π − φ(ρ0), π + φ(ρ0))}. 
Clearly, 
(3.8) U ∩ V 2 = ∅ . 
There exists ρ1 ∈ (0, ρ0] such that |λj −λk| > 2ρ1 for all j, k ∈ N , j  Deﬁning = k. 
Ωj := E1 {z ∈ C : |z − λj | < ρ1} , 
we have that Ωj ∩ Ωk =  k. Moreover,  set  Ω  :=  E1 \ j=1 Ωj .∅ for j, k ∈ N , j = 
⋃N 
Assume that G ∈ H∞(E1,Cp×m) and  K0 ∈ H∞(E1,Cm×p). It is clear that ∥ ⎛ ⎞ ∥ 
sup 
z∈Ω 
∥ ∥ ∥ ∥ ∥ G(z) ⎝K0(z) +  
N ∑ 
j=1 
Kj 
z − λj 
⎠ ∥ ∥ ∥ ∥ ∥ <∞ . 
Therefore, there exists ε∞ > 0 such that ⎡ ⎛ ⎞⎤−1 
S(z) :=  [I + G(z)Kε(z)]−1 = ⎣I + εG(z) ⎝K0(z) +  N ∑ Kj ⎠⎦ 
z − λjj=1 
∑ 
{ } ∥ ∥ ( 
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is uniformly bounded for all z ∈ Ω and  for  all  ε ∈ (0, ε∞). Fix j ∈ N . To  analyze  S 
on Ωj , we deﬁne 
Sj(z) :=  
( 
I + 
εG(λj)Kj 
)−1 
= 
( 
I + 
ελ¯ jG(λj)Kj 
)−1 
z − λj λ¯ jz − 1 
and 
Qj(z) :=  
G(z) − G(λj) 
Kj + G(z)K0(z) +  
G(z)Kk 
. 
z − λj
k∈N, k= j z − λk 
By (3.3), we see that Qj is bounded on Ωj , with a bound that is independent of ε. 
For convenience, we set Gj := λ¯ jG(λj)Kj . Moreover,  since  ρ1 ∈ (0, ρ0], it follows 
that λ¯ jΩj − 1 ⊂ V1. Together with the implication that if w ∈ V1, then  γw ∈ V1 for 
all γ ≥ 0, this yields 
∥ )−1∥ 
sup ‖Sj(z)‖ = sup  ∥∥ I + εGj ∥∥ : w ∈ λ¯ jΩj − 1 
z∈Ωj ∥ w ∥ 
≤ sup ‖s(sI + Gj)−1‖ = sup  ‖s(sI − Gj)−1‖ . 
s∈V1 s∈V2 
By (3.7) and (3.8), the function s  is  holomorphic  on an open set  → s(sI − Gj)−1 
W ⊃ V 2 (where V 2 denotes the closure of V2). Furthermore, 
lim s(sI − Gj)−1 = I .  |s|→∞ 
Hence s  is bounded on V 2.→ s(sI − Gj)−1 Therefore, Sj is bounded on Ωj with 
bound independent of ε. We  have  S−1 − S−j 1 = εQj, so  that we  can  write  
S(z) =  Sj(z)(I + εQj(z)Sj(z))−1 . 
Hence there exists εj ∈ (0, ε∞) such that S is bounded on Ωj for all ε ∈ (0, εj). 
Setting 
ε ∗ := min{εj : j ∈ N} , 
it follows that 
(3.9) (I + GKε)−1 ∈ H∞(E1,Cp×p) ∀ε ∈ (0, ε  ∗) . 
Finally, let ε ∈ (0, ε∗) and assume that G ∈ H∞(E1,Cp×m) and  K0 ∈ H∞(E1,Cm×p).< < 
It is clear that (I + GKε)−1 is meromorphic on Eγ for some γ ∈ (0, 1). Letting 
β ∈ (γ, 1), it follows that (I+GKε)−1 has at most ﬁnitely many poles in the compact 
annulus Eβ \ E1. By (3.9), (I + GKε)−1 does not have any poles on ∂E1 and so there 
exists α ∈ (β, 1) such that (I + GKε)−1 ∈ H∞(Eα,Cp×p). 
We are now in a position to prove Theorem 3.1. 
Proof of Theorem 3.1. By Lemma 3.3, we know that there exists ε∗ > 0 such that 
for all ε ∈ (0, ε∗), (I + GKε)−1 ∈ H∞(E1,Cp×p). In the following, let ε ∈ (0, ε∗). 
We ﬁrst show that the other block entries of F (G,Kε) are  also  H∞-functions. 
Due to the stability of G, it suﬃces to show that Kε(I + GKε)−1 ∈ H∞(E1,Cm×p). 
In the remainder of the proof, when we write z → λj , it is assumed that z ∈ E1. By  
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assumption, λj	   Note that, by (3.2), G(λj)Kj is invertible. = λk for j, k ∈ N , j = k. 
Consequently, 
lim (I + G(z)Kε(z))−1 
z→λj z − λj ⎡ ⎛	 ⎞⎤−1 
⎠⎦ = lim ⎣εG(z)Kj + (z − λj) ⎝I + εG(z)K0(z) +  ε ∑ G(z)Kk 
z→λj	 z − λk
k∈N, k =j 
(3.10) = (εG(λj)Kj)−1 ∀j ∈ N . 
By (3.1) and (3.10), we conclude that Kε(z)(I + GKε)−1 has a ﬁnite limit at λj , so  
that Kε(I + GKε)−1 is bounded on E1 ∩ Λ, where Λ is a neighborhood of the set 
{λj : j ∈ N}. Since  (I + GKε)−1 ∈ H∞(E1,Cp×p) and  Kε is uniformly bounded on 
E1 \ Λ, it follows that Kε(I + GKε)−1 ∈ H∞(E1,Cm×p). Consequently, F (G,Kε) ∈ 
H∞(E1,C(m+p)×(m+p)), showing that F(G,Kε) is  2-stable. 
+p)×(m+pTo prove that F (G,Kε) ∈ ˆ1(C(m )), we set 
N 
K1(z) :=  
∑ Kj 
. 
z − λjj=1 
We see that K1 is a (strictly proper) rational matrix function. By a standard result 
(see [16, p. 75, Theorem 4.1.43]), K1 has a right-coprime factorization over Rs, i.e., 
K1 = ND−1, where  N ∈ Rms ×p, D ∈ Rps ×p, and  there exist  X ∈ Rps ×m , Y ∈ Rps ×p 
such that XN + YD = I . Therefore, 
Kε = ε(K0 + K1) =  ε(K0D + N)D−1 , 
showing that Kε has right-coprime factorization (ε(K0D + N),D), since 
(ε−1X)ε(K0D + N) + (Y −XK0)D = XD + YD = I .  
Since K0 ,N ∈ ˆ1(Cm×p) and  D ∈ ˆ1(Cp×p), we have that K0D + N ∈ ˆ1(Cm×p). 
Moreover, (I,G) is a left-coprime factorization of G over H∞(E1) and, by assumption, 
G ∈ ˆ1(Cm×p). Therefore, invoking Proposition 2.5, it follows that F (G,Kε) ∈ 
ˆ1(C(m+p)×(m+p)). 
To prove tracking and disturbance rejection, we note ﬁrst that, since G(λj)Kj is 
invertible, 
(3.11) (I + GKε)−1(λj) = lim (I + G(z)Kε(z))−1 = 0  ∀j ∈ N 
z→λj 
and 
(3.12) ((I + GKε)−1G)(λj) = lim (I + G(z)Kε(z))−1G(z) = 0  ∀j ∈ N . 
z→λj 
Let r be given by (3.4) and let d1, d2 satisfy (3.5). For j ∈ N , deﬁne aj ∈ F (Z+,Cp) 
and bj ∈ F (Z+,Cm) by  
aj(k) :=  λkj rj , bj(k) :=  λ
k
j d1j , 
∑ ∑ 
∑ 
∑ 
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and deﬁne d˜1 by 
N N 
kd˜1(k) :=  d1(k) − bj = d1(k) − λj d1j . 
j=1 j=1 
∑NObviously, r = j=1 aj and limn→∞ d˜1(k) = 0. Then, by Lemma 2.6, (3.11), and 
(3.12), we obtain 
lim [Z −1((I + GKε)−1)  r](k) 
k→∞

N

= lim {[Z −1((I + GKε)−1)  aj ](k) − ((I + GKε)−1)(λj )λjk rj }
k→∞
j=1 
(3.13) = 0  
and 
lim [Z −1((I + GKε)−1G)  d1](k) 
k→∞

N

= lim {[Z −1((I + GKε)−1G)  bj ](k) − ((I + GKε)−1G)(λj )λjk d1j }
k→∞
j=1 
+ lim [Z −1((I + GKε)−1G)  d˜1](k) 
k→∞
(3.14) = 0  .

Similarly, by Lemma 2.6 and (3.11),

(3.15) lim [Z −1((I + GKε)−1)  d2](k) = 0  . 
k→∞
By Figure 2.1 (with K replaced by Kε), it is clear that 
(3.16) rˆ − yˆ = uˆc = (I + GKε)−1(rˆ − dˆ2) − (I + GKε)−1Gdˆ1 . 
Therefore, by (3.13)–(3.16), 
lim (r − y)(k) = lim { [Z −1((I + GKε)−1)  (r − d2)](k) 
k→∞ k→∞ 
− [Z −1((I + GKε)−1G)  d1](k) 
} 
= 0  . 
This completes the proof. 
Next we show that, under a mild extra assumption on G, K0 , d1, and  d2, the  
convergence of y(k) to  r(k) as  k →∞ is exponentially fast. 
Theorem 3.4. Consider the discrete-time feedback system F(G,Kε) shown in 
Figure 2.1 (with K replaced by Kε). Assume that G ∈ H∞(E1,Cp×m) and Kε is< 
given by (3.1), where  K0 ∈ H∞(E1,Cm×p), Kj ∈ Cm×p, and  |λj | = 1  for j ∈ N< 
with λj  k for j = k. If  (3.2) holds, then there exists ε∗ > 0 such that, for every = λ 
ε ∈ (0, ε∗), F (G,Kε) ∈ H∞(E1,C(m+p)×(m+p)).< 
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Moreover, if the reference signal r is given by (3.4) and there exist M ≥ 0 and 
ρ ∈ (0, 1) such that the disturbance signals d1, d2 satisfy ∥ ∥ ∥ ∥ ∥ N ∥ ∥ N ∥ ∥ ∑ ∥ ∥ ∑ ∥ 
(3.17) ∥d1(k) − λk j d1j ∥ ≤ Mρk , ∥d2(k) − λk j d2j ∥ ≤ Mρk ∀k ∈ Z+, ∥ ∥ ∥ ∥ ∥ j=1 ∥ ∥ j=1 ∥ 
where d1j ∈ Cm , d2j ∈ Cp, 
then, for every ε ∈ (0, ε∗), there  exist  L ≥ 0 and β ∈ (ρ, 1) such that 
‖y(k) − r(k)‖ ≤ Lβk ∀k ∈ Z+ . 
Proof. By Lemma 3.3 and the hypotheses on G, K0, we know that there exists 
ε∗ > 0 such that, for every ε ∈ (0, ε∗), there exists α ∈ (ρ, 1) such that 
(I + GKε)−1 ∈ H∞(Eα,Cp×p) , G ∈ H∞(Eα,Cp×m) , K0 ∈ H∞(Eα,Cm×p) . 
To prove that F (G,Kε) ∈ H∞(Eα,C(m+p)×(m+p)), it suﬃces to show that Kε(I + 
GKε)−1 ∈ H∞(Eα,Cm×p). By (3.10), we conclude that Kε(z)(I + G(z)Kε(z))−1 
has a ﬁnite limit as z → λj for every j ∈ N , so  that  Kε(I + GKε)−1 is bounded on 
a neighborhood Λ of the set {λj : j ∈ N}. Since  (I + GKε)−1 ∈ H∞(Eα,Cp×p) and  
Kε is uniformly bounded on Eα \ Λ, it follows that 
Kε(I + GKε)−1 ∈ H∞(Eα,Cm×p) . 
Hence F (G,Kε) ∈ H∞(Eα,C(m+p)×(m+p)). Therefore, it follows from Proposition 2.7 
that, for every β ∈ (α, 1), we have 
(I + GKε)−1 ∈ ˆβ1 (Cp×p) , (I + GKε)−1G ∈ ˆβ 1 (Cp×m) . 
Finally, invoking Lemma 2.6, (3.4), (3.11), (3.12), and (3.17), we conclude that there 
exists M1 ≥ 0 such that 
‖[Z −1((I + GKε)−1)  r](k)‖ ≤ M1βk ∀k ∈ Z+ , 
‖[Z −1((I + GKε)−1G)  d1](k)‖ ≤ M1βk ∀k ∈ Z+ , 
‖[Z −1((I + GKε)−1)  d2](k)‖ ≤ M1βk ∀k ∈ Z+ . 
Consequently, by (3.16), we have 
‖y(k) − r(k)‖ ≤ 3M1βk ∀k ∈ Z+ , 
completing the proof. 
Application to state-space systems. We now apply Theorem 3.1 to obtain 
tracking results for discrete-time state-space systems. Let X be a Banach space and 
let the plant Σp be given by 
(3.18a) xp(k + 1)  =  Axp(k) +  Bup(k) ;  xp(0) = xp 
0 ∈ X ,  
(3.18b) yp(k) =  Cxp(k) +  Dup(k) , 
where A ∈ B(X,X), B ∈ B(Cm, X), C ∈ B(X,Cp), and D ∈ B(Cm ,Cp). The transfer 
function G of Σp is given by 
G(z) =  C(zI −A)−1B + D .  
 = 
∑ 
∥ ∥ ∥ ∥ ∥ ∥ ∥ ∥ 
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Next we construct a state-space realization of the controller transfer function (3.1). 
m×pLet K0 ∈ Rs and let (A0, B0, C0, D0) ∈ Cn0×n0 × Cn0×p × Cm×n0 × Cm×p be a 
stabilizable and detectable realization of K0; i.e., K0(z) =  C0(zI − A0)−1B0 + D0, 
(A0, B0) is stabilizable, and (C0, A0) is detectable. Since K0 is 2-stable, A0 is power 
stable. Let Kj ∈ Cm×p and |λj | = 1  for  j ∈ N with λj = λk for j  k. Moreover,  
let A ∈ C(Nc p+n0)×(Np+n0), Bc ∈ C(Np+n0)×p ∈ Cm×(Np+n0), and  , Cc D ∈ Cm×p bec 
given by ⎛ ⎞ ⎛ ⎞ 
A0 B0 
(3.19a) Ac := 
⎜ ⎜ ⎜ ⎜ ⎝ 
λ1Ip 
. . . 
⎟ ⎟ ⎟ ⎟ ⎠ , Bc := 
⎜ ⎜ ⎜ ⎜ ⎝ 
Ip 
. . . 
⎟ ⎟ ⎟ ⎟ ⎠ , 
λNIp Ip 
(3.19b) Cc := (C0,K1, . . . ,KN) , Dc := D0 , 
where Ip is the p× p identity matrix. We deﬁne the controller Σc by 
(3.20a) xc(k + 1)  =  Acxc(k) +  Bcuc(k) ;  xc(0) = xc 
0 ∈ CNp+n0 , 
(3.20b) yc(k) =  εCcxc(k) +  εDcuc(k) . 
Obviously, the transfer function Kε of Σc is given by ⎛ ⎞ 
N 
Kε(z) =  ε(Cc(zI −Ac)−1Bc + Dc) =  ε⎝K0(z) +  Kj ⎠ . 
z − λjj=1 
Consider the feedback interconnection of (3.18) and (3.20) given by 
(3.21) uc = r − yp − d2 , up = yc + d1 , y  = yp + d2 , 
where r is a reference signal and d1 and d2 are disturbance signals. Let F(Σp,Σc) 
denote the feedback system given by (3.18)–(3.21). The state-space system F(Σp,Σc) 
is a state-space realization of the system F(G,Kε) shown in Figure 2.1 (with K 
replaced by Kε). 
Theorem 3.5. Assume that (3.18) is power stable and that (3.2) holds, i.e., 
∗σ(λ¯ jG(λj)Kj) ⊂ C0 for every j = N . Then there exists ε > 0 such that, for all 
ε ∈ (0, ε∗), the following statements hold: 
1. F(Σp,Σc) is power stable. Moreover, F(Σp,Σc) is input-to-state stable in 
the sense that there exist M1 ≥ 1 and γ ∈ (0, 1) such that, for all x0 p ∈ X, 
x0 c ∈ CNp+n0 , r, d2 ∈ ∞(Z+,Cp), and  all  d1 ∈ ∞(Z+,Cm), ( ) ( ( ) )0 ∥ xp ∥ ≤ M1 γk ∥ xp ∥ + ‖r‖
∞ + ‖d1‖
∞ + ‖d2‖
∞ . ∥ ∥ ∥ 0 ∥xc 
∞ xc 
2. If r is given by (3.4) and d1, d2 satisfy (3.5), then for all initial conditions 
xp 
0 ∈ X and xc 0 ∈ CNp+n0 , the output y = yp + d2 asymptotically tracks r, 
that is, limk→∞(y(k) − r(k)) = 0. Additionally, if (3.17) holds with M ≥ 0 
and ρ ∈ (0, 1), then the convergence is exponentially fast. 
We omit the proof, which is based on a routine argument involving a combination 
of Theorem 3.1 and a result on the equivalence of input-output and power stability 
[5, Theorem 2]; see [4] for details. 
∫ 
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4. Low-gain sampled-data control. In the following, let B(R+) denote  the  
Borel-σ-algebra on R+. For  a  Cp×m-valued Borel measure μ on R+, the total variation 
|μ| : B(R+) → [0,∞] of  μ is deﬁned by 
⎧ ⎫ ⎨ ∞ ∑ ∞ ⋃ ⎬ 
|μ|(E) := sup  ‖μ(Ej )‖ : Ej ∈ B(R+) , Ej ∩ Ek  = Ej .= ∅ if j = k ,  E  ⎩ ⎭ 
j=1 j=1 
It is clear that 
‖μ(E)‖ ≤ |μ|(E) ∀E ∈ B(R+) . 
The following theorem, for which the proof is omitted, shows that a Cp×m-valued 
Borel measure is necessarily bounded. 
Theorem 4.1. The total variation |μ| of a Cp×m-valued Borel measure μ is a 
ﬁnite nonnegative Borel measure on R+. 
The following technical result, for which we omit the routine proof, is used later. 
Proposition 4.2. Let μ be a Cp×m-valued Borel measure on R+. For every 
ε > 0, there  exists  T > 0 such that 
∫ ∞ 
|μ|(ds) < ε  ∀t ≥ T .  
t 
Let μ be a Cp×m-valued Borel measure on R+. Then the continuous-time input-
output operator G deﬁned by 
∫ t 
(4.1) (Gu)(t) := (μ  u)(t) =  μ(ds)u(t− s) , t ≥ 0 , u ∈ Lloc1 (R+,Cm) , 
0 
is Lq-stable for 1 ≤ q ≤ ∞. The transfer function G of G is the Laplace transform of 
μ, that is,  
(4.2) G(s) =  e −stμ(dt) ∀s ∈ C0. 
R+ 
Trivially, by Theorem 4.1, ‖G(s)‖ ≤  ∫ ∞ |μ|(dt) < ∞ for all s ∈ C0. It follows that 0 
G ∈ H∞(C0,Cp×m). 
Lemma 4.3. Let the operator G be given by (4.1), where  μ is a Cp×m-valued 
Borel measure on R+. Then  
lim sup ‖(Gu)(t)‖ ≤ |μ|(R+) lim sup ‖u(t)‖ ∀u ∈ Lb(R+,Cm) . 
t→∞ t→∞ 
Proof. Let  ε > 0. By Proposition 4.2, there exists T > 0 such that 
∫ ∞ ε ε 
T 
|μ|(ds) ≤
2‖u‖∞ and ‖u(t)‖ ≤ σ + 2M ∀t ≥ T,  
∫ ∫ 
∫ ∫ 
∥ ∥ ∥ ∥ ∥ ∥ 
∥ ∥ ∥ ∥ 
∫ 
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where M := |μ|(R+) and  σ := lim supt→∞ ‖u(t)‖. Hence, for t ≥ 2T , 
∫ t/2 ∫ t 
‖(Gu)(t)‖ ≤  ‖u(t − s)‖|μ|(ds) +  ‖u(t − s)‖|μ|(ds) 
0 t/2 
( ) t/2 tε ≤ σ +
2M 0 
|μ|(ds) +  ‖u‖∞ 
t/2 
|μ|(ds) 
( ) ∞ ∞ε ≤ σ + |μ|(ds) +  ‖u‖∞ |μ|(ds)2M 0 T ( ε ) ε ≤ σ + M + ‖u‖∞2M 2‖u‖∞ 
≤Mσ  + ε .  
Since this holds for all ε >  0, the claim follows. 
Lemma 4.4. Let ξ ∈ C0, v ∈ Cm , u ∈ Lb(R+, Cm) and let G be given by (4.1), 
where μ is a Cp×m-valued Borel measure on R+. 
1. If limt→∞(u(t) − eξtv) = 0, then  
lim [(Gu)(t) −G(ξ)e ξt v] = 0  . 
t→∞
2. If there exist α <  0 and M ≥ 0 such that ∫ ∞ 
e −αs|μ|(ds) < ∞ and ‖u(t) − e ξt v‖ ≤Meαt ∀t ≥ 0 , 
0 
then there exists L ≥ 0 such that 
‖(Gu)(t) −G(ξ)e ξt v‖ ≤ Leαt ∀t ≥ 0 . 
Proof. Deﬁne v : R+ → Cm by v(t) :=  eξtv. By (4.1) and (4.2), using ξ ∈ C0, we  
have ∫ t ∫ ∞ 
‖(Gu)(t) −G(ξ)e ξt v‖ = ∥ μ(ds)u(t − s) − e ξ(t−s)μ(ds)v∥ 
0 0 ∥∫ t ∥ ∫ ∞ 
≤ ∥ μ(ds)(u(t − s) − e ξ(t−s)v)∥ + ‖v‖ |e ξ(t−s)||μ|(ds) 
0 t ∫ ∞ 
(4.3) ≤ ‖(G(u − v))(t)‖ + ‖v‖ |μ|(ds) ∀t ≥ 0 . 
t 
By hypothesis, limt→∞ ‖u(t) − v(t)‖ = 0, and so, by Lemma 4.3, 
(4.4) lim ‖G(u − v)(t)‖ = 0  . 
t→∞ 
Moreover, it follows from Proposition 4.2 that limt→∞ 
∫ ∞ |μ|(ds) = 0. Hence, invok­
t 
ing (4.3) and (4.4) completes the proof of statement 1. 
To prove statement 2, assume that there exist α <  0 and  M ≥ 0 such that 
M1 := 
∞ 
e−αs|μ|(ds) < ∞ and ‖u(t) − eξtv‖ ≤ Meαt for all t ≥ 0. Since α <  0, it 
0 
{ 
∑ ∑ ∑ 
∑ ∑ 
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follows from (4.3) that 
∫ t ∫ ∞ 
e −αt‖(Gu)(t) −G(ξ)e ξt v‖ ≤ e −αt ‖(u − v)(t − s)‖|μ|(ds) +  ‖v‖e −αt |μ|(ds) 
0 t ∫ t ∫ ∞ 
≤ M e −αs|μ|(ds) +  ‖v‖ e −αs|μ|(ds) 
0 t 
≤ MM1 + ‖v‖M1 ∀t ≥ 0 . 
Hence ‖(Gu)(t) −G(ξ)eξtv‖ ≤M1(M + ‖v‖)eαt for all t ≥ 0. 
Definition 4.5. Let τ >  0 denote the sampling period and let F (R+, Cm) denote 
the space of all Cm-valued functions deﬁned on R+. We deﬁne the ideal sampling 
operator Sτ : F (R+, Cm) → F (Z+, Cm) by 
(Sτ u)(k) :=  u(kτ) ∀k ∈ Z+ . 
The (zero-order) hold operator Hτ : F (Z+, Cm) → F (R+, Cm) is deﬁned by 
(Hτ v)(t) :=  v(k) ∀t ∈ [kτ, (k + 1)τ) . 
Deﬁne the sample-hold discretization Gτ of G by 
(4.5) Gτ := Sτ GHτ 
and deﬁne gτ ∈ F (Z+, Cp×m) by  
(4.6) gτ (k) :=  μ(Ek ) , where Ek := 
{0} , k = 0, 
((k − 1)τ, kτ ] , k  ∈ N . 
Proposition 4.6. Assume that G is given by (4.1) and gτ is deﬁned by (4.6), 
where μ is a Cp×m-valued Borel measure on R+. Then  gτ is in 1(Z+, Cp×m) and the 
operator Gτ deﬁned by (4.5) satisﬁes 
Gτ v = gτ  v  ∀v ∈ F (Z+, Cm) . 
Consequently, Gτ ∈ B(q(Z+, Cm), q(Z+, Cp)) for 1 ≤ q ≤ ∞. 
Proof. Clearly, 
∞ ∞ ∞ 
‖gτ (k)‖ = ‖μ(Ek)‖ ≤  |μ|(Ek ) =  |μ|(R+) < ∞ , 
k=0 k=0 k=0 
showing that gτ ∈ 1(Z+, Cp×m). For any discrete-time input v ∈ F (Z+, Cm), we 
have ∫ kτ 
(Gτ v)(k) = ((Sτ GHτ )v)(k) = (G(Hτ v))(kτ) =  μ(ds)(Hτ v)(kτ − s) 
0 
k ∫ k 
= μ(ds)v(k − j) =  gτ (k)v(k − j) = (gτ  v)(k) ∀k ∈ Z+ . 
j=0 Ej j=0 
Hence Gτ ∈ B(q(Z+, Cm), q (Z+, Cp)) for 1 ≤ q ≤ ∞. 
∫ 
∑ ∑ ∑ 
∑ 
∥ ∥ ∥ ∥ ∑ ∑ 
∑ 
 = 
658 ZHENQING KE, HARTMUT LOGEMANN, AND RICHARD REBARBER 
Let Gτ denote the transfer function of Gτ . Note that, since gτ ∈ 1(Z+, Cp×m), 
Gτ (z) is well deﬁned for z ∈ E1. 
Remark 4.7. Let α <  0, assume that ∞ e−αt|μ|(dt) < ∞, and  set  ρ := eατ ∈0 
(0, 1). Then 
∞ ∞ ∫ ∫ ∑ ∑ ∞ 
‖gτ (k)‖ρ−k ≤ e −ατ e −αt|μ|(dt) =  e −ατ e −αt|μ|(dt) < ∞ , 
k=0 k=0 Ek 0 
so that gτ ∈ 1 ρ(Z+, Cp×m), or, equivalently, Gτ ∈ ˆρ1(Cp×m) ⊂ H∞(Eρ, Cp×m). 
Lemma 4.8. Let ξ ∈ C0. Then  limτ→0 Gτ (eξτ ) =  G(ξ). 
Proof. Clearly, 
∞ ∞ ∞ ∫ 
Gτ (e ξτ ) =  gτ (k)e −ξτk = μ(Ek)e −ξτk = e −ξτkμ(dt) 
k=0 k=0 k=0 Ek 
and ∫ ∞ ∫ 
G(ξ) =  e −ξtμ(dt) =  e −ξtμ(dt) , 
R+ k=0 Ek 
so that 
∞ ∫ ∞ ∫ 
‖Gτ (e ξτ ) − G(ξ)‖ = ∥∥ (e −ξτk − e −ξt)μ(dt)∥∥ ≤ |e −ξτk − e −ξt||μ|(dt) . ∥ Ek ∥ Ekk=0 k=0 
Using the fact that ξ ∈ C0, we  obtain  
∞ ∫ 
‖Gτ (e ξτ ) − G(ξ)‖ ≤  |1 − e −ξ(t−τk)||μ|(dt) ≤ sup |1 − e ξt||μ|(R+) . 
Ek t∈[0,τ ]k=0 
Since limτ→0 supt∈[0,τ ] |1 − eξt| = 0  and  |μ|(R+) is ﬁnite, the claim follows. 
Remark 4.9. The convergence of Gτ (eξτ ) to  G(ξ) as  τ → 0 is uniform for all 
ξ ∈ U if U ⊂ C0 is compact. Moreover, it is obvious that Gτ (1) = G(0) for all τ >  0. 
The following theorem is the main result of this section. 
Theorem 4.10. Let N ∈ N and ξj ∈ iR for all j ∈ N with ξj = ξk for j  k. 
Let G be given by (4.1), where  μ is a Cp×m-valued Borel measure on R+ such that ∫ ∞ 
e−αt|μ|(dt) < ∞ for some α <  0. Let the discrete-time controller Kτ,ε be such 0 
that its transfer function Kτ,ε is given by ⎛ ⎞ 
N ⎠(4.7) Kτ,ε(z) =  ε ⎝K0(z) +  ∑ Kj , 
z − eξj τ 
j=1 
where K0 ∈ ˆ1(Cm×p) and Kj ∈ Cm×p. Assume that 
(4.8) σ(G(ξj )Kj) ⊂ C0 ∀j ∈ N . 
The following statements hold for the output y of the sampled-data system shown 
in Figure 4.1: 
∑ 
∑	 ∑ 
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Fig. 4.1. Sampled-data low-gain control. 
1. There exists τ∗ > 0 such that, for every sampling period τ ∈ (0, τ∗), there  
exists ετ > 0 such that, for all ε ∈ (0, ετ), the feedback system is L∞-stable, 
in the sense that there exists N1 ≥ 0 such that, for all r, d2 ∈ Lb(R+,Cp) and 
all d1 ∈ Lb(R+,Cm), 
‖y‖∞ ≤ N1(‖r‖∞ + ‖d1‖∞ + ‖d2‖∞) . 
If r is given by 
N 
(4.9)	 r(t) :=  e ξj t rj ∀t ≥ 0 where rj ∈ Cp , 
j=1 
and d1 ∈ Lb(R+,Cm), d2 ∈ Lb(R+,Cp) satisfy ⎛ ⎞ ⎛	 ⎞ 
N	 N ⎠(4.10) lim ⎝d1(t) − e ξj td1j = 0  , lim ⎝d2(t) − e ξj td2j⎠ = 0  , 
t→∞ t→∞ 
j=1 j=1 
where d1j ∈ Cm , d2j ∈ Cp, 
then, for every δ >  0, there  exists  τδ ∈ (0, τ∗) such that, for every sampling 
period τ ∈ (0, τδ) and every ε ∈ (0, ετ ), 
(4.11)	 lim sup ‖y(t) − r(t)‖ ≤ δ .  
t→∞ 
2. Under the additional assumptions that K0 ∈ H∞(E1,Cm×p) and that there< 
exist γ ∈ (α, 0) and N2 ≥ 0 such that 
(4.12) ∥ ∥ ∥ ∥ ∥ N ∥ ∥ N ∥ ∥ ∑ ∥ 
γt 
∥ ∑ ∥ 
γt ∥d1(t) − e ξj td1j∥ ≤ N2e , ∥d2(t) − e ξj td2j∥ ≤ N2e ∀t ≥ 0 , ∥ ∥ ∥ ∥ ∥ j=1 ∥ ∥ j=1 ∥ 
(4.11) can be replaced by 
‖y(t) − r(t)‖ ≤ δ + N3e βt ∀t ≥ 0 
for suitable β ∈ (γ, 0) and N3 ≥ 0 (both depending on τ and ε). 
∥ ∥ ∥ ∥ 
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Only very little plant information is required in order to apply Theorem 4.10, 
namely, stability of the system to be controlled and some information on G(ξj), where 
the latter is required for the computation of Kj such that (4.8) holds. The spectral 
condition (4.8) is robust with respect to “suﬃciently small” plant perturbations. 
Proof of Theorem 4.10. To prove statement 1, set τ0 := 2π/ sup{|ξj − ξk| : j, k ∈ 
N, j   k} and note that if τ ∈ (0, τ0), then eξj τ = eξk τ for all j, k ∈ N , j ==   k. It  
follows from Lemma 4.8 that 
¯lim e ξj τ Gτ (e ξj τ )Kj = G(ξj)Kj ∀j ∈ N . 
τ→0 
Hence, by hypothesis (4.8), there exists τ∗ ∈ (0, τ0) such that 
(4.13) σ(e ξ¯j τ Gτ (e ξj τ )Kj) ⊂ C0 ∀j ∈ N , ∀τ ∈ (0, τ  ∗) . 
By assumption, there exists α <  0 such that 
∫ ∞ 
e−αt|μ|(dt) < ∞. Therefore, by 0 
Remark 4.7, Gτ ∈ H∞(E1,Cp×m). Clearly, < 
lim sup ∥∥ Gτ (z) − Gξj ττ (e
ξj τ ) ∥∥ <∞ 
ξj τ z − ez→e , z∈E1 
holds for every j ∈ N . Moreover, by assumption, K0 ∈ ˆ1(Cm×p). It follows from 
Theorem 3.1 that, for every τ ∈ (0, τ∗), there exists ετ > 0 such that, for all ε ∈ (0, ετ ), 
Kτ,ε(I + Gτ Kτ,ε)−1 ∈ ˆ1(Cm×p) . 
Consequently, for all such τ and ε, the convolution operator Kτ,ε(I + Gτ Kτ,ε)−1 has 
impulse response in 1(Z+,Cm×p). 
In the following, let τ ∈ (0, τ∗) and  ε ∈ (0, ετ). Set 
(4.14) M := |μ|(R+)  and  M1 := ‖Kτ,ε(I + Gτ Kτ,ε)−1‖ . 
Let d1 ∈ Lb(R+,Cm) and  d2, r  ∈ Lb(R+,Cp). It is well known that ‖Gd1‖∞ ≤ 
M‖d1‖∞. Furthermore, set 
(4.15) d := Gd1 + d2 . 
Trivially, 
(4.16) ‖Sτ d‖
∞ ≤ ‖d‖∞ ≤ M‖d1‖∞ + ‖d2‖∞ and ‖Sτ r‖
∞ ≤ ‖r‖∞ . 
The discrete-time signal wτ in Figure 4.1 is given by 
wτ = Kτ,εSτ [r − (GHτ wτ + d)] = Kτ,ε[Sτ r − (Gτ wτ + Sτ d)] . 
It follows that 
(4.17) wτ = Kτ,ε(I + Gτ Kτ,ε)−1(Sτ r − Sτ d) . 
Invoking (4.14) and (4.16), we have 
(4.18) ‖wτ ‖
∞ ≤ M1(‖Sτ r‖
∞ + ‖Sτ d‖
∞ ) ≤ M1(‖r‖∞ + M‖d1‖∞ + ‖d2‖∞) . 
∑ ∑	 ∑ 
∥ ∥ ∥ ∥ ∥ ∥ ∑ 
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Clearly, the continuous-time signal y in Figure 4.1 satisﬁes 
(4.19)	 y = GHτ wτ + Gd1 + d2 = GHτ wτ + d .  
Since ‖Hτ wτ ‖∞ = ‖wτ ‖
∞ , it follows from (4.18) and (4.19) that 
‖y‖∞ ≤ ‖GHτ wτ ‖∞ + ‖Gd1‖∞ + ‖d2‖∞ 
≤ M‖Hτwτ ‖∞ + M‖d1‖∞ + ‖d2‖∞ 
= M‖wτ ‖
∞ + M‖d1‖∞ + ‖d2‖∞ 
≤ MM1(‖r‖∞ + M‖d1‖∞ + ‖d2‖∞) +  M‖d1‖∞ + ‖d2‖∞ 
≤ N1(‖r‖∞ + ‖d1‖∞ + ‖d2‖∞) , 
with N1 := (M + 1)(MM1 + 1). This completes the proof of the L∞-stability of the 
feedback system. 
To prove approximate tracking (see (4.11)), note that, by (4.13), Gτ (eξj τ )Kj is 
invertible for every j ∈ N and every τ ∈ (0, τ∗). In the following, we take limits as 
z → eξj τ for z ∈ E1. It is assumed that τ ∈ (0, τ∗) and  ε ∈ (0, ετ ). A straightforward 
calculation yields that 
lim (I + Gτ (z)Kτ,ε(z))−1 = 0  ∀j ∈ N 
ξj τ z→e 
and 
1
lim (I + Gτ (z)Kτ,ε(z))−1 = (εGτ (e ξj τ )Kj)−1 ∀j ∈ N . 
z→e ξj τ z − eξj τ 
Consequently, 
(Kτ,ε(I + Gτ Kτ,ε)−1)(e ξj τ ) = lim εK0(z)(I + Gτ (z)Kτ,ε(z))−1 
ξj τ z→e 
N ( ) 
+	 lim 
ξj τ 
∑ 
z − 
εK
e
k
ξk τ 
(I + Gτ (z)Kτ,ε(z))−1 
z→e 
k=1 
= lim 
εKj
ξj τ 
(I + Gτ (z)Kτ,ε(z))−1 
z→e ξj τ z − e
(4.20) = Kj(Gτ (e ξj τ )Kj)−1 ∀j ∈ N . 
Setting 
(4.21) dj := G(ξj)d1j + d2j ∀j ∈ N , 
it follows from the deﬁnition of d (see (4.15)) that 
N N	 N 
d(t) − e ξj tdj = (Gd1)(t) − e ξj tG(ξj)d1j + d2(t) − e ξj td2j . 
j=1 j=1 j=1 
Invoking Lemma 4.4 and (4.10), we obtain that 
∥ N ∥ 
(4.22)	 lim ∥d(t) − e ξj tdj∥ = 0. 
t→∞ ∥ j=1 ∥ 
∑	 ∑ ∥	 ∥ ∥	 ∥ ∥	 ∥ ∥	 ∥ ∥	 ∥ 
∑	 ∑ 
∑	 ∑ 
∑ 
∑	 ∑ 
∥	 ∥ ∥	 ∥ ∥	 ∥ ∑	 ∑ 
∑ 
∑ 
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It follows trivially from (4.9) and (4.22) that 
N	 N 
(4.23) (Sτ r)(k) =  e ξj kτ rj ∀k ∈ Z+ and lim ∥(Sτ d)(k) − e ξj kτ dj ∥ = 0  . 
k→∞ 
j=1	 j=1 
Deﬁne aτ , bτ ∈ F (Z+,Cm) by  
(4.24) 
N	 N 
aτ (k) :=  e ξj τkKj (Gτ (e ξj τ )Kj )−1 rj , bτ (k) :=  e ξj τkKj(Gτ (e ξj τ )Kj)−1dj . 
j=1	 j=1 
It follows from Lemma 2.6, (4.17), (4.20), and (4.23) that 
(4.25)	 lim [wτ (k) − aτ (k) +  bτ (k)] = 0 . 
k→∞
By (4.8), G(ξj )Kj is invertible for every j ∈ N . Deﬁne v1, v2 : R+ → Cm by 
N	 N 
(4.26) v1(t) :=  e ξj tKj(G(ξj )Kj )−1 rj , v2(t) :=  e ξj tKj (G(ξj )Kj)−1dj . 
j=1	 j=1 
We conclude from Lemma 4.4 and (4.9) that 
N 
(4.27) lim [(Gv1)(t) − r(t)] = lim [(G(e ξj · Kj (G(ξj )Kj )−1 rj ))(t) − e ξj t rj ] = 0  . 
t→∞	 t→∞
j=1 
Furthermore, writing 
N	 N 
(Gv2)(t) − d(t) =  
[ 
(G(e ξj · Kj(G(ξj )Kj )−1dj ))(t) − e ξj tdj 
] 
+ e ξj tdj − d(t) , 
j=1 j=1 
an application of Lemma 4.4, and (4.22) yields that 
(4.28)	 lim [(Gv2)(t) − d(t)] = 0. 
t→∞
Let δ >  0. Invoking Lemma 4.8 and the fact that ξj ∈ iR, there  exists  τδ ∈ (0, τ∗) 
such that if τ ∈ (0, τδ), then 
sup ‖v1(t) − (Hτ aτ )(t)‖ 
t∈[kτ,(k+1)τ) ∥ N N	 ∥ 
=  sup  ∥ e ξj tKj (G(ξj )Kj )−1 rj − e ξj τkKj(Gτ (e ξj τ )Kj )−1 rj ∥ 
t∈[kτ,(k+1)τ) ∥j=1 j=1	 ∥ 
N 
≤ sup |e ξj (t−kτ ) − 1|‖Kj(G(ξj )Kj )−1 rj ‖

t∈[kτ,(k+1)τ) j=1

N 
+ 	sup  (‖Kj‖‖(G(ξj )Kj )−1 − (Gτ (e ξj τ )Kj )−1‖‖rj ‖) 
t∈[kτ,(k+1)τ) j=1 
δ ≤ ∀k ∈ Z+ ,2M 
∥	 ∥ ∥	 ∥ ∥	 ∥ ∑ ∥ 
∥ ∥ ∥	 ∥ ∥ ∥ 
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and, similarly, 
δ 
sup ‖v2(t) − (Hτ bτ )(t)‖ ≤  ∀k ∈ Z+ ,2M 
where M is deﬁned in (4.14). Hence, 
δ 
t∈[kτ,(k+1)τ) 
(4.29) sup ‖v1(t) − (Hτ aτ )(t)‖ + sup  ‖v2(t) − (Hτ bτ )(t)‖ ≤  . 
t≥0 t≥0	 M 
Let τ ∈ (0, τδ) and  ε ∈ (0, ετ ). Then, writing 
Hτ wτ − v1 + v2 = Hτ (wτ − aτ + bτ ) + (Hτ aτ − v1) + (v2 −Hτ bτ ) 
and invoking (4.25) and (4.29), we obtain 
δ
(4.30)	 lim sup ‖(Hτ wτ )(t) − v1(t) +  v2(t)‖ ≤  . 
t→∞ M 
By (4.19), 
y − r = G(Hτ wτ − v1 + v2) + (d −Gv2) + (Gv1 − r) , 
so that it follows from (4.27) and (4.28) that 
lim sup ‖y(t) − r(t)‖ ≤ lim sup ‖(G(Hτ wτ − v1 + v2))(t)‖ . 
t→∞	 t→∞ 
Finally, Hτ wτ − v1 + v2 is bounded and thus, by Lemma 4.3 and (4.30), 
lim sup ‖y(t) − r(t)‖ ≤ M lim sup ‖(Hτ wτ )(t) − v1(t) +  v2(t)‖ ≤ δ ,  
t→∞	 t→∞ 
completing the proof of statement 1. 
To prove statement 2 of Theorem 4.10, let τ ∈ (0, τδ) and  ε ∈ (0, ετ ). Assume 
that K0 ∈ H∞(E1, Cm×p) and that there exist N2 ≥ 0 and  γ ∈ (α, 0) such that (4.12) < 
holds. Invoking Remark 4.7, we conclude that Gτ < (E1, C
p×m). Therefore, by ∈ H∞ 
Theorem 3.4, Kτ,ε(I +Gτ Kτ,ε)−1 ∈ H∞(E1, Cm×p). Hence, by Proposition 2.7, there < 
exists ρ ∈ (eγτ , 1) such that 
Kτ,ε(I + Gτ Kτ,ε)−1 ∈ ˆρ1(Cm×p) . 
By Lemma 4.4 and (4.12), there exists M2 ≥ 0 such that 
∥ N ∥ ∥(Gd1)(t) − e ξj tG(ξj)d1j ≤ M2e γt ∀t ≥ 0 . ∥ j=1 ∥ 
Invoking (4.12), it follows that ∥ ∥ ∥ ∥ ∥ ∥ ∥ N ∥ ∥ N ∥ ∥ N ∥ ∥ ∑ ∥ ∥ ∑ ∥ ∥ ∑ ∥ ∥d(t) − e ξj tdj∥ ≤ ∥(Gd1)(t) − e ξj tG(ξj)d1j∥ + ∥d2(t) − e ξj td2j∥ ∥ j=1 ∥ ∥ j=1 ∥ ∥ j=1 ∥ 
(4.31)	 ≤ (M2 + N2)e γt ∀t ≥ 0 , 
∥ ∥ ∥ ∥ ∥ ∥ ∑ 
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where d and dj are deﬁned in (4.15) and (4.21), respectively. Trivially, 
∥ N ∥ ∥(Sτ d)(k) − e ξj kτ dj∥ ≤ (M2 + N2)(e γτ )k ≤ (M2 + N2)ρk ∀k ∈ Z+ . ∥ j=1 ∥ 
It follows from (4.20) and Lemma 2.6 that there exists M3 ≥ 0 such that 
(4.32) ‖wτ (k) − aτ (k) +  bτ (k)‖ ≤M3ρk ∀k ∈ Z+ , 
where wτ and aτ , bτ are deﬁned in (4.17) and (4.24), respectively. We conclude from 
Lemma 4.4, (4.9), and (4.31) that there exists M4 ≥ 0 such that 
(4.33) ‖(Gv1)(t) − r(t)‖ ≤M4e γt , ‖(Gv2)(t) − d(t)‖ ≤ M4e γt ; ∀t ≥ 0 , 
where v1 and v2 are deﬁned in (4.26). Since ρ ∈ (0, 1), we have 
ρk ≤ ρ−1ρ(kτ+θ)/τ = ρ−1 e β(kτ+θ) ∀θ ∈ [0, τ) , ∀k ∈ Z+ , 
where β := (ln ρ)/τ . Consequently, by (4.32) and (4.29), 
‖(Hτ wτ )(t) − v1(t) +  v2(t)‖ ≤ ‖(Hτ wτ −Hτ aτ + Hτ bτ )(t)‖ 
+ ‖(Hτ aτ )(t) − v1(t)‖+ ‖v2(t) − (Hτ bτ )(t)‖ 
≤ M3ρ−1 e βt + δ ∀t ≥ 0 . 
M 
Since ρ ∈ (eγτ , 1), we have that β ∈ (γ, 0) ⊂ (α, 0), and hence 
∫ t 
‖(G(Hτ wτ − v1 + v2))(t)‖ ≤  ‖(Hτ wτ − v1 + v2)(t − s)‖|μ|(ds) 
0 
≤ 
∫ t 
M3ρ
−1 e β(t−s)|μ|(ds) +  δ 
∫ ∞ 
|μ|(ds)
M0 0 ∫ ∞ 
≤M3ρ−1 e βt e −βs|μ|(ds) +  δ 
0 
≤M3M5ρ−1 e βt + δ ∀t ≥ 0 , 
where M5 := 
∫ ∞ 
e−βs|μ|(ds) ≤ ∫ ∞ e−αs|μ|(ds) < ∞. Therefore, by (4.19) and (4.33), 
0 0 
it follows that 
‖y(t) − r(t)‖ ≤ ‖(G(Hτ wτ − v1 + v2))(t)‖ + ‖(d(t) −Gv2(t))‖ + ‖(Gv1)(t) − r(t)‖ 
≤ ‖(G(Hτ wτ − v1 + v2))(t)‖ + 2M4e γt 
≤ δ + (M3M5ρ−1 + 2M4)e βt ∀t ≥ 0 . 
This completes the proof. 
Remark 4.11. The proof of Theorem 4.10 shows that, for ﬁxed {ξj : j ∈ N}, τδ 
and ετ can be chosen to be uniform for all signals r, d1, and  d2 with rj , d1j , and  d2j , 
j ∈ N , satisfying a prespeciﬁed bound. 
∥ ∥ ∥ ∥ ∥ ∥ 
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Application to state-space systems. In the following, we apply the input-
output results in this paper to a class of inﬁnite-dimensional state-space systems. 
Let X be a Hilbert space and assume that the plant is given by 
(4.34a) x˙p(t) =  Axp(t) +  Bup(t) ;  xp(0) = x 0 p ∈ X ,  
(4.34b) yp(t) =  Cxp(t) +  Dup(t) , 
where A : D(A) → X is the generator of a strongly continuous semigroup T(t) on  X , 
B ∈ B(Cm, X−1) is the control operator, C ∈ B(X, Cp) is the (bounded) observation 
operator, and D ∈ Cp×m is the feedthrough matrix. Here X−1 is the completion of X 
with respect to the norm ‖x‖−1 := ‖(βI −A)−1x‖X , where  β is in the resolvent set A. 
It is known that X−1 does not depend on the choice of β. Moreover,  X ↪→ X−1 and 
T(t) extends to a C0-semigroup on X−1. The generator of the extended semigroup 
is a bounded operator from X to X−1 which extends A. The extended semigroup 
and its generator will be denoted by the same symbols T(t) and  A, respectively. We 
assume that B is admissible for T(t), that is, for every t ≥ 0, there exists bt ≥ such 
that ∫ t ∥ T(t − s)Bu(s)∥ ≤ bt‖u‖L2 ∀u ∈ L2([0, t], Cm) . 
0 X 
The admissibility assumption implies, in particular, that system (4.34) is regular (see 
[15, 18] for more details on admissible control operators and regular systems). For 
up ∈ L2 (R+, Cm), the mild solution xp of (4.34a), given by loc ∫ t 
(4.35) xp(t) =  T(t)x 0 p + T(t − σ)Bup(σ)dσ , 
0 
is a continuous X-valued function, satisfying the diﬀerential equation (4.34a) in X−1 
for almost every t ∈ R+. The transfer function G of (4.34) is given by 
G(s) =  C(sI −A)−1B + D ∀s ∈ Cω(T) , 
where 
1 
ω(T) := lim ln ‖T(t)‖ . 
t→∞ t 
We say that (4.34) is exponentially stable if ω(T) < 0. Let K0 ∈ Rms ×p and let 
(A0, B0, C0, D0) ∈ Cn0×n0 ×Cn0×p ×Cm×n0 ×Cm×p be a stabilizable and detectable 
realization of K0; i.e., K0(z) =  C0(zI − A0)−1B0 + D0, (A0, B0) is stabilizable, and 
(C0, A0) is detectable. Since K0 is 2-stable, it follows that A0 is power stable. Let 
Ac ∈ C(Np+n0)×(Np+n0), Bc ∈ C(Np+n0)×p, Cc ∈ Cm×(Np+n0), and  Dc ∈ Cm×p be 
given by (3.19) with λj = eξj τ , ξj ∈ iR for j ∈ N .  We deﬁne  the controller  by  
(4.36a) xc(k + 1)  =  Acxc(k) +  Bcuc(k) ;  xc(0) = xc 
0 ∈ CNp+n0 , 
(4.36b) yc(k) =  εCcxc(k) +  εDcuc(k) . 
The transfer function Kτ,ε of (4.36) is given by ⎛ ⎞ 
N ⎠Kτ,ε(z) =  ε ⎝K0(z) +  ∑ Kj . 
z − eξj τ 
j=1 
∥ ∥ ∥ ∥ 
∫
( ) 
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We consider the following feedback interconnection of (4.34) and (4.36): 
(4.37) up = Hτyc + d1 , y  = yp + d2 , uc = Sτ (r − y) , 
where r is a reference signal and d1 and d2 are disturbance signals. 
Theorem 4.12. Consider the sampled-data state-space system given by (4.34), 
(4.36), and  (4.37). Assume that (4.34) is exponentially stable and σ(G(ξj)Kj) ⊂ C0 
for all j = N . The following statements hold: 
1. There exists τ∗ > 0 such that, for every sampling period τ ∈ (0, τ∗), there  
exists ετ > 0 such that if ε ∈ (0, ετ ), then the sampled-data system is expo­
nentially stable; i.e., for every ε ∈ (0, ετ ), there  exist  N1 ≥ 0 and β < 0 such 
that 
∥( xp(kτ + θ))∥ ( ∥( x )∥ )0
∥ ∥ β(kτ+θ) ∥ p ∥
∥ ∥ ≤ N1 e ∥ 0 ∥ + ‖r‖∞ + ‖d1‖∞ + ‖d2‖∞ xc(k) xc 
∀θ ∈ [0, τ) , ∀k ∈ Z+ , ∀x 0 p ∈ X ,  ∀x 0 c ∈ CNp+n0 , 
∀r, d2 ∈ Lb(R+,Cp) , ∀d1 ∈ Lb(R+,Cm) . 
2. If r is of the form (4.9) and d1 ∈ Lb(R+,Cm), d2 ∈ Lb(R+,Cp) satisfy (4.10), 
then, for every δ > 0, there  exists  τδ > 0 such that, for every sampling period 
τ ∈ (0, τδ), there  exists  ετ > 0, such that, for every ε ∈ (0, ετ ), 
lim sup ‖y(t) − r(t)‖ ≤ δ ∀xp 0 ∈ X ,  x0 c ∈ CNp+n0 . 
t→∞ 
Proof. The sample-hold discretization of (4.34) is given by the quadruple ( ∫ τ ) 
(4.38) T(τ) , T(s)Bds , C , D . 
0 
Clearly, since T(t) is exponentially stable, T(τ) is power stable. Since admissibility 
of B for T(t) implies that A−1B ∈ B(Cm, X) and  ∫ τ 
T(s)Bvds = (T(τ) − I)A−1Bv ∀v ∈ Cm , 
0 
we see that 0 
τ T(s)Bds ∈ B(Cm, X) for every τ >  0. The transfer function of (4.38) 
is denoted by Gτ . By Lemma 4.8 and the assumption that σ(G(ξj)Kj) ⊂ C0, there  
exists τ∗ > 0 such that if τ ∈ (0, τ∗), then eξj τ = eξk τ for all j, k ∈ N , j = k, and  
¯(4.39) σ(e ξj τGτ (e ξj τ )Kj) ⊂ C0 ∀j ∈ N . 
Deﬁne 
E := (I + εDcD)−1 , Ec := (I + εDDc)−1 , 
and Δ : [0, τ ] → B(X × CNp+n0 ) by  
( ) ∫ θ ( )(  )( )T(θ) 0 T(s)Bds 0 E 0 −εDc εI C 0Δ(θ) :=  + 0 .
0 Ac 0 Bc 0 Ec −I −εD 0 Cc 
( ) 
( ) ( )

∥ ∥ ∥ ∥ ∫ 
∥ ∥ ∥ ∥ 
∥ ∥ 
∥ ∥ ∥ ∥ ∥ ∥ ∥ ∥
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For θ ∈ [0, τ ] and  k ∈ Z+, deﬁne R(k, θ) :  Lb(R+, Cm) × Lb(R+, Cp) × Lb(R+, Cp) → 
X × CNp+n0 by 
⎛ ⎞ 
d1 ∫ kτ +θ ∫ θ ⎜ ⎟ T(kτ + θ − s)Bd1(s)ds + ε T(s)Bdsf(kτ ; d1, d2, r)R(k, θ) ⎝ d2⎠ := kτ 0 , 
BcEc[−Dd1(kτ) +  r(kτ) − d2(kτ)]r 
where 
f(kτ ; d1, d2, r) :=  −DcDEd1(kτ) +  EDc[r(kτ) − d2(kτ)] . 
By (4.35)–(4.37) and a routine calculation, we obtain 
⎛ ⎞

xp(kτ + θ) xp(kτ) ⎜ d1 ⎟(4.40) = Δ(θ) + R(k, θ) ⎝ d2⎠ ∀k ∈ Z+ , θ  ∈ [0, τ) . 
xc(k + 1)  xc(k) 
r 
It follows from (4.40) with θ = τ that 
⎛ ⎞ ( ) ( ) d1 
xp((k + 1)τ) xp(kτ) ⎜ ⎟(4.41) = Δ(τ) + R(k, τ) ⎝ d2⎠ ∀k ∈ Z+ . 
xc(k + 1)  xc(k) 
r 
In the following, let τ ∈ (0, τ∗). Applying statement 1 of Theorem 3.5 to the feedback 
interconnection of discrete-time systems (4.38) and (4.36), we conclude that there 
exists ετ > 0 such that, for every ε ∈ (0, ετ ), Δ(τ) is  power  stable.  
By the admissibility of B, there  exists  M1 ≥ 0 such that 
∥ kτ +θ ∥ √ ∥ T(kτ + θ − s)Bd1(s)ds∥ = M1‖d1‖L2((kτ,kτ +θ),Cm) ≤ M1 τ‖d1‖∞ ∥ kτ ∥ 
X 
∀k ∈ Z+ , ∀θ ∈ [0, τ ] , ∀d1 ∈ Lb(R+, Cm) . 
Therefore, there exists M2 ≥ 0 such that ⎛ ⎞ ∥ d1 ∥ ∥ ⎜ ⎟∥(4.42) ∥ R(k, θ) ⎝ d2⎠∥ ≤ M2(‖r‖∞ + ‖d1‖∞ + ‖d2‖∞) ∀k ∈ Z+ , ∀θ ∈ [0, τ ] , ∥ r ∥ 
∀r, d2 ∈ Lb(R+, Cp) , ∀d1 ∈ Lb(R+, Cm) . 
Hence, it follows from the discrete-time variation-of-parameters formula, the power 
stability of Δ(τ), (4.41), and (4.42) that there exist M3 ≥ 1 and  ρ ∈ (0, 1) such that 
∥( xp(kτ))∥ ≤ M3 
( 
ρk ∥( xp 0)∥ + ‖r‖∞ + ‖d1‖∞ + ‖d2‖∞ 
) 
∀k ∈ Z+ , ∀x 0 ∈ X , 
∥ xc(k) ∥ ∥ x0 c ∥ p 
(4.43) ∀x 0 c ∈ CNp+n0 , ∀r, d2 ∈ Lb(R+, Cp) , ∀d1 ∈ Lb(R+, Cm) . 
∥ ∥ ∥ ∥ 
∥ ∥
∥ ∥ ( ) 
( ( ) ) ∥ ∥ 
( ) 
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Setting M4 := maxθ∈[0,τ ] ‖Δ(θ)‖, it follows from (4.40), (4.42), and (4.43) that, for all 
θ ∈ [0, τ), k ∈ Z+, xp 0 ∈ X , xc 0 ∈ CNp+n0 , r, d2 ∈ Lb(R+, Cp), and d1 ∈ Lb(R+, Cm), 
∥( xp(kτ + θ))∥ ∥( xp(kτ))∥ ∥ ∥ ≤ M4 ∥ ∥ + M2(‖r‖∞ + ‖d1‖∞ + ‖d2‖∞) ∥ xc(k + 1)  ∥ ∥ xc(k) ∥

0 
≤ M3M4ρk 
∥∥ x0 p ∥∥ + (M2 + M3M4)(‖r‖∞ + ‖d1‖∞ + ‖d2‖∞) xc 
0 
≤ N1 e β(kτ+θ) ∥∥∥ xp 0 ∥∥∥ + ‖r‖∞ + ‖d1‖∞ + ‖d2‖∞ , xc 
where β := (ln ρ)/τ < 0 and  N1 := max{M3M4ρ−1,M2 + M3M4}. This completes 
the proof of statement 1. 
To prove the approximate tracking and disturbance rejection result claimed in 
statement 2, note that, by exponential stability of (4.34) and boundedness of C, the  
impulse response of (4.34) is a Cp×m-valued Borel measure μ of the form μ(ds) =  
g(s)ds + Dδ0(ds), where g(·)eα· ∈ L1(R+, Cp×m) for  some  α >  0, and δ0 is the Dirac 
measure (see [8, Lemma 2.3]). By (4.34)–(4.37) and a routine calculation, we obtain 
(4.44) 
( 
y(kτ + θ)
) 
= Q(θ)Δk(τ) 
( 
xp 
0) 
+ 
(
y˜(kτ + θ)
) 
∀θ ∈ [0, τ) , ∀k ∈ Z+ , 
yc(k) x0 c y˜c(k) 
where 
CT(θ) − ε(F (θ) +  DE)DcC εF (θ)Cc + εDECc 
Q(θ) :=  ,−εDcEcC  εCc − ε2DcEcDCc 
with F (θ) :=  C 
∫ 
0 
θ T(s)BdsE , 
and y˜, y˜c satisfy 
(4.45) y˜ = G(d1 + Hτ y˜c) +  d2 , y˜c = Kτ,εSτ (r − y˜) . 
An application of Theorem 4.10 to system (4.45), with r given by (4.9) and d1, d2 
satisfying (4.10), shows that for every δ >  0, there exists τδ ∈ (0, τ∗) such that, for 
every sampling period τ ∈ (0, τδ), there exists ετ > 0, such that, for every ε ∈ (0, ετ ), 
lim sup ‖y˜(t) − r(t)‖ ≤ δ .  
t→∞ 
Therefore, by power stability of Δ(τ) and (4.44), 
lim sup ‖y(t) − r(t)‖ ≤ δ ∀x 0 p ∈ X ,  ∀x 0 c ∈ CNp+n0 , 
t→∞ 
completing the proof. 
Example 4.13. For purposes of illustration, we consider the heat equation for 
a bar of length 1. We keep both endpoints at zero temperature and inject heat of 
magnitude up at the point η1 ∈ (0, 1). The measurement is generated by a spatial 
averaging of the state over an σ-neighborhood of a point η2 ∈ (η1, 1). The system to 
be controlled can be formulated as follows: 
zt(η, t) =  zηη(η, t) +  δ(η − η1)up(t) , 
1 
∫ η2 +σ 
yp(t) =  z(λ, t)dλ , 2σ η2 −σ 
( ) 
( ) 
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with boundary conditions 
z(0, t) =  z(1, t) = 0  ∀t > 0 . 
For simplicity, we assume zero initial conditions 
z(η, 0) = 0 ∀η ∈ [0, 1] . 
Sampled-data low-gain integral control of this system (in the presence of input hys­
teresis) was studied in [6]. 
With input up and output yp, it is not hard to show that this system is a regular 
linear system with state space X = L2(0, 1) and bounded observation. In particular, 
the corresponding semigroup T(t), given by 
∞ ∫ ∑ 1 
(T(t)x)(η) =  2 exp(−n 2π2t) sin(nπη) sin(nπλ)x(λ)dλ 
0n=1 
∀x ∈ L2(0, 1), ∀η ∈ [0, 1] , 
is exponentially stable. The transfer function G is given by 
√ √ √
sinh(σ s) sinh(η1 s) sinh((1 − η2) s)G(s) =  √ . 
σs sinh( s) 
The aim is to design a robust controller such that the closed-loop system approxi­
mately tracks the reference signal r(t) = sin  t in the presence of disturbance signals 
d1, d2 given by 
1 1 1 1 
( 
1 
) 
d1(t) =  cos(5t) +  , d2(t) =  sin(5t) − ln 1 +  , t ≥ 0 .5 t + 1  5 2 t + 1  
Set 
K1 := 1/G(i) , K2 := K1 , K3 := 1/G(5i) , K4 := K3 , 
and K0(z) ≡ 10, so that the transfer function Kτ,ε of the controller Kτ,ε (see (4.7)) 
is given by 
K1 K2 K3 K4Kτ,ε(z) :=  ε 10 + 
z − eiτ + z − e−iτ + z − e5iτ + z − e−5iτ 
2Re (K1)z − 2Re (K1e−iτ ) 2Re (K3)z − 2Re (K3e−5iτ )= ε 10 + + . 
z2 − (2 cos τ)z + 1  z2 − (2 cos 5τ)z + 1  
Since all the relevant hypotheses are satisﬁed, the conclusions of Theorem 4.10 are 
valid. In Figure 4.2, simulations are shown for the speciﬁc values 
η1 = 0.2 , η2 = 0.6 , σ = 0.01 , τ  = 0.1 , ε = 0.1 , 
with zero initial conditions for the controller. The error signal e = r − yp − d2 
and the output of the sampled-data system y = yp + d2 are shown in Figure 4.2. 
Asymptotically, the error is bounded by 0.0028, that is, lim supt≥0 |e(t)| ≤ 0.0028. 
Simulations show that, for the sampling period τ = 0.1, instability occurs at ε ≈ 0.22. 
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Fig. 4.2. Error signal e and output y. 
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