Abstract
I. INTRODUCTION
Information is increasingly becoming ubiquitous and all pervasive, with the world-wide web as its primary repository. With the popularity of multimedia technology, contents of the world-wide web have been a lot more versatile than a few years ago. However, although more information is available on the web, the efficient and effective retrieval and management of these web documents are still very challenging research issues. When navigating in such a vast collection of linked multimedia documents, users can easily get lost in its depths. Some users know what they are looking for and try to satisfy their needs by following appropriate links. These users may or may not find something of interest, but may easily miss other, more relevant documents far from their current browsing paths. Other users who know what they want can express their needs to a software mediator called a search engine, which, ostensibly, helps them find the appropriate documents. Still other users may not be able to articulate exactly what they want, but will know that a document satisfies their needs when they see it; they then would like to examine other similar documents.
Search engines are still in their infancy. Although the exact nature of many of the algorithms they use for finding appropriate pages is proprietary [24] there is some research that suggests that the algorithms they use are not very accurate [15] . Existing search engines and their users are typically at cross-purposes. While these systems normally retrieve documents based on low-level features, users usually have a more abstract notion of what will satisfy them when conducting a query for certain information. For instance, most search engines use low-level syntactic properties to characterize the semantics of web documents. These properties usually reduce to various sophisticated variations of simple keyword counts. There are research prototypes that take link information into account [32] , but they still do not overcome the so-called semantic gap [14] . This is a term that has been applied to content-based image retrieval, but which certainly has relevance to web searching. It corresponds to the mismatch between users' requests and the way automated search engines try to satisfy these requests. Sometimes, the user has in mind a concept so abstract that he himself doesn't know what he wants exactly until he sees it. At that point, he may want documents similar to what he has just seen or can envision. Again, however, the notion of similarity is typically based on high-level abstractions, such as activities or events described in the document, or some evoked emotions, among others. Standard definitions of similarity using low-level features generally will not produce quality results.
In reality, the correspondence between user-based semantic concepts and system-based lowlevel features is always many-to-many. A certain word can be interpreted in different ways within different contexts; while the same concept is usually associated with a set of different terms, and people may have different preferences about which one to use. Generally speaking, these problems exist no matter what features are used in the system. Making the scenario even more complicated, it is very likely that a web document does not present a fixed semantics, but multiple semantics that vary over time. It is not only that different users may have different opinions about the similarity between web documents, but also, the same user may have different ideas under different circumstances. Even though user-based similarity is a very subjective issue based on high-level concepts, so far all existing management systems or search engines can only rely on some statistical measures based on low-level features.
In this paper, we attempt to find a solution to negotiating this semantic gap in web document retrieval. We will present the results of our study that seeks to transform low-level features to a higher level of meaning. This work concerns a technique, Latent Semantic Indexing (LSI) [10] , which has been used for textual information retrieval for many years. In this environment, LSI is used to determine clusters of co-occurring keywords, sometimes, called concepts, so that a query which uses a particular keyword can then retrieve documents perhaps not containing this keyword, but containing other keywords from the same concept cluster. We will examine the use of this technique for content-based web document retrieval, with both keywords and image features to represent document contents. Two different approaches to image feature representation, namely, color histograms and color anglograms, are adopted and evaluated.
Experimental results show that LSI, together with both textual and visual features, is able to extract the underlying semantic structure of web documents, thus helping to improve the retrieval performance significantly.
The remainder of this paper is organized as follows. In Section II, related works on capturing semantics and image feature extraction and representation are briefly discussed. Section III introduces the theoretical background of latent semantic indexing, and also outlines its usage in both textual information retrieval and image retrieval. Section IV describes how to use LSI to conduct semantic-based retrieval of web documents. In Section V, we present an improved approach which integrates LSI with both keywords and image features in the documents.
Conclusions are drawn in Section VI, along with some proposed future work.
II. RELATED WORKS
The motivation of this work is our belief that latent semantic indexing is able to extract the underlying semantic structure of web documents, and that this semantic structure can be represented by integrating textual and image features of the web documents. This study addresses the following questions. First, how can the semantics of a web document be derived given a set of features? Second, how can image features be used to characterize the semantics of a multimedia web document? Third, when can we determine that two web documents have similar or overlapping semantics? Finally, how can semantic-based web document retrieval help us in navigating the web more efficiently? We will briefly review existing research in these fields in this section and then present and validate our approach with experimental results in Sections IV and V.
A. Capturing Semantics
As previously mentioned, latent semantic indexing has often been applied to full-text document collections [10, 4] . However, there has not been much work on using this technique for image collections [1, 6, 18, 20, 26] . The only work of which we are familiar that intentionally uses such a dimensional reduction technique [20] attempts to find a better way to search images on the web.
In their work, LSI is applied to analyzing text that appears close to a given image. An image feature vector is then comprised of two components, one component representing visual features and the other representing the textual information transformed by using LSI. Since LSI is just used on text, this approach is not able to find different image features that co-occur with the same set of textual keywords.
In our previous study of applying latent semantic indexing to content-based image retrieval [40, 41, 42] , we experimented with different visual features, such as global color histograms, subimage color histograms, and color anglograms, and the results showed that LSI is effective in finding the semantics of images, thus helping to improve the retrieval performance. We believe that latent semantic indexing also discovers that certain sets of different image features co-occur with the same set of keywords, resulting in the formation of general concept clusters comprising various textual and image features. This idea was validated by the experiments of integrating visual features with textual annotations that we conducted in [41] .
The promising results of using LSI in textual and image retrieval inspired us to negotiate the semantic gap in web document retrieval. We intend to use both textual keywords and image features in an attempt to discover the latent semantic structure of web documents and to correlate keywords with image features.
There have been various papers concerned with transforming web pages into concepts [9, 16, 39] . These papers show how to transform the set of pages returned by a standard search engine into a more browsable representation through the mediation of clustering, each cluster corresponding to one of the concepts.
An important aspect of our study is to bring multimedia information into the definition of web document semantics. We characterize content-based retrieval systems that try to capture user semantics into two classes, namely, system-based and user-based. System-based approaches either try to define various semantics globally, based on formal theories or consensus among domain experts, or to use other techniques, not based on user-interaction, to get from low-level features to high-level semantics. User-based approaches, on the other hand, are adaptive to user behavior and try to construct individual profiles. An important component of most user-based approaches is the technique of relevance feedback [2, 28] , which has not been generally used on the web yet, especially for images.
Some of the examples of system-based approaches are [8, 20, 27, 31] . [27] is the first paper that concerns retrieving images, in this case, graphic objects, based on user semantics. A methodology for composing features which evoke certain emotions is discussed in [8] , whereas [20] uses textual information close to an image on a web page to derive information regarding the image contents. [31] explores a heterogeneous clustering methodology that overcomes the drawback of single-feature matching when dealing with images that are considered similar by computation but actually having different semantics.
Approaches that depend on some form of user interaction are [7, 21, 29] . Mediated by user interaction, the system discussed in [7] defines a set of queries that correspond to a user concept.
[21] is a system that learns how to combine various features in the overall retrieval process through user feedback. [29] introduces an exploration paradigm based on an advanced user interface simulating 3-D space. In this space, thumbnail images having the same user semantics are displayed close to each other, and thumbnails that are far from the user's semantic view are smaller in size than thumbnails that are closer to the user's semantic view. Users can also convert images that are close to each other into a concept and replace the given set of thumbnails by a concept icon.
B. Image Feature Extraction and Representation
During the past few years, many different image representations have been developed, and various content-based image retrieval systems have been proposed. The most widely used image features are color, texture, shape, and spatial layout. Since none of these low-level features is powerful enough by itself to represent the image contents on the object level, researchers have been focusing on combining different features, or different feature representations, and developing integrated similarity measures.
In the QBIC system [23] , image objects are indexed with color histograms, color moments, and shape descriptors. Other research groups have also tried to combine color and shape features for improving the performance of image retrieval. In [19] , the color in an image is represented by color histograms in (R, G, B) space, while a histogram of the directions of the edge points is used to represent the general shape information. A composite feature descriptor is proposed in [22] based on a clustering technique, combining the information of both shape and color clusters. In [3] , a system that uses a so-called blobworld representation to retrieve images is proposed. This approach attempts to recognize the nature of images as combinations of these blobs.
Due to the uncontrolled nature of images, how to extract image objects automatically and precisely is still beyond the reach of state-of-the-art computer vision. Moreover, each image object may appear differently, depending on viewpoint, occlusion, and deformation.
Though it is more meaningful to represent the spatial distribution of color information based on image objects or regions, various fixed image-partitioning techniques have also been proposed because of their simplicity and acceptable performance. In [33] , an image is divided into five partially overlapped, fuzzy regions, with each region indexed by three moments of the color distribution. The Color-WISE system [30] partitions an image into 64 blocks with each block indexed by its dominant hue and saturation values.
Instead of partitioning an image into regions, there are other approaches for the representation of spatial color distribution. A histogram refinement technique is described in [25] by partitioning histogram bins based on the spatial coherence of pixels. A pixel is coherent if it is a part of some sizable similar-colored region, and incoherent otherwise. In [17] , a statistical method is proposed to index an image by color correlograms, which are tables containing color pairs, where the k-th entry for <i, j> specifies the probability of locating a pixel of color j at a distance k from a pixel of color i in the image.
We note that neither the histogram refinement nor the color correlogram can recognize the nature of images on object level. As for meaningful region-based image representations, two image objects are usually considered similar only if the corresponding regions they occupy overlap. Along with the position dependence of similar image objects, the fixed image partition strategy does not allow image objects to be rotated within an image.
Many image features can be represented as a set of points. These points can be tagged with labels to capture any necessary semantics. Each of the individual points representing some feature of an image object is called a feature point. The entire image object is represented by a set of labeled feature points. We note that capturing the various spatial relationships among these points is an important aspect of our work, which sets our work apart from other approaches.
Effective semantic representation and retrieval requires labeling the feature points of each image object. The introduction of such feature points and associated labels effectively converts an image object into an equivalent symbolic representation, called a point feature map. By representing an image object as a point feature map, we capture not only image features but also the spatial relationships of these features.
The representation we use for a point feature map is called an anglogram [35, 41] . This is constructed by computing a Delaunay triangulation for each set of feature points in the point feature map labeled with a similar feature, and then computing a feature point histogram by counting the two largest angles produced by the triangulation. We have shown the efficacy of using this technique to represent both shape [34] and color [36, 37] , and have validated the anglogram approach by applying it in a medical imaging environment [38] . We have also compared its performance with that of some other existing approaches such as those introduced in [17, 30] . Another major advantage of this method is that it is invariant to rotation, translation and scaling.
III. LATENT SEMANTIC INDEXING IN CONTENT-BASED RETRIEVAL
Latent Semantic Indexing (LSI) was introduced to overcome a fundamental problem that plagues existing textual retrieval techniques. The problem is that users want to retrieve documents on the basis of conceptual content, while individual keywords provide unreliable evidence about the conceptual meaning of a document. There are usually many ways to express a given concept. Therefore, the literal terms used in a user query may not match those of a relevant document. In addition, most words have multiple meanings and are used in different contexts. Hence, the terms in a user query may literally match the terms in documents that are not of any interest to the user at all.
In information retrieval these two problems are addressed as synonymy and polysemy. The concept synonymy is used to describe the fact that there are many ways to refer to the same object. Users in different contexts, or with different needs, knowledge, or linguistic habits will describe the same concept using different terms. The prevalence of synonyms tends to decrease the recall performance of the retrieval. By polysemy we refer to the fact that most words have more than one distinct meaning. In different contexts or when used by different people, the same term takes on a varying referential significance. Thus, the use of a term in a query may not necessarily mean that a document containing the same term is relevant at all. Polysemy is one factor underlying poor precision performance of the retrieval [10] .
Latent semantic indexing tries to overcome the deficiencies of term-matching retrieval. It is assumed that there exists some underlying latent semantic structure in the data that is partially obscured by the randomness of word choice. Statistical techniques are used to estimate this latent semantic structure, and to get rid of the obscuring noise.
The LSI technique makes use of the Singular Value Decomposition (SVD). We take a large matrix of term-document association and construct a semantic space wherein terms and documents that are closely associated are placed near to each other. The singular value decomposition allows the arrangement of the space to reflect the major associative patterns in the data, and ignore the smaller, less important influences. As a result, terms that did not actually appear in a document may still end up close to the document, if that is consistent with the major patterns of association in the data. Position in the transformed space then serves as a new kind of semantic indexing. Retrieval proceeds by using the terms in a query to identify a point in the semantic space, and documents in its neighborhood are returned as relevant results to the query. Latent semantic indexing is based on the fact that the term-document association can be formulated by using the vector space model, in which each document is represented as a vector, where each vector component reflects the importance of a particular term in representing the semantics of that document. The vectors for all the documents in a database are stored as the columns of a single matrix. Latent semantic indexing is a variant of the vector space model in which a low-rank approximation to the vector space representation of the database is employed.
That is, we replace the original matrix by another matrix that is as close as possible to the original matrix but whose column space is only a subspace of the column space of the original matrix.
Reducing the rank of the matrix is a means of removing extraneous information or noise from the database it represents. According to [4] , latent semantic indexing has achieved average or above average performance in several experiments with the TREC collections.
A. Vector Space Model
In the vector space model, a vector is used to represent each item or document in a collection.
Each component of the vector reflects a particular keyword associated with the given document.
The value assigned to that component reflects the importance of the term in representing the semantics of the document. Global weighting schemes range from simple normalization to advanced statistics-based approaches [11] . The factor l ij is a local weight that reflects the importance of term i within document j itself. Local weights range in complexity from simple binary values to functions involving logarithms of term frequencies. The latter functions have a smoothing effect in that high-frequency terms having limited discriminatory value are assigned low weights.
B. Singular Value Decomposition
The Singular Value Decomposition (SVD) is a dimension reduction technique which gives us reduced-rank approximations to both the column space and row space of the vector space model. SVD also allows us to find a rank-k approximation to a matrix A with minimal change to that matrix for a given value of k [4] . The decomposition is defined as follows, classic theorem about the singular value decomposition by Eckart and Young [12] states that the distance between the original matrix A and its rank-k approximation is minimized by the approximation A k . The theorem further shows how the norm of that distance is related to singular values of matrix A. It is described as 
C. Similarity Measure
In the vector space model, a user queries the database to find relevant documents, using the vector space representation of those documents. The query is also a set of terms, with or without weights, represented by using a vector just like the documents. The matching process is to find the documents most similar to the query in the use and weighting of terms. In the vector space model, the documents selected are those geometrically closest to the query in the transformed semantic space. The latent semantic indexing technique has been successfully applied to textual information retrieval, in which it shows distinctive power of finding the latent correlation between terms and documents [4, 5, 10] . This inspired us to apply LSI to content-based image retrieval. In a previous study [40, 41] , we made use of the power of LSI to reveal the underlying semantic nature of image contents, and thus to find the correlation between image features and the semantics of the image or its objects. We explored this approach further by correlating low-level feature groups and high-level semantic clusters. Experimental results show that integrating LSI with contentbased techniques helps improve the retrieval performance significantly. Now we attempt to extend the power of LSI to the domain of web document retrieval.
Conventional web document retrieval techniques are based on low-level features such as keywords in the contents or links of the documents because it is fairly easy to extract these features automatically and analyze them statistically. However, they are not the real means by which human users understand and retrieve web documents. Higher level concepts or topics, with certain domain knowledge, are the major criteria to conduct any kind of search. How to automate the extraction and analysis of this data is still beyond the state-of-the-art in information retrieval or artificial intelligence, which leaves those low-level features the only means available with which to initiate a search. To find a remedy for this problem, we attempt to use LSI to bridge this semantic gap in web retrieval. Some preliminary experiments have been conducted and the results In Section V, we introduce a more effective approach in which LSI is integrated with both textual features and visual elements.
IV. SEMANTIC-BASED WEB DOCUMENT RETRIEVAL USING TEXTUAL CONTENTS
This section presents our approach to discover the co-occurrence between keywords in web documents. Considering the problems of synonymy and polysemy discussed in the previous section, many different keywords could be used to refer to the same concept, while most keywords have more than one distinct meaning and are used in different contexts to represent different semantics. Our motivation is to discover the correlation between keywords and thus construct more meaningful concept clusters. Retrieval will then be conducted based on these high-level concept clusters, rather than those low-level keywords.
To validate our semantic-based retrieval technique, we choose news service sites for our experiments. We are interested in this application domain because of the following reasons. First of all, news headlines are often used as their URL anchors and document titles in most news service sites. The topic or major concepts in a piece of news can usually be represented easily and clearly by a group of keywords in the headline. Secondly, news service sites such as cnn.com, abcnews.com, and msnbc.com often have extensive coverage of the same news topic during a certain period of time. Therefore, documents on these sites can be used to cross-examine the semantic structures of similar documents and corresponding concept clusters discovered by using our retrieval method. Finally, news documents often include some multimedia components, such as images, audio clips, or video clips, which are closely related to the topic of the news story. In the next section, making use of this special characteristic, we are going to present how to discover the correlation between keywords and visual features and to use this correlation to improve retrieval performance of multimedia web documents. The measures of recall and precision are used in evaluating the performance of this semanticbased retrieval technique. Consider an information request I and its set R of relevant documents.
Let |R| be the number of documents in this set. Assume that a given retrieval method generates a document answer set A and let |A| be the number of documents in this set. Also, let |R a | be the number of documents in the intersection of the sets R and A. Then recall is defined as
which is the fraction of the relevant documents that has been retrieved, and precision is defined as
which is the fraction of the retrieved documents that are considered as relevant.
With different sizes of the document answer set, |A|, we evaluated our method by using each of the first 16 documents as query documents. In Table 1 we compare the recall and precision of using latent semantic indexing with those without LSI, i.e., using straight keyword matching.
Results show that LSI does improve the retrieval performance significantly.
We notice that recall and precision have the following inherent weaknesses. First, the proper estimation of recall requires detailed knowledge of all the documents in the collection. When the collection is considerably large, it will be very difficult or even impossible to have a proper estimate at all. Second, recall and precision are related measures capturing different aspects of the set of retrieved documents. In many situations, improvement of one leads to the deterioration of the other. Therefore, we introduce our own measure in the next section when evaluating the performance of semantic-based retrieval using both keywords and image features.
V. SEMANTIC-BASED WEB DOCUMENT RETRIEVAL USING TEXTUAL AND VISUAL CONTENTS
In this section we attempt to uncover the semantic correlation between keywords in the document title and image features in the same web document, hoping to use this correlation to improve the retrieval of multimedia web documents. As mentioned in the previous section, we select documents from news service sites for conducting out experiments. News documents often include multimedia components which are closely related to the topic or major concepts of the news story. In particular, we find that many documents on cnn.com have some images around or near the headline of the news story. For our experiment, we consider one image in each document, which is selected with regard to the position, size, and format of the image.
We use a collection of 20 documents on cnn.com. This collection consists of four semantic categories of five documents each. The categories are the Bush inaugural, the Kursk submarine accident, the Clinton impeachment, and the space-station MIR. Document titles are listed in Fig.   2 , and their images shown in Fig. 3 .
In our experiment, 43 keywords are extracted from the title of these documents and a textual
, is then constructed. To extract and represent the images, we apply two different approaches. Our first approach is to use global color histograms. Each image is first converted from the RGB color space to the HSV color space. For each pixel of the resulting image, hue and saturation are extracted and each quantized into a 10-bin histogram.
Then, the two histograms h and s are combined into one h × s histogram with 100 bins, which is the representing image feature vector of each document to which the image belongs. This is a vector of 100 elements, One of the common and effective methods for improving full-text retrieval performance is to apply different weights to different components [11] . We apply these techniques to our Based on previous research, it has been found that log (1 + term frequency) helps to dampen effects of large differences in frequency and thus has the best performance as a local weight, whereas entropy is the appropriate method for global weighting [11] .
The entropy method is defined by having a component global weight of, where, is the probability of that component, tf ij is the raw frequency of component A i,j , and gf i is the global frequency, i.e., the total number of times that component i occurs in the whole collection.
The global weights give less emphasis to those components that occur frequently or in many images. Theoretically, the entropy method is the most sophisticated weighting scheme, taking the distribution property of feature components over the image collection into account.
We conducted experiments for these four cases: The results are presented as shown in Fig. 4 , where the number in parenthesis is the measureof-goodness of the particular method. It can be noticed that latent semantic indexing improves the retrieval performance, and is even better when integrated with both textual and visual features,
even though just adding visual features without using LSI worsens the retrieval performance. This validates our beliefs that LSI can help discover the correlation between textual features and visual features, and that visual features provide a helping hand when we are retrieving multimedia documents.
Our next approach performs similar experiments utilizing our previously formulated method of color anglograms to represent the spatial color features of images [37, 41] . This is a novel From these results, one notices that our color anglogram method is better than the global color histogram in capturing image features, which is consistent with our previous results [34, 37, 41, 42] . One also notices that LSI improves the retrieval performance further when integrated with this method. Once again our experiments validate that finding the semantics of web documents and integrating textual and visual features are promising approaches to more meaningful retrieval of multimedia web documents.
VI. CONCLUSIONS
In this paper, we have presented an approach to negotiating the gap between low-level features and high-level concepts in web documents. We have examined the use of latent semantic indexing for content-based web retrieval, using both keywords and image features of the documents. Two different approaches to image feature representation, namely, color histograms and color anglograms, are adopted and evaluated. This paper has shown the use of image features in improving text retrieval, whereas our previous papers [40, 41, 42] have shown the use of textual keywords to improve image retrieval.
First of all, experimental results show that LSI is able to correlate the semantically similar keywords to construct concept clusters, and it is also able to correlate keywords with image features in the web documents. Using LSI to discover the underlying semantic structure of web documents is a promising approach to understanding the documents on a higher level, which better reflects human perception. Secondly, we validated that integrating textual features with visual features, together with LSI, can represent the contents of multimedia web document better than using keywords only. Therefore, it helps improve the retrieval performance significantly.
Finally, once again our spatial feature representation technique, the color anglogram, proves to be powerful in capturing and representing image features in an effective and efficient way.
We propose to use the anglogram technique for representing the structural features of web documents, where we call it a structure anglogram. Similar to the color anglogram approach on images, each web document is divided into blocks. The dominant tag in each block, i.e., the tag whose rendering takes up most of the area in the given block is then used as the relevant feature.
A feature vector can be constructed by computing the anglogram of the feature points in the document in a process similar to that used in the color anglogram. Then we propose to integrate textual, visual, and structural features all together to further improve the retrieval performance.
One of the strengths of the LSI technique is that it is a vector-based method which easily integrates different features into one feature vector and treats them just as similar components.
Hence, ostensibly, we can expand the feature vector by adding even more features without any concern.
Currently we are also experimenting with various clustering techniques for web documents, and comparing the performance with that of using latent semantic indexing. We are also planning to apply the LSI technique to web document prefetching and web mining, as well as studying how to make use of the characteristics of XML to better extract semantics of web documents from their markup presentation. We firmly believe that semantic-based retrieval is a promising approach to significantly unleashing the power of both the World Wide Web and multimedia technology. Table 1 . Results of experiment of semantic-based retrieval using keywords. Table and Illustration Captions   Table 1 . Results of experiment of semantic-based retrieval using keywords. 
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