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THE CONCAVITY OF p-RÉNYI ENTROPY POWER FOR DOUBLY NONLINEAR
DIFFUSION EQUATIONS AND Lp-GAGLIARDO-NIRENBERG-SOBOLEV
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Abstract. We prove the concavity of p-Rényi entropy power for positive solutions to the doubly non-
linear diffusion equations onRn or compact Riemannian manifolds with nonnegativeRicci curvature.
As applications, we give new proofs of the sharp Lp-Sobolev inequality and Lp-Gagliardo-Nirenberg
inequalities on Rn. Moreover, two improvement of Lp-Gagliardo-Nirenberg inequalities are derived.
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1. Introduction and main results
Entropy power inequality(EPI) states that for any two independent random vectors X, Y on Rn,
the entropy power of X + Y is at least the sum of their entropy powers, that is
N(X + Y) ≥ N(X) + N(Y), (1.1)
where the entropy power is defined by
N(X) + e
2
n
H(X) (1.2)
and ” + ” means definition,
H(X) + −
∫
Rn
u log u dx (1.3)
is the classic Shannon entropy, u is the probability density of X. Equality in (1.1) holds if and only
if the random vectors X, Y are Gaussian with proportional covariances.
This inequality (1.1) first appeared in Shannon’s 1948 historic paper [12] with an incomplete
proof, Stam [14] gave a complete proof based on Shannon entropy and Fisher information known
as the de Bruijn’s identity. Later, many simplified proofs emerged and established connections
with other subjects. Lieb [10] proved the EPI via a strengthened Young’s inequalty in functional
analysis, Dembo-Cover-Thomas [5] showed that the similarity with Brunn-Minkowski inequalty
in convex geometry, recently, Guo-Shamai-Verdú [7] obtained a new proof by using of minimum
mean-square error(MMSE) in statistic.
On the other hand, in 1985, Costa [3] strengthened the EPI for two random vectors in the case
where one of these vectors is Gaussian,
N(X + Zt) ≥ (1 − t)N(X) + tN(X + Z1), t ∈ [0, 1] (1.4)
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where Zt is the Gussian with covariance matrix tId, which is equivalent to the concavity of the
entropy power of the added Gaussian noise. Namely,
d2
dt2
N(X + Zt) ≤ 0. (1.5)
Inequality (1.5) is referred to as the concavity of entropy power.
Later, Demo [4] simplified the proof of inequality (1.5) based on the Blachman-Stam inequality
[1]
1
I(X + Y)
≤
1
I(X)
+
1
I(Y)
, (1.6)
where I(X) is the Fisher infromation
I(X) +
∫
Rn
|∇u|2
u
dx. (1.7)
In [15], Villani gave a short proof with an exact error relied on the Bakry-Émery identities.
The γ-th Rényi entropy of a probability density u in Rn is defined by (see, e.g. Cover-Thomas
[2])
Rγ(u) +
1
1 − γ
log
∫
Rn
uγ(x)dx, γ ∈ (0,∞), γ , 1. (1.8)
When γ > 1 − 2
n
, the γ-th Rényi entropy power is given by
Nγ(u) + exp
(
λ
n
Rγ(u)
)
, (1.9)
where λ = 2 + n(γ − 1) > 0. The Rényi entropy for γ = 1 is defined as the limit of Rγ as γ → 1. It
follows directly from definition (1.8) that
H(u) = lim
γ→1
Rγ(u) = −
∫
Rn
u(x) log u(x)dx. (1.10)
Therefore, the Shannon’s entropy can be identified with the Rényi entropy of index γ = 1. In this
case, the proposed Rényi entropy power of index γ = 1, given by (1.9), coincides with Shannon’s
entropy power (1.2).
Recently, G.Savaré and G.Toscani [11] show that the concavity of entropy power is a property
which is not restricted to Shannon entropy power in connection with the heat equation, but it holds
for the γ-th Rényi entropy power (1.9), if we put it in connection with the solution to the nonlinear
diffusion equation
∂tu = ∆u
γ. (1.11)
They show that the γ-th Rényi entropy power defined in (1.9) of probability densities in Rn solving
(1.11) is concave, that is
d2
dt2
Nγ(u(t)) ≤ 0, γ > 1 −
1
n
. (1.12)
In [19] and [18], the authors study the concavities of entropy power for positive solutions to the
p-heat equation and parabolic p-Lapaican equation on Rn and Riemannian manifolds, respectively.
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In [9], Li-Li prove an entropy power inequality for positive solutions to the heat equation of the
Witten Laplacian on complete Riemannian manifolds with CD(K,m)-condition and on compact
manifolds equipped with (K,m)-super Ricci flows.
In this paper, we consider the connection between Rényi entropy and the doubly nonlinear diffu-
sion equation(DNDE)
∂tu = ∆pu
γ (1.13)
on Rn or compact Riemannian manifold, where ∆p· + div(|∇ · |p−2∇·) is the p-Laplacian operator.
When p = 2, DNDE reduces to the equation in (1.11). The key idea in the study of the nonlinear
diffusion equation is to write the equation as a law of mass conservation,
∂tu + div (uV) = 0, (1.14)
which identifies the speed as V = −γp−1u(p−1)(γ−1)−1|∇u|p−2∇u and this in turn allows to write V as a
nonlinear potential flow, V = −|∇v|p−2∇v, this gives for the potential the expression
v =
γ
b
ub, b = γ −
1
p − 1
. (1.15)
This potential is just the pressure and the nonlinear speed-pressure relation can also be viewed as
the âA˘IJnonlinear Darcy’s lawâA˘I˙ [17].
Thus, the equation (1.13) can be equivalently written as
∂tu − div
(
u|∇v|p−2∇v
)
= 0, (1.16)
and the pressure function v satisfies the equation
∂tv = bv∆pv + |∇v|
p. (1.17)
For a smooth positive solution u to equation (1.13), define the entropy functional
Eb(u) +
∫
M
ub+1dµ, (1.18)
where M is a Riemannian manifold and dµ is the Riemannian volume measure. The p-Rényi
entropy is defined by
Rb(u) + −
1
b
log (Eb(u)) = −
1
b
log
(∫
M
ub+1 dµ
)
(1.19)
and the p-Rényi entropy power
Nb(u) + exp
(
b
a
Rb(u)
)
=
(
Eb(u)
)σ
, a = −
1
σ
=
nb
(p − 1)nb + p
. (1.20)
Motivated by the works of Villani [15] and Savaré-Toscani [11], we obtain an explicit second
variational formula for p-Rényi entropy power on Riemannian manifold, when Ricci curvature is
nonnegative, p-Rényi entropy power is concave.
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Theorem 1.1. Let u be a positive solution to (1.13) on compact Riemannian manifold (M, g) with-
out boundary, then the p-Rényi entropy power defined in (1.20) satisfies
d2
dt2
Nb(u) =pbσE
σ−1
b
∫
M
(∣∣∣∣|∇v|p−2∇∇v − 1
n
(∆pv)ai j
∣∣∣∣2
A
+ |∇v|2p−4Ric(∇v,∇v)
)
ub+1 dµ
+ σ(1 − σ)b2Eσ−1b
∫
M
∣∣∣∆pv + Ib(u)∣∣∣2 ub+1 dµ,
(1.21)
where σ = −(p − 1) − p
nb
, ai j is the inverse of A
i j
= gi j + (p − 2) v
iv j
|∇v|2
, for any 2-tensor T , |T |2
A
=
Ai jAklTikT jl and Ib(u) is the Fisher information with respect to p-Rényi entropy Rb(u)
Ib(u) +
d
dt
Rb(u). (1.22)
If Ricci curvature is nonnegative and b ≥ −1
n
, b , 0, then t 7→ Nb(u) is concave.
Applying analogous method, the concavity of p-Rényi entropy power is valid on Rn.
Corollary 1.2. If u(x, t) is a smooth and rapidly decaying nonnegative solution to (1.13) on Rn,
then the entropy power Nb is also concave. Moreover,
d2
dt2
Nb(u) = bσE
σ−1
b
∫
Rn
[
p
∣∣∣∣|∇v|p−2∇∇v − 1
n
(∆pv)ai j
∣∣∣∣2
A
+ b(1 − σ)
(
∆pv + Ib(u)
)2]
ub+1 dx. (1.23)
In particular, when p = 2, b = γ − 1 and γ ≥ 1 − 1
n
, (1.23) reduces to
d2
dt2
Nγ(u) = 2
(
1 −
2
n
− γ
)
Eσ−1b
∫
Rn
[∣∣∣∣∇∇v − 1
n
(∆v)gi j
∣∣∣∣2 +
(
γ − 1 +
1
n
)
(∆v + I(u))2
]
uγ dx, (1.24)
which give an exact formula in the proof of the concavity of Rényi entropy power in (1.12).
It is well-know that the fundamental solution to the heat equation on Rn is
G(x, t) +
1
(4pit)
n
2
exp
{
−
|x|2
4t
}
.
Since the Shannon’s entropy of G(x, t) equals
R(G(x, t)) =
n
2
log(4piet).
It follows that the corresponding entropy power is a linear function of time t, i.e.
N(G(x, t)) = 4piet,
hence
d2
dt2
N(G(x, t)) = 0.
The concavity property of entropy power can be rephrased by saying that for all times t > 0 the
fundamental solution maximizes the second derivative of the Shannon’s entropy power among all
possible solutions to the heat equation.
A natural question is to find the fundamental source-type solution to nonlinear diffusion equation.
The first result was found around 1950 by ZelâA˘Z´dovich and Kompaneets and Barenblatt(short
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BKZ solution) for porous medium equation and fast diffusion equation (1.11). For γ > 0, γ , 1,
the Barenblatt solution is defined by
Uγ,t(x) + t
−αBγ(t
− α
n x), α =
n
2 + (γ − 1)n
(1.25)
and Bγ(ξ) is the Barenblatt profile
Bγ(ξ) +
 (C − ξ
2)
1
γ−1
+ , γ > 1
(C + ξ2)
1
1−γ , 1 − 2
n
< γ < 1.
In [11], Savaré-Toscani showed that the γ-th Rényi entropy power of BKZ solution defined in (1.25)
is a linear function of time when γ > n
n+2
Nγ(Uγ,t) = Nγ(Uγ,1)t,
so that
d2
dt2
Nγ(Uγ,t) = 0.
By similar calculations, we can get the source-type solution to the doubly nonlinear diffusion equa-
tion in the "good range" (See [16])
γ(p − 1) > 1 −
p
n
⇔ b > −
p
n(p − 1)
.
The source-type solution is precisely given by
Ub,t(x) = t
− a
bBb(t
− a
nb x), (1.26)
where b = γ − 1
p−1 , a =
nb
nb(p−1)+p and Bb(ξ) is the Barenblatt profile
Bb(ξ) =

(
C − |ξ|
p
p−1
) 1
b
+
, b > 0,(
C + |ξ|
p
p−1
) 1
b
, −
p
n(p−1) < b < 0.
(1.27)
The parameter C > 0 of formula (1.27) is free and can be uniquely determined in terms of the unit
mass,
∫
Rn
U dx = 1.
When b > − q
n+q
(q = p
p−1 ), we can also show that the p-Rényi entropy power of the source-type
solution to the doubly nonlinear diffusion equation is a linear function of t,
Nb(Ub,t) = Nb(Ub,1)t, (1.28)
that is
d2
dt2
Nb(Ub,t) = 0.
The concavity of p-Rényi entropy in Corollary 1.2 implies that for all t > 0 the source-type solu-
tions maximize second derivative of the p-Rényi entropy power among all possible solutions to the
doubly nonlinear diffusion equation.
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On the other hand, in the same paper [11], Savaré-Toscani introduced the γ-weighted Fisher
information
Iγ(u) +
1∫
M
uγ dx
∫
Rn
|∇uγ|2
u
dx, (1.29)
which reduces to the Fisher information (1.7) as γ → 1. The invariant of scaling and the concavity
of Rényi entropy power (1.12) imply the following sharp inequality,
Nγ(u)Iγ(u) ≥ Nγ(Bγ)Iγ(Bγ) = cn,γ, γ >
n
n + 2
. (1.30)
The sharp inequality (1.30) is referred to as the isoperimetric inquality for Rényi entropy
power. When γ → 1, (1.30) reduces to the linear case
N1(u)I1(u) ≥ 2pine = cn,1. (1.31)
Motivated by their works, we introduce the p-weighted Fisher information associated with p-
Rényi entropy
Ib(u) +
b + 1
γ
∫
M
ub+1 dµ
∫
M
|∇v|pu dµ = −
1∫
M
ub+1 dµ
∫
M
∆pvu
b+1 dµ. (1.32)
By the identity (2.6), we have
d
dt
Rb(u) = Ib(u), t > 0. (1.33)
When p → 2 and γ → 1, identity (1.33) reduces to the classic DeBruijn’s identity which connects
Shannon’s entropy with the Fisher information via heat equation.
A direct computation implies that Ib(Bb) is finite if and only if the q-th moment of Bb is finite if
b > −
q
n+q
. In this range of exponents, the concavity inequality (1.21) leads to the following sharp
isoperimetric inequality for p-Rényi entropy power.
Theorem 1.3. Let b > − q
n+q
and u be the strictly positive and rapidly decaying solution to the
doubly nonlinear diffusion equation, then the following sharp inequality holds
Nb(u)Ib(u) ≥ Nb(Bb)Ib(Bb) = Cb, (1.34)
where the constant Cb is given by
C1,b =
(
−
qγ
b
)p−1
pi
p
2 n
(
q(b + 1)
nb + q(b + 1)
)σ Γ(
n
q
+ 1)Γ(−n
q
− 1
b
)
Γ(n2 + 1)Γ(−
1
b
)

p
n
, −
q
n + q
< b < 0 (1.35)
and
C2,b =
(
qγ
b
)p−1
pi
p
2 n
(
q(b + 1)
nb + q(b + 1)
)σ  Γ(
n
q
+ 1)Γ(1
b
+ 1)
Γ(n2 + 1)Γ(
n
q
+
1
b
+ 1)

p
n
, b > 0, (1.36)
where q =
p
p−1 and σ = −
(
p
nb
+ p − 1
)
.
Since the inequality (1.34) is sharp, we can show that an equivalent between inequality (1.34)
and sharp Lp-Sobolev inequality when γ = 1
p−1 −
1
n
(i.e. b = −1
n
).
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Theorem 1.4. For any given nonnegative function w(x) such that wp
∗
(x) is a probability density in
R
n, we have
∫
Rn
|∇w|p dx ≥ S n,p
(∫
Rn
wp
∗
dx
) p
p∗
, p∗ =
np
n − p
> 0, (1.37)
where
S n,p =
(
p(n − p + 1)
(p − 1)(n − p)
)p
C1,− 1
n
= npi
p
2
(
n − p
p − 1
)p−1 Γ(
n
q
+ 1)Γ( n
p
)
Γ(n2 + 1)Γ(n)

p
n
, q =
p
p − 1
is the sharp Lp-Sobolev constant.
Moreover, inequality (1.34) is equivalent to the Lp-Gagliardo-Nirenberg inequality and we can
obtain an improved form of the Lp-Gagliardo-Nirenberg inequality.
Theorem 1.5. (1)When −1
n
< b < 0, 1 < s < n
n−p
and σ > 1, we have
‖w‖Lps ≤ C1‖∇w‖
θ
Lp‖w‖
1−θ
L(p−1)s+1
, (1.38)
where C1 = [(b + 1)γp−1C−11,b(ps)
p]
θ
p and
θ =
1
s
1
(σ + 1)γ − 1
=
1
s
n(s − 1)
(p − 1)n(1 − s) + p((p − 1)s + 1)
.
Moreover, we get an improvement of the Lp-Gagliardo-Nirenberg inequality (1.38),
‖∇w‖
p
Lp
‖w‖
p(1−θ)
θ
L(p−1)s+1
− C
−
p
θ
1 ‖w‖
p
θ
Lps
=
(
1
psγ
)p
‖w‖
p
θ
Lps
∫ ∞
0
W(t)dt ≥ 0, (1.39)
where
Wb(t) +
γ
b + 1
Eσ−1b
∫
Rn
[
p
∣∣∣∣|∇v|p−2∇∇v − 1
n
(∆pv)ai j
∣∣∣∣2
A
+ b(1 − σ)
(
∆pv + Ib(u)
)2]
ub+1 dx. (1.40)
(2)When b > 0, 0 < s < 1 and σ < 0, we have
‖w‖L(p−1)s+1 ≤ C2‖∇w‖
ϑ
Lp‖w‖
1−ϑ
Lps , (1.41)
where C2 = [(b + 1)γp−1C−12,b(ps)
p]
ϑ
p and
ϑ =
p
(1 − σ)((p − 1)s + 1)
=
1
(p − 1)s + 1
n(1 − s)
n(1 − s) + ps
.
Moreover, we get an improvement of the Lp-Gagliardo-Nirenberg inequality (1.41),
‖∇w‖
p
Lp
‖w‖
p(1−ϑ)
ϑ
Lps
− C
−
p
ϑ
2 ‖w‖
p
ϑ
L(p−1)s+1
=
(
1
psγ
)p
‖w‖
p
ϑ
L(p−1)s+1
∫ ∞
0
W(t)dt ≥ 0, (1.42)
whereW(t) is defined in (1.40).
Remark 1.6. When p = 2, the results in Theorem 1.5 reduce to the improved L2-Gagliardo-
Nirenberg inequality in [6].
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2. The concavity of p-Re´nyi entropy power
Motivated by the methods of Villani [15] and Savaré-Toscani [11], we need the following identi-
ties, which are valid both in Rn and closed Riemannian manifold with nonnegative Ricci curvature.
See the related computations in [17].
Lemma 2.1. For functions f and g, the linearized operator of p-Laplacian at point v is defined by
Lp( f ) + div(|∇v|
p−2A(∇ f )),
where A = g + (p − 2)∇v⊗∇v
|∇v|2
, then we have
Lp( f g) =(Lp f )g + f (Lpg) + 2|∇v|
p−2〈∇ f ,∇g〉A, (2.1)∫
M
(Lp f )g dµ =
∫
M
f (Lpg) dµ = −
∫
M
|∇v|p−2〈∇ f ,∇g〉A dµ, (2.2)
where 〈∇ f ,∇g〉A = A(∇ f ) · ∇g = ∇ f · A(∇g).
Proof. The proof is a direct result by the definition of Lp. 
Lemma 2.2. For u, v in (1.15), we have
∂t(∆pv) =Lp(∂tv), (2.3)
∂t(uv) =
b
p − 1
vLp(uv), (2.4)
and the p-Bochner formula(See in [8] or [17])
Lp|∇v|
p
= p|∇v|2p−4(|∇∇v|2A + Ric(∇v,∇v)) + p|∇v|
p−2〈∇v,∇∆pv〉, (2.5)
where
|∇∇v|2A = A
i jAklvikv jl =
(p − 2)2
4
|∇v · ∇|∇v|2|2
|∇v|4
+
p − 2
2
|∇|∇v|2|2
|∇v|2
+ |∇∇v|2.
Proof. By the definitions of A and the linearized operator Lp, we know
∂t(∆pv) =∂t
(
div(|∇v|p−2∇v)
)
= div
(
(p − 2)|∇v|p−4(∇v · ∇∂tv)∇v + |∇v|
p−2∇∂tv
)
=div
(
|∇v|p−2A(∇∂tv)
)
= Lp(∂tv).
For (2.4), applying the relationship u∇v = bv∇u and the definition of A, we get
A(∇(uv)) =
(
1 +
1
b
)
A(u∇v) = (p − 1)
(
1 +
1
b
)
u∇v,
then
Lp(uv) =div
(
|∇v|p−2A(∇(uv))
)
= (p − 1)
(
1 +
1
b
)
div
(
u|∇v|p−2∇v
)
= (p − 1)
(
1 +
1
b
)
∂tu
and
∂t(uv) = (1 + b)v∂tu.
Combining above two equations, we obtain (2.4). 
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Proposition 2.3. Let u be a positive solution to (1.13) and v satisfies (1.17), we have
d
dt
Eb(u) =b
∫
M
(∆pv)u
b+1 dµ = −
b(b + 1)
γ
∫
M
|∇v|pu dµ = −
b(b + 1)
γ
∫
M
u−
1
p−1 |∇uγ|p dµ, (2.6)
d2
dt2
Eb(u) =
∫
M
pb
[
|∇v|2p−4Γ2,A(v) + b(∆pv)
2
]
ub+1 dµ, (2.7)
where Γ2,A(v) = |∇∇v|2A + Ric(∇v,∇v).
Proof. Using the equation (1.16) and integrating by parts, we obtain
d
dt
Eb(u) =(b + 1)
∫
M
ub∂tu dµ =
b(b + 1)
γ
∫
M
vdiv
(
u|∇v|p−2∇v
)
dµ
= −
b(b + 1)
γ
∫
M
|∇v|pu dµ = b
∫
M
(∆pv)u
b+1 dµ,
where we use the identities
u∇v = bv∇u, buv = γub+1.
Applying identities (2.6), (2.3), (2.4) and p-Bochner formula (2.5), we have
d
dt
∫
M
∆pv(uv) dµ =
∫
M
[
∂t(∆pv)(uv) + ∆pv∂t(uv)
]
dµ
=
∫
M
[
Lp(∂tv)(uv) +
b
p − 1
Lp(uv)(v∆pv)
]
dµ
=
∫
M
[
bLp(v∆pv)(uv) +Lp(|∇v|
p)(uv) +
b
p − 1
Lp(v∆pv)(uv)
]
dµ
=p
∫
M
(
|∇v|2p−4Γ2,A(v) + |∇v|
p−2〈∇v,∇∆pv〉
)
uvdµ +
pb
p − 1
∫
M
Lp(v∆pv)(uv) dµ.
On the other hand, identities (2.1) and (2.2) yield∫
M
Lp(v∆pv)(uv) dµ =
∫
M
(
Lp(v)(∆pv)(uv) +Lp(∆pv)(uv
2) + 2|∇v|p−2〈∇∆pv,∇v〉A(uv)
)
dµ
=
∫
M
(p − 1)(∆pv)
2(uv) − |∇v|p−2〈∇∆pv,∇(uv
2)〉A + 2|∇v|
p−2〈∇∆pv,∇v〉A(uv) dµ
=
∫
M
(p − 1)(∆pv)
2(uv) −
1
b
|∇v|p−2〈∇∆pv,∇v〉A(uv) dµ,
where we use the fact
∇(uv2) =
(
1
b
+ 2
)
uv∇v.
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Combining above formulae, we get
d
dt
∫
M
b(∆pv)u
b+1dµ =
b2
γ
d
dt
∫
M
∆pv(uv)dµ
=
b2
γ
∫
M
(
p|∇v|2p−4Γ2,A(v) + pb(∆pv)
2
)
uvdµ
=pb
∫
M
(
|∇v|2p−4Γ2,A(v) + b(∆pv)
2
)
ub+1dµ,
which is (2.7). 
Proof of Theorem 1.1. For a constant σ, let Nb(u) = (Eb(u))σ, by (2.6) and (2.7), we have
d2
dt2
Nb(u) =σE
σ−2
b
(
EbE
′′
b + (σ − 1)(E
′
b)
2
)
=σEσ−1b
∫
M
pb
(
|∇v|2p−4Γ2,A(v) + b(∆pv)
2
)
ub+1 dµ + σ(σ − 1)Eσ−2b
(∫
M
(b∆pv)u
b+1 dµ
)2
=pbσEσ−1b
∫
M
[(
1
n
+ b
)
(∆pv)
2
+
∣∣∣∣|∇v|p−2∇∇v − 1
n
(∆pv)ai j
∣∣∣∣2
A
+ |∇v|2p−4Ric(∇v,∇v)
]
ub+1 dµ
+ σ(σ − 1)Eσ−2b
(∫
M
(b∆pv)u
b+1 dµ
)2
, (2.8)
where we use the identity
|∇v|2p−4|∇∇v|2A =
1
n
(∆pv)
2
+
∣∣∣∣|∇v|p−2∇∇v − 1
n
(∆pv)ai j
∣∣∣∣2
A
.
When b > 0, σ < 0 or −1
n
< b < 0, σ > 1 and Ric ≥ 0, the Cauchy-Schwartz inequality implies
that
d2
dt2
Nb(u) ≤σE
σ−1
b
∫
M
p
(
1
nb
+ 1
)
(b∆pv)
2ub+1 dµ + σ(σ − 1)Eσ−2b
(∫
M
(b∆pv)u
b+1 dµ
)2
≤σEσ−1b
[
p
(
1
nb
+ 1
)
+ (σ − 1)
] ∫
M
(b∆pv)
2ub+1 dµ.
Choosing
σ = −
(
p
nb
+ p − 1
)
= −
1
a
, (2.9)
then (1.21) holds.
In fact, we can obtain an explicit form of d
2
dt2
Nb(u), by the formulae (2.8) and (2.9), we have
d2
dt2
Nb(u) =σ(1 − σ)b
2Eσ−1b

∫
M
(∆v)2ub+1dµ − E−1b
(∫
M
(∆pv)u
b+1 dµ
)2
+ pbσEσ−1b
∫
M
[∣∣∣∣|∇v|p−2∇∇v − 1
n
(∆pv)ai j
∣∣∣∣2
A
+ |∇v|2p−4Ric(∇v,∇v)
]
ub+1 dµ
=σ(1 − σ)b2Eσ−1b
∫
M
∣∣∣∆pv + Ib(u)∣∣∣2 ub+1 dµ
Yu-Zhao Wang, Yan-Mei Wang 11
+ pbσEσ−1b
∫
M
(∣∣∣∣|∇v|p−2∇∇v − 1
n
(∆pv)ai j
∣∣∣∣2
A
+ |∇v|2p−4Ric(∇v,∇v)
)
ub+1 dµ,
where Ib(u) = − 1∫
M
ub+1 dµ
∫
M
∆pvu
b+1 dµ is the weighted p-Fisher information defined in (1.32),
when −1
n
< b < 0, σ > 1 and b > 0, σ < 0, thus d
2
dt2
Nb(u) ≤ 0. 
3. Re´nyi entropy and functional inequalities
3.1. Isoperimetric inequality for p-Rényi entropy.
Proof of Theorem 1.3. By the identity (1.33), we get
d
dt
Nb(u) =
b
a
Nb(u)Ib(u).
Set
Qb(u) + Nb(u)Ib(u),
then (1.34) is equivalent to
Qb(u) ≥ Qb(Bb). (3.1)
Since b
a
=
nb(p−1)+p
n
> 0, then by the concavity of p-Rényi entropy power
d
dt
Qb(u) =
a
b
d2
dt2
Nb(u) ≤ 0, (3.2)
which can be rephrased as the decreasing in time of Qb(u).
We can show that Qb is invariant with respect to the family of mass-preserving dilations
Dλ : u(x) → Dλu(x) + λ
−nu(x/λ), λ > 0.
In fact,
Rb(Dλu) = Rb(u) + n logλ, Nb(Dλu) = λ
bn
a Nb(u), (3.3)
and
Ib(Dλu) = λ
− bn
a Ib(u),
thus
Qb(Dλu) = Qb(u), λ > 0. (3.4)
An application of (3.3) to (1.26) with λ = t
a
nb , we can get (1.28), that is
Nb(Ub,t) = Nb(Ub,1)t.
On the other hand, by rescaling the solution
ub,t(x) = t
− a
bu(t−
an
b x) = D
t
an
b
u,
then
Qb(ub,t) = Qb(u),
12 The concavity of p-Rényi entropy power
and
lim
t→∞
ub,t(x) = Ub,1(x). (3.5)
Combining (3.2), (3.5) and invariant property (3.4), we have
Qb(u) = Qb(ub,t) ≥ Qb(Ub,1) = Qb(Bb).
For proof of constant Cb, we first deduce two integral formulae by using of the properties of Beta
and Gamma functions,∫
Rn
(1 − |x|q)α
+
dx =|Sn−1|
∫ 1
0
ρn−1(1 − ρq)αdρ =
2
q
pi
n
2
Γ(n2 )
∫ 1
0
t
n
q
−1(1 − t)αdt
=
2
q
pi
n
2
Γ(n2 )
B
(
n
q
, α + 1
)
=
2
q
pi
n
2
Γ(n2 )
Γ(n
q
)Γ(α + 1)
Γ(n
q
+ α + 1)
,
(3.6)
and ∫
Rn
|x|q(1 − |x|q)α
+
dx =|Sn−1|
∫ 1
0
ρq+n−1(1 − ρq)αdρ =
2
q
pi
n
2
Γ(n2 )
∫ 1
0
t
n
q (1 − t)αdt
=
2
q
pi
n
2
Γ(n2 )
Γ(n
q
+ 1)Γ(α + 1)
Γ(n
q
+ α + 2)
, q =
p
p − 1
,
(3.7)
where Sn−1 is the n − 1 dimensional unit sphere and |Sn−1| = 2pi
n
2
Γ( n2 )
.
(1) The case b > 0. Set
Db +
∫
Rn
(1 − |x|q)
1
b
+dx =
2
q
pi
n
2
Γ(n2 )
Γ(n
q
)Γ(1
b
+ 1)
Γ(n
q
+
1
b
+ 1)
,
we can obtain
∫
Rn
(C − |x|q)
1
b
+dx = 1 by choosing
C = D
−
bq
nb+q
b
. (3.8)
By (3.7) and (3.8), we have ∫
Rn
|x|qBb(x)dx =
nb
nb + q(b + 1)
C (3.9)
and ∫
Rn
Bb(x)
b+1dx =
∫
Rn
(C − |x|q)Bb(x)dx =
q(b + 1)
nb + q(b + 1)
C. (3.10)
Thus, combining (3.9) and (3.10) with the definitions of Ib and Nb, we obtain
Ib(Bb) =
b + 1
γ
∫
Rn
Bb(x)b+1dx
∫
Rn
B
− 1
p−1
b
|∇B
γ
b
|pdx
=
b + 1
γ
(
qγ
b
)p 1∫
Rn
Bb(x)b+1dx
∫
Rn
|x|qBb(x)dx =
(
qγ
b
)p−1
n
(3.11)
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and
Np(Bb) =
(∫
Rn
Bb(x)
b+1dx
)σ
=
(
q(b + 1)
nb + q(b + 1)
D
−
bq
nb+q
b
)σ
=
(
q(b + 1)
nb + q(b + 1)
)σ
D
p
n
b
. (3.12)
Hence, if b > 0, the value of the constant C2,b is
C2,b = Np(Bb)Ib(Bb) =
(
2
q
) p
n (qγ
b
)p−1
pi
p
2 n
(
q(b + 1)
nb + q(b + 1)
)σ  Γ(
n
q
)Γ(1
b
+ 1)
Γ(n2 )Γ(
n
q
+
1
b
+ 1)

p
n
, (3.13)
where σ = −
(
p
nb
+ p − 1
)
.
(2) The case − q
n+q
< b < 0. By analogous computations, we have(or see [16])
Db =
∫
Rn
(1 + |x|q)
1
bdx = |Sn−1|
∫ ∞
0
ρn−1(1 + ρq)
1
bdρ
(
s =
1
1 + ρq
)
=
|Sn−1|
q
∫ 1
0
(1 − s)
n
q
−1s−
1
b
− n
q
−1ds =
|Sn−1|
q
B
(
−
1
b
−
n
q
,
n
q
)
=
2pi
n
2
q
Γ(n
q
)Γ(−n
q
− 1
b
)
Γ(n2 )Γ(−
1
b
)
,
(3.14)
∫
Rn
|x|qBb(x)dx =C
n
q
+
1
b
+1
∫
Rn
|x|q(1 + |x|q)
1
bdx = C
n
q
+
1
b
+1 |S
n−1|
q
∫ 1
0
(1 − s)
n
q s−
1
b
− n
q
−2ds
=C
n
q
+
1
b
+1 |S
n−1|
q
B
(
−
1
b
−
n
q
− 1,
n
q
+ 1
)
=
−nb
nb + q(b + 1)
C,
(3.15)
∫
Rn
Bb+1b dx =
∫
Rn
(C + |x|q)Bb(x)dx =
q(b + 1)
nb + q(b + 1)
C, (3.16)
and
Ip(Bb) =
b + 1
γ
(
−
qγ
b
)p 1∫
Rn
Bb(x)b+1dx
∫
Rn
|x|qBb(x)dx =
(
−
qγ
b
)p−1
n, (3.17)
where C = D
−
qb
nb+q
b
.
Combining (3.14), (3.16) and (3.17), we obtain
C1,b = Np(Bb)Ib(Bb) =
(
2
q
) p
n (
−
qγ
b
)p−1
pi
p
2 n
(
q(b + 1)
nb + q(b + 1)
)σ Γ(
n
q
)Γ(−n
q
− 1
b
)
Γ(n2 )Γ(−
1
b
)

p
n
. (3.18)
This finished the proof of Theorem 1.3. 
Remark 3.1. The formulae (3.15), (3.16) and (3.17) show that if b < 0, the q-th moment and
p-weighted Fisher information of the Barenblatt solution Bb are finite if and only if b > −
q
n+q
.
3.2. Sharp Lp-Sobolev inequality.
14 The concavity of p-Rényi entropy power
Proof of Theorem 1.4. Let u(x) be a probability density in Rn, if b > − q
n+q
, inequality (1.34) can
be rewritten as the following form,
∫
{u>0}
|∇v(x)|pu(x) dx =
∫
{u>0}
|∇uγ(x)|p
u
1
p−1 (x)
dx ≥
γC1,b
b + 1
(∫
Rn
ub+1(x) dx
)p+ p
nb
. (3.19)
Consider the special case b = −1
n
, this leads to
p +
p
nb
= 0, and N− 1
n
(u) =
∫
Rn
u1−
1
n (x)dx.
Note that the restriction p < n implies −1
n
> −
q
n+q
, then for b = −1
n
, we have
∫
Rn
|∇uγ(x)|p
u
1
p−1 (x)
dx ≥
γ
b + 1
C1,b. (3.20)
The substitution u(x) = wp
∗
(x)(p∗ = np
n−p
) yields
∫
Rn
|∇uγ(x)|p
u
1
p−1 (x)
dx =
(
p(n − p + 1)
(p − 1)(n − p)
)p ∫
Rn
|∇w|p dx. (3.21)
Thus, combining (3.20), (3.21) and (3.18), we have
∫
Rn
|∇w|p dx ≥ npi
p
2
(
n − p
p − 1
)p−1 Γ(
n
p
)Γ(n
q
+ 1)
Γ(n2 + 1)Γ(n)

p
n
. (3.22)
The scaling argument shows that ifwp
∗
(x) is a probability density function, thenw satisfies the sharp
Lp-Sobolev inequality (1.37). In other words, optimal Lp Sobolev inequality is a consequence of
the concavity of p-Rényi entropy power with the parameter γ = 1
p−1 −
1
n
. 
3.3. Lp-Gagliardo-Nirenberg inequality. In [6], the authors observe that the isoperimetric in-
equality
Nγ(u)Iγ(u) ≥ Nγ(Bγ)Iγ(Bγ) = cγ (3.23)
for the Rényi entropy power with nonlinear diffusion equation
∂tu = ∆u
γ
is equivalent to one of the following Gagliardo-Nirenberg inequalities(GNI):
‖w‖L2s ≤ C1‖∇w‖
θ
L2
‖w‖1−θ
Ls+1
, 1 −
1
n
< γ < 1 (3.24)
and
‖w‖Ls+1 ≤ C2‖∇w‖
ϑ
L2
‖w‖1−ϑ
L2s
, γ > 1, (3.25)
where
θ =
1
s
n(s − 1)
n(1 − s) + 2(s + 1)
, ϑ =
1
s + 1
n(1 − s)
n(1 − s) + 2s
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and
u = w2s, s =
1
2γ − 1
.
Straightforward computations imply (3.23) can be brought into the form
(∫
M
u dx
)(σ+1)γ−1
≤ γ2c−1γ
(∫
Rn
|∇u|2u2γ−3 dx
) (∫
Rn
uγ dx
)σ−1
, σ =
2
n(1 − γ)
− 1. (3.26)
Motivated by this observation and the isoperimetric inequality (1.34), we expect to obtain Lp-
Gagliardo-Nirenberg inequalities. First, (1.34) can be rewritten as
(∫
M
udx
)(σ+1)γ−1
≤ (b + 1)γp−1C−1b
(∫
Rn
|∇u|pupb+1−p dx
) (∫
Rn
ub+1 dx
)σ−1
, (3.27)
where σ = −
(
p
nb
+ p − 1
)
, Cb = C1,b if −
q
n+q
< b < 0, Cb = C2,b if b > 0. Second, set
u = wps, s =
1
pb + 1
, (3.28)
and put (3.28) into (3.27), we have
(∫
M
wpsdµ
)(σ+1)γ−1
≤ C
(∫
Rn
|∇w|p dx
) (∫
Rn
w(p−1)s+1 dx
)σ−1
, (3.29)
where C = (b + 1)γp−1C−1
b
(ps)p. If −1
n
< b < 0 and σ > 1, then (3.29) is equivalent to
‖w‖Lps ≤ C1‖∇w‖
θ
Lp‖w‖
1−θ
L(p−1)s+1
, (3.30)
where C1 = [(b + 1)γp−1C−11,b(ps)
p]
θ
p and
θ =
1
s
1
(σ + 1)γ − 1
=
1
s
n(s − 1)
(p − 1)n(1 − s) + p((p − 1)s + 1)
, s > 1. (3.31)
If b > 0 and σ < 0, then (3.29) is equivalent to
‖w‖L(p−1)s+1 ≤ C2‖∇w‖
ϑ
Lp‖w‖
1−ϑ
Lps , (3.32)
where C2 = [(b + 1)γp−1C−12,b(ps)
p]
ϑ
p and
ϑ =
p
(1 − σ)((p − 1)s + 1)
=
1
(p − 1)s + 1
n(1 − s)
n(1 − s) + ps
, 0 < s < 1. (3.33)
Furthermore, according to identity (2.6), we define a quality
Jb(u) + −
γ
b(b + 1)
Eσ−1b (u)
d
dt
Eb(u) =
γ
b + 1
Eσb (u)Ib(u),
then identity (1.23) implies that
d
dt
Jb(u) =
γ
σb(b + 1)
d2
dt2
Nb(u) = −Wb(u),
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where
Wb(t) +
γ
b + 1
Eσ−1b
∫
Rn
[
p
∣∣∣∣|∇v|p−2∇∇v − 1
n
(∆pv)ai j
∣∣∣∣2
A
+ b(1 − σ)
(
∆pv + Ib(u)
)2]
ub+1 dx. (3.34)
Thus, for all t ≥ 0, we get
Jp(u0) = Jp(u∞) +
∫ ∞
0
Wb(t)dt, (3.35)
where u0 and u∞ are the value of u(t, x) at time 0 and∞ respectively.
(1)When −1
n
< b < 0, σ > 1 and 1 < s < n
n−p
, set u0(x) =
wps(x)
‖w‖
ps
Lps
, then we have
Jp(u0) =E
σ−1
b (u0)
∫
Rn
u
− 1
p−1
0 |∇u
γ
0 |
p dx =

∫
Rn
(
w(x)
‖w‖Lps
)ps(b+1)
dx

σ−1 ∫
Rn
(psγ)p
|∇w|p
‖w‖
p
Lps
dx
=(psγ)p
‖∇w‖
p
Lp
‖w‖
ps(b+1)(σ−1)
Lps(b+1)
‖w‖
ps(b+1)(σ−1)+p
Lps
= (psγ)p
‖∇w‖
p
Lp
‖w‖
p(1− 1
θ
)
Lps(b+1)
‖w‖
p
θ
Lps
,
where θ = 1
s(b+1)(σ−1)+1 =
1
s
1
(σ+1)γ−1 is the same with the definition in (3.31), set
C
−
p
θ
1 +
(
1
psγ
)p
Jb(u∞),
then we obtain an improvement of Lp-Gagliardo-Nirenberg inequality in (1.39) by formula (3.35).
(2)When b > 0, σ < 0 and 0 < s < 1, then
Jp(u0) =(psγ)
p

∫
Rn
(
w(x)
‖w‖Lps
)ps(b+1)
dx

σ−1 ∫
Rn
|∇w|p
‖w‖
p
Lps
dx
=(psγ)p
‖w‖
ps(b+1)
Lps
‖w‖
ps(b+1)
Lps(b+1)

1−σ
‖∇w‖
p
Lp
‖w‖
−p
Lps
= (psγ)p
‖∇w‖
p
Lp
‖w‖
p(1−ϑ)
ϑ
Lps
‖w‖
p
ϑ
Lps(b+1)
,
where ϑ = 1
s(b+1)(1−σ) =
p
(1−σ)((p−1)s+1) , by (3.35), we obtain an improvement of L
p-Gagliardo-
Nirenberg inequality in (1.42).
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