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Las tecnologías de Voz sobre IP (VoIP) han permitido el despliegue de nuevos serviciosde voz a través de Internet durante las dos últimas décadas. Por otro lado, las redes
inalámbricas de área local (WLAN) basadas en el estándar IEEE 802.11 (i.e., WiFi) han
experimentado un crecimiento de popularidad debido a su bajo coste y flexibilidad. Sin
embargo, el despliegue de comunicaciones de VoIP con garantías de calidad sobre redes
IEEE 802.11 implica una serie de dificultades (i.e., los paquetes pueden sufrir pérdidas,
colisiones, y retardos variables) que no han sido satisfactoriamente resueltas con las
técnicas y modelos disponibles en la actualidad.
En esta tesis se desarrolla un nuevomodelo analítico de la sub-capaMAC de IEEE 802.11
que permite estimar la calidad y consumo energético de las conversaciones en un escenario
realista de VoIP sobre WiFi (VoWiFi). Además, el modelo anterior se utiliza para plantear
y resolver dos nuevas aplicaciones de despliegue y optimización de servicios VoWiFi:
(a) el despliegue de vehículos aéreos no tripulados (UAVs) para proveer de un servicio de
VoWiFi con garantías de calidad a un conjunto de usuarios y, (b) un nuevo mecanismo de
control de admisión de llamadas en la red WiFi corporativa y unifica el acceso al servicio
tanto para usuarios de terminales cableados como inalámbricos.
Validamos el modelo analítico propuesto frente a simulaciones realizadas con el simula-
dor de red ns-3. Los resultados muestran la utilidad del modelo propuesto para predecir las
prestaciones (e.g. retardo, pérdidas) y el consumo energético en la tarjeta de red cuando se
transmiten flujos de voz sobre IEEE 802.11 en condiciones no ideales. Esta capacidad de
predicción ha sido clave en las propuestas realizadas de nuevas aplicaciones. En el caso
del despliegue de drones, nos ha permitido definir un nuevo problema de posicionamiento
inicial que puede resultar muy práctico en situaciones de rescate al aire libre. En el caso
del control de admisión en entornos corporativos, el modelo nos ha permitido predecir
la capacidad máxima de flujos de voz que puede ser admitida en la organización para
garantizar calidad a las conversaciones existentes. Usando esta capacidad, hemos planteado
un algoritmo nuevo que puede ser utilizado para unificar el control de acceso para usuarios
WiFi y usuarios de terminales cableados y que aumenta el número de usuarios concurrentes




Voice over IP (VoIP) technologies have enabled the deployment of new voice servi-ces over the Internet during the last two decades. Meanwhile, wireless local area
networks (WLAN) based on the IEEE 802.11 standard (i.e., WiFi) have grown in popula-
rity due to their low cost and flexibility. However, the deployment of quality-guaranteed
VoIP communications over IEEE 802.11 networks implies a series of technical difficulties
(i.e. lost packets, collisions, and delays) that have not been successfully addressed by the
techniques and models available today.
In this thesis, we develop a new analytical model for the IEEE 802.11 MAC sub-layer
that allows one to estimate quality and energy consumption in a realistic VoIP over WiFi
(VoWiFi) scenario. In addition, the previous model is used to propose and solve two
new applications for the deployment and optimization of VoWiFi services: (a) deploying
unmanned aerial vehicles (UAVs) to provide a VoWiFi service under guaranteed quality
to a group of ground users and, (b) a new call admission control mechanism for WiFi
corporate networks, which unifies the access to the voice service for both wired and
wireless terminals.
We validate the proposed analytical model against simulation results obtained with the
ns-3 network simulator. Results show the accuracy of the proposed model for the prediction
of the performance (e.g. delay, losses) and energy consumption of network interfaces when
voice flows are transmitted over IEEE 802.11 under non-ideal conditions. This prediction
capability has been a key component of the two VoWiFi applications developed. In the
UAV deployment, it has allowed us to define a new initial positioning problem that can
be very practical in outdoor rescue situations. Regarding admission control in corporate
environments, the model has allowed us to predict the maximum capacity of voice flows
that can be admitted in the organization to guarantee quality to existing conversations.
Using this capability, we have proposed a new algorithm that can be used to unify access
control for wireless and wired users, and that increases the number of concurrent users
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Las redes telefónicas conmutadas tradicionales (Public Switched Telephony Networko PSTN) disponen de una infraestructura dedicada al transporte de voz, que permite
garantizar unos requisitos mínimos de calidad de servicio (Quality of Service o QoS).
A lo largo de los años, su uso ha sido reemplazado por redes multiservicio basadas en
el protocolo de Internet (IP), que permiten la transmisión de cualquier tipo de informa-
ción (e.g., voz, video, datos) y un mayor aprovechamiento de los recursos gracias a la
conmutación de paquetes.
La Voz sobre IP (Voice over IP o VoIP) permite el transporte del tráfico de voz sobre la
familia de protocolos de TCP/IP. Su uso ha experimentado un notable crecimiento durante
las dos últimas décadas, por lo que puede considerarse una tecnología ya madura [1, 2].
Los operadores de telefonía tradicionales comenzaron a emplear VoIP en los años 90 para
reducir costes, garantizando una QoS similar a la que se ofrecía en PSTN gracias al uso
de técnicas como la reserva de capacidad o la priorización del tráfico en sus redes de
transporte [3]. El uso de VoIP se extendió a los usuarios domésticos a través de Internet,
no obstante, en un entorno sin el control del operador, la calidad de servicio no puede
garantizarse dada la naturaleza best-effort del servicio de Internet [4].
El estándar IEEE 802.11 define una de las tecnologías más populares para desplegar
redes inalámbricas de área local (Wireless Local Area Network o WLAN) [5]. El interés
por las redes inalámbricas reside principalmente en la ubicuidad de los terminales móviles.
Las WLAN basadas en el estándar IEEE 802.11 (i.e., WiFi) comparten la naturaleza best-
effort del servicio de Internet. En el caso del tráfico de voz [6–8], la congestión de la red
inalámbrica se refleja en un degradado general de todas las conversaciones en curso. En
el despliegue de VoWiFi, un concepto habitual en la literatura es la capacidad VoIP, que
representa el número máximo de llamadas simultáneas que la red WiFi puede soportar con
garantías de QoS. Además, el medio inalámbrico induce problemas a nivel físico como el
ruido o interferencias, que suponen nuevas dificultades en el contexto de la garantía de la
QoS [9].
3
4 Capítulo 1. Introducción
1.1 Motivación
El modelado analítico de la sub-capa MAC de IEEE802.11 puede ser utilizado para
estimar el número de conversaciones simultáneas (i.e. capacidad VoIP) que una red WiFi
puede soportar con garantías de QoS. El modelo de Bianchi [10,11] supuso un punto de
inflexión en esta línea de investigación, modelando el mecanismo de acceso al medio, DCF,
como una cadena de Markov bidimensional en tiempo discreto. Sin embargo, el modelo
de Bianchi parte de una serie de suposiciones que no se corresponden con un escenario
realista (e.g., saturación, canal ideal, homogeneidad). No obstante, pronto surgieron otros
trabajos que ampliaban el modelo para considerar errores en el canal [12–14], colas no
saturadas [15–19], o estaciones heterogéneas [15–19].
A pesar de los esfuerzos anteriores, ninguna de las propuestas logra modelar con
precisión una red VoWiFi bajo circunstancias no ideales, ya que se la mayoría se centra
en resolver alguna de las simplificaciones del modelo de Bianchi (e.g., condición de
saturación) mientras simplifican u obvian el resto. No obstante, las técnicas presentadas
en los trabajos anteriores pueden ser utilizadas conjuntamente para generar un modelo
analítico válido que permita resolver un escenario VoWiFi realista. Esto último constituye
el primer reto abordado en esta tesis.
Una vez que se disponga de un modelo realista, es posible utilizarlo como parte del
desarrollo de nuevas aplicaciones o problemas relacionados con el ofrecimiento del servicio
de VoWiFi con garantías de QoS. Esto último es el segundo reto que abordamos en este
trabajo. Se presentan dos aplicaciones del modelo analítico desarrollado: (a) se plantea
el despliegue de vehículos aéreos no tripulados (UAVs) para proveer de un servicio de
VoWiFi a un conjunto de usuarios y, (b) se propone un nuevo mecanismo de control de
admisión de llamadas para entornos corporativos que optimiza la capacidad VoIP de las
redes de acceso inalámbricas.
1.2 Contribuciones
En el marco anterior, esta tesis propone el despliegue y optimización de servicios VoWiFi
con garantías de calidad. Las aportaciones pueden enumerarse como sigue a continuación:
• Se propone un nuevomodelo analítico delmecanismo de acceso almedio IEEE 802.11
bajo condiciones más realistas que aquellas en las que se basan los modelos actuales.
Para ello, se utiliza como base un conjunto de técnicas y modelos ya existentes en la
literatura, y se adapta para el tráfico de VoIP. Este modelo ofrece nuevas expresiones
analíticas para estimar tanto el rendimiento como el consumo energético de la red.
• Se desarrollan dos nuevas aplicaciones del modelo anterior:
– Se propone el despliegue de un servicio VoWiFi mediante UAVs equipados
con puntos de acceso [20]. Este servicio permitirá a los usuarios realizar
llamadas de voz con calidad garantizada en una zona sin infraestructura de
comunicaciones.
– Se diseña un mecanismo de admisión de llamadas (CAC) en entornos corpora-
tivos que combine en un único sistema el acceso a los recursos de las redes
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PSTN y WiFi [21]. El CAC además ofrece algunas funcionalidades de optimi-
zación que permitirá maximizar el número máximo de llamadas simultáneas
que la red inalámbrica puede soportar.
1.3 Estructura de la memoria
La memoria se divide en dos partes. La primera incluye los Capítulos 1 al 3 (introducción,
fundamentos y estado del arte), la segunda incluye los Capítulos del 4 al 6 y se corresponde
con las contribuciones de la tesis señaladas anteriormente.
En la primera parte, el Capítulo 2 proporciona una serie de fundamentos básicos ne-
cesarios para comprender las aportaciones de la tesis. En primer lugar, se presenta una
breve descripción del estándar IEEE 802.11, su mecanismo de acceso al medio más bá-
sico y popular (Distributed Coordination Function o DCF), su revisión más importante
en términos de calidad de servicio (i.e., IEEE 802.11e), y los mecanismos de ahorro de
energía más utilizados. A continuación, se presenta el modelo analítico de Bianchi, uno
de los modelos más básicos y representativos de la literatura científica. Finalmente, se
presenta una sección que resume los métodos más recurrentes de la evaluación objetiva de
la calidad de una conversación. El Capítulo 3 incluye una revisión del estado del arte sobre
el modelado analítico de redes IEEE 802.11, en la que se incluye un estudio comparativo de
las propuestas más recurrentes en la literatura, y se identifican los problemas que impiden
su aplicación directa en escenarios VoWiFi.
En la segunda parte, el Capítulo 4 presenta un nuevo modelo analítico válido para
VoWiFi que parte de un modelo existente y lo adapta mediante técnicas ya presentes en la
literatura. Además, se proporcionan expresiones que permiten calcular tanto la calidad
como el consumo energético de la red. Los Capítulos 5 y 6 presentan dos ejemplos de
aplicabilidad del modelo anterior en el contexto del despliegue y optimización de redes
VoWiFi: (a) el despliegue de UAVs equipados con puntos de acceso WiFi para dar servicio
de VoIP, y (b) un mecanismo de control de admisión de llamadas válido para entornos
corporativos. La memoria concluye con el Capítulo 7, que presenta las conclusiones
obtenidas y líneas de investigación futuras.

2 Fundamentos
En este capítulo se presentan una serie de fundamentos necesarios para comprender lasaportaciones de la tesis. En primer lugar, en la Sección 2.1 se describe el mecanismo
de acceso al medio propuesto en el estándar IEEE 802.11. A continuación, en la Sección 2.2
se resume el modelo de Bianchi. Para finalizar, en la Sección 2.3 se presentan una serie de
consideraciones a tener en cuenta en la garantía de la calidad de servicio (QoS) en VoIP.
2.1 El estándar IEEE 802.11
El estándar IEEE 802.11 [22] recoge un conjunto de protocolos y especificaciones que
tienen como objetivo proveer de conectividad inalámbrica en área local (i.e., WLAN) a
dispositivos tanto fijos como móviles, denominados en adelante estaciones. Las estaciones
pueden enviar y recibir información a través del medio inalámbricomediante dos topologías
diferentes: modo infraestructura y ad-hoc. Mientras que en ad-hoc las estaciones se
comunican directamente entre sí formando una estructura de nodos descentralizada, en
el modo infraestructura lo hacen a través de una estación base llamada punto de acceso
(i.e., Access Point o AP).
El estándar ofrece una guía que describe el comportamiento de las capas, tanto física
como de enlace de datos, definidas en la arquitectura OSI [23], como se representa en
la Figura 2.1. Desde su publicación, el estándar ha incorporado numerosas revisiones
etiquetadas con una letra minúscula (e.g., a, b, g, n, ac, ax) que ofrecen mejoras y nove-
dades sobre su versión original. Salvo la revisión IEEE 802.11e, el resto no modifican
el comportamiento de la sub-capa MAC salvo sus parámetros, centrando sus mejoras en
la capa física, mediante la inclusión de nuevos esquemas de modulación y codificación
(i.e., MCS o Modulation and Coding Schemes).
El nivel más bajo definido en el estándar IEEE 802.11 corresponde a la capa física en
OSI. El estándar divide esta capa en dos niveles: PMD o Physical Medium Dependent
Layer, que interacciona con el medio inalámbrico; y PLCP o Physical Layer Convergence
Protocol, que facilita la sincronización en la recepción de datos. La sub-capa PMD del es-
tándar original ofrece tres opciones: Direct Sequence Spread Spectrum (DSSS), Frequency
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802.2 Logical Link Control (LLC)





















Figura 2.1 Arquitectura en redes IEEE 802.11.
Hopping Spread Spectrum (FHSS) e infrarrojo (IR). Las revisiones posteriores adoptaron
nuevas modulaciones y codificaciones aprovechando las nuevas tecnologías, como Orto-
gonal Frequency-Division Multiplexing, High-Rate DSSS, Extended Rate Physical OFDM,
High Throughput, o Very High Throughput. Estas tecnologías funcionan en las bandas
de 2.4 ó 5GHz, y ofrecen diferentes tasas físicas (e.g., de 6 a 54Mbps en IEEE 802.11g)
según la revisión. Además, las revisiones más modernas (i.e., a partir de IEEE 802.11n)
permiten transmitir y recibir datos mediante múltiples antenas (MIMO), lo cual mejora
aún más la tasa de transferencia. En cuanto a la sub-capa PLCP, proporciona tanto un
preámbulo que permite al receptor sincronizar la recepción de datos en el demodulador,
como una cabecera que ofrece información acerca de la duración de la transmisión o la
tasa.
Por encima de la capa física se encuentra la capa de enlace de datos, que a su vez se
divide en dos sub-capas: MAC (Medium Access Control) y LLC (Logical Link Control).
La sub-capa MAC se encarga de definir el mecanismo de acceso al medio por el cual las
estaciones regulan su acceso al canal inalámbrico compartido. En cambio, LLC maneja el
control de errores, flujo y secuencia.
En el contexto de este trabajo resulta de especial interés el estudio de la sub-capa
MAC. Por ello, el resto de la sección se centra en describir algunos de sus aspectos más
significativos: el mecanismo de acceso al medio más básico (DCF), algunas de las mejoras
propuestas en la revisión IEEE 802.11e, y sus mecanismos de ahorro de energía.
2.1.1 IEEE 802.11 DCF
La sub-capaMAC (Medium Access Control) es la encargada de proporcionar unmecanismo
mediante el cual las estaciones acceden al medio inalámbrico. A pesar de que el estándar
propone diferentes métodos, todos se construyen sobre un procedimiento base conocido
como DCF o Distributed Coordination Function (ver Figura 2.2).
DCF define un proceso estocástico que ejecutan todas las estaciones y regula el acceso
al medio inalámbrico. Antes de transmitir, todas las estaciones comprueban el estado del
medio (i.e., libre u ocupado) observándolo durante un periodo de tiempo fijo llamado DIFS
(Distributed Inter-frame Spacing). Las estaciones consideran el medio libre si no detectan
ninguna transmisión en dicho periodo, y ocupado en caso contrario. Los periodos libres se
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Figura 2.2 Sub-capa MAC en 802.11.
discretizan definiendo unidades mínimas de tiempo llamadas time slots, de modo que las
estaciones esperan un número de slots libres antes de cada transmisión. La duración de
las transmisiones dependerá del tamaño de la trama y su resultado (e.g., éxito, colisión, o
corrupción por ruido).
Tras cada transmisión exitosa, las estaciones inician un contador decreciente llamado
back-off, que selecciona un número aleatorio de slots entre 0 y Wo− 1 siguiendo una
distribución uniforme. Dicho contador se decrementa en una unidad por cada slot libre,
deteniéndose si el medio es ocupado y continuando en caso contrario. Al llegar a cero,
la estación transmite y, si coincidiese con otra estación, tendría lugar una colisión. Para
reducir la probabilidad de que sucedan j colisiones consecutivas, el contador de back-off
es reiniciado tras cada colisión, escogiendo un nuevo valor en el rango
{
0, . . . ,Wj−1
}
,
hasta un máximo de M veces (i.e., número máximo de reintentos). Wj representa el valor
máximo de la ventana de contención, y puede calcularse como Wj = 2mı́n( j,m)Wo, donde m
representa el número máximo de veces que puede doblarse. Tanto m, M y Wo dependen de
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Figura 2.3 Funcionamiento de DCF.
La Figura 2.3 muestra un ejemplo muy básico del funcionamiento de DCF con dos
estaciones. La estación B recibe un paquete (B0) que transmite tras comprobar que el
medio se encuentra libre. Al finalizar la transmisión, hay otro paquete disponible pero,
antes de proceder, debe ejecutar el contador de back-off. Durante su espera, la estación A
transmite un paquete (A0) puesto que encuentra el canal libre, congelándose de este modo
el contador de la estación B. Al finalizar la transmisión, B retoma su contador hasta llegar
a 0 y transmite el paquete B1, deteniéndose el contador de back-off de la estación A hasta
que el canal vuelve a quedar libre.
Además de DCF, la versión original del estándar incluye un mecanismo de acceso
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centralizado llamado Point Coordination Function (PCF), que combina periodos de tiempo
de contención (DCF), con otros periodos en el que el punto de acceso actúa de coordinador
indicando a las estaciones su momento para transmitir. A pesar de que la centralización
propuesta en PCF facilita un mayor control sobre el retardo extremo a extremo de las
transmisiones, se requieren nuevas tramas de control que reducen la capacidad efectiva de
la red [24].
2.1.2 Calidad de servicio
La provisión de QoS en Internet ha sido objeto de numerosos estudios [5, 25, 26]. Debido
a su naturaleza best-effort, el servicio de Internet carece de mecanismos que permitan
garantizar una calidad de servicio mínima. Sin embargo, existen una serie de técnicas que
permiten controlar parcialmente la QoS, como la reserva de recursos por flujo o clase de
tráfico, la distinción y priorización de servicios, el control de admisión de nuevas sesiones,
el control de congestión, la planificación de las transmisiones y el control del tráfico
transmitido según las condiciones de la red. A pesar de que la mayoría de las propuestas
anteriores fueron diseñadas para redes cableadas, éstas pueden ser aplicadas en redes
inalámbricas. No obstante, las redes inalámbricas presentan nuevos retos que motivan el
desarrollo de nuevas técnicas [27] para ofrecer garantías de QoS.
La versión original del estándar IEEE 802.11 carece de mecanismos para proporcionar
garantías de QoS. La revisión IEEE 802.11e [28] es publicada en 2005 para mejorar
la sub-capa MAC incluyendo las siguientes características: (a) priorización de tráfico,
(b) negociación de parámetros de QoS, y (c) control de admisión. No obstante, las técnicas
anteriores no permiten garantizar la QoS ya que si el tráfico excede la capacidad de la red
inalámbrica (i.e., congestión) provocaría el degradado general de su rendimiento. A pesar
de que la congestión puede ser evitada mediante el control de admisión, el estándar no
propone ningún algoritmo de admisión de flujos.
La revisión IEEE 802.11e introduce un nuevo mecanismo de acceso al medio basado
en contención llamado EDCA (Enhanced Distributed Channel Access) y un mecanis-
mo basado en sondeo llamado HCCA (HCF Controlled Channel Access), orientados
al despliegue de aplicaciones sensibles en términos de QoS (e.g., voz, video). Por otro
lado, se introduce un intervalo de tiempo llamado oportunidad de transmisión (TXOP
o Transmission Oportunity) que permite a las estaciones enviar más de una trama en un
mismo acceso al medio. En particular, a continuación se profundiza en el comportamiento
de EDCA y TXOP, ya que resultan de especial interés para el desarrollo de la tesis.
Enhanced Distributed Channel Access (EDCA) Tal como se explicó con anterio-
ridad, tras cada transmisión exitosa en DCF se ejecuta el proceso de back-off (i.e. ventana
de contención) que trata de evitar colisiones. En EDCA, la ventana de contención es tam-
bién utilizada para proporcionar priorización de tráfico [29]. Este efecto se logra ajustando
el tamaño de la ventana de contención, de modo que se asignan ventanas más pequeñas
para el tráfico más prioritario, lo que le da ventaja en la contienda.
Formalmente, cada estación dispone de cuatro categorías de acceso (AC o Access
Category), cuyo comportamiento es el equivalente al de cuatro colas DCF independientes.
La clasificación del tráfico se realiza a partir del campo de prioridad User Priority (UP)
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especificada en la revisión IEEE 802.11d [30], y se relaciona con cada AC como se
representa en la Tabla 2.1. Cada AC presenta sus propios parámetros (e.g., ventana de
contención, oportunidad de transmisión) que define su prioridad en la contienda.
Además, cada categoría de acceso personaliza su tiempo de espera entre tramas (IFS
o Inter-frame Spacing). Mientras que en DCF el tiempo que el canal debe escucharse
para asegurar su disponibilidad es fijo y común para todas las estaciones (DIFS), en
IEEE 802.11e se define un tiempo AIFS (Arbitrary Inter-frame Spacing) diferente para
cada categoría de acceso, que proporciona una mayor granularidad en la diferenciación
del tráfico.
Tabla 2.1 Relación entre UP y AC.
802.11d UP 802.11e AC Descripción
1 AC_BK Background
2 AC_BK Background
0 AC_BE Best Effort
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Transmission Oportunity (TXOP) La revisión IEEE 802.11e propone un método
para que las estaciones puedan enviar varias tramas consecutivas en forma de ráfagas,
disminuyendo así el tiempo perdido entre transmisiones como se representa en la Figura 2.4.
El tiempo invertido en el envío de tramas a ráfagas se conoce como TXOP y está limitado
por un límite superior llamado TXOP Limit. Cada categoría de acceso EDCA presenta su
propio valor para TXOP Limit, lo que proporciona otra variable más en la priorización del
tráfico.
La Figura 2.4 ilustra un ejemplo de ráfaga con duración TXOP. En ella, la estación envía
tres tramas de datos en un único acceso al medio. Observe que la duración de la ráfaga
(TXOP) incluye el tiempo invertido en la transmisión de datos, recepción de asentimientos




























Figura 2.4 Ejemplo de ráfaga con TXOP.
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2.1.3 Consumo energético
El consumo energético de las tarjetas de red (NIC o Network Interface Card) de las estacio-
nes WiFi puede estudiarse a partir del tiempo invertido en cada estado (e.g., transmisión,
recepción, reposo, sueño) y su potencia:
E = ρtx Ttx+ρrx Trx+ρidle Tidle+ρsleep Tsleep (2.1)
donde ρtx, ρrx, ρidle y ρsleep representan los términos de consumo (en Vatios) de los
estados de transmisión, recepción, reposo y sueño, respectivamente; y Ttx, Trx, Tidle y Tsleep
el tiempo invertido en cada estado.
La versión por defecto de DCF no incorpora ningún mecanismo de ahorro de energía
(i.e., Tsleep = 0). No obstante, el estándar original y la revisión IEEE 802.11e presentan
dos mecanismos opcionales que modifican el comportamiento de acceso al medio de
las estaciones: PSM (Power Saving Mode) y APSD (Automatic Power Save Delivery),
respectivamente. A continuación se presentan ambas propuestas.
Power Saving Mode (PSM) El estándar IEEE 802.11 original define un mecanismo
de ahorro de energía llamadoPower SavingMode o PSM, que permite a las estaciones entrar
en un estado de bajo consumo, conocido como sueño, en el que sacrifican su capacidad
para transmitir o enviar información a cambio de ahorrar energía durante periodos de
inactividad.
En el modo infraestructura1, el punto de acceso (AP) mantiene un seguimiento sobre el
modo energético de las estaciones asociadas. Para facilitarlo, las estaciones informan al
punto de acceso cuando cambian su modo de funcionamiento utilizando la cabecera de
control de las tramas enviadas. A partir de este seguimiento, el AP puede retener todas
las tramas unicast o multicast destinadas a estaciones que se encuentren operando en
PSM. Periódicamente, los puntos de acceso envían tramas a difusión (i.e., beacons) con un
nuevo campo llamado TIM (i.e., Traffic Indicator Map), que incluye información sobre el
tráfico disponible para las estaciones. Cada cierto tiempo se enviará una beacon especial,
conocida como DTIM o Delivery Traffic Indication Message, con información del tráfico
a difusión disponible. Las estaciones deberán programar intervalos de escucha para la
recepción de las beacons (i.e., no necesariamente todas), siendo estrictamente necesario
la escucha aquellas que contengan DTIM. Finalmente, las estaciones pueden solicitar la
recepción del tráfico unicast retenido enviando una trama de control llamada PS-POLL. El
tráfico multicast y a difusión, en cambio, es enviado inmediatamente después de transmitir
una beacon con DTIM. El punto de acceso utilizará el campo More Data (MD) para
indicar si quedan tramas almacenadas para la estación. En la Figura 2.5 se representa un
ejemplo de acceso con PSM.
Automatic Power Save Delivery (APSD) A pesar de que PSM logra reducir el
consumo energético de las estaciones, el uso de tramas de señalización adicionales (e.g., PS-
POLL) afecta negativamente al rendimiento de la red, ya que incrementa el tráfico e
1 Se considera únicamente el modo infraestructura puesto que es la configuración más común en el despliegue
de aplicaciones en tiempo real (e.g., VoIP).








































































Figura 2.5 Ejemplo de acceso con PSM.
incluye un componente más en el retardo de los paquetes recibidos. Para solventarlo, la
revisión IEEE 802.11e propone un nuevo mecanismo de ahorro de energía llamado APSD
(Automatic Power Save Delivery), en dos variantes: una distribuida (Unscheduled APSD) y
otra centralizada (Scheduled APSD). Esta sección se centra en describir el funcionamiento
de U-APSD, ya que su diseño es especialmente adecuado para flujos de comunicaciones
bidireccionales (e.g., VoIP).
La principal novedad de U-APSD pasa por la supresión de las tramas de señalización
(i.e., PS-POLL) utilizadas en PSM. Para ello, APSD define un Service Period o SP como
un periodo de tiempo en el que la estación se mantiene activa y disponible para recibir
tramas. Las estaciones pueden configurar sus colas de acceso como trigger-enabled para
que sus tramas de datos (i.e., QoS Data o QoS Null) se utilicen como iniciadores de un
periodo de servicio. Durante un SP, el punto de acceso puede enviar a la estación una o
más tramas (i.e., hasta un máximo especificado en Max_SP_Length) de un AC concreto si
esta se configura como delivery-enabled, respetando la configuración de longitud máxima
de las ráfagas (TXOP). El fin de un periodo de servicio se señaliza a través del campo
EOSP o End-of-Service Period de la cabecera de control de la trama. El procedimiento
anterior queda representado en la Figura 2.6.
Gracias al funcionamiento anterior, se prescinde de tramas de señalización en comu-
nicaciones bidireccionales, ofreciendo un mejor rendimiento e incluso reduciendo aún
más el consumo de las estaciones respecto a PSM. Además, ofrece compatibilidad con
estaciones PSM mediante la configuración de las categorías de acceso (trigger-enabled o
delivery-enabled).
2.2 Modelado analítico de DCF: modelo de Bianchi
El estudio de Bianchi [10, 11] impulsó el modelado de la sub-capa MAC de IEEE 802.11
como una cadena de Markov bidimensional en tiempo discreto. Este modelo asume que en
la WLAN existen n estaciones idénticas (i.e., que comparten los mismos parámetros) cuyas
































































Figura 2.6 Ejemplo de acceso con U-APSD.
colas de acceso al medio siempre tienen paquetes disponibles para transmitir (i.e., supone
colas saturadas), y un número infinito de reintentos. Para modelar este sistema, cada estado
de las estaciones se representa bajo el par de variables (s(t),b(t)) donde t representa el
instante de tiempo discretizado en forma de time slots, s(t) ∈ {0, . . . ,m} la fase de back-off
en la que se encuentra la estación, y b(t) ∈
{
0, . . . ,Ws(t)−1
}
representa el número de
slots libres que deben esperarse hasta el próximo intento de transmisión.
El sistema anterior conforma una cadena de Markov irreducible y aperiódica cuya
variable central es comúnmente llamada τ : la probabilidad de que una estación observada
haga un intento de transmisión en un time slot aleatoriamente escogido, y puede calcularse






donde π(i, j) representa la distribución estacionaria en la cadena de Markov. Tras desa-
rrollar y resolver la expresión anterior, la probabilidad τ en el modelo de Bianchi puede
reducirse a la siguiente expresión [10]:
τ =
2




donde p representa la probabilidad de colisión de un paquete condicionada a su transmisión,
y puede expresarse como la probabilidad de que cualquier otra estación (de las n− 1
restantes) intente transmitir:
p = 1− (1− τ)n−1 (2.4)
Finalmente, las ecuaciones (2.3) y (2.4) forman un sistema de ecuaciones no lineal con




















Figura 2.7 Modelo de Bianchi: Cadena de Markov.
una solución única [10], que puede ser resuelta numéricamente. A partir del valor de τ ,
es posible calcular métricas de rendimiento, como el caudal o el retardo en el acceso al
medio, que serán de utilidad en la evaluación de la calidad de una conversación de VoIP,
además de estimar el consumo energético de los nodos de la red.
Algunos trabajos han tratado de modelar los nuevos mecanismos propuestos en la
revisión IEEE 802.11e [31–35]. Sin embargo, estos trabajos proponen un conjunto de
técnicas que permiten el modelado de EDCA y del envío de ráfagas (i.e., TXOP) sobre
el modelo original de Bianchi, tomándolo como base, por lo que los fundamentos aquí
descritos son suficientes para comprender el desarrollo de la memoria.
2.3 Calidad de servicio en VoIP
En VoIP, la garantía de QoS está fuertemente condicionada por el rendimiento de la red
de transporte (e.g., IP) y de acceso (e.g., WiFi). Tradicionalmente, las métricas utilizadas
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para definir la QoS son el retardo extremo-a-extremo, la variabilidad del retardo (jitter), y
el porcentaje de paquetes perdidos [2].
El retardo extremo-a-extremo define el tiempo desde que se muestrea la voz del emisor
hasta que se reproducen en el receptor. y representa uno de los mayores atenuantes de
la calidad en VoIP. A su vez, puede descomponerse en cinco términos: (a) retardo de
codificación de la señal de voz, que depende del códec utilizado; (b) de empaquetado, que
representa el tiempo entre dos paquetes de voz consecutivos; (c) de red, que define el tiempo
desde que se genera el paquete de voz hasta que alcanza su destino (i.e., cola, transmisión y
propagación); (d) del buffer de play-out, que permite corregir la variabilidad del retardo; y
(e) de decodificación de la señal de voz en el receptor. Para asegurar una calidad aceptable
en la llamada, el retardo extremo-a-extremo debería ser inferior a 150ms [36].
La variabilidad del retardo o jitter representa la variación media del retardo extremo-a-
extremo entre paquetes consecutivos. Si el jitter es elevado, el oído humano es capaz de
distinguir silencios indeseados, lo cual perjudica la calidad de la conversación. Idealmente,
la variabilidad del retardo debería ser menor a 30ms, aunque según el códec y configuración
utilizados, este límite podría aumentarse hasta 75ms [2]. La variabilidad del retardo puede
ser corregida incorporando un buffer de play-out que almacena los paquetes de voz
recibidos y los reproduce uniformemente, suavizando así el tiempo entre ellos.
Finalmente, la pérdida de paquetes representa el porcentaje de paquetes que no llegan al
destino. Según [37], un porcentaje de pérdidas inferior al 3% es aconsejable en servicios
de VoIP. Los efectos de las pérdidas pueden ser atenuados con mecanismos de corrección
(e.g., FEC o Forward Error Correction) que permiten la identificación y corrección de
errores en el receptor a cambio de añadir redundancia a la transmisión.
En general, la calidad de la conversación depende mayoritariamente del retardo extremo-
a-extremo y las pérdidas [8]. Ambas métricas se encuentran íntimamente relacionadas
con el rendimiento de la red de acceso utilizada, especialmente si se tratan de redes
inalámbricas compartidas (e.g., IEEE 802.11) [8, 38–41].
En los últimos años, se han realizado numerosos estudios sobre la capacidad VoIP de las
WLANs tanto experimentalmente [8,42–44], comomediante modelado analítico [6,45–50].
Estos trabajos demuestran que exceder la capacidad VoIP de una red (i.e., congestión)
puede afectar negativamente al rendimiento de todas las llamadas en curso, por lo que
una correcta estimación del número de llamadas es crítica para el buen funcionamiento
del sistema. Además, muchos trabajos proponen técnicas de optimización para un mejor
aprovechamiento de los recursos (e.g., capacidad) de la red inalámbrica y así aumentar
la capacidad VoIP. Por ejemplo, algunas propuestas sugieren técnicas de optimización
multicapa [51], control dinámico de la QoS [52,53], optimización de parámetros a nivel de
enlace [54,55], agregación de tramas a nivel de enlace o aplicación [38,56–58], o selección
dinámica de los parámetros del códec [59–63]. La mayoría de las técnicas anteriores
controlan la QoS a partir de la evaluación periódica de las métricas de rendimiento
anteriormente mencionadas (e.g. pérdidas, retardo), o de la calidad de la conversación.
Existen diversos métodos de evaluación de la calidad de una conversación telefónica y
pueden clasificarse como subjetivos y objetivos [64, 65]. A su vez, los métodos objetivos
pueden clasificarse en intrusivos y no intrusivos [66]. Los métodos subjetivos se basan en
encuestas realizadas sobre un conjunto de usuarios que puntúan la calidad de llamadas de
voz. Estas puntuaciones se normalizan a una escala de 1 (calidad pobre) a 5 (excelente)
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conocida como MOS (Mean Opinion Score) [67]. En [68] se proporciona una revisión de
los diferentes métodos de evaluación subjetivos.
Los métodos objetivos se basan en mediciones como las ya mencionadas métricas de
rendimiento (e.g., pérdidas, retardo o jitter). Comúnmente, requieren la monitorización
del tráfico en tiempo real o la inyección de una señal de prueba. Al contrario que los
métodos subjetivos, las técnicas objetivas permiten la evaluación del rendimiento de la
red en tiempo real. Los métodos objetivos intrusivos, como PAMS [69], P.861 PSQM [70]
o P.862 PESQ [71], proporcionan los resultados más precisos. Sin embargo, requieren la
recepción implícita de la señal, lo cual imposibilita su uso en ciertos escenarios como tareas
de planificación y dimensionamiento. En cuanto a los métodos objetivos no intrusivos, el E-
model (ITU-T G.107 [36]) se presenta como el predominante en la literatura actual [72,73],
ya que sus resultados dependen únicamente de las métricas de rendimiento de la red y las
características del tráfico cursado y, en consecuencia, es el único que puede ser utilizado
en la planificación y dimensionamiento de servicios VoWiFi.
El E-model proporciona una expresión matemática que determina la calidad de un
sistema de comunicaciones, y parte de un nivel de calidad máximo del que se sustrae una
serie de factores que representan las imperfecciones de la comunicación. El factor R puntúa
la calidad del servicio en un rango de 0 a 100, siendo necesario un valor mínimo Rmin
(i.e., sobre 65 según la ITU-T G.107 [36]) para garantizar la calidad de las comunicaciones
[74]. Además, en [36] se proporciona una expresión que relaciona el valor del factor R
con la MOS. En su forma más simple, el E-model puede expresarse como en (2.5):
R = R0− Ie,eff− Id (2.5)
donde R0 representa la relación señal a ruido básica y define la calidad máxima alcanzable
sin imperfecciones; y Ie,eff define las imperfecciones efectivas asociadas al equipamiento; y,
finalmente, Id representa la pérdida de calidad asociada al retardo de las comunicaciones.
El término Ie,eff representa las imperfecciones asociadas al códec, su compresión y las
pérdidas de la red, y se puede expresar como sigue:





donde Ie considera las pérdidas debidas a la compresión del códec, L es el porcentaje
de pérdidas de paquetes debido a la red, BurstR define el número medio de paquetes
consecutivos que se pierden en la red (i.e., ráfagas), y Bpl representa la robustez del códec
a las pérdidas en red.
Por último, el término Id representa las imperfecciones debidas al retardo de las comu-
nicaciones. Esta puede ser aproximada por la expresión propuesta en (2.7), donde H(x)
representa la función Heaviside (i.e., H(x) = 0 para x < 0 y H(x) = 1 para x > 0) y D (en
ms) representa el retardo extremo a extremo.
Id = 0.024D+0.11(D−177.3)H(D−177.3) (2.7)
Sustituyendo las ecuaciones (2.6) y (2.7) en (2.5) se obtiene una expresión que permite
calcular la calidad de una conversación a partir de parámetros dependientes del códec
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(e.g., Bpl , Ie) y otros dependientes de la calidad de la red (e.g., L, BurstR y D). En las
aplicaciones desarrolladas en esta tesis (Capítulos 5 y 6) se utilizarán estas expresiones
como mecanismo para estimar la QoS percibida por los usuarios de VoWiFi en tiempo
real.
3 Variantes del modelo analítico de
Bianchi
El modelado del rendimiento de la sub-capa MAC del estándar IEEE 802.11 ha sidoobjeto de estudio durante las dos últimas décadas. El modelo de Bianchi [10, 11]
(ver Capítulo 2) supuso un punto de inflexión en esta línea de investigación, modelando
el mecanismo de acceso al medio, DCF, como una cadena de Markov bidimensional en
tiempo discreto. Sin embargo, el modelo de Bianchi parte de una serie de suposiciones
que no se corresponden con un escenario realista:
• Saturación: las estaciones disponen de tráfico para transmitir en todo momento.
• Canal ideal: se asume un medio de transmisión libre de errores, es decir, sin ruido o
interferencias.
• Tráfico homogéneo: se supone que el patrón de tráfico de todas las estaciones es el
mismo, lo cual es incompatible con el modo infraestructura.
• Estaciones homogéneas: se asume que todas las estaciones trabajan bajo el mismo
índice de modulación y codificación (MCS o Modulation and Coding Scheme), es
decir, transmiten a la misma tasa de bits.
El modelo original de Bianchi considera estaciones saturadas, es decir, asume que las
colas de acceso siempre disponen de paquetes para transmitir. Los códecs de VoIP generan
un paquete cada 10-30ms, por lo que esta suposición no es necesariamente aceptable. Para
evitar esta suposición, algunos trabajos como [12, 13, 15, 33–35] incluyen un nuevo estado
de reposo gobernado por la probabilidad estacionaria de que la cola de acceso no esté
vacía. Otros [14,17–19], en cambio, distinguen entre la probabilidad anterior (utilizada
entre transmisiones consecutivas), y la probabilidad de recibir un paquete durante un
tiempo medio de servicio (utilizada para abandonar el estado de reposo). La distinción de
probabilidades propuesta en la última técnica arroja mejores resultados ya que permite
modelar con mayor precisión el tráfico de las estaciones.
En elmodelo de Bianchi se asume la idealidad del canal, es decir, no se consideran errores
por influencia del ruido. La suposición de idealidad no debería ser considerada aceptable
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en ningún escenario realista, ya que todos los medios de transmisión inalámbricos son
susceptibles al ruido. Algunos trabajos [12–14] reemplazan la probabilidad de colisión por
una probabilidad de error equivalente que considera tanto los errores por ruido como por
colisión. Otros trabajos, como [33–35] incluyen la probabilidad de error en el modelado del
tráfico y la cola de acceso. A pesar de que ambas técnicas permiten integrar la probabilidad
de error por ruido en el modelo, la segunda implica un modelado de cola más complejo
que habitualmente es resuelto como una cadena de Markov adicional, lo que perjudica al
coste computacional en la resolución del modelo.
La heterogeneidad del escenario puede entenderse desde dos puntos de vista: respecto
al tráfico de las estaciones, y respecto a la tasa de transmisión (modulación y codificación).
En VoWiFi, cada NIC transmite a una tasa diferente según la intensidad de señal recibida
(RSSI) y la relación señal a ruido (SNR). Además, las aplicaciones VoIP de los usuarios
pueden utilizar diferentes códecs, lo que resulta en diferentes patrones de tráfico. Muchos
trabajos, como [10–12, 31, 32], sólo proporcionan ecuaciones para el caso homogéneo, lo
que invalida su uso en un servicio realista de VoWiFi.
La revisión IEEE 802.11e ha sido parcialmente implementada en [31], que extiende el
modelo de Bianchi para considerar EDCA en lugar de DCF (i.e., priorización de tráfico), y
en [33–35], que modela la oportunidad de transmisión y el envío de ráfagas de tramas. A
pesar de que ambas técnicas pueden ser aisladas para aplicarse sobre cualquier otro modelo
analítico, no serán consideradas en este trabajo por simplicidad, ya que las aplicaciones
VoWiFi propuestas en esta tesis no requieren necesariamente de estas características.
Finalmente, otra de las características interesantes en el despliegue y optimización de
servicios VoWiFi es la provisión de expresiones para el cálculo del consumo energético
de las estaciones. En [75] se descompone el cálculo del consumo energético de las NIC
de una red WiFi. Sin embargo, este trabajo parte de la suposición de homogeneidad, que
como se mencionó con anterioridad no es válida en escenarios realistas de VoWiFi.
En la Tabla 3.1 se ilustra el estado del arte respecto a las extensiones más representativas
del modelo de Bianchi. En la tabla, se agrupan las propuestas según las características
consideradas: colas no saturadas, canal no ideal, escenario heterogéneo, compatibilidad
con EDCA, modelado de ráfagas (e.g. TXOP), y modelado del consumo energético.
Tabla 3.1 Clasificación de trabajos según sus simplificaciones.
Propuestas Colas no Canal no Heterogeneidad Energía EDCA TXOPsaturadas ideal
Capítulo 4 X X X X – –
[10, 11] – – – – – –
[12, 13] X X – – – –
[14] X X X – – –
[15–19] X – X – – –
[75] – – – X – –
[31, 32] – – – – X –
[33–35] X X X – – X
A pesar de los esfuerzos anteriores, las propuestas de la Tabla 3.1 se centran en resolver
alguna de las simplificaciones e ignoran u obvian el resto, por lo que no pueden ser
aplicados directamente en un escenario realista. En el contexto de servicios de VoWiFi, se
deben cumplir comomínimo las características representadas en las primeras tres columnas
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de la Tabla 3.1: colas sin saturación, canal no ideal y heterogeneidad. Adicionalmente, en
la optimización de servicios VoIP, resulta de especial interés la provisión de expresiones
para la estimación del rendimiento (QoS) y del consumo energético.
A pesar de que el trabajo [14] parece cumplir estos requisitos, su propuesta no presenta
expresiones para el cálculo del retardo ni del consumo energético. Por otro lado, el mode-
lado del tráfico en este trabajo asume que la probabilidad de que la cola de transmisión no
esté vacía equivale a la probabilidad de que llegue algún paquete durante un tiempo medio
de servicio, y esta suposición sólo es válida en colas de un solo elemento. En consecuencia,
aunque este trabajo ofrece unas bases sólidas sobre la que trabajar, los trabajos existentes
no pueden ser directamente aplicados en el despliegue y optimización de servicios VoWiFi.
En resumen, el modelado del rendimiento de redes IEEE 802.11 puede considerarse un
tema maduro ya que ha sido ampliamente estudiado en la literatura científica. Sin embargo,
ninguna de las propuestas anteriores cubre las necesidades para la optimización de un
servicio VoWiFi, (a) no satisfacen las características de un servicio VoWiFi realista, y
(b) no proporcionan expresiones para estimar el rendimiento o energía del sistema.
3.1 Conclusiones
El modelo de Bianchi [10, 11] supuso un punto de inflexión en el estudio del rendimiento
de la sub-capa MAC del estándar IEEE 802.11. Sin embargo, su propuesta parte de una
serie de suposiciones que dificultan su uso en escenarios realistas. Por ello, este capítulo
trata de utilizar las técnicas ya existentes en la literatura para construir un modelo válido
para un escenario de VoWiFi. Las suposiciones comúnmente aceptadas y no válidas en el
contexto de esta memoria son: condición de saturación, canal ideal, y homogeneidad.
A pesar de que muchos autores han tratado de extender el modelo de Bianchi para
solventar algunas de las simplificaciones anteriores, ninguno de los trabajos satisface a su
vez todas las suposiciones además de ofrecer ecuaciones para la estimación de la QoS y
consumo energético del sistema.
En el Capítulo 4 se desarrolla un nuevo modelo analítico que se basa en las suposiciones
realistas mencionadas anteriormente y también incluye expresiones analíticas sobre el
consumo energético. Este nuevo modelo habilita el desarrollo de nuevas aplicaciones en el
contexto del despliegue y optimización de servicios VoWiFi. En particular, en este trabajo
se proponen, en los Capítulos 5 y 6, dos nuevas aplicaciones: el despliegue de UAVs
para dar servicio de VoWiFi con QoS garantizado, y un nuevo mecanismo de control de










Las necesidades identificadas en el Capítulo 3 invitan a desarrollar un nuevo modeloanalítico válido para escenarios realistas de VoWiFi. Este capítulo suple dichas
carencias y desarrolla un nuevo modelo analítico válido para el caso anterior mediante
técnicas ya existentes en la literatura. Tal como se dijo con anterioridad, un escenario
realista de VoWiFi implica las siguientes características: modo infraestructura, estaciones
y tráfico heterogéneos, colas no saturadas y canal no ideal.
Contribuciones Las aportaciones de este capítulo pueden enumerarse como sigue a
continuación:
• Un nuevo modelo analítico de la sub-capa MAC de 802.11 válido para escenarios
VoWiFi realistas.
• Expresiones para las métricas de rendimiento de la red, que permiten resolver el
E-model propuesto en la Sección 2.3 para predecir la calidad de las conversaciones
de la red VoWiFi modelada.
• Expresiones que estiman el consumo energético tanto de las estaciones como del
punto de acceso.
• Un método iterativo para resolver computacionalmente el modelo analítico propues-
to.
El resto del capítulo se estructura como sigue a continuación. La Sección 4.1 desarrolla
el modelo analítico propuesto a partir de las técnicas ya existentes en la literatura. Las
25
26 Capítulo 4. Modelo analítico para escenarios realistas de VoWiFi
Secciones 4.2 y 4.3 presentan un conjunto de expresiones que permiten obtener el consumo
energético y las métricas de rendimiento de la red, a partir del modelo propuesto. La
Sección 4.4 presenta un algoritmo válido para resolver computacionalmente el modelo, y
será el utilizado en el resto de aportaciones de la tesis. Finalmente, la Sección 4.5 presenta
la validación del modelo propuesto comparando sus resultados frente a simulación.
4.1 Modelo analítico
Esta sección presenta el procedimiento seguido para desarrollar un modelo analítico
válido para VoWiFi. Para ello, se presentan cuatro apartados. En primer lugar se presenta
la expresión elegida para calcular la probabilidad de transmisión de las estaciones. A
continuación se muestra la técnica utilizada para considerar errores del canal. Luego, se
relaciona el tráfico cursado por las estaciones con el modelo. Finalmente, se desarrolla el
cálculo del tiempo medio de un estado en la cadena de Markov.
4.1.1 Probabilidad de transmisión
La variable central en todos los modelos analíticos basados en la propuesta de Bianchi es
τ
( j), la probabilidad de que la j-ésima estación intente transmitir en un slot aleatoriamente
escogido. Puesto que una de las restricciones del escenario es la heterogeneidad de las
estaciones, es necesario definir el conjunto de estaciones del sistema como S ∈ {1, . . . ,S},
de modo que las variables del sistema pueden expresarse en notación vectorial, donde el
elemento j corresponde a su valor para la j-ésima estación. Por ejemplo, en el caso de τ ,
podría expresarse como τ =
{
τ
(1), . . . ,τ(S)
}
. En esta memoria se propone utilizar como






































Las expresiones anteriores hacen referencia a un conjunto de variables que permiten
relacionar el modelo con los errores en el canal (p), el tráfico de las estaciones (r y q) y
las características del estándar (Wo y m). A continuación se desarrolla la obtención de los
mismos.
1 Se ha invertido el significado de las variables r y q para que coincida con el resto de la literatura citada. Además,
se han eliminado los superíndices de las variables para simplificar la expresión.
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4.1.2 Errores en el canal
En el modelo de Bianchi [10], la probabilidad de error condicionada a la transmisión
de un paquete, p, sólo considera la probabilidad de colisión con otras transmisiones. En
esta sección se amplía el concepto anterior para incluir la probabilidad de corrupción de
un paquete por errores en el canal (e.g., ruido) siguiendo la propuesta de [12, 14]. En
definitiva, si se asume que los eventos de error por colisión o ruido son independientes
entre sí, cada elemento de p =
{
p(1), . . . , p(S)
}
puede calcularse como la probabilidad de









En la expresión anterior, P( j)i representa la probabilidad de la j-ésima estación encuentre









y FER( j) representa la probabilidad de que los datos de una trama de longitud L, transmitida
por la j-ésima estación, sufra corrupción por ruido:
FER( j) = 1− (1−P( j)e )L (4.5)
donde P( j)e define la probabilidad de error de bit equivalente y puede aproximarse como se
propone en [76, 77], dependiendo de la modulación utilizada. Una vez definidas todas las
expresiones asociadas a τ y p, se obtiene un sistema no lineal de 2S ecuaciones que puede
ser resuelto numéricamente.
4.1.3 Tráfico de las estaciones
En el modelo de Bianchi [10], se asume que las estaciones siempre tienen paquetes
disponibles para su transmisión (i.e., condición de saturación), lo cual resulta inválido en
redes VoWiFi realistas. Para evitarlo, algunos estudios [14–19,78,79] proponen relacionar
la tasa de llegada de paquetes a la cola (λ ) con la probabilidad de acceso τ , a través de las
variables r y q.
El vector r define la probabilidad de que llegue al menos un paquete a la cola MAC
durante un estado de reposo para cada estación. En la obtención de ambos parámetros, una
aproximación muy recurrente en la literatura asume que la llegada de los paquetes a la
cola MAC de la j-ésima estación siguen una distribución de Poisson de media λ ( j), por lo
que los elementos de r pueden calcularse como:
r( j) = 1− e−λ ( j)E[T ] (4.6)
donde E[T ] define la duración esperada de un estado cualquiera en la cadena de Markov.
El cálculo de E[T ] se puede realizar ponderando el tiempo medio que el sistema está en
28 Capítulo 4. Modelo analítico para escenarios realistas de VoWiFi
cada estado (éxito, colisión, corrupción o reposo) con su probabilidad de ocurrencia, y
será desarrollado en la Sección 4.1.4.
En cuanto al vector q, representa las probabilidades de que las colas no estén vacías tras
un tiempo medio de servicio. Las propuestas encontradas en la literatura [19, 79] pueden
resumirse del siguiente modo:
• Cola pequeña. La ocupación de la cola se relaciona con la probabilidad de que no
haya ningún paquete disponible en un sistema M/G/1/2, que puede aproximarse con
la expresión propuesta en [78]:
q( j) = 1− e−λ ( j)E[T ]E[B( j)] (4.7)
En el caso del tráfico VoIP, la suposición de cola pequeña resulta razonable dada
la importancia del retardo de las comunicaciones [15]. Por ello y debido a su
simplicidad, será la utilizada en los ejemplos de esta memoria.
• Cola infinita. La probabilidad de que haya algún paquete en una cola infinita se
puede calcular siguiendo un sistema M/G/1 y puede calcularse como:





• Cola arbitraria. Es posible considerar un sistema M/M/1/K, que asume que tanto
las llegadas como las salidas de paquetes siguen una distribución de Poisson, y una
cola de K elementos:







Las expresiones anteriores hacen referencia a E[B( j)], que representa el número medio
de fases de back-off que espera la j-ésima estación hasta efectuar la transmisión, y puede










4.1.4 Tiempo medio de un estado
En la cadena de Markov, el tiempo medio de permanencia en cada estado, E[T ], puede
calcularse siguiendo las recomendaciones de [14, 16], que pondera el tiempo medio de
permanencia en cada tipo de estado (i.e., eventos) con su probabilidad de ocurrencia. Se
identifican los siguientes eventos:
• Reposo, si ninguna estación intenta transmitir.
• Transmisión exitosa, cuando una única estación intenta transmitir (i.e., no hay
colisión) y no ocurren errores debidos al canal.
2 Observe que se han eliminado los superíndices de las variables para simplificar la expresión.
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• Transmisión corrupta, si no hay colisión pero el paquete sufre errores debido al
ruido del canal.
• Colisión, cuando más de una estación intenta acceder al medio en un mismo instante
de tiempo (e.g., time slot).
A partir de los eventos anteriores, es posible calcular E[T ] promediando la longitud
media de cada evento con su probabilidad de ocurrencia:
E[T ] = ZI +ZS +ZE +ZC (4.11)
donde cada uno de los términos considerados representa el producto entre la duración y la
probabilidad de cada evento, y pueden calcularse como sigue a continuación.
Reposo El término ZI representa el tiempo en reposo, y puede ser calculado multipli-
cando la probabilidad del evento (Pi) por la duración de un time slot (σ ), que depende de
la revisión utilizada (e.g., σ = 20 µs en IEEE 802.11b):
ZI = Pi σ (4.12)
donde Pi puede calcularse como la probabilidad de que ninguna3 estación intente acceder














P( j)s (1−FER( j)) T ( j)s (4.14)
donde T ( j)s representa el tiempo medio que la j-ésima estación invierte en una transmisión
satisfactoria. Su valor depende tanto del tamaño de los paquetes como de la revisión del
estándar, y puede calcularse como:






donde R( j)b representa la tasa física de la estación; DIFS, SIFS y EIFS definen periodos de
espera entre tramas; PLCP( j), L( j)H y L
( j)
D representan la duración de la cabecera PLCP y la
longitud en bits de la cabecera MAC y datos, respectivamente4; Tack representa el tiempo
3 No debe confundirse con P( j)i , previamente definida en (4.4), que representa la probabilidad de que la j-ésima
estación encuentre el canal libre.
4 Observe que en el caso del punto de acceso, el tamaño de los paquetes y la tasa física de transmisión debe
promediarse considerando el tráfico enviado a todas las estaciones.
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de transmisión de un asentimiento; y finalmente δ representa el retardo de propagación en
el aire.
En (4.14) se incluye el término P( j)s , que representa la probabilidad de que sólo la
j-ésima estación intente transmitir mientras el resto permanece en silencio:
P( j)s = τ( j)
S
∏





Transmisión corrupta El término ZE considera el tiempo invertido en transmisiones





P( j)s FER( j) T
( j)
e (4.17)
donde T ( j)e representa el tiempo medio que la j-ésima estación invierte en una transmisión
de este tipo y puede ser calculada como sigue:






Colisión El tiempo invertido en colisiones, ZC, es más complejo de representar puesto
que, a pesar de que cada estación j exhibe un tiempo medio de colisión (e.g., T ( j)c = T ( j)e ),
cuando dos o más estaciones colisionan prevalece el tiempo de ocupación más largo, es
decir, las transmisiones más lentas ralentizan a las más rápidas.
Para facilitar el cálculo de ZC, es posible agrupar las estaciones en clases de tráfico





j ∈S | T ( j)c = T (i)c , j /∈N (k),k ≤ i
}
(4.19)
donde N (i) es un subconjunto de S que incluye aquellas estaciones cuyo tiempo medio
de colisión es T (i)c , sólo si no se encuentran ya en otro grupo con menor índice (i.e., N ( j)
para j < i). Observe que las estaciones sólo pueden pertenecer a un grupo y que algunos
grupos pueden estar vacíos. El subconjunto E representa los grupos no vacíos, y Nc = |E |
representa el número de grupos no vacíos.
E = {i |N (i) 6=∅} , (4.20)
Ahora, es posible definir L (d) como el conjunto de estaciones cuya ocupación en caso
de colisión es superior a T (d)c (i.e., transmisión más lenta), y H (d) como el conjunto de
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estaciones cuyo tiempo medio de colisión es inferior (i.e., transmisión más rápida):
L (d) =
{





i ∈S | T (i)c < T (d)c
}
(4.22)
A partir de los subconjuntos anteriores, es posible expresar la probabilidad de que al
menos una estación perteneciente a la clase d ∈ E transmita:
PN (d)tx = 1− ∏
j∈N (d)
(1− τ( j)) (4.23)
y la probabilidad de que transmita al menos una estación de una clase de tráfico superior o
inferior, respectivamente:
























donde PN (d)c representa la probabilidad de que alguna colisión tenga lugar entre dos o
















y PH (d)c es la probabilidad de que las estaciones de la clase d sufran una colisión con al
menos una estación de una clase superior:









Finalmente, es posible sustituir las expresiones de ZI , ZS, ZE , and ZC en la expre-
sión (4.11) para resolver E[T ], dando lugar a la expresión (4.29).
4.2 Expresiones analíticas para el consumo energético
A partir del modelo analítico propuesto, es posible calcular el consumo energético asociado
a la tarjeta de red inalámbrica (Network Interface Card o NIC) de las estaciones [75]. Para
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k=1, k 6= j
(1− τ(k))
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k=1, k 6= j
(1− τ(k))
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·T (d)c︸ ︷︷ ︸
TC (continued)
(4.29)
ello, el primer paso es identificar y clasificar los posibles eventos de una NIC según el
consumo de los mismos, como se representa en la Tabla 4.1.
Tabla 4.1 Relación entre eventos, consumos y probabilidades.
Evento Resultado Consumo Probabilidad










Cada uno de los eventos anteriores (y su consumo) dependen de la estación observada,
por lo que deben especificarse con el superíndice ( j). Mediante el promedio de los eventos
anteriores, es posible obtener el consumo energético medio de un evento para la j-ésima
estación, como E[J( j)] (en Julios):
E[J( j)] = J( j)σ Pi︸ ︷︷ ︸
eventos de reposo





























donde la suma de probabilidades debe ser igual a la unidad. A partir del consumo medio
anterior y la duración media de los estados del sistema, se obtiene la potencia media (en
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Finalmente, es interesante distinguir entre la potencia media consumida por el punto de










A continuación se desarrollan las expresiones de consumo y probabilidad de los eventos
incluidos en la Ecuación 4.30.
4.2.1 Consumo asociado a los eventos
El consumo de la NIC de cada estación viene dado por tres constantes: ρidle, ρtx y ρrx;
que representan la potencia en Vatios para los estados de reposo, transmisión y recepción.
Cada estación puede tener sus propias constantes de consumo dependiendo del fabricante
y comportamiento (e.g., punto de acceso) de la NIC.
Reposo El consumo en reposo viene dado por Jσ , que puede calcularse a partir de la
duración de un time slot (σ ), y su constante de consumo:
J( j)σ = ρ
( j)
idle ·σ (4.34)
Transmisión El consumo de una transmisión depende de su resultado (e.g., éxito,
corrupción o colisión). En cada caso, es necesario considerar el tiempo invertido en
esperas (e.g., IFS y propagación) y en la transmisión o recepción de tramas (e.g., datos,
asentimientos):








idle (SIFS+2δ +DIFS) (4.35)






idle (EIFS+δ ) (4.36)




idle (EIFS+δ ) (4.37)
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En las expresiones anteriores, T ( j)tx representa la duración media de la transmisión de una
trama de datos por parte de la j-ésima estación, y Tack define la duración de un asentimiento.












donde Rb representa la tasa física de transmisión de los paquetes (en bits/s); R es la tasa
física básica a la que se transmiten los ACKs; TPLCP representa la duración del preámbulo y
cabecera PLCP; y LH y LD representan el tamaño de la cabecera MAC y datos del paquete,
respectivamente.
Por simplicidad se asume que en caso de colisión prevalece el tiempo medio de la




















Recepción En recepción, los términos de consumo asociados pueden calcularse de
modo similar, aunque invirtiendo los coeficientes de consumo ρtx y ρrx, y considerando el
término de sobreescucha Jrx,o.








idle (SIFS+2δ +DIFS) (4.41)




idle (EIFS+δ ) (4.42)




idle (EIFS+δ ) (4.43)






idle (SIFS+2δ +DIFS) (4.44)
donde T ( j)rx representa la duración media de las tramas de datos destinadas a la j-ésima
estación (e.g., T ( j)rx = T
( j)
tx si el tráfico es bidireccional y simétrico).
Finalmente, los tiempos T̄tx|s y T̄tx|e representan la duración media de la transmisiones
en la red, condicionada a su resultado de éxito y colisión, respectivamente. Por simplicidad,
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4.2.2 Probabilidad de los eventos
En modo infraestructura, la probabilidad de los eventos depende de si la estación observada
es, o no, el punto de acceso. Por lo tanto, antes de comenzar es necesario identificar el
punto de acceso como j = ap.
Reposo La probabilidad de que el sistema esté en reposo (i.e., ninguna estación trans-
mite) la comparten todas las estaciones y viene dada por Pi, cuya expresión se aportó
previamente en la Sección 4.1.4 como (4.13).
Transmisión Las probabilidades de transmisión también dependen del resultado de
las mismas. Por ejemplo, una estación con peor relación señal a ruido (i.e., SNR) tendrá






P( j)tx,e = FER( j) ·P
( j)
s (4.48)











donde P( j)s representa la probabilidad de que la j-ésima estación haga una transmisión
exitosa en un slot aleatoriamente escogido:








Recepción En las recepciones, el comportamiento de las estaciones difieren del AP.
Partiendo de las probabilidades de transmisión anteriores, la probabilidad de recibir una
trama exitosa viene dada por:{
P(j)rx,s = ∑Si=1, i6=j P
(i)
tx,s, si j = ap







, si j 6= ap
(4.51)
donde λ ( j)rx representa la tasa de llegada de los paquetes destinados a la j-ésima estación.
A partir de las probabilidades anteriores, es posible calcular la probabilidad de recibir
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El término de sobreescucha que representa la recepción correcta de un paquete sin ser
el destinatario. Observe que, en el caso del punto de acceso, el término Prx,o se anula ya
que en modo infraestructura es el destinatario de todos los paquetes.
4.3 Expresiones analíticas para el retardo y las pérdidas
En esta sección se proponen algunas expresiones de rendimiento que permitirán resolver
el E-model propuesto en la Sección 2.3. Se recuerda al lector que el modelo de calidad
anterior depende de dos métricas de rendimiento básicas: las pérdidas de paquetes en la
red, y su retardo extremo a extremo.
La probabilidad de pérdidas, L, puede calcularse como el cociente entre la tasa de
llegada de los paquetes a la cola MAC y las transmisiones exitosas:
L( j) = 1−
(
1−FER( j)









λ ( j) E[T ]
(4.55)
Por otro lado, la expresión del retardo de los paquetes de VoIP puede calcularse si se
consideran los diferentes componentes de retardo en la transmisión de los paquetes:





donde D( j)codec representa el tiempo entre paquetes de VoIP (e.g., 20ms en G.711), D
( j)
queue
es el tiempo de permanencia en la cola MAC, y D( j)access define el tiempo de acceso al canal.
La suposición de cola pequeña que se introdujo en la Sección 4.1.3 permite anular el
retardo asociado al tiempo de permanencia en cola, es decir, D( j)queue = 0. Por otro lado, el
retardo de acceso puede ser calculado si se considera el tiempo en el proceso de back-off
y el tiempo invertido en colisiones.
D( j)access = E[T ] ·E[B( j)]︸ ︷︷ ︸
back-off
+E[Y ( j)] · T̄ ( j)tx|c︸ ︷︷ ︸
colisiones
(4.57)
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donde E[Y ( j)] representa el número medio de colisiones que sufre la estación j:









y T̄ ( j)tx|c representa la duración media de transmisiones de datos colisionadas en las que la
j-ésima estación se encuentra involucrada. Puesto que el cálculo de esta variable puede
resultar complejo, es posible aproximar este valor a la duración media de las colisiones en
la red (e.g., T̄ ( j)tx|c = T̄tx|c), o asumir que la mayor parte del retardo proviene de la fase de
back-off y anular el retardo asociado a las colisiones (e.g., D( j)access ≈ E[T ] ·E[B( j)]).
La calidad de una conversación de VoIP en redes IEEE 802.11 está fuertemente condi-
cionada por el rendimiento en el canal descendente como se demuestra en [8] ya que, en
entornos congestionados, las pérdidas en la cola de acceso MAC del punto de acceso son
muy frecuentes. Por este motivo, es posible calcular las variables L y D de la expresión
del E-model en (2.5) como las pérdidas y retardo en el canal descendente:
L = L(ap) (4.59)
D = D(ap) (4.60)
4.4 Resolución del modelo
El sistema de ecuaciones no lineal formado por las ecuaciones τ y p puede ser resuelto de
forma iterativa. En el Algoritmo 4.1 se presenta un pseudocódigo para la resolución del
modelo que llamaremos Solve-VoWiFi. Este pseudocódigo toma como entrada el conjunto
de estaciones a modelar S (incluyendo el punto de acceso), y los parámetros que definen
cada estación a nivel físico (SNR y Rb), a nivel de aplicación (codec y nfpp), o en términos
de consumo (ρtx, ρrx y ρidle). Los parámetros de codec y nfpp definen la longitud de las
tramas de datos (LD), el retardo de paquetización (Dcodec) y la tasa de llegada de paquetes
(λ ) de cada estación.
El algoritmo anterior comienza con el cálculo de los tiempos de envío (Ts, Tc, Te) y la
probabilidad de error de trama (FER) de cada estación. A continuación, se propone un
algoritmo que resuelve iterativamente las expresiones necesarias para calcular τ hasta
lograr su convergencia. Una vez obtenido el valor de τ para cada estación, se utilizará para
resolver las expresiones de calidad y energía: R, P(ap) y P(sta).
4.5 Validación del modelo
El Algoritmo 4.1 ha sido implementado en Matlab y se ha validado frente a resultados
obtenidos mediante el simulador ns-3. Además, se comparan los resultados obtenidos con
las propuestas más significativas de la Tabla 3.1:
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Input: S , {SNR( j), R( j)b , codec




idle} ∀ j ∈S
Output: R, P(ap), P(sta)
Initialization :{DIFS, SIFS, EIFS, Tslot} from standard revision
/* Calculate occupation times and FER */
1 for j = 1 to |S | do
2 calculate T ( j)s , T
( j)
c , T ( j)e ; // Eqs. (4.15),(4.18)
3 calculate FER( j); // Ref. [76,77]
4 end





c , ∀ j;
6 while diff> ∆ do
7 τ( j) = τ
( j)
next, ∀ j;
8 solve E[T ]; // Eq. (4.11)
9 for j = 1 to |S | do
10 solve E[B( j)]; // Eq. (4.10)
11 solve r( j), q( j); // Eqs. (4.6),(4.7)
12 solve p( j); // Eq. (4.3)








17 solve L(ap), D(ap); // Eqs. (4.59),(4.60)
18 solve R; // Section 2.3
19 solve P(ap), P(sta); // Eqs. (4.32),(4.33)
20 return R, P(ap), P(sta);
Algoritmo 4.1 Solve-VoWiFi: resolución del modelo VoWiFi
• Modelo A, que representa el modelo de Bianchi original [10]: estaciones saturadas
y homogéneas, y canal ideal.
• Modelo B, que implementa la propuesta de [12] y extiende el modelo de Bianchi
para considerar errores en el canal y estaciones no saturadas.
• Modelo C, sobre la propuesta de [14], que mejora el Modelo B al permitir modelar
escenarios heterogéneos.
• Modelo D, que representa el trabajo [15], y considera un escenario heterogéneo, no
saturado y sin errores en el canal.
Los modelos elegidos representan las propuestas más recurrentes en la literatura cien-
tífica. Puesto que los modelos homogéneos no permiten representar fielmente el modo
infraestructura de operación, en estos modelos se ha optado por repartir equitativamente
la carga de tráfico total entre todas las estaciones (y el punto de acceso) de la red. La
comparativa no incluye ninguna implementación de EDCA [31,32] o TXOP [33–35], ya
4.5 Validación del modelo 39
que ninguna de las aplicaciones propuestas en esta memoria de tesis requiere de dichas ca-
racterísticas. No obstante, ambas mejoras podrían ser incorporadas al modelo desarrollado
en este capítulo siguiendo la metodología descrita en estos trabajos.
El experimento propuesto tiene como objetivo comprobar la capacidad VoIP de un
sistema VoWiFi bajo el estándar IEEE 802.11n. Para ello, se considera una red WiFi en
modo infraestructura (i.e., heterogéneo) en el que las estaciones llaman simultáneamente a
un sumidero conectado vía Ethernet al punto de acceso. Las estaciones se han configurado
para que utilicen la modulación más lenta (i.e., 6.5Mbps) y así acelerar los efectos de la
congestión de la red. Por otro lado, se asume canal ideal, ya que la técnica utilizada para
modelar la influencia del ruido ya ha sido validada con anterioridad en [12]. Finalmente,
las conversaciones VoIP se han configurado para utilizar el códec G. 711 con un intervalo
de empaquetado de 20ms.

































(a) Ratio de pérdidas.




























































(c) Mean Opinion Score (MOS).






































(d) Consumo de las estaciones.
Figura 4.1 Validación del modelo analítico propuesto.
La Figura 4.1 muestra la evolución de las pérdidas, retardo, QoS y consumo energético
de las estaciones conforme aumenta el número de estaciones activas. Tal como se puede
observar, el modelo analítico propuesto arroja unos resultados que permiten estimar con
precisión tanto la QoS como el consumo energético de un escenario VoWiFi. En concreto
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se puede observar que, bajo la configuración escogida, la red WiFi es capaz de soportar
hasta 15 conversaciones simultáneas (i.e., capacidad VoIP) garantizando unaMOS superior
a 3.5 (valor mínimo recomendado según la ITU-G.107 [36]).
Respecto a la comparativa, se puede observar que los Modelos A y B (homogéneos) no
permiten estimar la MOS de las conversaciones, ya que los cálculos de pérdidas y retardo
no se aproximan a los resultados obtenidos mediante simulación. Por otro lado, losModelos
C y D (heterogéneos) tampoco arrojan estimaciones precisas. Los resultados obtenidos
sugieren que las expresiones utilizadas para el cálculo de E[T ], además de su modelo
del tráfico que asume q = r, no permiten modelar con fidelidad un escenario realista de
VoWiFi. Finalmente, ninguno de los modelos anteriores proporciona expresiones para el
cálculo del consumo energético. En el caso de [75], se proporcionan expresiones para el
Modelo A (i.e., modelo de Bianchi), por lo que queda directamente descartado debido a la
incapacidad de este modelo para representar un escenario heterogéneo.
Estos resultados justifican el desarrollo del modelo propuesto en este capítulo, que será
utilizado con posterioridad para desarrollar dos nuevas aplicaciones de VoWiFi.
4.6 Conclusiones
A pesar de que el modelado analítico de la sub-capa MAC del estándar IEEE 802.11 ha
sido estudiado con anterioridad, las propuestas existentes en la literatura no se adecuan a un
escenario realista de VoWiFi. En esta sección se presenta un modelo analítico válido para
estos casos, que permite deducir la calidad de las conversaciones y el consumo energético
tanto de las estaciones, como del punto de acceso.
Los resultados obtenidos validan el comportamiento del modelo, por lo que puede
ser utilizado para facilitar tareas de despliegue y optimización de servicios VoWiFi. Las
expresiones analíticas anteriores serán utilizadas en los capítulos que siguen en la memoria,
donde se desarrollan dos nuevas aplicaciones de VoWiFi: (a) despliegue de UAVs para dar
un servicio de VoIP sobre WiFi con garantías de calidad, y (b) un nuevo mecanismo de
admisión para entornos corporativos.
5 Despliegue de UAVs para servicio
de VoWiFi
Haciendo uso del modelo analítico del Capítulo 4, esta capítulo propone ofrecer unservicio de VoWiFi con garantías de calidad sobre una zona sin infraestructuras
de comunicaciones funcionales a través del despliegue de vehículos aéreos no tripulados
(UAVs o drones) equipados con puntos de acceso WiFi. Para ello, se plantea un problema
de optimización del posicionamiento de los UAVs que minimiza una función objetivo
según los requisitos del escenario. El problema propuesto no sólo considera la recepción
de una intensidad de señal suficiente (i.e., cobertura WiFi), sino que tiene en cuenta el
rendimiento de la sub-capa MAC (i.e., calidad de servicio) y el consumo energético de las
comunicaciones.
5.1 Introducción
La popularidad de los vehículos aéreos no tripulados o UAVs (Unmanned Aerial Vehicles)
ha experimentado un crecimiento significativo durante la última década. En la literatura
científica se han propuesto numerosos y variados usos [80] como recolección y disemina-
ción de información [81, 82], tareas de búsqueda y rescate, ciudades inteligentes o incluso
agricultura. En particular y en lo que concierne a este trabajo, resulta de especial interés el
despliegue de UAVs para proporcionar una infraestructura temporal de comunicaciones
inalámbricas [83, 84].
En cuanto al despliegue de comunicaciones, las propuestas tratan la interconexión de
usuarios o grupos de usuarios distantes [85], la reducción de la carga de las estaciones
base [84], el despliegue de comunicaciones en situaciones de emergencia [86–88], o la
cobertura de zonas de acceso limitado [89]. Las propuestas anteriores proponen enfoques
muy variados: arquitecturas de red [90–92], formación de redes UAV-a-UAV [93], o redes
híbridas con diferentes tecnologías inalámbricas [90, 94].
El despliegue de comunicaciones con UAVs suele plantearse como un problema de
optimización que trata de minimizar el número de drones a desplegar (i.e., coste) garan-
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tizando la cobertura a un conjunto de usuarios [95, 96]. Sin embargo, la mayoría de las
propuestas asumen que la condición de cobertura (i.e., potencia de señal recibida) es sufi-
ciente para garantizar el servicio [97], o simplemente ignoran las características del tráfico
cursado [92]. A pesar de que la suposición anterior puede ser válida en infraestructuras
que incluyan mecanismos de congestión y control de la QoS (e.g., 4G, 5G), en las redes
WiFi la potencia de señal recibida no es un indicador válido de la calidad, sino que esta
depende del tráfico cursado en la red (i.e., congestión). En definitiva, aunque el despliegue
de UAVs equipados con puntos de acceso (APs) WiFi [98,99] y el rendimiento de estas
comunicaciones [99–101] han sido objeto de estudio con anterioridad, el análisis real de
la QoS ha sido siempre ignorada o simplificada.
Contribuciones En este capítulo se plantea un nuevo problema de optimización para
el posicionamiento de UAVs, que minimiza el número de drones necesarios para dar un
servicio de VoIP con garantías de calidad a un conjunto de usuarios conocido, tal como
se ilustra en la Figura 5.1. El problema de optimización propuesto puede ser aplicado
directamente para cubrir áreas (e.g., puntos de encuentro, ocio) si el número de usuarios y
su posición es conocida. Las aportaciones pueden enumerarse como sigue a continuación:
• Se formula matemáticamente un nuevo problema de optimización del posiciona-
miento de UAVs que considera cobertura, QoS y energía en el contexto de las
comunicaciones.
• Se propone el uso de los modelos analíticos presentados en el Capítulo 4 para
predecir la calidad y el consumo energético.























Figura 5.1 Ejemplo de red VoWiFi basada en UAVs.
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5.2 Descripción del problema
En el escenario anterior, el objetivo es desplegar UAVs equipados con puntos de acceso
WiFi para ofrecer un servicio de VoWiFi a un conjunto de usuarios. Para ello, se parte de
las siguientes suposiciones:
• La posición de los usuarios es conocida. Además, disponen de un terminal VoIP
compatible con un códec conocido y señalización estándar.
• Los terminales de los usuarios se asocian al APWiFi (i.e., UAV) que les proporciona
una mayor potencia de señal.
• Los canales seleccionados entre puntos de accesos contiguos se eligen de modo que
las interferencias son despreciables.
• Existe un mecanismo de admisión de llamadas capaz de limitar el número máximo
de llamadas concurrentes en cada AP.
5.2.1 Terminología
Se discretiza el espacio como se representa en la Figura 5.2, de modo que el set P
representa el conjunto de coordenadas en R3 que los UAVs pueden ocupar. Con el fin de
facilitar la lectura, se propone seguir la siguiente terminología en el resto de la sección:
• Los usuarios se identifican a través del conjunto U = {1, . . . ,U}. Sus posiciones
vienen dadas por wk |k ∈U , donde wk ∈ R3 representa la posición tridimensional
de usuario k.
• Los UAVs se representan a través del conjunto D = {1, . . . ,D} y sus posiciones
mediante X = {x1, . . . ,xD |xi ∈P, i ∈D ,xi 6= x j|∀ j 6=i}.
• C (i)⊂U define el conjunto de usuarios asociados al AP equipado en el UAV i∈D .
• R(i) representa la calidad media esperada para las conversaciones cursadas en la
red desplegada por el UAV i ∈D .
• P(sta)(i) representa la potencia media asignada a las tarjetas de red (NIC) de las
estaciones conectadas al AP del UAV i.
• P(ap)(i) representa la potencia media consumida por la NIC del AP montado en el
UAV i.
• B(i) representa la probabilidad de bloqueo de las llamadas cursadas por usuarios
asignados al UAV i.
• T̄flight(i) define la duración media de vuelo del UAV i, según su batería y consumo
(e.g., vuelo y comunicaciones).
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(x1, y1, z1)
(x2, y2, z2)
Figura 5.2 Ejemplo de posicionamiento de UAVs.
5.2.2 Definición del problema
El escenario anterior puede definirse como un problema de optimización dado por una








|C (i)|/U ≥ Cmin
B(i)≤ Bmax ,∀i ∈D
R(i)≥ Rmin ,∀i ∈D
xi ∈P ,∀i ∈D
D≤ Dmax
(5.1)
DondeCmin representa el ratio mínimo de usuarios que deben disfrutar del servicio, Bmax
define la probabilidadmáxima de bloqueo admisible,Rmin es la calidadmínima considerada
que garantiza el servicio (e.g., Rmin = 65 según [36]), y finalmente Dmax representa el
número máximo de UAVs que se pueden desplegar. El problema de optimización anterior
puede particularse según los requisitos del escenario, por ejemplo:
a) Situaciones de emergencia, donde la autonomía y la disponibilidad de los terminales
de los usuarios es crítica (i.e., Cmin = 1, Bmax = 0). En consecuencia, para coste de
despliegue equivalente (i.e., número de drones), se elegirá el posicionamiento que
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b) Entornos no críticos, en los que se puede introducir (y minimizar) una probabilidad
de bloqueo (i.e., Bmax > 0) que reduzca, aún más, el número de UAVs a desplegar.
En un segundo nivel, ante varias soluciones con el mismo número de UAVs, se










c) Escenarios de larga duración, en los que resulta interesante minimizar la tasa de








La función objetivo anterior puede utilizarse para evaluar todas las posibles soluciones
hasta dar con la óptima. Para ello, se comienza evaluando todos los posicionamientos con
D = 1 dron (i.e., x1 ∈P) y, aumentando el número de UAVs hasta dar con una solución,
o alcanzar un número máximo de UAVs (Dmax).
El Algoritmo 5.1 presenta un pseudocódigo del algoritmo de búsqueda exhaustiva. El
algoritmo recibe como entrada el conjunto de usuarios (U ), sus posiciones ({wk}), el
conjunto de posiciones válidas (P), y las restricciones del escenario (Dmax, Rmin, Cmin y
Bmax). A continuación, se buscan soluciones comprobando cada posible posicionamiento
(X ) para cada valor de D. La evaluación de un posicionamiento se realiza a través de la
función Check definida en la Sección 5.3.1, que devuelve el valor de la función objetivo
( fobj), la cobertura (C) y la calidad (R) de un posicionamiento dado.
5.3.1 Evaluación de un posicionamiento: Check
El Algoritmo 5.2 muestra el pseudocódigo de la función Check, encargada de evaluar un
posicionamiento. En el algoritmo, cada una de las métricas se calcula mediante una función
externa: Associate, QoS&Energy y Endurance, evaluándose cada red WiFi desplegada de
forma independiente como se muestra en la Figura 5.3. A continuación se desarrollan las
funciones anteriores.
Associate Esta función se encarga de asociar cada usuario al punto de acceso de un
UAV que garantice que la señal recibida (RSSI) y la relación señal a ruido (SNR) superen
unos umbrales mínimos (RSSImin y SNRmin, respectivamente). Si un usuario pudiera
asociarse a varios UAVs, se escogerá aquel que garantice una mayor potencia de señal. El
resultado es C ( j), que representa el conjunto de usuarios asociado al j-ésimo UAV.
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Input: U , {wk}, P , Dmax, Rmin, Cmin, Bmax
Output: L ∗ (location), f ∗obj (obj. function)
Initialization :D = 0, L ∗ =∅, f ∗obj = Inf
1 while (L ∗ =∅ or D≤ Dmáx) do
2 D++; // increase UAVs
3 for X ∈
{












obj and C ≥Cmin and R≥ Rmin
)
then
6 L ∗ = X ;













































Figura 5.3 Sistema de comunicaciones de un UAV..
La RSSI (Received Signal Strength Indicator) representa la intensidad de señal recibi-
da y puede calcularse resolviendo el balance de potencias entre transmisor y receptor1.
Habitualmente se consideran dos componentes de pérdidas [102], Line-of-Sight (LoS) y
Non-Line-of-Sight (NLoS), cuya probabilidad de ocurrencia depende tanto de la altura del
UAV, como del tipo de entorno. Según el modelo en [85,103], la probabilidad de sufrir





donde θ representa el ángulo de elevación en grados, y a1 y b1 son constantes que dependen
1 Por simplicidad, consideramos que ambos sentidos comparten el mismo balance de potencias.
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Input: D, X , U , {wk}, Bmax
Output: fobj, C, R
1 for j = 1 to D do
2 C ( j) = Associate (U , {wk}, X );
3 [R( j), P(ap)( j), P(sta)( j)] = QoS&Energy (C ( j), x j, {wk}, Bmax);
4 TFlight( j) = Endurance (P(ap)( j));
5 end
6 C = ∑Dk=1 |C (k)|;
7 R = mı́n
k=1..D
{R(k)};
8 fobj = fobj(D,U,C,P(sta),TFlight); // Eqs. (5.2), (5.3), (5.4).
Algoritmo 5.2 Pseudocódigo de la función Check
del tipo de entorno (e.g., rural, urbano). A continuación, es posible calcular RSSIi j como
la intensidad de señal recibida (en dB) por el usuario i, ubicado en wi, asociado al punto
de acceso equipado en el UAV j, en x j:
RSSIi j = Ptx+Gi j−20log10
(











Gi j = 10log10(10
Gmax/20 · cos2 θi j) (5.7)
En la expresión anterior, PTX (en dBm) es la potencia de las antenas transmisoras; Gi j
(en dB) representa la ganancia a considerar entre el usuario i y el UAV j como se representa
en (5.7); ‖wi− x j‖ es la distancia euclidiana entre el usuario y el dron; f (en Hercios) es
la frecuencia del canal; c (en m/s) es la velocidad de la luz; θi j (en Radianes) representa el
ángulo de elevación entre usuario y dron; y ηLoS, ηNLoS son las pérdidas asociadas a cada
componente (ver en [104]); y, finalmente, Gmax (en dB) representa la ganancia máxima de
las antenas.
A partir de la RSSI, el cálculo de la SNR puede realizarse sustrayendo la figura de ruido
del receptor (F) y el ruido térmico (N) como se indica a continuación:
SNRi j = RSSIi j−F−N (5.8)
N =−174+10log10(CBW ) (5.9)
donde CBW representa el ancho de banda de canal (en MHz), tal como se especifica en la
revisión del estándar IEEE 802.11 utilizada.
Finalmente, para todo i∈U y j ∈D , es posible definir una variable γi j que represente si
la conexión entre el usuario i y el UAV j cumple las restricciones de señal (RSSIi j ≥RSSImin
y SNRi j ≥ SNRmin), de modo que pueda ser usada en el cálculo de los usuarios asociados
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al dron j, como C ( j):
C ( j) = {i ∈U | γik = 1, RSSIi j > RSSIik,∀k 6= j} (5.10)
QoS&Energy Esta función se encarga de evaluar tanto la QoS como el consumo
energético de la red VoWiFi de un UAV. La QoS puede representarse a través del E-model
mediante el cálculo del factor R (ver Capítulo 2), que a su vez depende de las métricas
de rendimiento de la red (e.g., pérdidas y retardo). El proceso completo puede resolverse
utilizando la función Solve-VoWiFi presentada en el Algoritmo 4.1 del Capítulo 4. Este
algoritmo toma como entrada el conjunto de estaciones a modelar (S ), sus parámetros
físicos (SNR( j), R( j)b ) y de aplicación (codec
( j), y nfpp( j)).
En el caso de que no exista probabilidad de bloqueo (Bmax = 0), se puede asumir que
S incluye todas las estaciones asociadas (e.g., C ( j)), además del AP. En otro caso, es
necesario calcular el número máximo de conversaciones concurrentes que el AP puede
soportar con el pseudocódigo del Algoritmo 5.3, de modo que el conjunto S incluiría
tanto el punto de acceso como las CCmax estaciones más lentas (i.e., peor caso).
Input: |C ( j)| (set of users associated), A, Bmáx
Output: CCmax (maximum concurrent calls)
1 for cc = 1 to |C ( j)| do
2 if B(A, |C ( j)|, cc)≤ Bmáx then // Eq. (5.11)




Algoritmo 5.3 Cálculo del número de conversaciones simultáneas bajo una probabilidad
de bloqueo
En el cálculo de CCmax se hace referencia a la función B(A,u,cc), que representa la
fórmula de Engset [105] y permite calcular la probabilidad de bloqueo considerando u
usuarios y cc enlaces, bajo una intensidad de tráfico dada por A:













Una vez obtenido el conjunto de estaciones S y sus parámetros, es posible resolver la
función Solve-VoWiFi y obtener el factor R que representa la calidad de servicio. Además,
la función anterior también devuelve el consumo energético medio del punto de acceso
P(ap) y de las estaciones asociadas P(sta).
Endurance Esta función determina el tiempo medio de vuelo de los UAVs. Para ello, se
calcula la energía consumida por el dron considerando dos términos: el consumo asociado
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al vuelo, y a las comunicaciones:
E = PFlight ·TFlight+EWiFi+EBackhaul︸ ︷︷ ︸
ERadio
(5.12)
El término PFlight representa la potencia media en Watios destinada al vuelo de los UAVs.
Habitualmente, los UAV describen tres consumos diferentes según el movimiento que
describan (e.g., suspensión, ascenso, desplazamiento lateral). No obstante, según [106], es
posible asumir que el factor dominante es el consumo en suspensión (i.e., PFlight = PHover).
Por otro lado, la energía asociada a las comunicaciones (ERadio) se puede descomponer si
se consideran diferentes interfaces (e.g., WiFi, backhaul). Por simplificar, se asume que
la energía total consumida en comunicaciones es proporcional a la utilizada a la interfaz






donde EBattery representa la energía total disponible en la batería.
En la expresión anterior, PWiFi representa la potencia consumida por el punto de acceso
instalado en el UAV y corresponde al valorP(ap) que se obtuvo como resultado de la función











donde g representa la gravedad, ηps es la eficiencia de propulsión, NR es el número de
rotores, rp representa el radio de los rotores, y ρa representa la densidad del aire. Salvo
ηps, que es variable (aunque suele aproximarse por una constante) y requiere estimación o
determinación experimental [106], el resto de valores son conocidos u obtenibles a partir
de los manuales del fabricante.
5.4 Búsqueda heurística
A pesar de que la búsqueda exhaustiva permite hallar la solución óptima en escenarios
sencillos, su uso en escenarios reales queda descartado dada su costosa resolución [20]; por







soluciones, lo cual demuestra una nula escalabilidad. A pesar de que existe gran
variedad de métodos meta-heurísticos, hemos optado por utilizar un algoritmo genético
dada su contrastada efectividad en la resolución de problemas de ámbito similar, como
el diseño de redes [108], o el despliegue de UAVs [109,110]. En este tipo de algoritmos,
una población inicial de posibles soluciones (individuos) se evalúa y son modificados
artificialmente mediante la aplicación de una serie de operadores evolutivos (e.g., selección,
mutación, cruce).
El Algoritmo 5.4 presenta un pseudocódigo del algoritmo de búsqueda implementado,
que comienza buscando soluciones para D = 1 drones, aumentando dicho valor hasta dar
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con una solución sub-óptima. Para cada valor de D, el algoritmo genético busca la mejor
solución que satisfaga las restricciones impuestas. Para ello, en primer lugar crea una po-
blación inicial de soluciones candidatas (individuos) y se almacena en I . A continuación,
cada individuo contemplado en I es evaluado ( fobj) y se comprueba el cumplimiento de
las restricciones (e.g., C, R). Tras la evaluación de cada individuo, se prepara la siguiente
generación aplicando una serie de operaciones evolutivas (e.g., selección de individuos
élite, Crossover-and-Mutation, Self-Reproduction & Mutation). Este proceso se repite
hasta satisfacer un criterio de salida (e.g., el valor de f ∗obj no mejora sustancialmente en 20
generaciones).
Input: P , U , {wk}, Dmax, Cmin, Rmin
Output: L ∗ (location), f ∗obj (obj. value)
Initialization :D = 0, L ∗ =∅, f ∗obj = Inf
1 while
(




/* Initial population */
3 I = GA_Populate (D, U , {wk}, P);
4 while !(exit criteria met) do
/* Evaluation */
5 for individual i = 1 to |I | do










obj and C ≥Cmin and R≥ Rmin
)
then
9 L ∗ = X ;
10 f ∗obj = fobj(i);
11 end
12 end
/* Prepare next generation */
13 I = GA_NextGen (I , P);
14 end
15 end
Algoritmo 5.4 Algoritmo de búsqueda heurística
5.4.1 Población inicial: GA_Populate
En el Algoritmo 5.4, la primera generación de cada valor de D es generada de manera
pseudo-aleatoria2. Según [111], una población inicial no totalmente aleatoria, sino di-
señada a propósito para que los individuos satisfagan mejor la función objetivo, puede
mejorar el rendimiento del algoritmo genético. Por este motivo, utilizamos el método
k-means, que agrupa los usuarios minimizando la distancia media al centroide del grupo
(i.e., cluster) al que pertenecen, tal como se representa en la Figura 5.4. Una vez que el
espacio bidimensional se ha dividido en D clusters, se crea un primer individuo cuya
posición (X-Y) coincide con la de los centroides, convirtiéndola en tridimensional al añadir
2 Experimentalmente, se ha elegido un tamaño de población de p = 200 individuos




+ centroid ground user area for UAV positioning
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Figura 5.4 Ejemplo de uso de k-means para encontrar las regiones de cada dron para
D = 4..
la altura media (Z) de la matriz de posiciones en P . El resto de individuos (p− 1) se
distribuyen uniformemente alrededor de los centroides. Para ello, se consideran regiones
tridimensionales (i.e., cubos) alrededor de cada centroide, con un volumen igual a la
d-ésima parte del volumen total del escenario (e.g., P).
Para garantizar la convergencia, las regiones generadas por el k-means no se tendrán
en cuenta para posteriores generaciones, de modo que los drones podrán pasar a estar
ubicados en cualquier punto en P sin restricción.
5.4.2 Generaciones sucesivas: GA_NextGen
Excepto la población inicial, el resto de generaciones son creadas aplicando operadores
genéticos (e.g., mutación, cruce) sobre la anterior. Para ello, se parte de la evaluación de
cada individuo y se crea como sigue a continuación:
• Individuos élite. El 5% de los individuos de la nueva generación serán los mejores
de la anterior. De este modo, se garantiza que los mejores individuos no se pierden.
• Crossover-and-Mutation (CM). El 80% restante se genera aplicando la operación
CM, que consiste en combinar los genes de dos individuos de la generación anterior
(i.e., padres), y aplicar, con una probabilidad muy baja (pCMm ), una mutación.
Para la elección de padres, se ordenan los individuos de la generación anterior según
su puntuación (i.e., valor de la función objetivo). A continuación, se define una
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nueva puntuación para cada individuo, 1/
√
n, basada en su posición en el ranking,
n. Finalmente, se realiza una selección estocástica uniforme de los padres. De este
modo, los mejores individuos tienen mayor probabilidad de ser escogidos.
• Self-Reproduction and Mutation (SRM). El resto de individuos se crean aplicando
mutación sobre individuos de la generación anterior. Para ello, se escogen a partir
de la selección estocástica uniforme anteriormente descrita, y se les aplica una
mutación con probabilidad pSRMm . Experimentalmente, se ha comprobado que cuando
pSRMm > p
CM
m , se obtiene una mejor convergencia. La mutación consiste en cambiar
uno de los genes aleatoriamente.
5.5 Resultados numéricos
El Algoritmo 5.4 (i.e., búsqueda heurística) ha sido implementado en Matlab y posterior-
mente resuelto en una serie de experimentos. Se plantean tres escenarios diferentes según
la función objetivo escogida para el problema de la Ecuación 5.1:
• Situaciones de emergencia, minimizando el consumo energético de los terminales
VoWiFi de los usuarios (Ecuación 5.2).
• Entornos no críticos, en los que se busca maximizar la cobertura mientras se intro-
duce una probabilidad de bloqueo de llamada (Ecuación 5.3).
• Escenarios de larga duración, en los que se pretende minimizar la tasa de despliegue
de drones por unidad de tiempo (Ecuación 5.4).
En todos los escenarios anteriores se tomarán los parámetros por defecto mostrados en
la Tabla 5.1, salvo que se especifique lo contrario.
Tabla 5.1 Parámetros de entrada por defecto.
IEEE Standard Traffic Constraints Energy
Revision 802.11n Calls/hour 1 RSSImı́n -82 dBm ρ
(ap)
tx 16 W ρ
(sta)
tx 2.5 W
GI 800 ns Length 180 s SNRmı́n 20 dB ρ
(ap)
rx 9.7 W ρ
(sta)
rx 0.9 W
Preamble Short Codec G.711 Rmı́n 65 ρ
(ap)
idle 9.7 W ρ
(sta)
idle 0.11 W
CBW 20 MHz On/Off CBR Cmı́n 1 EBattery 60 Wh K 1
Retries 7 Interval 20 ms Bmáx 0 PHover 120 W
5.5.1 Situaciones de emergencia
En este escenario, se utiliza la función objetivo dada por la Ecuación 5.2, que busca
minimizar la energía consumida por las estaciones VoWiFi (usuarios), con los parámetros
por defecto mostrados en la Tabla 5.1. Para comprobar su correcto funcionamiento y la
correlación entre las características del escenario y el consumo energético, en la Figura 5.5
se propone variar el número de usuarios (de 10 a 100) en dos terrenos diferentes (100 y
10 000m2). A priori, se espera que el consumo energético sea proporcional al número de
usuarios por UAV, ya que aumentan el número de colisiones en la red de acceso WiFi. De
la Figura 5.5 se pueden extraer las siguientes conclusiones:
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• En la superficie pequeña, en algunos incrementos de usuarios el consumo de las
estaciones decrece (e.g., entre 20 y 30 usuarios en la Figura 5.5b), lo que puede
parecer anti-intuitivo. Esto se debe al aumento en el número de drones (ver Figu-
ra 5.5a), lo que confirma la hipótesis de la relación proporcional entre el número de
usuarios asociados a un UAV y su energía.
• Los usuarios del escenario pequeño exhiben un mayor consumo energético por
debajo de los 60 usuarios. Esto se debe a que en el escenario pequeño, el número de
UAVs es menor ya que no existen problemas de cobertura por atenuación de señal
(i.e., menos distancia de propagación), por lo que el número de usuarios por UAV
es mayor.
• Ambas curvas invierten ligeramente su comportamiento a partir de 70 usuarios. Esto
se debe a que, aunque ambos igualan el número de UAVs necesarios, en el escenario
de mayores dimensiones es necesario que los UAVs alcancen una mayor altura para
satisfacer las restricciones de señal, por lo que las modulaciones utilizadas son más
lentas y, en definitiva, el consumo energético es mayor.


































































Figura 5.5 Situaciones de emergencia: función objetivo, consumo y altura media de los
UAVs.
Una vez identificada la relación entre el consumo energético, la calidad de servicio y la
altura media de los drones, se propone controlar el consumo energético de los siguientes
modos:
• Limitando la altura de los UAVs. En este caso, se plantea un escenario de 10 000m2
y se varía el número de usuarios de 10 a 100. Además, se repite el escenario con tres
límites de altura diferentes para los UAVs: hmax = {10,25,40}m. Los resultados
mostrados en la Figura 5.6 demuestran que cuanto menor sea la altura máxima
permitida, menor es el consumo energético de las estaciones ya que el número de
usuarios cubiertos por UAV es menor y, en consecuencia, se necesitan más UAVs
para cubrir el mismo escenario.
• Restringiendo la QoS. En este experimento, se dispone una superficie pequeña de
100m2 y se varía el número de usuarios de 10 a 100. El experimento se resuelve
para tres límites de QoS diferentes: Rmin = {70,75,80}. Los resultados se ilustran
en la Figura 5.7, que demuestra que cuanto mayor es la calidad exigida, menor es
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Figura 5.6 Situaciones de emergencia: restringiendo la altura de los UAVs.
el número de usuarios que puede cubrir cada UAV y, en consecuencia, menor es
el consumo energético de las estaciones. Además, una mayor calidad exigida se
traduce en exigir modulaciones más rápidas por lo que los tiempos de acceso al
canal WiFi son menores.
















































































Figura 5.7 Situaciones de emergencia: restringiendo la QoS.
5.5.2 Entornos no críticos
En este escenario, se busca minimizar el número de drones desplegados incluyendo una
probabilidad de bloqueo (Bmax = 0.05) y maximizando el número de usuarios cubiertos
(Cmin = 0.9). Para ello, se propone evaluar la evolución de la función objetivo según la
dispersión de los usuarios (i.e., m2/usuario). En la Figura 5.8 se resuelven dos escenarios:
limitado en cobertura y limitado en calidad, en el que se estudian las revisiones del estándar
IEEE 802.11 propuestos en la Tabla 5.2.
• Limitado en cobertura. Se varía la dispersión de usuarios de 1 a 100 m2/usuario
manteniendo un número fijo de U = 100 usuarios. En este tipo de escenarios,
se espera que el número de drones aumente, principalmente, para satisfacer las
condiciones de cobertura dadas por Cmin. En la Figura 5.8a se puede observar que
ante una mayor dispersión, las revisiones a 5GHz ofrecen peores resultados debido
a las pérdidas en propagación. Otro efecto observable es el impacto negativo de
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usar anchos de banda de canal mayores, que también aumenta el número de UAVs a
desplegar.
• Limitado en calidad. Se fija un terreno de dimensiones muy reducidas (5m×5m) y
se aumenta el número de usuarios de 25 a 100, logrando escenarios muy densos (de
1 a 0.25m2/usuario). En este tipo de escenarios se espera que el número de UAVs
aumente para satisfacer las restricciones de QoS (Rmin). En la Figura 5.8b se ilustran
los resultados, que demuestran que todas las revisiones ofrecen un comportamiento
similar y que no se logra aprovechar las mejoras en velocidad de las revisiones más
modernas (e.g., IEEE 802.11 ac).
En ambos escenarios, las revisiones 802.11 g/n ofrecen un buen equilibrio entre cober-
tura y QoS, requiriendo el menor número de drones en cualquier caso.
Tabla 5.2 Revisiones consideradas de IEEE 802.11.





5 GHz 20 MHz 802.11a160 MHz 802.11ac
































(a) Escenario limitado en cobertura.


































(b) Escenario limitado en calidad.
Figura 5.8 Entornos no críticos: influencia de la dispersión.
5.5.3 Escenario de larga duración
En este escenario, se utiliza la función objetivo descrita en Ecuación 5.4, que minimiza el
número de drones necesarios por unidad de tiempo (e.g., UAVs/hora). En este experimento,
se varía el número de usuarios (de 10 a 100) en dos terrenos (100 y 10 000m2). Además,
se exige una cobertura mínima de Cmin = 0.9, manteniendo el resto de parámetros de la
Tabla 5.1. La Figura 5.9 muestra los resultados obtenidos para ambos escenarios respecto
a la función objetivo, consumo medio de la interfaz radio de los UAVs, y reparto del
consumo total.
La Figura 5.9a muestra que los escenarios con mayor dispersión de usuarios (m2/usuario)
afectan negativamente a la tasa de reemplazo de drones. Además, los resultados indican
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(a) Función objetivo (UAVs/hora).






















(b) Potencia comunicaciones (media).

































(c) Potencia total (suma).
Figura 5.9 Escenario de larga duración: función objetivo y consumo.
que el tiempo medio de los UAVs, bajo los parámetros listados en la Tabla 5.1, ronda los
25 minutos.
La Figura 5.9b muestra la potencia media que los UAVs destinan a las comunicaciones
inalámbricas. En esta gráfica se observan dos comportamientos:
(a) Por debajo de 50 usuarios, el escenario más pequeño presenta un mayor consumo.
Esto se debe a que en el escenario más grande, los drones disponen de una mayor
superficie sobre la que posicionarse y pueden alejarse para excluir hasta (1−Cmin) ·
U usuarios, minimizando el tráfico que cursan los UAVs y su consumo.
(b) A partir de 50 usuarios, el comportamiento se invierte. Esto se debe a que el
escenario mayor requiere unamayor altura de los UAVs y, en consecuencia, aumenta
el consumo destinado a las comunicaciones (e.g., peor tasa física).
Finalmente, la Figura 5.9c representa el consumo total de todos los UAVs desplegados
y su desglose de potencias (e.g., vuelo y comunicaciones). En el experimento propuesto,
la potencia de las comunicaciones representa entre el 14% y 16% de la potencia total
consumida, escalando con la densidad de usuarios.
5.6 Conclusiones
En esta sección se ha propuesto un nuevo problema de optimización del posicionamiento
de UAVs para dar un servicio de VoWiFi con garantías de calidad. El problema propuesto
minimiza una función objetivo personalizable (e.g., coste, energía) según los siguientes
casos de uso: (a) situaciones de emergencia, (b) entornos no críticos, y (c) escenarios de
larga duración.
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Los resultados obtenidos confirman la correlación entre el consumo energético y la
congestión de la red WiFi, lo que puede deberse al incremento de colisiones en el medio.
Además, los resultados sugieren que la frecuencia y ancho de banda utilizados (según la
revisión del estándar) influyen en la cobertura del servicio, es decir, a menor frecuencia
y ancho de banda, mayor es el alcance de la señal. Finalmente, se deduce que la energía
consumida por el UAV en comunicaciones representa alrededor del 15% de la potencia
total consumida, por lo que minimizar este valor puede ser clave en despliegues de larga
duración.

6 Control de admisión de llamada
unificado
En esta sección se presenta un nuevo mecanismo de admisión de llamadas (Call Admis-sion Control o CAC) para VoIP en entornos corporativos bajo un mismo dominio de
gestión, válido independientemente de la red de acceso de los usuarios (i.e., WiFi, Ether-
net). El sistema CAC propuesto, Unified CAC (U-CAC) [21], puede ser implementado en
una pasarela o proxy de VoIP y sólo utiliza protocolos estándares (e.g., SIP, SNMP), de
modo que no se requiere ninguna modificación en los terminales VoIP ni en los puntos de
acceso.
Se presentan dos variantes del mecanismo de admisión: básico y avanzado. En el modo
básico, la admisión de nuevas llamadas se basa en la disponibilidad de circuitos y en el
impacto que la nueva llamada tendría en la calidad de las redes WiFi de acceso, si las
hubiera. El modo avanzado, en cambio, intenta disminuir la carga de tráfico mediante la
reconfiguración de las llamadas en curso, antes de rechazar la llamada. Los resultados
obtenidos indican que el número de llamadas simultáneas con garantías de calidad se
incrementan con el uso del U-CAC. De hecho, bajo el modo avanzado de operación, el
número de llamadas simultáneas puede doblarse con respecto al modo básico.
6.1 Introducción
En su evolución, la tecnología VoIP se ha adoptado tres casos de uso principales: (a) ope-
radores de telefonía, (b) uso doméstico a través de Internet, y (c) uso corporativo. En
general, cada contexto cuenta con sus propias necesidades y ha adaptado la tecnología
de VoIP para suplirlas. Respecto a su uso corporativo, antes de la llegada de VoIP las
organizaciones adquirían centrales privadas automáticas (PABX) para reducir costes y
ofrecer comunicaciones internas gratuitas. Los PABX incluían un CAC (Call Admission
Control) que rechazaba llamadas si las líneas PSTN estaban ocupadas [112]. Con la llegada
de VoIP, los nuevos PABX comenzaron a integrar pasarelas SIP1 y, en consecuencia, los
1 Según [113], más del 50% de los PABXs en el mundo soportaban VoIP en 2008.
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teléfonos IP comenzaron a sustituir a los terminales convencionales como se ilustra en la
Figura 6.1. La QoS en la sección cableada de la red (LAN) puede ser garantizada mediante
la priorización y la reserva de ancho de banda [114] para el tráfico de voz. Sin embargo, la
garantía de calidad en la sección WLAN no es trivial.






Figura 6.1 Ejemplo de uso de VoIP en dominio corporativo.
Tal como se introdujo en el Capítulo 2, la revisión IEEE 802.11e del estándar incluye
nuevos mecanismos, como la priorización de tráfico [29], que permiten controlar la QoS.
Sin embargo, si la carga de tráfico superase la capacidad disponible, los mecanismos
anteriores no permitirían garantizar una QoS mínima, por lo que el rendimiento general
de la red sería gravemente perjudicado [115, 116]. Por este motivo, el estándar define
un mecanismo de control de acceso (Access Control Mandatory o ACM) que establece
un número máximo de conexiones para prevenir la saturación [5, 117]. No obstante, el
estándar no recoge ningún algoritmo que defina el número máximo de conexiones.
Durante los últimos años se han propuesto numerosos algoritmos de CAC para VoWiFi.
Según la clasificación de [5], éstos pueden basarse en mediciones del rendimiento de
la red, modelos analíticos, o ambos. Los algoritmos basados en mediciones observan el
rendimiento de la WLAN, ya sea de forma activa [118,119] o pasiva [120], y toman una
decisión basada en el estado de la red. Por otro lado, los algoritmos basados en modelos
analíticos, predicen el rendimiento de la red utilizando modelos analíticos de la sub-capa
MAC de 802.11 [38, 54], o teletráfico [121, 122]. Algunos algoritmos basados en modelos
aprovechan la predicción para optimizar parámetros de nivel de enlace [54,55], agregar
tramas [38], o controlar la tasa física de flujos de baja prioridad [55] para incrementar el
número de llamadas simultáneas.
La Tabla 6.1 resume el estado del arte respecto a algoritmos de control de admisión
para VoWiFi, clasificados según su naturaleza (i.e., basado en mediciones, modelos o
ambos). Por otro lado, se representa las modificaciones necesarias para su implementación
(e.g., terminales, puntos de acceso, etc.), así como su compatibilidad con PSTN o redes
celulares. Por último, se muestran mejoras opcionales para la optimización de recursos
(e.g., agregación de tramas a nivel de enlace o aplicación, etc.) y las suposiciones sobre
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las características del medio y las comunicaciones. Como se puede observar en la tabla,
la mayoría de las propuestas requieren la modificación de los terminales [118, 119] y/o
APs [38,54,55,123,124], lo cual imposibilita su integración en infraestructuras existentes.
Por otro lado, el conjunto de suposiciones realizadas en la mayoría de las propuestas
invalida su uso en un entorno no controlado.
Tabla 6.1 Estado del arte de CAC para VoWiFi.
Proposals U-CAC [54] [125] [55] [124] [126] [38] [127] [121] [122] [128] [118] [129] [119] [123] [120]
Nature Model-based X X X X X X X X X X – – – – X XMeasure-based X – – – – – – – – – X X X X X X
Mods.
Endpoints – – – – – – – – – – – X – X X X
Access Points – X – X X – X – – – – – – – X –
GW/Proxy X – – – – – – – – – – – – – – –
Dedicated element – – – – – – – – – – X – X – – –
Unspecified – – X – – X – X X X – – – – – –
PSTN support X – – – – – – – – – – – X – – –
Cellular support – – – – – – – – – – – – X – – –
Opt. Application-level X – – – – – – – – – – – – – X –Link-level – X – X – – X – – – – – – – – –
Multi-rate stations X – – – – X – X – X X X X X – X
Heterogeneus VoIP X – – X X X – X X – X X X X X X
Channel errors X – X – – X – X – – X X X X – X
Contribuciones En esta sección se propone un sistema que integra un control de
admisión de llamadas único para las WLANs y PSTN para el uso corporativo de VoIP. El
sistema propuesto se ha llamado Unified CAC (U-CAC) y sus principales características
son:
• La función de admisión reside en una misma entidad que puede ser integrada
en la pasarela o proxy VoIP. No es necesario incluir un nuevo dispositivo como
en [128,129].
• Su implementación no requiere cambios en los terminales VoIP o en los puntos de
acceso, ya que se utilizan protocolos estándares comúnmente soportados.
• La admisión de nuevas llamadas se basa en una estimación de la calidad de las
conversaciones considerando la aceptación de la nueva llamada. Utilizamos un
modelo analítico asistido por mediciones (e.g., SNR, tasa física), que obtiene la
información necesaria tanto de los mensajes SIP, como de los puntos de acceso
involucrados en la llamada.
• U-CAC incluye dos modos de operación. En el modo básico, se aceptan o rechazan
llamadas según su impacto en la calidad de las conversaciones en curso. En el modo
avanzado, se trata de reconfigurar las llamadas en curso para reducir el tráfico de la
red antes de descartar una nueva llamada.
Los resultados de este trabajo pueden ser directamente aplicados a escenarios corporati-
vos en los que todos los elementos involucrados se encuentran bajo un mismo dominio de
gestión.
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6.2 Escenario de aplicabilidad y visión general
En la Figura 6.2 se ilustra un ejemplo de infraestructura VoIP en un escenario corporativo.
En la figura, se clasifican los elementos de la red en tres capas:
• Capa VoIP. Representa el nivel de aplicación del servicio VoIP. Los elementos en esta
capa son los terminales VoIP, y una pasarela o proxy VoIP que cursa los mensajes
de señalización SIP e interopera con PSTN. Los terminales de VoIP implementan
un conjunto de códecs conocidos anunciados en los mensajes SIP (e.g., INVITE,
200 OK) mediante SDP (Session Description Protocol) [130].
• Capa WLAN. En este nivel se encuentran los puntos de acceso y sus controladores.
Se presupone que ambos implementan el popular protocolo SNMP (Simple Network
Management Protocol) [131] y una MIB (Management Information Base) que
ofrezca información a nivel físico (e.g., SNR y MCS).
• Capa LAN. Esta capa se compone de conmutadores Ethernet de alta velocidad y
un router WAN. Dadas las velocidades alcanzadas hoy en día en las redes Ethernet,
es posible asumir que el impacto de las LAN cableadas en la QoS de VoIP es

























Figura 6.2 Capas de QoS en entornos corporativos.
6.2.1 Visión general del U-CAC
El U-CAC se ha diseñado para ser implementado en la pasarela o proxy VoIP2. De este
modo, el sistema puede observar, modificar o generar mensajes SIP enviados desde o
hacia los elementos de la capa VoIP; y también comunicarse con los elementos de la
capa WLAN (puntos de acceso o controladores) mediante SNMP. En la Figura 6.3 se
representan los bloques internos del U-CAC:
2 El software más popular (e.g., asterisk [132], freePBX [133]) incluye métodos orientados a la integración de
código personalizado externo.
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• Call Context. Este componente observa los mensajes SIP generados o recibidos por
los terminales VoIP, por lo que puede detectar el inicio o finalización de llamadas
[134]. Cuando se detecta una nueva llamada (1), se extrae información sobre la
llamada (e.g., origen, destino, parámetros). Luego, se solicita al bloque APQuery
que obtenga información sobre las estaciones asociadas a los APs involucrados en la
nueva llamada. Tras obtener dicha información (4), se actualiza en la base de datos
(5).
• APQuery. Este bloque es responsable de obtener información de capa física de las
estaciones afectadas desde los puntos de acceso involucrados en una llamada. A
través de SNMP, se obtienen (3) todos los AP(s) involucrados en una nueva llamada.
Luego, si aplica, se pregunta a dichos AP(s) información sobre la SNR y la tasa
física utilizada.
• Database. Esta base de datos guarda información sobre las llamadas en progreso o
pendientes. Para cada llamada, se almacena su información (e.g., origen, destino,
contenido, AP(s) involucrados, SNR y tasa física). El algoritmo de decisión utilizará
posteriormente esta información.
• CAC decision. Cada llamada entrante ejecuta (6) el algoritmo de decisión, que utiliza
un modelo analítico que predice la calidad resultante si se aceptase la llamada. El
algoritmo toma una decisión basado en la disponibilidad de líneas PSTN (CAC
tradicional), y la QoS resultante que se obtendría si se aceptase la nueva llamada.














APs / AP controller
(3) SNMP
Figura 6.3 Componentes del U-CAC.
6.2.2 Ejemplo básico de operación
En la Figura 6.4 se presentan dos ejemplos básicos del U-CAC haciendo referencia a los
terminales representados en la Figura 6.3.
La Figura 6.4a ilustra el primer caso (desde A hasta E). El bloque Call Context (1)
detecta una llamada hacia un destino PSTN y se espera hasta que los mensajes Q.931
confirman que la llamada se ha aceptado. Luego, los AP(s) involucrados en la llamada se
consultan mediante SNMP para obtener información de capa física sobre las estaciones
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asociadas (3). Esta información es devuelta al bloque Call Context, el cual actualiza la
base de datos (5). Finalmente, el algoritmo de decisión es ejecutado (6) y, tras aceptar la
llamada, los mensajes SIP continúan hasta completar el establecimiento.
La Figura 6.4b muestra otro ejemplo en el que una llamada entre los terminales A y
C (ambos VoWiFi) es rechazada. El U-CAC identifica una nueva llamada entrante (1) y,
tras extraer la información adscrita, se sondean los APs involucrados mediante SNMP (3).
Esta información se devuelve al bloque Call Context (4) y se actualiza la base de datos de
llamadas (5). Finalmente, se ejecuta el algoritmo de decisión (6). En este caso, la llamada
es rechazada generando un mensaje SIP CANCEL hacia la entidad llamada, y un mensaje
480 Temporary Unavailable hacia la entidad llamante.
A pesar de no mostrarse en la Figura 6.4, el bloque Call Context también identifica la




















































(b) Rechazar llamada entrante.
Figura 6.4 Ejemplo de señalización en U-CAC.
6.3 Algoritmos de decisión
Tal como se mencionó con anterioridad, se presentan dos variantes del algoritmo: modo
básico, que decide si aceptar o no una llamada según la calidad de servicio resultante;
y modo avanzado, que antes de rechazar una llamada trata de reducir el tráfico de las
llamadas en curso mediante su reconfiguración.
6.3.1 U-CAC: modo básico
El Algoritmo 6.1 muestra un pseudocódigo del algoritmo de decisión en su modo básico de
operación. En el pseudocódigo, los AP(s) asociados con el origen y destino de la llamada
(NULL si no existen) se representan por APs y APd respectivamente, y Ωs y Ωd representan
el conjunto de llamadas en curso en los respectivos APs.
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El algoritmo comienza comprobando la disponibilidad de circuitos disponibles en el
caso de que una nueva llamada se destine a PSTN. Luego, se llama la función Solve-
VoWiFi (ver Algoritmo 4.1 del Capítulo 4) para estimar la calidad de servicio resultante si
se aceptase la nueva llamada. Si dicha calidad es aceptable (R≥ Rmin), la nueva llamada
se acepta, rechazándola en caso contrario.
Input: APs, APd , Ωs, Ωd , caller, callee, Rmı́n
Output: response (i.e., 200 OK or 480 Temporary unavailable)
Initialization :Rs = Rmı́n, Rd = Rmı́n, SpareCircuit= True
1 if callee is PSTN and no available circuits then
2 SpareCircuit= False;
3 else
4 if APs 6= NULL then
5 if APd 6= NULL then
6 if APs = APd then
7 Rs = Solve-VoWiFi(Ωs ∪ caller ∪ callee);
8 else
9 Rs = Solve-VoWiFi(Ωs ∪ caller);
10 Rd = Solve-VoWiFi(Ωd ∪ callee);
11 else
12 Rs = Solve-VoWiFi(Ωs ∪ caller);
13 else if APd 6= NULL then
14 Rd = Solve-VoWiFi(Ωd ∪ callee);
15 if Rs ≥ Rmı́n and Rd ≥ Rmı́n and SpareCircuit then
/* Accept call */
16 response = 200 OK;
17 else
/* Reject call */
18 response = 480 Temporary unavailable;
19 return response;
Algoritmo 6.1 U-CAC: modo básico
6.3.2 U-CAC: modo avanzado
La idea que persigue el modo avanzado de operación es que antes de rechazar una nueva
llamada, el U-CAC intenta reducir el tráfico de las WLAN haciendo que las llamadas en
curso cambien a un códec con mayor compresión, o aumentando el número de tramas de
voz en cada paquete. Todos los cambios pueden anunciarse mediante SIP y, al reducir el
tráfico ofrecido a la red, las probabilidades de aceptar la nueva llamada son mayores.
La Figura 6.5 muestra un ejemplo del modo avanzado de operación. En este ejemplo,
se presupone un intento de llamada desde el terminal A al D. En el ejemplo, se solicita
a otros clientes VoWiFi asociados al AP1 que modifiquen su configuración de llamada.
Finalmente, la nueva llamada es aceptada con una configuración distinta a la propuesta
originalmente (G.729 y 5 tramas de voz por paquete). Tras confirmarse los cambios, la
66 Capítulo 6. Control de admisión de llamada unificado

































Figura 6.5 U-CAC: modo avanzado (aceptar tras reconfigurar).
Dado que una mayor compresión o retardo implica un impacto negativo en la cali-
dad ofrecida, el algoritmo intenta minimizar el número de cambios en las llamadas. El
procedimiento realizado por el algoritmo se representa en forma de pseudocódigo en
el Algoritmo 6.2. Para una llamada i, codec(i) y nfpp(i) representan su códec y número
tramas de voz por paquete. El algoritmo comienza similar al modo básico de operación,
comprobando la disponibilidad de líneas PSTN, localizando y actualizando la información
de los AP(s) involucrados y estimando su calidad R si se aceptase la nueva llamada. Si la
restricción de calidad no se cumpliese, el algoritmo selecciona una de las llamadas al azar
e intenta reconfigurar su códec y agregación de entre los disponibles según el contenido
SDP. Este proceso se repite hasta que la calidad mínima es garantizada y se acepta la nueva
llamada, o se agotan todas las posibilidades y finalmente se rechaza sin modificar ninguna
llamada en curso.
6.4 Resultados
En esta sección se analiza el rendimiento del U-CACmediante simulación. Se prueba cómo
el U-CAC puede ofrecer garantías de calidad de servicio al rechazar aquellas llamadas que
puedan perjudicar al rendimiento general de la red, y se compara su rendimiento con la
ausencia de CAC.
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Input: APs, APd , Ωs, Ωd , caller, callee, Rmı́n
Output: response (i.e., 200 OK or 480 Temporary unavailable)
Initialization :Rs = Rmı́n, Rd = Rmı́n, SpareCircuit= True
/* Analogous to Algorithm 6.1 */
1 if callee is PSTN and no available circuits then
2 SpareCircuit= False;
3 else
4 if APs 6= NULL then
5 if APd 6= NULL then
6 if APs = APd then
7 Ω′s = Ωs ∪ caller ∪ callee;
8 else
9 Ω′s = Ωs ∪ caller;
10 Ω′d = Ωd ∪ callee;
11 else
12 Ω′s = Ωs ∪ caller;
13 else if APd 6= NULL then
14 Ω′d = Ωd ∪ callee;
15 Rs = Solve-VoWiFi(Ω
′
s);
16 Rd = Solve-VoWiFi(Ω
′
d);
/* For each involved Access Point */
17 for n ∈ {s, d} do
18 if APn 6= NULL then
19 Ω = Ω′n; // Calls to be optimized
20 while Rn < Rmı́n and Ω 6=∅ do
21 i = choose random call in Ω;
22 if nfpp(i) < 5 then
23 nfpp(i) = nfpp(i)+1;




28 Ω = Ω−{i}; // Call optimized






33 if Rs ≥ Rmı́n and Rd ≥ Rmı́n and SpareCircuit then
/* Accept call */
34 distribute new settings to all calls;
35 response = 200 OK;
36 else
/* Reject call */
37 response = 480 Temporary unavailable;
38 return response;
Algoritmo 6.2 U-CAC modo avanzado
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A pesar de que los trabajos mostrados en la Tabla 6.1 no se diseñaron para trabajar en la
pasarela o proxy VoIP, se ha decidido comparar el U-CAC con el CAC propuesto en [38]3,
llamado AFA-CAC, dado sus similitudes con el modo avanzado del U-CAC (i.e., reducción
del tráfico de la red, uso de modelos analíticos). La optimización del tráfico es llevada a
cabo mediante la agregación de tramas a nivel de enlace (i.e., MSDU, MPDU). Por tanto,
una comparativa entre el modo avanzado del U-CAC y AFA-CAC puede ser interesante
no sólo para destacar los beneficios del U-CAC, sino para mostrar las ventajas de reducir
el tráfico a nivel de aplicación (códec y tramas de voz por paquete) en lugar de a nivel de
enlace (MSDU, MPDU) en términos de efectividad y simplicidad.
6.4.1 Metodología y parámetros
Se define un escenario en el que un conjunto de estaciones VoWiFi realizan llamadas
a usuarios PSTN. En él, se estudia el rendimiento con las siguientes configuraciones:
a) U-CAC (modo básico), b) U-CAC (modo avanzado), c) AFA-CAC, y d) sin CAC.
Los algoritmos de CAC anteriores se han implementado en el simulador ns-3 como una
entidad lógica independiente con capacidad de aceptar, rechazar o modificar cualquier
llamada. Durante la simulación, la calidad (R) es evaluada cada 5 segundos según las
pérdidas y retardo experimentadas. Según su calidad, cada llamada se clasifica como fallida
si la calidad cae por debajo de un umbral (R < Rmin) durante dos muestras consecutivas,
o exitosa en caso contrario. Finalmente, se define el número de llamadas satisfactorias
como:
Success [%] = 100 · Callssucceeded
Callsaccepted+Callsrejected
(6.1)
donde Callssucceeded representa el número de llamadas exitosas, Callsaccepted el número de
llamadas aceptada y Callsrejected las llamadas rechazadas.
En la simulación, se varía el número de terminales VoWiFi (de 10 a 130) y se disponen
alrededor del punto de acceso formando un círculo a una distancia de 5 metros. Cada
usuario VoWiFi realiza una llamada a una entidad conectada vía Ethernet al punto de
acceso, que representará un usuario PSTN.
Cada estación VoWiFi implementa el estándar 802.11n, y está configurada para trabajar
en la modulación más lenta (i.e., 6.5Mbps) para acelerar los efectos de saturación de
la red. Además, cada terminal dispone de la lista de códecs mostrada en la Tabla 6.2.
Ambos códecs son comunes en dispositivos comerciales (e.g., Grandstream WP820,
Spectralink Series 84), además de ser frecuentemente comparados y estudiados en la
literatura [50,74]. Mientras que G.711 ofrece una mayor calidad al evitar compresión o
retardos adicionales, G.729 está diseñado para funcionar bajo un ancho de banda limitado
incluyendo compresión, lo que limita la calidad.
Se ha simulado el escenario durante 1 hora (con 10 repeticiones para generar un intervalo
de confianza del 95%), durante el cual las estaciones realizan 5 llamadas de 3 minutos de
duración distribuidas aleatoriamente a lo largo de la simulación. La frecuencia y duración
3 Se ha implementado el algoritmo propuesto en [38], pero utilizando la misma expresión de τ que en U-CAC
para realizar una comparativa más justa.
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Tabla 6.2 Listado de códecs disponibles.
Codec Priority Frame Ie Bpl
nfpp
size Default Max.
G.711 1 80 B 0 25.1 2 5
G.729 2 10 B 10 19 2 5
de las llamadas, que definen la intensidad de tráfico, ha sido elegida para observar la
influencia del CAC en un rango lógico de usuarios.
6.4.2 Resultados
La Figura 6.6 muestra el porcentaje de llamadas exitosas (ver ecuación 6.1) para cada
mecanismo de CAC. Sin control de admisión, el porcentaje desciende de 100% a 5%
cuando el número de usuarios asciende de 30 a 70. Observe que, con 80 usuarios, todas las
llamadas fallarían sin el uso de CAC. Este porcentaje, en cambio, desciende a 40%, 20% y
0% con el uso del U-CAC (modo básico), AFA-CAC, y U-CAC (modo avanzado), respec-
tivamente. Esto demuestra que, en general, los mecanismos de CAC mejoran la capacidad
de la red para ofrecer garantías de QoS a un mayor número de clientes inalámbricos.
Desde otra perspectiva, si observamos un porcentaje de éxito concreto (por ejemplo,
90%), el modo básico del U-CACpuede soportar hasta 50 usuarios, mientras queAFA-CAC
y el modo avanzado del U-CAC pueden gestionar hasta 65 y 130 usuarios, respectivamente.
Los resultados sugieren que el modo avanzado del U-CAC ofrece el mejor rendimiento de
entre las alternativas probadas.


























Figura 6.6 Porcentaje de llamadas satisfactorias.
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A continuación, se observa con mayor detalle el comportamiento dinámico del modo
avanzado del U-CAC. La Figura 6.7a muestra el porcentaje de tiempo que cada códec
es usado durante las simulaciones. A partir de los 40 usuarios, G.711 (64Kbps) es gra-
dualmente reemplazado por G.729 (8Kbps), liberando recursos de red y permitiendo la
aceptación de más llamadas. La Figura 6.7b muestra cómo la agregación de tramas de voz
a nivel de aplicación logra reducir aún más el ancho de banda (i.e., reduciendo el volumen
de las cabeceras), incrementando aún más el número de llamadas simultáneas que pueden
soportarse. Finalmente, se puede observar una mayor agregación de tramas bajo G.729 ya
que, al ser más pequeñas que en G.711, pueden agregarse sin generar un impacto negativo
en la calidad de las llamadas.

















(a) Elección de códecs.
















(b) Número de tramas de voz por paquete (nfpp).
Figura 6.7 Selección de parámetros en U-CAC (modo avanzado).
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6.5 Conclusiones
En esta sección se ha propuesto un mecanismo de admisión de llamadas centralizado que
unifica la funcionalidad tradicional del CAC en PSTN y el control de admisión de WiFi
en un entorno corporativo. La propuesta, llamada U-CAC, no requiere de cambios en los
terminales finales sino que se implementa directamente sobre la pasarela o proxy VoIP.
Además, se utilizan protocolos estándares comúnmente implementados tanto en los AP
comerciales como en los terminales de los usuarios. Finalmente, se propone un modo
avanzado que, antes de rechazar una llamada entrante, trata de optimizar las llamadas en
curso (e.g., códec, nfpp) para liberar recursos de la red.
Los resultados obtenidos demuestran la efectividad del U-CAC. Mientras que en su
modo básico logra evitar la congestión de la red mediante el rechazo de llamadas, su modo
avanzado logra doblar el número de conversaciones que la red puede soportar.

7 Conclusiones y líneas de avance
Esta tesis presenta un nuevo modelo analítico para predecir el rendimiento, en térmi-nos de calidad y consumo energético, de una red WiFi bajo el tráfico de VoIP en
condiciones realistas. Además, se desarrollan dos nuevas aplicaciones en las que se utiliza
el modelo anterior: (a) el despliegue de UAVs equipados con puntos de acceso WiFi para
dar servicio de VoIP, y (b) un mecanismo de control de admisión de llamadas válido para
entornos corporativos.
El modelo analítico propuesto proporciona expresiones para el cálculo de la QoS y del
consumo energético de las estaciones y del punto de acceso. Mediante simulación, se ha
validado el modelo analítico propuesto y se confirma que puede ser utilizado para estimar
el rendimiento y consumo de un sistema VoWiFi realista.
Este modelo ha sido utilizado en un nuevo problema de optimización para el posiciona-
miento de los drones que minimiza diferentes factores (e.g., coste, consumo energético)
según el escenario considerado. Los resultados obtenidos muestran la influencia de la
revisión del estándar utilizado en la cobertura en términos de señal. Además, los resultados
demuestran la relación entre el consumo energético en la tarjeta de red, la calidad de las
conversaciones y la congestión de la red.
Finalmente, el modelo se utiliza como base para proponer un nuevo mecanismo de
control de admisión (CAC) para entornos corporativos. Esta propuesta no requiere el
uso de protocolos propietarios ni modificaciones en los terminales VoWiFi o puntos
de acceso. Además, proporciona interoperabilidad con WiFi y PSTN. Los resultados
obtenidos demuestran que el CAC evita la congestión de la red al rechazar llamadas si se
excede la capacidad de la red, llegando a doblar el número de conversaciones simultáneas
(i.e., capacidad VoIP) que la red puede soportar frente a su rendimiento sin CAC.
Tras el trabajo desarrollado en esta tesis se contemplan las siguientes líneas de avance.
En primer lugar, se propone la adaptación de un modelo analítico que contemple los
mecanismos de ahorro de energía propuestos en el estándar: PSM y U-APSD. En particular,
resulta de especial interés el desarrollo de un nuevo modelo para U-APSD, ya que es
la más aconsejable en el despliegue de servicios en tiempo real. No obstante, esta tarea
implica introducir nuevas características en el modelo que pueden disparar la complejidad
de resolución del mismo (e.g., EDCA, TXOP). Estos nuevos modelos analíticos podrán ser
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utilizados para extender las aplicaciones desarrolladas en esta tesis, o para el desarrollo
de nuevas aplicaciones como el ajuste dinámico de parámetros del códec (e.g., tiempo
de paquetización) para el ahorro de energía. Finalmente, en el contexto del despliegue
de servicios VoWiFi mediante UAVs, se propone ampliar el trabajo para introducir la
movilidad de los usuarios y desarrollar algoritmos que permitan reubicar los UAVs en
tiempo real.
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