Abstract
Introduction
World's climate is currently changing due to the increase of the greenhouse gases. Climate fluctuations are forecasted for the years to come. For a proper study of the upcoming changes, numerical simulations are needed. Imperfection of the models and global insufficiency of observations make it difficult to tune model parametrization with precision. Uncertainty on climate response to greenhouse gases can be investigated by performing an ensemble prediction. Within this approach, a set of simulations with varying parameters must be launched. Each simulation models the evolution of the present climate followed by the 21 st century. Comparing these simulations, we expect to better understand the relations between the variation in parametrization with the variation in climate sensitivity to greenhouse gases.
Our goal regarding the application is to continue the work of [2] . Once a proper model of the application is derived, appropriate scheduling heuristics are proposed, tested, compared, and then implemented within the DIET Grid middleware. Once the implementation done, we compare the simulations with real experiments realized on the Grid. * This work was developed with financial support from the ANR (Agence Nationale de la Recherche) through the LEGO project referenced ANR-05-CIGC-11.
The remainder of this paper is as follows. After a presentation of the application and the middleware which will be used in Section 2, we present a quick overview of related work in Section 3. Then, in Section 4, we present the heuristic methods we developed for Ocean-Atmosphere. Section 5 shows the results of simulations done to observe the behavior of our heuristic. Finally, in Section 6, we present real experiments performed on the Grid and the problems that arise with them before concluding in Section 7.
Software architecture
We firstly present in this section the application OceanAtmosphere which provides climate simulations, then the GridRPC middleware DIET.
Application: Ocean-Atmosphere
The proposed climate modeling application consists of executing simulations of present climate followed by the 21 st century, for a total of 150 years (scenario). A scenario combines 1800 simulations of one month each (150×12), launched one after the other. The results from the n th monthly simulation are the starting point of the (n+1) th monthly simulation. For the whole experiment, several scenarios must be performed. The number of months per scenario and the number of scenarios are chosen by the user.
A monthly simulation can be divided into a preprocessing phase, a main-processing parallel task, and a post-processing phase of analysis. Figure 1(a) shows the different tasks during the execution of a month simulation (nodes) and the data dependencies between two consecutive months (edges). The number after the name of each task represents a possible duration of the tasks in seconds.
During the pre-processing phase, input files are updated and gathered in a single working directory by concatenate atmospheric input files (caif) and the model parametrization is modified by modify parameters (mp).
The main task process coupled run (pcr) performs a one month integration of the climate model. This model is composed by an atmosphere (ARPEGE [4] ), an ocean and its sea-ice (OPA/NEMO [5] ), and a river runoff model (TRIP [6] ). The OASIS coupler [13] ensures simultaneous run of each element and synchronizes data exchanges. ARPEGE code is parallel (using MPI), while OPA, TRIP, and the OASIS coupler are sequential applications. With more than 8 processors allocated to ARPEGE the speedup stops. OPA, TRIP and OASIS each need a processor, so pcr needs from 4 to 11 processors to be able to work.
The post-processing phase consists of 3 tasks: a conversion task convert output format (cof) where each diagnostic file coming from the different elements of the climate model is standardized in a self-describing format; an analysis task extract minimum information (emi) where global or regional means on key regions are processed; and a compression task compress diags (cd) where the volume of model diagnostic files is drastically reduced.
Data exchanges between two consecutive monthly simulations belonging to the same scenario reach 1 GB. The post-processing phase creates an archive with results of the month execution that can be interpreted to predict the climate. The size of this archive is almost 120 MB. Simulations are independent, so no other data is used.
Given the really short duration of the pre-processing tasks compared to the execution time of the mainprocessing task, we made the decision to merge them all in a single task. The same decision was taken for the 3 postprocessing tasks. So, in regard of the model, there are now 2 tasks: the main-processing task and the post-processing task. Figure 1 (b) presents the new dependencies between tasks after merging them together.
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Middleware:
DIET DIET 1 [3] is a GridRPC middleware relying on the client/agent/server paradigm. A client is an application which needs a computing service. The agent, which can be extended as a tree hierarchy of agents, has the knowledge of several servers. There are two kinds of agents: the MA 1 http://graal.ens-lyon.fr/DIET (Master Agent) and the LA (Local Agent). The MA is at the top of the hierarchy and LAs are connected to others agents forming the tree hierarchy. The distributed scheduler embedded in each agent chooses the best computing resource for the execution of a given request. The SeD (Server Daemon) is running on the computing resource. A client can find a SeD using the DIET architecture. The SeD gives performance estimations to its responsible agent and launches a service when contacted by the client. Performance estimations can be described by the SeD programmer and returned through the hierarchy up to the client.
The path followed by a request is shown in Figure 2 : when an agent is contacted by a client who wants to solve a problem (1), the request travels down the hierarchy of agents to servers (2) . They answer back performance information (3) which will be used up in the hierarchy to determine which one suits the best (4). The identity of the server is given to the client (5) who will contact the server and send its data (6) . Once the computation is finished, results are transferred back to the client (if needed). 
Related Work
The execution of our application is represented by multiple DAGs containing sequential and data parallel tasks.
To schedule multiple DAGs, authors in [14] present different methods. First, it is possible to schedule DAGs one after another. Another possibility is to concurrently schedule the DAGs. It is also possible to link all the entry tasks of the DAGs to an unique entry node and do the same with the exit nodes. Then, the new resulting DAG must be scheduled.
When scheduling application using mixed parallelism (task and data parallelism), [9] proposes a two steps approach. First, the number of processors on which a dataparallel task should be executed is computed, and then, a list scheduling heuristic is used to map the tasks onto processors. In [10] , an approach of scheduling task graphs is proposed. For series compositions, the tasks are allocated the whole set of processors, while for parallel compositions, the processors are partitioned into disjoint sets on which the tasks are scheduled. In [7] , a one step algorithm is proposed (Critical Path Reduction -CPR) for scheduling DAGs with data-parallel tasks onto homogeneous platforms. This algorithm allocates more and more resources to the tasks on the critical path and stops once the makespan is not improved anymore. In [8] , a two steps algorithm is proposed (Critical Path and Area based scheduling -CPA). First the number of processors allocated to each data-parallel tasks is determined. In the second step, the tasks are scheduled on resources using a list scheduling heuristic.
On pipelined data parallel tasks, authors in [11] propose a dynamic programming solution for the problem of minimizing the latency with a throughput constraint and present a near optimal solution to the problem of maximizing the throughout with a latency constraint on homogeneous platforms. Several aspects must be kept in mind when mapping the tasks of a pipeline on the resources. Subchains of consecutive tasks in the pipeline can be clustered into modules (which could thus reduce communications and improve latency) and the resources can be splitted among the resulting modules. Resources available to a module can be divided into several groups, on which processes will alternate data sets, improving the throughput but reducing the latency.
The algorithm we will present is close to the ones presented here. We will first compute the best grouping of processors, and then map tasks on them. The next task of the less advanced scenario will be scheduled. Algorithms such as CPA and CPR are not applicable here because they would create as many groups as scenarios. The speedup of our application is superlinear so the heuristics presented here can not be used as they have been defined.
Scheduling for Ocean-Atmosphere
Grid'5000 2 [1] is a grid composed of several clusters. Each cluster is composed of homogeneous resources but differs from one another. The clusters either have 2 or 4 cores per node. The speedup of the application is superlinear when adding resources. e.g., between 4 and 8 resources for a main-task, the speedup is almost 2.8.
Homogeneous Platform Scheduling
The goal we want to achieve here is to minimize the overall makespan and also to keep some fairness, meaning we want all scenarios to progress in their execution at almost the same speed. We consider an homogeneous platform composed of R resources and that data on a cluster are available to all of its nodes. The idea of this scheduling algorithm is to divide the resources of the platform into disjoint sets on which multiprocessor tasks will be executed such that the overall makespan will be minimal.
In [7, 8] , the authors propose to give more and more processors to the critical path of the application. Since all our DAGs are the same, and tasks inside the DAGs are also the same, we will not choose how many resources to give to a DAG, but choose which DAG will go on a given group of resources. To obtain fairness, when a group of resources becomes idle, we will schedule the next task of the less advanced DAG on this group.
To compute the grouping of resources, we use some of the notations defined in [2] : N S is the number of independent scenarios; N M is the number of months in each scenario; R is the total number of processors; G is the number of processors allocated to a single main-task; T G is the execution time of a main-task on G processors; and T P is the execution time for a post-processing task.
The optimal repartition of the R processors in groups on which the multiprocessor tasks should be executed can be viewed as an instance of the Knapsack problem with an extra constraint (no more than N S simulations can be executed simultaneously). Given a set of items with a cost and a value it is required to determine the number of each item to include in a collection such that the cost is less than some given cost and the total value is as large as possible.
In our case, there are 8 possible items (groups of 4 to 11 processors). The cost of an item is represented by the number of resources of that grouping. The value of a specific grouping G is given by 1/T [G], which represents the fraction of a multiprocessor task being executed during a time unit for that specific group of processors. We have n i unknowns (i from 4 to 11) representing the number of groups with i resources which will be taken in the final solution. The portion of code executed at each time step (
) has to be maximized knowing that we can not use more than R resources ( 11 i=4 i × n i ≤ R) and that we can not have more than N S groups ( 11 i=4 n i ≤ N S). Such a linear program is solved quite fast. The n i are integers and can only be between 0 and N S. Even with N S really higher than 10 (the number of scenarios we want to schedule), the resolution of the program is instantaneous. Furthermore, the grouping given by the linear program is the optimal one, except for the last set of main-tasks.
We need to add
NS×NM R
× T P to the makespan obtained for the main tasks to obtain the total makespan.
Heterogeneous Grid Scheduling
The scheduling heuristic presented in Section 4.1 is designed for homogeneous platforms. We intend to deploy Ocean-Atmosphere on Grid'5000 so we need to adapt the algorithm to be able to work on heterogeneous platforms. In order to reduce the computation time of N S scenarios, the best way is to divide the set of scenarios into subsets and execute each subset on a different cluster.
Algorithm 1 describes the way the repartition is done between clusters. Input parameters are: n, the number of clusters, and "performance" an array. This array has been initialized by the SeDs (running on each cluster) using the performance evaluation. The performance evaluation fills a vector with the execution time to execute from 1 to N S scenarios. To know the time needed by cluster C i for X scenarios, we just have to read the value in perf ormance [i, X] . The algorithm behaves as follows: first, the number of scenarios attributed to each cluster is set to 0. Then, each scenario is scheduled on the cluster on which the total makespan increases the less. When all the simulations are scheduled, this scheduling is returned. This algorithm is realistic because the number of simulations (N S) and clusters (n) are quite low in our case.
Algorithm 1 DAGs repartition on several clusters..
If the number of scenarios or the number of clusters becomes really large, the "performance" array may become very large. The size of the matrix is n × N S. If the client has not enough memory, the algorithm can not run. Another drawback of this algorithm, with a load increase, is that each cluster must compute estimations of the makespan N S times before the algorithm can start. This estimation could take some time. If this case occurs, the repartition should be done by another heuristic. This did not occur during our experiments, so we did not investigate this problem further.
On heterogeneous platforms, the scheduling is done at two different levels. At a local level (the cluster), the resources grouping is chosen, and at a global level (the grid), the number of scenarios to send to each cluster is chosen.
The different steps of the execution on several clusters are the following: (1) the client sends a request to the MA; (2) the MA looks for available SeDs through the DIET hierarchy; (3) each SeD computes its estimation vector; (4) the estimation vector is send back to the MA; (5) the client receives the estimation vectors; (6) it computes the repartition of the scenarios; (7) it sends multiple requests to the SeDs; (8) Finally, each SeD computes its assigned scenarios.
Simulations
To test the heuristics given in Section 4, we performed simulations to analyze their efficiency. The comparisons of makespans are done by simulating a real execution. Performance used to compute the makespans come from benchmarks performed on different clusters of Grid'5000. To see an evaluation of the heuristic presented for homogeneous platforms the reader is referred to [2] .
To analyze the repartition algorithm, we used the execution time of benchmarks made on 5 clusters of Grid'5000. Each cluster is given the same number of processors. Figure 3 presents the comparison of Algorithm 1, defined in Section 4.2, to a Round Robin. We can see that gains are more and more important when more resources are available. Another point is that there are some steps. In such a case, the same cluster stays the slowest for some time. The gain improves later when it becomes better to map one of the scenarios on a faster cluster. When the number of resources is high enough, the gain stays constant. In the example, the gain is around 25%. This number corresponds exactly to the difference of execution time between the fastest and the slowest cluster when computing one monthly simulation on 11 processors. A 25% gain in the figure corresponds almost to 80 000 seconds (22 hours).
Experimental Results
To perform the real experiments, we used the Knapsack representation and the repartition algorithm. We also implemented new features in DIET. The schedulers implemented within DIET are local ones, meaning that the SeDs are sorted at each step of the hierarchy, using the estimation vector, and the list is returned to the client which takes the first one. The repartition algorithm needs the knowledge of the performances of all the SeDs. The whole set of servers are known only at the top of the hierarchy by the MA and the client. In order not to disturb the services research done by the MA, we decided to implement the repartition algorithm within the client.
The first feature to implement was the call to multiple servers. Each server must execute a subset of the scenarios. A DIET client is designed to call servers one by one. So, to call multiple servers we modified the API by allowing the call to multiple servers. This could have been avoided, but we wanted the repartition to be done on the API level, not by the programmer of the client. Three reasons support this choice: if the client programmer does it, he has to access the DIET internal datas, but he is not supposed to; if it is in the API, the code can be re-used to implement another global scheduling algorithm for another application; and doing it at the API level avoids the modification of the client code. Hence, to distribute DAGs among servers, the client programmer just uses the usual method.
Another point that had to be taken into account to perform real experiments is the addition of some fault tolerance in the SeDs. When there is a problem during the execution, it must be possible to restart a scenario from the last month that has been properly executed. The application freezes on some occasions which are still unknown and relaunching the scenario, starting from the last month correctly executed, allows a proper execution. Another reason for this feature is that Grid'5000 is not a production grid: each user can only reserve nodes for some time.
As presented in Section 4.1, the Knapsack representation leaves the post-processing tasks to the end of the execution. The data exchanges between each months being around 1 GB, we also had to think of a way to flush the data. On Grid'5000, the datas are stored on an NFS. The total space of the NFS on the clusters we are working on is 500 GB per cluster. So, considering the high number of users, it is really easy to fill it up entirely. To avoid that, we can flush the datas by executing the post-processing tasks. This should not slow the execution too much. The maximum delay that can be produced is T P × nbF lushs. This feature is not yet implemented, but it can be done quickly.
Another problem caused by the large data produced by the application is the execution of the post-processing tasks. Let us take an example experiment composed of 5 scenarios of 50 months each executed on a single cluster with 50 processors. The post-processing tasks will be executed each on 1 processor. Thus, 50 tasks will be executed concurrently. The normal execution time for a single task is between one and two minutes. But, because each task will have to transfer the data produced by the corresponding main-task, around 50 GB (50 × 1GB) must be transferred at the same time. All data are stored on the same NFS, so the execution time will be slowed by the NFS speed or the network bandwidth. In some cases during our tests, an execution of post-processing tasks took more than 30 minutes to execute instead of 2. Considering the flush problem and the execution of concurrent post-processing tasks, it is better to have some resources to execute them during the main-tasks execution. This will deteriorate the theoretical makespan, but in practice, it may often be a better solution.
The last problem we had for the real experiments, was a bug due the internal application architecture. If there are 2 scenarios executing on the same node, the application behaves abnormally and both scenarios crash. All nodes on Grid'5000 are at least bi-cores, and there are clusters with bi-processors each with 2 cores. To avoid the problem, we added another constraint to the linear problem solved to obtain the grouping. The new constraint forces the number of processors in each group to be divisible by the number of cores of the nodes. When working on clusters with 4 cores per node, we cannot use more than 8 processors for a single main-task because it needs between 4 and 11 processors. To allow the use of bigger groups of resources, we added the execution time on 12 processors, with the same value as the execution on 11. This avoids a big slowdown of the application when working on a lot of resources. To check the accuracy of our simulations, we compared the simulated times of several experiments with the real execution times. We did not used any resource to execute postprocessing tasks during the main-tasks phase. Figure 5 plots the differences between simulations and experiments. The positive difference means that the real experiment is slower than the simulation, and the negative means that is it faster. Experiments have been conducted on small scenarios. We did it because we did not wanted to perturb the results with the restart phases and not to fill up the NFS since the flush is not implemented yet.
The difference between the simulations and the real execution time is sometimes large. Concerning the differences between the execution time of the main-tasks and the simulated times, it is not so bad except in the fourth experiment. Most of the time, The real computation time is less than 7% slower than the simulated time. But in the fourth experience, it is 14% faster. In the seventh experiment, the real execution is also 7.8% faster. The average difference between simulations and the real experiments is 6.3%. This difference is quite good, but as we can see the results are These results show that simulations really depend on the cluster load. The benchmarks were made with a specific cluster load, so if this load changes during the execution, the time will be different from the one expected.
The slowdown due to the post-processing tasks is also plotted by this figure. In all experiments, the main-tasks time is quite good, but the total time is bad. So, the postprocessing tasks are really slowing the execution. The third experiment is good because the post-processing tasks where executed 4 by 4. The average difference between simulations and real experiments is 20.8% for the total execution time. This difference is big and still has to be improved to allow the simulations to be as accurate as possible.
Conclusion
This paper presents the work of analyzing and modeling a real climatology application with the purpose of deriving appropriate scheduling heuristics in order obtain good completion times for a real implementation over the grid.
First, the computation needs have been modeled as independent identical 1D-meshes derived through the chaining of several basic DAGs. For this model, a heuristic dividing the processors into groups has been designed. Then, to be able to execute the application on a grid, a second heuristic has been added to distribute scenarios on clusters.
Several problems occurred for the real experiments. Most were hardware issues. To be able to perform real experiments, we had to modify the heuristic which yields to loss of performance. We also had to add more features to tackle the storage of huge data sets.
The application and the scheduling heuristic have been implemented in DIET. When comparing the real execution times with the simulated times, some differences arise. If we take the post-processing tasks into account, the differences can become large in some cases.
For better performances, we intend to replace the MPI implementation used by the application by MadMPI 3 [12] .
