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Abstract: The horseshoe prior is frequently employed in Bayesian anal-
ysis of high-dimensional models, and has been shown to achieve minimax
optimal risk properties when the truth is sparse. While optimization-based
algorithms for the extremely popular Lasso and elastic net procedures can
scale to dimension in the hundreds of thousands, algorithms for the horse-
shoe that use Markov chain Monte Carlo (MCMC) for computation are
limited to problems an order of magnitude smaller. This is due to high
computational cost per step and growth of the variance of time-averaging
estimators as a function of dimension. We propose two new MCMC algo-
rithms for computation in these models that have improved performance
compared to existing alternatives. One of the algorithms also approximates
an expensive matrix product to give orders of magnitude speedup in high-
dimensional applications. We prove that the exact algorithm is geometri-
cally ergodic, and give guarantees for the accuracy of the approximate algo-
rithm using perturbation theory. Versions of the approximation algorithm
that gradually decrease the approximation error as the chain extends are
shown to be exact. The scalability of the algorithm is illustrated in simula-
tions with problem size as large as N “ 5, 000 observations and p “ 50, 000
predictors, and an application to a genome-wide association study with
N “ 2, 267 and p “ 98, 385. The empirical results also show that the new
algorithm yields estimates with lower mean squared error, intervals with
better coverage, and elucidates features of the posterior that were often
missed by previous algorithms in high dimensions, including bimodality of
posterior marginals indicating uncertainty about which covariates belong
in the model.
MSC 2010 subject classifications: Primary 60K35, 60K35; secondary
60K35.
1. Introduction
Modern applications in genetics and other areas of biology have stimulated con-
siderable interest in statistical inference in the high-dimensional setting where
the number of predictors p is much larger than the number of observations N ,
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and the truth is thought to be sparse or consist mostly of small signals. Regres-
sion models are frequently employed in this context. Consider a Gaussian linear
model with likelihood
Lpz |Wβ, σ2q “ p2piσ2q´N{2e´ 12σ2 pz´Wβq1pz´Wβq, (1)
where W is a Nˆp matrix of covariates, β P Rp is assumed to be a sparse vector,
and z P RN is an N -vector of response observations. A common hierarchical
Bayesian approach employs a Gaussian scale-mixture prior on β of the form
βj | σ2, η, ξ iid„ Np0, σ2ξ´1η´1j q, η´1{2j iid„ Cauchyr0,b´1{2sp0, 1q, j “ 1, . . . , p,
ξ´1{2 „ Cauchyraξ,bξsp0, 1q, σ2 „ InvGammapω{2, ω{2q,
(2)
where 0 ď aξ ă bξ ď 8 and b ě 0, ω is a fixed prior hyperparameter, and
Cauchyra,asp0, 1q is the standard Cauchy distribution restricted to the interval
ra, as. This is a slight generalization of the Horseshoe prior [7], whose original
version used standard half-Cauchy priors on the local and global scales, that is,
aξ “ b “ 0, bξ “ 8. The truncation of the prior on ξ was introduced in [41] for
theoretical tractability, while we additionally truncate ηj for our convergence
analysis of the MCMC algorithms developed herein.
The prior structure (2) induces approximate sparsity in β by shrinking most
components aggressively toward zero while retaining the true signals [32]. In this
sense, the prior (2) approximates the properties of point-mass mixture priors
[20, 38, 13], which allow some components of β to be exactly zero a posteriori.
From the point of view of testing the hypotheses H0j : βj “ 0, the global
precision parameter ξ controls how many of the hypotheses are true, while the
local precisions ηj control which of the hypotheses are true. In the normal means
setting, where W “ IN (the N ˆN identity matrix), this prior has been shown
to achieve the minimax adaptive rate of contraction when the true β is sparse
[40, 41]. Moreover, under certain conditions the marginal credible intervals have
asymptotically correct frequentist coverage [42]. Although early literature on
the horseshoe prior justified it as a continuous approximation of the point-mass
mixture prior, over time it has come to be recognized as a good prior choice in
high-dimensional settings in its own right [3].
Despite the popularity of the horseshoe in the literature, there currently is a
lack of MCMC algorithms that scale to large pN, pq, owing to expensive linear
algebra and slow mixing of the corresponding Markov chain. The current state
of the art algorithm for large p is [4], which has only been employed successfully
up to about p “ 10, 000, while the recently proposed algorithm of [15] scales very
well in N but is less efficient than the exact algorithm we propose here when
p " N (see [15, Section 3]). Another recent proposal is [25], but compares only
to the implementation in the monomvn package for R, which is very slow relative
to [4]. The lack of scalable algorithms has kept a useful model designed for
high-dimensional regression out of many modern high-dimensional applications
such as genome-wide association studies (GWAS), which often have N in the
thousands and p in the hundreds of thousands or more. Moreover, no MCMC
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algorithms for the horseshoe have yet been shown to be geometrically ergodic,
which is the usual route to guaranteeing rapid convergence to the posterior, the
existence of central limit theorems, and finite-time risk bounds for time averages
and other pathwise quantities. This is despite geometric ergodicity results for
the Bayes Lasso Gibbs sampler [21] of Park and Casella [29] and the Dirichlet-
Laplace Gibbs sampler [28] of Bhattacharya et al. [5].
Here, we propose a new MCMC algorithm for the horseshoe that exhibits
faster mixing than existing algorithms. Our basic approach to improving mixing
is to make more extensive use of block updating. We prove that the associated
Markov chain is geometrically ergodic. While the proof of the geometric ergodic-
ity result utilizes a Lyapunov function with some similarities to those employed
in [21] and [28], certain delicate modifications were required to accommodate the
pole at zero in the Cauchy prior on the local scales. We then propose a numerical
approximation that substantially reduces the cost per step of the algorithm in
large pN, pq settings. Specifically, we make fast approximations to several matrix
products exploiting the sparsity structure of the posterior. We prove bounds on
the approximation error to the posterior both for invariant measures of the ap-
proximate algorithm and for finite-time Cesa´ro averages. These results utilize
and expand on recent work on perturbation theory for geometrically ergodic
Markov chains. In the process, we prove a general lemma showing that one can
typically work in unweighted metrics and nonetheless obtain an approximation
error bound in the metric weighted by a Lyapunov function, which substantially
reduces the effort needed to establish guarantees of approximation accuracy for
large classes of unbounded functions. We further show that if one gradually re-
duces the approximation error as the chain extends, it is possible to construct
exact algorithms that utilize only approximate transition kernels. These latter
results are very general and apply to a wide array of algorithms constructed
from approximate kernels.
Perturbation theory has been a recent focus of the theoretical MCMC litera-
ture [18, 37, 30], as well as algorithm development [2, 23, 43]. Earlier examples
of perturbation theory for Markov chains under stronger ergodicity conditions
include Mitrophanov [27] and Roberts et al. [34]. This theoretical literature pro-
vides conditions under which finite-length paths from the approximate kernel P
give provably good approximations to the posterior. This approach is attractive
from at least two perspectives: (1) it suggests the possibility of overcoming com-
putational challenges for Bayesian inference in high-dimensional or large sample
settings by replacing computational bottlenecks with faster numerical approxi-
mations, and (2) it allows practitioners to move beyond the setting of choosing
a P that has exactly the “right” invariant measure from a set of alternatives
that in practice is quite small.
Unfortunately, the practical success of this strategy has thus far been fairly
limited. Recent activity has focused on using subsamples or “minibatches” of
data in the large N setting to create an analogue of stochastic gradient methods
for MCMC. As Bardenet et al. [2] point out, achieving provably good approxima-
tions with significant computational advantage using subsampling typically re-
quires the posterior to be well-approximated by a Gaussian, which is unlikely to
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be the case in large p applications. Accurate approximations using minibatches
typically require the construction of control variates [31, 1, 2], which in practice
can be time-consuming, particularly when the target is high-dimensional and
near-sparse in most directions, and the important directions are not known a
priori.
Here we show strong approximation error guarantees for an algorithm that
is not based on subsampling yet gives orders of magnitude speedup in large
p settings. This is one of the first demonstrations we are aware of in which
the perturbation strategy has resulted in a practically significant algorithmic
advance in the high-dimensional setting when the posterior is not remotely close
to a Gaussian. In particular, the horseshoe posterior differs from a Gaussian not
only in the tails, but also in its “center,” since the posterior will often have
many modes. Because the critical feature of our algorithm is exploitation of
sparsity, we expect that a similar strategy could succeed in other canonical
high-dimensional Bayesian models.
We then compare by simulation the exact and approximate algorithms in
a range of large p, small N regression settings, and show that the approxi-
mation is empirically very accurate and has orders of magnitude lower com-
putational cost per step than the exact algorithm. We conclude by utilizing
the approximate algorithm to estimate the horseshoe on a GWAS dataset with
N “ 2, 267, p “ 98, 385, which is an order of magnitude higher dimensional than
the datasets considered by [4]. We compare these results to point estimates ob-
tained using the Lasso, and show that while there is broad agreement in which
variables are important, the horseshoe estimated using our approximate algo-
rithm exhibits the expected behavior of shrinking the larger signals less and the
smaller signals more than Lasso. We also show that the our approximate algo-
rithm more accurately recovers nuanced features of the posterior compared to
the exact algorithm of [4], such as bimodality of marginals when the true signal
is near the minimax threshold of detection. These bimodal marginals indicate
uncertainty about which variables belong in the model, which is an often-touted
argument for the use of Bayesian procedures compared to frequentist methods
such as the Lasso which return only a single selected model.
2. Algorithms
Our program is a theoretical and empirical evaluation of two MCMC algorithms
for approximation of the horseshoe posterior obtained by combining the likeli-
hood (1) with the hierarchical prior (2). Both are blocked Metropolis-within-
Gibbs algorithms. The first algorithm targets the exact posterior, while the
latter allows some bias in order to reduce the computation time per step when
p is large. We begin by defining the update rule for both algorithms and sum-
marizing their empirical performance before turning to theoretical results in the
next section. For sake of brevity, we suppress dependence on z and W in the
full conditionals of the state variables.
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2.1. Exact Algorithm
We first define some quantities that will be used repeatedly. Let
D “ diagpη´1j q, Mξ “ IN ` ξ´1WDW 1
ppξ | ηq “ |Mξ|´1{2
ˆ
ω
2
` 1
2
z1M´1ξ z
˙´pN`ωq{2
1tξ P paξ, bξqu?
ξp1` ξq
(3)
A blocked Metropolis-within-Gibbs algorithm that targets the exact horseshoe
posterior is given by the update rule
1. sample η „ ppη | ξ, β, σ2q9
pź
j“1
1
1` ηj e
´ β
2
j ξηj
2σ2 1tηj ą bu.
2. propose logpξ˚q „ Nplogpξq, sq, accept ξ w.p. ppξ
˚ | ηqξ˚
ppξ | ηqξ .
3. sample σ2 | η, ξ „ InvGamma
˜
ω `N
2
,
ω ` z1M´1ξ z
2
¸
.
4. sample β | η, ξ, σ2 „ N `pW 1W ` pξ´1Dq´1q´1W 1z, σ2pW 1W ` pξ´1Dq´1q´1˘ .
(4)
We refer generically to the Markov transition operator defined by this update
rule as P. We require the truncation of the local precisions ηj to prove geometric
ergodicity when p ą N (though not when p ď N). An inspection of the proof
of the prior concentration for the horseshoe in [8] reveals that the same concen-
tration result goes through with the prior on the local scales truncated above,
which suggests the statistical optimality is maintained with the truncated prior
[6].
The algorithm in (4) is new, though it is related to the algorithm of [33,
Supplement] and that of [4]. It differs from [33] in that the second step targets
ppξ | ηq rather than ppξ | η, β, σ2q as in [33], and thus blocks together pβ, σ2, ξq
instead of only pβ, σ2q. It also differs from [4], which did not do any blocking
of β, σ2, ξ. Moreover, whereas [33] and [4] used slice sampling targeting ppη |
ξ, β, σ2q, we develop an exact rejection sampler to sample the ηjs independently.
The rejection sampler exploits that the full conditional density of ηj is log-convex
to build a piecewise upper envelope which can be conveniently sampled from,
with careful choices of the pieces ensuring very high acceptance rates; we defer
the details to a supplemental document. Being able to sample the ηjs exactly is
convenient as it avoids the introduction of additional p latent variables in the
slice sampler, and also simplifies the convergence analysis of the Markov chain.
Like [4], we use an efficient method for sampling from the Gaussian full
conditional for β. The details of this method are relevant for understanding
our approximate sampler, so we briefly summarize it here. To sample from β |
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η, ξ, σ2, the following three steps suffice
sample u „ Np0, ξ´1Dq and f „ Np0, IN q independently
set v “Wu` f, v˚ “M´1ξ pz{σ ´ vq,
set β “ σpu` ξ´1DW 1v˚q.
(5)
Notice that this algorithm – and indeed, all but one step of (4) – requires
computing Mξ defined in (3) and solving Mξv
˚ “ pz{σ ´ vq for v˚. When
p is large, the computational bottleneck of the algorithm in (4) is, perhaps
surprisingly, just computing the matrix WDW 1, which is needed to compute
Mξ. This has computational cost N
2p, which dominates every other calculation
in the algorithm when p ą N . In the next section, we propose an approximate
sampler that has lower computational cost per step.
2.2. Approximate Algorithm
To reduce computational cost per step, we employ an approximation of the ma-
trix product ξ´1WDW 1. The horseshoe prior is designed for the sparse setting,
where most of the true β’s are zero or very small. In this case, the horseshoe
posterior will tend to concentrate strongly around zero for most of the true
nulls, thus endowing it with its minimax adaptive properties. Of course, this
means that the posterior has a great deal of structure, since we can typically
expect it to be tightly concentrated around the origin in a subspace of dimension
approximately pp´ sq, where s is the unknown number of non-nulls.
We can exploit this structure to create very accurate approximations of
ξ´1WDW 1. For entries of βj to be shrunk to near zero, the precision ξηj must be
very large, as can be seen from (5). When this is the case, the jth column of W
does not contribute much to the NˆN matrix ξ´1WDW 1. An important practi-
cal consequence of this, hitherto unexplored, is that once the MCMC algorithm
begins to converge, the matrix ξ´1WDW 1 will typically be well-approximated
by hard-thresholding D in (3), resulting in
Mξ «Mξ,δ :“ IN ` ξ´1WDδW 1, Dδ “ diagpη´1j 1pξ´1maxη´1j ą δqq (6)
for “small” δ, where ξmax “ maxpξ, ξ˚q in the first step of (4) (the choice of δ
is considered in Section 4). This thresholding step reduces computational cost
considerably, since the columns of W corresponding to the zero diagonal entries
of Dδ can just be ignored. Letting
S “ tj : ξ´1maxη´1j ą δu, (7)
we can also write the approximation as Mξ,δ “ IN ` ξ´1WSDSW 1S , where WS
consists of the columns of W with indices in the set S, and DS consists of
the rows and columns of D with indices in the set S. This makes clear the
computational advantages of thresholding.
Using this strategy, we define an approximate algorithm that uses the same
update rule as in (4), with only two changes:
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1. Mξ is replaced by Mξ,δ everywhere that it appears in (4); and
2. In the final step of (5), the quantity DW 1 is replaced by DδW 1.
We denote the Markov transition operator corresponding to this variation of
(4) by P. The subscript  is meant to indicate that P is “close” to P in some
suitable metric on probability measures. The choice of metric and how close P
is to P as a function of the current state and δ are the focus of Section 3.2.
The primary motivation behind the approximate algorithm is to improve per-
iteration computational complexity without sacrificing accuracy. As discussed
earlier, when the truth is sparse, we expect a large subset of tξ´1η´1j ujďp to
be small a posteriori, and hence thresholding the entries smaller than a small
threshold δ should not affect the accuracy of the algorithm. Thresholding those
small entries has significant computational advantages. The speedup from this
approximation is best when p is large relative to N and the truth is sparse
or close to sparse, so that most entries of β are shrunk to near zero. Critically,
coordinates that are thresholded away at iteration k need not be thresholded away
at iteration pk`1q, and in practice the set of variables that escapes the threshold
does change considerably from one iteration to another. This can occur because
the thresholded coordinates are never actually set to zero or omitted, but rather
sampled from a Gaussian that closely approximates the exact full conditional.
Thus, we are not sacrificing the primary benefit of Bayesian methods for sparse
regression: estimates of uncertainty about the set of true signals are still valid.
Consider the computational cost of extending the Markov chain by a single
step. The exact algorithm needs to calculate |Mξ|, z1M´1ξ z and solve a linear
system in Mξ in each iteration, each of which requires OpN3q operations. Fur-
ther, formation of the matrix Mξ itself requires computation of WDW
1, which
has complexity OpN2pq. The approximate algorithm on the other hand needs to
calculate WDδW
1, with a subset of the diagonal entries of Dδ being zero. With
S as in (7) denoting the active set of variables which escape the threshold, set
sδ “ |S| “
pÿ
j“1
1pξ´1maxη´1j ą δq.
Also, let DS denote the sδ ˆ sδ sub-matrix of D and WS the N ˆ sδ sub-matrix
of W resulting from picking out the non-thresholded diagonal entries/columns
indexed by S. When the truth is sparse, sδ ! p after a few iterations and
WDδW
1 “WSDSW 1S , which costs N2sδ, providing significant savings. A second
level of computational savings can be made when sδ ă N , whence WDδW 1 is
a reduced-rank approximation to WDW 1. In such cases, our implementation
altogether replaces the calculation of WDδW
1 and the formation of Mξ,δ by
directly calculating
M´1ξ,δ “ pIN ` ξ´1WDδW 1q´1 “ IN ´WS
`
ξD´1S `W 1SWS
˘´1
W 1S ,
using the Woodbury matrix identity. The calculation of z1M´1ξ,δ z and M
´1
ξ,δ pz{σ´
vq are performed by substituting the above expression of M´1ξ,δ , which only re-
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quires solving sδ ˆ sδ systems, and has overall complexity s3δ _ sδN . The de-
terminant of I ` ξ´1WDδW 1 is then computed by (a) performing a singular
value decomposition of WSD
1{2
S , which costs Ops2δNq, and then (b) calculating
the eigenvalues as 1` s2, where s is a vector of the singular values of WSD1{2S ,pN ´ sδq of which are identically zero. Accounting for the calculation of Wu
performed when sampling β, which costs OpNpq, the per step computational
cost of the approximate algorithm when sδ ă N is order ps2δ _ pqN . Thus by
exploiting the sparse structure of the target, the algorithm achieves similar com-
putational cost per step to coordinate descent algorithms for Lasso and Elastic
Net [12, Sections 2.1, 2.2].
Before we conclude this section, we provide some additional insight into the
consequences of the approximation for β. The effects of the modified updates for
ξ and σ2 are relatively direct to see; however those for β modify multiple steps
of the algorithm in [4]. Define Γ :“ ξ´1D and Γδ “ ξ´1Dδ. The approximate
algorithm for β sets
β “ ΓδW 1M´1δ z ` σ pu´ ΓW 1M´1δ vq.
Since pu, vq is jointly Gaussian, β obtained above continues to have a Gaussian
distribution, β „ Npµδ, σ2Σδq, with
µδ :“ ΓδW 1M´1δ z, Σδ :“ covpu´ ΓW 1M´1δ vq.
Some further simplifications (see Appendix A.1 for details) yields,
µδ “ pµS ; 0pp´sδqˆ1q, µS “ pW 1SWS ` Γ´1S q´1W 1Sz, (8)
and1
Σδ “
„pW 1SWS ` Γ´1S q´1 ´ΓSW 1SM´1S WScΓSc
ΓSc

. (9)
Writing β “ pβS ;βScq, we have EpβScq “ 0, i.e, the entries of β outside the active
set are drawn from a zero mean distribution. Second, the marginal distribution
of βS is N
`pW 1SWS ` Γ´1S q´1W 1Sz, σ2pW 1SWS ` Γ´1S q´1˘, which would exactly
be the full conditional distribution of β if the model was fitted with the current
set of active variables.
2.3. Empirical performance
Our main motivation for pursuing a variety of theoretical results about this al-
gorithm is that it performs very well empirically. In the final section, we apply
the approximate algorithm to a GWAS dataset with N “ 2267 and p “ 98, 385.
This is about an order of magnitude larger in p than any other application
1When we write µδ “ pmS ; 0pp´sδqˆ1q, we simply mean that the sub-vector of µδ corre-
sponding to the indices in S is mS while the rest are zero. Similarly, blocks of Σδ are defined
by S and Sc.
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of horseshoe for linear models that we are aware of. Our exact algorithm has
per-step linear complexity in p and quadratic complexity in N , while the ap-
proximate algorithm actually has per-step linear complexity in N and p in many
cases. It therefore competes with coordinate descent for the Lasso in terms of
per-step computational cost. While the dependence of the mixing properties of
the Markov chain on dimension is not considered theoretically, empirically we
find that both algorithms are insensitive to N and p on typical metrics like
autocorrelations and effective sample sizes.
We give a brief empirical comparisons of our two algorithms to the algorithm
of [4] based on a simulation with N “ 2, 000 and p “ 20, 000, where the true
β consists of a sparse sequence of signals of varying sizes. We use δ “ 10´4 for
the approximate algorithm; choosing δ is considered in detail in Section 4, along
with a complete description of the simulation setup. The left panel of Figure 1
compares autocorrelations for logpξq for the “old” algorithm of [4] to our exact
algorithm (“new”) and our approximate algorithm. We focus on ξ since this
parameter is known to mix poorly in MCMC algorithms for the horseshoe [33].
Both of our algorithms improve mixing considerably. The right panel of Figure
1 shows the distribution of effective samples per second, a measure of overall
computational efficiency, over a number of parameters for the three algorithms.
The new algorithm has slightly worse performance at the median than the old
algorithm because of the slightly higher per-step cost of the blocked sampler,
but performs much better for the slowest-mixing parameters. The approximate
algorithm is about 50 times more efficient by this metric than the exact algo-
rithm, and this gap widens with increasing p.
Fig 1: Left: Estimated autocorrelations for logpξq for the three algorithms. Right: Ef-
fective samples per second for the three algorithms
Figure 2 shows trace plots and density estimates for a single entry of β for
the three algorithms. This particular βj corresponds to a true signal of moder-
ate size, and the resulting posterior marginal is bimodal, reflecting uncertainty
about whether it is a signal or a null. Our exact and approximate algorithms
both apparently mix well and result in visually similar estimates of the poste-
rior marginal, while the old algorithm appears to become stuck at zero after a
few thousand iterations, and the higher mode is lost after discarding a burn-in.
Although this is a single entry of β, we later perform a more complete empirical
comparison and find that the new algorithm outperforms the old algorithm on
every metric we consider, while there is little discernible difference between the
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exact and approximate algorithms when δ “ 10´4. Intuitively, the choice of δ
should depend only weakly on dimension, since the matrix WDW 1 is always
regularized by the identity. Thus a “small” value of δ is one that is small rela-
tive to the eigenvalues of the identity, which are all 1. This is discussed in more
detail in Section 4.
Fig 2: Trace plots (with true value indicated) and density estimates for one entry of β.
3. Theoretical results
We now give results on the convergence of the exact algorithm and the accuracy
of the approximate algorithm. We conclude with several general results showing
that it is possible to construct exact algorithms using only approximate kernels.
Any proofs not appearing immediately after the theorem statement are deferred
to the appendix.
3.1. Exact algorithm
We first give some background on convergence rates of Markov chains. Our pre-
sentation follows closely that of Hairer and Mattingly [16]. Let P be a Markov
transition operator on a measurable state space X. Let x denote a generic el-
ement of the state space X, so here x “ pβ, η, ξ, σ2q. Denote by P pXq the set
of probability measures on X. We shall follow the general convention of [16] to
denote the action of P on a measurable function f : X Ñ R and a probability
measure ν on X by
Pfpxq “
ż
fpyqPpx, yqdy, νPpAq “
ż
X
Ppx,Aqνpdxq.
We will state a form of geometric ergodicity of P that follows from two standard
assumptions about P, the first of which is existence of a Lyapunov function.
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Assumption 3.1. There exists a function V : X Ñ r0,8q and constants 0 ă
γ ă 1 and K ą 0 such that
pPV qpxq ”
ż
V pyqPpx, dyq ď γV pxq `K.
Lyapunov functions have been important in the study of stochastic stability
at least since Khasminskii [22]; their role in proving exponential convergence
rates for Markov chains is thoroughly set down in the influential text of [26]
(see also [36]). Throughout, we will study convergence in a total variation norm
weighted by the Lyapunov function. Define
dθpx, yq “ 1tx ‰ yup2` θV pxq ` θV pyqq
for some θ ą 0, and define a Lipschitz seminorm on measurable functions and
associated dual metric on probability measures by
|||ϕ|||θ “ sup
x‰y
|ϕpxq ´ ϕpyq|
dθpx, yq
dθpν1, ν2q “ inf
ΥPCpν1,ν2q
ż
dθpx, yqΥpdx, dyq “ sup
|||ϕ|||θă1
ż
ϕpxqpν1 ´ ν2qpdxq
where Cpν1, ν2q is the space of couplings of the probability measures ν1, ν2.
Notice that if θ “ 0, we recover the ordinary unweighted total variation metric.
Hairer and Mattingly [16] shows that dθ is a θV -weighted total variation norm
dθpν1, ν2q “
ż
p1` θV pxqq|ν1 ´ ν2|pdxq. (10)
Geometric ergodicity of P is often proved by showing minorization on sublevel
sets of V . We give the form of this condition used in [16].
Assumption 3.2. For every R ą 0 there exists α P p0, 1q (depending on R)
such that, for SpRq “ tx : V pxq ă Ru,
sup
x,yPSpRq
}δxP ´ δyP}TV ď 2p1´ αq. (11)
While weaker conditions are also used, typically they are unnecessary when
the collection of kernels are all absolutely continuous with respect to Lebesgue
measure. We then have the following variation of Harris’ theorem from Hairer
and Mattingly [16].
Theorem 3.3 (Hairer and Mattingly [16], Theorem 3.1). Suppose P satisfies
assumptions 3.1 and 3.2. Then there exists α¯ P p0, 1q and θ ą 0 such that
dθpν1P, ν2Pq ď α¯dθpν1, ν2q (12)
for any two probability measures ν1, ν2 P P pXq. That is, P is geometrically
ergodic (or V -uniformly ergodic).
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Observe that iterating the estimate in (12) and letting ν1 “ ν, and ν2 “ ν˚,
the invariant measure, gives the result
dθpνPn, ν˚q ď α¯ndθpν, ν˚q,
so that convergence toward the target occurs at an exponential rate. This differs
slightly from the usual notion of geometric ergodicity in the MCMC literature
given in (13) below. In addition to being somewhat more convenient, the two
results are essentially equivalent.
Remark 3.4. Suppose P satisfies Theorem 3.3. Then there exists a C ă 8
such that
sup
|ϕ|ă1`V
ż
ϕpyqpδxPn ´ ν˚qpdyq ď Cα¯nV pxq. (13)
Thus we will typically use the definition of geometric ergodicity in (12), with
the understanding that it implies the usual notion in (13). Our first result shows
that the exact algorithm is geometrically ergodic.
Theorem 3.5. Let P be the Markov transition operator with update rule given
by (4). Then for any c ă 1{2
1. The function
V
`
η, β, σ2, ξ
˘ “ }Wβ}2
σ2
` ξ2 `
pÿ
j“1
„
σ2c
|βj |2c `
ηcj |βj |c
σc
` ηcj

(14)
is a Lyapunov function of P, even if no truncation of the prior on η is
used (i.e. b “ 0 in (2)).
2. If b ą 0 in (2), P is geometrically ergodic in the sense of (12).
Remark 3.6. If p ď N and W is full-rank, then P is geometrically ergodic
without any truncation of the prior on η. That is, one can take the constant
b “ 0 in (2).
The Lyapunov function in (14) is somewhat unusual in that – as a function
of β2jσ
´2 – it both grows at infinity and has a pole at zero, whereas most com-
monly encountered Lyapunov functions simply grow at infinity and are bounded
on compact sets containing the origin. This is necessary because showing the
minorization condition in Assumption 3.2 requires a uniform bound on the total
variation distance between any two densities in the set"
p1pηj | βj , σ2, ξq “ e
´mj
Γ p0,mjp1` bqq
1
1` ηj e
´mjηj1tηj ą bu : pβ, σ2, ξq P SpRq
*
for any 0 ă R ă 8 and every j, where Γp0, xq is the upper incomplete gamma
function defined in (58), SpRq is as defined in Assumption 3.2 and mj “
β2j ξ{p2σ2q. Clearly, minorization requires bounding β2jσ´2 away from infinity
inside sublevel sets SpRq of V , since p1pηj | βj , σ2, ξq Ñ δ0pηjq as β2jσ´2 Ñ 8,
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and δ0pηjq has total variation distance 1 from every measure with a continu-
ous density. We must also bound β2jσ
´2 away from zero for every j, since the
limiting distribution is improper there. So the Lyapunov function must have
sublevel sets in which β2jσ
´2 is bounded away from both zero and infinity. The
former is accomplished by the term
ř
j σ
2c|βj |´2c regardless of the values of N
and p. However, truncation of the prior on η is needed to achieve the latter.
If p ą N , then the function }Wβ}2σ´2 is constant in the kernel of the linear
function W : Rp Ñ RN , and the only other appearance of positive powers of β
in (14) is in the term ηcj |βj |cσ´c. Thus, in order to ensure that β cannot go to
infinity in the kernel of W , we must have ηj bounded away from zero in sublevel
sets. In contrast, when p ď N and W is full rank, the term }Wβ}2σ´2 is enough
to keep β2jσ
´2 bounded away from infinity in sublevel sets.
3.2. Perturbation bounds
We now turn to proving error bounds for the approximate algorithm. Often in
algorithm development, it is useful to identify computational bottlenecks, then
design some computationally faster numerical approximation to alleviate the
bottleneck. For example, the algorithm in section 2.2 substitutes an approxi-
mation of the matrix WDW 1 that is fast to compute when η´1 is near sparse.
This defines some new Markov operator P. One then typically wants to know
that the long-time dynamics of P will approximate those of P. For example,
we might ask whether the invariant measure(s) of P (assuming they exist) are
close to the invariant measure ν˚ of P, or whether the usual time-averaging
estimator
n´1
n´1ÿ
k“0
ϕpXkq
for Xk „ νPk gives a good approximation to expectations under ν˚. This is
referred to as perturbation theory. This approach has significant advantages
over studying P directly. For example, it is not necessary to show separately
that P is geometrically ergodic (though in many cases it is), nor is it necessary
that P has a unique invariant measure. Moreover, closeness of the invariant
measure(s) of P to ν˚ can be demonstrated as a corollary of bounds on the
dynamics of the two chains.
Perturbation bounds for uniformly ergodic Markov operators date at least to
[27], but more recent work [18, 37, 30] focuses on the unbounded state space
setting and the use of Lyapunov functions. One effectively needs two conditions,
the first of which is some pointwise control of the kernel approximation error,
typically in the same metric used to study convergence. In our setting one such
condition is
Assumption 3.7. The approximate kernel P satisfies
sup
xPX
}δxP ´ δxP}TV ď 
2
.
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This differs from the basic error control assumption in both [18] and [37],
which used variants of the condition d1pδxP, δxPq ď p1 ` κV pxqq. In Theo-
rem 3.10, we show that the two conditions are essentially equivalent when one
has control over stochastic stability of P via a Lyapunov function. It is often
convenient if this is also a Lyapunov function of P, so that the same weighted
norms can be used to metrize convergence.
Assumption 3.8. There exists K ą 0 and γ P p0, 1q such that
pPV qpxq ď γV pxq `K.
Before stating our main results we point out an important general property
of Lyapunov functions and weighted total variation metrics that allows us to
use Assumption 3.7 instead of an approximation error condition in dθ.
Remark 3.9. If P has a Lyapunov function, then there must exist a Lyapunov
function V of P for which V 2 is also a Lyapunov function. In particular, if V˜
is a Lyapunov function of P, then V “ V˜ 1{2 is a Lyapunov function of P whose
square is also a Lyapunov function. Moreover, if P satisfies Assumption 3.2 for
V 2, then it also satisfies Assumption 3.2 for V . Thus, if Theorem 3.3 holds in
the weighted total variation norm built on V 2, then it also holds in the weighted
total variation norm built on V .
Proof. The first part is proved in [26], but the argument is simple so we repro-
duce it here. Let V˜ be a Lyapunov function of P and put V “ V˜ 1{2. There exist
γ˜ and K˜ so that
pPV˜ qpxq ď γ˜V˜ pxq ` K˜.
By Jensen’s inequality
pPV˜ 1{2qpxq ď pPV˜ pxqq1{2 ď
b
γ˜V˜ pxq ` K˜ ďaγ˜bV˜ pxq `aK˜
” γV pxq `K.
and thus V is a Lyapunov function for which V 2 is also a Lyapunov function.
For the second part, we only need to show minorization on sublevel sets of V .
Since P satisfies Assumption 3.2 for V˜ , for every R2 ą 0 there exists αR2 P p0, 1q
(depending on R) so that
sup
x,yPS˜pR2q
}δxP ´ δyP}TV ď 2p1´ αR2q
for S˜pR2q “ tx : V˜ pxq ă R2u. But then Assumption 3.2 is also satisfied for V ,
since letting SpRq “ tx : V pxq ă Ru, we have
sup
x,yPSpRq
}δxP ´ δyP}TV ď 2p1´ αRq
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The next result shows that under Assumptions 3.8 and 3.7, we can obtain
various bounds on the accuracy of P.
Theorem 3.10. Let V be a Lyapunov function of P and P for which V 2 is
also a Lyapunov function of P and P. Suppose P satisfies Assumptions 3.1
and 3.2, and P satisfies Assumptions 3.7 and 3.8, all defined with respect to
Lyapunov function V . Then, with ψpq “ C˚? for a constant C˚ ą 0, we have
that for any probability measures ν1, ν2,
dθpν1Pn , ν2Pnq ď ψpq1´ α¯
ˆ
1`K
1´ γ
˙
` ψpqpν1V qpα¯_ γqn´1n
` α¯ndθpν1, ν2q,
(15)
which immediately implies that if ν˚ is any invariant measure of P
dθpν˚ , ν˚q ď ψpq1´ α¯
ˆ
1`K
1´ γ
˙
.
Furthermore, there exists C, c0, c1 ă 8 so that for any |ϕ| ă
?
V
E
˜
1
n
n´1ÿ
k“0
ϕpXkq ´ ν˚ϕ
¸2
ď 3C2ψpqc0
` 3C
2
n
ˆ
2p1`Kq
1´ γ `
ψpqc1V px0q
1´?γ
˙
`O
ˆ
1
n2
˙
,
(16)
with X0 “ x0 and Xk „ δx0Pk´1 . Moreover, the constants C, c0, c1 satisfy
C ď 1^ ν
˚V
1´ α¯p1{2q , c0 ď 2` 5
K _?K
p1´?γq2 c1 “
ˆ
2`
?
K
1´?γ
˙
,
where ν˚ is the unique invariant measure of P and 1´ α¯p1{2q is the spectral gap
in the weighted total variation norm built on V 1{2 with an appropriate θp1{2q ą θ.
Proof. The key to the result is the following Lemma. This result improves upon
the result in [18, Section 4.1], which showed that control in unweighted total
variation was sufficient if the approximation error was tuned to the current
state. This result requires only uniform control in the total variation or Hellinger
distance over the entire state space.
Lemma 3.11. Suppose V is a Lyapunov function of both P and P for which
V 2 is also a Lyapunov function, and that Assumption 3.7 holds. Then with
ψpq “ C˚? we haveż
p1` V pyqq|δxP ´ δxP|pdyq ď ψpqp1` V pxqq
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Proof. Write δxP, δxP as densities
ppx, yq “ dδxP
dν
pyq, ppx, yq “ dδxP
dν
pyq
with respect to an appropriate dominating measure ν, which in our applications
is just Lebesgue measure, and put V˜ “ V 2. Then
Ipxq “
ż
V pyq|ppx, yq ´ ppx, yq|dy
Ipxq2 “
ˆż
V pyqpp1{2px, yq ` p1{2 px, yqq|p1{2px, yq ´ p1{2 px, yq|dy
˙2
ď 2
ˆż
V˜ pyqpppx, yq ` ppx, yqqdy
˙ˆż
pp1{2px, yq ´ p1{2 px, yqq2dy
˙
ď 2
ˆż
V˜ pyqpppx, yq ` ppx, yqqdy
˙ˆż
|ppx, yq ´ ppx, yq|dy
˙
ď 2
´
pγ0 ` γqV˜ pxq `K0 `K
¯
}δxP ´ δxP}TV
Ipxq ď ?2p?γ0 ` γV˜ 1{2pxq `
a
K0 `Kq}δxP ´ δxP}1{2TV
ď ?
´a
K0 `K `?γ0 ` γV pxq
¯
ď 2?aK0 `K ` 2ˆ1
2
` V pxq
˙
where we used the fact that γ0 ` γ ă 2. So finally we obtainż
p1`aV pyqq|δxP ´ δxP|pdyq ď 2?aK0 `K ` 2ˆ1
2
` V pxq
˙
` 
2
(17)
ď ψpqp1` V pxqq
for ψpq “ 2a 2?K0 `K ` 2, and we used the fact that  ă 2 so 2? ą
{2.
Now, (15) follows from [18, equation (10)] and (16) follows from [18, Theorem
1.11] after substituting ψpq for .
The next result follows immediately from (10) and (17).
Corollary 3.12. Suppose P satisfies Assumption 3.7 and V, V 2 are Lyapunov
functions of P. Then with ψpq “ C˚?
d1pδxP, δxPq ď ψpqp1` V pxqq.
Although these bounds are fairly transparent, a few comments are in order.
First, all of the error bounds decrease to zero at rate
?
. Second, P has an
asymptotic bias proportional to
?
p1 ´ α¯q´1, and all of the constants will be
small when
?
 is small relative to the spectral gap 1´α¯. The implication is that
there is more “room” to use approximations when the exact chain mixes rapidly,
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and the bias will be small when  is small relative to the spectral gap. Moreover,
it seems that if  is gradually decreased to zero as the chain extends, one can
achieve an exact algorithm using only approximate kernels; the conditions under
which this occurs are made precise in the next section.
In finite time, the practical tradeoff is between using a longer path from P
with larger , which results in larger bias but smaller variance, or a shorter path
from P with smaller , which has smaller bias but much larger variance. These
tradeoffs are evident from (16), which gives an estimate of the squared error
risk for the time-averaging estimator. Morally this is no different from choosing
between two Markov kernels with the same invariant measure, where one mixes
slowly but has low computational cost per step, and one mixes rapidly but has
high computational cost per step.
The next result shows that our approximate horseshoe algorithm satisfies
Assumptions 3.7 and 3.8.
Theorem 3.13. Let P be the Markov transition operator that uses the same
update rule as P in Theorem 3.5, but approximates WDW 1 and DW by WDδW 1
and DδW
1 as in Section 2.2 with a fixed value of δ. Then
1. V pxq defined in (14) is a Lyapunov function of P.
2. There exists a constant C ą 0 depending on W, z such that for any x P X,
sup
xPX
}δxP ´ δxP}TV ď C
?
δ `Opδq, (18)
where δ is the threshold tuning parameter for the matrix approximation in
(6).
The result remains true even if no truncation of the prior on η is used (i.e. we
have b “ 0 in (4)). In addition, if b ą 0 in (4), then P is geometrically ergodic.
It follows that Theorem 3.10 holds for our approximate algorithm using the
Lyapunov function defined by the square root of (14).
This result gives both a guarantee that taking δ sufficiently small, one can
achieve any desired level of approximation error, and the rate at which the
approximation error goes to zero with δ. Of course, without knowing exactly the
value of all of the constants, we cannot give exact estimates of the approximation
error for any δ. Section 4 focuses on choosing δ in practice.
3.3. Exact algorithms using only approximate kernels
We now give results showing how to construct “exact” versions of algorithms
that only use approximating kernels. These results hold under general conditions
and are not specific to the algorithms in Section 2.
In the MCMC literature, an algorithm is typically considered exact if
}νPk ´ ν˚}TV Ñ 0
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as k Ñ 8 for any starting measure ν. Similarly, one might require that time
averages converge to expectations under the target, e.g.
lim
nÑ8E
˜
n´1
n´1ÿ
k“0
ϕpXkq ´ ν˚ϕ
¸2
“ 0
for some large class of functions ϕ. Of course, in most cases any pathwise quan-
tity from P will still have bias for any finite running time (though see the
method of [17] on de-biasing using couplings), and since one only ever has ac-
cess to finite-time pathwise quantities, there is little practical difference between
this guarantee and that given by Theorem 3.10. Nonetheless, this property is
often seen as desirable. The following result shows that we can achieve this by
employing a sequence of approximating transition kernels Pk at step k, and
taking k Ñ 0 as k Ñ 8 at a slow rate. Notice that while this result uses the
approximation condition dθpδxP, δxPq ď kp1 ` V pxqq, this is implied by As-
sumption 3.7 by (10) and (17) and the fact that the norms d1, dθ are equivalent
(see [16]).
Theorem 3.14. Let tku P r0, 1s8. Consider a Markov chain tXku defined by
X0 „ ν, Xk | Xk´1 „ PkpXk´1, ¨q, and denote P1P2 ¨ ¨ ¨Pn ”
śn
k“1 Pk .
Suppose that for every k,
dθpδxP, δxPkq ď kp1` V pxqq,
and that for every  P r0, 1q, pPV qpxq ď γV pxq ` K. Suppose further that
γ˜ “ supď1 γ ă 1 and K˜ “ supď1K ă 8. Then if
lim
nÑ8
nÿ
k“0
n´kα¯k “ 0, (19)
we have
lim
nÑ8
››››ν nź
k“0
Pk ´ ν˚
››››
TV
“ 0,
and if
lim
nÑ8n
´2
nÿ
k“1
nÿ
j“1
?
jk “ 0, (20)
then for any function |ϕ| ă ?V ,
lim
nÑ8E
˜
n´1
n´1ÿ
k“0
ϕpXkq ´ ν˚ϕ
¸2
“ 0.
Proof. Let P˜k be the k-step transition kernel P˜k “śkj“1 Pj . By [18, Corollary
1.6]
dθpν1P˜n, ν2Pnq ď α¯dθpν1P˜n´1, ν2Pn´1q ` np1` ν1P˜n´1V q.
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Iterating this estimate we obtain
dθpν1P˜n, ν2Pnq ď α¯ndθpν1, ν2q `
n´1ÿ
k“0
α¯kn´kp1` ν1P˜n´k´1V q.
Since V is a Lyapunov function of Pk for every k, we obtain using the uniform
bound on the constants
ν1P˜kV ď ν1P˜k´1pγkV `Kkq
ď
kź
j“1
γjν1V `
k´1ÿ
j“0
γjKj
ď γ˜kpν1V q ` K˜
1´ γ˜ ď
ν1V ` K˜
1´ γ˜
so
dθpν1P˜n, ν2Pnq ď α¯ndθpν1, ν2q `
n´1ÿ
k“0
α¯kn´k
˜
1` ν1V ` K˜
1´ γ˜
¸
“ α¯ndθpν1, ν2q `
˜
1` ν1V ` K˜
1´ γ˜
¸
n´1ÿ
k“0
α¯kn´k.
Substituting ν2 “ ν˚ we obtain
dθpν1P˜n, ν˚q ď α¯ndθpν1, ν˚q `
˜
1` ν1V ` K˜
1´ γ˜
¸
n´1ÿ
k“0
α¯kn´k.
Now using that dθ bounds total variation from above, the result follows whenever
limnÑ8
řn´1
k“0 α¯kn´k “ 0.
To show the second part, we apply [18, equation (45)] to obtain
1
n
n´1ÿ
k“0
ϕpXkq ´ ν˚ϕ “ UpX

0q ´ UpXnq
n
` 1
n
M n ` 1n
n´1ÿ
k“0
pPk`1 ´ PqUpXkq
where ϕ˜ “ ϕ´ ν˚ϕ,
U “
8ÿ
k“0
Pϕ˜, M n “
nÿ
k“1
mk, m

k`1 “ UpXkq ´ Pk`1UpXkq.
Put C “ p1_µV 1{2qθp1{2qp1´α¯p1{2qq , where 1´ α¯p1{2q is the spectral gap of P in the weighted
total variation norm built on V 1{2 with an appropriate θp1{2q. Simple modifica-
tions to the calculations in [18] using the uniform bounds on K and γ give
E
«ˆ
1
n
M n
˙2ff
ď 2C2
˜
1
n
` K˜
nt1´ γ˜u `
1´ γ˜n
n2t1´ γ˜uV px0q
¸
, (21)
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and
ErpPk ´ PqUpXkqpPj ´ PqUpXj qs ď C2?kj
”
c0 ` c1γ˜pj^kq{2V px0q
ı
so
n´1ÿ
k“0
n´1ÿ
j“0
E
“pPk`1 ´ PqUpXkqpPj`1 ´ PqUpXj q‰ ď n´1ÿ
k“0
n´1ÿ
j“0
C2
?
k`1j`1
”
c0 ` c1γ˜pj^kq{2V px0q
ı
ď C2 rc0 ` c1V px0qs
nÿ
k“1
nÿ
j“1
?
kj
n´2
n´1ÿ
k“0
n´1ÿ
j“0
E
“pPk`1 ´ PqUpXkqpPj`1 ´ PqUpXj q‰ ď 1n2C2 rc0 ` c1V px0qs
nÿ
k“1
nÿ
j“1
?
kj
ď 1
n2
C˜
nÿ
k“1
nÿ
j“1
?
kj (22)
Finally
pUpX0q ´ UpXnqq2
n2
ď 4C
2
n2
˜
1` p1` γ˜nqV px0q ` K˜
1´ γ˜
¸
. (23)
The quantities (21) and (23) converge to zero at rate n´1 and n´2, respectively.
The quantity in (22) will converge to zero whenever
lim
nÑ8n
´2
nÿ
k“1
nÿ
j“1
?
kj “ 0;
a sufficient condition is that
ř8
k“0
ř8
j“0
?
kj is finite, in which case convergence
to zero occurs at rate n´2. This completes the proof of the second part.
We note that the condition in (20) is exceedingly weak. Essentially, partial
sums
řn´1
k“0 k need only grow slower than n. This is easily satisfied by many
divergent series, such as the harmonic series. The following remark shows that
k Ñ 0 is sufficient for (19) to hold.
Remark 3.15. Suppose k Ñ 0. Then limnÑ8řn´1k“0 α¯kn´k “ 0.
Proof. For any k ď 0 define k “ 1. We have that
lim
nÑ8
n´1ÿ
k“0
α¯kn´k ď lim
nÑ8
8ÿ
k“0
α¯kn´k
“
8ÿ
k“0
α¯kp lim
nÑ8 n´kq
“ 0,
where in the second step we used that
ř8
k“0 α¯kn´k ď
ř8
k“0 α¯k “ p1´α¯q´1 ă 8
and applied the dominated convergence theorem. This completes the proof.
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Taken together, the results in this section indicate that if one takes k to zero,
an exact algorithm can be obtained, including guarantees that time averages
converge to expectations under the posterior measure uniformly over a large
class of functions. This guarantee is similar to the guarantee of exactness for
overdamped Langevin taking step sizes to 0 [9]. However, even one step of exact
Langevin is always computationally infeasible, so there is no upper bound on
the computational cost of the algorithm as the step sizes decrease to zero. In
contrast, in our setting the exact algorithm is just a polynomial time rather
than a linear time algorithm per step. The behavior of sequences of approximate
kernels with decreasing approximation error can also be compared with that of
pseudo-marginal MCMC, for which one usually can choose between a slowly
mixing algorithm that has low per step cost and a faster mixing algorithm
that has higher cost, both of which are exact. Similarly, in our case there is
clearly some sequence k that optimally trades off bias and variance for a fixed
computational budget, but we must typically rely on empirical analysis to assess
this. As such, it is often more practical to choose a single  empirically, which
we consider in the next section.
4. Analysis of approximation error
The results in the previous section show that the pointwise approximation error
in dθ decreases at rate δ
´1{2. However, because we do not have a quantitative
estimate of the spectral gap 1 ´ α¯, it is difficult to know how small δ needs
to be to make the bias terms in Theorem 3.10 small. Here we give both some
heuristic arguments for what a “small enough” value of δ will typically be,
as well as an empirical analysis of the bias induced by different fixed values
of δ. The latter is done by comparing paths from the exact and approximate
algorithms for different values of δ for problem sizes where it is feasible to run
the exact algorithm. Of course, one can always achieve an asymptotically exact
algorithm by using a decreasing sequence k of approximation errors per the
results of Section 3.3. However, in practice simplicity is often highly valued, so
the analysis in this section is aimed at choosing a default value of δ to be used
in cases where the approximation error is held fixed over time.
4.1. Heuristics for choosing δ
The threshold δ should satisfy δ ! 1. To see why, suppose that at most N of
the diagonal entries of D are nonzero and the columns of W corresponding to
nonzero diagonal entries of D are orthogonal. In this case
Mξ “ I ` ξ´1WDW 1 “W pI ` ξ´1DqW
with eigenvalues p1 ` η´1j ξ´1q for j : λj ‰ 0, so M´1 has eigenvalues p1 `
η´1j ξ´1q´1. In this idealized setting, an approximation Dδ that thresholds some
of the nonzero ηj will be very accurate precisely when ξ
´1η´1j ! 1. This heuris-
tic will be approximately correct whenever the columns of W are not highly
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collinear. When highly collinear columns do exist, thresholding ξ´1η´1j at δ can
result in a much worse approximation, since m highly collinear columns with
small ηj correspond approximately to a single eigenvector of ξ
´1WDW 1 with
eigenvalue m times what the above calculation would suggest. Thus, if we know
that W has low coherence, then a value of δ “ 10´2 might be sufficient. To
compensate for the likely presence of highly collinear columns in applications,
we suggest taking δ “ 10´4. We have detected no evidence of loss of accuracy
using this threshold, even with highly dependent design matrices. In practice,
the overriding factor in choosing such thresholds is computational budget, so we
suggest taking δ as small as possible while satisfying computational constraints.
4.2. Empirical analysis
We now empirically assess the approximation error for time averages by running
the approximate algorithm for different values of δ. The results in the following
sections are based on a series of simulations in which the data are generated
from
wi
iid„ Npp0,Σq (24)
zi „ Npwiβ, 4q
βj “
#
2´pj{4´9{4q j ă 24
0 j ą 23 ,
In contrast to typical simulations studies for shrinkage priors, in which signals
are typically either zero or large relative to the residual variance, we use a
decreasing sequence of signals. The largest signal size is 4, while 18 out of the
23 signals are smaller than the residual variance. For all of the problem sizes that
we consider, this results in bimodal marginal posterior for at least some of the
βj , increasing the difficulty of sampling from the target. We consider two cases
for Σ: the identity and Σij “ φ|i´j|. The latter is the covariance matrix for an
autoregressive model of order 1 with autoregressive coefficient φ and stationary
variance p1´ φ2q´1. Throughout, we put φ “ 0.9 when simulating a dependent
design. Because all of the nonzero signals are in the first 23 elements of β, all of
the βj corresponding to true signals will be highly correlated a posteriori, again
considerably increasing the difficulty of efficiently sampling from the target.
For analysis of the approximation error, we simulate from (24) with N “
1, 000 and p “ 10, 000 for δ “ 10´2, 10´3, 10´4, and 10´5. We also run the exact
algorithm twice with different random number seeds. We collect paths of length
20,000 from each simulation after discarding a burn-in of 5,000. For the first
100 entries of β, which includes the 23 non-nulls and 77 nulls, we compute (1)
correlation of pathwise means between the exact and approximate algorithm,
(2) correlation of pathwise variances between the exact and approximate algo-
rithms, and (3) Kolmogorov-Smirnov statistics for comparing the approximate
algorithm to the exact algorithm. Each metric is also computed between the
paths from the exact algorithm using a different random number seed. This last
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measurement gives some notion of how much variation one can expect in the
estimates just due to MCMC error. A value of δ that performs similarly by these
metrics to another copy of the exact algorithm initiated with a different random
seed is thus one that achieves almost undetectable approximation error.
The Kolmogorov-Smirnov statistics are shown in Figure 3. While δ “ 10´2
or 10´3 have significant bias for at least some of the marginals, when δ “ 10´4,
none of the Kolmogorov-Smirnov statistics are greater that 0.1, and most are
less than 10´1.5 « 0.03. A slight inprovement is seen in decreasing δ to 10´5, for
which the distribution of Kolmogorov-Smirnov statistics is hardly distinguish-
able from the distribution from a replicate simulation using the exact algorithm
initiated using a different random number seed.
Fig 3: Distribution of Kolmogorov-Smirnov statistics comparing the marginals of 100
entries of β for different values of δ.
Table 1 shows correlations between the means and variances of 100 entries of
β estimated using the exact and approximate algorithms. Similarly to the case
of Kolmogorov-Smirnov statistics, significant disagreement is seen betweent the
exact and approximate algorithms for δ “ 10´2 or 10´3, but they are virtually
indistinguishable for δ “ 10´4 or 10´5. On the basis of these results, we typically
choose δ “ 10´4 in subsequent simulations.
´ log10pδq mean variance
1 2 0.98 0.39
2 3 1.00 0.78
3 4 1.00 0.99
4 5 1.00 1.00
5 exact (δ “ 0) 1.00 1.00
Table 1
Correlations between estimates of means and varianes of β based on pathwise time averages
for different values of δ
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5. Analysis of computational cost
5.1. Estimating dependence of constants on problem size
The results of Section 3 prove that the exact algorithm converges toward the
posterior at an exponential rate, and give explicit bounds on the approximation
error of time averages from P as a function of path length n. Moreover, we know
the rate at which the computational complexity of taking one step from P or P
grows with N and p. However, rates are not always informative about the actual
computational cost of an algorithm in finite dimensions, since one typically does
not have sharp estimates of the constants. In particular, the spectral gap 1´ α¯
that appears in the results of Section 3 often depends on N and p. It is typically
very difficult to determine theoretically how α¯ depends on N, p in multistep
Gibbs samplers like that in (4) (see e.g. [19] for a very simple example that
nonetheless required extensive calculation).
However, one can conduct an empirical analysis of computational cost in the
following way. If we take  “ 0 in (16), the bound becomes
E
˜
1
n
n´1ÿ
k“0
ϕpXkq ´ ν˚ϕ
¸2
ď 3
n
ˆ
1_ µV
1´ α¯p1{2q
˙2 ˆ
2p1`Kq
1´ γ
˙
`O
ˆ
1
n2
˙
.
It follows that the asymptotic (in n) variance of time averages of geometrically
ergodic Markov chains is proportional to p1´α¯p1{2qq´1. This term can be thought
of as an upper bound on the sum
τ2ϕ :“
8ÿ
k“0
covpϕpX0q, ϕpXkqq ď 1
1´ α¯p1{2q (25)
for worst-case functions |ϕ| ă 1 ` V with X0 „ ν. A common approach to
study how this constant varies as a function of N, p is thus to choose some
collection of functions (usually coordinate projections) and compute an estimate
of (25) via plugging in pathwise estimates of the covariances obtained after
discarding a burn-in and truncating the sum. This is taken to be an estimate
of the asymptotic variance of ϕ. Numerous other estimators are available; see
[11]. Of course, there is no way to reliably find worst-case functions ϕ, but the
empirical estimates at least give some sense of how this quantity behaves for
statistically “important” functions like coordinate projections.
Estimates of τϕ are referred to as MCMC standard error, and there is a
significant literature on the properties of different estimators (see [11] for a rig-
orous treatment). Several of these estimators are implemented in the R package
mcmcse. We have consistently found the overlapping batch means estimator with
the theoretically optimal n1{3 batch size to perform the best, and we use this
estimator throughout the paper. The asymptotic variance should be estimated
after discarding the initial portion of the path; we discard 5,000 scans.
Using estimates of τ2ϕ for coordinate projections, we empirically analyze the
effect of problem size on the required path length as follows. Suppose that the
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relationship τ2ϕ “ BNa1pa2 for constants B, a1, a2 dictates the growth rate of τ2ϕ
with N and p; that is to say, the asymptotic variance grows like a polynomial
in N, p. Then,
logpτ2ϕq “ logpBq ` a1 logpNq ` a2 logppq,
and thus one can obtain a rough estimate of the order of τ2ϕ in p and N from a
regression of logpτˆ2ϕq on logpNq` logppq. We propose to compare estimates â1, â2
of a1, a2 across different algorithms as a way to empirically evaluate the relative
computational complexity arising from the growth of the asymptotic variance.
A related pathwise quantity is the effective sample size ne, which is usually
defined as
ne “ varν˚pϕqn
τ2ϕ
, (26)
an adjustment to the path length n to reflect how much the asymptotic variance,
τ2ϕ, is inflated by autocorrelation. Clearly, ne is proportional to the reciprocal
of the asymptotic variance, so larger ne is better. To estimate ne from paths of
length n, we employ the procedure in mcmcmse, again using the overlapping batch
means estimator with n1{3 batch size and discarding 5,000 initial iterations.
5.2. Cost per step
Table 2 shows estimates of coefficients from a regression of logptq on logpNq `
logppq for the old, new, and approximate algorithms, where t is computation
time in seconds. These estimates are based on 20 simulations from the model
in (24) with N sampled uniformly at random from integers between 200 and
1, 000 and p sampled uniformly at random from integers between 1, 000 and
5, 000. The algorithm was run for 20,000 iterations and total wall clock time
recorded. Computation was performed on multicore hardware with 12 threads,
so matrix multiplications contribute less to the wall clock time than do matrix
decompositions, resulting in the lower than expected exponents on N, p. Thus,
these estimates are meant to reflect the actual performance on modern multicore
hardware. Moreover, the computation time of the approximate algorithm is
likely non-constant in N, p. For larger dimensions, the initial few iterations are
likely to dominate the total computation time, since the benefits do not emerge
until the algorithm locates most of the true nulls. This cost could be largely
eliminated by “warm starting” the algorithm at, say, the cross-validated Lasso
solution, which can be computed in nearly linear time in N, p. This approach
could deliver a significant advantage in cases where lasso and horseshoe largely
agree about the set of “important” variables, as in the application in Section 7.
5.3. Cost related to variance of time averages
To assess the cost due to increased variance of the time-averaging estimator
as a function of N, p, we conduct another set of simulations. We focus on the
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Table 2: Estimates from regression of logptq on logpNq ` logppq.
dimension old new approximate
logpNq 1.6478 1.6847 0.5449
logppq 0.7204 0.6065 0.3392
performance of the approximate algorithm, since its much lower computational
cost per step allows a wider range of values of N, p in the simulation study,
improving the reliability of the results (recall that the approximate algorithm is
also geometrically ergodic by Theorem 3.13). The results that follow are based
on two simulation studies from the setup in (24), each consisting of 20 inde-
pendent simulations in which N was sampled uniformly at random from the
integers between 1, 000 and 5, 000 and p was sampled uniformly at random from
the integers between 10, 000 and 50, 000. In the first simulation study, we use an
independent design. In the second simulation study, we use a correlated design
with AR-1 structure and autocorrelation 0.9 as described above. The approxi-
mate algorithm was run for 20,000 iterations. Calculations of effective sample
sizes ne and standard errors were based on the final 15,000 iterations.
The left panels of Figure 4 shows the distribution of ne based on the first 100
entries of β, the corresponding entries of η, logpξq, and ´2 logpσq as a function
of p; each simulation also has a different value of N . No variation by p is evident
in either the independent or correlated design case. The right panels of Figure 4
shows the analogous result, but as a function of N . A slight increase in effective
sample size as N increases is possible. There is apparently little difference in ne
when the design matrix is correlated compared to independent design.
Fig 4: Left panels: Effective sample sizes ne for 100 entries of β, 100 entries of η,
log ξ and ´2 log σ. The 100 entries of β, η include those corresponding to all of the
true signals, and 76 null signals. The horizontal axis indicates the value of p used
in each of the 20 simulations. Right panels: analogous to left panels, except that the
horizontal axis indicates the value of N used in each of the 20 simulations rather than
value of p.
Tables 3 and 4 show results of a linear model with specification
logpσˆ2ϕj piqq “ a0 ` a1 logpNiq ` a2 logppiq ` bj ` ij
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where ϕjpxq “ xj is jth the coordinate projection of the partial state vector
x “ pβ1:100, η1:100, logpξq,´2 logpσqq
and i “ 1, . . . , 20 indexes the simulation scenario. Clearly, some coordinates
tend to mix better than others, and the coordinate-specific intercepts allow for
this variation. Results for independent design are shown in Table 3 and for
dependent design in Table 4. The small, negative coefficient estimates suggest
that if anything the Markov chain actually mixes slightly more rapidly as N, p
increase. Thus, there is little evidence that a longer path is needed to achieve
fixed Monte Carlo error as N, p grow.
Table 3: estimated parameters from regression of ´ logpneq on logpNq ` logppq, inde-
pendent design
Estimate Std. Error t value Pr(ą|t|)
(Intercept) -7.65 0.32 -23.65 0.00
log(N) -0.17 0.03 -5.39 0.00
log(p) -0.03 0.02 -1.83 0.07
Table 4: estimated parameters from regression of ´ logpneq on logpNq` logppq, depen-
dent design
Estimate Std. Error t value Pr(ą|t|)
(Intercept) -7.56 0.54 -14.03 0.00
log(N) -0.15 0.03 -5.04 0.00
log(p) -0.06 0.04 -1.47 0.14
6. Statistical performance
Because the old algorithm can sometimes become trapped in potential wells
(see Figure 2), computational cost is not a complete measure of the difference
between the old and new algorithms. In this section, we analyze the performance
of the three algorithms in the estimation of β, which is typically the focus of
inference. We again use the simulation setup in (24) with N sampled uniformly
at random from the integers between 200 and 1, 000 and p sampled uniformly at
random from the integers between 1, 000 and 5, 000. Mean squared error (MSE)
for estimation of β by MCMC time averages is shown in the left panel of Figure
5. There is no discernible difference between the performance of the new and
approximate algorithms, but the old algorithm has about double the MSE at
the median over the 20 simulations. Similarly, median empirical coverage of
95 percent credible intervals is about 90 percent for the old algorithm, and in
only one case did the empirical coverage achieve 95 percent. In contrast, the
new and approximate algorithms have median empirical coverage of about 93
percent, and never exhibited empirical coverage below 90 percent. We know
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from van der Pas et al. [42] that credible intervals for intermediate-sized signals
cannot achieve the nominal coverage, even asymptotically. Since our simulation
involves a sequence of decreasing signals, undoubtedly some of them fall into
this “intermediate” categorization. As such, the performance of the new and
approximate algorithms with respect to empirical coverage is probably near
optimal.
Fig 5: Mean squared error for estimation of β by time averages (left) and coverage
of 95 percent equal-tailed credible intervals based on time averaged quantiles (right).
Boxplot is over results of 20 simulations.
Figures S3, S4, and S2 in Supplementary Materials also evaluate statistical
performance of the approximate algorithm. Figures S3 and S4 show posterior
marginals for the first 25 entries of β for simulations with N “ 1, 000, p “ 5, 000
and N “ 5, 000, p “ 50, 000, respectively, along with the true values of β. In
general, the marginals have single modes centered near the truth for larger
true signals, two modes with one centered near the truth and one centered at
zero for intermediate sized true signals, and single modes at zero when the
true signal is small or identically zero. This is consistent with the expected
behavior of the Horseshoe. Figure S2 shows violin plots with indicated 95 percent
credible intervals for σ2 over 20 independent simulations each with 1, 000 ď
N ď 5, 000 and 5, 000 ď p ď 50, 000. All but two of the intervals cover the true
value of 2. Overall, the approximate algorithm has exhibited excellent statistical
performance by every metric we have considered.
7. GWAS Application
We use the horseshoe with computation by the approximate algorithm to an-
alyze a Genome-Wide Association Study (GWAS) dataset. The data consist
of N “ 2, 267 observations and p “ 98, 385 single nucleotide polymorphisms
(SNPs) in the genome of maize. These data have been previously studied by
[24] and [44]. Each observation corresponds to a different inbred maize line from
the USDA Ames seed bank [35]. As the response, we use growing degree days
to silking, a measure of the average number of days exceeding a certain tem-
perature that are necessary for the maize to “silk.” Maize is typically ready to
harvest about 60 days after silking, so this is a measure of the length of the
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growth cycle for a particular line of maize, crudely controlling for temperature.
This response is also considered by [44].
We run the approximate algorithm for 30,000 iterations, discarding 5,000
iterations as burn-in. Figure 6 shows histograms of ne and ne{t for 200 entries
of β, the corresponding 200 entries of η, logpξq, and ´2 logpσq. The 200 entries of
β, η includes the 100 entries for which the posterior mean is largest in absolute
value, as well as 100 other entries. The smallest value of ne observed was 893,
and the smallest value of ne{t 0.05. The median values were 4531 and 0.24,
respectively. Thus the algorithm remains quite efficient, even on a fairly large,
real dataset.
Fig 6: Effective sample size (left) and effective samples per second (right) for maize
application.
Figure 7 shows density plots of samples for the nine entries of β with largest
estimated absolute posterior mean, as well as the estimated posterior mean. The
Lasso estimates for these parameters, with the penalty chosen by 10-fold cross-
validation, are also indicated. It is clear that, even for the entries of β for which
the signal strength is largest, the Horseshoe marginals are typically bimodal,
with the weight in the mode centered at zero increasing with decreasing signal
strength. This suggests that the bimodal shape of the marginals may be quite
common in applications, and gives some sense of the level of uncertainty about
which entries correspond to true signals. The Lasso estimates for these relatively
large parameters are typically shrunken toward zero relative to the Horseshoe
posterior mean, a behavior that has been observed previously (see [3]).
Figure 8 plots the number of entries of β for which the absolute value of
the corresponding Lasso or Horseshoe point estimates exceed a threshold be-
tween 0.0005 and 0.1. Also shown is the size of the intersection of these two
sets. For larger thresholds, the number of Horseshoe point estimates exceeding
the threshold is typically larger than that for Lasso, while for smaller thresh-
olds, this trend is reversed. This is again consistent with the tendency of Lasso
to overshrink large signals and undershrink small signals [3]. The size of the
intersection closely tracks the minimum size of the two sets, suggesting that
Lasso and Horseshoe largely agree as to which coefficients represent signals, but
disagree somewhat about their magnitude. Of course, Lasso provides no notion
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Fig 7: Density plots for the 9 entries of β with largest estimated posterior mean along
with Eˆrβj | ys from Horseshoe (blue) and βˆj from Lasso (red).
of uncertainty in the selected variables such as that conveyed by the posterior
marginals of Horseshoe.
Fig 8: Plot of the number of variables for which Eˆrβj | ys ą T (Horseshoe) or βˆj ą T
(where βˆj is the Lasso estimate) vs T (threshold) for T ě 0.0005.
8. Discussion
It is now ten years since the Bayesian Lasso and the associated Gibbs sampling
algorithm were proposed in [29], eight years since the Horseshoe prior appeared
in [7], and 22 years since the landmark Lasso paper of Tibshirani [39]. While
the introduction of the least angle regression algorithm [10], and, more recently,
coordinate descent algorithms [12], have made L1 regularized regression with
hundreds of thousands of predictors possible on standalone computing hardware,
no existing implementation of Bayes Lasso, Horseshoe, or any other Bayesian
global-local shrinkage prior scales to this problem size. This has probably limited
the adoption of these attractive Bayesian methods by practitioners, especially
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in the biological sciences where large p is common. Regardless of the virtues of
a statistical procedure, it is of little use practically if it is not computable.
Here we have for the first time offered computational algorithms for Horse-
shoe that can scale to hundreds of thousands of predictors. The algorithms
have strong theoretical convergence and approximation error guarantees. Our
approximate algorithm has the same computational cost per step as coordinate
descent for elastic net and Lasso when the truth is sparse, though naturally
more computation time is required to obtain a Markov chain of the requisite
length than to obtain a single path of Lasso solutions. However, one gains more
information from the Horseshoe, perhaps most critically some measure of uncer-
tainty in which βj correspond to true signals. The Bayesian community has long
recommended against selecting single models without reporting uncertainty in
which model is selected, but has often not provided algorithms that implement
the recommended methods in large p problems. This has perhaps contributed to
the growing importance of selective inference over Bayesian methods, as practi-
tioners have mostly adopted the strategy of selecting a single model. We hope
that the computational strategies outlined here will contribute to growth in
the use of Bayesian methods in high-dimensional settings, and that exploiting
sparsity and other special structure of the target will be more widely adopted
as a means to develop accurate approximate MCMC algorithms for modern
applications.
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Appendix A: Preliminaries
We introduce notation and make several observations that are used throughout
the appendix. For a square matrix A, trpAq denotes its trace. We use Id to denote
the dˆd identity matrix. For an mˆr matrix A (with m ą r), sipAq :“ si “ ?λi
for i “ 1, . . . , r denote the singular values ofA, where λ1 ě λ2 ě . . . ě λr ě 0 are
the eigenvalues of A1A. The largest and smallest (non-zero) singular values are
smaxpAq “ s1pAq and sminpAq “ srpAq. Unless otherwise stated, }A} :“ smaxpAq
denotes the operator norm of a matrix. We often make use of the standard facts
}AB} “ }BA} ď }A} }B}, }A ` B} ď }A} ` }B}, and }A´1} “ 1{sminpAq. We
use ľ to denote the partial order on the space of nonnegative definite (nnd)
matrices, i.e., A ľ B implies pA ´ Bq is nnd. We also record the fact that if
A,B are nnd matrices of the same size, then ABA is also nnd.
For probability measures P,Q on pX ,Bq having densities p and q with respect
to some dominating measure ν, recall the following equivalent definitions of the
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total variation distance
}P ´Q}TV “ sup
BPB
ˇˇ
P pBq ´QpBqˇˇ “ 1
2
ż
X
|p´ q|dν “ sup
|φ|ă1
ż
φpp´ qqdν.
The Kullback–Leibler (KL) divergence KLpP ||Qq “ ş p logpp{qqdν. From Pinsker’s
inequality, KLpP ||Qq ě 2}P ´Q}2TV.
Define the multivariate normal inverse-gamma (MNIG) distribution to be the
joint distribution of pβ, σ2q P Rp b R` defined by the hierarchy
β | σ2 „ Npµ, σ2 Σq, σ2 „ InvGammapa, a1q, (27)
where an InvGammapa, a1q distribution has density proportional to
x´pa`1qe´a1{x1p0,8qpxq. We denote the above distribution by MNIGpµ,Σ, a, a1q.
We record a lemma which calculates the KL divergence between two MNIG
distributions with the same shape parameter; a proof is provided in Appendix
E.3.
Lemma A.1. Suppose pi „ MNIGpµi,Σi, ai, a1iq for i “ 0, 1, with a0 “ a1.
Then,
KLpp0 || p1q “1
2
„
trpΣ´11 Σ0 ´ Ipq ´ log |Σ´11 Σ0| ` pµ1 ´ µ0q1Σ´11 pµ1 ´ µ0q
a0
a10

` a0 logpa10{a11q ` pa
1
1 ´ a10qa0
a10
.
A.1. Derivation of mean and covariance for β in the approximate
chain
Let us first derive µδ in (8). Recalling the definition of Dδ, we have ΓδW
1 “
pΓSW 1S ; 0p´sδˆN q and WΓδW 1 “WSΓSW 1S . Thus, µδ “ pµS ; 0p´sδˆ1q, with
µS “ ΓSW 1SpIN `WSΓSW 1Sq´1z “ pW 1SWS ` Γ´1S q´1W 1Sz.
A proof of the second equality can be found in the proof of Proposition 1 in [4].
We now derive Σδ in (9). Again, using the definition of Dδ, we have u ´
ΓW 1M´1δ v “ puS ´ ΓSW 1SM´1S v ; uScq, where MS “ pIN `WSΓSW 1Sq. Also,
recall that v “ Wu ` f “ WSuS ` WScuSc ` f , and uS K uSc since Γ is
diagonal, which together imply covpuS , vq “ ΓSW 1S and covpuSc , vq “ ΓScW 1Sc .
We now derive the blocks of Σδ.
1. We have,
covpuS ´ ΓSW 1SM´1S vq “ ΓS ´ ΓSW 1SM´1S WSΓS “ pW 1SWS ` Γ´1S q´1,
where the proof of the second equality can be found in the proof of Proposition
1 in [4].
2. Next, using uS K uSc ,
covpuS ´ ΓSW 1SM´1S v, uScq “ ´ΓSW 1SM´1S WScΓSc .
3. Finally, covpuScq “ ΓSc .
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Appendix B: Transition densities of the exact and approximate
chain
We lay down the transition densities of the exact and approximate chains. Recall
D “ diagpη´1j q and Γ “ ξ´1D.
Exact chain. First, a comment on the state space for the Markov chain(s) of
interest. Ppx, ¨q is not defined for x in the set
X0 “ tx “ pβ, σ2, ξ, ηq : βj “ 0 for one or more ju
Thus, we exclude X0 from the state space, and construct a Lyapunov function
that is infinite on this set, so that points in this set are not on the boundary
of sublevel sets of the Lyapunov function. By [16, Remark 1.1], the Lyapunov
condition and minorization on its sublevel sets are sufficient to establish ex-
ponential convergence toward a unique invariant measure. In particular, [16,
Theorem 3.1] requires only that the state space X be a measurable space. Since
X0 has νPk-measure zero for any k ą 0 whenever it has ν-measure zero, com-
putational problems are avoided by simply not initializing the Markov chain at
a point in X0.
Define Rz0 “ Rzt0u. Consider the Markov transition kernel P for our exact
algorithm on state space X “ X1 ˆ X2 “ Rp` ˆ pRpz0 ˆ R` ˆ R`q with state
variable x “ pη, xzηq, where xzη “ pβ, σ2, ξq. Letting x “ pη˜, β˜, σ˜2, ξ˜q denote the
current state and y “ pη, β, σ2, ξq the new state, the transition kernel Ppx, ¨q
has density with respect to Lebesgue measure
ppx, yq “ p`pη˜, xzηq, pη, yzηq˘ “ p1pη | xzηq p2pyzη | η, ξ˜q, (28)
where
p1pη | xzηq “
pź
j“1
p1pηj | xzηq,
p1pηj | xzηq “ e
´m˜j
Γp0, m˜j ` bm˜jq
e´m˜jηj
1` ηj 1pb,8qpηjq,
p2pyzη | η, ξ˜q “ p2pβ | σ2, ξ, ηq p2pσ2 | ξ, ηq p2pξ | η, ξ˜q,
(29)
where m˜j “ ξ˜β˜2j {p2σ˜2q and Γp¨, ¨q is the incomplete Gamma function defined in
(58). We describe the various components of p2 below.
The transition kernel of the MH-within-Gibbs update for ξ can be written as
p2pξ | η, ξ˜q “ αηpξ˜, ξqhpξ | ξ˜q ` rηpξ˜q δξ˜pξq, (30)
where hp¨ | ¨q is the log-normal proposal kernel for ξ. Here,
αηpξ˜, ξq “ min
"
1, qηpξ˜, ξq “ ppξ | ηqξ
ppξ˜ | ηqξ˜
*
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is the probability of accepting a move to ξ from ξ˜, with ppξ | ηq as defined in
(3), δξ˜p¨q denotes a point-mass at ξ˜, and
rηpξ˜q “ 1´
ż
αηpξ˜, ξqhpξ | ξ˜q dξ
is the probability of staying at ξ˜.
The full conditional p2pβ | σ2, ξ, ηq is Npµ, σ2Σq with µ “ ΣW 1z and Σ “
pW 1W `pξ´1Dq´1q´1, while p2pσ2 | ξ, ηq has an InvGamma distribution. Thus,
using the definition of MNIG above, the full conditional for pβ, σ2q from the
exact algorithm, p2pβ, σ2 | ξ, ηq, is distributed as MNIGpµ,Σ, a, a1q, with
µ “ ΣW 1z “ ΓW 1M´1z, Σ “ pW 1W ` Γ´1q´1 “ Γ´ ΓW 1M´1WΓ,
a “ pN ` ωq{2, a1 “ pz1M´1z ` ωq{2. (31)
In the fist line of the above display, we used various equivalent representations of
µ and Σ which follow from the Woodbury matrix identity and are encapsulated
in the algorithm (5).
Approximate chain. We now describe the transition density of the approxi-
mate chain. Noting that the update for η remains the same in the approximate
algorithm, the approximate Markov kernel Ppx, ¨q has transition density
ppx, yq “ p1pη | xzηq p2,pβ, σ2 | ξ, ηq p2,pξ | η, ξ˜q x P X, (32)
where p2,pβ, σ2 | ξ, ηq denotes the approximate full conditional of pβ, σ2q re-
sulting from the approximations of DW and WDW 1 by DδW and WDδW 1
described in Section 2.2, which is distributed as MNIGpµδ,Σδ, aδ, a1δq, with
µδ “ ΓδW 1M´1δ z, Σδ “ Γ´
`
2ΓW 1M´1δ WΓδ ´ ΓδW 1M´1δ MM´1δ WΓδ
˘
,
aδ “ pN ` ωq{2, a1δ “ pz1M´1δ z ` ωq{2.
(33)
Also,
p2,pξ | ξ˜, ηq “ αη,pξ˜, ξqhpξ | ξ˜q ` rη,pξ˜q δξ˜pξq, (34)
is the approximate MH-within-Gibbs transition density obtained by the approx-
imation of the acceptance probability αη,pξ, ξ1q “ min
 
1, qη,δpξ, ξ1q
(
where
qη,δ “ ppξ | ηqξ
ppξ˜ | ηqξ˜
, (35)
and ppξ | ηq is obtained by replacing Mξ by Mξ,δ in (3).
Appendix C: Proof of Theorem 3.5
We prove the second assertion, that is, prove geometric ergodicity of P for b ą 0
by verifying the Lyapunov condition in Assumption 3.1 and the minorization
condition in Assumption 3.2. An inspection of the verification of the Lyapunov
condition will show that the same proof continues to work for b “ 0 with some
minor modifications.
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C.1. Lyapunov condition for the exact chain
We first show that
V
`
η, β, σ2, ξ
˘ “ }Wβ}2
σ2
`
pÿ
j“1
“
σ2c|βj |´2c ` σ´cηcj |βj |c ` ηcj
‰` ξ2 (36)
is a Lyapunov function for P for any c P p0, 1{2q. We have,
pPV qpη˜, xzηq “
ż
V pη, yzηq p
`pη˜, xzηq, pη, yzηq˘dηdyzη
“
ż
η
„ ż
yzη
V pη, yzηqp2pyzη | η, ξ˜q dyzη

p1pη | xzηq dη
“
ż
V1pη, ξ˜qp1pη | xzηq dη, (37)
where
V1pη, ξ˜q “ E
ˆ}Wβ}2
σ2
ˇˇ
η, ξ˜
˙
`Epξ2 | η, ξ˜q
`
pÿ
j“1
“
Epσ2c|βj |´2c | η, ξ˜q `Epσ´c|βj |c | η, ξ˜q ` ηcj
‰
. (38)
We now aim to bound V1pη, ξ˜q. We shall make repeated use of the fact that
Ergpβqhpσ2q | ηs “ E
„
hpσ2qErgpβq | σ2, ξ, ηs ˇˇ η
for integrable functions g and h, using the tower property of conditional expec-
tations.
We begin by integrating over β to bound Ep}Wβ}2 | σ2, ξ, ηq, Ep|βj |´2c |
σ2, ξ, ηq, and Ep|βj |c | σ2, ξ, ηq, respectively. We first show that
Ep}Wβ}2 | σ2, ξ, ηq ď }z}2 `Nσ2. (39)
To that end, we have, from (31),
Ep}Wβ}2 | ηq “ µ1W 1Wµ` σ2 trrpW 1W qΣs “ }WΣW 1z}2 ` σ2 trrWΣW 1s.
Let us now calculate WΣW 1. Recall,
Γ “ ξ´1D, M “ IN `WΓW 1, Σ “ Γ´ ΓW 1M´1WΓ,
where the last equality follows from the Woodbury matrix identity. Then,
WΣW 1 “WΓW 1 ´WΓW 1M´1WΓW 1 “WΓW 1“IN ´M´1WΓW 1‰
“WΓW 1M´1 “ IN ´M´1,
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where we have used that M´1WΓW 1 “WΓW 1M´1 “ IN´M´1. We then have
}WΣW 1z}2 “ }pIN ´M´1qz}2 ď }z}2, and trpWΣW 1q ď N , delivering (39).
We next focus on Ep|βj |´2c | σ2, ξ, ηq and show that for universal constants
0 ă C1, C2 ă 8,
E
`|βj |´2c | σ2, ξ, ηq ď σ´2cpC1ηcj ` C2q. (40)
A formula for negative absolute moments of Gaussians is available from [14] and
recorded in equation (61) in Section E.2. Specifically, let µj and σ
2
j respectively
denote the jth entry of µ and the jth diagonal entry of Σ in (31). We then have,
from (61), that
E
`|βj |´2c | σ2, ξ, ηq “ σ´2c σ´2cj 2´c Γ ` 1´2c2 ˘?pi e´
µ2j
2σ2σ2
j M
˜
1´ 2c
2
,
1
2
;
µ2j
2σ2σ2j
¸
,
where Mp¨, ¨; ¨q is the confluent hypergeometric function of the first kind; see
Section E.2 for definition and properties. Since c P p0, 1{2q, the condition of
Lemma E.2 is satisfied, so that we can bound
e
´ µ
2
j
2σ2σ2
j M
˜
1´ 2c
2
,
1
2
;
µ2j
2σ2σ2j
¸
ď 1.
This implies
E
`|βj |´2c | σ2, ξ, ηq ď C˜1σ´2c σ´2cj , (41)
where C˜1 “ pi´1{22´cΓp1{2´ cq.
To bound the right hand side of (41), we need a lower bound on σ2j . To
that end, we have s2maxpW q Ip ` pξ´1Dq´1 ľ W 1W ` pξ´1Dq´1, where A ľ B
denotes pA´Bq is nonnegative definite (nnd). Using the fact that A ľ B implies
B´1 ľ A´1, we have Σ ľ ps2maxpW q Ip ` pξ´1Dq´1q´1. Next, use the fact that
if A ľ B, then ajj ě bjj , since pajj ´ bjjq “ e1jpA ´ Bqej ě 0 with ej the jth
unit vector. This implies
σ2j ě 1s2maxpW q ` ξηj , σ
´2c
j ď ps2maxpW q ` ξηjqc ď ps2cmaxpW q ` bcξηcjq,
where in the last step, we used that for a, b ą 0 and c P p0, 1{2q, pa ` bqc ď
pac ` bcq, and that ξ ď bξ. Substitute the bound in (41) to obtain (40).
Next, we consider Ep|βj |c | σ2, ξ, ηq, and show that there exist universal
constants 0 ă C3, C4 ă 8 such that
pÿ
j“1
ηcjEp|βj |c | σ2, ξ, ηq ď C3σc
pÿ
j“1
pηcj ` 1q ` C4. (42)
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We have, using that x ÞÑ x2{c is convex for x ą 0, that “Ep|βj |c | σ2, ξ, ηq‰2{c ď
Epβ2j | σ2, ξ, ηq “ µ2j ` σ2σ2j , and hence, Ep|βj |c | σ2, ξ, ηq ď pµ2j ` σ2σ2j qc{2 ď
|µj |c ` σcpσ2j qc{2. Following a similar argument as in the paragraph after (41),
pW 1W ` pξ´1Dq´1q´1 ĺ ξ´1D, implying σ2j ď pξηjq´1. These together imply,
pÿ
j“1
ηcjEp|βj |c | σ2, ξ, ηq ď
pÿ
j“1
ηcjt|µ|cj ` σc pσ2j qc{2u ď
pÿ
j“1
ηcj |µj |c ` Cσc
pÿ
j“1
η
c{2
j .
for a universal constant C. Next, using Ho¨lder’s inequality,
pÿ
j“1
ηcj |µj |c ď
” pÿ
j“1
pηcj |µj |cq2{c
ıc{2
p1´c{2 “ p1´c{2 p}D´1µ}2qc{2.
We have }D´1µ}2 “ w1D´1Σ2D´1w, with w “ W 1z. Since Σ2 “ pW 1W `
pξ´1Dq´1q´2 ĺ ξ2D2, we have D´1Σ2D´1 ĺ ξ´2Ip, where we have used that
if B1 ĺ B2, and B1, B2, A are positive definite (pd), then AB1A ĺ AB2A.
This implies }D´1µ}2 ď ξ´2}w}2 ď a´2ξ }w}2. Cascading this bound through
the previous two displays, and using the inequality xc{2 ď pxc ` 1q for x ą 0,
(42) is obtained.
Combining the bounds (42), (40), and (39), we obtain for universal constants
0 ă C5, C6, C7, C8 ă 8 not depending on η
ErV | σ2, ξ, ηs ď C5
pÿ
j“1
ηcj ` C6σ2 `
C7
σc
` ξ2 ` C˜7
Next, take an expectation w.r.t. σ2 | ξ, η. Note that Ep1{σ2 | ξ, ηq “ pN `
aq{pz1M´1z ` bq ď pN ` aq{b, and similarly, Ep1{σc | ξ, ηq is also bounded
above by a constant not depending on ξ, η. This leads to
V1pη, ξ˜q “ ErV | η, ξ˜s ď C5
pÿ
j“1
ηcj ` C8, (43)
for a universal constant C8 not depending on ξ˜, where we additionally used that
ξ is compactly supported. Notice that while V1 is a function of ξ˜, the upper
bound on the right side is not, a consequence of the fact that ξ P raξ, bξs for
0 ă aξ ă bξ ă 8.
We now proceed to bound E
`
V1pη, ξ˜q | xzηq “
ş
V1pη, ξ˜q p2pη | xzηq. For a
small ε ą 0 to be chosen later, boundż
ηcj ppηj | xzηq dηj “ e
´m˜j
Γp0, m˜j ` bm˜jq
ż 8
b
ηcj
e´m˜jηj
1` ηj dηj
ď e
´m˜j
Γp0, m˜j ` bm˜jq
ż 8
b
ηc´1j e
´m˜jηj dηj
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“ e
´m˜j
mcj
Γpc, bm˜jq
Γp0, m˜j ` bm˜jq
ď εm˜´cj ` Cε
ď paξ{2q´cε σ˜2c|β˜j |´2c ` Cε
In the first inequality, we used the bound ηj{p1` ηjq ă 1 for ηj P pb,8q, while
the penultimate inequality follows from Lemma E.1. From (43), we then obtain
E
`
V1pη, ξ˜q | xzηq ď
pÿ
j“1
paξ{2q´cC5 ε σ2c|βj |´2c ` C9.
Now pick ε such that paξ{2q´cC5 ε ă 1, and we have proved that V is Lyapunov.
C.2. Minorization condition on sublevel sets
Consider sublevel sets of the Lyapunov function in (14):
SpRq :“
#
x :
}Wβ}2
σ2
`
pÿ
j“1
“
σ2c|βj |´2c ` σ´cηcj |βj |c ` ηcj
‰` ξ2 ă R+
where D “ diagpη´1q. Consider two points x, y P X. Observe that
}δxP ´ δyP}TV “
ż
|p1pη | xzηqp2pzzη | η, ξ˜q ´ p1pη | zzηqp2pzzη | η, ξ˜q|dzzηdη
“
ż
p2pzzη | η, ξ˜q|p1pη | xzηq ´ p1pη | yzηq|dzzηdη
“
ż
|p1pη | xzηq ´ p1pη | yzηq|dη
“ }δxzηP1 ´ δyzηP1}TV,
the total variation distance just between the η conditionals started at two points
xzη, yzη.
Let
SzηpRq “ txzη P X2 : pxzη, ηq P SpRq for some η P X1u
Consider a point xzη P SzηpRq. Any such point must satisfy
|βj |c
σc
ηc ă Rñ β
2
j ξ
σ2
ă bξR2{cη´2 j “ 1, . . . , p
σ2c
|βj |2c ă Rñ
β2j ξ
σ2
ą aξR´1{c j “ 1, . . . , p
if N ď p then }Wβ}
2
σ2
ă Rñ β
2
j ξ
σ2
ă bξR j “ 1, . . . , p
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It follows that when N ď p, aξR´1{c ă β2j ξσ´2 ă bξR for every xzη P SzηpRq.
Moreover, if p ą N and the prior on η is truncated below by b, then we have
aξR
´1{c ă β2j ξσ´2 ă bξR2{cb´2 for every xzη P SzηpRq.
The remainder of the proof uses the upper bound bξR
2{cb´2 from the p ą N
case; the proof for the p ď N case is virtually identical and omitted. Define the
interval
IpRq “
„
1
2
aξR
´1{c,
1
2
bξR
2{cb´2

and collection of densities corresponding to the full conditional of ηj | xzη for a
generic ηj
FpRq “
"
fmj pηjq “ e
´mj
Γp0,mjp1` bqq
e´mjηj
1` ηj 1tηj ą bu,mj P IpRq
*
,
and recall that mj “ β2j ξσ´2. We have that for any mj P IpRq
e´mj
Γp0,mjp1` bqq
e´mjηj
1` ηj 1tηj ą bu ě
e´ 12 bξR2{cb´2
Γp0, 12aξR´1{cp1` bqq
e´ 12 bξR2{cb´2ηj
1` ηj 1tηj ą bu
and since the function e´cx{p1 ` xq for c ą 0 is monotone decreasing in x, it
follows
inf
ηjPpb,b`1s
mjPIpRq
fmj pηjq ě e
´ 12 bξR2{cb´2
Γp0, 12aξR´1{cp1` bqq
e´ 12 bξR2{cb´2pb`1q
2` b 1tηj ą bu.
Now since the transition density corresponding to P1 can be written p1pxzη, ηq “śp
j“1 fmj pηjq, we have, with m “ pm1, . . . ,mpq,
inf
ηjPpb,b`1sp
mjPIpRqp
p1pxzη, ηq ě e
´ p2 bξR2{cb´2
Γpp0, 12aξR´1{cp1` bqq
e´
p
2 bξR
2{cb´2pb`1q
p2` bqp ” CpRq ą 0.
Define
MpRq “ tm : mj “ β2j ξσ´2 for some pβ, ξ, σ2q P SzηpRqu,
and observe that MpRq Ă IpRqp. It follows that
inf
xzη,yzηPSzηpRq
ż
pb,b`1sp
pp1pxzη, ηq ^ p1pyzη, ηqqdη ě CpRq
ż
pb,b`1sp
dη “ CpRq,
so
sup
xzη,yzηPSzηpRq
}δxzηP1 ´ δyzηP1}TV “ 1´ inf
xzη,yzηPSzηpRq
ż
pb,8qp
pp1pxzη, ηq ^ p1pyzη, ηqqdη
ď 1´ inf
xzη,yzηPSzηpRq
ż
pb,b`1sp
pp1pxzη, ηq ^ p1pyzη, ηqqdη
ď 1´ CpRq ă 1,
completing the proof.
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Appendix D: Proof of Theorem 3.13
We first show that V continues to define a Lyapunov function for the approxi-
mate chain P, and then bound the total variation distance between the exact
and approximate transition densities.
D.1. Lyapunov condition for approximate chain
The proof of this part to a large extent closely resembles the first part of
the proof of Theorem 3.5, and we only point out the key features. The only
place where one requires more work is to bound the trace term of Ep}Wβ}2 |
σ2, ξ, ηq “ µ1δW 1Wµδ ` σ2 trpWΣδW 1q under P. Proceeding as before, we can
show µ1δW 1Wµδ “ }pIN ´M´1δ qz}2 ď }z}2. Write trpWΣδW 1q “ trpWΣW 1q `
trpW∆W 1q, where ∆ “ Σδ ´ Σ. We have already showed in the proof of The-
orem 3.5 that trpWΣW 1q is small. For the other term, write trpW∆W 1q “
trpWΣ1{2Σ´1{2∆Σ´1{2Σ1{2W 1q. We prove in the next subsection (see equation
57) that
}Σ´1∆}2 ď 8}W }2δ `Opδ2q.
Since Σ´1{2∆Σ´1{2 is similar to Σ´1∆, this means Σ´1{2∆Σ´1{2 ĺ CIp for some
constant C ą 0. This means trpWΣ1{2Σ´1{2∆Σ´1{2Σ1{2W 1q ď C trpWΣW 1q,
which we already know is bounded above by a constant.
The other fact used to complete the proof is that the same two-sided bound
for σ2j continues to hold as before. To see this, for j R S, σ2j “ ξ´1η´1j , while
for j P S, σ2j ě 1{ps2maxpWSq ` ξηjq ě 1{ps2maxpW q ` ξηjq, and the upper bound
σ2j ď pξηjq´1 holds for all j.
D.2. Proof of uniform total variation bound in (18)
Recall we denote x “ pβ, σ2, ξ, ηq for the entire state vector. We shall also call
θ “ pβ, σ2q. The various pieces of the transition density for the exact algorithm
is given in (28) – (31), while the same for the approximate algorithm is given
in (32) – (35).
We now proceed to bound the total variation distance between Ppx, ¨q and
Ppx, ¨q. We have, for a fixed x P X,
2}Ppx, ¨q ´ Ppx, ¨q}TV “
ż
|ppx, yq ´ ppx, yq|dy
“
ż
p1pη | xzηq
"ż
|p2pyzη | η, ξ˜q ´ p2,pyzη | η, ξ˜q|dyzη
*
dη
ď sup
η
ż
|p2pyzη | η, ξ˜q ´ p2,pyzη | η, ξ˜q|dyzη
“ sup
η
ż ˇˇ
p2pθ | ξ, ηq p2pξ | η, ξ˜q ´ p2,pθ | ξ, ηq p2,pξ | η, ξ˜q
ˇˇ
dy1zη
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piqď sup
η
„ ż "ż
|p2pθ | ξ, ηq ´ p2,pθ | ξ, ηq| dθ
*
p2pξ | η, ξ˜q dξ
`
ż ˇˇ
p2pξ | η, ξ˜q ´ p2,pξ | η, ξ˜q
ˇˇ
dξ

piiqď 2 sup
ξ,η
}p2pθ | ξ, ηq ´ p2,pθ | ξ, ηq}TV ` 2 sup
ξ,ξ˜,η
ˇˇ
αηpξ˜, ξq ´ αη,pξ˜, ξq
ˇˇ
.
For (i), we used triangle inequality and that
ş
p2,pθ | ξ, ηq dθ “ 1. For (ii), we
used that ż ˇˇ
p2pξ | η, ξ˜q ´ p2,pξ | η, ξ˜q
ˇˇ
dξ
ď
ż ˇˇ
αηpξ˜, ξq ´ αη,pξ˜, ξq
ˇˇ
hpξ | ξ˜q dξ ` ˇˇrηpξ˜q ´ rη,pξ˜qˇˇ
ď2 sup
ξ,ξ˜,η
ˇˇ
αηpξ˜, ξq ´ αη,pξ˜, ξq
ˇˇ
.
Since the bound in (ii) is independent of x, we conclude that
sup
xPX
}δxP ´ δxP}TV ď sup
ξ,η
}p2pθ | ξ, ηq ´ p2,pθ | ξ, ηq}TVlooooooooooooooooooooomooooooooooooooooooooon
TV1
` sup
ξ,ξ˜,η
ˇˇ
αηpξ˜, ξq ´ αη,pξ˜, ξq
ˇˇ
looooooooooooooomooooooooooooooon
TV2
. (44)
We now separately bound TV1 and TV2. We show that
TV21 “ 4}W }2δ ` N ` ωω }W }
2δ ` N
2
}z}2
ω
}W }2δ `Opδ2q,
TV2 “ N }W }2 p1` }z}2{ωqδ `Opδ2q,
for sufficiently small δ, which produce the desired bound. Since the derivations
to obtain these bounds are somewhat lengthy, we split them into two different
sections below.
D.3. Bounding TV2: MH ratio approximations for ξ
We first record a couple of useful auxiliary results. The first result is a well-
known eigenvalue perturbation bound due to Weyl.
Lemma D.1 (Weyl). Let A,E be n ˆ n Hermitian matrices. Then, for i “
1, . . . , n,
|νipA` Eq ´ νipAq| ď }E},
where νipAq denotes the ith eigenvalue of A, and } ¨ } denotes the operator norm
of a matrix.
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Next, we present a simple yet useful result to bound the difference between
MH acceptance probabilities.
Lemma D.2. For any a, b ą 0,
|minpa, 1q ´minpb, 1q| ď max  |pa{bq ´ 1|, |pb{aq ´ 1|( ď e|∆| ´ 1,
where ∆ “ logpa{bq.
Proof. First observe that |minpa, 1q´minpb, 1q| ď |a´ b|, which can be verified
by enumerating the 4 different cases (i) a, b ă 1, (ii) a ă 1 ă b, (iii) b ă 1 ă a,
and (iv) a, b ą 1. In case (iv), the left hand side is 0 and the claimed bound is
trivially satisfied. In the remaining cases, bound
|a´ b| “ |tmaxpa, bq{minpa, bqu ´ 1| minpa, bq ď |tmaxpa, bq{minpa, bqu ´ 1|
ď max  |pa{bq ´ 1|, |pb{aq ´ 1|(.
This proves the first part. The second part simply follows from the monotonicity
of x ÞÑ ex.
As noted in Appendix B, we have that
αηpx, yq “ mint1, qηpx, yqu, αη,px, yq “ mint1, qη,δpx, yqu
with
qηpx, yq “ |My|
´1{2 pω ` z1M´1y zq´pN`ωq{2
|Mx|´1{2 pω ` z1M´1x zq´pN`ωq{2
y
?
x p1` xq
x
?
y p1` yq ,
and qη,δpx, yq is obtained by replacing Mt by Mt,δ, where, recall that
Mt “ IN ` t´1WDW 1, Mt,δ “ IN ` t´1WDδW 1, t P tx, yu.
It then follows from Lemma D.2 thatˇˇ
αηpx, yq ´ αη,px, yq
ˇˇ ď expp|∆|q ´ 1,
where
∆ “ log qη,δpx, yq
qηpx, yq “ ∆1 `∆2,
∆1 “ ∆1,y ´∆1,x, ∆1,t “ ´1
2
“
log |Mt,δ| ´ log |Mt|
‰
, t P tx, yu,
∆2 “ ∆2,y ´∆2,x, ∆2,t “ ´n` ω
2
“
logp1` z1M´1t,δ z{ωq ´ logp1` z1M´1t z{ωq
‰
, t P tx, yu.
We shall prove below that
|∆| ď N }W }2 p1` }z}2{ωqδ. (45)
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Observe the right hand side is independent of ξ and η.
To establish (45), we bound
|∆| ď
ÿ
tPtx,yu
r|∆1,t| ` |∆2,t|s. (46)
We now proceed to individually bound |∆1,t| and |∆2,t| for t P tx, yu.
For t P tx, yu, we have
ˇˇ
log |Mt| ´ log |Mt,δ|
ˇˇ “ ˇˇˇˇ Nÿ
i“1
“
logt1` t´1νipWDW 1qu ´ logt1` t´1νipWDδW 1qu
‰ˇˇˇˇ
ď
Nÿ
i“1
ˇˇ
logt1` t´1νipWDW 1qu ´ logt1` t´1νipWDδW 1qu
ˇˇ
ď
Nÿ
i“1
ˇˇ
t´1νipWDW 1q ´ t´1νipWDδW 1q
ˇˇ
,
where the last step uses the fact that the map u ÞÑ logp1 ` uq for u ą 0 is
Lipschitz. Write
t´1WDW 1 “ t´1WDδW 1 ` t´1WDăδW 1,
where Dăδ “ diag
`pη´1j q1pj P Icq˘ retains the entries of D which are thresh-
olded. By Weyl’s perturbation bound (see Lemma D.1), for any i “ 1, . . . , N ,ˇˇ
t´1νipWDW 1q ´ t´1νipWDδW 1q
ˇˇ ď t´1}WDăδW 1} ď δ}W }2,
where we use the fact that, given our thresholding rule, all non-zero diagonal
entries of the matrix t´1Dăδ is bounded by δ for t P tx, yu. Substituting the
bound, we obtain, ÿ
tPtx,yu
|∆1,t| ď N}W }2 δ. (47)
Next, we bound |∆2,t| for t P tx, yu. To that end, once again using that the
map u ÞÑ logp1` uq is Lipshcitz, boundˇˇ
logp1` z1M´1t z{ωq ´ logp1` z1M´1t,δ z{ωq
ˇˇ ď ˇˇz1pM´1t ´M´1t,δ qz{ωˇˇ
ď p}z}2{ωq }M´1t ´M´1t,δ }
ď p}z}2{ωq }M´1t pMt,δ ´MtqM´1t,δ }
ď p}z}2{ωq }Mt,δ ´Mt},
where we have used the identity A´1 ´ B´1 “ A´1pB ´ AqB´1, the bound
}AB} ď }A}}B}, and the fact that both }M´1t } and }M´1t,δ } are bounded above
by 1. Continuing from the last line of the display, }Mt´Mt,δ} “ }t´1WDăδW 1} ď
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δ}W }2 using the same argument as in the bound for ∆1,t. Substituting this
bound, we obtain, ÿ
tPtx,yu
|∆2,t| ď pN ` ωq p}z}2{ωq }W }2 δ. (48)
Substituting (47) and (48) in (46), we obtain (45). Now, making a Taylor ex-
pansion of ex ´ 1 about zero, we obtain for 0 ă x ă 1
ex ´ 1 “ p1` x`Opx2qq ´ 1 “ x`Opx2q,
which gives
TV2 “ N }W }2 p1` }z}2{ωqδ `Opδ2q (49)
for sufficiently small δ.
D.4. Bounding TV1
To bound the total variation distance between p2p¨ | ξ, ηq and p2,p¨ | ξ, ηq, we
use Pinsker’s inequality,
}p2pθ | ξ, ηq ´ p2,pθ | ξ, ηq}2TV ď 12 KL
`
p2,pθ | ξ, ηq || p2pθ | ξ, ηq
˘
, (50)
and subsequently use the expression for KL between two MNIGs derived in
Lemma A.1; note that the shape parameters aδ “ a “ pN `ωq{2 and hence the
Lemma applies.
Let us define
KL1 “ trpΣ´1Σδ ´ Ipq ´ log |Σ´1Σδ|,
KL2 “ pµ´ µδq1Σ´1pµ´ µδq aδ
a1δ
,
KL3 “ aδ logpa1δ{a1q ` pa1 ´ a1δq aδa1δ
(51)
so that
KL
`
p2,p¨ | ξ, ηq || p2p¨ | ξ, ηq
˘ “ 0.5pKL1 `KL2q `KL3.
We now proceed to bound each of the terms subsequently.
D.4.1. Bounds for KL1
The matrix Σ´1Σδ is similar to the positive definite matrix Σ´1{2ΣδΣ´1{2, and
hence its eigenvalues tζjupj“1 are all positive. Expressing the trace and determi-
nant in terms of the eigenvalues, we obtain,
KL1 “
pÿ
j“1
pζj ´ 1´ log ζjq. (52)
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Now, write
Σδ “ Σ`∆, ∆ “ ΓW 1M´1WΓ´
`
2ΓW 1 ´ ΓδW 1M´1δ M
˘
M´1δ WΓδ,
and
Σ´1Σδ “ Ip ` Σ´1∆.
Using rankpB1B2q ď mintrankpB1q, rankpB2qu, ∆ is the difference of two matri-
ces with rank at most N each, and using rankpB1`B2q ď rankpB1q` rankpB2q,
we can bound rankp∆q ď 2N , which then implies rankpΣ´1∆q ď 2N . Letting
tζ¯jupj“1 denote the eigenvalues of Σ´1∆, it then follows that ζ¯j “ 0 for j ě 2N .
Since ζj “ 1` ζ¯j , we conclude that ζj “ 1 for j ě 2N , and
KL1 “
2Nÿ
j“1
`
ζj ´ 1´ log ζj
˘ “ 2Nÿ
j“1
“
ζ¯j ´ logp1` ζ¯jq
‰
. (53)
Observe that the right hand side is a positive quantity, since logp1` xq ď x for
x ą ´1 and ζ¯j ą ´1 for all j (since ζj ą 0 for all j). Using Taylor expansion,
it can be further shown that x ´ logp1 ` xq ă x2 whenever |x| ď 1{2. Using
that the magnitude of the eigenvalues of a matrix are bounded by its operator
norm, we have |ζ¯j | ď }Σ´1∆} for all j “ 1, . . . , 2N . Hence, if we can show that
}Σ´1∆} is small, we can bound
KL1 ď
2Nÿ
j“1
|ζ¯j |2 ď 2N }Σ´1∆}2. (54)
With this motivation, we now proceed to bound }Σ´1∆}. To facilitate our
bounds, we decompose
pΣδ ´ Σq “ pΣδ ´ Σ˚q ` pΣ˚ ´ Σq,
where
Σ˚ “ Γ´ ΓW 1p2M´1δ ´M´1δ MM´1δ qWΓ.
Σ˚ itself is a covariance matrix, although this isn’t used in the subsequent
analysis. Letting A “M´1δ MM´1δ ,
ΓδW
1AWΓδ ´ ΓW 1AWΓ “ ΓδW 1AW pΓδ ´ Γq ` pΓδ ´ ΓqW 1AWΓ.
Hence,
Σδ ´ Σ˚ “ 2ΓW 1M´1δ W pΓ´ Γδqlooooooooooooomooooooooooooon
T1
`ΓδW 1AW pΓδ ´ Γqloooooooooomoooooooooon
T2
`pΓδ ´ ΓqW 1AWΓloooooooooomoooooooooon
T3
.
Recall that Σ´1 “ pW 1W ` Γ´1q. Let us now calculate
Σ´1pΣδ ´ Σ˚q “ pW 1W ` Γ´1qpT1 ` T2 ` T3q “ H1 `H2 `H3,
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with
H1 “ 2
“
W 1WΓW 1M´1δ W pΓ´ Γδq `W 1M´1δ W pΓ´ Γδq
‰
H2 “
“
W 1WΓδW 1AW pΓ´ Γδq ` Γ´1ΓδW 1AW pΓδ ´ Γq
‰
H3 “
“
W 1W pΓδ ´ ΓqW 1AWΓ` Γ´1 pΓδ ´ ΓqW 1AWΓ
‰
.
(55)
Next,
Σ˚ ´ Σ “ ΓW 1
“
M´1 `M´1δ MM´1δ ´ 2M´1δ
‰looooooooooooooooooomooooooooooooooooooon
E
WΓ.
Hence,
H4 :“ Σ´1pΣ˚ ´ Σq “ pW 1W ` Γ´1qΓW 1EWΓ. (56)
Combining (55) and (56) and using the triangle inequality for the operator norm,
}Σ´1∆} “ }Σ´1pΣδ ´ Σq} “ }H1 `H2 `H3 `H4} ď
4ÿ
i“1
}Hi}.
We now record a Lemma which collects various results required to bound the
operator norms of the His; a proof is provided in Appendix E.4.
Lemma D.3. The following inequalities hold:
piq max  }M´1}, }M´1δ }( ď 1.
piiq max  }M ´Mδ}, }M´1Mδ´ IN }, }MδM´1´ IN }, }M´1δ M ´ IN }, }MM´1δ ´
IN }
( ď }W }2δ.
piiiq max  }WΓW 1M´1}, }WΓδW 1M´1δ }( ď 1.
pivq }WΓW 1M´1δ } ď 1` }W }2δ.pvq Recalling that A “ M´1δ MM´1δ , we have }A} ď p1 ` }W }2δq. Further,}WΓδW 1A} ď p1` }W }2δq and }AWΓW 1} ď p1` }W }2δq2.
Using Lemma D.3, we now proceed to bound the }Hi}s; that }Γ ´ Γδ} ă δ
is used throughout, along with the facts }B1B2} “ }B2B1} and }B1 ` B2} ď
}B1} ` }B2}.
Bound for }H1}. We obtain, using (i) and (iv) in Lemma D.3,
}H1} ď 2}W }2δ
“}WΓW 1M´1δ } ` }M´1δ }‰ ď 2}W }2δ“2` }W }2δ‰.
Bound for }H2}.We obtain, using (v) in Lemma D.3 and the fact that }Γ´1Γδ} ď
1,
}H2} ď }W }2δ
“}WΓδW 1A} ` }A}‰ ď 2}W }2δ “1` }W }2δ‰.
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Bound for }H3}.We obtain, using (v) in Lemma D.3 and the fact that }Γ´1Γδ} ď
1,
}H3} ď }W }2δ
“}AWΓW 1} ` }A}‰ ď }W }2δ “p1` }W }2δq2 ` p1` }W }2δq‰.
Bound for }H4}. We have,
}H4} “ }WΓpW 1W ` Γ´1qΓW 1E}
“ }WΓW 1 pIN `WΓW 1qE}
“ }WΓW 1ME}.
Now, ME “ IN `MM´1δ MM´1δ ´ 2MM´1δ “ pMM´1δ ´ IN q2. Substituting in
the above display, and once again invoking Lemma D.3,
}H4} “ }M´1δ WΓW 1 pM ´MδqM´1δ pM ´Mδq}
ď }WΓW 1M´1δ } }M ´Mδ}2
ď p1` }W }2δq p}W }2δq2.
Bound for }Σ´1∆}. Collecting the bounds for }Hi} and substituting in the
display before Lemma D.3 plus some simplifying algebra yields,
}Σ´1∆} ď p}W }2δq “3` 3p1` }W }2δq ` 2p1` }W }2δq2‰ “ 8}W }2δ `Opδ2q
(57)
for sufficiently small δ.
D.4.2. Bound for KL2
Focus first on pµ´µδq1Σ´1pµ´µδq. We have µ´µδ “ pΓW 1M´1´ΓδW 1M´1δ qz.
Write
ΓW 1M´1 ´ γδW 1M´1δ “ pΓ´ ΓδqW 1M´1looooooooomooooooooon
U
`ΓδW 1M´1pIN ´MM´1δ qlooooooooooooooomooooooooooooooon
V
.
We can now write
pµ´ µδq1Σ´1pµ´ µδq “ z1pU ` V q1Σ´1pU ` V qz
ď }pU ` V q1Σ´1pU ` V q} }z}2
ď }Σ´1{2pU ` V q}2 }z}2
ď 2p}Σ´1{2U}2 ` }Σ´1{2V }2q }z}2
“ 2p}U 1Σ´1U} ` }V 1Σ´1V }q }z}2,
where we used the inequality }B1 `B2}2 ď 2p}B1}2 ` }B2}2q. Next,
}U 1Σ´1U} “ }M´1W pΓ´ ΓδqpW 1W ` Γ´1qpΓ´ ΓδqW 1M´1}
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“ }pΓ´ ΓδqpW 1W ` Γ´1q pΓ´ ΓδqW 1M´2W }
ď }pΓ´ ΓδqpW 1W ` Γ´1q} }W }2δ
ď }W }2δp1` }W }2δq “ }W }2δ `Opδ2q,
for sufficiently small δ, where we have used conclusions of Lemma D.3 in multiple
places and in the last step, we used }pΓ ´ ΓδqΓ´1} ď 1 since it is a diagonal
matrix with zeros and ones on the diagonal. Similarly, it can be verified that
}V 1Σ´1V } ď }W }2δp1` }W }2δq. So then it follows
KL2 ď
`
2}W }2δ `Opδ2q˘ N ` ω
ω
“ 2N ` ω
ω
}W }2δ `Opδ2q.
where the last factor is an upper bound on aδ{a1δ which originates from bounding
a1δ below by ω{2.
D.4.3. Bound for KL3
Using logpxq ď px´ 1q for x ą 0, we have,
KL3 ď aδ
 pa1δ{a1 ´ 1q ` pa1{a1δ ´ 1q(
ď 2aδ|a1 ´ a1δ|,
since a1, a1δ ą 1. Since |a1 ´ a1δ| “ |z1pM´1 ´M´1δ qz|{ω ď p}z}2{ωq }W }2δ, we
have
KL3 ď N p}z}2{ωq }W }2δ.
D.4.4. Summing up
We now combine the bounds to obtain the final result. We have
KL1`KL2`KL3 ď 8}W }2δ ` 2N ` ω
ω
}W }2δ `N p}z}2{ωq }W }2δ `Opδ2q
so by Pinsker’s inequality
TV21 ď 4}W }2δ ` N ` ωω }W }
2δ ` N
2
}z}2
ω
}W }2δ `Opδ2q
and so finally, combining with (49) – which contributes only factors of order δ2
or smaller after squaring – via (44), we obtain
sup
x
}δxP ´ δxP}TV “
c
4}W }2δ ` N ` ω
ω
}W }2δ ` N
2
}z}2
ω
}W }2δ `Opδq
“ ?δ}W }
c
4` N ` ω
ω
` N
2
}z}2
ω
`Opδq,
since none of the bounds depend upon the remaining state variable η, giving
the result.
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Appendix E: Some integrals, inequalities, & proofs of auxiliary
lemmas
E.1. Incomplete Gamma function
The incomplete Gamma function Γpa, xq for x ą 0 is defined as
Γpa, xq “
ż 8
x
ta´1e´tdt. (58)
When a “ 0, this reduces to the exponential integral function En1pxq “
ş8
x
t´1e´tdt.
We record an integral from Gradstheyn and Ryzhik (GR 3.383.10),ż 8
0
xν´1e´µx
x` β dx “ β
ν´1eβµ ΓpνqΓp1´ ν, βµq, (59)
for ν, µ, β ą 0.
We record a result relating the ratio of certain incomplete gamma functions.
Lemma E.1. Fix c P p0, 1{2s and b P p0, 1q. For any small ε ą 0, there exists a
positive constant Cε such that
rb,cpxq :“ e
´x
xc
Γpc, bxq
Γp0, x` bxq ď εx
´c ` Cε, @x P p0,8q.
Proof. For x ě 1{2, bound Γp0, xq ě ş2x
x
e´t{t dt ě e´xp1 ´ e´xq{p2xq ě
e´x{p8xq, where we used that for x ě 1{2, 1´ e´x ě 1{4. Also bound Γpc, xq “ş8
x
tc´1e´tdt ď xc´1 ş8
x
e´tdt “ xc´1e´x. Substituting these bounds, we have
for x ě 1{2 that
e´x
xc
Γpc, bxq
Γp0, x` bxq ď 8b
c´1p1` bq. (60)
We also have that limxÑ0 Γpc,bxqΓp0,x`bxq “ 0. Pick δ ą 0 such that Γpc,bxqΓp0,x`bxq ă ε for
all x ă δ. We can then bound
rb,cpxq ď εx´c `maxtrb,cpδq, 8bc´1p1` bqu, @x P p0,8q.
E.2. Normal inverse moments & Hypergeometric function
We state a formula for inverse absolute moments of a normal distribution. Let
X „ Npµ, σ2q. One has, for ν ą ´1,
Ep|X|νq “ σν2ν{2 Γ
`
ν`1
2
˘
?
pi
e´
µ2
2σ2 M
ˆ
ν ` 1
2
,
1
2
;
µ2
2σ2
˙
, (61)
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where
Mpα, γ; zq “ 1F1pα; γ; zq :“
8ÿ
n“0
pαqn
pγqnn!z
n
is the confluent hypergeometric function of the first kind, with
pxqn ” Γpx` nq
Γpxq ,
the ascending factorial. Letting
Mpα, γ; zq “ Mpα, γ; zq
Γpγq ,
one has, if γ ą α ą 0 then
Mpα, γ; zq “ 1
ΓpαqΓpγ ´ αq
ż 1
0
ezttα´1p1´ tqγ´α´1dt.
We state a useful result below.
Lemma E.2. Fix γ ą α ą 0. The function
z ÞÑ e´zMpα, γ; zq
is a non-increasing function of z for z ě 0. In particular, e´zMpα, γ; zq ď 1 for
any z ą 0.
Proof. We can write, based on the above integral representation,
e´zMpα, γ; zq “ Γpγq
ΓpαqΓpγ ´ αq
ż 1
0
e´zp1´tqtα´1p1´ tqγ´α´1dt
“ Γpγq
ΓpαqΓpγ ´ αq
ż 1
0
e´zttγ´α´1p1´ tqα´1dt,
which is a non-increasing function of z on r0,8q.
The second part follows from evaluating the last line of the above display at
z “ 0, which reduces to the integral of a beta pdf at 0, so that e´zMpα, γ; zq|z“0 “
1. The bound then follows.
E.3. Proof of Lemma A.1
We haveż
p0pβ, σ2q log p0pβ, σ
2q
p1pβ, σ2q dβdσ
2
“
ż
p0pβ | σ2q p0pσ2q
„
log
p0pβ | σ2q
p1pβ | σ2q ` log
p0pσ2q
p1pσ2q

dβdσ2
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“
ż
KL
ˆ
p0p¨ | σ2q || p1p¨ | σ2q
˙
p0pσ2q dσ2 `
ż
p0pσ2q log p0pσ
2q
p1pσ2q dσ
2.
First, using normality of pip¨ | σ2q and the standard expression for the KL
divergence between two multivariate normals,
KL
ˆ
p0p¨ | σ2q || p1p¨ | σ2q
˙
“ 1
2
„
trpΣ´11 Σ0 ´ Ipq ´ log |Σ´11 Σ0| `
pµ1 ´ µ0q1Σ´11 pµ1 ´ µ0q
σ2

.
Thus, ż
KL
ˆ
p0p¨ | σ2q || p1p¨ | σ2q
˙
p0pσ2q dσ2
“ 1
2
„
trpΣ´11 Σ0 ´ Ipq ´ log |Σ´11 Σ0| ` pµ1 ´ µ0q1Σ´11 pµ1 ´ µ0q
a0
a10

.
Next, using that a0 “ a1,ż
p0pσ2q log p0pσ
2q
p1pσ2q dσ
2
“
ż
p0pσ2q rpa0 log a10 ´ a0 log a11q ` pa11 ´ a10qpσ2q´1s dσ2
“ a0 logpa10{a11q ` pa
1
1 ´ a10qa0
a10
.
E.4. Proof of Lemma D.3
We make multiple usage of the following facts. For matrices A and B of compat-
ible size, }AB} “ }BA} ď }A} }B} and }A`B} ď }A} ` }B}. For invertible A,
}A´1} “ 1{sminpAq. For a symmetric p.d. matrix A, its eigenvalues and singular
values are identical.
(i) Follows since sminpMq and sminpMδq are both bounded below by 1.
(ii) First, }M ´Mδ} “ }W pΓ´ΓδqW 1} ď }W }2δ since Γ´Γδ is a diagonal ma-
trix with the non-zero entries bounded by δ. The remaining 4 inequalities have
near identical proofs so we only prove one of them. We have }M´1δ M ´ IN } “}M´1δ pMδ ´Mq} ď }M ´Mδ} by (i).
(iii) Writing WΓW 1M´1 “ IN ´M´1, all its eigenvalues are bounded above
by 1. Similarly for the second part.
(iv) Bound }WΓW 1M´1δ } ď }WΓW 1M´1} ` }WΓW 1M´1 pIN ´MM´1δ q} ď}WΓW 1M´1} `1` }IN ´MM´1δ }˘. Conclude from (ii) and (iii).
(v) First, bound }A} ď }M´1δ M} }M´1δ ´M´1}`}M´1δ }. The bound then follows
from (i) and (ii) and noting that pM´1δ ´M´1q “M´1δ pM ´MδqM´1. For the
third bound, write }AWΓW 1} “ }M´1δ MM´1δ WΓW 1} ď }M´1δ M} }M´1δ WΓW 1}.
The bound then follows from (ii) and (iii). The bound for }WΓδW 1A} follows
similarly.
imsart-generic ver. 2014/10/16 file: lg-algos-arXiv-v2.tex date: October 16, 2018
J.E. Johndrow, P. Orenstein, and A. Bhattacharya/Horseshoe MCMC Convergence 52
References
[1] Baker, J., Fearnhead, P., Fox, E. B., and Nemeth, C. (2017). Control variates
for stochastic gradient mcmc. arXiv preprint arXiv:1706.05439.
[2] Bardenet, R., Doucet, A., and Holmes, C. (2017). On markov chain monte
carlo methods for tall data. The Journal of Machine Learning Research,
18(1):1515–1557.
[3] Bhadra, A., Datta, J., Polson, N. G., and Willard, B. T. (2017). Lasso meets
horseshoe. arXiv preprint arXiv:1706.10179.
[4] Bhattacharya, A., Chakraborty, A., and Mallick, B. K. (2016a). Fast sam-
pling with Gaussian scale mixture priors in high-dimensional regression.
Biometrika, 103(4):985–991.
[5] Bhattacharya, A., Pati, D., Pillai, N. S., and Dunson, D. B. (2015). Dirichlet–
Laplace priors for optimal shrinkage. Journal of the American Statistical
Association, 110(512):1479–1490.
[6] Bhattacharya, A., Pati, D., and Yang, Y. (2016b). Bayesian fractional pos-
teriors. arXiv preprint arXiv:1611.01125.
[7] Carvalho, C. M., Polson, N. G., and Scott, J. G. (2010). The horseshoe
estimator for sparse signals. Biometrika, 97(2):465–480.
[8] Chakraborty, A., Bhattacharya, A., and Mallick, B. K. (2016). Bayesian
sparse multiple regression for simultaneous rank reduction and variable selec-
tion. arXiv preprint arXiv:1612.00877.
[9] Durmus, A. and Moulines, E. (2016). High-dimensional bayesian inference
via the unadjusted langevin algorithm. arXiv preprint arXiv:1605.01559.
[10] Efron, B., Hastie, T., Johnstone, I., and Tibshirani, R. (2004). Least angle
regression. The Annals of statistics, 32(2):407–499.
[11] Flegal, J. M. and Jones, G. L. (2010). Batch means and spectral variance
estimators in markov chain monte carlo. The Annals of Statistics, 38(2):1034–
1070.
[12] Friedman, J., Hastie, T., and Tibshirani, R. (2010). Regularization paths
for generalized linear models via coordinate descent. Journal of Statistical
Software, 33(1):1–22.
[13] George, E. I. and McCulloch, R. E. (1997). Approaches for Bayesian vari-
able selection. Statistica sinica, 7:339–373.
[14] Gradshteyn, I. S. and Ryzhik, I. M. (2014). Table of integrals, series, and
products. Academic press.
[15] Hahn, P. R., He, J., and Lopes, H. F. (2017). Efficient sampling
for gaussian linear regression with arbitrary priors. Technical Report,
https://math.la.asu.edu/ prhahn/slicepaper.pdf.
[16] Hairer, M. and Mattingly, J. C. (2011). Yet another look at harris’ ergodic
theorem for markov chains. In Seminar on Stochastic Analysis, Random
Fields and Applications VI, pages 109–117. Springer.
[17] Jacob, P. E., O’Leary, J., and Atchade´, Y. F. (2017). Unbiased markov
chain monte carlo with couplings. arXiv preprint arXiv:1708.03625.
[18] Johndrow, J. E. and Mattingly, J. C. (2017). Error bounds for approxima-
tions of Markov chains. arXiv preprint arXiv:1711.05382.
imsart-generic ver. 2014/10/16 file: lg-algos-arXiv-v2.tex date: October 16, 2018
J.E. Johndrow, P. Orenstein, and A. Bhattacharya/Horseshoe MCMC Convergence 53
[19] Johndrow, J. E., Smith, A., Pillai, N., and Dunson, D. B. (2018). Mcmc for
imbalanced categorical data. Journal of the American Statistical Association,
(just-accepted):1–44.
[20] Johnson, V. E. and Rossell, D. (2012). Bayesian model selection in
high-dimensional settings. Journal of the American Statistical Association,
107(498):649–660.
[21] Khare, K. and Hobert, J. P. (2013). Geometric ergodicity of the Bayesian
lasso. Electronic Journal of Statistics, 7:2150–2163.
[22] Khasminskii, R. (1980). Stochastic stability of differential equations.
Springer.
[23] Korattikara, A., Chen, Y., and Welling, M. (2014). Austerity in mcmc
land: Cutting the metropolis-hastings budget. In International Conference
on Machine Learning, pages 181–189.
[24] Liu, X., Huang, M., Fan, B., Buckler, E. S., and Zhang, Z. (2016). Iterative
usage of fixed and random effect models for powerful and efficient genome-
wide association studies. PLoS genetics, 12(2):e1005767.
[25] Makalic, E. and Schmidt, D. F. (2016). A simple sampler for the horseshoe
estimator. IEEE Signal Processing Letters, 23(1):179–182.
[26] Meyn, S. P. and Tweedie, R. L. (1993). Markov chains and stochastic
stability. Springer.
[27] Mitrophanov, A. Y. (2005). Sensitivity and convergence of uniformly er-
godic Markov chains. Journal of Applied Probability, 42(4):1003–1014.
[28] Pal, S. and Khare, K. (2014). Geometric ergodicity for Bayesian shrinkage
models. Electronic Journal of Statistics, 8(1):604–645.
[29] Park, T. and Casella, G. (2008). The Bayesian lasso. Journal of the Amer-
ican Statistical Association, 103(482):681–686.
[30] Pillai, N. S. and Smith, A. (2014). Ergodicity of approximate mcmc chains
with applications to large data sets. arXiv preprint arXiv:1405.0182.
[31] Pollock, M., Fearnhead, P., Johansen, A. M., and Roberts, G. O. (2016).
The scalable langevin exact algorithm: Bayesian inference for big data. arXiv
preprint arXiv:1609.03436.
[32] Polson, N. G. and Scott, J. G. (2010). Shrink globally, act locally: Sparse
Bayesian regularization and prediction. In Bayesian Statistics, volume 9,
pages 501–538. Oxford University Press.
[33] Polson, N. G., Scott, J. G., and Windle, J. (2014). The Bayesian bridge.
Journal of the Royal Statistical Society: Series B (Statistical Methodology),
76(4):713–733.
[34] Roberts, G. O., Rosenthal, J. S., and Schwartz, P. O. (1998). Conver-
gence properties of perturbed Markov chains. Journal of Applied Probability,
35(1):1–11.
[35] Romay, M. C., Millard, M. J., Glaubitz, J. C., Peiffer, J. A., Swarts, K. L.,
Casstevens, T. M., Elshire, R. J., Acharya, C. B., Mitchell, S. E., Flint-Garcia,
S. A., et al. (2013). Comprehensive genotyping of the USA national maize
inbred seed bank. Genome Biology, 14(6):R55.
[36] Rosenthal, J. S. (1995). Minorization conditions and convergence rates for
markov chain monte carlo. Journal of the American Statistical Association,
imsart-generic ver. 2014/10/16 file: lg-algos-arXiv-v2.tex date: October 16, 2018
J.E. Johndrow, P. Orenstein, and A. Bhattacharya/Horseshoe MCMC Convergence 54
90(430):558–566.
[37] Rudolf, D. and Schweizer, N. (2018). Perturbation theory for Markov chains
via Wasserstein distance. Bernoulli, 24(4):2610–2639.
[38] Scott, J. G. and Berger, J. O. (2010). Bayes and empirical-Bayes multiplic-
ity adjustment in the variable-selection problem. The Annals of Statistics,
38(5):2587–2619.
[39] Tibshirani, R. (1996). Regression shrinkage and selection via the lasso.
Journal of the Royal Statistical Society. Series B (Methodological), 58(1):267–
288.
[40] van der Pas, S., Kleijn, B., and van der Vaart, A. (2014). The horseshoe
estimator: Posterior concentration around nearly black vectors. Electronic
Journal of Statistics, 8(2):2585–2618.
[41] van der Pas, S., Szabo´, B., and van der Vaart, A. (2017a). Adaptive pos-
terior contraction rates for the horseshoe. Electronic Journal of Statistics,
11(2):3196–3225.
[42] van der Pas, S., Szabo´, B., and van der Vaart, A. (2017b). Uncertainty quan-
tification for the horseshoe (with discussion). Bayesian Analysis, 12(4):1221–
1274.
[43] Welling, M. and Teh, Y. W. (2011). Bayesian learning via stochastic gra-
dient langevin dynamics. In Proceedings of the 28th International Conference
on Machine Learning (ICML-11), pages 681–688.
[44] Zeng, P. and Zhou, X. (2017). Non-parametric genetic prediction of complex
traits with latent dirichlet process regression models. Nature communications,
8(1):456.
imsart-generic ver. 2014/10/16 file: lg-algos-arXiv-v2.tex date: October 16, 2018
J.E. Johndrow, P. Orenstein, and A. Bhattacharya/Horseshoe MCMC Convergence i
Supplementary Materials
This supplement contains derivation of the rejection sampler and some addi-
tional figures as described in the main text.
Appendix S1: Rejection sampler for local scales
Fix ε P p0, 1q and consider sampling from the density
hεptq “ Cε e
´εt
1` t , t ą 0,
where the normalizing constant Cε “ e´ε{Eipεq, with Eipxq “
ş8
x
e´t{t dt “
Γp0, xq the exponential integral function. The constant Cε is a decreasing func-
tion of ε, with C1 « 1.6 and Cε ă 1 for ε ă 0.40.
First we record useful fact about the density hε. If X „ Expopεq with EpXq “
1{ε, then P pX ą b{εq “ e´b for any b ą 0. We show a similar upper bound for
hε. Bound
Cε
ż 8
b{ε
e´εt
1` t dt ď
Cε
1` b{ε
ż 8
b{ε
e´εt dt “ Cε
1` b{ε
1
ε
e´b ď Cε e
´b
b
.
Let
fpxq :“ fεpxq “ εx` logp1` xq, x ą 0,
be the negative log-density up to constants. It is easily verified that f is an
increasing concave function on p0,8q. We now develop a lower bound to f .
For any real-valued function g and an interval r¯v, v¯s Ă dompgq, recall that
the line segment on the interval r¯v, v¯s joining gp
¯
vq and gpv¯q is given by
x ÞÑ gp
¯
vq ` gpv¯q ´ gp¯vq
v¯ ´
¯
v
px´
¯
vq, x P r¯v, v¯s.
Fix 0 ă a ă 1 ă b, and set
A “ fpa{εq, I “ fp1{εq, B “ fpb{εq.
Also, set
λ2 “ I ´Ap1´ aq{ε , λ3 “
B ´ I
pb´ 1q{ε .
With these notations, set
fL,εpxq :“ fLpxq “
$’’’&’’’%
logp1` xq x P r0, a{εq,
A` λ2px´ a{εq x P ra{ε, 1{εq,
I ` λ3px´ b{εq x P r1{ε, b{εq,
B ` εpx´ b{εq x ě b{ε.
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Some comments about the approximation fL. First, fL is an increasing function
and is piecewise linear on ra{ε,8q. It has a jump discontinuity at a{ε and is
continuous everywhere else. fL is identical to logp1 ` xq on r0, a{εq, linearly
interpolates between (i) fpa{εq and fp1{εq on ra{ε, 1{εq and (ii) fp1{εq and
fpb{εq on r1{ε, b{εq, and equals εx ` logp1 ` b{εq on rb{ε,8q. By construction,
fL ď f on r0, a{εq, and the concavity of f implies fL ď f on ra{ε,8q, implying
that fL is globally bounded from above by f .
Fig S1: Comparison of f and fL with ε “ 10´4, a “ 1{5, and b “ 10.
Let hLpxq “ e´fLpxq{ν for x P p0,8q, with ν “
ş8
0
e´fLpxq dx. A rejection
sampling algorithm to sample from h proceeds as follows:
(i) draw z „ hL and u „ Up0, 1q independently.
(ii) Accept z as a sample from h if u ă e´pf´fLqpzq. Otherwise, back to step (i).
We now describe sampling from hL. To that end, let us first calculate the
normalizing constant ν. We have,
ν “ ν1 ` ν2 ` ν3 ` ν4,
ν1 “
ż a{ε
0
dx
1` x “ logp1` a{εq,
ν2 “ e´A
ż 1{ε
a{ε
e´λ2px´a{εq dx “ λ´12 e´A
“
1´ e´pI´Aq‰,
ν3 “ e´I
ż b{ε
1{ε
e´λ3px´1{εq dx “ λ´13 e´I
“
1´ e´pB´Iq‰,
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ν4 “ e´B
ż 8
b{ε
e´εpx´b{εq dx “ ε´1 e´B .
We can thus write hL as a mixture of four densities,
hL “ pν1{νqh1 ` pν2{νqh2 ` pν3{νqh3 ` pν4{νqh4,
where
h1pxq “ 1
ν1
1r0,a{εqpxq
1` x ,
h2pxq “ 1
ν2
e´A e´λ2px´a{εq 1ra{ε,1{εqpxq,
h3pxq “ 1
ν3
e´I e´λ3px´1{εq 1r1{ε,1b{εqpxq,
h4pxq “ 1
ν4
e´B e´εpx´b{εq 1rb{ε,8qpxq.
Observe that h2, h3 and h4 are truncated exponential densities. We now describe
the inverse cdf method to sample from a truncated exponential.
Sampling from truncated exponential. Let Expopλ,
¯
v, v¯q denote the distri-
bution with density
γpxq “ λe
´λpx´
¯
vq
H
, x P r¯v, v¯s,
where λ ą 0, 0 ď
¯
v ă v¯ ď 8, and H “ 1 ´ e´λpv¯´¯vq (Note:when v¯ “ 8, this
means H “ 1). The cdf
Fγpxq “ 1´ e
´λpx´
¯
vq
H
, x P r¯v, v¯s.
The inverse-cdf method to sample from Expopλ,
¯
v, v¯q is then given by:
Sample u „ Up0, 1q and set
x “
¯
v ` ´ logp1´ uHq
λ
“
¯
v ` ´ logp1´ u` u e
´λpv¯´
¯
vqq
λ
.
After some simplification, the value of H corresponding to h2 and h3 is re-
spectively,
H2 “ 1´ e´pI´Aq, H3 “ 1´ e´pB´Iq.
The density h1 can also be sampled using inverse cdf method. We have
Sampling from h1: The cdf of h1 is
F1pxq “ logp1` xq
ν1
, x P r0, a{εq.
The inverse cdf sampler sets:
draw u „ Up0, 1q and set x “ euν1 ´ 1 “ p1` a{εqu ´ 1.
imsart-generic ver. 2014/10/16 file: lg-algos-arXiv-v2.tex date: October 16, 2018
J.E. Johndrow, P. Orenstein, and A. Bhattacharya/Horseshoe MCMC Convergence iv
Appendix S2: Extra Figures
Here we provide additional figures relevant to the statistical performance of
time-averaging estimators from the Approximate algorithm.
Fig S2: Marginals for the residual standard deviation σ over 20 values of N, p using
the approximate algorithm. The small horizontal lines indicate the 0.025 and 0.975
approximate posterior quantiles. The true value is 2 in all cases.
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Fig S3: Marginals for the first 25 entries of β for N “ 1000, p “ 5000, true value
indicated with red line. Approximate algorithm.
imsart-generic ver. 2014/10/16 file: lg-algos-arXiv-v2.tex date: October 16, 2018
J.E. Johndrow, P. Orenstein, and A. Bhattacharya/Horseshoe MCMC Convergence vi
Fig S4: Marginals for the first 25 entries of β for N “ 5000, p “ 50, 000, true value
indicated with red line. Approximate algorithm.
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