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Spin-1 Bose-Hubbard model with two- and three-body interactions
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Abstract
We investigated the ground state of spin-1 bosons interacting under local two- and three-body interactions in
one dimension by means of the density matrix renormalization group method. We found that the even-odd
asymmetry will be obtained or not depending on the relative values of the two- and three-body interactions.
The Mott insulator lobes are spin isotropic, the first showing a dimerized pattern and the second being
composed of singlets. The three-body interactions disfavor a longitudinal polar superfluid and a quantum
phase transition to a transverse polar superfluid occurs, which could be continuous or discontinuous.
Keywords: Bose-Hubbard model, degenerate gases, quantum phase transitions
2010 MSC: 00-01, 99-00
1. Introduction
The macroscopic occupation of a unique quan-
tum state was observed by confining alkalai atoms
with magneto-optical traps, opening a new branch
of the physics called ultracold atoms, which has
linked and promoted several areas of physics [1].
The possibility of exploring diverse physical phe-
nomena led to the development of new cooling and
trapping techniques, in particular new ways to con-
fine atoms without freezing the spin degree of free-
dom, which was achieved by creating purely optical
traps with lasers [2]. Using the above technique
to confine sodium or rubidium atoms, it has been
possible to observe a Bose-Einstein condensate for
each hyperfine state [3], Larmor precession [4], spin
domains [5], coherent spin dynamics [6], and spon-
taneous symmetry breaking [7], among other phe-
nomena. Note that cold-atom setups constitute a
new means of studying quantum magnetism [8] and
the interplay between charge and spin degrees of
freedom [9].
Cold-atom setups are highly tunable, allowing
the experimental observation of a reversible quan-
tum phase transition between a superfluid state and
a Mott insulator one for bosonic atoms in magneto-
optical traps by Greiner et al. [10]. To observe the
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transition, one needs to efficiently control the ratio
of interactions to the mobility of atoms by increas-
ing the depth of an optical lattice, manipulating in-
teractions with Feshbach resonance [11], or period-
ically shaking the lattice [12]. The superfluid-Mott
insulator transition for spinless bosons is second-
order and has been described in terms of the Bose-
Hubbard model, which considers spinless bosons
that can jump between the sites of a lattice and
that interact through a local repulsion term [13, 14].
Spinor boson systems also undergo a superfluid-
Mott insulator transition, but this can be first (sec-
ond) order for antiferromagnetic [2] (ferromagnetic
[15]) spin interactions, and a quadratic Zeeman en-
ergy, in addition to the above methods, can be used
to carry out the transition [16].
A minimal model for describing S=1 bosons con-
fined in an optical lattice must consider a kinetic
term and a local two-body repulsion term in way
similar to the spinless Bose-Hubbard model, but
from experiments we know that the magnetic prop-
erties are crucial. Therefore, an extra term it is
necessary, and a local spin-dependent interaction
was suggested, leading to the S-1 Bose-Hubbard
Model [17]. The local spin-dependent interaction
can be tuned using optical Feshbach resonance [18,
19], and the nature of this interaction can be anti-
ferromagnetic (23Na) or ferromagnetic (87Rb), de-
pending on the relative magnitudes of the scattering
lengths in the quintuplet and singlet channels [2].
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When the on-site spin-spin interaction is antiferro-
magnetic, the S-1 Bose-Hubbard Model exhibits an
even-odd asymmetry in the Mott lobes; i.e. for an
even global density in the system the Mott lobes
grow as the spin exchange interaction parameter
increases, while odd global density decreases. The
magnetic properties of the Mott insulating lobes are
very interesting. The odd lobes exhibit a dimer-
ized order, while the even lobes exhibit competi-
tion between a nematic phase and a spin singlet
one [20, 21, 22, 23, 15, 24, 25, 26, 27, 28, 29, 30].
For a ferromagnetic on-site spin-spin interaction,
the asymmetry discussed above is absent. The
Mott lobes always decrease as the spin exchange
interaction parameter increases, regardless of the
global density. In addition, the magnetic proper-
ties are described by a “long-range” ferromagnetic
order [31].
Confining 87Rb atoms in optical lattices, it
was possible to observe evidence of the effects
of multi-body interactions using an atom inter-
ferometric technique [32] or photon-assisted tun-
neling experiments [33]. This experimental evi-
dence of multi-body interactions stimulated sev-
eral theoretical studies on the effect of taking into
account multi-body interactions in spinless boson
chains [34, 35, 36, 37, 42] and the emergence of
new proposals where the three-body interactions
are dominant [38, 39]. To understand the exper-
imental results, taking into account the spin degree
of freedom, Mahmud and Tiesinga made a calcula-
tion using perturbation theory and derived effective
spin-dependent and spin-independent three-body
interaction potentials [40]. Recently, the ground
state of a spinor gas under only three-body inter-
actions was studied numerically, finding that the
even-odd asymmetry of the two-body antiferromag-
netic chain is absent and the density drives first-
order superfluid-Mott insulator transitions for even
and odd lobes [43].
The phase diagram of spin-1 bosons under two-
and three-body interactions was calculated by Nabi
and Basu using mean-field theory [44]. They found
that as the area of the Mott lobes increases with
respect to the superfluid region, the critical point
of the superfluid-Mott insulator transition moves
to larger values of the hopping with the strength
of the three-body interaction term, and they con-
cluded that for antiferromagnetic interactions, the
even-odd asymmetry remains. Motivated by these
results, we decided to take a step beyond the mean-
field and study the S-1 Bose-Hubbard Hamiltonian
with two- and three-body interactions using the
density matrix renormalization group method. We
found that for the parameters of Nabi and Basu
the even-odd asymmetry does not occur, and this
is retained for larger values of the two-body spin-
dependent interaction. We also observed a quan-
tum phase transition from a longitudinal polar su-
perfluid to a transverse polar superfluid due to the
three-body interactions.
The rest of the article is organized as follows:
In Sec. 2 we set up the spin-1 Bose-Hubbard
model with two- and three-body interactions, and
the atomic limit is considered. We present our main
numerical results in Sec. 3 based on the density ma-
trix renormalization group method. We summarize
our results in Sec. 4.
2. Model
Taking into account the interaction terms be-
tween spin-1 bosons proposed by Imambekov et
al. [17] and Mahmud et al. [40], a degenerate gas
of spin-1 atoms can be described by the following
effective Hamiltonian
H = −t
∑
i,σ
(
b†i,σbi+1,σ + h.c
)
+
∑
i
{
nˆi(nˆi − 1)
[
U0
2
+
V0
6
(nˆi − 2)
]}
+
∑
i
{
(Sˆ2i − 2nˆi)
[
U2
2
+
V2
6
(nˆi − 2)
]}
, (1)
where b†i,σ(bi,σ) creates (annihilates) a boson with
spin component σ on site i of a one-dimensional op-
tical lattice of size L, the total number of particles
at the site i is nˆi =
∑
σ ni,σ and ni,σ = b
†
i,σbi,σ.
Representing the spin-1 Pauli matrices by Tσ,σ′ ,
the local spin operator is Sˆi =
∑
σ,σ′ b
†
i,σTσ,σ′bi,σ′ .
The physical meaning of each term in the Hamil-
tonian (1) is: The first term describes the kinetic
energy of bosons with t being the tunneling force
between nearest sites. The interactions between
bosons appear in the remaining terms; specifically,
the spin-independent terms and the spin-dependent
interactions are shown in the second and third line,
respectively. The parameter Us represents the two-
body interaction in the S channel given by U0 =
4pi~2(a0 + 2a2)/3M and U2 = 4pi~
2(a2 − a0)/3M
where as are the scattering lengths for S = 0 and
S = 2 channels and M is the mass of the atom [2].
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In the present paper, we consider U2 > 0, i.e. an-
tiferromagnetic interaction. The three-body inter-
action parameters are V0 and V2. The validity of
the perturbation theory imposes V0 << U0 and
V2 = 2
U2
U0
V0 [40].
At the atomic limit of the Hamiltonian (1) (t →
0), the energy is given by
EM (ni) = ni(ni − 1)
[
U0
2
+
V0
6
(ni − 2)
]
+
(
< Sˆ2i > −2ni
)[U2
2
+
V2
6
(ni − 2)
]
, (2)
< Sˆ2i >= S(S + 1) being the expected value of
the local spin operator, which has a very important
role. It is zero if the number of particles at each site
is even, due to the singlets formation. If the number
of particles at each site is odd < Sˆ2i >= 2, and one
boson remains free while the others form a singlet.
Therefore we have to distinguish between the cases
of an even and an odd number of particles, and the
energy when the number of particles is even (ne) is
given by
EM (ne) = ne(ne − 1)
[
U0
2
+
V0
6
(ne − 2)
]
−
ne
[
U2 +
V2
3
(ne − 2)
]
, (3)
while for an odd number of particles (no)
EM (no) = no(no − 1)
[
U0
2
+
V0
6
(no − 2)
]
+
(1− no)
[
U2 +
V2
3
(no − 2)
]
. (4)
The absence of the kinetic term leads to a ground
state with an integer number of interacting par-
ticles per site; hence the ground state is a Mott
insulator one. The boundaries of the Mott lobes
at the atomic limit are given by µ(n → n + 1) =
E(n+ 1)− E(n), which corresponds to the chemi-
cal potential under the canonical ensemble. Taking
into account the above definition, we obtain µ(no →
no + 1) = U0no − 2U2 +
V0
2
no(no − 1) + V2(1− no)
and µ(ne → ne+1) = U0ne+
V0
2
ne(ne− 1)−
V2
3
ne.
From the above expressions, we found that for a fi-
nite nonzero V0 value, the odd lobes decrease as the
two-body spin interaction parameter (U2) grows,
and note that these lobes do not vanish when U2
reaches its maximum value U2/U0 = 0.5. Also, the
upper boundary of the Mott lobes with even filling
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Figure 1: Global density ρ as a function of the chemical
potential µ for a finite chain of L = 28 sites. The plateau
indicates the possibility that for integer densities Mott in-
sulator phases occur. Two different superfluid regions ap-
pear: longitudinal polar superfluid (LPS) and transverse po-
lar superfluid (TPS). The parameters here are:t/U0 = 0.10,
U2/U0 = 0.05, V0/U0 = 0.10, and V2/U0 = 0.01. The lines
are visual guides.
is independent of U2. Now, if we fix U2, we ob-
tain that the boundaries of the first Mott lobe are
independent of the three-body interactions, a fact
that we expected, because we do not have fluctu-
ations. As we increase the density, the three-body
spin-independent interaction parameter has an im-
portant role in increasing the area of the Mott lobes.
3. Numerical results
As the hopping parameter is turned on (t 6=
0), the particles can be delocalized, and quan-
tum fluctuations emerge in the system. Due to
this, the ground state will change, and we expect
a ground state with delocalized particles, when
the kinetic energy will be the dominant energy
scale. Therefore, the Hamiltonian (1) exhibits dif-
ferent ground states, and we need to distinguish
between the diverse phases of the model. A first
option is to calculate the charge gap at the ther-
modynamic limit. For finite lattices of size L, the
charge gap is given by ∆(L) = µp(L) − µh(L) =
E0(L, S
z, N+1)+E0(L, S
z, N−1)−2E0(L, S
z, N)
where µp(L)(µh(L)) is the chemical potential to add
(remove) a particle, and E0(L, S
z, N) is the ground
state energy of a lattice with N spin-1 bosons and
Sz projection of the total spin. We use the den-
sity matrix renormalization group (DMRG) method
with open boundary conditions to calculate the
ground state for lattices of a size up to L = 128 [45].
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Figure 2: The spin population fraction in each spin projec-
tion (N+/N and N0/N) and the z-component of the nematic
order parameter Qzz as a function of the global density ρ for
a finite chain of L = 28 sites, a fixed hopping t/U0 = 0.10
and interaction parameters U2/U0 = 0.05, V0/U0 = 0.10,
and V2/U0 = 0.01. The lines are visual guides.
The dimension of the local Hilbert space basis is
fixed by choosing a maximum occupation number
nˆmax = 5 to guarantee accurate results. In the
DMRG procedure, we kept up to m = 350 states
per block and obtained a discarded weight around
10−5 in the worst case, and the ground-state en-
ergy converges to an absolute error of 10−3 or bet-
ter. We set our energy scale choosing U0 = 1.0 and
studied the ground-state for various values of the in-
teracting parameters considering that U2 < 0.5U0,
V0 << U0 and V2 = 2
U2
U0
V0.
We want to emphasize that our DMRG code
reproduces the already-known results of the limit
cases with only two- or three-body interactions for
spinless and spinful bosons. For instance, when
U2 = V2 = 0, the Hamiltonian (1) describes spin-
less bosons under two- and three-body interactions.
We observed that our phase diagram (not shown)
matches those reported by several authors for one-
dimensional spinless bosons with only two- or three-
body interactions [35, 41]. Of course the known
spinful results reported by Rizzi et al. [23], Batrouni
et al. [31], and Hincapie et al. [43] were verified.
We took into account the theorems proposed by
Katsura et al.[46], and all the calculations presented
in this paper were done in the sector with Sz = 0.
The evolution of the ground state as the number
of particles increases is shown in Fig. 1 for a finite
chain with L = 28 sites, a fixed hopping t/U0 =
0.10, and interaction parameters U2/U0 = 0.05,
V0/U0 = 0.10, and V2/U0 = 0.01. The above pa-
rameters were chosen taking into account a recent
mean-field calculation about spinor bosons with
two- and three-body interactions [44]. We observe
that the chemical potential increases monotonously
as the global density grows, but at integer densi-
ties a plateau appears, which indicates that a finite
energy gap was found for integer densities and the
ground state corresponds to an incompressible Mott
insulator at the thermodynamic limit. Far away
from the integer densities, we do not obtain an en-
ergy gap. Therefore, the ground state is compress-
ible and the spinor bosons are delocalized through-
out the lattice. We found that the ground state
can be either superfluid or Mott insulator. Note
that the length of the plateau for the global density
ρ = N/L = 2 is larger than the one for ρ = 1, which
is due to two-body spin-interaction. From Fig. 1,
it is clear that the compressibility κ = ∂ρ/∂µ is
always positive, a fact that suggests the absence
of first-order phase transitions from superfluid to
Mott insulator [47]. In 2009, Batrouni et al. re-
ported a first-order transition at the second lobe of
a spinor systems with only two-body interactions in
spite of κ = ∂ρ/∂µ > 0 [31, 48]. For a spinor chain
under only three-body interactions, we showed that
the phase transitions are of the first-order kind for
even and odd Mott lobes [43]. In order to explore
what happens in a one-dimensional system of spin-
1 bosons under two- and three-body interactions,
we calculated the spin population fraction in each
spin projection (N+/N and N0/N . The component
N−/N is not necessary due to N+/N = N−/N)
as a function of the global density, and the re-
sults are shown in Fig. 2. Taking into account
that the wave function of a singlet state is |2, 0〉 =√
2/3|1,−1〉|1, 1〉 −
√
1/3|1, 0〉|1, 0〉; in this state,
we must obtain that N+/N = N−/N = N0/N ,
which happens in the range 1.5 . ρ . 2.1. How-
ever, for densities different from ρ = 2, singlets
bound states of two spinor bosons try to form
themselves for a finite lattice, this being exactlly
achieved at the thermodynamic limit only with ρ =
2. These results are similar to those reported by Ba-
trouni et al. However, as the density increases, we
observe a quantum phase transition from a longi-
tudinal polar superfluid (N0 > N+) to a transverse
polar superfluid (N0 < N+), which happens due
to the three-body interactions between the spin-1
bosons. Comparing these results with our previous
report about spinor bosons with only three-body in-
teractions [43], we observe that the critical density
for which the quantum transition from longitudi-
nal polar to transverse polar superfluid occurs will
depend on the two- and three-body interactions.
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Figure 3: System size dependence on the chemical potential.
In both panels, the upper set of data corresponds to the en-
ergy to add a particle, and the lower one to the energy to
remove one. As the hopping parameter increases, the ground
state passes from a gapped state (t/U0 = 0.10) to a gapless
one (t/U0 = 0.28). The extrapolated values of the chemi-
cal potential at the thermodynamic limit are represented by
diamonds. The lines are visual guides.
In order to characterize the magnetic order in
spin-1 systems, it is important to calculate the z-
component of the nematic order parameterQzz =<
Sˆ2z > −
1
3
< Sˆ2 >, because in our case Qxx = Qyy.
Then we obtain on-site spin isotropy if Qzz = 0 and
spin anisotropy if Qzz 6= 0, which is characteristic of
the nematic order [49, 48]. In Fig. 2, we see that the
z-component of the nematic order parameter van-
ishes for global densities ρ ≤ 2; hence for the hop-
ping parameter t/U0 = 0.10, the Mott insulator and
superfluid regions will not be nematic. A longitudi-
nal polar superfluid is characterized by the predom-
inant σ = 0 spin population (N0 > N+) and this is
spin isotropic Qzz = 0. The ground state remains
a longitudinal polar superfluid for densities slightly
greater than ρ = 2, and then the z-component of
the nematic order parameter jumps to a finite value,
which coincides with the change in the spin popu-
lation fractions, now Qzz 6= 0 and a non-nematic to
nematic quantum phase transition has occurred. A
transverse polar superfluid is characterized by the
predominant σ = ± spin population (N± > N0),
and it is spin anisotropic Qzz 6= 0. Our numerical
results indicate that the quantum phase transition
from a longitudinal polar superfluid to a transverse
polar superfluid is discontinuous. Note that a dis-
continuous phase transition between two superfluid
phases for 7Li atoms in a three-dimensional optical
lattice was discussed recently, but in this case the
(a)
(b)
(c)
Figure 4: Phase diagram for the first three Mott lobes
of the spin-1 Bose-Hubbard model with two- and three-
body interactions and antiferromagnetic spin interaction
(a) U2/U0 = 0.05, V0/U0 = 0.1, and V2/U0 = 0.01 (b)
U2/U0 = 0.05, V0/U0 = 0.5 and V2/U0 = 0.05. (c)
U2/U0 = 0.3, V0/U0 = 0.1, and V2/U0 = 0.06. The points
are extrapolation values at the thermodynamic limit from
DMRG results and the solid lines are visual guides. The
mean-field results from reference [44] are shown in the first
two diagrams. Mott insulator (MI) lobes surrounded by a
superfluid phase were found for any values of interaction
parameters.
transition is driven by a quadratic Zeeman term,
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Figure 5: The square of the local moment(< S2 >) as a
function of the hopping parameter t/U0 for a global density
ρ = 2. Here, we consider a chain with L = 28 sites, and the
interaction parameters are U2/U0 = 0.05, V0/U0 = 0.1, and
V2/U0 = 0.01. Inset: The same as the main plot but for
ρ = 1. The vertical dashed line indicates the position of the
Mott insulator-superfluid transition, which corresponds to
tc/U0 = 0.28 and tc/U0 = 0.185 for the first and the second
Mott lobe, respectively. The lines are visual guides.
which competes with the ferromagnetic interaction
between the spin-1 bosons [50].
In Fig. 3, we show the dependence of the sys-
tem size on the chemical potential of a chain of
spinor bosons with global density ρ = 1 and inter-
action parameters U2/U0 = 0.05, V0/U0 = 0.1, and
V2/U0 = 0.01. The upper set of data shows the en-
ergy needed to add a particle to the system, while
the lower one the energy needed to remove a parti-
cle, which were obtained with DMRG. The values
at the thermodynamic limit (N,L → ∞) were cal-
culated by extrapolation, considering quadratic or
linear dependence. The left panel shows the results
for t/U0 = 0.10 (Fig. 3a), while the right one shows
the results for t/U0 = 0.28 (Fig. 3b), and it is evi-
dent that the ground state changes as the hopping
parameter increases. We obtain a gapped state for
small values of the hopping with an integer num-
ber of particles per site; hence the ground state is
a Mott insulator one, but as the hopping grows, we
expect that spinor bosons will delocalize through-
out the lattice and the ground state will be gapless
(superfluid). This figure shows us that a quantum
phase transition from a superfluid state to a Mott
insulator one will take place as the hopping param-
eter decreases as the two- and three-body interac-
tions between spinor bosons are considered. The
above conclusion is expected when we are studying
interacting bosons; however, the most interesting
0.0
0.1
0.2
0.3
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Figure 6: Evolution of the nematic structure factor Qzz
as a function of the hopping parameter for U2/U0 = 0.05,
V0/U0 = 0.1 and V2/U0 = 0.01, with global density ρ = 2.
Inset: The same as the main plot but for ρ = 1. The vertical
dashed lines indicate the position of SF-MI transition, which
corresponds to tc/U0 = 0.28 and tc/U0 = 0.185 for the first
and the second Mott lobe, respectively. The lines are visual
guides.
problem is related to the phase diagram, for which
recent mean-field studies suggest that the even-odd
asymmetry always happens [44].
Although physical arguments and mean-field cal-
culations lead to the conclusion that the ground
state of interacting spinless or spinor bosons may
be either Mott insulator or superfluid, with the su-
perfluid surrounding the Mott insulator lobes, an
accurate determination of the boundaries between
these phases is an interesting problem that has been
considered in many papers by means of different
approaches and techniques. For instance, an accu-
rate phase diagram for spinor bosons in one dimen-
sion with two-body (three-body) interactions be-
tween them was found using numerical approaches
(DMRG and/or QMC) [23, 31] ( [43]). We used
the DMRG algorithm to find the phase diagram
of a chain of spinor bosons under two- and three-
body interactions by calculating the chemical po-
tential to add or remove one particle at the ther-
modynamic limit for different values of the hop-
ping, when the parameters U2, V0 << U0, and
V2 = 2
U2
U0
V0 are fixed. Mean-field phase diagrams
for this problem were recently reported by Nabi and
Basu [44], and we show them in Fig. 4a and Fig. 4b
(Rounded green and yellow regions, respectively).
Note that the mean-field results suggest that the
even-odd asymmetry of spinor bosons with two-
body interactions is maintained with three-body
interactions. We found that the extrapolated val-
6
ues from the DMRG results at the atomic limit
are in agreement with the mean-field calculations
and with our previous analysis; therefore, borders
of the Mott lobes depend on the interaction pa-
rameters U2 and V0. In Fig. 4a, the interaction
parameters are U2/U0 = 0.05, V0/U0 = 0.1, and
V2/U0 = 0.01, and we obtained that for very small
values of t/U0, the mean-field and the results from
DMRG data are close, but as the value of t/U0 in-
creases, the mean-field lobes close quickly, whereas
the numerical ones close very slowly, moving the
critical point to larger values of the hopping, and
giving to the lobes an elongated shape regardless
the global density. Note that the odd lobes are
larger than the even lobe, indicating that the even-
odd asymmetry suggested by the mean-field calcu-
lation is an artiifact of the method, and that the
three-body interactions contribute more to the lo-
calization of the particles for global densities greater
than ρ = 1. The first lobe remains almost the same,
while the others grow, especially the Mott lobe with
ρ = 3, whose critical point is higher than the one for
ρ = 2. Maintaining the same spin-dependent two-
body interaction value U2/U0 = 0.05 but increasing
the spin-independent three-body interaction value
V0/U0 = 0.5, we obtain the phase diagram shown
in Fig. 4b. There, the borders of the first Mott
lobe do not change at the atomic limit, and due to
the small fluctuations of charge, the three-body in-
teractions are of little importance, leading to a first
Mott lobe similar to the one in the previous figure,
but with a slightly lower critical value. For the sec-
ond lobe, we see that at the atomic limit the gap
depends on the parameter V0 and the three-body
interactions become more important due to the in-
crease in the global density, leading to the growth
of second Mott lobe and to its critical point’s mov-
ing to larger values of the hopping. Something
similar happens for the third Mott lobe, this be-
ing the largest lobe for these parameters, with a
critical point at tc(ρ = 3) ≈ 0.32U0. Hence we
conclude that for a fixed two-body spin interaction,
the three-body interactions increase the Mott lobes
for densities greater than ρ = 1, and their critical
points move to larger values of the hopping.
Up to now, we have considered the spin two-body
interaction equal to U2/U0 = 0.05 due to the phase
diagrams reported by Nabi and Basu. However, the
above value is small. Taking into account this fact,
we consider a larger value U2/U0 = 0.30 and draw
the phase diagram shown in Fig. 4c for V0/U0 = 0.1
and V2/U0 = 0.06. This time the odd Mott lobes
are very small and the even one predominates in
the phase diagram, showing the well-known even-
odd asymmetry characteristic of spinor chains with
only two-body interactions; i.e. for larger spin two-
body interactions and smaller three-body interac-
tions, the even-odd asymmetry is preserved. Com-
paring Fig. 4c with the results reported by Rizzi et
al. [23] for only two-body interactions, we observe
that the first lobe is almost the same and the sec-
ond one has a larger gap at the atomic limit, but
the critical point is similar. At the atomic limit, the
gap of the Mott lobe for ρ = 3 is reduced by the
interactions. The lower border rises due to V0/U0,
while the upper border lowers due to U2/U0, but the
smaller three-body interactions become important,
elongating the lobe until it reaches a higher critical
point tc(ρ = 3) ≈ 0.24U0, which is higher than the
case with only two-body interactions. Again, if we
set the spin two-body interaction and increase the
three-body interactions, the Mott lobes for ρ > 1
grow and their critical points go to larger values
(not shown).
Using different approaches and/or numerical
techniques, several authors have shown that the
magnetic properties of superfluid and Mott insu-
lator phases of spin-1 boson systems are diverse
and interesting. For instance, for an antiferromag-
netic chain with two-body interactions, it has been
suggested that the even Mott lobes exhibit a sin-
glet and a nematic phase, whereas the odd lobes
exhibit a dimerized phase [23, 31]. When only
three-body interactions are considered, it has been
shown that the ground state is not composed of
singlets at the second Mott lobe [43]. The forma-
tion or lack thereof of singlets at the Mott lobes
can be shown by calculating the square of the local
moment(< S2 >), as shown in Fig. 5 for a chain
with L = 28 sites, U2/U0 = 0.05, V0/U0 = 0.1,
and V2/U0 = 0.01. For one spinor boson per site
(ρ = 1), we note that < S2 > is finite and nonzero
in both the Mott and the superfluid regions (see
inset of Fig. 5). Obviously, no local singlets are
formed, and the well-known dimerized pattern for
this filling is obtained (not shown). Increasing the
global density up to ρ = 2, we observe that < S2 >
is non-zero for larger values of the hopping in the su-
perfluid region. However, as the hopping decreases,
< S2 > decreases monotonously, both in the super-
fluid region and in the Mott insulator lobe, reaching
zero value at the atomic limit, where we have a sin-
glet at each site. Note that the transition point
shown in Fig. 5 corresponds to a naive estimation
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Figure 7: The nematic structure factor Qzz as a function
of the global density ρ at the superfluid region. Here the
parameters are t/U0 = 0.30, U2/U0 = 0.05, V0/U0 = 0.1
and V2/U0 = 0.01. The lines are visual guides.
based on the vanishing of the charge gap, which is
not valid when a first-order transition takes place,
as in the superfluid-Mott insulator transition for
ρ = 2.
For a fixed global density ρ = 2 (main plot) and
ρ = 1 (inset), the evolution of the z-component of
the nematic order parameter Qzz versus the hop-
ping parameter is shown in Fig. 6 from deep in
the Mott lobes to the superfluid phase. We found
that in the Mott insulator lobes, the spin remains
isotropic: Qzz = 0. This result is expected for
ρ = 1, because the ground state is dimerized; how-
ever, for ρ = 2, our finding is curious, because the
possibility of a singlet-nematic transition in even
lobes has been suggested by several authors [31, 48].
Our ground state is composed of singlets, and the
< S2 > non-zero values are due to the quantum
fluctuations. The inset of Fig. 6 tells us that the
ground state is not nematic for either the Mott insu-
lator or the superfluid regions when one boson per
site is considered, but for a global density ρ = 2,
the ground state is not nematic in the Mott lobe,
but shortly after the transition the spin anisotropy
(Qzz 6= 0) grows continuously starting at zero in
the superfluid region, this being a behavior simi-
lar to that reported in 2D for larger values of the
two-body spin dependent interaction [48]. In the
superfluid region and at t/U0 = 0.30, we see that
the ground state is non-nematic and nematic for
densities ρ = 1 and ρ = 2, respectively. Due to this
fact, we calculated Qzz as a function of the global
density in the superfluid region, and the results are
shown in Fig. 7. We obtained that the ground state
is a longitudinal polar superfluid for small densities,
but for densities larger than ρ ≈ 0.55, a continu-
ous quantum phase transition takes place and the
ground state becomes a transverse polar superfluid
except for ρ = 1, for which the ground state is al-
ways a longitudinal polar superfluid. Note that the
evolution of the spin anisotropy is monotonous ex-
cept for the integer densities, for which it falls. Re-
cently, direct experimental evidence of spin-nematic
ordering in a spin-1 Bose-Einstein condensate of
sodium atoms with antiferromagnetic interactions
has been shown. We believe that based on these
measurements it could be possible to identify multi-
body interaction effects [51].
4. Conclusions
To summarize, in the present paper, we used the
density matrix renormalization group to study the
ground state of spin-1 bosons loaded into a one-
dimensional optical lattice interacting via two- and
three-body spin dependent and independent inter-
action terms, considering only antiferromagnetic in-
teraction. The ground state can be Mott insulator
or superfluid, and the border between them was
found for different sets of the interaction parame-
ters, showing that the well-known even-odd asym-
metry for the case with only two-body interactions
does not obtain and depends on the relative val-
ues of the two- and three-body interactions, con-
tradicting the mean-field results of Nabi and Basu,
who suggested that the even-odd asymmetry per-
sists [44]. We found that the three-body interac-
tions do not alter the kind of transition, i.e. the
first (second) Mott insulator-superfluid transition
is second- (first-) order. Regardless of the strength
of the two-body spin-dependent interactions, be-
tween the second and the third Mott lobe a quan-
tum phase transition from a longitudinal polar su-
perfluid to a transverse polar superfluid takes place.
Exploring the magnetic properties of the first two
Mott lobes, we found that they are spin isotropic,
the second Mott lobe being composed of singlets,
preventing the possibility of a nematic phase inside,
which has been suggested for the case with only
two-body interactions in one and two dimensions.
For one boson per site the superfluid is always lon-
gitudinal. Our numerical results suggest that the
longitudinal-transverse polar superfluid transition
can be either continuous or discontinuous, and the
critical density for which it happens decreases as
the hopping parameter increases, in a way similar
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to quantum transitions between superfluid states
in a spinor system with a quadratic Zeeman poten-
tial [50].
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