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Abstract
In this paper, the well-known He’s variational iteration method (VIM) is used to construct solitary wave solutions for the
generalized Zakharov equation (GZE). The chosen initial solution (trial function) can be in soliton form with some unknown
parameters, which can be determined in the solution procedure.
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1. Introduction
At the classical level, a set of coupled nonlinear wave equations describing the interaction between high-frequency
Langmuir waves and low-frequency ion-acoustic waves was firstly derived by Zakharov [1]. Since then, this system
has been the subject of a large number of studies. In one dimension, the Zakharov equations (ZE) may be written as{
iEt + Exx = FE,
Ft t − Fxx = (|E |2)xx , (1)
where E is the envelope of the high-frequency electric field, and F is the plasma density measured from its equilibrium
value. The system can be derived from a hydrodynamic description of the plasma [2,3]. However, some important
effects such as transit-time damping and ion nonlinearities, which are also implied by the fact that the values used for
the ion damping have been anomalously large from the point of view of linear ion-acoustic wave dynamics, have been
ignored in the ZE. This is equivalent to saying that the ZE is a simplified model of strong Langmuir turbulence. Thus
we have to generalize the ZE by taking more elements into account. Starting from the dynamical plasma equations
with the help of relaxed Zakharov simplification assumptions, and through making use of the time-averaged two-
time-scale two-fluid plasma description, the ZE’s are generalized to contain the self-generated magnetic field [4]. The
generalized Zakharov equations (GZE) are a set of coupled equations, and may be written as [5]{
iEt + Exx − 2β|E |2E + 2FE = 0,
Ft t − Fxx + (|E |2)xx = 0, (2)
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where E is the envelope of the high-frequency electric field, and F is the plasma density measured from its equilibrium
value. This system is reduced to the classical Zakharov equations of plasma physics whenever β = 0. Due to the fact
that the GZE is a realistic model in plasma, it makes sense to study the solitary wave solutions of the GZE. Recently,
various powerful mathematical methods such as the homotopy perturbation method [6–8], variational iteration
method [9–16], Exp-function method [17,18], F-expansion method [19], Adomian decomposition method [20] and
others [21,22] have been proposed to obtain exact and approximate analytic solutions for nonlinear problems.
The variational iteration method was first proposed by He [9,10], and was successfully applied to autonomous
ordinary differential equations [11,12], nonlinear polycrystalline solids [22], nonlinear system of partial differential
equations [23], the construction of solitary solutions and compacton-like solutions to partial differential equations [24],
Helmholtz equation [13], nonlinear differential equations of fractional order [16], differential transform method, and
Adomian decomposition method for solving different types of nonlinear partial differential equations [25] along with
other fields [26–30].
This paper applies the variational iteration method to the discussed problem.
2. Solitary wave solution by VIM
In this section, the application of the variational iteration method is discussed for solving problem (2). First we
separate the complex high-frequency electric field E into a real part and imaginary part, i.e. E = P + iQ. In this way,
the work of calculation can be reduced a lot comparing with the direct way. Then we rewrite the system (2) as
Pt + Qxx − 2βQ(P2 + Q2)+ 2FQ = 0,
Qt − Pxx − 2βP(P2 + Q2)− 2FQ = 0,
Ft t − Fxx + (P2 + Q2)xx = 0.
(3)
According to the variational iteration method, we consider the correction functional in the t-direction in the following
form (see [10–14]):
Pn+1(x, t) = Pn(x, t)+
∫ t
0
λ1(τ )
(Pτ (x, τ )+ Q˜xx (x, τ )− 2β Q˜(x, τ )(P˜2(x, τ )+ Q˜2(x, τ ))+ 2F˜(x, τ )Q˜(x, τ ))dτ,
Qn+1(x, t) = Qn(x, t)+
∫ t
0
λ2(τ )
(Qτ (x, τ )− P˜xx (x, τ )− 2β P˜(x, τ )(P˜2(x, τ )+ Q˜2(x, τ ))− 2F˜(x, τ )Q˜(x, τ ))dτ,
Fn+1(x, t) = Fn(x, t)+
∫ t
0
λ3(τ )
(Ft t (x, τ )− F˜xx (x, τ )+ (P˜2(x, τ )+ Q˜2(x, τ ))xx )dτ,
(4)
where λ1, λ2 and λ3 are the general Lagrange multiplier, which can be identified optimally via variational theory. The
values of P0, Q0 and F0 are initial approximations and must be chosen suitably, and P˜n, Q˜n and F˜n are the restricted
values i.e. δ P˜n = 0, δ Q˜n = 0 and δ F˜n = 0 [5]. Now we have
δPn+1(x, t) = δPn(x, t)+ δ
∫ t
0
λ1(τ )(Pτ (x, τ )+ Q˜xx (x, τ )
− 2β Q˜(x, τ )(P˜2(x, τ )+ Q˜2(x, τ ))+ 2F˜(x, τ )Q˜(x, τ ))dτ,
δQn+1(x, t) = δQn(x, t)+ δ
∫ t
0
λ2(τ )(Qτ (x, τ )− P˜xx (x, τ )
− 2β P˜(x, τ )(P˜2(x, τ )+ Q˜2(x, τ ))− 2F˜(x, τ )Q˜(x, τ ))dτ,
δFn+1(x, t) = δFn(x, t)+ δ
∫ t
0
λ3(τ )(Ft t (x, τ )− F˜xx (x, τ )+ (P˜2(x, τ )+ Q˜2(x, τ ))xx )dτ,
(5)
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to find the optimal value of λi ,
δPn+1(x, t) = δPn(x, t)+ δ
∫ t
0
λ1(τ )(Pτ (x, τ ))dτ = 0,
δQn+1(x, t) = δQn(x, t)+ δ
∫ t
0
λ2(τ )(Qτ (x, τ ))dτ = 0,
δFn+1(x, t) = δFn(x, t)+ δ
∫ t
0
λ3(τ )(Ft t (x, τ ))dτ = 0
(6)
and this yields to the following stationary conditions:
λ′1(τ ) = 0, λ′2(τ ) = 0, λ′′3(τ ) = 0, 1− λ′3(τ ) = 0|τ=t ,
1+ λ1(τ ) = 0|τ=t , 1+ λ2(τ ) = 0|τ=t , λ3(τ ) = 0, |τ=t . (7)
Therefore, the Lagrange multipliers are identified as the following form:
λ1(τ ) = −1, λ2(τ ) = −1, λ3(τ ) = τ − t. (8)
Substituting Eq. (8) into the correctional functional Eqs. (4), we get the following iteration formula:
Pn+1(x, t) = Pn(x, t)−
∫ t
0
(Pτ (x, τ )+ Qxx (x, τ )
− 2βQ(x, τ )(P2(x, τ )+ Q2(x, τ ))+ 2F(x, τ )Q(x, τ ))dτ,
Qn+1(x, t) = Qn(x, t)−
∫ t
0
(Qτ (x, τ )− Pxx (x, τ )
− 2βP(x, τ )(P2(x, τ )+ Q2(x, τ ))− 2F(x, τ )Q(x, τ ))dτ,
Fn+1(x, t) = Fn(x, t)+
∫ t
0
(τ − t)(Ft t (x, τ )− Fxx (x, τ )+ (P2(x, τ )+ Q2(x, τ ))xx )dτ.
(9)
To search for its solitary solutions, we assume solutions of the form
P0(x, t) = a tanh(sx + r t) cos(sx + r t),
Q0(x, t) = a tanh(sx + r t) sin(sx + r t),
F0(x, t) = c + d tanh2(sx + r t).
(10)
where a, s, r, c and d are unknown constants to be further determined. Substituting (10) into (9), we can calculate the
sequences {Pn}∞n=0, {Qn}∞n=0 and {Fn}∞n=0 with ease. In order to identify the constants in the initial solution, we can
set
∂k
∂tk
(Pn+1(x, t)+ iQn+1(x, t))− ∂
k
∂tk
(Pn(x, t)+ iQn(x, t)) = 0 (11)
and
∂k
∂tk
Fn+1(x, t)− ∂
k
∂tk
Fn(x, t) = 0. (12)
Using MatLab, we have
∂
∂t
(P1(x, t)+ iQ1(x, t))− ∂
∂t
(P0(x, t)+ iQ0(x, t))
= [B + C tanh A + D tanh2 A + E tanh3 A] × exp[i(sx + r t)] (13)
and
∂
∂t
F1(x, t)− ∂
∂t
F0(x, t) = G × [2(1− tanh2 A)2 − 4 tanh2 A(1− tanh2 A)], (14)
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where
A = sx + r t,
B = ia(r + 2s2),
C = iar − 3as2 + 2ac,
D = −ia(r + 2s2),
E = 2as2 − 2βa3 + 2d,
G = dr2 − ds2 + a2s2.
By setting
∂
∂t
(P1(x, t)+ iQ1(x, t))− ∂
∂t
(P0(x, t)+ iQ0(x, t)) = 0
and
∂
∂t
F1(x, t)− ∂
∂t
F0(x, t) = 0
we have
B = ia(r + 2s2) = 0,
C = iar − 3as2 + 2ac = 0,
D = −ia(r + 2s2) = 0,
E = 2as2 − 2βa3 + 2d = 0,
G = dr2 − ds2 + a2s2 = 0.
(15)
Solving (15) simultaneously, we obtain
r = −2s2,
c = 3+ 2i
2
s2,
a = ± 1√
β
√
s2 + 1
1− 4s2 ,
d = 1
1− 4s2 .
(16)
Inserting (16) into (10) results in
P(x, t) = ± 1√
β
√
s2 + 1
1− 4s2 tanh(sx − 2s
2t) cos(sx − 2s2t),
Q(x, t) = ± 1√
β
√
s2 + 1
1− 4s2 tanh(sx − 2s
2t) sin(sx − 2s2t),
F(x, t) = 3+ 2i
2
s2 + 1
1− 4s2 tanh
2(sx − 2s2t).
(17)
Substituting (17) into E = P + iQ results in the solitary solution of Eq. (2), which reads
E(x, t) = ± 1√
β
√
s2 + 1
1− 4s2 tanh(sx − 2s
2t) exp[i(sx − 2s2t)]
F(x, t) = 3+ 2i
2
s2 + 1
1− 4s2 tanh
2(sx − 2s2t).
(18)
This result can be verified through substitution. It is just the same as the exact solution in [31]. Thus we obtain the
solutions of the ZGE(2), which are dark and bright solitary wave solutions.
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We can also begin with a more general initial solution in the form
P0(x, t) = a sech(sx + r t) cos(sx + r t),
Q0(x, t) = a sech(sx + r t) sin(sx + r t),
F0(x, t) = c + d sech2(sx + r t).
(19)
where a, s, r, c and d are unknown constants further to be determined.
Setting
∂
∂t
(Pn+1(x, t)+ iQn+1(x, t))− ∂
∂t
(Pn(x, t)+ iQn(x, t)) = 0
and
∂
∂t
Fn+1(x, t)− ∂
∂t
Fn(x, t) = 0,
by Matlab, we have
∂
∂t
(P1(x, t)+ iQ1(x, t))− ∂
∂t
(P0(x, t)+ iQ0(x, t))
= [B sech A tanh A + C sech A + D sech A tanh2 A] × exp[i(sx + r t)] = 0 (20)
and
∂
∂t
F1(x, t)− ∂
∂t
F0(x, t) = E × [4 sech2 A tanh2 A − 2 sech2 A(1− tanh2 A)] = 0, (21)
where
A = sx + r t,
B = −ia(r + 2s2),
C = −ar − 2as2 + 2a(c + d),
D = 2as2 − 2βa3 − 2ad,
E = dr2 − ds2 − a2s2.
By setting
∂k
∂tk
(P1(x, t)+ iQ1(x, t))− ∂
k
∂tk
(P0(x, t)+ iQ0(x, t)) = 0
and
∂k
∂tk
F1(x, t)− ∂
k
∂tk
F0(x, t) = 0,
we have
B = −ia(r + 2s2) = 0,
C = −ar − 2as2 + 2a(c + d) = 0,
D = 2as2 − 2βa3 − 2ad = 0,
E = dr2 − ds2 − a2s2 = 0.
(22)
1008 M. Javidi, A. Golbabai / Computers and Mathematics with Applications 54 (2007) 1003–1009
Solving (21) simultaneously, we obtain
r = −2s2,
c = − s
2
3β − 1 ,
a = |s|
√
1
β − 13
,
d = − s
2
3β − 1 .
(23)
Inserting (23) into (19) results in
P(x, t) = |s|
√
1
β − 13
sech(sx − 2s2t) cos(sx − 2s2t),
Q(x, t) = |s|
√
1
β − 13
sech(sx − 2s2t) sin(sx − 2s2t),
F(x, t) = − s
2
3β − 1 −
s2
3β − 1 sech
2(sx − 2s2t).
(24)
Substituting (24) into E = P + iQ results in the solitary solution of Eq. (2), which reads
E(x, t) = |s|
√
1
β − 13
sech(sx − 2s2t) exp[i(sx − 2s2t)]
F(x, t) = − s
2
3β − 1 −
s2
3β − 1 sech
2(sx − 2s2t).
(25)
This result can be verified through substitution. It is just the same as the exact solution in [31]. Thus we obtain the
solutions of the ZGE(2), which are dark and bright solitary wave solutions.
3. Conclusions
We have demonstrated in this paper the effectiveness and convenience of the variational iteration method for solving
the generalized Zakharov equation. The advantages of the suggested method are: (1) the initial solution can be freely
chosen with some unknown parameters; (2) we can easily identify the unknown parameters in the initial solution; and
(3) the calculation is simple and straightforward.
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