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Abstract
Combining the decomposition of Casimir operators induced by the embedding
of a subalgebra into a semisimple Lie algebra with the properties of
commutators of subgroup scalars, an analytical algorithm for the computation
of missing label operators with the commutativity requirement is proposed.
Two new criteria for subgroups scalars to commute are given. The algorithm
is completed with a recursive method to construct orthonormal bases of states.
As examples to illustrate the procedure, four labelling problems are explicitly
studied.
PACS numbers: 02.20Sv, 03.65Fd
1. Introduction
One recurring problem often faced in physical applications of group theoretical methods is
the appropriate choice of representation bases, whenever irreducible representations (IR) of a
Lie group G are decomposed with respect to some (physically relevant) subgroup H. It is not
an uncommon phenomenon that the physically relevant basis is not sufficiently or adequately
specified, resulting in some missing quantum numbers to specify the states without ambiguity
[1]. One effective way, among the various different methods proposed in the literature to solve
the so-called internal labelling or missing label problem (short MLP), consists of determining,
within the enveloping algebra of the group G, a set of commuting subgroup scalars that are
independent from the Casimir operators of G and H. The common eigenstates of this complete
set of Hermitian operators formed by the labelling operators, the Casimir operators of the
groups and some appropriate internal subgroup operators can be chosen as the basis states for
irreducible representations of G, the missing labels being specified by the eigenvalues of the
labelling operators [2, 3]. However, explicit computations in the enveloping algebras of Lie
algebras remain a difficult problem, and only a limited number of labelling problems have
been completely solved using this direct technique. Although the general ansatz for internal
labelling admits an analytical approach in terms of partial differential equations, the solutions
of such systems are far from being trivially deduced, and the commutativity constraint of
missing label operators is not entirely obvious. Recently an analytical criterion to check the
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commutativity of labelling operators of a certain type was developed [4], simplifying to some
extent this additional requirement of the MLP.
The objective of this work is to enlarge some previous work on labelling operators (see
e.g. [4, 5] and references therein) and to propose an algorithm to solve the labelling problem
associated with semisimple Lie algebras1, based on the analytical approach. The algorithm
consists of six main steps and is the result of combining and refining different approaches
and extracting new criteria. Specifically, we take into account the decomposition of Casimir
operators with respect to scale transformations induced by reduction chains (or embeddings of
Lie algebras), which provide ‘natural’ candidates for the subgroup scalars, the criterion to check
the commutativity of subgroup scalars in terms of Berezin brackets and various decomposition
properties of commutators of labelling operators. Introducing a bi-degree for subgroup scalars,
we obtain a procedure to construct commuting subgroup scalars, similar to that obtained in
[6]. This step always simplifies the implementation of the algorithm. As a complement to
the algorithm, we propose a direct generic procedure to construct an orthonormal basis of
eigenstates for the (Hermitian) labelling operators, in the case of semisimple Lie algebras s
and s′. The method is based on the successive diagonalization of the Casimir operators of the
subalgebra s′, the missing label operators and the internal subgroup operators, in that specific
order. Orthonormalization follows by the usual techniques.
Four examples have been chosen to illustrate the algorithm and the basis construction:
G2 ⊃ su(3)with one missing label, so(7) ⊃ [su(2)]3 withn = 3 missing labels, su(6) ⊃ so(6)
with n = 6 labels and so(7) ⊃ so(5) also with n = 3 labels. For the first chain, we diagonalize
the missing label operators and explicitly give a basis of eigenstates for the 64-dimensional IR
of G2. For the remaining three examples, we compute the missing label operators by means
of the algorithm, and indicate how an orthonormal basis could be chosen. As far as the author
is aware, it is the first time that the required missing label operators have been explicitly given
for a generic IR in these cases. It should be remarked that the fourth labelling problem is
structurally slightly different from the case so(7) ⊃ so(5) × so(2), which is well known [7].
2. Missing label operators
It constitutes a classical result that any semisimple Lie algebra s of rank l possesses exactly
N (s) = l independent Casimir operators, i.e. polynomials in the generators that commute
with all elements of the algebra. The eigenvalues of Casimir operators can be used to
label irreducible representations (IRs) of s, while the Cartan subalgebra identifies states
within a multiplet. However, usually these operators are not enough to completely separate
multiplicities, and additional operators must be determined. It can be shown that the total
number of internal labels required is
i = 12 (dim s −N (s)). (1)
The same pattern is observed when a subalgebra s′ is used to label the basis states of
irreducible representations of s. The subgroup provides 12 (dim s
′ + N (s′)) − l0 labels, where
l0 is the number of invariants of s that depend only on generators of the subalgebra s′ [8]. To
distinguish elements within an IR of s, we need to find
n = 12 (dim s −N (s) − dim s′ −N (s′)) + l0 (2)
additional operators, called missing label operators or subgroup scalars. The total number of
available operators of this kind is easily shown to be twice the number of needed labels, i.e.
m = 2n. For n > 1, the labelling operators must moreover commute with each other.
1 It can be generalized to direct sums of semisimple and Abelian, i.e. reductive algebras, in a straightforward manner.
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For this type of state labelling, the Casimir operators of s are used to characterize the
irreducible representations R, while the (missing) labelling operators and the internal subgroup
operators will separate degeneracies and distinguish states within the IRs of s′ appearing in
R. Typically, these internal subgroup operators consist of the Cartan generators and Casimir
operators of s′, as well as some additional Casimir operators of other subalgebras canonically
embedded into s′ [1, 2].
The similarities between the internal labelling problem and the determination of invariants
of Lie algebras allow one to adapt the analytical approach [8]. If s is a Lie algebra with
generators R {X1, . . . , Xn} and commutators [Xi,Xj ] = CkijXk , the Xi’s are realized in the
space C∞(s∗) by means of the differential operators:
X̂i = Ckij xk
∂
∂xj
, (3)
where {x1, . . . , xn} are the coordinates of a covector in a dual basis of R {X1, . . . , Xn}. The
invariants of s (in particular, the Casimir operators) are then solutions of the following system
of partial differential equations:
X̂iF = 0, 1  i  n. (4)
The number N (s) of functionally independent solutions of (4) is obtained from the classical
criteria:
N (s) := dim s − supx1,...,xn rank
(
Ckij xk
)
, (5)
where
(
Ckij xk
)
is the matrix associated with the commutator table of s over the given basis.
For a polynomial solution of (4), the standard symmetrization map defined by
(xi1 . . . xip ) =
1
p!
∑
σ∈Sp
Xσ(i1) . . . Xσ(ip) (6)
allows us to recover the Casimir operators in their usual form, i.e. as elements in the centre of the
enveloping algebraU(s). In particular, for any homogeneous polynomial f = ck1...kpxk1 . . . xkp
we can define uniquely its symmetric representative as
(f ) = ck1...kp(xk1 . . . xkp ). (7)
Equation (7) provides an extension of the symmetrization map  : S (s) → U (s),
where S (s) denotes the space of polynomials defined on the dual space s∗. Conversely,
given a polynomial P = ck1...kpXk1 . . . Xkp ∈ U (s), we find its analytical counterpart
π(P ) = ck1...kpxk1 . . . xkp by simply replacing the generator Xi by the corresponding coordinates
xi of s∗. In this context, two monomials P = Xi1 . . . Xip ∈ U (s), Q = Xj1 . . . Xjq ∈ U (s)
such that π (P ) = π (Q) are called factorizable if they can be written in the form
P = Xa11 . . . Xall P1 ∈ U(s), Q = Xall . . . Xa11 Q1 ∈ U(s), (8)
where [P1,Q1] = 0 and [Xi, P1] = [Xi,Q1] = 0, i = 1, . . . , l. The pair P,Q is non-
factorizable if no decomposition of the preceding type exists (see [4]). In a straightforward
generalization, two polynomials F = ck1...kpXk1 . . . Xkp and G = cj1...jqXj1 . . . Xjq are a non-
factorizable pair if for any pair {ck1...kp , cj1...jq } the monomials {Xk1 . . . Xkp , Xj1 . . . Xjq } do
not admit a decomposition of type (8). Observe that taking the projection, this means that the
terms share a common factor. In the following, we will use the term of non-factorizable pairs
for both the symmetric and analytical representatives, whenever there is no ambiguity.
If we now consider the missing label problem associated with the embedding of Lie
algebras f : s′ → s, the missing label operators can be computed considering the equations
of (4) corresponding to the generators of the subalgebra s′. This system, as proven in [8], has
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exactly N (f (s′)) = 2n+N (s)+N (s′)− l0 independent solutions, showing that the equations
corresponding to subalgebra generators have n more solutions as needed to solve the labelling
problem.
2.1. Decomposing Casimir operators of semisimple Lie algebras
Any reduction chain s′ ⊂ s induces branching rules of representations. In particular, the
adjoint representation of s decomposes as
ad(s) = ad(s′) ⊕ R, (9)
where R is a (completely reducible) representation of s′.2 The latter equation reflects that we
can always construct a basis of s starting from an arbitrary basis of s′ and taking into account
how the remaining generators are coupled with those of the subalgebra (determined by the
decomposition of R into IRs of s′).
The branching rule (9) can also be used to construct subgroup scalars for the corresponding
MLP, as first developed in another context in [5]. For a non-zero constant ε consider the linear
isomorphism  : s → s defined by
(Xi) =
{
Xi, 1  i  n0
εXi, n0 + 1  i  n
, (10)
where R{X1, . . . , Xn0 , . . . , Xn} is a basis of s such that R{X1, . . . , Xn0} generates the
subalgebra s′ andR{Xn0+1, . . . , Xn} is a basis of R.3 If now Cp = κi1...ipXi1 . . . Xip is a Casimir
operator of degree p of s (taken in its symmetric form), the expression of the transformed
operator is given by
Cp(
−1(ε)(Xi1), . . . , 
−1(ε)(Xip )) = ε−(ni1 +···+nip )κi1...ipXi1 . . . Xip . (11)
Now, defining Mp = max{ni1 + · · · + nip |κi1···ip = 0}, the Casimir operator can be formally
rewritten as a polynomial in ε:
Cp =
Mp∑
α=0
εα
[p−α,α], (12)
where Mp  p and 
[p−α,α] is a homogeneous polynomial of degree p − α in the generators
of the subalgebra s′ and degree α in those associated with the tensor components of R. We
shall say that 
[p−α,α] is an operator of bi-degree (p − α, α). Since we are only interested
in the resulting operators of (12) and not on the special value of ε, we take ε = 1 and
simply write Cp =
∑Mp
α=0 

[p−α,α]
. In the following we will use (12) with this abuse of
notation. The interesting fact is that for any generator Xi ∈ s′ the decomposition implies
that [Xi,
[p−α,α]] = 0. This is best seen taking the analytical approach. The analytical
counterpart of (12) is easily found: π(Cp) =
∑Mp
α=0 π(

[p−α,α]). The differential operator
associated with the generator Xi, applied to π(
[p−α,α]), is
X̂iπ(

[p−α,α]) = Ckij xk
∂π(
[p−α,α])
∂xj
. (13)
Since [Xi, s′] ∈ s′ and [Xi,R] ∈ R, the result of (13) is again a homogeneous polynomial
of the same bi-degree as π(
[p−α,α]). This means that evaluating Cp gives rise to a sum of
2 Complete reducibility is actually ensured only if the subalgebra s′ is semisimple.
3 These transformations and the subsequent decomposition of Casimir operators follow naturally from the approach
to the MLP by means of contractions of Lie algebras [5].
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polynomials of different bi-degree, and since Cp is a Casimir operator, the only possibility is
that each term is a solution of the system. This proves that the 
[p−α,α] are subgroup scalars.
The precise number of independent terms obtained from (12) depends on the
representation R induced by the reduction, although for any Casimir operator of degree d  3
at least one independent operator is obtained. In many cases, however, more than one term of
the same degree can be chosen. This is known to occur in various relevant labelling problems
[9].
It is clear from the homogeneity property that linear combinations of the 
[p−α,α] and their
commutators are themselves labelling operators [10]. In particular they can be expressible
in terms of the elementary subgroup scalars. However, the decomposition (12) does not
either guarantee that the relevant labelling operators must be functions of the 
[p−α,α] or
that the labelling operators obtained by this procedure are mutually commutative. In some
special circumstances, however, the decomposition (12) can provide commutativity directly.
If for a specific MLP it is known that no solutions of bi-degree (r, s) exist for some fixed
r + s = p + q, and if we have two labelling operators such that [
[p−αj ,αj ],
[q−αk,αk ]] is
a sum of polynomials of bi-degree (s, r), then the commutation follows at once. This idea
was explored systematically in [6]. We remark that in the commutative frame, it would
suffice to show that no polynomial function of bi-degree (r, s) is a solution to the equations
corresponding to subalgebra generators.
3. Berezin brackets of labelling operators
In this section we recall the notion of Berezin brackets applied to labelling operators, as
recently developed in [4], and use these results to propose some new criteria to analyse
the decomposition of commutators of labelling operators into sums of operators of certain
bi-degrees.
The problem of finding a polynomial f in S(s), the symmetrization (f ) of which
coincides with the commutator in U(s) of two previously given symmetrized polynomials
(g) and (h), was satisfactorily solved by Berezin in [11]. Given two (homogeneous)
polynomials g, h ∈ S(s), the commutator [(g) , (h)] = (g) (h) − (h) (g) was
shown to coincide with the symmetrization (f ) of the polynomial
f = −Ckij xk
∂g
∂xi
∂h
∂xj
+ F
(
xk, · · · , ∂
dg
∂xj1 . . . ∂xjd
,
∂dh
∂xj1 . . . ∂xjd
, · · ·
)
, (14)
where F is a polynomial, the terms of which involve derivatives of order d  2 of g and h
[see [11], equation (31)]. If g, h are homogeneous of degrees p and q, respectively, then F
decomposes as a sum of homogeneous polynomials of degrees p + q − 2 [11]. This enables
us to rewrite the commutator as
[(g), (h)] = ({g, h}) + L.O.T., (15)
where
{g, h} = −Ckij xk
∂g
∂xi
∂h
∂xj
(16)
is the Berezin bracket of g and h. The lower order terms correspond to the symmetric
representative of F [4, 11]. With the help of this bracket, an analytical criterion for two
polynomials in the enveloping algebra U(s) of a semisimple Lie algebra to commute was
given in [4]:
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Theorem 1. Let F,G be a non-factorizable pair of polynomials in the enveloping algebra
U(s) of s such that F = (f ), G = (g) for some homogeneous polynomials f, g ∈ S(s).
Then [F,G] = 0 if and only if {f, g} = 0, i.e. if the functions f, g are in involution with
respect to the Berezin bracket.
For the case of labelling operators, the preceding result provides a practical procedure
to determine whether their symmetrizations commute or not. As a further consequence of
equation (15) and the uniqueness of the symmetric representative of (f ) for homogeneous
polynomials f ∈ S(s), we can determine how a commutator [(g), (h)] decomposes into
a sum of labelling operators, as well as compute the bi-degree of the components.
In the following, we will always suppose that s ⊃ s′ is a chain of semisimple Lie algebras4.
Lemma 1. Let 
[p,q] be an operator of bi-degree (p, q). Then
[
[p,q],
[r,s]] = 
[p+r−1,q+s] + 
[p+r,q+s−1] + 
[p+r+1,q+s−2]. (17)
The proof follows using the analytical counterpart of the operators. Let R{Xi, Tj } be a
basis of s such that the Xi’s generate the subalgebra s′ and the generators Tj transform under
s′ like the representation R of (9). Over such a basis the commutators have the form
[Xi,Xj ] = CkijXk, [Xi, Tj ] = Ĉkij Tk, [Ti, Tj ] = DkijXk + D̂kij Tk.
Let {xi, tj } be the corresponding coordinates in s∗. If 
[p,q] is an operator of bi-degree (p, q),
its projection by π has the following form:
π(
[p,q]) = O[p,q] = λi1...ipj1...jq xi1 . . . xip tj1 . . . tjq .
The Berezin bracket of O[p,q] and O[r,s] is given by
{O[p,q],O[r,s]} = −
∑
i<j
Ckij xk
(
∂O[p,q]
∂xi
∂O[r,s]
∂xj
− ∂O
[p,q]
∂xj
∂O[r,s]
∂xi
)
−
∑
i<j
Ĉkij tk
(
∂O[p,q]
∂xi
∂O[r,s]
∂tj
− ∂O
[p,q]
∂tj
∂O[r,s]
∂xi
)
−
∑
i<j
(
Dkijxk + D̂
k
ij tk
) (∂O[p,q]
∂ti
∂O[r,s]
∂tj
− ∂O
[p,q]
∂tj
∂O[r,s]
∂ti
)
. (18)
It follows at once from this expression that the two first sums give rise to a homogeneous
polynomial of bi-degree (p + r − 1, q + s), while the last sum splits into two homogeneous
polynomials, the first having bi-degree (p + r + 1, q + s − 2) and the second (p + r, q + s − 1).
Taking the symmetric representatives of these polynomials by , the assertion is proven. We
remark that (17) does not exclude the possibility that some of the operators is zero.
The previous formula can be generalized in a straightforward manner to subalgebras of
the type s′ = s1 ⊕ . . . ⊕ sn, in the case we want to distinguish the degree of the operators
in each of the component subalgebras of s′. If 
[p1,...,pn;q] denotes a subgroup scalar having
degree pi in the generators of si and degree q in the components of R, then
[
[p1,...,pn;q],
[r1,...,rn;s]] =
n∑
α=1

[p1+r1,...,pα+rα−1,...,pn+rn;q+s]
+
n∑
α=1

[p1+r1,...,pα+rα+1,...,pn+rn;q+s−2] + 
[p1+r1,...,pn+rn;q+s−1]. (19)
4 This requirement of semisimplicity is imposed to guarantee the existence of a complete basis of labelling operators
formed by polynomials. It can however be generalized to reductive algebras.
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We observe that if the representation R of (9) is such that [R,R] ⊂ s′, then the last term on
the right-hand side of (18) vanishes. Moreover, for operators with pi = ri = 0, the first sum
in (18) is also identically zero.
3.1. Properties of commutators of subgroup scalars
The preceding decomposition formula (17) can be further used to analyse the precise structure
of the resulting scalars, as well as to establish some criteria for the commutativity of labelling
operators. These will be useful to reduce the number of Berezin brackets that must be computed
in labelling problems.
Suppose that Cp is a Casimir operator that decomposes, with respect to the transformations
(10), like
Cp = 
[p−α,α] + 
[p−β,β], (20)
where α = β = 0. Since Cp commutes with any generator X of s, it follows at once that[

[p−α,α],
[p−β,β]
] = 0. One may ask whether this decomposition implies some relation
between the indices α and β. To this extent, let X be a generator of s not belonging to s′. Since
Cp is a Casimir operator of s, we have
[X,Cp] = [X,
[p−α,α]] + [X,
[p−β,β]] = 0. (21)
Assuming that X does not commute with the components of Cp, and according to (17), we
obtain the commutator decomposition
[X,
[p−α,α]] = 
[p−α−1,α+1]α + 
[p−α,α]α + 
[p−α+1,α−1]α , (22a)
[X,
[p−β,β]] = 
[p−β−1,β+1]β + 
[p−β,β]β + 
[p−β+1,β−1]β , (22b)
where X is considered as an operator of bi-degree (0, 1). Because of the homogeneity property,
those operators, the bi-degree of which appears only once in the sum of (22a) and (22b), must
vanish, while those having the same bi-degree must sum up to zero without being themselves
zero. Essentially, the analysis of the bi-degree of the scalars leads to three possibilities for the
value of |β − α|.
(1) β = α + 1. From (22b) we obtain
[X,
[p−β,β]] = 
[p−α−2,α+2]α+1 + 
[p−α−1,α+1]α+1 + 
[p−α,,α]α+1 .
Using the homogeneity property implies in particular that 
[p−α−2,α+2]α+1 = 0,


[p−α−1,α+1]
α = 0, 
[p−α,α]α + 
[p−α,,α]α+1 = 0 and 
[p−α−1,α+1]α + 
[p−α−1,α+1]α+1 = 0 at
least one of the two last sums being satisfied non-trivially.
(2) β = α + 2. In this case, the right-hand side of (22b) reads
[X,
[p−β,β]] = 
[p−α−2,α+3]α+2 + 
[p−α−2,α+2]α+1 + 
[p−α−1,,α+1]α+1 .
By the assumption, we must have 
[p−α−1,α+1]α + 
[p−α−1,α+1]α+1 = 0 with both summands
non-zero, while for the remaining 
[p−α,α]α = 
[p−α+1,α−1]α = 
[p−α−2,α+3]α+2 =


[p−α−2,α+2]
α+1 = 0.
(3) If β = α + 3, then
[X,
[p−β,β]] = 
[p−α−4,α+4]α+3 + 
[p−α−3,α+3]α+3 + 
[p−α−2,,α+2]α+3 ,
and it follows at once that [X,
[p−α,α]] = [X,
[p−β,β]] = 0, which is excluded by
assumption. The same result is obtained for indices β = α + k for k  4.
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This shows that if a Casimir operator of s decomposes like (21), then necessarily 1  |β−
α|  2. Note that this argument trivially extends to the case Cp = 
[p,0] +
[p−α,α] +
[p−β,β],
since 
[p,0], as an invariant of the subalgebra s′, has no effect on the scalars. In particular, for
the quadratic Casimir operators we will always obtain the decomposition C2 = 
[2,0] +
[0,2].5
The same ansatz for decompositions with more components enables us to establish the
following.
Criterion A. If Cp decomposes as Cp = λ
[p,0] +
[p−α,α] +
[p−β,β] +
[p−β−2,β+2] with
|β − α|  2 and λ = 0, 1, then
[
[p−α,α],
[p−β,β]] = [
[p−α,α],
[p−β−2,β+2]] = [
[p−β,β],
[p−β−2,β+2]] = 0. (23)
Clearly for any of the scalars we immediately obtain [Cp,
[p−μ,μ]] = 0 (μ = α, β, β + 2).
The single commutators are given by formula (17):
[
[p−α,α],
[p−β,β]] = 
[2p−α−β−1,α+β] + 
[2p−α−β,α+β−1] + 
[2p−α−β+1,α+β−2], (24a)
[
[p−α,α],
[p−β−2,β+2]] = 
[2p−α−β−3,α+β+2] + 
[2p−α−β−2,α+β+1] + 
[2p−α−β−1,α+β], (24b)
[
[p−β,β],
[p−β−2,β+2]] = 
[2p−2β−3,2β+2] + 
[2p−2β−2,2β+1] + 
[2p−2β−1,2β]. (24c)
The commutator [Cp,
[p−β,β]] = 0 implies that the operators on the right-hand side of
(24a) and (24c) must sum to zero. Comparing the bi-degrees of these operators, it follows
immediately that
[
[p−α,α],
[p−β,β]] = [
[p−β,β],
[p−β−2,β+2]] = 0. (25)
Now evaluating [Cp,
[p−α,α]] = 0 and taking into account (25), we obtain the identity
[
[p−α,α],
[p−β−2,β+2]] = 0, proving that the subgroup scalars mutually commute. Observe
that again the presence of 
[p,0] in the decomposition has no effect.
Using this property, we can refine it to a criterion for the commutativity of subgroup
scalars of different total degree, which is proved in a completely analogous way.
Criterion B. Let Cp = 
[p−α,α] + 
[p−β,β] + 
[p−γ,γ ] (0 = α < β < γ ) be a
Casimir operator of s with γ − α  3. If 
[r,s] is a subgroup scalar of s′ ⊂ s such that
[
[r,s],
[p−β,β]] = 0, then [
[r,s],
[p−α,α]] = 0 and [
[r,s],
[p−γ,γ ]] = 0.
For four or more scalars in the decomposition of Cp, the terms do no more necessarily
commute with each other. However, for decomposition of the form Cp = 
[p,0] +
[p−α1,α1] +

[p−α2,α2] + . . .+
[p−ak,ak ] +
[p−αk−2,αk+2], it is still true that [
[p−ak,ak ],
[p−αk−2,αk+2]] = 0.
Moreover, both criteria A and B can be expressed in an analytical way, replacing the
commutator by the Berezin bracket of the projected scalars π(
[p,q]) := O[p,q].
4. Algorithm
Based on the preceding results on the decomposition of Casimir operators, the Berezin bracket
and criteria A and B, we can propose an analytical procedure to determine a set of missing
label operators. This procedure will be applicable to reduction chains s ⊃ s′ of semisimple
Lie algebras, the MLP of which has n-labelling operators.
The algorithm is developed in the analytical frame, i.e. considering the analytical
counterpart of Casimir operators and subgroup scalars. Following the notations of previous
sections, we will denote by π(Cp) the projection of Casimir operators (also called Casimir
invariants) and by O[p−α,α] the projected subgroup scalars π(
[p−α,α]). Criteria A and B are
also assumed in its analytical version.
5 For this reason, we usually leave out the quadratic Casimir operators.
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(i) Decompose the Casimir invariants of s of degree p  3 using the scaling transformation
(10): π(Cp) =
∑Mp
α=0 π(

[p−α,α]) = ∑Mpα=0 O[p−α,α].
(ii) Determine if there are scalars satisfying the criterion A.
(iii) For the non-factorizable pairs (O[p−α,α],O[q−α,α]) not satisfying the criterion A compute
the Berezin bracket.
(iv) Determine if there are scalars satisfying the criterion B.
(v) Let t be the total number of mutually involutive operators O[p−α,α].
(a) If t < n, proceed to step (vi).
(b) If t  n mutually involutive operators O[p−α,α] are found, compute the rank of the
system L = {π(C1), . . . , π(Cl), π(C ′1), . . . , π(C ′l′),O[p1−α1,α1], . . . , O[pt−αt ,αt ]}.
(1) If rank(L)  l+ l′ − l0 +n, the symmetrized representatives of the operators solve
the missing labelling problem: [l = rank(s), l′ = rank(s′)].
(2) If rank(L) < l + l′ − l0 + n, proceed to step (vi). (The MLP is not solved with
decomposition only.)
(vi) Determine further t ′  n − rank(L) subgroup scalars 1, . . . , t ′ such that
(a) {k,O[pi−αi ,αi ]} = 0 for k = 1, . . . , t ′ and i = 1, . . . , t;
(b) {k,l} = 0 for k, l = 1, . . . , t ′;
(c) rank({π(C1), . . . , π(Cl), π(C ′1), . . . , π(C ′l′),O[p1−α1,α1], . . . , O [pt−αt ,αt ],1, . . . ,
t ′ })  n.
Extract n functionally independent operators from the previous system and take their
symmetric representatives.
The sixth step of the algorithm is the less automatic one, and certainly one of difficult
execution, in either the analytical or algebraic way. Either solving the systems of partial
differential equations for these scalars or trying to establish the corresponding generating
functions [2] is a laborious task, the difficulty of which increases rapidly for higher rank
algebras. Since this step cannot be described in terms of the invariants of the intervening
algebras, a further systematization is not possible.
4.1. Orthonormal bases of eigenstates
To completely describe the states of IRs of s, besides the Casimir operators of s and s′
and the labelling operators, we will also need some appropriate internal subgroup labels, as
follows from formula (1). The missing labelling operators are subgroup scalars; thus, they will
automatically commute with these internal subgroup operators, as the latter depend only on the
subgroup generators6. In general, the missing label operators will separate the degeneracies
occurring whenever two or more copies of an IR of s′ appear when reducing an IR of s. The
internal labels, in contrast, will distinguish the different eigenvectors within each irreducible
representation of s′.
In this section we outline a possible generic procedure to construct an orthonormal basis
of states for a given irreducible representation R of s. In the following we assume that s and s′
are semisimple Lie algebras, and that the operators constructed in the enveloping algebra are
Hermitian.
We fix the following notations:
• C1, . . . , Cl—Casimir operators of s,
• C ′1, . . . , C ′l′—Casimir operators of s′,
6 Typically these internal labels are associated with the Casimir operators of suitable chosen subalgebras of s′ or
generators of the Cartan subalgebra.
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• 
1, . . . , 
n—the missing label operators,
• J1, . . . , Jf —internal subgroup operators.
In order to sum up the required number of labels (1), the quantity of internal subgroup
labels must be f = 12 (dim s − l − 2l′ − 2n + 2l0) = 12 (dim s′ − l′).
Let R = [μ1, . . . , μl] be a given irreducible representation of s. For any Casimir operator
Ck we have
〈μ1, . . . , μl |Ck |μ1, . . . , μl〉 = 〈Ck〉, k = 1, . . . , l. (26)
The eigenvalues 〈C1〉, . . . , 〈Cl〉 therefore characterize R and will be the same for any particular
state within the representation. For this reason, and whenever there is no ambiguity concerning
R, we may skip these eigenvalues.
In our construction of an orthonormal basis of R, the first step is to consider the branching
rules of the chain s ⊃ s′, in order to obtain the decomposition of R into a sum of IRs of the
subalgebra s′:
R = Rm11 ⊕ · · · ⊕ Rmqq . (27)
For each i = j we assume that Ri = Rj , i.e. they are non-equivalent irreducible
representations. The superindex mi  1 (i = 1, . . . , q) denotes the multiplicity of Ri
in R. Further let di = dimRi . In view of this decomposition, we can determine a basis
B = {|ψji 〉, i = 1, . . . , dimi ; j = 1, . . . , q} of the representation space of R such that for
fixed j 0, the vectors |ψj0i 〉 ( i = 1, . . . , dj0mj0) form a basis of R
mj0
j0
. This can be done starting
from an arbitrary nonzero vector in R and analysing how it transforms by the generators of
s′ (once an IR R′ of the latter algebra has been recovered, the process is repeated for another
vector not lying in R′, and so on, up to covering the whole space of R). This procedure
moreover allows us to separate the copies of Rj0 , so that we can suppose that B is arranged in
such manner that for α = 0, . . . , mj0 − 1, the vectors∣∣ψj0αdj0 +i 〉, (i = 1, · · · , dj0) (28)
are a basis of the (α + 1)st copy of Rj0 . Now any Casimir operator C ′r (r = 1, . . . , l′) of s′ is
diagonal over the irreducible representation Ri, with the corresponding eigenvalue λri ; hence,
we get that for the (reducible) representation R the operator C ′r is given by the block matrix7
C ′r (R) =
⎛
⎜⎝
λr1 Idd1m1
. . .
λrqIddqmq
⎞
⎟⎠ (r = 1, · · · , l′), (29)
where Iddama denotes the (dama)-dimensional unit matrix for a = 1, . . . , q.
The second step is to adequately modify the basis (28) to obtain a basis of eigenvectors for
the labelling operators 
1, . . . , 
n. These commute with the Casimir operators C ′1, . . . , C ′l′
of s′; thus, for any fixed index j0 = 1, . . . , q and vector
∣∣ψj0i 〉 we get the relation
C ′r
k
∣∣ψj0i 〉 = 
kC ′r ∣∣ψj0i 〉 = λri 
k∣∣ψj0i 〉, (30)
which means that 
k
∣∣ψj0i 〉 has the same eigenvalues for the Casimir operators of s′ as the
vector
∣∣ψj0i 〉. Therefore,

k
∣∣ψj0i 〉 =
dj0mj0∑
p=1
α
p
j0k
∣∣ψj0p 〉 (31)
7 To denote the matrix of an operator T on a particular representation R, we will use the symbol T (R).
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for some coefficients αpj0k . In terms of matrices (see (29)), the preceding equation means that

k(R) has the following block matrix structure:

k(R) =
⎛
⎜⎝
Ak1 0 0
0
. . . 0
0 0 Akq
⎞
⎟⎠ , (32)
where each Aki is an (midi×midi) matrix. These blocks Aki need not to be diagonal themselves,
but since the 
k are Hermitian operators for each j0 = 1, . . . , q we can always transform the
basis
∣∣ψj0i 〉 to a basis ∣∣ψ̂j0i 〉 of Rmj0j0 such that

k
∣∣ψ̂j0αdj0 +i 〉 = ξ j0k,α∣∣ψ̂j0αdj0 +i 〉 (33)
for i = 1, . . . , dj0 and α = 0, . . . , mj0 − 1. Over this new basis of R
mj0
j0
, the matrix of 
k
(restricted to the latter subspace) is given by its eigenvalues on the different copies of Rj0 :

k
(
R
mj0
j0
) =
⎛
⎜⎜⎝
ξ
j0
k,1Iddj0 0 0
0
. . . 0
0 0 ξ j0k,mj0 Iddj0
⎞
⎟⎟⎠ . (34)
Up to this step, we have separated the different irreducible representations of s′ and their
multiplicities by the eigenvalues of the Casimir operators of s′ and the labelling operators. It
now remains to separate the states within each irreducible IR. This is done diagonalizing the
matrices Jp(R) of the internal subgroup operators Jp (p = 1, . . . , f ). Because of the relation
JpC
′
r
∣∣ψ̂j0αdj0 +i 〉 = λri (Jp∣∣ψ̂j0αdj0 +i 〉) = C ′rJp∣∣ψ̂j0αdj0 +i 〉, (35)
it suffices again to see what happens for the restrictions of R to the (reducible) representations
R
mi
i . By (33), we further have that
Jp
k
∣∣ψ̂j0αdj0 +i 〉 = ξ j0k,α(Jp∣∣ψ̂j0αdj0 +i 〉) = 
kJp∣∣ψ̂j0αdj0 +i 〉, (36)
which implies that the vector Jp
∣∣ψ̂j0αdj0 +i 〉 also has the same eigenvalues for each 
k than∣∣ψ̂j0αdj0 +i 〉. As the Jp are diagonalizable operators, for each j0 = 1, . . . , q andα = 0, . . . , mj0−1
we can find adequate linear combinations∣∣ψ˜j0αdj0 +i 〉 = ∑βtj0α∣∣ψ̂j0αdj0 +t 〉 (37)
such that the condition Jp
∣∣ψ˜j0αdj0 +i 〉 = ϕpi ∣∣ψ˜j0αdj0 +i 〉 holds.
In this final basis B′ = {∣∣ψ˜jαdj +i 〉; i = 1, . . . , dj ;α = 0, . . . , mj − 1; j = 1, . . . , q},
each vector is characterized by its eigenvalues∣∣ψ˜jαdj +i 〉 = ∣∣λ1, . . . , λl′ ; ξ1, . . . , ξn;ϕ1, . . . , ϕf 〉 (38)
for C ′1, . . . , C ′l′ ,
1, . . . , 
n, J1, . . . , Jf (we may add the eigenvalues (26) of the Casimir
operators of s in the case of ambiguity).
The basis B′ is orthogonal by construction. As
∣∣ψ˜j0αdj0 +i 〉 is characterized by its
eigenvalues for any arbitrary pair of distinct vectors
∣∣ψ˜j0α0dj0 +i0 〉 and ∣∣ψ˜j1α1dj1 +i1 〉 there is at
least one operator T among C ′1, . . . , C ′l′ ,
1, . . . , 
n, J1, . . . , Jf such that T
∣∣ψ˜j0α0dj0 +i0 〉 =
11
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χ0
∣∣ψ˜j0α0dj0 +i0 〉, T ∣∣ψ˜j1α1dj1 +i1 〉 = χ1∣∣ψ˜j1α1dj1 +i1 〉 with χ0 = χ1. Since T is Hermitian8, we obtain that〈
ψ˜
j0
α0dj0 +i0
∣∣T ∣∣ψ˜j1α1dj1 +i1 〉 = 〈ψ˜j0α0dj0 +i0χ1∣∣ψ˜j1α1dj1 +i1 〉 = χ1〈ψ˜j0α0dj0 +i0 ∣∣ψ˜j1α1dj1 +i1 〉,
× 〈ψ˜j0α0dj0 +i0 ∣∣χ0 ψ˜j1α1dj1 +i1 〉 = χ0〈ψ˜j0α0dj0 +i0 ∣∣ψ˜j1α1dj1 +i1 〉, (39)
hence that (χ1 − χ0)
〈
ψ˜
j0
α0dj0 +i0
∣∣ψ˜j1α1dj1 +i1 〉 = 0, from which the orthogonality follows. The last
step, the orthonormalization of the basis B′, is a routine computation that follows from the
application of the Gram–Schmidt method.
The practical receipt to diagonalize the operators can be roughly summarized in the
following five steps.
(i) Decompose the IR R of s into IRs of s′ : R = Rm11 ⊕ · · · ⊕ Rmqq .
(ii) For each Rmii (i = 1, . . . , q) determine a basis of eigenvectors for the Casimir operators
of s′.
(iii) Using (30), find a basis of Rmii that diagonalizes the labelling operators 
k(k = 1, . . . , n).
(iv) Within any IR Ri, diagonalize the internal subgroup operators J1, . . . , Jf .
(v) Apply Gram–Schmidt to orthonormalize the different eigenspaces.
It should be noted that this is only one among the various different possibilities to construct
orthonormal bases. Often valuable information concerning an orthonormal basis, like its
spectrum, can be more conveniently derived by comparison with another (analytical) basis.
For example, canonical bases like the Gel’fand–Tseitlin patterns are suitable for labelling
problems associated with unitary groups [10, 12].
5. Examples
To illustrate the implementation of the algorithm and the construction of orthonormal bases,
we develop in this section four labelling problems with n = 1, 3, 6 and n = 3 missing labels,
respectively. For the first example we diagonalize the missing label operator and give the
complete basis of eigenstates for the lowest dimensional IR exhibiting multiplicities when
reduced to a subalgebra. The second and third examples (with n = 3 and n = 6 missing
labels, respectively) can be solved using steps (i)–(v) of the algorithm. The last example
presents a situation where step (vi) is required to obtain the adequate number of missing
labels. We remark that some of these examples have been analysed in the literature from
alternative or different points of view [2, 5, 7, 9, 13].
5.1. The chain G2 ⊃ su(3)
As a first example we analyse the reduction G2 ⊃ su(3) with n = 1 missing label for generic
irreducible representations [2, 9]. We consider the same basis considered in [14], consisting
of the generators glk, a+k , a
−
k =
(
a+k
)†
with indices 1  k, l  3 and the constraints
(
glk
)† = gkl ,∑3
k=1 g
k
k = 0. The commutation relations of G2 are given by[
glk, g
n
m
] = δlmgnk − δnk glm, [glk, a±m] = ±δlma±k ∓ 13δlka±m,[
a+k , a
−
m
] = gmk , [a±k , a±l ] = ∓ 2√3εklma∓m. (40)
8 Actually, the orthogonality of eigenvectors corresponding to different vectors holds for a more general type of
operators, the so-called normal operators ( T T † = T †T ).
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Clearly, the glk span the su(3) subalgebra. Using the expression derived in [14] for the
sixth-order Casimir operator of G2, we obtain that it decomposes as the sum of the following
subgroup scalars:
C6 = 
[6,0] + 
[4,2] + 
[3,3] + 
[2,4] + 
[0,6]. (41)
It can be easily shown that 
[0,6] = 11144 (
[0,2])3; thus 
[0,6] will not provide an independent
operator. Hence we may take 
[2,4] as the missing label operator. A routine computation
shows that C2, C6, C ′2, C ′3,
[2,4] are independent. As internal su(3) operators we consider
the generators g11, g22 and
(
g11
)2
+
(
g22
)2
+ 2
(
g21g
1
2 + g
1
2g
2
1 − g11g22
)
, the latter being the Casimir
operator of the (canonical) so(3) subalgebra of su(3) generated by g21, g12 and g11 − g22. It is
straightforward to verify that all these operators are Hermitian and commute, and thus that
they are simultaneously diagonalizable. An orthonormal basis, constructed along the lines
described in the previous section, will be given by the eigenvectors |λ1, λ2; ξ ;ϕ1, ϕ2, ϕ3〉,
where λi denote the eigenvalues of the su(3) Casimir operators, ξ that of 
[2,4] and the ϕi’s
those of the internal labels.
In table 1 we give the corresponding eigenvalues for the 64 states of the IR R = [11].
When reduced with respect to su(3), this representation decomposes as
[11] ⊃ (12) + (21) + (11) + (11) + (02) + (20) + (01) + (10). (42)
We observe that the adjoint representation (11) of su(3) appears twice; thus, the missing label
is required to separate both copies.
5.2. The chain so(7) ⊃ su(2)3
The missing label problem associated with these Lie algebras has n = 3 missing labels for
generic representations. A pair of commuting scalars was found in [6] using a procedure
specially developed for labelling problems involving [su(2)]p-subalgebras, which however
does not provide the third required commuting operator.
We consider the basis of so(7) taken in [6, 13], consisting of generators S0,±1, U0,±1,W0,±1
that span the subalgebra su(2)3, together with a tensor operator T 1,
1
2 ,
1
2
λ,μ,ν . The latter has the
property that its commutators only produce generators of the subalgebra [13].
Over this basis, the Casimir operators of so(7) can be easily constructed by the usual trace
method. Consider the matrix M defined by⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
√
2(u0 + w0) −2w−1 2t1,− 12 ,− 12 2t0,− 12 ,− 12 2t−1,− 12 ,− 12 2u−1 0
−2w1
√
2(u0 − w0) 2t1,− 12 , 12 2t0,− 12 ,1/2 2t−1,− 12 , 12 0 2u−1
2t−1,1/2, 12 −2t−1, 12 ,− 12
√
2s0
√
2s−1 0 2t−1,− 12 , 12 −2t−1,− 12 ,− 12
−2t0, 12 , 12 2t0, 12 ,− 12 −
√
2s1 0
√
2s−1 −2t0,− 12 , 12 2t0,− 12 ,− 12
2t1,1/2, 12 −2t1, 12 ,− 12 0 −
√
2s1 −
√
2s0 2t1,− 12 , 12 −2t1,− 12 ,− 12
−2u1 0 −2t1, 12 ,− 12 −2t0, 12 ,− 12 −2t−1, 12 ,− 12 −
√
2(u0 − w0) −2w−1
0 −2u1 −2t1, 12 , 12 −2t0, 12 ,1/2 −2t−1, 12 , 12 −2w1 −
√
2(u0 + w0)
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The matrix M satisfies the conditions Tr(M) = Tr(M3) = Tr(M5) = Tr(M7) = 0
and Tr(M2k) = 2k(sα, uα,wα, tλ,μ,ν) (k = 1, 2, 3). The symmetrized polynomials
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Table 1. Basis of eigenstates |λ1, λ2; ξ ;ϕ1, ϕ2, ϕ3〉 for G2 ⊃ su(3) and R = [11].
λ1 λ2 ξ ϕ1 ϕ2 ϕ3 λ1 λ2 ξ ϕ1 ϕ2 ϕ3
16 −56 126 2892 −2 −1 112 9 0 667 2394 −2 1 112
16 −56 126 2892 0 1 32 9 0 667 2394 2 −1 112
16 −56 126 2892 −3 1 212 9 0 667 2394 1 −2 4
16 −56 126 2892 1 −1 52 9 0 667 2394 −1 2 4
16 −56 126 2892 0 −2 3 9 0 667 2394 0 0 0
16 −56 126 2892 −2 2 7 9 0 667 2394 0 0 6
16 −56 126 2892 −1 0 7 9 0 417 7594 −1 −1 52
16 −56 126 2892 −1 0 1 9 0 417 7594 1 1 52
16 −56 126 2892 1 2 4 9 0 417 7594 −2 1 112
16 −56 126 2892 1 −1 232 9 0 417 7594 2 −1 112
16 −56 126 2892 −1 3 112 9 0 417 7594 1 −2 4
16 −56 126 2892 0 1 212 9 0 417 7594 −1 2 4
16 −56 126 2892 2 0 10 9 0 417 7594 0 0 0
16 −56 126 2892 3 −2 12 9 0 417 7594 0 0 6
16 −56 126 2892 2 −3 172 10 −70 112 336 −2 0 4
16 56 126 2892 2 1
11
2 10 −70 112 336 −1 1 52
16 56 126 2892 0 −1 32 10 −70 112 336 0 −1 32
16 56 126 2892 3 −1 212 10 −70 112 336 0 2 3
16 56 126 2892 −1 1 52 10 −70 112 336 1 0 7
16 56 126 2892 0 2 3 10 −70 112 336 2 −2 7
16 56 126 2892 2 −2 7 10 70 112 336 2 0 4
16 56 126 2892 1 0 7 10 70 112 336 1 −1 52
16 56 126 2892 1 0 1 10 70 112 336 0 1
3
2
16 56 126 2892 −1 −2 4 10 70 112 336 0 −2 3
16 56 126 2892 −1 1 232 10 70 112 336 −1 0 7
16 56 126 2892 1 −3 112 10 70 112 336 −2 2 7
16 56 126 2892 0 −1 212 4 −20 307 3072 −1 0 1
16 56 126 2892 −2 0 10 4 −20 307 3072 0 1 32
16 56 126 2892 −3 2 12 4 −20 307 3072 1 −1 52
16 56 126 2892 −2 3 172 4 20 307 3072 1 0 1
9 0 667 2394 −1 −1 52 4 20 307 3072 0 −1 32
9 0 667 2394 1 1
5
2 4 20
307307
2 −1 1 52
C2k = (2k) are the Casimir operators of so(7) for the given basis. The decomposition
induced by the transformations (10) leads to
4 = O[4,0] + O[2,2] + O[0,4], (43a)
6 = O[6,0] + O[4,2] + O[2,4] + O[0,6]. (43b)
It follows from this decomposition that we can choose at most three functions that are
independent from the invariants of so(7) and the subalgebra. Observe that the operators
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of (43a) and (43b) satisfy the criterion A. Now, computing the Berezin bracket of O[2,2] and
O[2,4] gives {O[2,2],O[2,4]} = 0; thus by the criterion B it follows at once that
[(O[2,2]),(O[4,2])] = [(O[2,2]),(O[2,4])] = [(O[4,2]),(O[2,4])] = 0. (44)
The missing label is thus solved by the triplet {(O[2,2]),(O[4,2]),(O[2,4])}. We remark
that further decomposing the operator (O[2,2]) with respect to the generators of the different
copies of su(2) as in (18) allows us to recover the two commuting operators found in [6],
but the procedure applied to the other operators above does not produce a third commuting
labelling operator, in accordance with the conclusions of that paper.
In this case, skipping the eigenvalues of the so(7) Casimir operators, an orthonormal basis
would e.g. be given by |U,V,W ; ξ1, ξ2, ξ3; u0, v0, w0〉, where U,V,W denote the quadratic
Casimir of each copy of su(2), ξi the eigenvalue of the missing label operators and u0, v0, w0
those of the Cartan generators.
5.3. The su(6) ⊃ so(6) reduction
This reduction of su(6) representations to so(6) representations plays an important role in
nuclear physics, notably in the interacting boson model [12]. Without considering further
reductions and for generic irreducible representations, the number of needed labelling operators
is n = (35 − 5 − 15 − 3)/2 = 6.
We use the standard basis of u(N) given by the operators Eμν, Fμν (1  μ, ν  N) with
the constraints Eμν + Eνμ = 0, Fμν − Fνμ = 0. The commutation relations over this basis
are
[Eμν,Eλσ ] = Eνσ + Eλν − Eμσ − Eλμ, [Eμν, Fλσ ] = Fνσ + Fλν − Fμσ − Fλμ,
[Fμν, Fλσ ] = Eνσ + Eμσ − Eλμ − Eλν. (45)
To recover su(6), we chose the Cartan subalgebra spanned by the vectors Hμ = Fμμ−Fμ+1,μ+1
for μ = 1, . . . , 5. Taking into account the isomorphism so(6)  su(4), we take the
generators Hμ,Eμν, Fμν with (1  μ, ν  4) for the subalgebra. A maximal set of
independent Casimir invariants is given by the coefficients k of the characteristic polynomial
|iA6 − λId6| = λ6 +
∑6
k=2 Ckλ
6−k
, where A6 is the matrix defined by
A6 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
−iY1 −e12 − i f12 −e13 − i f13 −e14 − i f14 −e15 − i f15 −e16 − i f16
e12 − i f12 −iY2 −e23 − i f23 −e24 − i f24 −e25 − i f25 −e26 − i f26
e13 − i f13 e23 − i f23 −iY3 −e34 − i f34 −e35 − i f35 −e36 − i f36
e14 − i f14 e24 − i f24 e34 − i f34 −iY4 −e45 − i f45 −e46 − i f46
e15 − i f15 e25 − i f25 e35 − i f35 e45 − i f45 −iY5 −e56 − i f56
e16 − i f16 e26 − i f26 e36 − i f36 e46 − i f46 e56 − i f56 −iY6
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, (46)
where the vectors Yμ are given by Yμ =
∑μ−1
ν=1
−ν
6 hν +
∑5
ν=μ
6−ν
6 hν [15]. Again, the
symmetrization provides the Casimir operators Ck = (k). In this case, the invariants
k decompose as
3 = O[2,1] + O[0,3], (47a)
4 = O[4,0] + O[2,2] + O[0,4], (47b)
5 = O[4,1] + O[2,3] + O[0,5], (47c)
6 = O[6,0] + O[4,2] + O[2,4] + O[0,6]. (47d)
We observe that following the criterion A, the scalars in each line are mutually commutative.
From (47a) and (47b) we get at most one labelling operator, which we can choose as O[2,1]
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and O[2,2] without loss of generality. From (47c) and (47d) two operators can be taken,
respectively. It is easy to verify that the operators O[2,1],O[2,2],O[2,3] and O[2,4] are non-
factorizable, and that the following relations hold:
{O[2,1],O[2,2]} = {O[2,1],O[2,3]} = {O[2,1],O[2,4]} = {O[2,2],O[2,3]} = {O[2,2],O[2,4]} = 0.
As a consequence, their symmetrizations 
[p,q] = (O[p,q]) commute. From the criterion
B we further obtain that 
[2,1] and 
[2,2] commute with 
[4,1],
[0,5],
[4,2] and 
[0,6],
respectively. Choosing for example the operators {
[2,1],
[2,2],
[4,1],
[2,3],
[4,2],
[2,4]},
we get the required set of labelling operators. We remark that the criterion B simplifies the
problem, reducing the computation of Berezin brackets from 15 to only 5.
For the chain su(6) ⊃ so(6) and a generic IR, we need 15 labels to unambiguously
separate the states. While the Casimir operators of so(6) and the preceding missing label
operators provide nine of these labels, the six remaining ones must be internal so(6) operators.
Again, using the isomorphism so(6)  su(4), these internal operators can be taken from the
subalgebra chain
su(4) ⊃ su(3) ⊃ su(2) ⊃ so(2). (48)
A possible choice would be given by H1,H2,H3 and the Casimir operators of su(3) and su(2).
5.4. so(7) ⊃ so(5)
As a typical example of a labelling problem that cannot be solved completely with the
decomposition, but requires additional subgroup scalars, we consider the chain so(7) ⊃ so(5)
with n = 3 labelling operators [7, 16].
Taking the basis consisting of the operators Gba with −3  a, b  3 and constraints
Gab + G
−b
−a = 0, the brackets are given by[
Gab,G
c
d
] = δcbGad − δadGcb + δ−bd Gc−a − δc−aG−bd , (49)
the subalgebra being generated by the Gba with −2  a, b  2. With respect to the
corresponding transformations (10), the Casimir operators of so(7) (see e.g. [7, 17]) decompose
as
C4 = 
[4,0] + 
[2,2] + 
[1,3] + 
[0,4], C6 = 
[4,2] + 
[3,3] + 
[2,4], (50)
where 
[4,0] corresponds to the quartic Casimir operator of so(5). Observe that criteria A
and B cannot be applied to this case. Computing the Berezin bracket for the projections
O[a,b] = π(
[a,b]) of these operators, we find that only the following are in involution:
{O[2,2],O[4,2]} = 0, {O[1,3],O[3,3]} = 0, {O[0,4],O[2,4]} = 0. (51)
Thus, the decomposition of Casimir operators does not suffice to solve the MLP, and step
(vi) of the algorithm must be applied. Looking for scalars having order 3, we find the three
operators O[2,1]a , O[2,1]b and O[1,2]. Computing the Berezin bracket of these operators with
the pair in involution above, it turns out that only one of the scalars commutes with them:
{O[1,2],O[1,3]} = 0, {O[1,2],O[3,3]} = 0. (52)
To check the independence of the operators {O[1,2],O[1,3],O[3,3]} with the Casimir operators
of the Lie algebras, we compute the following Jacobian:
∂{π(C2), π(C4), π(C6),O[2,0],O[4,0],O[1,2],O[1,3],O[3,3]}
∂(g2−3, g
1
−3, g
0
−3, g
1
−2, g
0
−2, g
1
−1, g
2
1, g
3
1)
= 0. (53)
As a consequence, a possible choice of subgroup scalars to solve this labelling problem is
given by the symmetrized operators {
[1,2],
[1,3],
[3,3]}.
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For this reduction, the nine labels required for an orthonormal basis of states can be taken
as
|λ1, λ2; ξ1, ξ2, ξ3; a1, a2, b1, b2〉, (54)
where λi correspond to eigenvalues of the so(5) Casimir operators, ξi to those of the missing
label operators, a1 and a2 to the value of G11 and G22, respectively, and bi denotes the eigenvalue
of (Gii)2 + Gi0G0i + G0i Gi0 for i = 1, 2.
6. Summary and outlook
Combining the decomposition of Casimir operators induced by the embedding of a subalgebra
with the analytical expression for the commutator of labelling operators and their properties,
especially the two new criteria deduced from them, we have described an analytical algorithm
in six steps to solve the internal labelling problem. This procedure has the advantage of
avoiding the usually complicated manipulations of elements in the enveloping algebras of Lie
algebras. In most cases, the algorithm will provide only n of the 2n available operators to
solve the MLP, specially for those solved using only steps (i)–(v). This is a consequence
of the well-known division of labelling operators into two disjoint sets with respect to the
commutativity of operators [2]. However, in some special cases even an integrity basis can
be deduced, as happens for example for the chain so(7) ⊃ G2 with n = 1 label, where the
decomposition of the Casimir operators provide the two operators required to determine an
integrity basis [2]. Labelling problems that usually require step (vi) of the algorithm are those
related to the embedding of principal subalgebras [18].
The algorithm cannot be applied in general beyond reduction chains of reductive Lie
algebras for various reasons. The failure of complete reducibility of representations is the
first, another being the possible non-existence of polynomial invariants for the Lie algebras
[8].
We have also proposed a practical receipt to construct recursively an orthonormal basis
of eigenstates for a given IR of s. The main idea of this explicit basis is to first diagonalize the
Casimir operators of the subalgebra, in order to have the eigenspace decomposition induced
by the branching rules, and then to diagonalize the missing label operators, to separate
multiplicities, and finally to diagonalize the internal subgroup operators. We remark that this
receipt is only one of the various different possibilities to determine a basis of eigenstates.
An interesting question that arises naturally from the algorithm and the basis construction
concerns the labelling problem for degenerate representations. In this case, some of the labels
may not define states for degenerate IRs of interest, therefore reducing the number of required
labelling operators [19]. It is natural to ask whether there is some possible refinement of the
algorithm that describes the polynomial relations satisfied by the generators when acting on
the states of a degenerate representation, or if the difficult analysis of generating functions is
unavoidable [20]. However, how this ansatz should be made is still unclear.
For labelling problems of the form s ⊃ s′ ⊃ · · · ⊃ s(n) the proposed scheme should also
be useful, as it allows us to combine subgroup scalars in any reduction step with the successive
decomposition of Casimir operators in each of the subalgebras. Suitable and physically
significant labelling problems exhibiting this structure are, for example, those involving
the angular momentum algebra so(3). Other physically relevant labelling problems where
the algorithm could be of application are those related to exceptional groups, especially the
E-series used in high energy physics [21, 22]. The main difficulty for these cases lies in the fact
that the existing formulae for the Casimir operators of E6, E7 and E8 are rather formal, based
on special bases of their complexification, and that no simple analytical approach to compute
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them over arbitrary bases is known. In this sense, a first step towards the systematization of
labelling problems with exceptional algebras consists of developing practical procedures to
compute their invariants in either an analytical or geometrical frame [23]. Currently efforts in
this direction are in progress.
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