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Abstract
This paper proposes and analyzes a full discretization of the exterior transient
Stokes problem with Dirichlet boundary conditions. The method is based on a
single layer boundary integral representation, using Galerkin semidiscretization in
the space variables and multistep Convolution Quadrature in time. Convergence
estimates are based on a Laplace domain analysis, which translates into a detailed
study of the exterior Brinkman problem. Some numerical experiments are provided.
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1 Introduction
In this paper we propose a fully discrete method based on an integral equation for the
exterior Stokes problem with Dirichlet boundary conditions in two or three dimensions.
The integral equation is based on a single layer potential representation of the velocity
field. The numerical discretization uses a general Galerkin scheme for semidiscretization
in space and Convolution Quadrature [17] for discretization in time. The analysis is car-
ried out by combining ideas of Laplace domain analysis of integral operators [18] with the
transformation of the Galerkin-BEM discretization in space into a set of exotic transmis-
sion conditions [16]. As part of the paper, we include a novel analysis of the single layer
potential and operator for the Stokes resolvent equations (the Brinkman equations) on a
general Lipschitz domain.
The literature on numerical methods for integral representations of parabolic problems
has focused extensively on the heat equation. Most theoretical results are based on the
single-layer representation, leading to a Volterra`-Fredholm integral equation that can be
∗FJS and MH partially funded by NSF grant DMS 1216356.
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formally considered to be of the first kind. (We note that the mapping properties of the
integral operators make the integral equations of the second kind for parabolic problems
not to be a smooth perturbation of the identity, due to the mapping properties in the time
variable. Additional complications arise when the boundary is not smooth.) This analysis
was sparked by the work of Arnold and Noon [3] and Costabel [7], with some sequels as
[12]. The work of Lubich and Schneider [18] offered a numerical treatment of the heat
equation single layer operator equation. Other formulations, including fast multiplication
techniques, appear in recent work of Tausch [22, 23, 19]. The mathematical literature for
the unsteady exterior Stokes problem using integral equations seems to be quite limited:
see, for instance, [10], [11]. A general overview of the state of the art of time domain
integral equations one decade ago can be found in [6].
For our analysis we will rely on properties of the Brinkman single layer potential. We
will however take a different approach than the one given in [13, 14, 15], since we need
to study the behavior of all the bounds as functions of the parameter in the Brinkman
model. We will adopt a Laplace domain approach similar to the one used in [4] for the wave
equation. For some technical issues, we will rely on recent results on the Stokes potentials
on general Lipschitz domains [20]. The passage to the time-domain will be done with
a modification of a result in [18]. Following [16] we will analyze the semidiscretization
in space in a systematic way, showing that a postprocessed solution (the velocity field)
can have better properties than the preprocessed solution (the boundary density and,
therefore, the pressure field, which is postprocessed with a steady-state operator). Finally,
we will apply a general multistep-based Convolution Quadrature strategy and analyze it
using the results in [17]. We note that this final step will be the only one where we will
not be able to analyze how the constants that appear in the error estimates depend on
time (as the latter grows to infinity).
The paper starts with two long sections (Sections 2 and 3) presenting the integral and
variational forms of the single-layer potential for the Brinkman problem and providing
bounds in terms of the parameter of the Brinkman equation. In Section 4 we transfer the
Laplace domain estimates to estimates for the transient single layer potential for the Stokes
equation, using a technical result that is proved in Appendix A. In Section 5 we introduce
and analyze a general Galerkin semidiscretization in space of the integral equation. We
provide bounds for the semidiscretization in space (Galerkin error operator) plus some
stability bounds (Galerkin solver) that are needed for the analysis of the fully discrete
method. In Section 6 we present and analyze the fully discrete scheme and show some
numerical experiments. Finally, Appendix B shows an alternative integral formulation
that can be used to eliminate some inconvenient Lagrange multipliers that are needed to
impose conformity restrictions in the boundary element space.
Foreword on background and notation. We will use basic properties of Sobolev
spaces on bounded Lipschitz domains and on their boundaries [1]. All aspects related to
integral operators will be proved using variational techniques [20]. The passage to the
time-domain requires the momentary use of basic vector-valued distribution theory. It is
important to remark that all brackets will be taken to be bilinear, even if they are employed
in the context of complex-valued functions. In particular, for scalar fields complex-valued
u, v, vector fields u,v and matrix-valued fields (tensors) U,V, and an open set O ⊂ Rd,
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we will denote
(u, v)O :=
∫
O
u v (u,v)O :=
∫
O
u · v (U,V)O :=
∫
O
U : V
where U : V :=
∑
i,j UijVij. Given a Hilbert space X, we will write X := X
d and
immediately assume it to be endowed with the product topology.
2 The Brinkman single layer potential
In this section we present the variational theory for the Brinkman single layer potential
as a holomorphic function of its parameter. This is equivalent to studying the single layer
potential associated to the resolvent Stokes problem. In all the following arguments, the
parameter s is a complex number not in the negative real axis
s ∈ C? := C \ (−∞, 0].
The space of solenoidal vector fields
V̂(Rd) := {u ∈ H1(Rd) : div u = 0} (2.1)
will also play a key role. The geometric setting is as follows: we consider a bounded
Lipschitz domain Ω−, with connected boundary Γ, and the associated unbounded exterior
domain Ω+ := Rd \ Ω−. The superindices ± will be used to refer to limits/traces from
Ω±. We will use the angled bracket 〈 · , · 〉Γ to denote the L2(Γ) and L2(Γ) inner products
(with the above convention on not conjugating any component) as well as its extension
to duality products between the spaces H±1/2(Γ), as well as between their vector-valued
counterparts.
Jumps of traces and normal stresses The jump of the trace across Γ, for a locally
H1 function, is defined as [[γv]] := γ−v−γv+. Let now u ∈ H1(Rd\Γ) and p ∈ L2(Rd\Γ),
be such that
f := −2νdiv ε(u) +∇p ∈ L2(Rd \ Γ), ε(u) := 1
2
(Du + (Du)>).
We can then define the functionals t±(u, p) ∈ H−1/2(Γ) given by the relations:
〈t−(u, p), γv〉Γ := 2ν (ε(u), ε(v))Ω− − (p, div v)Ω− − (f ,v)Ω− ∀v ∈ H1(Ω−),
〈t+(u, p), γv〉Γ := −2ν (ε(u), ε(v))Ω+ + (p, div v)Ω+ + (f ,v)Ω+ ∀v ∈ H1(Ω+).
We can thus define the jump of the normal stress [[t(u, p)]] := t−(u, p)− t+(u, p). In spite
of the global definitions of t±(u, p) using test functions in H1(Ω±), it is clear that these
operators have a local behavior and can be extended to pairs (u, p) that only exhibit
the required properties in a neighborhood of the boundary. This subtle distinction will
be employed in the two dimensional case, where the pressure p is only locally in L2. In
particular we will use the formula
〈[[t(u, p)]], γv〉Γ = a(u,v)− (p, div v)Rd + (−2νdiv ε(u) +∇p,v)Rd\Γ ∀v ∈ D(Rd)d,
(2.2)
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where
a(u,v) := 2ν (ε(u), ε(v))Rd
and D(Rd) is the set of C∞ compactly supported functions.
2.1 Integral forms
The following definitions can be found in [14], [15], [13, p.81]
The pressure potential. For a given density λ ∈ H−1/2(Γ), we define
(Spλ)(z) := 〈ep(z− ·),λ〉Γ, z ∈ Rd \ Γ,
where
ep(r) :=
1
2(d− 1)pi
1
rd
r
is the negative gradient of the fundamental solution to the Laplace equation. The behavior
at infinity of ep gives different properties for the operator Sp in two and three dimensions.
In the two dimensional case, the closed subspace
H
−1/2
0 (Γ) := {λ ∈ H−1/2(Γ) : 〈λ, a〉Γ = 0 ∀a ∈ P0(Γ)} = P0(Γ)◦
plays an important role. As a simple fact that this pressure part of the single layer
potential is the same for the Brinkman as for the Stokes problems we can show the
following result [20, Propositions 5.2 and 7.2]:
Proposition 2.1.
(a) When d = 3, Sp : H
−1/2(Γ)→ L2(R3) is bounded.
(b) When d = 2, Sp : H
−1/2
0 (Γ)→ L2(R2) is bounded.
First order asymptotics in the two dimensional case. We note that the zero
integral condition in the definition of the space H
−1/2
0 (Γ) only affects the behavior at
infinity of Spλ. We therefore explore the first order asymptotics at infinity of Spλ for
general λ. Expanding the kernel function ep, we can write
(Spλ)(z) =
1
2pi
1
1 + |z|2 〈z,λ〉Γ +O(|z|
−2), as |z| → ∞.
Therefore, apart from the leading term, the pressure potential is in L2(R2). Let then
p∞(x) :=
1
2pi
1
1 + |x|2 x, (Dp∞)(x) =
1
2pi
1
1 + |x|2
(
I− 2
1 + |x|2 x⊗ x
)
, (2.3)
g` := (Dp∞)e` = ∇(p∞ · e`), `(λ) := 〈λ, e`〉Γ ` ∈ {1, 2}. (2.4)
Here {e1, e2} is the canonical basis for R2. This leads to the proof of the following result.
Proposition 2.2. When d = 2, Sp −
∑2
`=1(p∞ · e`)` : H−1/2(Γ)→ L2(R2) is bounded.
We note that while the result in Proposition 2.1 is a direct consequence of what is
known for the Stokes operator (see [20] for a fully developed variational and integral
theory), the decomposition of Proposition 2.2 (that subtracts an easily identifiable first
order term from the potential) seems to be new.
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The velocity potential. For λ ∈ H−1/2(Γ), we define
(Su(s)λ)(z) := 〈Eu(z− · ; s),λ〉Γ , (2.5)
where
Eu(r; s) :=
1
4(d− 1)piν
(
Ad(
√
s r)
rd−2
I +
Bd(
√
s r)
rd
r⊗ r
)
, z ∈ Rd \ Γ, (2.6)
and
A3(z) := 2e
−z(1 + z−1 + z−2)− 2z−2 = 2z−2 (e−z(z2 + z + 1)− 1) ,
B3(z) := −2e−z(1 + 3z−1 + 3z−2) + 6z−2 = −2z−2
(
e−z(z2 + 3z + 3)− 3) ,
A2(z) := 2(K0(z) + z
−1K1(z)− z−2),
B2(z) := 2(−K0(z)− 2z−1K1(z) + 2z−2) = 2(2z−2 −K2(z)),
K` being the modified Bessel function of order `. The square root in (2.6) is the one
determination of the square root that is analytic in C?. Note that A3 and B3 are entire
functions with A3(0) = B3(0) = 1. The functions A2 and B2 are only analytic in C?, and
have logarithmic singularities in the cut (−∞, 0]. Comparing the integral expressions of
the Brinkman potential with those of the Stokes potential, it is possible to prove that
for any s ∈ C? the operator Su(s) : H−1/2(Γ) → H1(Rd) is bounded. We are however
interested in the dependence on s of the bounds for this potential and some related integral
operators.
2.2 Variational theory in three dimensions
Proposition 2.3 (Existence via potential theory). Let λ ∈ H−1/2(Γ) and consider the
functions uλ := Su(s)λ ∈ H1(R3) and pλ := Spλ ∈ L2(R3). Then
−2νdiv ε(uλ) + suλ +∇pλ = 0 in R3 \ Γ, (2.7a)
div uλ = 0 in R3 \ Γ, (2.7b)
[[γuλ]] = 0, (2.7c)
[[t(uλ, pλ)]] = λ. (2.7d)
Moreover, a pair (uλ, pλ) ∈ H1(R3)× L2(R3) is a solution of (2.7) if and only if
uλ ∈ H1(R3), pλ ∈ L2(R3),
a(uλ,v) + s(uλ,v)R3 − (pλ, div v)R3 = 〈λ, γv〉Γ ∀v ∈ H1(R3),
(div uλ, q)R3 = 0 ∀q ∈ L2(R3).
(2.8)
Proof. Regularity is guaranteed by the properties of the integral formulations of the layer
potentials. The differential equations (2.7a)-(2.7b) are satisfied pointwise in a strong sense
(this can be proved by differentiation directly in the fundamental solutions), and therefore,
they are satisfied in a distributional sense. Condition (2.7c) is a direct consequence of
the fact that uλ ∈ H1(R3). Finally, condition (2.7d) follows from (2.7a) and (2.2). The
equivalence of (2.7) and (2.8) is straightforward.
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Proposition 2.4 (Variational form in solenoidal spaces). If (uλ, pλ) is a solution of (2.8),
then uλ is a solution of[
uλ ∈ V̂(R3),
a(uλ,v) + s(uλ,v)R3 = 〈λ, γv〉Γ ∀v ∈ V̂(R3).
(2.9)
Problem (2.9) is well posed.
Proof. Taking v ∈ V̂(R3) as test functions in (2.8) it is clear that uλ satisfies the equations
(2.9). To prove well posedness, note that
‖u‖21,R3 ≤ 2‖ε(u)‖2R3 + ‖u‖2R3 ≤ 2‖u‖21,R3 ∀u ∈ D(R3).
Applying a density argument, the bilinear form of (2.9) is shown to be coercive.
Corollary 2.5. Problem (2.8) has a unique solution. Problem (2.7) has a unique solution
in H1(R3)× L2(R3).
Proof. Uniqueness. If (u, p) is a solution of the corresponding homogeneous problem, by
Proposition 2.4 it follows that u ≡ 0. Therefore p ∈ L2(R3) satisfies ∇p = 0, which
implies that p ≡ 0. Existence. Proposition 2.3 shows existence of solution using the
integral form of the potentials.
Corollary 2.6. Su(s)n ≡ 0
Proof. It is clear that (0,−χΩ−) is a solution of (2.8) with λ = n. By uniqueness, this is
the layer potential.
2.3 Variational theory in two dimensions
At this stage, the main difference between the two and three dimensional cases arises from
the fact that p = Spλ 6∈ L2(R2) if λ 6∈ H−1/20 (Γ). Note that the condition λ ∈ H−1/20 (Γ)
is natural in the two-dimensional Stokes equation [20, Proposition 3.2] and it is somehow
due to the fact that constant functions are elements of the associated weighted Sobolev
spaces. This is not the case for the Brinkman problem. The following approach uses the
precise knowledge of the asymptotic behavior of the single layer potential for the pressure
variable.
Proposition 2.7 (Existence via potential theory). If λ ∈ H−1/2(Γ) and we consider the
functions uλ := Su(s)λ ∈ H1(R2), and pλ := Spλ ∈ L2loc(R2), then
−2νdiv ε(uλ) + suλ +∇pλ = 0 in R2 \ Γ, (2.10a)
div uλ = 0 in R2 \ Γ, (2.10b)
[[γuλ]] = 0, (2.10c)
[[t(uλ, pλ)]] = λ, (2.10d)
Proof. This is just a consequence of the properties of the associated integral operators.
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Proposition 2.8 (Variational form in solenoidal spaces). Let λ ∈ H−1/2(Γ), and uλ :=
Su(s)λ. Then uλ is the unique solution of the variational problem[
uλ ∈ V̂(R2),
a(uλ,v) + s(uλ,v)R2 = 〈λ, γv〉Γ ∀v ∈ V̂(R2).
(2.11)
Proof. Consider p∞, g`, and ` as defined in (2.3) and (2.4). Note that we can write (see
Proposition 2.2)
pλ =
2∑
`=1
`(λ) p∞ · e` + preg,λ, preg,λ ∈ L2(R2),
and
∇pλ =
2∑
`=1
`(λ)g` +∇preg,λ, g` ∈ L2(R2).
Also
λ = [[t(uλ, pλ)]] = [[t(uλ, preg,λ)]] +
2∑
`=1
`(λ)[[t(0,p∞ · e`)]] = [[t(uλ, preg,λ)]].
Therefore (uλ, preg,λ) ∈ H1(R2)× L2(R2) is a solution of
−2νdiv ε(uλ) + suλ +∇preg,λ = −
2∑
`=1
`(λ)g` in R2 \ Γ, (2.12a)
div uλ = 0 in R2 \ Γ, (2.12b)
[[γuλ]] = 0, (2.12c)
[[t(uλ, preg,λ)]] = λ, (2.12d)
but this problem is equivalent to
uλ ∈ H1(R2), preg,λ ∈ L2(R2),
a(uλ,v) + s(uλ,v)R2 − (preg,λ, div v)R2
= 〈λ, γv〉Γ −
∑2
`=1 `(λ) (g`,v)R2 ∀v ∈ H1(R2),
(div uλ, q)R2 = 0 ∀q ∈ L2(R2).
(2.13)
Testing with v ∈ V̂(R2) we obtain the problem[
uλ ∈ V̂(R2),
a(uλ,v) + s(uλ,v)R2 = 〈λ, γv〉Γ −
∑2
`=1 `(λ)(g`,v)R2 ∀v ∈ V̂(R2).
(2.14)
We next notice that
p∞ · e` ∈ W (R2) := {u : R2 → R : ρu ∈ L2(R2), ∇u ∈ L2(R2)},
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where (see [2])
ρ(x) :=
1
1 + 1
2
log(1 + |x|2)
1√
1 + |x|2 .
By density of smooth compactly supported functions in W (R2) [2], it follows that there
exists {ϕn} ⊂ D(R2) such that ∇ϕn → g` = ∇(p∞ · e`). Therefore
(g`,v)R2 = lim
n→∞
(∇ϕn,v)R2 = − lim
n→∞
(ϕn, div v)R2 = 0 ∀v ∈ V̂(R2),
which shows that problems (2.11) and (2.14) are the same.
3 Bounds in the Laplace domain
In this section we study properties of the operators S(s) := Su(s) (see (2.5)), V(s) :=
γS(s), V(s)−1 and S(s)V(s)−1(s) as functions of s ∈ C?. We start with two technical
results.
Lemma 3.1. Let
H1/2n (Γ) := {ξ ∈ H1/2(Γ) :
∫
Γ
ξ · n = 0}
and V̂(Rd) be as defined in (2.1) Then the trace operator γ : V̂(Rd)→ H1/2n (Γ) is surjec-
tive.
Proof. In [20, Proposition 4.4] there is a right inverse whose range contains only compactly
supported functions. The same right inverse is valid now.
Lemma 3.2. [20, Propositions 4.1 and 4.2] Let
H−1/2m (Γ) := {λ ∈ H−1/2(Γ) : 〈λ,m〉Γ = 0}, m(x) := x.
Then the decompositions
H1/2(Γ) = H1/2n (Γ)⊕ span{m} and H−1/2(Γ) = H−1/2m (Γ)⊕ span {n}
are stable and there exists C > 0 such that
‖λ‖−1/2,Γ ≤ C sup
0 6=ξ∈H1/2n (Γ)
|〈λ, ξ〉Γ|
‖ξ‖1/2,Γ ∀λ ∈ H
−1/2
m (Γ).
Some technicalities Given s ∈ C? = C \ (−∞, 0], we take its square root s1/2 :=
|s|1/2 exp( ı
2
Arg s) ∈ C+ and denote
ω := Re s1/2 = Re s1/2. ω := min{1, ω} = min{1,Re s1/2}. (3.1)
We also consider the norms (depending on |s|)
|||u|||2(s) := 2ν‖ε(u)‖2Rd + |s| ‖u‖2Rd .
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Note that
α1(s)|||u|||(1) ≤ |||u|||(s) ≤ α2(s)|||u|||(1) ∀u ∈ H1(Rd), ∀s ∈ C?, (3.2)
where
α1(s) := min{1, |s|1/2} ≥ ω α2(s) := max{1, |s|1/2} ≤ |s|
1/2
ω
∀s ∈ C?. (3.3)
The norm ||| · |||(1) will be used as the standard norm in H1(Rd). Note finally that
|a(u,v) + s (u,v)Rd| ≤ |||u|||(s)|||v|||(s). (3.4)
Proposition 3.3 (Properties of the single layer operator).
(a) (Symmetry)
〈λ,V(s)µ〉Γ = 〈µ,V(s)λ〉Γ ∀λ,µ ∈ H−1/2(Γ).
(b) (Positivity)
Re 〈s1/2λ,V(s)λ〉Γ = ω|||S(s)λ|||2(s) ∀λ ∈ H−1/2(Γ),
(c) Ker V(s) = span {n}
(d) (Coercivity) There exists C > 0 such that
|〈λ,V(s)λ〉Γ| ≥ C ω|s|1/2 max{1, |s|}‖λ‖
2
−1/2,Γ ≥ C
ωω2
|s|3/2‖λ‖
2
−1/2,Γ ∀λ ∈ H−1/2m (Γ).
Therefore V(s) : H
−1/2
m (Γ)→ H1/2n (Γ) is invertible.
Proof. Let uλ := S(s)λ and uµ := S(s)µ and note that V(s)µ = γuµ. Taking v = uµ as
test function in Propositions 2.4 and 2.8, it follows that
〈λ,V(s)µ〉Γ = 〈λ, γuµ〉Γ = a(uλ,uµ) + s (uλ,uµ)Rd , (3.5)
which proves (a).
Let now uλ := S(s)λ. By (a) and (3.5), we can write
s1/2〈λ,V(s)λ〉Γ = s1/2〈λ,V(s)λ〉Γ = s1/2a(uλ,uλ) + s1/2|s|(uλ,uλ)Rd ,
which proves (b).
If v ∈ V̂(Rd), then
〈n, γv〉Γ =
∫
Γ
γv · n =
∫
Ω−
div v = 0
and therefore S(s)n = 0. If V(s)λ = 0, then, by (b) it follows that uλ = 0. Therefore,
the associated pressure pλ = Spλ satisfies ∇pλ = 0 in Rd \ Γ, and is decaying at infinity.
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This proves that pλ ∈ span {χΩ−} and therefore λ = [[t(uλ, pλ)]] = [[t(0, pλ)]] ∈ span {n}.
This finishes the proof of (c).
Because of Lemma 3.1 there exists a bounded operator
γ† : H1/2n (Γ)→ V̂(Rd) γγ†φ = φ ∀φ ∈ H1/2n (Γ). (3.6)
For λ ∈ H−1/2m (Γ) we define uλ = S(s)λ. Then
|〈λ,φ〉Γ| = |〈λ, γγ†φ〉Γ| by (3.6)
= |a(uλ, γ†φ) + s(uλ, γ†φ)| by Propositions 2.4 & 2.8
≤ |||uλ|||(s)|||γ†φ|||(s) by (3.4)
≤ CΓα2(s)|||uλ|||(s)‖φ‖1/2,Γ by (3.2) and the trace theorem.
Using Lemma 3.2 it follows that
‖λ‖−1/2,Γ ≤ Cα2(s)|||uλ|||(s).
Therefore by (b),
Re 〈s1/2λ,V(s)λ〉Γ = ω|||uλ|||2(s) ≥ C
ω
α2(s)2
‖λ‖2−1/2,Γ ∀λ ∈ H−1/2m (Γ). (3.7)
The remainder of the proof is straightforward, using (3.3) to get the final lower bound.
Remark. As part of the proof of Proposition 3.3(b) we have shown that
‖λ‖−1/2,Γ ≤ C |s|
1/2
ω
|||S(s)λ|||(s) ∀λ ∈ H−1/2m (Γ) ∀s ∈ C?. (3.8)
Proposition 3.4 (Bounds for the single layer potential). There exists C > 0 such that
α1(s)|||S(s)λ|||(1) ≤ |||S(s)λ|||(s) ≤ Cα2(s)
ω
‖λ‖−1/2,Γ ∀λ ∈ H−1/2(Γ).
Proof. Let uλ := S(s)λ. Then:
ω|||uλ|||2(s) = Re 〈s1/2λ,V(s)λ〉Γ by Proposition 3.3(b)
≤ |s|1/2|〈λ, γuλ〉Γ| by definition of V(s)
≤ CΓ|s|1/2‖λ‖−1/2,Γ|||uλ|||(1) by the trace theorem
≤ CΓ |s|
1/2
α1(s)
‖λ‖−1/2,Γ|||uλ|||(s) by (3.2)
= CΓα2(s)‖λ‖−1/2,Γ|||uλ|||(s).
Proposition 3.5 (Dirichlet solver). Let φ ∈ H1/2n (Γ) and u := S(s)V(s)−1φ. Then
|||u|||(1) ≤ C α2(s)
α1(s)
|s|1/2
ω
‖φ‖1/2,Γ = C max{1, |s|}
ω
‖φ‖1/2,Γ ≤ C |s|
ω2 ω
‖φ‖1/2,Γ.
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Proof. Note first that γu = φ. By Propositions 2.4 and 2.8,
a(u,v) + s(u,v)Rd = 0 ∀v ∈ V̂(Rd) such that γv = 0.
Therefore, using the lifting operator in (3.6) and defining u0 := u− γ†φ, it follows that
a(u0,u0) + s(u0,u0)Rd = −a(γ†φ,u0)− s(γ†φ,u0)Rd
and thus
ω|||u0|||2(s) = Re
(
s1/2a(u0,u0) + s
1/2|s|(u0,u0)Rd
)
≤ |s|1/2|||u0|||(s)|||γ†φ|||(s)
by (3.4). This implies that
|||u|||(s) ≤
(
1 +
|s|1/2
ω
)
|||γ†φ|||(s) ≤ Cα2(s) |s|
1/2
ω
‖φ‖1/2,Γ.
The remainder of the proof is straightforward.
Summary of bounds. In terms of ω (see (3.1)), α1(s) and α2(s) (see (3.3)), we can
write
‖S(s)‖ ≤ C α2(s)
ω α1(s)
= C
1
ω
max{|s|1/2, |s|−1/2} by Proposition 3.4
‖V(s)‖ ≤ C α2(s)
ω α1(s)
= C
1
ω
max{|s|1/2, |s|−1/2} since V(s) = γS(s)
‖V(s)−1‖ ≤ C |s|
1/2 max{1, |s|}
ω
by Proposition 3.3(d)
‖S(s)V(s)−1‖ ≤ Cα2(s)
α1(s)
|s|1/2
ω
= C
max{1, |s|}
ω
by Proposition 3.5
The operator norms above are the natural ones using the spaces H1(Rd), H1/2(Γ), and
H−1/2(Γ), where it corresponds. Using (3.3), to bound
α2(s)
α1(s)
≤ |s|
1/2
ω2
max{1, |s|} ≤ |s|
ω2
ω := min{1, ω},
we can obtain a new set of bounds, valid for all s ∈ C?:
‖S(s)‖+ ‖V(s)‖ ≤ C |s|
1/2
ωω2
(3.9a)
‖V(s)−1‖ ≤ C |s|
3/2
ωω2
(3.9b)
‖S(s)V(s)−1‖ ≤ C |s|
ωω2
(3.9c)
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4 An evolutionary exterior Stokes problem
Given a Banach space X, we consider the set of causal Ck X-valued functions
Ck+(R;X) := {φ : R→ X : φ ∈ Ck(R;X), φ(t) = 0 ∀t ≤ 0}.
The space of bounded linear operators from X to Y (for Hilbert spaces X and Y ) will be
denoted B(X, Y ).)
Abstract setting. The starting point is an operator valued holomorphic function F :
C? → B(X, Y ), such that
‖F(s)‖X→Y ≤ CF(Re s1/2)|s|µ ∀s ∈ C?, 0 ≤ µ < 1, (4.1)
where
CF : (0,∞)→ (0,∞) is non-increasing, and CF(ω) ≤ Cω−` ω → 0, ` > 0. (4.2)
In particular, there exists an B(X, Y )-valued casual distribution f , whose Laplace trans-
form is F(s). The following result is based on [18, Lemma 2.2]. Its proof is given in
an appendix. We note that in comparison with [18] we are more demanding in terms of
regularity of g, but we pay attention to behavior of constants as t grows.
Proposition 4.1. Let f be such that its Laplace transform F : C? → B(X, Y ) satisfies
(4.1)-(4.2), and let g ∈ C1+(R;X). Then f ∗ g ∈ C+(R;Y ) and
‖(f ∗ g)(t)‖Y ≤ Cµ min{1, t`/2+1−µ} max
0≤τ≤t
‖g′(τ)‖X ∀t ≥ 0.
Corollary 4.2. Let f be such that its Laplace transform F : C? → B(X, Y ) satisfies
‖F(s)‖X→Y ≤ CF(Re s1/2)|s|1+µ s ∈ C?, 0 ≤ µ < 1,
where CF satisfies (4.2). Then, for all g ∈ C2+(R;X), we have that f ∗ g ∈ C+(R;Y ) and
‖(f ∗ g)(t)‖Y ≤ Cµ min{1, t`/2+1−µ} max
0≤τ≤t
‖g′′(τ)‖X ∀t ≥ 0.
Proof. Let ∂−1t f be the distribution whose transform is s
−1F(s). Then f ∗ g = ∂−1t f ∗ g′
and we can apply Proposition 4.1 to ∂−1t f and g
′.
4.1 Estimates for the single layer potential and operator
Because of the bounds (3.9) and the Payley-Wiener theorem, there exists a causal distri-
bution S with values in B(H−1/2(Γ),H1(Rd)), whose Laplace transform is S. The con-
volution operator S ∗ λ for any causal H−1/2(Γ)-valued distribution is the single layer
potential for the Stokes operator in the time domain. The distribution V := γS (with
Laplace transform V) gives rise to the convolution operator V ∗λ = γ(S ∗λ) = (γS) ∗λ,
known as the single layer operator for the Stokes problem in the time domain.
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Proposition 4.3. Let λ ∈ C1+(R; H−1/2(Γ)). Then S ∗ λ and V ∗ λ are continuous
functions and
‖(S ∗ λ)(t)‖1,Rd ≤ C min{1, t2} max
0≤τ≤t
‖λ′(τ)‖−1/2,Γ ∀t ≥ 0,
‖(V ∗ λ)(t)‖1/2,Γ ≤ C min{1, t2} max
0≤τ≤t
‖λ′(τ)‖−1/2,Γ ∀t ≥ 0.
Proof. The distribution S satisfies the hypotheses of Proposition 4.1 (i.e. (4.1)-(4.2)) with
µ = 1/2 and ` = 3. The result is then a direct consequence of Proposition 4.1.
Proposition 4.4. Let φ ∈ C2+(R; H1/2n (Γ)). Then there exists a unique causal distribution
λ with values in H
−1/2
m (Γ) such that V ∗ λ = φ. Moreover λ ∈ C+(R; H−1/2(Γ) and the
associated potential u = S ∗ λ is also continuous as a function of t. Finally, we have the
bounds:
‖λ(t)‖−1/2,Γ ≤ C min{1, t2} max
0≤τ≤t
‖φ′′(τ)‖1/2,Γ ∀t ≥ 0,
‖u(t)‖1,Rd ≤ C min{1, t5/2} max
0≤τ≤t
‖φ′′(τ)‖−1/2,Γ ∀t ≥ 0.
Proof. There is a slightly delicate argument to show uniqueness. By causality, we can
look at the equation assuming that φ is compactly supported. This means that φ has a
Laplace transform Φ, and using the Payley-Wiener theorem and the bounds (3.9), there
is a unique solution whose Laplace transform is V(s)−1Φ(s).
Once existence and uniqueness is settled, the bounds follow from Corollary 4.2. For
V−1 we have the hypotheses of Corollary 4.2 with µ = 1/2 and ` = 3. For S ∗ V−1, we
have the hypotheses with µ = 0 and ` = 3.
4.2 The exterior Dirichlet problem
Our starting point is the velocity field on Γ at all times φ ∈ C2+(R; H1/2n (Γ)). Using the
result of Proposition 4.4, we produce
λ ∈ C+(R; H−1/2m (Γ)) u ∈ C+(R; V̂(Rd)) (4.3)
satisfying
V ∗ λ = φ and u = S ∗ λ. (4.4)
We finally construct the pressure field, by applying the (time-independent) pressure part
of the single layer operator for the steady-state Stokes equation:
p(t) := Sp (λ(t)) = Spλ(t). (4.5)
By Propositions 2.1 and 2.2, it follows that
p ∈ C+(R;L2(R3)) and p ∈ C+(R;L2(B)) for any bounded set B ⊂ R2. (4.6)
In the remainder of this section, it is necessary to clarify that all differential operators
in the space variables will be used in the sense of distributions in Rd \ Γ. If ∂xi is
the differentiation operator with respect to the i-th variable, it is well known that ∂xi :
L2(Rd \ Γ)→ H−1(Rd \ Γ) is bounded.
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Proposition 4.5. Let u and p be given by (4.3)-(4.5). Then
u˙(t)− ν∆u(t) +∇p(t) = 0 ∀t ≥ 0, (4.7a)
div u(t) = 0 ∀t ≥ 0, (4.7b)
γu(t) = φ(t) ∀t ≥ 0, (4.7c)
u(0) = 0. (4.7d)
For any t ≥ 0, the equation (4.7a) is to be understood in the sense of distributions in
Rd \ Γ. Finally,
u ∈ C1+(R; H−1(Rd \ Γ)). (4.8)
Proof. Note first that (4.7b) is satisfied because u is a continuous function with values in
the space of solenoidal fields V̂(Rd). The initial condition (4.7d) is a consequence of the
fact that u is continuous and causal.
By causality, we can assume that φ(k)(t) is bounded in t for k ≤ 2 (this does not affect
the generality of the result), and therefore, the Laplace transforms of φ, u and p exist for
s ∈ C?. Moreover, they satisfy
U(s) = S(s)V(s)−1Φ(s), P (s) = SpV(s)−1Φ(s)
and therefore
sU(s)− ν∆U(s) +∇P (s) = 0 ∀s ∈ C? (4.9)
and
γU(s) = Φ(s) ∀s ∈ C?. (4.10)
The equality (4.10) proves the boundary condition (4.7c) in the time domain.
Note now that ∆u ∈ C+(R; H−1(Rd \ Γ)). In the three dimensional case, it is clear
from (4.6) that ∇p ∈ C+(R; H−1(R3 \ Γ)). In the two dimensional case, we have to use
the decomposition of Proposition 2.2 and the fact that ∇(p∞ · e`) ∈ L2(R2) in order to
prove that ∇p ∈ C+(R; H−1(R2 \Γ)). In third place u ∈ C+(R; H−1(Rd \Γ) and therefore
u˙ is a causal distribution with values in H−1(Rd \ Γ). Taking Laplace transforms of ∆u,
u˙ and ∇p and using (4.9) we show that
u˙ = ν∆u−∇p. (4.11)
This equation is to be understood in the sense of causal distributions with values in
H−1(R3\Γ). However, as we have seen above, the right hand side of (4.11) is a continuous
causal H−1(Rd \ Γ)-valued function. This proves (4.8) and the equality (4.11) is satisfied
pointwise in time, that is, we have proved (4.7a) as equality of elements of H−1(Rd \ Γ)
for all t. In its turn, this can be understood as a distributional equation in Rd \ Γ for all
t.
5 Galerkin semidiscretization in space
Let Xh ⊂ H−1/2m (Γ) be a finite dimensional space. The semidiscretized BIE for the exterior
Dirichlet problem starts with causal Dirichlet data φ : R → H1/2n (Γ), looks for a causal
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function λh : R→ Xh (i.e. λh(t) = 0 for all t ≤ 0) such that
〈µh, (V ∗ λh)(t)〉Γ = 〈µh,φ(t)〉Γ ∀µh ∈ Xh, ∀t, (5.1)
and finally constructs
uh := S ∗ λh, ph = Spλh. (5.2)
The semi-discretized integral equation (5.1) can be also written in the following abstract
form (V ∗ λh)(t)− φ(t) ∈ X◦h, for all t.
5.1 The Galerkin solver
We first study properties of the Galerkin solver, i.e., the operator Gh(s) : H
1/2
n (Γ)→ Xh
defined by λh := Gh(s)φ, where
λh ∈ Xh s.t. 〈µh,V(s)λh〉Γ = 〈µh,φ〉Γ ∀µh ∈ Xh. (5.3)
We will also be interested in the associated velocity field uh = S(s)λh = S(s)Gh(s)φ. Note
that the space Xh was chosen to work in the time domain and can be taken to be real-
valued. In the context of Laplace transforms, it has to be closed by conjugation, which is
equivalent to taking the same space with complex scalars to create linear combinations.
Proposition 5.1 (Bound for the Galerkin solver). There exists a constant independent
of h such that
‖Gh(s)‖ ≤ C |s|
3/2
ωω2
and ‖S(s)Gh(s)‖ ≤ C |s|
ωω2
.
Proof. The first estimate is a direct consequence of the coercivity estimate of Proposition
3.3(d). To show the second one, we need to replicate the proof of Proposition 3.5. Set
λh = Gh(s)φ. By Propositions 2.4 and 2.8 (solenoidal variational form for the single layer
potential) [
uh ∈ V̂(Rd),
a(uh,v) + s (uh,v)Rd = 〈λh, γv〉Γ ∀v ∈ V̂(Rd).
Consider now the closed space
V̂h(Rd) := {v ∈ V̂(Rd) : γv ∈ X◦h} = {v ∈ V̂(Rd) : 〈µh, γv〉Γ = 0 ∀µh ∈ Xh}. (5.4)
Then uh is the unique solution of the problem[
uh ∈ V̂(Rd), γuh − φ ∈ X◦h,
a(uh,v) + s (uh,v)Rd = 0 ∀v ∈ V̂h(Rd).
(5.5)
Using the lifting (3.6), we can proceed as in the proof of Proposition 3.5 and decompose
uh = wh + γ†φ, where wh ∈ V̂h(Rd) and finally show that
|||uh|||(s) ≤ Cmax{1, |s|}
ω
‖φ‖1/2,Γ,
from where the bound follows.
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5.2 The Galerkin error operator
The Galerkin projector looks at the discrete problem from the point of view of the exact
solution. We can define it as the operator Gh(s)V(s) : H
−1/2
m (Γ) → Xh, or equivalently
by setting λh as the solution of the discrete equations
λh ∈ Xh s.t. 〈µh,V(s)λh〉Γ = 〈µh,V(s)λ〉Γ ∀µh ∈ Xh. (5.6)
Instead of studying this projection we will study the complementary projection, that
corresponds to the error of the Galerkin semidiscretization. We thus consider the operators
Eh(s) := Gh(s)V(s)− I and S(s)Eh(s). Note that while Gh(s)V(s) is a projection onto Xh
for all s ∈ C?, the range of Eh(s) varies with s.
Proposition 5.2 (Bounds for the Galerkin error operator). There exists a constant in-
dependent of h such that
‖Eh(s)‖ ≤ C |s|
ωω2
and ‖S(s)Eh(s)‖ ≤ C |s|
1/2
ωω2
Proof. Let λ ∈ H−1/2m (Γ) and wh := S(s)Eh(s)λ = S(s)(λh−λ), where λh is the solution
of (5.6). Proceeding as in the proof of Proposition 3.4 we can show that
ω|||wh|||2(s) = Re 〈s1/2(λ
h − λ),V(s)(λh − λ)〉Γ by Proposition 3.3(b)
= −Re 〈s1/2λ,V(s)(λh − λ)〉Γ by Galerkin orthogonality
≤ CΓ|s|1/2‖λ‖−1/2,Γ|||wh|||(1) by the trace theorem.
Therefore, by (3.2) it follows that
|||wh|||(s) ≤ C |s|
1/2
ω ω
‖λ‖−1/2,Γ and |||wh|||(1) ≤ C |s|
1/2
ωω2
‖λ‖−1/2,Γ.
The second bound gives the estimate for ‖S(s)Eh(s)‖. Using now (3.8), we can bound
‖Eh(s)λ‖−1/2,Γ = ‖λh − λ‖−1/2,Γ ≤ C |s|
1/2
ω
|||wh|||(s) ≤ C |s|
ωω2
‖λ‖−1/2,Γ,
which finishes the proof.
Since I − Eh(s) + I = Gh(s)V(s) is a projection onto Xh, if Πh : H−1/2m (Γ) → Xh is
any projection onto the discrete space we can write
Eh(s) = Eh(s)(I−Πh). (5.7)
This decomposition will be used to derive error estimates.
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5.3 Bounds in the time domain
Proposition 5.3 (Stability; bounds with respect to data). Let φ ∈ C2+(R; H1/2n (Γ)) and
let λh be the solution of (5.1) and uh be given by (5.2). Then
λh ∈ C+(R; Xh) uh ∈ C+(R; H1(Rd))
and
‖λh(t)‖−1/2,Γ ≤ C max{1, t2} max
0≤τ≤t
‖φ′′(τ)‖1/2,Γ,
‖uh(t)‖1,Rd ≤ C max{1, t5/2} max
0≤τ≤t
‖φ′′(τ)‖1/2,Γ.
Proof. It is a direct consequence of Corollary 4.2 (abstract result in the time domain) and
Proposition 5.1 (Laplace domain bounds for the Galerkin solver).
For the error estimates we use the orthogonal projection operator Πh : H
−1/2
m (Γ) →
Xh. We first give an estimate of the velocity field, which requires much less regularity in
time. We will next give an estimate for the density, which will in turn give an estimate
for the pressure field.
Proposition 5.4 (Error estimate for the velocity field). Assume that λ ∈ C1+(R; H−1/2m (Γ)).
Then
‖uh(t)− u(t)‖1,Rd ≤ C max{1, t2} max
0≤τ≤t
‖λ′(τ)−Πhλ′(τ)‖−1/2,Γ.
Proof. This is the time-domain version of the second bound of Proposition 5.2, using
Proposition 4.1 (with µ = 1/2 and ` = 2) and the identity (5.7) in order to introduce the
orthogonal projector.
Proposition 5.5 (Error estimate for density and pressure field). Assume that λ ∈
C2+(R; H−1/2m (Γ)). Then
‖λh(t)− λ(t)‖−1/2,Γ ≤ C max{1, t5/2} max
0≤τ≤t
‖λ′′(τ)−Πhλ′′(τ)‖−1/2,Γ
‖ph(t)− p(t)‖B ≤ C max{1, t5/2} max
0≤τ≤t
‖λ′′(τ)−Πhλ′′(τ)‖−1/2,Γ,
where B = R3 or B is any bounded open set in R2.
Proof. Apply Corollary 4.2 to the conclusions of Proposition 5.2 and use the identity
(5.7). For the bound on the pressure, use Propositions 2.1 and 2.2.
6 Full discretization and numerical experiments
We finally do a full discretization of equations (5.1) and (5.2) using Lubich’s multistep-
based Convolution Quadrature [17]. We next give a short introduction to this black-box
technology applied to our particular problem. More implementation details can be found
in [5] and [9] (although for wave propagation problems). Before we introduce the method,
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let us also mention that there is a faster version (which changes the implementation, but
not the method itself) called the fast and oblivious CQ method [21] that we will not deal
with in this paper.
Let us choose a basis {µj : j = 1, . . . , N} for Xh, a time-step κ > 0, and let us
consider the uniform grid in time tn := nκ, for n ≥ 0. The data are sampled in time and
tested to define vectors
φn ∈ RN , φn,j := 〈µj,φ(tn)〉Γ.
The transfer operator corresponding to the convolution with V is defined as a matrix-
valued function of s ∈ C?:
V(s) ∈ CN×N , Vij(s) = 〈µi,V(s)µj〉Γ.
The CQ discretization of (5.1) starts with a Taylor expansion
V
(
1
κ
δ(ζ)
)
=
∞∑
n=0
Vn(κ)ζ
n, where δ(ζ) :=
p∑
`=1
1
`
(1− ζ)`.
The function δ(ζ) is the characteristic function of the BDF method of order p. Lubich’s
theoretical results hold for p ≤ 6. Note that most of the matrices Vn(κ) ∈ RN×N do not
have to be computed in the practical implementation of the method. The discretization
of (5.1) looks for the sequence of vectors λn ∈ RN given by the recurrence:
V0(κ)λn = φn −
n∑
m=1
Vm(κ)λn−m, n ≥ 0. (6.1)
If λn = (λn,1, . . . , λn,N), we then reconstruct the discrete function λ
h
n :=
∑N
j=1 λj,nµj ∈
Xh. The discrete densities provide the discrete pressure field
phn := Spλ
h
n. (6.2)
To compute the discrete velocity field we use another postprocessing of the discrete den-
sities
uhn :=
n∑
m=0
Sm(κ)λn−m, where S( 1κδ(ζ)) =
∞∑
n=0
Sn(κ)ζ
n. (6.3)
The convergence result follows from [17, Theorem 5.1] by using Proposition 5.1.
Proposition 6.1. Let p be the order of the BDF method used for the CQ discretization.
Assume that φ ∈ Cp+1+ (R; H1/2(Γ)) ∩ Cp+2([0,∞); H1/2(Γ)). Then
‖uh(tn)− uhn‖1,Rd ≤ C1κp max
0≤τ≤t
‖φ(p+2)(τ)‖1/2,Γ, (6.4)
‖ph(tn)− phn‖B ≤ C2κp max
0≤τ≤t
‖φ(p+2)(τ)‖1/2,Γ, (6.5)
where B = R3 or B is any bounded open set in R2. The constants C1 and C2 depend on t,
and C2 depends on B in the two-dimensional case. For small t, C1 ≤ Ct and C2 ≤ Ct1/2.
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A first numerical experiment. In order to be able to compare our method with an
exact solution we will solve problem (4.7) in the domain Ω− = (−1, 1)2. We choose the
data so that the exact solution is
u(t)(x, y) = sin9(t)H(t)
[
2x
−2y
]
, p(t)(x, y) = −9 sin8(t) cos(t)H(t)(x2 − y2),
where H is the Heaviside function. The exact density λ(t) is not known. Note that even
if the exact solution is smooth, there is no guarantee that λ(t) will be a smooth function
in the space variable. We integrate from t = 0 to t = 1. For discretization in space we
choose a uniform partition of Γ = ∂Ω− in N equally sized elements {e1, . . . , eN} where N
is a multiple of four. We then consider the spaces
X+h := {λh : Γ→ R2 : λh|ej ∈ P1(ej)2 ∀j}, Xh := X+h ∩H−1/2m (Γ),
where P1 is the space of polynomials of degree less than or equal to one. Instead of building
a basis for Xh, we will enforce densities to be in Xh using two Lagrange multipliers. This
only affects the matrix V0(κ) in (6.1). Time discretization is carried out with CQ using
BDF(3) as ODE solver in the background, using M time-steps to reach t = 1. We then
compute errors for the pressure and the velocity
max
j
|u(1)(xj, yj)− uhM(xj, yj)| max
j
|p(1)(xj, yj)− phM(xj, yj)|,
where
(x1, y1) := (−0.5,−0.5), (x2, y2) := (0.3, 0.7), (x3, y3) := (0.6, 0.2).
If λ were smooth as a function of the space variable (which we do not know), the expected
convergence order predicted by the theory would be h2.5 + κ3, where h = 1/N and κ =
1/M . This does not take into account the possible regularization effects of the potentials.
We note that, to the best of our knowledge, there is no theory of time-domain integral
equations that is able to predict higher order convergence in weaker norms. The results
are shown in Table 1
N M errU e.c.r. errP e.c.r
4 10 1.6448e-02 - 6.9116e-02 -
8 20 9.5414e-03 0.79 6.3904e-02 0.11
16 40 1.2200e-03 2.97 2.4554e-03 4.70
32 80 5.8683e-05 4.38 8.4062e-04 1.55
64 160 1.7639e-05 1.73 1.3247e-04 2.67
128 320 2.2716e-06 2.96 1.0263e-05 3.69
256 640 1.9787e-07 3.52 2.9564e-07 5.12
Table 1: Results at time t = 1 measured on three points interior to a square. Time-
stepping is carried out with BDF(3)-based CQ and discontinuous piecewise linear func-
tions are used for space discretization.
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A second experiment. We deal with the same exact solution but now use the unit
circle as the domain. We measure the same errors, based now on three observation
points placed at (0, 0), (1/2, 1/2) and (−.6, .1). We used BDF(3) as the time stepping
method, taking M time steps to reach t = 1. For space discretization we use piecewise
constant functions on a uniform grid (in parameter space), with N elements, and reduced
integration. The fully discrete method that we obtain is equivalent to a Nystro¨m method
of the class given in [8]. Because of the smoothness of the domain, the density is a smooth
function of the space variables and it is to be expected that order three convergence can be
observed for potential postprocessings, although this has never been proved for problems
in the time domain. The results are reported in Table 2.
N M errU e.c.r. errP e.c.r
20 20 1.2285e-03 - 3.9793e-03 -
40 40 1.3750e-04 3.16 4.0498e-04 3.30
80 80 1.7287e-05 2.99 4.9458e-05 3.04
160 160 2.1636e-06 2.99 6.1078e-06 3.02
320 320 2.7053e-07 3.00 7.5887e-07 3.01
640 640 3.3819e-08 3.00 9.4578e-08 3.00
Table 2: Results at time t = 1 measured on three points interior to the unit circle. Time-
stepping is carried out with BDF(3)-based CQ. Piecewise constant functions with reduced
integration are used in the space variable.
An illustration. We finally show some snapshots of a time simulation for an exterior
problem. The Dirichlet data is of the form φ(x, t) = f(t)(1/
√
2, 1/
√
2), where f is a
smooth causal function whos shape can be seen in the third column of Figure 1. The
domain is a smooth six sided start. In figure 1 we show vorticity and pressure at different
times.
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Figure 1: Six stages of the Stokes flow produced by a fixed direction non-uniform flow.
The right column shows the time as a verticle bar running along the graph of the time-
variable function that marks the speed of the flow. The left column shows vorticity and
the middle column, pressure.
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A Proof of Proposition 4.1
Since the result gives estimates of the convolution f ∗ g, when g ∈ C1+(R;X), and the
convolution with f is a causal operator, we can assume (without loss of generality) that
g and g′ are uniformly bounded. The following function
a(s, t) :=
d
dt
∫ t
0
es(t−τ)g(τ)dτ =
∫ t
0
es(t−τ)g′(τ)dτ
is well defined for all t ∈ [0,∞) and s ∈ C. It is then possible to show (see [18, Lemma
2.2]) that
(f ∗ g)(t) = 1
2piı
∫
Γ
s−1F(s)a(s, t)ds (A.1)
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for a variety of integration contours. (This is shown by proving that the Laplace transform
of the function in the right-hand side of (A.1) is F G.) Here we choose a two-parameter
family of contours (see Figure 2), formed by three pieces:
(−∞,−c] 3 ρ 7−→ z−(ρ) := −ρ e−ı(pi−φ),
[−(pi − φ), pi − φ] 3 ρ 7−→ z0(ρ) := ceıρ,
[c,∞) 3 ρ 7−→ z+(ρ) := ρ eı(pi−φ).
The parameter c > 0 will play a decisive role in the estimates below, while φ ∈ (0, pi/2)
does not seem to be relevant for the following bounds.
c
φ
Figure 2: The contours in the proof of Proposition 4.1
We first note that for all t ≥ 0 and s ∈ C,
‖a(s, t)‖ ≤ ‖g′‖t

t etRe s Re s ≥ 0,
t, Re s ≤ 0,
1
|Re s| , Re s < 0,
where ‖g′‖t := max
0≤τ≤t
‖g′(τ)‖. (A.2)
We start by bounding the part of the contour integral (A.1) that arises from the central
path Γ0 = {z0(ρ) : |ρ| ≤ pi − φ}. Using
|z0(ρ)| = |z′0(ρ)| = c, Re z0(ρ)1/2 =
√
c cos θ
2
≥ √c cos pi−φ
2
=
√
c sin φ
2
, Re z0(ρ) ≤ c,
and (A.2), we can bound
‖s−1F(s)‖ ≤ CF(
√
c sin φ
2
) cµ−1 ‖a(s, t)‖ ≤ tec t‖g′‖t, s ∈ Γ0
and therefore ∥∥∥∫
Γ0
s−1F(s)a(s, t)ds
∥∥∥ ≤ 2(pi − φ)CF(√c sin φ2 ) cµ ect t ‖g′‖t. (A.3)
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In Γ+ := {z+(ρ) : ρ ≥ c}, we have
|z+(ρ)| = ρ, |z′+(ρ)| = 1, Re z+(ρ)1/2 =
√
ρ sin φ
2
≥ √c sin φ
2
, |Re z+(ρ)| = ρ cosφ,
and therefore (the bound in Γ− can be done simultaneously)∥∥∥∫
Γ±
s−1F(s)a(s, t)ds
∥∥∥ ≤ CF(√c sin φ2 )‖g′‖t 1cosφ
∫ ∞
c
θµ−2dθ
= CF(
√
c sin φ
2
)‖g′‖t 1
cosφ
cµ−1
1− µ. (A.4)
When t ≤ 1, we can take c = 1 in (A.3) and (A.4) to bound
‖(f ∗ g)(t)‖ ≤ 2
(
(pi − φ)t+ 1
(1− µ) cosφ
)
CF(sin
φ
2
) ‖g′‖t t ≤ 1.
When t ≥ 1, we take c = 1/t and obtain
‖(f ∗ g)‖ ≤ 2
(
(pi − φ)t+ 1
(1− µ) cosφ
)
t1−µCF(t−1/2 sin
φ
2
) ‖g′‖t t ≥ 1.
Using (4.2) bound of the statement is established. Continuity of f ∗ g follows from the
representation (A.1) and the Dominated Convergence Theorem.
B An equivalent integral equation
We start by describing the formulation (at the continuous and semidiscrete level) for the
Brinkman equation. The aim of this formulation is to incorportate the restrictions for
test and trial functions to be in H
−1/2
m (Γ) as part of the integral operator. In order to do
this, we define the operator
V˜(s) := V(s) + 〈 · ,m〉Γm : H−1/2(Γ)→ H1/2(Γ).
This is the operator associated to the bilinear form 〈µ,V(s)λ〉Γ + 〈µ,m〉Γ 〈λ,m〉Γ.
Proposition B.1. Let φ ∈ H1/2n (Γ). Then
V(s)λ = φ
〈λ,m〉Γ = 0
}
⇐⇒ V˜(s)λ = φ.
Moreover V˜(s) : H−1/2(Γ)→ H1/2(Γ) is invertible for all s ∈ C? and
‖V˜(s)−1‖ ≤ C |s|
3/2
ωω2
.
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Proof. The first assertion is straightforward, given the fact that V(s)λ ∈ H1/2n (Γ) for all
λ. To prove invertibility we derive a coercivity estimate. The decomposition of Lemma
3.2 can be done in the following way
λ = λ0 + c(λ) n c(λ) :=
〈λ,m〉Γ
〈n,m〉Γ , λ0 ∈ H
−1/2
m (Γ),
and |c(λ)|+ ‖λ0‖−1/2,Γ ≡ ‖λ‖−1/2,Γ. It is then easy to show that
〈λ,V(s)λ〉Γ = 〈λ0,V(s)λ0〉Γ + |c(λ)|2〈n,m〉2Γ.
By (3.7)
|s|1/2|〈λ,V(s)λ〉Γ| ≥ Re 〈s1/2λ,V(s)λ ≥ C ω
α2(s)2
‖λ0‖2−1/2,Γ + Cω|c(λ)|2
and therefore (using that ω ≤ |s|1/2 and the bounds (3.3)),
|〈λ,V(s)λ〉Γ| ≥ C ωω
2
|s|3/2
(
‖λ0‖2−1/2,Γ + |c(λ)|2
)
,
which finishes the proof.
For semidiscretization in space, we choose a finite dimensional space X+h ⊂ H−1/2(Γ)
such that n ∈ X+h . (In the case of polyhedral boundaries, this is easily verified if piecewise
constant functions are elements of the space.) If we define the space Xh := X
+
h ∩H−1/2m (Γ),
we have a stable decomposition X+h = Xh ⊕ span {n}. The semidiscrete equations in the
Laplace domain (5.3) are equivalent to
λh ∈ X+h s.t. 〈µh, V˜(s)λh〉Γ = 〈µh,φ〉Γ ∀µh ∈ X+h .
In the time domain, they correspond to looking for a causal function λh : R → X+h such
that
〈µh, (V ∗ λh)(t)〉Γ + 〈µh,m〉Γ〈λh(t),m〉Γ = 〈µh,φ(t)〉Γ ∀µh ∈ X+h , ∀t.
Because of Proposition B.1, all the preceding bounds for the semidiscrete case can be
easily translated to this new formulation.
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