The efficiency of graph-based semi-supervised algorithms depends on the graph of instances on which they are applied. The instances are often in a vectorial form before a graph linking them is built. The construction of the graph relies on a metric over the vectorial space that help define the weight of the connection between entities. The classic choice for this metric is usually a distance measure or a similarity measure based on the euclidean norm. We claim that in some cases the euclidean norm on the initial vectorial space might not be the more appropriate to solve the task efficiently. We propose an algorithm that aims at learning the most appropriate vectorial representation for building a graph on which the task at hand is solved efficiently.
INTRODUCTION
In the profusion of data available nowadays, the proportion that is annotated by humans for creating automated systems remains very scarce. Transductive and semi-supervised learning algorithms are being used to take advantage simultaneously of the data, annotated or not, to tackle different type of automated labeling tasks. Among these learning algorithms, graph-based learning algorithms, such as Zhu et al. (2003) ; Zhou et al. (2004) ; Zhu (2005) ; Liu & Chang (2009) , take advantage of the homophily property: entities that are close in the graph are supposed to have similar behaviors.
Sparse graph representation of data sets allow graph-based algorithm to reduce noise and alleviate the computation and time cost for big data set. However, those graph-based learning algorithms are dependent on the graph on which they are applied. Indeed the effectiveness of graph-based learning algorithms relies on the relevance of the data representation for the targeted task (Maier et al. (2008) ; Jebara et al. (2009); de Sousa et al. (2013) ).
In general the graph representation of the data is built in two steps Liu & Chang (2009) ; Maier, Markus et al. (2013); de Sousa et al. (2013) . In this representation, every data point is seen as a vertex of the graph and the first building step is to compute the edge weight between every pair of vertices. This weight is meant to reflect the similarity degree between the pair of data points. The similarity measures or distance measures usually considered involve in one way or another the euclidean scalar product between the data points. The second step of the graph construction is devoted to making the graph more sparse by discarding the edges with low weight Maier, Markus et al. (2013); de Sousa et al. (2013) ; Jebara et al. (2009) . This is done by applying a non-linear transformation on the edges, like selecting a threshold on the weight value, a fixed number of neighbors for each node or by applying a kernel on the weights (making high weights higher and low weights lower). 1 arXiv:1511.05789v3 [cs. LG] 27 Nov 2015
Under review as a conference paper at ICLR 2016 We claim that there might be cases where the euclidean space in which the data points lie will not produce an optimal graph for solving the targeted task.
To answer this concern, we are seeking a way to build a graph from our data that is adapted to a specific labeling task. Thus we want our data to be close in the graph if they are similar depending on the task i.e. depending on the label. Fixing a metric w, we want to project our data in a manifold in which the closeness -depending on w -is related to the label's closeness -depending on the task -. We will thus learn a new representation of our data, depending on constraints that come from the task. As the data may be too complex to be projected with a linear approach, we will use a deep neural network in order to learn the most appropriate representation of our data for the task.
The paper is organised as follows: the next section will present the background and related work associated to the introduced concerns of the paper and section 3 will introduce our framework and our metric learning algorithm. Section 4 will contains a theoretical proof of the gain of such an approach. We will then talk about the results of experiments of our algorithm in section 5 before looking forward futur directions of our work in section 6.
RELATED WORK
The initial feature space in which the data is represented is not necessary optimal. This fact has been shown, among other settings, for graph-based algorithms (de Sousa et al. (2013); Jebara et al. (2009) ). To overcome these shortcomings, and in all type of settings, numerous approaches have been developed in order to adapt the metric and/or the representation of a dataset. This can be done by learning an adapted metric on the initial representation of the data or by learning an adapted representation for a classic metric. Among this approaches we can list metric learning approaches (Bellet et al. (2013) ; Kulis (2012); Yang (2006) ), feature selection approaches (Guyon & Elisseeff (2003) ), and of course representation learning approaches (?).
Among representation learning algorithms, some attempt at learning the best representation for a supervised task in a semi-supervised setting. In particular, close to our work we can cite (Chopra et al. (2005) ; Rifai et al. (2011) ; J. Weston (2008) ; Hoffer & Ailon (2014) ). They either perform an unsupervised learning of the representation followed by supervised training of a classifier with additional fine-tuning of the representation (Rifai et al. (2011); J. Weston (2008) ). In J. Weston (2008) they also attempt a direct learning of both the representation and the classifier. In Chopra et al. (2005) ; Hoffer & Ailon (2014) , like in our case the learning of the representation is made before solving the supervised task. The main difference of Rifai et al. (2011); J. Weston (2008) ; Hoffer & Ailon (2014) with our approach is that in those models the classifier is parametric while we rely on a non-parametric classifier on which we give guarantees. The main difference with Chopra et al. (2005) , is the shape of their representation function (convolutionnal network vs multi-layer perceptron) and their exact learning criterion (pairwise comparison vs relative comparison).
Among the metric learning approaches, the more popular ones have as objective the learning of a linear re-weighting of the euclidean distance, or Mahalanobis distance (for example Weinberger & Saul (2009); Dhillon et al.) . In general this metric are learned using relative constraints ({(x, y, z)|x should be more similar to y than to z}) or must-link/cannot-link constraints (S = {x, y|x similar to y} and D = {x, y|x dissimilar to y})). Although linear metric are convenient to optimize, they are not able to capture the non-linear structure of the data; some non-linear metric learning algorithms have been developed and compose a second group of metric learning approaches.
Most non-linear metric learning are kernelized version of linear metrics learning approaches (Kedem et al. (2012) ; He et al. (2013) ) and present the drawback of the choice of the kernel. In Vikas Sindhwani & Belkin (2005) , a deformed kernel is learn depending on the data geometry which will be used to the classification task resolve.
Our approach -in between metric learning and representation learning-is to focus on a specific existing metric w and to learn an adapted non-linear projection space of the data in which w is meaningful.
ALGORITHM'S DESCRIPTION
Given a partially labeled dataset, the aim of our approach is to learn a good projection of the data points. We would like the projected data to fulfill some constraints related to the available labels. In a few words, we want a labeled example to be closer in the projected space to examples with related labels, than to examples with dissimilar labels. More precisely, given a metric on the label space, a metric on the projected space and three instances x, x + and x − , such that the label of x is closer to the label of x + than to the label of x − , we want the projection of x to be closer to x + projection than to x − projection. The metric used on the labeled space will of course depend on the type of targeted task. For example, in the context of a regression task we might consider a label y to be more similar to a label y + than to a label y − if |y − y + | < |y − y − | whereas in a classification context we might decide on the base of whether y = y + ∧ y = y − . From any given labeled dataset and provided with a metric on the label set one can always build a set of triplets (x, x + , x − ) satisfying the constraints expressed on their labels.
In the remainder of this article we will concentrate on the case where the targeted task is a classification task. Let us define
Let us assume that D is partioned in a training set D train and a D test ; we can define X l to be the projection of
Labels of elements x ∈ X u are hidden. If T is the set of triplet constraint defined as:
We want the projection φ to respect the following constraint with respect to distance d:
At training time, and using a hinge loss we can reformulate our set of constraints as the following cost function to minimize as :
The objective function of our problem is:
In order to learn φ, we train a Siamese neural network containing three replicated non-linear neural network φ (Fig. 1) , by stochastic gradient descent optimization of the hinge loss for each triplet
Let us define W ∈ R n×n as the matrix whose components
. W can be seen as the adjacency matrix of a complete graph. We can use the computed graph in order to predict the hidden label, through the well known label propagation algorithm (Zhu & Ghahramani (2002) ; Zhou et al. (2004) ); However, in order to remove the non relevant edges of the graph, a pruning phase is often applied on the graph. Different pruning methods can be apply, among them the creation of a k − nn graph -where only the edge for the k nearest neighbors of each instances are kept -or an -graph -where edges are kept depending on a threshold -. The obtained matrix W -pruned or not -is then row-normalized.
At each step of the label propagation algorithm, an instance's label depends on his neighborhood label. Let us define F m ∈ R n×c such that F m ik is the probability at iteration m for x i to belong to the 
Let's consider the clamped label propagation algorithm, i.e. we fix the training instances' label such that they are not modified during the different epochs:
Let LP (x i ) be the label predicted by the label propagation algorithm for instance
THEORETICAL GUARANTEES
We claim that the algorithm described in section 3 provides a relevant representation for the classification task through label propagation algorithm. In the following, we will substantiate our claim by proving that that under some constraints on the initial space, we can compute an -graph W from the new representation of our data which will be optimal for the label propagation algorithm. Thus we will prove that we can define an > 0 such that W , where we remove all the edges W ij that where greater than , is a graph composed of c connected components where each component is only composed of same classes instances, i.e. corresponding to the different classes. We will show that we can ensure the existence of such an if we suppose that each testing triplet is in a close neighborhood of at least one similarly labeled training triplet. This will be done by first proving that two close points in the initial space are not split apart for more than a factor depending on the non-linear transformation by showing the relationship between the distance of the projection of two instances x andx and their initial distance. We will then show that some initial conditions on pairs of triplet allow us to infer some properties on the projection space. This will allow us to define the needed to compute an optimal -graph for the label propagation algorithm.
In the following let d(z, z ) be the euclidean distance between vectors z and z . Finally, given a matrix A let us define A j:
This lemma allows us to bound the distance between the projection of two instances depending on the initial distance between those instances. The proof for this lemma (cf Appendix C.1) simply bounds the effect of the various layers of the multi-layered perceptron.
We will now define the maximal distance in the new representation space between similarly labeled training and testing triplets allowing us to ensure the respect of the distance constraint on the testing triplets.
We can prove this lemma (cf Appendix C.2) by bounding the distances between the testing triplet's element -d(φ(x), φ(x + )) and d(φ(x), φ(x − )) -depending on the distances between the element of the training triplet, in the new space. We can then express a condition on ρ depending on the distances between the element of the training triplet in the new representation space.
We now introduce our first lemma on the generalization properties of our representation learning algorithm:
This lemma show that the learning constraint is respected for all testing triplets that are close enough from training instances. His proof (cf Appendix C.3) is based on the combination of lemmas 1 and 2: we can show that if the corresponding elements of two triplets are close enough in the initial space and if elements of one of those triplets are well separated class-wise in the projection space, then elements of the other triplets will also be well separated in the projection space.
Let us define ∆ 
2
, thus
Based on lemma 1, we can show that, under some condition on the initial space, the connected components of W correspond to the different classes:
The proof for this proposition (cf Appendix C.4) is two fold: for the first part of the proposition, concerning pair of training instances, the proof is based on the definition of and by definition of φ. The second part of the proposition is based on lemma 1: by bounding W ij depending on Thus we can finally introduced our main theorem, claiming the relevance of the learned representation space for the label propagation algorithm: 
This theorem claims that in the learned representation space, we can compute a graph that is optimal for label propagation algorithm. The proof of this theorem is based on the fact that we can construct an -graph W (based on proposition 1) where only instances of the same class are linked (cf Appendix C.5).
EXPERIMENTS
We have introduced our approach to perform an optimal classification through graph-based label propagation. After proving theoretically the interest of our approach for an ideal learned metric, we want to experimentally evaluate the performance of our algorithm.
We evaluate our framework on several artificial data sets choosen for their increasing degree of complexity. The first artificial dataset we will use is the classical circle data set. It is obtained from point sampled on two concentric circles, each circle corresponding to one class; the two features representing the initial data correspond to the euclidean coordinates. None of the feature is enough by itself to predict the label. However, the euclidean distance is locally representative of the labeling similarity. Thus we introduced perturbedCircle1, which is a four-dimensional noisy version of the circle data set; each instance of perturbedCircle1 is described by two first feature, generated through the circle data set generative model and the two last features are two uniform random variables. The euclidean distance is locally less representative of the labelling similarity, as the noisy features have no structure. We also introduced perturbedCircle2, which is a more complex version of perturbedCircle1: the two first features still correspond to the coordinate of a point on one of the two circles. The two other features are now picked at random in from one of two 2-D gaussian. We define the label of each instance to be the circle it lies on if his first coordinate is positive; otherwise the label correspond to the gaussian he is associated to. Thus euclidean distance is still a bit representative of labelling similarity but on subset of features which depend on the first feature value. The last artificial dataset we introduce is perturbedCircle3, which is a sixth-dimensional version of the circle dataset: the two first features and the label of each instance is obtained from the circle dataset generative model. The two next features correspond to one of two two-dimensional gaussian, depending on the first feature value. The two last features correspond to one of two other two-dimensional gaussian, depending on the second feature value. This is a noisy version of the circle dataset, where the noise is structured. However, only the two first features are representative of the label, as we cannot infer the label from the four last features. We can evaluate the points distribution of those artificial data sets (Fig. 6 in appendices) .
In order to intuitively understand the algorithm behaviour, let's consider circle and perturbedCircle3 data sets; let's train networks in order to learn a two-dimensional representation space related to the euclidean distance. We can observe the projection of the artificial datasets in the learned space (Fig. 2, 3) ; we note that the two clusters were clearly pulled away from each other, for the two datasets.
More than a visual observation, we want to evaluate the learning capacity of our algorithm and the benefit for the classification task.
Dataset
Type # instances # features # classes circle artificial 500 2 2 perturbedCircle1 artificial 500 4 2 perturbedCircle2 artificial 500 4 2 perturbedCircle3 artificial 500 6 2
We want to evaluate the benefit of our learning algorithm on label propagation performance, we will thus compare our results to other pre-processing approches:
• Euclidean: euclidean distance on the initial space
• Our approach: euclidean distance on the space learned with our algorithm 2
• LMNN: the metric learned with Weinberger & Saul (2009) • ExtraTrees: euclidean distance on the space obtained from feature selection algorithm (Geurts et al. (2006)) For each dataset and each algorithm, we can compute a graph where the weight of edges is either the learned distance -for LMNN -either the euclidean distance in the specified space -initial space or learned representation space for our approach and ExtraTrees -. We apply an -simplification on each graph. We evaluate the generalization capacity of our learning algorithm and the accuracy of the classification algorithm (Zhu & Ghahramani (2002) ; Zhou et al. (2004) ) applied on those graphs. Our network was trained for the euclidean distance with up to 30% of the possible triplets from the train set. For each dataset, we can observe in Fig. 4 the performance of our approach for an increasing training set. The performance is measured both by the proportion of violated constraints on testing triplets (metric error) and by the classification accuracy of the label propagation. As expected the performance improves with increased labeled data. We can see that more data is needed to reach the ideal performance for some dataset. Overall we achieve satisfying results with few amount of data, given that our network is trained with only a portion of the training set triplets.
We compare in figure 5 , for each dataset, the classification accuracy of the label propagation algorithm performed on the -graph computed the different representation spaces. As expected, the euclidean distance in the initial space and LMNN perform ideally for the circle dataset, as the initial space is locally representative of the labelling similarity. We can also see that our algorithm achieve the same result. Euclidean distance on feature selection-based space perform poorly compared to the other as he extract only one of the two features, which are then not representative of the task anymore. In the perturbedCircle dataset the initial circle is blurred by uniform noise and as expected the euclidean distance and LMNN performances decrease. We can observe that the feature selection representation space gets better result in perturbedCircle dataset than in circle, as it more easily extracts the two representatives features; when extracting the circle-based feature, it performs as the euclidean distance did in the circle dataset. Finally, we can see that our algorithm manage to extract a good representation out of the initial space for the label propagation algorithm. In the morePerturbedCircle dataset the initial circle features are blurred with features containing a structured noise. The euclidean distance on initial space and LMNN achieve poor results as the initial space is not locally as representative of the task as circle dataset. Feature selection based representation space gets even a bit more difficulty to extract the two more representative features of the dataset as the noise-features are structured and related to the initial features. Our algorithm still performs very good results on this dataset, learning a representation that separate well our dataset. For the last dataset, LMNN, euclidean distance in the initial space and the feature selection based representation space are performing similar results, which are better the two previous dataset but worse than the circle dataset. This can be explained as the initial space is partly locally representative of the task. On the other side, our algorithm was able to learn an appropriate representation space, allowing the label propagation to perform better results.
CONCLUSION & FUTURE WORK
In this paper, we introduced our algorithm in order to learn an adapted representation space for our dataset for a specific task. We defined and proved a first theoretical requirement for our algorithm to be optimal; we have been proved can easily be generalized to multi-layers neural network (see Appendices). Experiments confirmed the relevance of our approach for solving classification task. Generalization of our work to k-nn simplification is more complicated, due to random sampling; however this belong to our guideline for next step, together with generalization for the regression task. 
Let us assume that D is partioned in a training set D train and a D test ; we can define X l to be the projection of D train on R d and X u the projection of D test on R d , X = X l ∩ X u . Labels of elements x ∈ X u are hidden. If T is the set of triplet constraint defined as:
Let's define φ,φ : R d → R q non-linear projections of instances of D in the new space R q and let's suppose that φ is learned such that
Let's define W the adjacency matrix of a complete graph such that
where d is the euclidean distance. We can define ∆ 
The case where u > 0, v > 0 and u ≥ v can be shown similarly, like the cases where u < 0 and v < 0.
Thus,
thus from the definition of the absolute value, we have
We also have
Using lemma 4,
Thus from inequation 1, we get
This lemma is easily provable for multi-layer generalization of φ. Let's recursively define the nonlinear transformationφ 
The previous introduced bound thus become
Proof. We have defined d to be the euclidean distance. Thus using the triangular inequality, we have
Thus, combining the two inequalities, we get
which concludes the proof.
C.3 LEMMA 3
Proof. Let's consider η > 0 and a triplet (x,x + ,x − ) ∈ T test such that y =ỹ,
Thus for η ≤
As lemma 1 is generalizable for multi-layer neural network, we can generalize this proof for the multi-layer neural network φ m ; the bound on η become η ≤
.
C.4 PROPOSITION 1
Let's defineŴ , the -graph simplification of W with =
Proof. Let's first consider the case where x i and x j ∈ X l and let's suppose y i = y j . By definition of Thus by the triangular inequality: 
Based on lemma 1, we get
For η ≤ Proof. Let S be the row-normalized adjacency matrix of a graph. The clamped label propagation algorithm, i.e. training instances' label are fixed, can be expressed as follows:
. We can rewrite the clamped label propagation equation as follows: In our context, let W be the previously described -graph and let's define W = W ij if x i ∈ X u 0 if x i ∈ X l , and let's row-normalized W . In this context, proving that our metric is optimal is equivalent to prove
