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1 Introdution
We use the standard notions of subharmoni funtion theory [1℄. Let us introdue
some notation. Let U(E, t) = {ζ ∈ C : dist (ζ,E) < t}, E ⊂ C, t > 0, where
dist (z,E)
def
= infζ∈E |z − ζ|, and U(z, t) ≡ U({z}, t) for z ∈ C. The lass of sub-
harmoni funtions in a domain G ⊂ C is denoted by SH(G). For a subharmoni
funtion u ∈ SH(U(0, R)), 0 < R ≤ +∞ we write B(r, u) = max{u(z) : |z| = r},
0 < r < R, and dene the order ρ[u] by
ρ[u] = lim sup
r→+∞
logB(r, u)/ log r ifR =∞ and by σ[u] = lim sup
r→R
logB(r, u)/ log 1R−r
if R <∞.
Let also µu denote the Riesz measure assoiated with the subharmoni fun-
tion u, n(r, u) = µu(U(0, r)),m be the planar Lebesgue measure, l be the Lebesgue
measure on the positive ray. For an analyti funtion f in D we write Zf = {z ∈
D : f(z) = 0}. The symbol C(·) with indies stands for some positive onstants
depending only on values in the brakets. We write a ≍ b if C1a ≤ b ≤ C2a for
some positive onstants C1 and C2, and a(r) ∼ b(r) if limr→R a(r)/b(r) = 1.
An important result was proved by R. S. Yulmukhametov [2℄. For any funtion
u ∈ SH(C) of order ρ ∈ (0,+∞), and α > ρ there exist an entire funtion f and
a set Eα ⊂ C suh that
∣∣u(z) − log |f(z)|∣∣ ≤ C(α) log |z|, z →∞, z 6∈ Eα, (1.1)
and Eα an be overed by a family of disks U(zj , tj), j ∈ N, with
∑
|zj |>R tj =
O(Rρ−α), (R→ +∞).
If u ∈ SH(D) a ounterpart of (1.1) holds with log 11−|z| instead of log |z| and
an apropriate hoie of Eα.
From the reent result of Yu. Lyubarskii and Eu. Malinnikova [3℄ it follows that
for L1 approximation relative to planar measure, we may drop the assumption
that u has nite order of growth, and obtain sharp estimates.
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Theorem A ([3℄). Let u ∈ SH(C). Then, for eah q > 1/2, there exist R0 > 0
and an entire funtion f suh that
1
piR2
∫
|z|<R
∣∣u(z) − log |f(z)|∣∣dm(z) < q logR, R > R0. (1.2)
An example onstruted in [3℄ shows that we annot take q < 1/2 in estimate
(1.2). The ase q = 1/2 remains open.
The following theorem omplements this result.
Let Φ be the lass of slowly growing funtions ψ : [1,+∞) → (1,+∞) (in
partiular, ψ(2r) ∼ ψ(r) as r→ +∞).
Theorem B ([4℄). Let u ∈ SH(C), µ = µu. If for some ψ ∈ Φ there exists a
onstant R1 satisfying the ondition
(∀R > R1) : µ({z : R < |z| ≤ Rψ(R)}) > 1, (1.3)
then there exists an entire funtion f suh that (R ≥ R1)∫
|z|<R
∣∣u(z)− log |f(z)|∣∣ dm(z) = O(R2 logψ(R)). (1.4)
Remark 1.1. In the ase ψ(r) ≡ q > 1 we obtain Theorem 1 [3℄.
The following example and Theorem C show (see [4℄ for details) that estimate
(1.4) is sharp in the lass of subharmoni funtions satisfying (1.3).
For ϕ ∈ Φ, let
u(z) = uϕ(z) =
1
2
+∞∑
k=1
log
∣∣∣1− z
rk
∣∣∣,
where r0 = 2, rk+1 = rkϕ(rk), k ∈ N∪{0}. Thus, µu satises ondition (1.3) with
ψ(x) = ϕ3(x).
Theorem C. Let ψ ∈ Φ be suh that ψ(r) → +∞ (r → +∞). There exists no
entire funtion f for whih
∫
|z|<R
∣∣uψ(z)− log |f(z)|∣∣ dm(z) = o(R2 logψ(R)), R→∞.
A further question appears naturally: Are there ounterparts of Theorems A
and B for subharmoni funtions in the unit disk? We have the following theorem.
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Theorem 1. Let u ∈ SH(D). There exist an absolute onstant C and an analyti
funtion f in D suh that
∫
D
∣∣u(z)− log |f(z)|∣∣ dm(z) < C. (1.5)
For a measurable set E ⊂ [0, 1) we dene the density
D1E = lim
R↑1
l(E ∩ [R, 1))
1−R .
Corollary 1. Let u ∈ SH(D), ε > 0. There exist an analyti funtion f in D and
E ⊂ [0, 1), D1E < ε, suh that
∫ 2pi
0
∣∣u(reiθ)− log |f(reiθ)|∣∣dθ = O( 1
1− r
)
, r ↑ 1, r 6∈ E. (1.6)
Relationship (1.6) is equivalent to the ondition
T (r, u)− T (r, log |f |) = O((1− r)−1), r ↑ 1, r 6∈ E,
where T (r, v) is the Nevanlinna harateristi of a subharmoni funtion v. The
author does not know whether (1.6) is best possible.
Remark 1.2. No restrition on the Riesz measure µu or the growth of u is required
in Theorem 1.
Remark 1.3. It is lear that (1.5) is sharp in the lass SH(D), but under growth
restritions an be improved.
Theorem D (Hirnyk [5℄). Let u ∈ SH(D), σ[u] < +∞. Then there exists an
analyti funtion f in D suh that
∫ 2pi
0
∣∣u(reiθ)− log |f(reiθ)|∣∣dθ = O(log2 1
1− r
)
, r ↑ 1.
Theorem 1 does not allow the onlusion that
u(z)− log |f(z)| = O(1), z ∈ D \E (1.7)
for any small set E.
Suient onditions for (1.7) in the omplex plane were obtained in [3℄. It
uses so alled notion of a loally regular measure whih admits a partition of slow
variation.
We also prove a ounterpart of Theorem 3′ of [3℄ using a similar onept.
A orresponding Theorem 3 will be formulated in setion 3. Here we formulate
an appliation of Theorem 3.
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Theorem 2. Let γj = (z = zj(t) : t ∈ [0, 1]), 1 ≤ j ≤ m be smooth Jordan
urves in U(0, 1) suh that arg zj(t) = θj(|zj(t)|) ≡ θj(r), |zj(1)| = 1, |θ′j(r)| ≤ K
for r0 ≤ r < 1 and some onstants r0 ∈ (0, 1), K > 0, 1 ≤ j ≤ m. Let u ∈ SH(D),
suppµu ⊂
⋃m
j=1[γj ], µu([γj ] ∩ [γk]) = 0, j 6= k, and
µu
∣∣∣
[γj ]
(U(0, r)) =
∆j
(1− r)σ(r) ,
where ∆j is a positive onstant, σ(r) = ρ
(
1
1−r
)
, ρ(R) is a proximate order [7℄,
ρ(R)→ σ > 0 as R→ +∞.
Then there exists an analyti funtion f suh that for all ε > 0
log |f(z)| − u(z) = O(1), (1.8)
z 6∈ Eε = {ζ ∈ D : dist (ζ, Zf ) ≤ ε(1− |ζ|)1+σ(r)}, where
log |f(z)| − u(z) ≤ C, (1.9)
for some C > 0 and all z ∈ D. Moreover,
Zf ⊂
⋃
ζ∈Sj [γj ]
U(ζ, 2(1− |ζ|)1+σ(r)),
and
T (r, u)− T (r, f) = O(1), r ↑ 1. (1.10)
Remark 1.4. Obviously, we an't obtain a lower estimate for the left-hand side of
(1.9) for all z, beause it equals −∞ on Zf .
Theorems similar to Theorem 2 are proved in [6, Ch.10,Th.10.16,10.20℄. The
dierene is that in [6℄ only more rude estimates are obtained for approximation
in a more general settings.
2 Proof of Theorem 1
2.1. Preliminaries
Let u ∈ SH(D). Then the Riesz measure µu is nite on ompat subsets of D.
In order to apply a partition theorem (Theorem E) we have to modify the Riesz
measure. On subtrating an integer-valued disrete measure µ˜ from µu we may
arrange that ν({p}) = (µu − µ˜)({p}) < 1 for any point p ∈ D. The measure
µ˜ orresponds to the zeros of an entire funtion g. Thus we an onsider u˜ =
u− log |g|, µu˜ = ν. Aording to Lemma 1 [4℄ in any neighbourhood of the origin
there exists a point z0 with the following properties:
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a) on eah line Lα going through z0 there is at most one point ζα suh that
ν({ζα}) > 0, while ν(Lα \ {ζα}) = 0;
b) on eah irle Kρ with enter z0 there exists at most one point ζρ suh that
ν({ζρ}) > 0, while ν(Kρ \ {ζρ}) = 0.
As it follows from the proof of Lemma 1 [4℄, the set of points z0 that do not
satisfy one of the onditions a) and b) has planar measure zero. The similar asser-
tion holds for the polar set u(z0) = −∞ [1, Chap.5.9,Theorem 5.32℄. Therefore,
we an assume that properties a), b) hold, and u(z0) 6= −∞.
Then onsider the subharmoni funtion u0(z) = u
(
z0−z
1−zz¯0
)
≡ u(w(z)), u0(0) =
u(z0). Sine |w′(z)| = 1−|z0|
2
|1−zz¯0|2 , we have ||w′(z)| − 1| ≤ 3|z0| for |z0| ≤ 1/2.
The Jaobian of the transformation w(z) is |w′(z)|2, onsequently this hange
of variables doesn't hange relation (1.5).
Let
u3(z) =
∫
U(0,1/2)
log |z − ζ| dµu(ζ). (2.1)
The subharmoni funtion u(z)− u3(z) is harmoni in U(0, 1/2).
Let q ∈ (0, 1) be suh that
12∑
j=1
qj > 11. (2.2)
We dene (n ∈ {0, 1, . . . })
Rn = 1− qn/2, An = {ζ : Rn ≤ |ζ| < Rn+1}, Mn =Mn(q) =
[ 2pi
log Rn+1Rn
]
,
An,m =
{
ζ ∈ An : 2pim
Mn
≤ arg0 ζ <
2pi(m+ 1)
Mn
}
, 0 ≤ m ≤Mn − 1.
Represent µu
∣∣∣
An,m
= µ
(1)
n,m + µ
(2)
n,m suh that
i) suppµ
(j)
n,m ⊂ An,m, j ∈ {1, 2};
ii) µ
(1)
n,m(An,m) ∈ 2Z+, 0 ≤ µ(2)n,m(An,m) < 2.
Let
µ(j)n =
Mn−1∑
m=0
µ(j)n,m, µ˜
(j) =
∑
n
µ(j)n , j ∈ {1, 2}.
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Property ii) implies
µ(2)n (An) ≤
13
(1− q)(1−Rn) , n→ +∞, (2.3)
as follows from the asymptoti equality
log
Rn+1
Rn
∼ (1− q)(1−Rn), n→ +∞, (2.4)
and the denition of Mn.
Let
u2(z) =
∫
D
log
∣∣∣E(1− |ζ|2
1− ζ¯z , 1
)∣∣∣dµ˜(2)(ζ), (2.5)
where E(w, p) = (1 − w) exp{w + w2/2 + · · · + wp/p}, p ∈ N is the Weierstrass
primary fator.
Lemma 1. u2 ∈ SH(D), and
T (r, u2) = O
(
log2
1
1− r
)
, r ↑ 1,
∫
D
|u2(z)| dm(z) < C1(q).
Proof of Lemma 1. The following estimates for log |E(w, p)| are well-known (f.
[7, Ch.1, 4, Lemma 2℄, [1, Ch.4.1, Lemma 4.2℄)
| logE(w, 1)| ≤ |w|
2
2(1− |w|) , |w| < 1,
log |E(w, 1)| ≤ 6e|w|2, w ∈ C.
(2.6)
First, we prove onvergene of the integral in (2.5). For xed Rn let |z| ≤ Rn. We
hoose p suh that qp < 1/4. Then for |ζ| ≥ Rn+p we have
1− |ζ|2
|1− ζ¯z| ≤
2(1 − |ζ|)
1− |z| ≤
2(1 −Rn+p)
1−Rn <
1
2
.
Hene, using the rst estimate (2.6), (2.3) and the denition of Rn we obtain∫
|ζ|≥Rn+p
∣∣∣log∣∣∣E(1− |ζ|2
1− ζ¯z , 1
)∣∣∣∣∣∣ dµ˜(2)(ζ) ≤
∫
|ζ|≥Rn+p
(2(1− |ζ|)
1− |z|
)2
dµ˜(2)(ζ) ≤
≤ 4
(1− |z|)2
∞∑
k=n+p
(1−Rk)2
∫
A¯k
dµ˜(2)(ζ) ≤ 52
(1− q)(1− |z|)2
∞∑
k=n+p
(1−Rk) =
=
52(1 −Rn+p)
(1− q)2(1− |z|)2 ≤
C2(q)
1−Rn .
6
Thus, u2 is represented by the integral of the subharmoni funtion log |E| of z,
and the integral onverges uniformly on ompat subsets in D, and so u2 ∈ SH(D).
Sine 1− |ζ|2 ≤ 3/4 for ζ ∈ supp µ˜(2), using (2.6) and (2.3) we have
|u2(0)| ≤
∫
D
| log |E(1 − |ζ|2, 1)|| dµ˜(2)(ζ) ≤
∫
D
2(1 − |ζ|2)2dµ˜(2)(ζ) ≤
≤ 8
∞∑
k=0
∫
A¯k
(1− |ζ|)2dµ˜(2)(ζ) ≤ 104
1− q
∞∑
k=0
(1−Rk) = C3(q). (2.7)
Let us estimate T (r, u2)
def
= 12pi
∫ 2pi
0 u
+
2 (re
iθ) dθ for r ≤ Rn, where u+ = max{u, 0}.
Note that for |ζ| ≤ Rn+2, |z| ≤ Rn we have 1−|ζ|
2
|1−ζ¯z| ≤ 2. Thus
log
∣∣∣E(1− |ζ|2
1− ζ¯z , 1)
∣∣∣≤ 12e1 − |ζ|2|1 − ζ¯z|
in this ase. Using the latter estimate, (2.6), (2.3), and the lemma [10, Ch.5.10,
p.226℄ we get
T (r, u2) ≤ 1
2pi
∫ 2pi
0
(n+1∑
k=0
∫
A¯k
12e
1− |ζ|2
|1 − ζ¯reiθ| dµ
(2)
k (ζ)
)
dθ+
+
1
2pi
∫ 2pi
0
( ∞∑
k=n+2
∫
A¯k
6e
(1− |ζ|2)2
|1 − ζ¯reiθ|2 dµ
(2)
k (ζ)
)
dθ ≤
≤ C4(q)
(n+1∑
k=0
∫
A¯k
(1− |ζ|2) log 1
1− rdµ
(2)
k (ζ) +
∞∑
k=n+2
∫
A¯k
(1− |ζ|2)2
1− r dµ
(2)
k (ζ)
)
≤
≤ C5(q)
(n+1∑
k=0
log
1
1− r +
∞∑
k=n+2
1−Rk
1− r
)
≤
≤ C6(q)n log 1
1− r ≤ C7(q) log
2 1
1− r .
Finally, by the First main theorem for subharmoni funtions [1, Ch. 3.9℄
m(r, u2)
def
=
1
2pi
∫ 2pi
0
u−2 (re
iθ)dθ =
= T (r, u2)−
∫ r
0
n(t, u2)
t
dt− u2(0) ≤ T (r, u2) + C3(q).
Therefore,
∫ 2pi
0 |u2(reiθ)|dθ ≤ 4piT (r, u2) + C8(q).
Consequently,∫
|z|≤1
|u2(z)| dm(z) ≤ 4pi
∫ 1
0
T (r, u2) dr + C8(q) ≤
7
≤ C9(q)
∫ 1
0
log2
1
1− rdr ≤ C10(q).
Lemma 1 is proved.
2.2. Approximation of µ˜1
The following theorem plays a key role in approximation of u.
Theorem E. Let µ be a measure in R2 with ompat support, suppµ ⊂ Π, and
µ(Π) ∈ N, where Π is a retangle with ratio of side lengths l0 ≥ 1. Suppose, in
addition, that for any line L parallel to a side of Π, there is at most one point
p ∈ L suh that
0 < µ({p})(< 1) while always µ(L \ {p}) = 0, (2.8)
Then there exist a system of retangles Πk ⊂ Π with sides parallel to the sides of
Π, and measures µk with the following properties:
1) suppµk ⊂ Πk;
2) µk(Πk) = 1,
∑
k µk = µ;
3) the interiors of the onvex hulls of the supports of µk are pairwise disjoint;
4) the ratio of the side lengths of retangles Πk lies in the interval [1/l, l], where
l = max{l0, 3};
5) eah point of the plane belongs to the interiors of at most 4 retangles Πk.
Theorem E was proved by R. S. Yulmukhametov [2, Theorem 1℄ for absolutely
ontinuous measures (i.e. ν suh that m(E) = 0⇒ ν(E) = 0) and l0 = 1. In this
ase ondition (2.8) is fullled automatially. In [8, Theorem 2.1℄ D. Drasin showed
that Yulmukhametov's proof works if the ondition of ontinuity is replaed by
ondition (2.8). We an drop ondition (2.8) rotating the initial square [8℄. One
an also onsider Theorem E as a formal onsequene of Theorem 3 [4℄. Here l0
plays role for a nite set of retangles orresponding to small k's, but in [4℄ it
plays the prinipal role in the proof.
Remark 2.1. In the proof of Theorem E [8℄ retangles Πk are obtained by splitting
the given retangles, starting with Π, into smaller retangles in the following way.
The length of the smaller side of the initial retangle oinides with that of a side
of the retangle obtained in the rst generation, and the length of the other side
of the new retangle is between one third and two thirds of the length of the other
side of the initial retangle. Thus we an start with a retangle instead of a square
and l = max{l0, 3}.
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Let u1(z) = u(z)−u2(z)−u3(z). Then µu1 = µ˜(1), µ(1)n,m(A¯n,m) ∈ 2Z+, n ∈ Z+,
0 ≤ m ≤Mn − 1.
Let
Pn,m = logAn,m =
=
{
s = σ + it : logRn ≤ σ ≤ logRn+1, 2pim
Mn
≤ t ≤ 2pi(m+ 1)
Mn
}
.
Aording to (2.4) the ratio of the sides of Pn,m is
log Rn+1Rn
2pi/[ 2pi(1−q)(1−Rn) ]
→ 1, n→∞. (2.9)
Let dνn,m(s)
def
= dµ
(1)
n,m(es), s ∈ Pn,m, (i. e. νn,m(S) = µ(1)n,m(expS) for every
Borel set S ⊂ C). By our assumptions the onditions of Theorem E are satised for
Π = Pn,m and µ = νn,m/2, and all admissible n,m. By Theorem E there exists a
system (Pnkm, νnmk) of retangles and measures, k ≤ Nnm, 0 ≤ m ≤Mn−1 with
the properties: 1) νnmk(Pnmk) = 1; 2) supp νnmk ⊂ Pnmk; 3) 2
∑
k νnmk = νn,m;
4) every point s suh that Re s < 0, 0 ≤ Im s < 2pi belongs to the interiors of at
most four retangles Pnmk; 5) the ratio of the side lengths lies between two positive
onstants. Indexing the new system (Pnmk, 2νnmk) with the natural numbers, we
obtain a system (P (l), ν(l)) with ν(l)(P (l)) = 2, supp ν(l) ⊂ P (l) et.
Let the measure µ(l) dened on D be suh that dµ(l)(es)
def
= dν(l)(s), Re s < 0,
0 ≤ Im s < 2pi, Q(l) = expP (l). Let
ζl
def
=
1
2
∫
Q(l)
ζdµ(l)(ζ). (2.10)
be the enter of mass of Q(l), l ∈ N.
We dene ζ
(1)
l , ζ
(2)
l as solutions of the system


ζ
(1)
l + ζ
(2)
l =
∫
Q(l)
ζdµ(l)(ζ),
(ζ
(1)
l )
2 + (ζ
(2)
l )
2 =
∫
Q(l)
ζ2dµ(l)(ζ),
(2.11)
From (2.11) and (2.10) it follows that (see [3℄, [4℄ or Lemma 3 below)
|ζ(j)l − ζl| ≤ diamQ(l) ≡ dl, j ∈ {1, 2}.
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Consequently we obtain
max
ζ∈Q(l)
|ζ − ζ(j)l | ≤ 2dl, j ∈ {1, 2}, sup
ζ∈Q(l)
|ζ − ζl| ≤ dl. (2.12)
We write
∆l(z)
def
=
∫
Q(l)
(
log
∣∣∣ z − ζ
1− zζ¯
∣∣∣− 1
2
log
∣∣∣ z − ζ
(1)
l
1− zζ¯(1)l
∣∣∣− 1
2
log
∣∣∣ z − ζ
(2)
l
1− zζ¯(2)l
∣∣∣) dµ(l)(ζ),
V (z)
def
=
∑
l
∆l(z).
Fix a suiently large m (in partiular, m ≥ 13) and z ∈ Am. Let L+ be the
set of l's suh that Q(l) ⊂ U(0, Rm−13), and L− the set of l's with Q(l) ⊂ {ζ :
Rm+13 ≤ |ζ| < 1}, L0 = N \ (L− ∪ L+).
Lemma 2. There exists l∗ ∈ N suh that ζ1, ζ2 ∈ U(Q(l), 2dl), l ∈ L+ ∪ L−,
l > l∗ imply
1
16
|z − ζ2| ≤ |z − ζ1| ≤ 16|z − ζ2|.
Proof of Lemma 2. First, let l ∈ L+, i.e. z ∈ Am, Q(l) ⊂ Ap, p ≤ m− 13. In view
of (2.9) Q(l) = expP (l) is almost a square. More preisely, there exists l∗ ∈ N
suh that for all l > l∗
diamQ(l) = dl <
3
2
(Rp+1 −Rp), Q(l) ⊂ Ap.
Sine ζ1, ζ2 ∈ U(Q(l), 2dl), we have
Rp − 3(Rp+1 −Rp) ≤ |ζ2| ≤ Rp+1 + 3(Rp+1 −Rp), (2.13)
|z − ζ1| ≥ |z − ζ2| − |ζ2 − ζ1| ≥ |z − ζ2| − 5dl ≥ |z − ζ2| − 15
2
(Rp+1 −Rp).
(2.14)
On the other hand, by the hoie of q (see (2.2)) and (2.13)
|z − ζ2| ≥ Rm −Rp+1 ≥ Rp+13 −Rp+1 − 3(Rp+1 −Rp) =
=
12∑
s=1
(Rp+s+1 −Rp+s)− 3(Rp+1 −Rp) =
( 12∑
s=1
qs − 3
)
(Rp+1 −Rp) > 8(Rp+1 −Rp).
The latter inequality and (2.14) yield
|z − ζ1| ≥ |z − ζ2| − 15
2
(Rp+1 −Rp) > |z − ζ2| − 15
16
|z − ζ2| = 1
16
|z − ζ2|.
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For l ∈ L−, Q(l) ⊂ {Rm+13 ≤ |ζ| < 1} we have p ≥ m + 13, and inequality
(2.14) still holds.
Similarly, by the hoie of q and (2.13)
|z − ζ2| ≥ Rp−3 −Rm+1 ≥ Rp−3 −Rp−12 ≥ 9q4(Rp+1 −Rp) > 8(Rp+1 −Rp),
that together with (2.14) implies required inequality in this ase. Lemma 2 is
proved.
Let l ∈ L−∪L+. For ζ ∈ Q(l), we dene L(ζ) = Ll(ζ) = log
( z−ζ
1−z¯ζ
)
, where logw
is an arbitrary branh of Logw in w(Q(l)), w(ζ) = z−ζ1−z¯ζ . Then L(ζ) is analyti in
Q(l). We shall use the following identities
L(ζ)− L(ζ(1)l ) =
ζ∫
ζ
(1)
l
L′(s) ds = L′(ζ(1)l )(ζ − ζ(1)l ) +
ζ∫
ζ
(1)
l
L′′(s)(ζ − s) ds =
= L′(ζ(1)l )(ζ − ζ
(1)
l ) +
1
2
L′′(ζ(1)l )(ζ − ζ
(1)
l )
2 +
1
2
ζ∫
ζ
(1)
l
L′′′(s)(ζ − s)2 ds. (2.15)
Elementary geometri arguments show that |1z¯ − ζ|−1 ≤ |z− ζ|−1 for z, ζ ∈ D.
Sine L′(ζ) = 1ζ−z +
z¯
1−z¯ζ , we have
|L′(ζ)| ≤ 2|ζ − z| , |L
′′(ζ)| ≤ 2|ζ − z|2 , |L
′′′(ζ)| ≤ 4|ζ − z|3 . (2.16)
Now we estimate |∆l(z)| for l ∈ L+ ∪ L−. By the denitions of L(ζ), ∆l(z),
(2.15) and (2.11) we have
|∆l(z)| =
∣∣∣Re
∫
Q(l)
(
L(ζ)− L(ζ(1)l )−
1
2
(L(ζ
(2)
l )− L(ζ(1)l )
)
dµ(l)(ζ)
∣∣∣ =
=
∣∣∣Re
∫
Q(l)
(
L′(ζ(1)l )
(
ζ − 1
2
(ζ
(1)
l + ζ
(2)
l )
)
+
+
∫ ζ
ζ
(1)
l
L′′(s)(ζ − s)ds − 1
2
∫ ζ(2)
l
ζ
(1)
l
L′′(s)(ζ(2)l − s)ds
)
dµ(l)(ζ)
∣∣∣ =
=
∣∣∣Re
∫
Q(l)
(∫ ζ
ζ
(1)
l
L′′(s)(ζ − s)ds− 1
2
∫ ζ(2)
l
ζ
(1)
l
L′′(s)(ζ(2)l − s)ds
)
dµ(l)(ζ)
∣∣∣ (2.17)
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Using (2.17), (2.16) and (2.12), we obtain
|∆l(z)| ≤
∫
Q(l)
ζ∫
ζ
(1)
l
2|ζ − s|
|s− z|2 |ds| dµ
(l)(ζ) +
1
2
∫
Q(l)
ζ
(2)
l∫
ζ
(1)
l
2|ζ(2)l − s||ds|
|s− z|2 dµ
(l)(ζ) ≤
≤ 12d2l max
s∈Bl
1
|s− z|2 , (2.18)
where Bl = U(Q(l), 2dl). Applying Lemma 2, we have (z ∈ A¯m)
∑
l∈L−
|∆l(z)| ≤ 12
∑
l∈L−
d2l max
s∈Bl
1
|s− z|2 ≤ C11
∑
l∈L−
∫
Q(l)
dm(z)
|z − ζ|2 ≤
≤ 4C11
∫
Rm+13≤|ζ|<1
dm(z)
|z − ζ|2 ≤ C12
∫ 1
Rm+13
dρ
ρ− |z| ≤ C13(q). (2.19)
Similarly,
∑
l∈L+
|∆l(z)| ≤ 12
∑
l∈L+
d2l max
s∈Bl
1
|s− z|2 ≤ 4C11
∑
l∈L+
∫
|ζ|≤Rm−13
dm(z)
|z − ζ|2 ≤
≤ C12
∫ Rm−13
0
dρ
|z| − ρ ≤ C14(q) log
1
1− |z| . (2.20)
Hene, ∫
|z|≤Rn
∑
l∈L+∪L−
|∆l(z)| dm(z) < C15(q). (2.21)
It remains to estimate
∫
|z|≤Rn
∑
l∈L0 |∆l(z)| dm(z). Here we follow the argu-
ments from [3, e.-g.℄. If dist (z,Q(l)) > 10dl, similarly to (2.17), from (2.15), (2.11),
12
(2.16) and (2.12) we dedue
|∆l(z)| =
∣∣∣Re
∫
Q(l)
(
L′(ζ(1)l )
(
ζ − 1
2
(ζ
(1)
l + ζ
(2)
l )
)
+
+
L′′(ζ(1)l )
2
(
ζ2 − (ζ
(1)
l )
2 + (ζ
(2)
l )
2
2
+ ζ
(1)
l (ζ
(1)
l + ζ
(2)
l − 2ζ)
)
+
+
1
2
∫ ζ
ζ
(1)
l
L′′′(s)(ζ − s)2ds− 1
4
∫ ζ(2)
l
ζ
(1)
l
L′′′(s)(ζ(2)l − s)2ds
)
dµ(l)(ζ)
∣∣∣ =
=
∣∣∣∣Re
∫
Q(l)
(
1
2
ζ∫
ζ
(1)
l
L′′′(s)(ζ − s)2 ds− 1
4
ζ
(2)
l∫
ζ
(1)
l
L′′′(s)(ζ − s)2 ds
)
dµ(l)(ζ)
∣∣∣∣≤
≤ 6d3l max
s∈Bl
1
|s− z|3 ≤
6d3l
|ζ(1)l − z|3
max
s∈Bl
(
1 +
|ζ(1)l − s|
|s− z|
)3
≤ 26d
3
l
|ζ(1)l − z|3
. (2.22)
Sine L0 depends only on m when z ∈ Am, we have∫
Am
∑
l∈L0
|∆l(z)| dm(z) ≤
∑
l∈L0
( ∫
Am\U(ζ(1)l ,10dl)
+
∫
U(ζ
(1)
l
,10dl)
)
|∆l(z)| dm(z) ≤
≤
∑
l∈L0
( ∫
Am\U(ζ(1)l ,10dl)
26d3l
|z − ζ(1)l |3
dm(z) +
∫
U(ζ
(1)
l
,10dl)
|∆l(z)| dm(z)
)
. (2.23)
For the rst sum we obtain
∑
l∈L0
26d3l
∫
Am\U(ζ(1)l ,10dl)
1
|z − ζ(1)l |3
dm(z) ≤
∑
l∈L0
52pid3l
∫ 2
10dl
tdt
t3
≤
≤ 6pi
∑
l∈L0
d2l ≤ C16
∑
l∈L0
m(Q(l)). (2.24)
We now estimate the seond sum. By the denition of ∆l(z)
∆l(z) =
∫
Q(l)
(
log
∣∣∣z − ζ
10dl
∣∣∣− 1
2
log
∣∣∣z − ζ
(1)
l
10dl
∣∣∣− 1
2
log
∣∣∣z − ζ
(2)
l
10dl
∣∣∣) dµ(l)(ζ)−
−
∫
Q(l)
(
log |1− zζ| − 1
2
log |1− zζ(1)l | −
1
2
log |1− zζ(2)l |
)
dµ(l)(ζ) ≡ I1 + I2.
The integral
∫ |I1| dm(z) is estimated in [3, g.℄, [4, p.232℄. We have∫
U(ζ
(1)
l
,10dl)
|I1| dm(z) ≤ C17m(Q(l)). (2.25)
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To estimate |I2| we note that for l suiently large, |z − ζ| ≤ 15dl, ζ ∈
U(Q(l), 2dl), z ∈ D we have | arg z − arg ζ| ≤ 16dl ≤ 16(1 − |z|)| by the hoie of
q. Hene,
|1
z
− ζ¯| ≤ 1|z| − 1 + 1− |ζ|+ |ζ||1− e
i(arg ζ−arg z)| ≤ C ′17(1− |z|).
Thus, |1/z − ζ¯| ≍ 1− |z|. Therefore
|I2| ≤
∫
Q(l)
1
2
∣∣∣ log |1z − ζ¯|2
|1z − ζ
(1)
l ||1z − ζ
(2)
l |
∣∣∣dµ(l)(ζ) ≤ C18.
Thus, ∫
U(ζ
(1)
l
,10dl)
|I2| dm(z) ≤ C19(q)m(Q(l)). (2.26)
Finnaly, using (2.24)(2.26) we dedue∫
A¯m
∑
l∈L0
|∆l(z)| dm(z) ≤
≤ C20
∑
l∈L0
m(Q(l)) ≤ 4piC20(R2m+13 −R2m−13) ≤ C21(q)(Rm+1 −Rm).
Hene,
∫
|z|≤Rn
∑
l∈L0 |∆l(z)|dm(z) ≤ C20(q), and this with (2.21) yields that∫
|z|≤Rn
|V (z)|dm(z) ≤ C22(q), n→ +∞. (2.27)
Now we onstrut the funtion f1 approximating u1.
Let Kn(z) = u1(z) −
∑
Q(l)⊂U(0,Rn)∆l(z), K(z) = u1(z) − V (z). By the de-
nition of ∆l(z), Kn ∈ SH(D) and
µKn
∣∣
U(0,Rn)
(z) =
n∑
l=1
(
δ(z − ζ(1)l ) + δ(z − ζ
(2)
l )
)
where δ(ζ) is the unit mass supported at u = 0. For |z| ≤ Rn, j ≥ N ≥ n+ 14 as
in (2.19) we have
|Kj(z)−K(z)| ≤
∑
Q(l)⊂{|ζ|≥RN+1}
|∆l(z)| ≤
≤ C23
∫
RN+1≤|ζ|<1
dm(z)
|z − ζ|2 ≤ C24
1−RN+1
RN+1 − |z| → 0, N → +∞.
Therefore Kn(z) ⇒ K(z) on the ompat sets in D as n → +∞, and µK
∣∣∣
D
=∑
l(δ(z − ζ(1)l ) + δ(z − ζ
(2)
l ). Hene, K(z) = log |f1(z)|, where f1 is analyti in D.
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2.3. Approximation of u3
Let u3 be dened by (2.1),
N = 2
[
n(1/2, u3)/2
]
, ρ0 = inf{r ≥ 0 : n(r, u3) ≥ N}.
We represent µu3 = µ
1 + µ2 where µ1 and µ2 are measures suh that
suppµ1 ⊂ U(0, ρ0), suppµ2 ⊂ U
(
0,
1
2
)
\ U(0, ρ0),
µ1
(
U
(
0,
1
2
))
= N, 0 ≤ µ2
(
U
(
0,
1
2
))
< 2.
Let v2(z) =
∫
U(0, 1
2
)
log |z − ζ| dµ2(ζ). Then, using the last estimate,
∫
D
|v2(z)| dm(z) ≤
∫
U(0,1/2)
∫
D
| log |z − ζ|| dm(z) dµ2(ζ) ≤
≤
∫
U(0,1/2)
∫
U(ζ,2)
| log |z − ζ|| dm(z) dµ2(ζ) ≤ C25n
(1
2
, v2
)
≤ 2C25.
If N = 0 there remains nothing to prove. Otherwise, we have to approximate
v1(z) = u3(z)− v2(z) =
∫
U(0,ρ0)
log |z − ζ| dµ1(ζ). (2.28)
In this onnetion we reall the question of Sodin (Question 2 in [9, p.315℄).
Given a Borel measure µ we dene the logarithmi potential of µ by the
equality
Uµ(z) =
∫
log |z − ζ| dµ(ζ).
Question. Let µ be a probability measure supported by the square Q = {z =
x + iy : |x| ≤ 12 , |y| ≤ 12}. Is it possible to nd a sequene of polynomials Pn,
degPn = n, suh that∫∫
|x|≤1
|y|≤1
|nUµ(z) − log |Pn(z)|| dxdy = O(1) (n→ +∞)?
We should say that the solution is given essentially in [3℄, but not asserted.
Hene we prove the following
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Proposition. Let µ be a measure supported by the square Q, and µ(Q) = N ∈ N.
Then there is an absolute onstant C and a polynomial PN suh that∫∫
Ξ
|Uµ(z) − log |PN (z)|| dxdy < C,
where Ξ = {z = x+ iy : |x| ≤ 1, |y| ≤ 1}.
Proof of the proposition. As in the proof of Theorem 1, if there are points p ∈ Q
suh that µ({p}) ≥ 1 we represent µ = ν + ν˜ where for any p ∈ Q we have
ν({p}) < 1, and ν˜ is a nite (at most N summand) sum of the Dira measures.
Then Uν˜ = log
∏
k |z − pk|, so it remains to approximate Uν . By Lemma 2.4 [8℄
there exists a rotation to the system of orthogonal oordinates suh that if L is
any line parallel to either of the oordinate axes, there is at most one point p ∈ L
with ν({p}) > 0, while always ν(L \ {p}) = 0. After the rotation the support of
the new measure, whih is still denoted by ν, is ontained in
√
2Q.
If ω is a probability measure supported on Q, then ∫∫Ξ |Uω(z)|dm(z) is uni-
formly bounded. Therefore we an assume that N ∈ 2N.
By Theorem E there exists a system (Pl, νl) of retangles and measures 1 ≤
l ≤Mν with the properties: 1) νl(Pl) = 2; 2) supp νl ⊂ Pl; 3)
∑
l νl = ν; 4) every
point s ∈ Q belongs to interiors of at most four retangles Pl; 5) ratio of side
lengths lays between 1/3 and 3.
Let
ξl =
1
2
∫
Pl
ξdνl(ξ). (2.29)
be the enter of mass of Pl, 1 ≤ l ≤Mν .
We dene ξ
(1)
l , ξ
(2)
l as solutions of the system

ξ
(1)
l + ξ
(2)
l =
∫
Pl
ξdνl(ξ),
(ξ
(1)
l )
2 + (ξ
(2)
l )
2 =
∫
Pl
ξ2dνl(ξ),
We have
|ξ(j)l − ξl| ≤ diamPl ≡ Dl, j ∈ {1, 2},
max
ξ∈Pl
|ξ − ξ(j)l | ≤ 2Dl, j ∈ {1, 2}, sup
ξ∈Pl
|ξ − ξl| ≤ Dl. (2.30)
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We write
Ω(z) =
∑
l
∫
Pl
(
log
∣∣∣z − ξ∣∣∣− 1
2
log
∣∣∣z − ξ(1)l
∣∣∣− 1
2
log
∣∣∣z − ξ(2)l
∣∣∣) dνl(ξ) ≡
≡
∑
l
δl(z). (2.31)
Sine we have rotated the system of oordinate, it is suient to prove that∫
U(0,
√
2)
|Ω(z)| dm(z) is bounded by an absolute onstant.
For ξ ∈ Pl, z 6∈ Pl we dene λ(ξ) = λl(ξ) = log
(
z − ξ), where log(z − ξ) is an
arbitrary branh of Log(z − ξ) in z − Pl. Then λ(ξ) is analyti in Pl.
We have
|λ′′′(ξ)| ≤ 2|ξ − z|3 . (2.32)
As in subsetion 2.2 we have
|δl(z)| ≤
∣∣∣Re
∫
Pl
(
λ(ξ)− λ(ξ(1)l )−
1
2
(λ(ξ
(2)
l )− λ(ξ
(1)
l )
)
dνl(ξ)
∣∣∣ ≤
≤
∣∣∣∣Re
∫
Pl
(
1
2
ξ∫
ξ
(1)
l
λ′′′(s)(ξ − s)2 ds− 1
4
ξ
(2)
l∫
ξ
(1)
l
λ′′′(s)(ξ − s)2 ds
)
dνl(ξ)
∣∣∣∣. (2.33)
If dist (z, Pl) > 10Dl the last estimate and (2.32) yield
|δl(z)| ≤ 24D3l max
s∈El
1
|s− z|3 ≤
24D3l
|ξ(1)l − z|3
max
s∈El
(
1 +
|ξ(1)l − s|
|s− z|
)
≤ 103D
3
l
|ξ(1)l − z|3
,
where El = U(Pl, 2Dl).
Then
∫
U(0,
√
2)\U(ξ(1)
l
,10Dl)
103D3l
|z − ξ(1)l |3
dm(z) ≤ 206piD3l
2∫
10Dl
tdt
t3
≤
≤ 21piD2l ≤ C26m(Pl).
On the other hand, by the denition of δl(z)∫
U(ξ
(1)
l
,10Dl)
δl(z)dm(z) =
∫
U(ξ
(1)
l
,10Dl)
∫
Pl
(
log
∣∣∣z − ξ
10Dl
∣∣∣−
−1
2
log
∣∣∣z − ξ
(1)
l
10Dl
∣∣∣− 1
2
log
∣∣∣z − ξ
(2)
l
10Dl
∣∣∣) dνl(ξ)dm(z) ≤ C27m(Pl).
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From (2.31) and the latter estimates, it follows that
∫
U(0,
√
2)
|Ω(z)|dm(z) ≤
∑
l
∫
U(0,
√
2)
δl(z)dm(z) ≤ C28
∑
l
m(Pl) ≤ 4C28m(
√
2Q) = C29.
(2.34)
Thus, P(z) =∏l(z − ξ(1)l )(z − ξ(2)l ) is a required polynomial. This ompletes the
proof of the proposition.
Finally, let f = f1P. By Lemma 1, (2.27), and (2.34) we have (n→ +∞)∫
|z|≤Rn
| log |f(z)| − u(z)|| dm(z) ≤
∫
|z|≤Rn
(|K(z) − u1(z)|| + |u2(z)|+
+| log |P| − u3(z)|) dm(z) ≤
∫
|z|≤Rn
(|V (z)|+ |Ω(z)|) dm(z) + C10(q) ≤ C30(q).
Fixing any q satisfying (2.2) we nish the proof of Theorem 1.
3 Uniform approximation
In this setion we prove some ounterparts of results due to Yu.Lyubarskii and
Eu.Malinnikova [3℄. We start with ounterparts of notions introdued in [3℄, whih
reet regularity properties of measures.
Denition 1. Let b : [0, 1)→ (0,+∞) be suh that b(r) ≤ 1− r,
b(r1) ≍ b(r2) as 1− r1 ≍ 1− r2, r1 ↑ 1. (3.1)
A measure µ on D admits a partition of slow variation with the funtion b if there
exist integers N , p and sequenes (Q(l)) of subsets of D and (µ(l)) of measures
with the following properties:
i) suppµ(l) ⊂ Q(l), µ(l)(Q(l)) = p;
ii) supp (µ−∑l µ(l)) ⊂ D, (µ −∑l µ(l))(D) < +∞.
iii) 1 − dist (0, Q(l)) ≥ K(p) diamQ(l), and eah z ∈ D belongs to at most N
various Q(l)'s;
iv) For eah l the set logQ(l) is a retangle with sides parallel to the oordi-
nate axes, and the ratio of sides lengths lies between two positive onstants
independent of l.
v) diamQ(l) ≍ b(dist (Q(l), 0)).
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Remark 3.1. This is similar to [3℄, exept we have introdued the parameter p
(p = 2 in [3℄). Property iii) is adapted for D.
Denition 2. Given a funtion b satisfying (3.1) we say that a measure µ is
loally regular with respet to (w.r.t.) b if
∫ b(|z|)
0
µ(U(z, t))
t
dt = O(1), r0 < |z| < 1,
for some onstant r0 ∈ (0, 1).
Theorem 3. Let u ∈ SH(D), b : [0, 1) → (0,+∞) satisfy (3.1). Let µu admits a
partition of slow variation, assume that µu is loally regular w.r.t. b, and, with p
from above, that ∫ 1
0
bp−1(t)
(1− t)p dt < +∞. (3.2)
Then there exists an analyti funtion f in D suh that ∀ε > 0 ∃r1 ∈ (0, 1)
log |f(z)| − u(z) = O(1), r1 < |z| < 1, z 6∈ Eε
where Eε = {z ∈ D : dist (z, Zf ) ≤ εb(|z|)}, and for some onstant C > 0
log |f(z)| − u(z) < C, z ∈ D. (3.3)
Moreover, Zf ⊂ U(suppµu,K1(p)b(|z|)), K1(p) is a positive onstant, and
T (r, u) − T (r, log |f |) = O(1), r ↑ 1. (3.4)
Remark 3.2. The author does not know whether ondition (3.2) is neessary. But
if b(t) = O((1− t) log−η(1− t), η > 0, t ↑ 1 (3.2) holds for suiently large p. On
the other hand, in view of v) the ondition b(t) = O(1− t) as t ↑ 1 is natural.
Proof of Theorem 3. We follow [3℄ and also use arguments and notation from the
proof of Theorem 1.
Let µ˜ = µu−
∑
l µ
(l)
. Sine
∣∣∣ z−ζ
1−ζ¯z
∣∣∣→ 1 as |z| ↑ 1 for xed ζ ∈ D, µ˜(D) < +∞,
u˜1(z) =
∫
D
log
∣∣∣ z − ζ
1− ζ¯z
∣∣∣ dµ˜(ζ)
is a subharmoni funtion in D and |u˜1(z)| < C for r1 < |z| < 1, r1 ∈ (0, 1). So
we an assume that µu =
∑
l µ
(l)
where µ(l) are from Denition 1.
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Fix a partition of slow variation. Instead of points ζ
(1)
l and ζ
(2)
l satisfying
(2.11) we dene ξ
(l)
1 , . . . , ξ
(l)
p from the system


ξ1 + · · · + ξp =
∫
Q(l) ξdµ
(l)(ξ),
ξ21 + · · ·+ ξ2p =
∫
Q(l) ξ
2dµ(l)(ξ),
.
.
.
ξp1 + · · ·+ ξpp =
∫
Q(l) ξ
pdµ(l)(ξ),
(3.5)
Lemma 3 is a modiation of the estimates in(2.12).
Lemma 3. Let Π be a set in C, µ is a measure on Π, µ(Π) = p ∈ N, diamΠ = d.
Then for any solution (ξ1, . . . , ξp) of (3.5) we have |ξj−ξ0| ≤ K1(p)d where K1(p)
is a onstant, ξ0 is the enter of mass of Π.
Proof of Lemma 3. Let ξ0 =
1
p
∫
Π ξdµ(ξ) be the enter of mass of Π. By indution,
it is easy to prove that (3.5) is equivalent to the system


w1+ · · ·+ wp = 0,
w21+ · · ·+ w2p = J2,
.
.
.
wp1+ · · ·+ wpp = Jp,
(3.6)
where wk = ξk − ξ0, Jk =
∫
Π(ξ − ξ0)k dµ(ξ), 1 ≤ k ≤ p. Note that
|Jk| ≤
∫
Π
|ξ − ξ0|k dµ(ξ) ≤ pdk.
From algebra it is well-known that the symmetri polynomials
∑
1≤i1<···<ik≤m
wi1 · · ·wik ,
1 ≤ k ≤ m, an be obtained from the polynomials ∑mj=1wkj using only nite
number of operations of addition and multipliation. Therefore (3.6) yields


w1 + · · · + wp = 0,∑
1≤i1<i2≤p
wi1wi2 = b2,
.
.
.
w1 · · ·wp = bp,
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where bk =
∑
l alk(J1)
s
(k)
1l · · · (Jm)s
(k)
ml
, alk = alk(p), s
(k)
jl are non-negative integers,
and
∑p
j=1 s
(k)
jl j = k. The last equality follows from homogeneousity. Hene, there
exists a onstant K1(p) ≥ 2 suh that |bk| ≤ K1(p)dk, 1 ≤ k ≤ p. By Vieta's
formulas ([11, 51,52℄) wj , 1 ≤ j ≤ p, satisfy the equation
wp + b2w
p−2 − b3wp−3 + · · ·+ (−1)pbp = 0. (3.7)
For |w| = K1(p)d we have
|wp + b2wp−2 − b3wp−3 + · · · + (−1)pbp| ≤ K1(p)(d2|w|p−2 + · · · + dp) =
= K1(p)d
p(Kp−21 +K
p−1
1 + · · · + 1) < 2Kp−11 (p)dp ≤ Kp1 (p)dp = |w|p.
By Rouhe's theorem all p roots of (3.7) lay in the disk |w| ≤ K1(p)d, i.e. |ξj−ξ0| ≤
K1(p)d. Consequently, dist (ξj ,Π) ≤ K1(p)d.
Applying Lemma 3 to Q(l) we obtain that |ξ(j)l − ξl| ≤ K1(p)dl, 1 ≤ j ≤ p,
where ξl =
1
p
∫
Q(l) ξdµ
(l)(ξ).
Consider
V (z) =
∑
l
jl(z)
def
=
∑
l
∫
Q(l)
(
log
∣∣∣ z − ζ
1− z¯ζ
∣∣∣− 1
p
p∑
j=1
log
∣∣∣ z − ξ
(j)
l
1− z¯ξ(j)l
∣∣∣)dµ(l)(ζ).
For Rn = 1 − 2−n, z ∈ Am, m is xed, we dene sets of indies L+, L− and L0
as in the proof of Theorem 1.
The estimate of
∑
l∈L−
jl(z) repeats that of
∑
l∈L−
∆l(z), so
∑
l∈L−
|jl(z)| ≤ C31. (3.8)
Following [3℄ we estimate
∑
l∈L0 jl(z). Let bm = b(Rm). Note that dl ≍ bm for
l ∈ L0 by ondition v). As in (2.18) we have
|jl(z)| ≤ C32d3l max
s∈U(Q(l),K1(p)dl)
|s− z|−3 ≤ C ′32
d3l
|ξ(1)l − z|3
, (3.9)
provided that dist (z,Q(l)) ≥ 3K1(p)dl. Then∣∣∣∣
∑
l∈L0
Q(l)∩U(z,3K1(p)dl)=∅
jl(z)
∣∣∣∣ ≤ C32
∑
l∈L0
d3l
|ξ(1)l − z|3
≤
≤ C33bm
∫
|z−ζ|>C34bm
dm(ζ)
|z − ζ|3 ≤ C35
bm
bm
= C35. (3.10)
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Let now l be suh that Q(l) ∩ U(z, 3K1(p)dl) 6= ∅. Sine dl ≍ bm, the number of
these l is bounded uniformly in l. For z 6∈ Eε we have (1 ≤ k ≤ p)
log |z − ξ(k)l | = log bm + log
|z − ξ(k)l |
bm
= log b(|z|) +O(1). (3.11)
Therefore
jl(z) =
∫
Q(l)
(
log |z − ζ| − 1
p
p∑
k=1
log |z − ξ(k)l |
)
dµ(l)(ζ)−
−1
p
∫
Q(l)
log
|1− z¯ζ|p∏p
k=1 |1− z¯ξ(k)l |
dµ(l)(ζ) = J3 + J4.
As in the proof of the proposition (see the estimate of I2), one an show that
Sine |1z¯ − ζ| ≍ 1− |z| ≍ |1z¯ − ξ
(j)
l |. Hene, we have J4 = O(1).
Let µz(t) = µ(U(z, t)). Further, using (3.11),
J3 =
∫
Q(l)\U(z,b(|z|))
log |z − ζ|dµ(l)(ζ) +
∫
U(z,b(|z|))
log |z − ζ| dµ(l)(ζ)−
−p log b(|z|) +O(1) = µ(l)(Q(l) \ U(z, b(|z|)) log b(|z|) +O(1)+
+
∫ b(|z|)
0
log t dµ(l)z (t)− p log b(|z|) = µ(l)(Q(l) \ U(z, b(|z|)) log b(|z|)+
+O(1) + µ(l)(U(z, b(|z|)) log b(|z|) −
∫ b(|z|)
0
µ
(l)
z (t)
t
dt−
−p log b(|z|) = −
∫ b(|z|)
0
µ
(l)
z (t)
t
dt+O(1) = O(1) (3.12)
by the regularity of µu w.r.t b(t). Together with (3.10) it yields
∑
l∈L0
|jl(z)| = O(1), z 6∈ Eε. (3.13)
Now we estimate
∑
l∈L+ jl(z). Integration by parts gives us
L(ζ)−L(ξ(1)l ) =
m∑
k=1
1
k!
L(k)(ξ
(1)
l )(ζ−ξ(1)l )k+
1
m!
∫ ζ
ξ
(1)
l
L(m+1)(s)(ζ−s)m ds, (3.14)
where L(ζ) = log z−ζ1−z¯ζ ,
|L(k)(ζ)| ≤ 2(k − 1)!|z − ζ|k (3.15)
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The denition of ξ
(k)
l , 1 ≤ k ≤ p allows us to anel the rst pmoments. Therefore,
similarly to (2.18) and (2.22) we have
|jl(z)| ≤ C28dp+1l max
s∈U(Q(l),K1(p)dl)
|s− z|−p−1. (3.16)
Then (z ∈ Am)
∑
l∈L+
|jl(z)| ≤ C28
∑
l∈L+
dp+1l
|z − ξ(1)l |p+1
≤ C29
∑
l∈L+
dp−1l
∫
Q(l)
dm(z)
|z − ζ|p+1 ≤
≤ C30(N, p, q)
∑
n≤m−12
bp−1(Rn)
∫
A¯n
dm(z)
|z − ζ|p+1 ≤ C31
∫
|ζ|≤Rm−12
bp−1(|ζ|)dm(ζ)
|z − ζ|p+1 ≤
≤ C32
∫ Rm−12
0
bp−1(ρ)
(|z| − ρ)p dρ ≤ C33
∫ 1
0
b(ρ)p−1
(1− ρ)p dρ < +∞.
Using the latter inequality, (3.13) and (3.8) we obtain |V (z)| = O(1) for z 6∈ Eε.
The onstrution of f is similar to that of Theorem 1. It remains to prove
(3.3) for z ∈ Eε.
By (3.10) it is suient to onsider l with Q(l) ∩ U(z, 3K1(p)dl) 6= ∅. For all
suiently large l ∈ L0 we have
∣∣∣
∫
Q(l)
log |z − ζ|dµ(l)(ζ)
∣∣∣ ≤
∫
U(z,4K1(p)dl)
log
1
|z − ζ|dµ
(l)(ζ) ≤
≤
4K1(p)dl∫
0
log
1
t
dµ(l)z (t) = log
1
4K1(p)dl
µ(l)z (4K1(p)dl) +
4K1(p)dl∫
0
µ
(l)
z (t)
t
dt = O(1).
(3.17)
Then we have
log |f(z)| − u(z) = O(1) +
∑
l∈L0
( p∑
k=1
log |z − ξ(k)l | −
∫
Q(l)
log |z − ζ|dµ(l)(ζ)
)
< C,
beause |z − ξ(j)l | = O(b(|z|)) < 1 for l ≥ l0 and (3.3) is proved.
Finally, in order to prove (3.4) we note that for z ∈ Eε in view of (3.8), (3.10),
(3.17) we have
log |f(z)| − u(z) =
m∑
j=1
log |z − ζj|+O(1)
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where ζj ∈ Zf , and m are uniformly bounded. Then T (r, u− log |f |) is bounded,
and onsequently
T (r, u) = T (r, log |f |) + T (r, u − log |f |) +O(1) = T (r, log |f |) +O(1).
Proof of Theorem 2. Let µj = µu
∣∣∣
[γj ]
. By the assumptions of the theorem we have
µu =
∑m
j=1 µj . We an write u =
∑m
j=1 uj , where uj ∈ SH(D), and µuj = µj .
Therefore, it is suient to approximate eah uj , 1 ≤ j ≤ m, separately.
We write R(r) = (1−r)−1 andW (R) = Rρ(R). Then µj(U(0, r)) = ∆jW (R(r)).
Put b(t) = (1 − t)/W (R(r)). Then ondition (3.2) is satised. We are going to
prove that µj admits a partition of slow variation and is loally regular w.r.t. b(t).
We dene a sequene (rn) from the relation ∆jW (R(rn)) = 2n, n ∈ N. Then
using the theorem on the inverse funtion, and properties of the proximate order
[7, Ch.1, 12℄ we have (r′ ∈ (rn, rn+1))
rn+1 − rn = 2(1− r
′)2
∆jW ′(R(r′))
=
(2 + o(1))R(r′)(1− r)′2
∆jσW (R(r′))
=
2 + o(1)
∆jσ
b(r′) ≍ b(rn).
Let Q(n) = {z : rn ≤ |z| ≤ rn+1, ϕ−n ≤ θ ≤ ϕ+n } where ϕ−n = θj(rn)−K(rn+1−rn),
ϕ+n = θj(rn) +K(rn+1 − rn). Sine |θ′j(t)| ≤ K, we have θj(r) ∈ [ϕ−n , ϕ+n ], rn ≤
r ≤ rn+1. Let µ(n) = µj
∣∣∣
Q(n)
. Then, by the denition of rn, µ
(n)(Q(n)) = 2.
Therefore onditions i) and iv) in the denition of a partition of slow growth are
satised. Condition ii) is trivial. Sine diamQ(n) ≍ b(rn) ≍ (1−rn)1+σ(rn), σ > 0,
onditions iii) and v) are valid. Therefore, µ admits a partition of slow growth
w.r.t. b, N = p = 2.
Finally, we hek the loal regularity of µj w.r.t. b(t). For |z| = r, ρ ≤ b(r) we
have
µj(U(z, ρ)) ≤ ∆jW (R(r + ρ))−∆jW (R(r − ρ)) =W ′(R(r∗)) 2ρ∆j
(1− r∗)2 =
= (2 + o(1))∆jσρ
W (R(r∗))
1− r∗ ≤
3σρ∆j
b(r)
.
Then
∫ b(r)
0
µ(U(z,ρ))
ρ dρ ≤ 3σ∆j as required.
Applying Theorem 3 we obtain (1.8), (1.9), and (1.10) for some analyti fun-
tion fj in D.
Finally, we dene f =
∏m
j=1 fj .
The theorem is proved.
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