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Abstract
We consider a large class of symmetric pure jump Markov processes dominated by
isotropic unimodal Le´vy processes with weak scaling conditions. First, we establish sharp
two-sided heat kernel estimates for these processes in C1,1 open sets. As corollaries of our
main results, we obtain sharp two-sided Green function estimates and a scale invariant
boundary Harnack inequality with explicit decay rates in C1,1 open sets.
1 Introduction
The study of the heat kernel of a semigroup is a field of interactions between probability, analysis
and geometry. The transition density function provides direct access to the path properties of a
Markov process. In addition, it is the fundamental solution(or heat kernel) of the heat equation
with an infinitesimal generator of the corresponding process. The Dirichlet heat kernel describes
an operator with zero exterior conditions. For instance, the Green function and the solutions
to Cauchy and Poisson problems with Dirichlet conditions are expressed by the heat kernel. In
this paper, we consider a large class of symmetric pure jump Markov processes dominated by
isotropic unimodal Le´vy processes with weak scaling conditions. We estimate the transition
density pD(t, x, y) of such Markov processes killed upon leaving an open set D ⊂ Rd with C1,1
smoothness of the boundary. In other words, we establish sharp two–sided estimates of the
Dirichlet heat kernel of the integro-differential operators with the maximum principle. Such
operators are commonly used to model nonlocal phenomena [32, 8, 37, 28, 30, 22]
The Dirichlet heat kernel estimates of the Laplacian (the Brownian motion) on the bounded
C1,1 domains were obtained in [23, 29] (the upper bound) and [45] (the lower bound). See [20]
for the Dirichlet heat kernel estimates for more general diffusions, and see [43] for bounds of
the Dirichlet heat kernel of the Laplacian on the bounded Lipschitz domain.
For the fractional Laplacian, in 2010, Chen et al [13] gave sharp (two-sided) explicit esti-
mates for the Dirichlet heat kernel pD(t, x, y) of the fractional Laplacian in any C
1,1 open set D
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and over any finite time interval (see [3] for an extension to non-smooth open sets). When D
is bounded, large–time Dirichlet heat kernel estimates can be deduced easily from short–time
estimates using a spectral analysis.
The approach developed in [13] provides a road map for establishing sharp two-sided Dirich-
let heat kernel estimates of other discontinuous processes, and the result has been generalized
to more general stochastic processes: purely discontinuous symmetric Le´vy processes ([17, 5]),
symmetric Le´vy processes with Gaussian component ([18]), symmetric non-Le´vy processes
([14, 33]) and non-symmetric stable processes with gradient perturbation ([15]).
Let Py(τD > t) be the survival probability of the corresponding process and p(t, x, y) =
pRd(t, x, y) be the (free) heat kernel for D = R
d. Another form of two-sided heat kernel
estimates is the following factorization;
c1Px(τD > t)Py(τD > t)p(t, x, y) 6 pD(t, x, y) 6 c2Px(τD > t)Py(τD > t)p(t, x, y). (1.1)
In fact, (1.1) holds for more general sets such as the Lipschitz open set. See [3, 17]. See [6]
for a direct approach to obtain sharp estimates of the survival probabilities of unimodal Le´vy
processes.
Extensions of the result in [13] were obtained for a quite large class of symmetric Le´vy
processes, including general unimodal Le´vy processes with Le´vy densities satisfying weak scaling
conditions, in [17, 5]. However, the extension to symmetric Markov processes with jumping
kernels satisfying similar weak scaling conditions is unknown. In this paper, we extend the
results of [5] and [33] to more general processes that are non-isotropic and non-Le´vy. Our results
cover not only a large class of symmetric Markov processes with jumping kernels satisfying weak
scaling conditions, but also a large class of symmetric Markov processes with jumping kernels
that decay exponentially with the damping exponent β ∈ (0,∞), and symmetric finite range
Markov processes.
For two non-negative functions f and g, the notation f ≍ g means that there are positive
constants c1 and c2 such that c1g(x) 6 f(x) 6 c2g(x) in the common domain of the definition
of f and g. We use the symbol “:=,” which is read as “is defined to be.” For a, b ∈ R,
a ∧ b := min{a, b} and a ∨ b := max{a, b}. We use dx to denote the Lebesgue measure in Rd.
For a Borel set A ⊂ Rd, we use |A| to denote its Lebesgue measure.
For 0 < α 6 α < 2, let φ be an increasing function on [0,∞) satisfying that there exist
positive constants c 6 1 and 1 6 C such that
(WS)
c
(
R
r
)α
6
φ(R)
φ(r)
6 C
(
R
r
)α
for 0 < r 6 R.
Using this φ, we define
ν(r) :=
1
φ(r)rd
for r > 0. (1.2)
Note that according to (WS) and (1.2), there exists c = c(α,C, d) such that
ν(r) 6 c ν(2r) for any r > 0. (1.3)
A measure on Rd is called isotropic unimodal, if it is absolutely continuous on Rd\{0} with
a radial non-increasing density function and a Le´vy process is called isotropic unimodal, if the
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one-dimensional distributions are unimodal. Since (WS) implies∫
Rd
(1 ∧ |x|2)ν(|x|)dx 6 c
(∫ 1
0
s−α+1ds+
∫ ∞
1
s−α−1
)
ds <∞,
ν(dx) := ν(|x|)dx is unimodal Le´vy measure, and by Proposition in [44] there exists a pure
jump isotropic unimodal Le´vy process Z corresponding to ν.
Throughout this paper, we assume that κ : Rd × Rd → (0,∞) is a symmetric measurable
function and there exists L0 > 1 such that
L−10 6 κ(x, y) 6 L0, x, y ∈ Rd. (1.4)
Let J : Rd×Rd → (0,∞) be a symmetric measurable function, which is the jumping kernel
of our process. We consider two sets of conditions on J . The first set is as follows:
(J1) (J1.1) J(x, y) = κ(x, y)ν(|x− y|) on |x− y| 6 1,
(J1.2) supx∈Rd
∫
|x−y|>1
J(x, y)dy <∞,
(J1.3) For any M > 0, there exists CM > 1 such that C
−1
M ν(|x−y|) 6 J(x, y) 6 CMν(|x−
y|) for |x− y| < M.
The constant 1 in the condition (J1.1) plays no special role, and it can be changed to any small
positive real number. Since (J1.3) implies (J1.1), J satisfies conditions (J1.2) and (J1.3) if
and only if J satisfies condition (J1).
For the second set of conditions on J , let χ be a non-decreasing function on (0,∞) with
χ(r) ≡ χ(0), r ∈ (0, 1], and there exists γ1, γ2, L1 L2 > 0 and β ∈ [0,∞] such that
L1e
γ1rβ 6 χ(r) 6 L2e
γ2rβ , r > 1. (1.5)
Then, the second condition on J is as follows:
(J2) J(x, y) = κ(x, y)ν(|x− y|)χ(|x− y|)−1, x, y ∈ Rd,
which is equal to {
κ(x, y)
(
φ(|x− y|)|x− y|d · χ(|x− y|))−1 if β ∈ [0,∞),
κ(x, y)
(
φ(|x− y|)|x− y|d)−1 1{|x−y|61} if β =∞.
Clearly (J2) implies (J1.1) and (J1.2). Moreover, if (J2) holds and β 6=∞, then (J1) holds.
We consider the Dirichlet form (E ,F) associated with the jumping kernel J :
E(u, v) := 1
2
∫ ∫
(u(x)− u(y))(v(x)− v(y))J(x, y)dxdy,
and F := {u ∈ L2(Rd) : E(u, u) < ∞}. Under conditions (J1.1) and (J1.2), according to
[40, Theorem 2.1] and [41, Theorem 2.4], (E ,F) is a regular (symmetric) Dirichlet form on
L2(Rd, dx). Moreover, the corresponding Hunt process Y is conservative and Y has the Ho¨lder
continuous transition density p(t, x, y) on (0,∞)× Rd × Rd (see [11]).
Now, we state the estimates of the transition density p(t, x, y) of Y with the jumping
intensity kernel J satisfying either the conditions (J1.2) and (J1.3), or the condition (J2).
The proof of the upper bound of Theorem 1.1 is almost the same as that of [17, (2.6)] using
the condition (J1.3) instead of that of [17, (1.5)]. Thus, we skip the proof of the upper bound.
The proof of the lower bound is given in Section 6.
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Theorem 1.1. Suppose that Y is a symmetric pure jump Hunt process whose jumping intensity
kernel J satisfies the conditions (J1.2) and (J1.3). Then, for each M > 0 and T > 0,
there is a positive constant C1.1 > 1 that depends on φ, L0,M and T such that for every
(t, x, y) ∈ (0, T ]×Rd×Rd with |x− y| < M , the function p(t, x, y) has the following estimates:
C−11.1
(
[φ−1(t)]−d ∧ tν(|x− y|)) 6 p(t, x, y) 6 C1.1 ([φ−1(t)]−d ∧ tν(|x− y|))
where φ−1(t) is the inverse function of φ(t).
For notational convenience, for each a, γ, T > 0, we define a function Fa,γ,T (t, r) on (0, T ]×
[0,∞) as
Fa,γ,T (t, r) :=

[φ−1(t)]−d ∧ tν(r)e−γrβ if β ∈ [0, 1],
[φ−1(t)]−d ∧ tν(r) if β ∈ (1,∞] with r < 1,
t exp
{
−a
(
r
(
log Tr
t
)β−1
β ∧ rβ
)}
if β ∈ (1,∞) with r > 1,
(t/(Tr))ar = exp
{−ar (log Tr
t
)}
if β =∞ with r > 1.
(1.6)
Theorem 1.2. Suppose that Y is a symmetric pure jump Hunt process whose jumping intensity
kernel J satisfies the condition (J2). Then, the process Y has a continuous transition density
function p(t, x, y) on (0,∞)×Rd×Rd. For each T > 0, there are positive constants C1.2 > 1, c1
and c2 > 1 that depend on φ, L0, β, χ and T such that for every t ∈ (0, T ] the function p(t, x, y)
has the following estimates:
c−12 Fc1,γ2,T (t, |x− y|) 6 p(t, x, y) 6 c2 FC1.2,γ1,T (t, |x− y|).
Theorem 1.2 for the case β ∈ (1,∞] is basically derived from [12, Theorems 1.2 and 1.4].
Despite using 1 instead of T , the proof is the same. When β ∈ [0, 1], the upper bound in
Theorem 1.2 is derived from [31, Theorem 2, Proposition 1]. The lower bound in Theorem
1.2 is proved as a special case of the preliminary lower bound on the heat kernel of the killed
process in Section 6.
For any open set D ⊂ Rd, the first exit time of D by process Y is defined by the formula
τD := inf{t > 0 : Yt /∈ D} and we use Y D to denote the process obtained by killing process
Y upon exiting D. The strong Markov property is used to easily verify that pD(t, x, y) :=
p(t, x, y) − Ex[p(t − τD, YτD , y); t > τD] is the transition density of Y D. Using the continuity
and estimate of p, it is routine to show that pD(t, x, y) is symmetric and continuous (e.g., see
the proof of Theorem 2.4 in [21]).
LetD ⊂ Rd (when d > 2) be a C1,1 open set, that is, there exists a localization radius R0 > 0
and a constant Λ > 0 such that for every z ∈ ∂D there exists a C1,1-function ϕ = ϕz : Rd−1 → R
satisfying ϕ(0) = 0, ∇ϕ(0) = (0, . . . , 0), ‖∇ϕ‖∞ 6 Λ, |∇ϕ(x) − ∇ϕ(w)| 6 Λ|x − w| and an
orthonormal coordinate system CSz of z = (z1, · · · , zd−1, zd) := (z˜, zd) with an origin at z such
that D∩B(z, R0) = {y = (y˜, yd) ∈ B(0, R0) in CSz : yd > ϕ(y˜)}. The pair (R0,Λ) is called the
C1,1 characteristics of the open set D. Note that a C1,1 open set D with characteristics (R0,Λ)
can be unbounded and disconnected, and the distance between two distinct components of D
is at least R0. By a C
1,1 open set in R with a characteristic R0 > 0, we mean an open set that
can be written as the union of disjoint intervals so that the infimum of the lengths of all these
intervals is at least R0 and the infimum of the distances between these intervals is at least R0.
It is well known that if D is C1,1 open set with the characteristics (R0,Λ), then D satisfies
the interior and exterior ball conditions with the characteristic R1 6 R0. That is, there exist
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balls B1, B2 ⊂ Rd with radius R1 such that B1 ⊂ D ⊂ Bc2 satisfying δB1(x) = δD(x) = δB2(x)
for any x ∈ B1. Throughout this paper, without loss of generality, we always assume that
R0 = R1.
To obtain the sharp estimates of the exit distributions for Y (see Theorem 4.2), we need
additional conditions for the regularity of κ and φ.
(Kη) There are L3 > 0 and η > α/2 such that |κ(x, x + h) − κ(x, x)| 6 L3|h|η for every
x, h ∈ Rd, |h| 6 1.
Note that the condition (Kη) implies that
|κ(x+ h1, x+ h2)− κ(x, x)| 6 2L3(|h1|η + |h2|η), for |h1|, |h2| < 1.
(SD) φ ∈ C1(0,∞) and r → −ν ′(r)/r is decreasing.
(See Remark 1.4.)
Now, we state the following theorem, which is one of the main results of this paper. Let
δD(x) be the distance between x and D
c, and let
Ψ(t, x) :=
(
1 ∧
√
φ(δD(x))
t
)
. (1.7)
Theorem 1.3. Suppose that Y is a symmetric pure jump Hunt process whose jumping inten-
sity kernel J satisfies the conditions (J1), (SD), and (Kη). Suppose that D is a bounded
C1,1 open set in Rd with characteristics (R0,Λ). Then, for each T > 0, there exists c1 =
c1(φ, L0, L3, η, R0,Λ, T, d) and c2 = c2(φ, L0, L3, η, R0,Λ, T, d, diam(D)) > 0 such that the tran-
sition density pD(t, x, y) of Y
D has the following estimates.
(1) For any (t, x, y) ∈ (0, T ]×D ×D, we have
c−11 Ψ(t, x)Ψ(t, y) p(t, x, y) 6 pD(t, x, y) 6 c1Ψ(t, x)Ψ(t, y) p(t, x, y)
(2) For any (t, x, y) ∈ [T,∞)×D ×D, we have
c−12 e
−t λD
√
φ(δD(x))
√
φ(δD(y)) 6 pD(t, x, y) 6 c2e
−t λD
√
φ(δD(x))
√
φ(δD(y)),
where −λD < 0 is the largest eigenvalue of the generator of Y D.
Remark 1.4. Conditions (SD) and (WS) hold for a large class of pure jump isotropic unimodal
Le´vy processes including all subordinate Brownian motions with weak scaling conditions (see
(1.8)): let W = (Wt,Px) be a Brownian motion in R
d and S = (St) be an independent driftless
subordinator with Laplace exponent ϕ1. The Laplace exponent ϕ1 is a Bernstein function with
ϕ1(0+) = 0. Since ϕ1 has no drift part, ϕ1 can be written in the form
ϕ1(λ) =
∫ ∞
0
(1− e−λt)µ(dt) .
Here µ is a σ-finite measure on (0,∞) satisfying ∫∞
0
(t ∧ 1)µ(dt) < ∞. µ is called the Le´vy
measure of the subordinator S.
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The subordinate Brownian motion Z = (Zt,Px) is defined by Zt =WSt . The density of the
Le´vy measure of Z with respect to the Lebesgue measure is given by x→ νd(|x|) with
νd(r) =
∫ ∞
0
(4πt)−d/2 exp
(
−r
2
4t
)
µ(t)dt, r 6= 0.
Thus, r → νd(r) is smooth for r > 0, and
−ν
′
d(r)
r
= 2πνd+2(r), r > 0
which is decreasing. Suppose that
c
(
R
r
)α/2
6
ϕ1(R)
ϕ1(r)
6 C
(
R
r
)α/2
for 0 < r 6 R. (1.8)
Then, by [4, Theorem 26]
νd(r) ≍ r−dϕ1(r−2).
Let φ̂(r) := r−dνd(r)
−1 (so that νd(r) = φ̂(r)
−1r−d). Then φ̂ is smooth, and since φ̂(r) ≍
ϕ1(r
−2)−1, it satisfies (WS).
When either D is unbounded or β =∞, we need precise information on J , which is encoded
in (J2), for large |x−y|. Moreover, when β ∈ (1,∞], we need to impose an addition assumption
for D in order to obtain the sharp lower bound of pD(t, x, y); We say that the path distance
in an open set U is comparable to the Euclidean distance with characteristic λ1 if for every x
and y in U there is a rectifiable curve l in U that connects x to y such that the length of l is
less than or equal to λ1|x − y|. Clearly, such a property holds for all bounded C1,1 connected
open sets, C1,1 connected open sets with compact complements, and connected open sets above
graphs of C1,1 functions.
Theorem 1.5. Suppose that Y is a symmetric pure jump Hunt process whose jumping intensity
kernel J satisfies the conditions (J2), (SD) and (Kη). Suppose that D is a C
1,1 open set in
R
d with characteristics (R0,Λ). Then, for each T > 0, the transition density pD(t, x, y) of Y
D
has the following estimates.
(1) There is a positive constant c1 = c1(β, χ, φ, L0, L3, η, R0,Λ, T, d) such that for all (t, x, y) ∈
(0, T ]×D ×D we have
pD(t, x, y) 6 c1Ψ(t, x)Ψ(t, y)
{
FC1.2∧γ1,γ1,T
(t, |x− y|/6) if β ∈ [0,∞),
FC1.2,γ1,T
(t, |x− y|/4) if β =∞,
where C1.2 is the constant in Theorem 1.2.
(2) There is a positive constant c2 = c2(β, χ, φ, L0, L3, η, R0,Λ, T, d) such that for all t ∈ (0, T ]
we have
pD(t, x, y) > c2Ψ(t, x)Ψ(t, y)

[φ−1(t)]−d ∧ te−γ2|x−y|βν(|x− y|) if β ∈ [0, 1],
[φ−1(t)]−d ∧ tν(|x− y|) if β ∈ (1,∞) and |x− y| < 1,
or β =∞ and |x− y| 6 4/5.
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(3) Suppose, in addition, that the path distance in D is comparable to the Euclidean distance
with characteristic λ1. Then, there are positive constants ci = ci(β, χ, φ, L0, L3, η, R0,Λ, T, d, λ1),
i = 3, 4, such that if x, y ∈ D and t ∈ (0, T ], we have
pD(t, x, y) > c3Ψ(t, x)Ψ(t, y)
{
Fc4,γ2,T (t, |x− y|) if β ∈ (1,∞) and |x− y| > 1,
Fc4,γ2,T (t, 5|x− y|/4) if β =∞ and |x− y| > 4/5.
(4) If β ∈ (1,∞), there is a positive constant c5 = c5(β, χ, φ, L0, L3, η, R0,Λ, T, d) such that
for every x, y in the different components of D with |x− y| > 1 and t ∈ (0, T ] we have
pD(t, x, y) > c5Ψ(t, x)Ψ(t, y)te
−γ2(5|x−y|/4)βν(|x− y|).
(5) Suppose in addition that β = ∞ and D is bounded and connected. Then the claim of
Theorem 1.3 (2) holds.
Recall that the Green function GD(x, y) of Y on D is defined as GD(x, y) =
∫∞
0
pD(t, x, y)dt.
As an application of Theorem 1.3 and 1.5, we derive the sharp two sided estimate on the Green
function GD(x, y) of Y on bounded C
1,1 open sets. For notational convenience, let
a(x, y) :=
√
φ(δD(x))
√
φ(δD(y)) (1.9)
and
g(x, y) :=

φ(|x− y|)
|x− y|d
(
1 ∧ φ(δD(x))
φ(|x− y|)
)1/2(
1 ∧ φ(δD(y))
φ(|x− y|)
)1/2
when d > 2,
a(x, y)
|x− y| ∧
(
a(x, y)
φ−1(a(x, y))
+
(∫ φ−1(a(x,y))
|x−y|
φ(s)
s2
ds
)+)
when d = 1
where x+ := x ∨ 0.
Theorem 1.6. Suppose that D is a bounded C1,1 open set in Rd with characteristics (R0,Λ).
Let Y be a symmetric pure jump Hunt process whose jumping intensity kernel J satisfies (Kη)
and (SD). Suppose either (1) the jumping intensity kernel J satisfies the condition (J1), or
(2) D is connected and the jumping intensity kernel J satisfies the condition (J2) with β =∞.
Then for every (x, y) ∈ D ×D, we have GD(x, y) ≍ g(x, y).
Remark 1.7. When d = 1, if either α < 1 or α > 1, one can write the Green function estimates
in simpler forms. (see, [17, Corollary 7.4 and Remark 7.5])
In addition, we obtain the uniform and scale-invariant boundary Harnack inequality with
explicit decay rates in C1,1 open sets as an application of Theorems 1.5 and 1.6(1). A function
f : Rd → R is said to be harmonic in the open set D with respect to Y if for every open set
U ⊂ D whose closure is a compact subset of D, Ex[|f |(YτU )] <∞ for every x ∈ U and
f(x) = Ex[f(YτU )] for every x ∈ U. (1.10)
It is said that f is regular harmonic in D with respect to Y if f is harmonic in D with respect
to Y and (1.10) holds for U = D.
The next condition guarantees that C2c (R
d) is in the domain of the Feller generator.
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(L) Y is Feller and there exists a function q(r) such that J(x, y) 6 q(|x− y|) and
lim
R→∞
∫
|h|>R
q(|h|)dh = 0. (1.11)
Note that if (J2) holds, then clearly (1.11) holds, and Y is Feller based on Theorem 1.2. Thus,
condition (L) is weaker than condition (J2).
The next condition on J is necessary for the boundary Harnack inequality to hold (see [7,
Assumption C and Example 5.14]).
(C) For any 0 < r < R 6 2 there exists C∗ = C∗(φ, d, r/R) such that for any x0 ∈ Rd,
x ∈ B(x0, r) and y ∈ B(x0, R)c, (C∗)−1J(x0, y) 6 J(x, y) 6 C∗J(x0, y).
Note that when β ∈ [0, 1], condition (J2) implies (C). In contrast, when β ∈ (1,∞], the
boundary Harnack inequality does not hold under condition (J2).
Theorem 1.8. Suppose D is a C1,1 open set in Rd with characteristics (R0,Λ). Let Y be
a symmetric pure jump Hunt process whose jumping intensity kernel J satisfies conditions
(J1), (L), (C), (Kη), and (SD). Then, there exists c = c(φ, L0, L3, η,Λ, d) such that for any
0 < r < R0 ∧ 1, z ∈ ∂D and any non-negative function f in Rd that is regular harmonic in
D ∩B(z, r) with respect to Y , and vanishes in Dc ∩B(z, r), we have
f(x)
f(y)
6 c
√
φ(δD(x))
φ(δD(y))
for any x, y ∈ D ∩B(z, r/2).
The rest of this paper is organized as follows. In Section 2, we solve a martingale-type
problem for Y which yields a Dynkin-type formula. Section 3 deals with the isotropic Le´vy
process Z with Le´vy measure ν(|x|)dx. We compute some key upper bounds of the generator
of Z on our testing function for C1,1 open sets. In Section 4, we present the key estimates of
exit distributions (Theorem 4.2). Section 5 contains the proof of the upper bound of pD(t, x, y).
We use Meyer’s construction when |x− y| < c. Then, by using Lemma 5.1 twice, we prove the
upper bound of pD(t, x, y) without using the lower bound of p(t, x, y). In Sections 6 and 7, we
prove the lower bound estimates for pD(t, x, y). First, we consider the case δD(x)∧δD(y) > t1/α;
that is, x and y are kept away from the boundary of D. These results are presented in Section
6 and the key estimates of the exit distributions obtained in Section 4 are used in Section 7
to prove the lower bound for all x, y ∈ D. Finally, in Section 8, as an application of Theorem
4.2, we derive the Green function estimates and the uniform scale-invariant Boundary Harnack
inequality with explicit decay rates in C1,1 open sets.
Throughout the rest of this paper, positive constants L0, L1, L2, L3, γ1, γ2 can be regarded as
fixed. In the statements and the proofs of results, constants ci = ci(a, b, c, . . .), i = 1, 2, 3, . . . ,
denote generic constants that depend on a, b, c, . . ., the exact values of which are unimportant.
These are given anew in each statement and each proof. The dependence of the constants on
the dimension d > 1 is not be mentioned explicitly.
For a function space H(U) on an open set U in Rd, we let Hc(U) := {f ∈ H(U) :
f has compact support}, H0(U) := {f ∈ H(U) : f vanishes at infinity} and Hb(U) := {f ∈
H(U) : f is bounded}.
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2 Generator of Y
In this section, we assume that Y is the symmetric pure jump Hunt process with the jump-
ing intensity kernel J satisfying the conditions (J1.1), (J1.2) and (Kη). Recall that these
conditions imply that Y is strong Feller (see [11, Theorem 3.1]).
We define an operator L by
Lg(x) := P.V.
∫
(g(x+ h)− g(x))J(x, x+ h)dh := lim
ε ↓0
Lεg(x), (2.1)
where
Lεg(x) :=
∫
|h|>ε
(g(x+ h)− g(x))J(x, x+ h)dh,
whenever these exist pointwise. Let g ∈ C2c (Rd) and ε < r < 1, then by (J1.1), we have
Lεg(x) = κ(x, x)
∫
ε<|h|<r
(g(x+ h)− g(x)− h · ∇g(x))ν(|h|)dh
+
∫
ε<|h|<r
(g(x+ h)− g(x))(κ(x, x+ h)− κ(x, x))ν(|h|)dh
+
∫
r6|h|61
(g(x+ h)− g(x))κ(x, x+ h)ν(|h|)dh+
∫
1<|h|
(g(x+ h)− g(x))J(x, x+ h)dh.
Since (Kη) holds, we have that
|(g(x+ h)− g(x))(κ(x, x+ h)− κ(x, x))| 6 ||∇g||∞(L3 + 2L0)|h|η+1, x, h ∈ Rd.
Since (WS) and the inequality η > α/2 > α−1 imply ∫
|h|<r
|h|2ν(|h|)dh 6 ∫
|h|<r
|h|η+1ν(|h|)dh <
∞, Lg is well defined and Lεg converges to Lg locally uniformly on Rd. Furthermore, for every
0 < r < 1,
Lg(x) = κ(x, x)
∫
|h|<r
(g(x+ h)− g(x)− h · ∇g(x))ν(|h|)dh
+
∫
|h|<r
(g(x+ h)− g(x))(κ(x, x+ h)− κ(x, x))ν(|h|)dh
+
∫
r6|h|61
(g(x+ h)− g(x))κ(x, x+ h)ν(|h|)dh+
∫
1<|h|
(g(x+ h)− g(x))J(x, x+ h)dh. (2.2)
Now we are ready to prove the following lemma.
Lemma 2.1. There is C2.1 = C2.1(φ, η, L0, L3) > 0 such that for any function g ∈ C2c (Rd)
and 0 < r < 1,
||Lg||∞ 6 C2.1
φ(r)
(
r2||∂2g||∞ + rη+1||∇g||∞ + ||g||∞
)
. (2.3)
Proof. By (2.2), (1.4), (Kη) and (J1.2), we obtain that
|Lg(x)| 6 c0
(
L0||∂2g||∞
∫ r
0
s
φ(s)
ds+ L3||∇g||∞
∫ r
0
sη
φ(s)
ds
+ 2L0||g||∞
∫ 1
r
ds
sφ(s)
)
+ c1||g||∞. (2.4)
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For s 6 r, since φ(r)/φ(s) 6 C(r/s)α by (WS) and η > α/2 > α− 1, we have∫ r
0
sη
φ(s)
ds 6
C
φ(r)
1
η + 1− αr
η+1. (2.5)
For r < s, since c(s/r)α 6 φ(s)/φ(r) by (WS), we have∫ ∞
r
ds
sφ(s)
6
c−1
φ(r)
rα
∫ ∞
r
s−1−αds < (c α)−1
1
φ(r)
. (2.6)
Applying (2.5) and (2.6) to (2.4), we conclude that (2.3) hold.
Lemma 2.2. For any u ∈ C2c (Rd) and x ∈ Rd, there exists a Px-martingale Mut with respect
to the filtration of Y such that
Mut = u(Yt)− u(Y0)−
∫ t
0
Lu(Ys)ds
Px-a.s. In particular, for any stopping time S with ExS <∞ we have
Exu(YS)− u(x) = Ex
∫ S
0
Lu(Ys)ds. (2.7)
Proof. Let (A,D(A)) be the L2-generator of the semigroup Tt with respect to Y . Due to
[40, Proposition 2.5], we have C2c (R
d) ⊂ D(A) and A|C2c (Rd) = L|C2c (Rd). Since Tt is strongly
continuous (see [27, Theorem 1.3.1 and Lemma 1.3.2]) we have that for any f ∈ D(A) and
t > 0, ∣∣∣∣∣∣∣∣(Ttf − f)− ∫ t
0
TsAfds
∣∣∣∣∣∣∣∣
L2
= 0
(see e.g. [24, Proposition 1.5]). Hence for u ∈ C2c (Rd),
Ttu(x)− u(x) =
∫ t
0
TsLu(x)ds, a.e. x ∈ Rd, (2.8)
and Lu is bounded by Lemma 2.1.
Let us denote gt(x) =
∫ t
0
TsLu(x)ds. First, we show that gt ∈ Cb(Rd), t > 0. Note that
gt(x) 6 t||Lu||∞. Hence, since Tε is strong Feller for any ε > 0, we have Tεgt−ε ∈ Cb(Rd) for all
ε ∈ (0, t). Moreover,
|gt(x)− Tεgt−ε(x)| = |gε(x)| 6 ε||Lu||∞.
Hence, gt is continuous and (2.8) holds for any x ∈ Rd. This and Markov property imply that
Mut = u(Yt)− u(Y0)−
∫ t
0
Lu(Ys)ds
is Px-martingale for any x ∈ Rd. Since |Mut | 6 2||u||∞ + t||Lu||∞, by the optional stopping
theorem (2.7) follows.
Lemma 2.3. There exists a constant C2.3 = C2.3(φ, η, L0, L3) > 0 such that, for any r ∈ (0, 1],
x0 ∈ Rd, and any stopping time S (with respect to the filtration of Y ), we have
Px (|YS − x0| > r) 6 C2.3
Ex[S]
φ(r)
, x ∈ B(x0, r/2).
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Proof. Fix x0 ∈ Rd. Since this lemma is clear for Ex[S] = ∞, we consider the case that
Ex[S] < ∞ for x ∈ B(x0, r/2). Define a radial function g ∈ C∞c (Rd) such that −1 6 g 6 0,
with
g(y) :=
{ −1, if |y| < 1/2
0, if |y| > 1.
Then,
d∑
i=1
∥∥∥∥ ∂∂yi g
∥∥∥∥
∞
+
d∑
i,j=1
∥∥∥∥ ∂2∂yi∂yj g
∥∥∥∥
∞
= c1 <∞.
For any r ∈ (0, 1], define gr(y) = g(x0−yr ) so that −1 6 gr 6 0,
gr(y) =
{
−1, if |x0 − y| < r/2
0, if |x0 − y| > r,
(2.9)
and
d∑
i=1
∥∥∥∥ ∂∂yi gr
∥∥∥∥
∞
< c1 r
−1 and
d∑
i,j=1
∥∥∥∥ ∂2∂yi∂yj gr
∥∥∥∥
∞
< c1 r
−2. (2.10)
By Lemma 2.1, there exists c2 = c2(α, c, α, C, η, L0, L3) > 0 such that for 0 < r < 1,
||Lgr||∞ 6 c2
φ(r)
. (2.11)
Combining Lemma 2.2, (2.9) and (2.11), we find that for any x ∈ B(x0, r/2) with ExS <∞,
we have
Px (|YS − x0| > r) = Ex [1 + gr (YS) ; |YS − x0| > r]
6 Ex [1 + gr (YS)] = −gr(x) + Ex [gr (YS)] = Ex
[∫ S
0
Lgr(Yt)dt
]
6 ‖Lgr‖∞ Ex[S]
6 c2
Ex[S]
φ(r)
.
Recall that for any open set D ⊂ Rd, τD = inf{t > 0 : Yt /∈ D} denote the first exit time of
D by the process Yt.
Corollary 2.4. There exists a constant C2.4 = C2.4(φ, η, L0, L3) > 0 such that, for any
r ∈ (0, 1], x0 ∈ Rd, and any open sets U and D with D ∩ B(x0, r) ⊂ U ⊂ D, we have
Px (YτU ∈ D) 6 C2.4
Ex[τU ]
φ(r)
, x ∈ D ∩B(x0, r/2). (2.12)
Proof. Since D \ U ⊂ B(x0, r)c, by Lemma 2.3 we have that for x ∈ D ∩B(x0, r/2)
Px (YτU ∈ D) 6 Px (|YτU − x0| > r) 6 C2.3
Ex[τU ]
φ(r)
.
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3 Analysis on Z
Recall that Z is a pure jump isotropic unimodal Le´vy process with Le´vy measure ν(|x|)dx.
Moreover, we assume (SD) holds in this section. The Le´vy-Khintchine (characteristic) expo-
nent of Z has the form
ψ(|ξ|) =
∫
Rd
(1− cos(ξ · x)) ν(|x|)dx, ξ ∈ Rd. (3.1)
Let Zd be the last coordinate of Z and Mt = sups6t Z
d
s and let Lt be the local time at 0 for
Mt −Zdt , the last coordinate of Z reflected at the supremum. We consider its right-continuous
inverse, L−1s which is called the ascending ladder time process for X
1
t . Define the ascending
ladder-height process as Hs = Z
d
L−1s
=ML−1s . The Laplace exponent of Hs is
κ(ξ) = exp
{
1
π
∫ ∞
0
logψ(θξ)
1 + θ2
dθ
}
, ξ > 0.
(See [25, Corollary 9.7].) The renewal function V of the ascending ladder-height process H is
defined as
V (x) =
∫ ∞
0
P(Hs 6 x)ds, x∈ R.
then V (x) = 0 if x < 0 and V is non-decreasing. Also V is subadditive (see [2, p.74]), that is,
V (x+ y) 6 V (x) + V (y), x, y ∈ R, (3.2)
and V (∞) = ∞. Since the distribution of Zdt is absolutely continuous for every t > 0 the
resolvent measures of Zdt as well, (see [26, Theorem 6]), it follows by [42, Theorem 2] that V (x)
is absolutely continuous and harmonic on (0,∞) for the process Zdt . Also, V ′ is a positive
harmonic function for Zdt on (0,∞), hence V is actually (strictly) increasing.
For r > 0, define Pruitt’s function h(r) =
∫
Rd
(1 ∧ |z|2r−2) ν(dz) (e.g., see [38]). By [4,
Corollary 3] and [6, Proposition 2.4] (see also [2, p.74]), we first note that
h(r) ≍ [V (r)]−2 ≍ κ(r−1) ≍ ψ(r−1) for any r > 0.
Clearly, (WS) implies that s→ φ(s−1)−1 also satisfies (WS), that is, using the notation in [4],
s→ φ(s−1)−1 ∈WLSC(α, c, 0) ∩ WUSC(α,C, 0). So by (1.2) and [4, Proposition 28], we have
that
ψ(r) ≍ φ(r−1)−1 for any r > 0.
Combining these observations, we conclude that
V (r) ≍ [φ(r)]1/2 and ν(r) ≍ [V (r)]−2r−d for any r > 0. (3.3)
So by (WS), there exists CV := (c, C, d) > 1 such that
C−1V
(
R
r
)α/2
6
V (R)
V (r)
6 CV
(
R
r
)α/2
for any 0 < r 6 R. (3.4)
Define w(x) := V ((xd)
+) and H := {x = (x˜, xd) ∈ Rd : xd > 0}. Since the renewal function
V is harmonic on (0,∞) for Zd, by the strong Markov Property w is harmonic in H with respect
to Z.
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Proposition 3.1. x → V (x) is twice-differentiable for any x > 0, and there exists C3.1 > 0
such that
|V ′′(x)| 6 C3.1
V ′(x)
x ∧ 1 and V
′(x) 6 C3.1
V (x)
x ∧ 1 , x > 0.
Proof. Let f((y˜, xd)) = V
′((xd)
+) for y˜ ∈ Rd−1. Then f is harmonic in H. The assumption [36,
(A)] is satisfied by (SD). Hence, by Theorem 1.1 therein, we get for any x > 0∣∣∣∣ ∂∂xd f((0˜, x))
∣∣∣∣ 6 C3.1f((0˜, x))x ∧ 1 and ∂∂xdw(0˜, x) 6 C3.1w(0˜, x)x ∧ 1 .
These imply the claim of proposition, because V (x) = w(0˜, x) and V ′(x) = f(0˜, x), x > 0.
Proposition 3.2. For λ > 0, there exists C3.2 = C3.2(d, λ) > 0 such that for any r > 0, we
have
sup
{x∈Rd : 0<xd6λr}
∫
B(x,r)c
w(y)ν(|x− y|)dy < C3.2
V (r)
. (3.5)
Proof. Since w(x+ z) = V (xd + zd) 6 V (xd) + V (|z|) for xd > 0, it follows that∫
B(x,r)c
w(y)ν(|x− y|)dy =
∫
B(0,r)c
w(x+ z)ν(|z|)dz
6 V (xd)
∫
B(0,r)c
ν(|z|)dz +
∫
B(0,r)c
V (|z|)ν(|z|)dz.
By [6, (2.23) and Lemma 3.5], we have that
sup
{x∈Rd : 0<xd6λr}
∫
B(x,r)c
w(y)ν(|x− y|)dy 6 c1
(
V (λr)
[V (r)]2
+
1
V (r)
)
.
Since V is subadditive, V (λr) 6 (λ + 1)V (r) for any λ > 0, and therefore we conclude the
result.
For any function f : Rd → R and x ∈ Rd, we define an operator as follows:
LZf(x) := P.V.
∫
Rd
(f(y)− f(x))ν(|x− y|)dy := lim
ε↓0
LεZf(x),
D(LZ) :=
{
f ∈ C2(Rd) : P.V.
∫
Rd
(f(y)− f(x))ν(|x− y|)dy exists and is finite.
}
,
where
LεZf(x) :=
∫
B(x,ε)c
(f(y)− f(x))ν(|x− y|)dy. (3.6)
Recall that C20(R
d) be the collection of C2 functions in Rd vanishing at infinity. It is well
known that C20(R
d) ⊂ D(LZ) and that, by the rotational symmetry of Z, AZ |C20 (Rd) = LZ|C20 (Rd)
where AZ is the infinitesimal generator of Z(e.g. [39, Theorem 31.5]). Hence, we see that
Dynkin formula holds for LZ : for each g ∈ C20 (Rd) and any bounded open subset U of Rd we
have
Ex
∫ τU
0
LZg(Zt)dt = Ex[g(ZτU )]− g(x). (3.7)
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Theorem 3.3. For any x ∈ H, LZw(x) is well-defined and LZw(x) = 0.
Proof. By subadditivity of V , |w(y) − w(x)| 6 V (|yd − xd|) 6 V (|x − y|) for x ∈ H. By [6,
Lemma 3.5], it follows that for any ε ∈ (0, 1/2)∣∣∣∣∫
B(x,ε)c
(w(y)− w(x))ν(|x− y|)dy
∣∣∣∣ 6 ∫
B(0,ε)c
V (|z|)ν(|z|)dz < c1
V (ε)
<∞. (3.8)
Thus LεZw(x) is well defined in H and
LεZw(x) =
∫
B(x,ε)c
(w(y)− w(x)− 1{|x−y|<1}(x− y) · ∇w(x))ν(|x− y|)dy.
Since Proposition 3.1 implies V
′′
(s) exists and so w is twice differentiable in H, we have that
x 7→
∫
B(x,ε)
(w(y)− w(x)− (x− y) · ∇w(x))ν(|x− y|)dy
converges to 0 locally uniformly in H as ε ↓ 0. From (3.8), we see that LεZw(x) converges to
LZw(x) =
∫
Rd
(w(y)− w(x)− 1{|x−y|<1}(x− y) · ∇w(x))ν(|x− y|)dy
locally uniformly in H as ε ↓ 0.
For every x ∈ H, z ∈ B(x, (ε ∧ xd)/2) and y ∈ B(z, ε)c, it holds that |y − z|/2 6 |x− y| 6
3|y − z|/2. Since r → ν(r) is decreasing, using Proposition 3.1
1{|y−z|>ε}
∣∣w(y)− w(z)− 1{|y−z|<1}(y − z) · ∇w(z)∣∣ ν(|y − z|)
6 c2
(
sup
ε/2<s<xd+2
V ′′(s)
)
|x− y|21{ε/2<|x−y|<2}ν(|x− y|/2)
+ (w(y) + V (xd + 1))1{|x−y|>1/2}ν(|x− y|/2).
So applying the dominated convergence theorem with Proposition 3.2 and the fact that ν is
a Le´vy density, we obtain that x → LεZw(x) is continuous for each ε. Therefore, the function
LZw(x) is continuous in H.
Let U1 and U2 be relatively compact open subsets of H satisfying U1 ⊂ U2 ⊂ U2 ⊂ H and
0 < r0 := dist(U1, U
c
2) < 1. By Proposition 3.2,∫
U1
∫
Uc2
w(y)ν(|x− y|)dydx 6 |U1| sup
x∈U1
∫
Uc2
w(y)ν(|x− y|)dy
6 |U1| sup
x∈U1
∫
B(x,r0)c
w(y)ν(|x− y|)dy <∞. (3.9)
Since w is harmonic, w(ZτU1 ) ∈ L1(Px) and
sup
x∈U1
Ex[1Uc2 (ZτU1 )w(ZτU1 )] 6 sup
x∈U1
Ex[w(ZτU1 )] = sup
x∈U1
w(x) <∞. (3.10)
From (3.9) and (3.10), the conditions [9, (2.4), (2.6)] hold and by [9, Lemma 2.3, Theorem
2.11(ii)], we have that for any f ∈ C2c (H),
0 =
∫
Rd
∫
Rd
(w(y)− w(x))(f(y)− f(x))ν(|x− y|)dxdy. (3.11)
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For f ∈ C2c (H) with supp(f) ⊂ U1 ⊂ U2 ⊂ U2 ⊂ H,∫
Rd
∫
Rd
|w(y)− w(x)||f(y)− f(x)|ν(|x− y|)dxdy
=
∫
U1
∫
U2
|w(y)− w(x)||f(y)− f(x)|ν(|x− y|)dxdy + 2
∫
U1
∫
Uc2
|w(y)− w(x)||f(y)|ν(|x− y|)dxdy
6c2
∫
U1×U2
|x− y|2ν(|x− y|)dxdy + 2||f ||∞
∫
U1
∫
Uc2
w(y)ν(|x− y|)dxdy
+ 2||f ||∞|U1|
(
sup
y∈U1
w(y)
)∫
U1
∫
Uc2
ν(|x− y|)dxdy, (3.12)
and it is finite from (3.9) and the fact that ν is a Le´vy density. Applying the dominated
convergence theorem with (3.11) and (3.12), for any f ∈ C2c (H), we have
0 = lim
ε↓0
∫
{(x,y)∈Rd×Rd:|x−y|>ε}
(w(y)− w(x))(f(y)− f(x))ν(|x− y|)dxdy
=− 2 lim
ε↓0
∫
H
f(x)
(∫
{y∈Rd:|x−y|>ε}
(w(y)− w(x))ν(|x− y|)dy
)
dx = −2
∫
H
f(x)LZw(x)dx.
We have used Fubini’s theorem and the fact that LεZw → LZw converges uniformly on the
support f . Hence, by the continuity of LZw, we have LZw(x) = 0 in H.
Proposition 3.4. Suppose that D is a C1,1 open set in Rd with characteristics (R0,Λ). For
any z ∈ ∂D and r 6 1 ∧ R0, we define
hr(y) = hr,z(y) := V (δD(y))1D∩B(z,r)(y).
There exists C3.4 = C3.4(φ,Λ, d) > 0 independent of z such that LZh is well-defined in D ∩
B(z, r/4) and
|LZhr(x)| 6 C3.4
V (r)
for all x ∈ D ∩B(z, r/4). (3.13)
Proof. Since the case of d = 1 is easier, we give the proof only for d > 2. Without loss
of generality, we assume that R0 < 1 and Λ > 1. For x ∈ D ∩ B(z, r/4), let zx ∈ ∂D
be the point satisfying δD(x) = |x − zx|. Let ϕ be a C1,1 function and CS = CSzx be an
orthonormal coordinate system with zx chosen so that ϕ(0˜) = 0, ∇ϕ(0˜) = (0, . . . , 0), ‖∇ϕ‖∞ 6
Λ, |∇ϕ(y˜)−∇ϕ(z˜)| 6 Λ|y˜−z˜|, and x = (0˜, xd), D∩B(zx, R0) = {y = (y˜, yd) ∈ B(0, R0) in CS :
yd > ϕ(y˜)}. We fix the function ϕ and the coordinate system CS, and we define a function
gx(y) = V (δH(y)) = V (yd), where H = {y = (y˜, yd) in CS : yd > 0} is the half space in CS.
Note that hr(x) = gx(x), and that LZ(hr − gx) = LZhr by Theorem 3.3. So, it suffices to
show that LZ(hr−gx) is well defined and that there exists a constant c1 = c1(α, c, α, C,Λ, d) > 0
independent of x ∈ D ∩B(z, r/4) and z ∈ ∂D such that∫
D∪H
|hr(y)− gx(y)|ν(|x− y|)dy 6 c1V (r)−1. (3.14)
We define ϕ̂ : B(0˜, r)→ R by ϕ̂(y˜) := 2Λ|y˜|2. Since ∇ϕ(0˜) = 0, by the mean value theorem
we have −ϕ̂(y˜) 6 ϕ(y˜) 6 ϕ̂(y˜) for any y ∈ D ∩B(x, r/2) and so that
{z = (z˜, zd) ∈ B(x, r/2) : zd > ϕ̂(z˜)} ⊂ D ∩B(x, r/2)
⊂ {z = (z˜, zd) ∈ B(x, r/2) : zd > −ϕ̂(z˜)}.
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Let A := {y ∈ (D ∪ H) ∩ B(x, r/4) : −ϕ̂(y˜) 6 yd 6 ϕ̂(y˜)} and E := {y ∈ B(x, r/4) : yd >
ϕ̂(y˜)} ⊂ D. We will prove (3.14) by showing that I + II + III 6 c1V (r)−1, where
I :=
∫
B(x,r/4)c
(hr(y) + gx(y))ν(|x− y|)dy,
II :=
∫
A
(hr(y) + gx(y))ν(|x− y|)dy, and III :=
∫
E
|hr(y)− gx(y)|ν(|x− y|)dy.
First, since hr 6 V (r), by [6, (2.23)] and Proposition 3.2, we have
I 6 V (r)
∫
B(x,r/4)c
ν(|x− y|)dy + sup
{z∈Rd:0<zd<r}
∫
B(z,r/4)c∩H
gx(y)ν(|z − y|)dy
6 c2V (r)
−1 + sup
{z∈Rd:0<zd<r}
∫
B(z,r/4)c∩H
w(y)ν(|z − y|)dy 6 (c2 + C3.2)V (r)−1.
For y ∈ A, since ϕ̂(y˜) 6 2Λ|y˜| and V is increasing and subadditive, we observe that
hr(y) + gx(y) 6 2V (2ϕ̂(y˜)) 6 c3V (|y˜|). For s 6 r/4, note that md−1({y : |y˜| = s,−ϕ̂(y˜) 6 yd 6
ϕ̂(y˜)}) 6 c4sd where md−1(dy) is the surface measure on Rd−1. Thus
∫
|y˜|=s
1A(y)V (|y˜|)ν(|y˜|)
md−1(dy) 6 c4V (s)ν(s)s
d for 0 < s < r/4. From (3.4), we note that V (s)−1 6 CV V (r)
−1(r/s)α/2
for s 6 r. Hence, by (3.3) and (1.2),
II 6 c3c4
∫ r
0
V (s)ν(s)sdds
6 c5
∫ r
0
V (s)−1sds 6 c4 · CV V (r)−1rα/2
∫ r
0
s−α/2ds
= c5 · CV V (r)−1 1
1− α/2 r
1
6 c6V (r)
−1
for some positive constant c6 = c6(α, c, C,Λ, d).
When y ∈ E, we have that |yd − δD(y)| 6 Λ|y˜|2. Indeed, if 0 < yd = δH(y) 6 δD(y)
and y ∈ E, δD(y) 6 yd + |ϕ(y˜)| 6 yd + Λ|y˜|2. Since we assume that R0 < 1 and Λ > 1, if
yd = δH(y) > δD(y) and y ∈ E, the interior ball condition implies that
yd − δD(y) 6 yd −R0 +
√
|y˜|2 + (R0 − yd)2 = |y˜|
2√|y˜|2 + (R0 − yd)2 + (R0 − yd)
6
|y˜|2
2(R0 − yd) 6
|y˜|2
R0
6 Λ|y˜|2.
Furthermore, |yd − δD(y)| 6 Λ|y˜|2 yields that
Λ|y˜|2 6 yd − Λ|y˜|2 6 yd ∧ δD(y) and yd ∨ δD(y)− (yd − Λ|y˜|2) 6 2Λ|y˜|2.
Hence, by the mean value Theorem and the scale invariant Harnack inequality for Zd ([11,
Theorem 1.4]) applying to V ′, we have that
|hr(y)− gx(y)| =|V (δD(y))− V (yd)| 6 sup
u∈[(yd∧δD(y), yd∨δD(y)]
V ′(u)|δD(y)− yd|
6 sup
u∈[yd−Λ|y˜|2, yd∨δD(y)]
V ′(u)|δD(y)− yd|
6 c7 inf
u∈[yd−Λ|y˜|2, yd∨δD(y)]
V ′(u)|y˜|2 6 2Λc7V ′
(
yd − 12 ϕ̂(y˜)
) |y˜|2. (3.15)
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Since E ⊂ {(y˜, yd) : |y˜| < r/4, ϕ̂(y˜) < yd < 12 ϕ̂(y˜) + r/2}, using with (3.15) and the polar
coordinates for |y˜| = v, we first see that
III 6 2Λc7
∫
E
V ′
(
yd − 12 ϕ̂(y˜)
) |y˜|2ν(|x− y|)dy
6 c8
∫ r/4
0
∫ 1
2
ϕ̂(v)+r/2
ϕ̂(v)
V ′(yd − 12 ϕ̂(v))ν((v2 + |yd − xd|2)1/2)vddyddv
Let s := yd − 12 ϕ̂(v). Since (v2 + |yd − xd|2)1/2 > (v + |yd − xd|)/2 and ν is decreasing, by (1.2)
and (3.3), we have that
ν((v2 + |yd − xd|2)1/2)vd 6 ν((v + |s+ 12 ϕ̂(r)− xd|)/2)(v + (|s+ 12 ϕ̂(v)− xd|)d
6 c9V (v + |s+ 12 ϕ̂(v)− xd|)−2
For g(s) := supu>s(V (u)/u), V
′(s) 6 C3.1(V (s)/s) 6 C3.1g(s) by Proposition 3.1. Therefore
we have that
III 6 c8 · c9
∫ r/2
0
∫ r/2
0
V ′(s)V (v + |s+ 1
2
ϕ̂(v)− xd|)−2dsdv
6 c10
∫ r/2
0
∫ r/2
0
g(s)V (v + |s+ 1
2
ϕ̂(v)− xd|)−2dsdv.
Applying [34, Lemma 4.4] with non-increasing functions g(s) and f(s) := V (s)−2 and x(r) =
s+ 1
2
ϕ̂(r), we have that
III 6 c11
∫ 3r/4
0
G(u)V (u)−2du.
where G(u) =
∫ u
0
g(s)ds. By subadditivity of V and (3.4), G(u) 6 2
∫ u
0
(V (s)/s) ds 6 c12V (u).
Using (3.4) again, we conclude that
III 6 c11 · c12
∫ r
0
V (u)−1du 6 c13V (r)
−1rα/2
∫ r
0
u−α/2du 6 c14V (r)
−1
for some positive constant c14 := c14(α, α, c, C, d).
4 Estimates on exit distributions for Y
In this section we give some key estimates on exit distributions for Y . Throughout this section,
we assume that Y is the symmetric pure jump Hunt process with the jumping intensity kernel
J satisfying the conditions (J1.1), (J1.2), (SD) and (Kη).
For any x ∈ Rd, stopping time S (with respect to the filtration of Y ), and non-negative
measurable function f on R+ × Rd × Rd with f(s, y, y) = 0 for all y ∈ Rd and s > 0, we have
the following Le´vy system:
Ex
[∑
s6S
f(s, Ys−, Ys)
]
= Ex
[∫ S
0
(∫
Rd
f(s, Ys, y)J(Ys, y)dy
)
ds
]
(4.1)
(e.g., see [19, Appendix A]).
Throughout this section, we assume that D is a C1,1 open set with C1,1 characteristics
(R0,Λ), and without loss of generality, we will assume that R0 < 1 and Λ > 1. Recall that the
function hr(y) = hr,z(y) is defined in Proposition 3.4.
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Lemma 4.1. Let r 6 R0/2. For any z ∈ ∂D and k ∈ N, let Bk := {y ∈ D ∩ B(z, r/4) :
δD∩B(z,r/4)(y) > 2
−k}. Then, for every u ∈ Rd and k ∈ N with |u| < 2−k < 2−8r,
Luhr,z(w) := lim
ε↓0
∫
|(w−u)−y|>ε
(hr,z(y)− hr,z(w − u))J(w, u+ y)dy
is well defined in Bk and there exists C4.1 = C4.1(φ, L0, L3,Λ, η, d) > 0 independent of z ∈ ∂D,
k ∈ N with 2−k+8 < r 6 R0 such that
|Luhr,z(w)| 6 C4.1
V (r)
for all w ∈ Bk, |u| < 2−k.
Proof. We fix z ∈ ∂D and use the short notation hr(y) = hr,z(y). For any w ∈ Bk and
|u| < 2−k < 2−8r, let x := w − u ∈ B(z, r/4). Define κu(x, y) := κ(u + x, u + y), and for
ε < 2−k−1 denote Aε(x) and L(x) by
Aε(x) :=
∫
ε<|x−y|61
(hr(y)− hr(x))(κu(x, y)− κu(x, x))ν(|x− y|)dy,
L(x) :=
∫
1<|x−y|
(hr(y)− hr(x))(J(x, y)− κu(x, x)ν(|x− y|))dy,
so that ∫
ε<|x−y|61
(hr(y)− hr(x))κu(x, y)ν(|x− y|)dy +
∫
1<|x−y|
(hr(y)− hr(x))J(x, y)dy
=Aε(x) + κu(x, x) · LεZhr(x) + L(x)
where LεZ is defined in (3.6).
By the definition of hr, (1.4), (1.2) and (J1.2), for r 6 R0 < 1, we first obtain that
|L(x)| 6 c0
(∣∣∣∣∫
1<|x−y|
J(x, y)dy
∣∣∣∣+ ∣∣∣∣∫
1<|x−y|
ν(|x− y|)dy
∣∣∣∣) 6 c1V (r)−1. (4.2)
On the other hand,
|Aε(x)| 6
(∫
|x−y|<r/2
+
∫
r/26|x−y|
)
|hr(y)− hr(x)||κu(x, y)− κu(x, x)|ν(|x− y|)dy
=: I(x) + II(x).
For |x − y| < r/2, |hr(y)− hr(x)| 6 V (|x− y|) by subadditivity of V , and V (r)/V (|x− y|) 6
CV (r/|x − y|)α/2 by (3.4). Also |κu(x, y) − κu(x, x)| 6 L3|x − y|η by the assumption (Kη).
Hence (1.2) and (3.3) imply that
|I(x)| 6 c2
∫
|x−y|<r
V (|x− y|)−1|x− y|η−ddy
6 c2CV V (r)
−1rα/2
∫
|x−y|<r
|x− y|−α/2+η−ddy 6 c3V (r)−1 (4.3)
for some positive constant c3 := c3(α, c, C, L3, η, d). The last inequality holds since η > α/2.
To obtain the upper bound of II(x), note that |hr(y)− hr(x)| 6 2V (|x − y|) for r/2 6 |x −
y|. Indeed, if y ∈ (D ∩ B(z, r))c, then |hr(y)− hr(x)| = |hr(x)| 6 V (r) 6 2V (|x − y|) by
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subadditivity of V . If y ∈ D ∩ B(z, r), |hr(y)− hr(x)| 6 V (|δD(y)− δD(x)|) 6 V (|x − y|) by
subadditivity of V . Hence by (1.4) and [6, Lemma 3.5], we obtain that
|II(x)| 6 4L0
∫
r/26|x−y|
V (|x− y|)ν(|x− y|)dy 6 c5V (r)−1. (4.4)
From (4.3) and (4.4),
lim
ε↓0
Aε(x) exists and | lim
ε↓0
Aε(x)| 6 (c3 + c5)V (r)−1. (4.5)
Finally from Proposition 3.4, limε↓0 LεZhr(x) exists and∣∣∣∣limε↓0 LεZhr(x)
∣∣∣∣ 6 C3.4 V (r)−1. (4.6)
Hence combining (4.2), (4.5) and (4.6), we have the conclusion.
Theorem 4.2. For any x ∈ D, let zx ∈ ∂D be a point satisfying δD(x) = |x− zx|.
(1) There are constants A4.2 = A4.2(φ, L0, L3,Λ, η) ∈ (0, 1) and C4.2.1 = C4.2.1 (φ, L0, L3,
Λ, η) > 0, such that for any s 6 A4.2R0/2 and x ∈ D with δD(x) < s,
Ex
[
τD∩B(zx,s)
]
6 C4.2.1 V (s)V (δD(x)) . (4.7)
(2) There is a constant C4.2.2 = C4.2.2 (φ, L0, L3, Λ, η) > 0, such that for any s 6 R0/2,
λ > 4 and x ∈ D with δD(x) < λ−1s/2,
Px
(
YτD∩B(zx,λ−1s) ∈ {2Λ|y˜| < yd, λ
−1s < |y| < s in CSzx}
)
> C4.2.2
V (δD(x))
V (s)
. (4.8)
Proof. Without loss of generality, we assume that zx = 0. For R 6 R0/2, let hR(y) =
V (δD(y))1D∩B(0,R)(y). Let f > 0 be a smooth radial function such that f(y) = 0 for |y| > 1
and
∫
Rd
f(y)dy = 1. For k > 1, define fk(y) := 2
kdf(2ky) and h
(k)
R := fk ∗ hR ∈ C2c (Rd), and let
Bλk := {y ∈ D ∩ B(0, λ−1R/4) : δD∩B(0,λ−1R)(y) > 2−k} for λ > 4.
Since h
(k)
R is a C
2
c function, Lh(k)R is well defined everywhere. By Lemma 4.1, for w ∈ Bλk
and u ∈ B(0, 2−k) the following limit
lim
ε↓0
∫
|w−y|>ε
(hR(y − u)− hR(w − u))J(w, y)dy
= lim
ε↓0
∫
|(w−u)−y′|>ε
(hR(y
′)− hR(w − u))J(w, u+ y′)dy′ = LuhR(w)
exists and −C4.1V (R)−1 6 LuhR(w) 6 C4.1V (R)−1. We note that∫
|w−y|>ε
(h
(k)
R (y)− h(k)R (w))J(w, y)dy
=
∫
|w−y|>ε
∫
Rd
fk(u) (hR(y − u)− hR(w − u)) duJ(w, y)dy
=
∫
|u|<2−k
fk(u)
∫
|w−y|>ε
(hR(y − u)− hR(w − u))J(w, y)dydu.
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By letting ε ↓ 0 and using the dominated convergence theorem, it follows that for w ∈ Bλk and
2−k+8 < λ−1R,
|Lh(k)R (w)| =
∣∣∣∣∫
|u|<2−k
fk(u)LuhR(w) du
∣∣∣∣ 6 C4.1V (R)−1 ∫
|u|<2−k
fk(u) du = C4.1V (R)
−1. (4.9)
Applying Lemma 2.2 to Bλk and h
(k)
R , and using (4.9), for any x ∈ Bλk , we have
Ex
[
h
(k)
R
(
Yτ
Bλ
k
)]− C4.1V (R)−1Ex [τBλk ] 6 h(k)R (x) 6 Ex [h(k)R (YτBλk )]+ C4.1V (R)−1Ex [τBλk ] .
By letting k →∞, for any x ∈ D ∩B(0, λ−1R), we obtain
V (δD(x)) = hR(x) > Ex
[
hR
(
YτD∩B(0,λ−1R)
)]
− C4.1V (R)−1Ex
[
τD∩B(0,λ−1R)
]
(4.10)
and V (δD(x)) = hR(x) 6 Ex
[
hR
(
YτD∩B(0,λ−1R)
)]
+ C4.1V (R)
−1
Ex
[
τD∩B(0,λ−1R)
]
. (4.11)
For any z ∈ D ∩ B(0, λ−1R) and y ∈ D ∩ (B(0, R) \ B(0, λ−1R)), by the fact that ν is
decreasing and (1.3), ν(|y − z|) > ν(2|y|) > c1ν(|y|). So by (1.4), (J1.1) and (4.1), we obtain
Ex
[
hR
(
YτD∩B(0,λ−1R)
)]
> L−10 Ex
∫
D∩(B(0,R)\B(0,λ−1R))
∫ τD∩B(0,λ−1R)
0
ν(|Yt − y|)dthR(y)dy
> L−10 c1 Ex
[
τD∩B(0,λ−1R)
] ∫
D∩(B(0,R)\B(0,λ−1R))
ν(|y|)hR(y)dy. (4.12)
Let A := {(y˜, yd) : 2Λ|y˜| < yd}. For any y ∈ A∩B(0, R), since yd > 2Λ|y˜| > 2Λ|y˜|2 > ϕ(y˜),
we have A ∩B(0, R) ⊂ D ∩ B(0, R) and
δD(y) > (1 + Λ)
−1 (yd − ϕ(y˜)) > (2Λ)−1(yd − Λ|y˜|) > (4Λ)−1yd > (4Λ((2Λ)−2 + 1)1/2)−1|y|.
Combining this and (3.4), V (δD(y)) > c2V (|y|). By changing to polar coordinates with |y| = t,
(3.3) and Proposition 3.1, we obtain that∫
D∩(B(0,R)\B(0,λ−1R))
ν(|y|)hR(y)dy > c2
∫
A∩(B(0,R)\B(0,λ−1R))
ν(|y|)V (|y|)dy
> c3
∫ R
λ−1R
ν(t)V (t)td−1dt > c4
∫ R
λ−1R
V (t)−1t−1dt
> c4 · C3.1
∫ R
λ−1R
V ′(t)
V (t)2
dt = c4 · C3.1
(
V (λ−1R)−1 − V (R)−1) . (4.13)
Combining (4.12) and (4.13), there exists C5 := C5(c, α, C, L0,Λ, d) > 0 such that
Ex
[
hr
(
YτD∩B(0,λ−1R)
)]
> C5 Ex
[
τD∩B(0,λ−1R)
] (
V (λ−1R)−1 − V (R)−1) . (4.14)
Using (3.4) again, V (λ−1R) 6 V (λ−10 R) 6 CV λ
−α/2
0 V (R) for any λ > λ0 > 4. Let λ0 :=
(2CV (C5 + C4.1)/C5)
2/α > 1. Then combining (4.10) and (4.14), we have that for λ > λ0
V (δD(x)) >
(
C5V (λ
−1R)−1 − (C5 + C4.1)V (R)−1
)
Ex[τD∩B(0,λ−1R)] (4.15)
> (C5/2) V (λ
−1R)−1Ex[τD∩B(0,λ−1R)]. (4.16)
20
Thus, we have proved (4.7) with A4.2 = λ
−1
0 and s = λ
−1R where λ > λ0.
From (4.11) and Corollary 2.4 with (3.3) for δD(x) < λ
−1R/2 and λ > 4, we first note that
V (δD(x)) 6 V (R)Px
(
YτD∩B(0,λ−1R) ∈ D
)
+ C4.1V (R)
−1
Ex
[
τD∩B(0,λ−1R)
]
6
(
C2.4V (R) V (λ
−1R)−2 + C4.1V (R)
−1
)
Ex
[
τD∩B(0,λ−1R)
]
= c6V (R)
(
V (λ−1R)−2 + V (R)−2
)
Ex
[
τD∩B(0,λ−1R)
]
. (4.17)
By (3.4) and the subadditivity of V , V (s)−1 > 3−1(3λ−1R/s)α/2C−1V V (λ
−1R)−1 for s 6 3λ−1R.
Combining this with (3.3) and using the polar coordinate with |y| = t, we have that∫
A∩(B(0,3λ−1R)\B(0,2λ−1R))
ν(|y|)dy > c7
∫ 3λ−1R
2λ−1R
ν(t)td−1dt
> c8
∫ 3λ−1R
2λ−1R
V (t)−2t−1dt > c9V (λ
−1R)−2. (4.18)
For any z ∈ B(0, λ−1R) and y ∈ B(0, 3λ−1R) \ B(0, 2λ−1R), by (1.3) and the fact that ν is
decreasing, ν(|y − z|) > ν(|y| + |z|) > ν(3|y|/2) > c10ν(|y|). So by (1.4), (J1.1) (4.1) and
(4.18), we obtain
Px
(
YτD∩B(0,λ−1R) ∈ A ∩
(
B(0, 3λ−1R) \B(0, 2λ−1R)))
>L−10 Ex
[∫ τD∩B(0,λ−1R)
0
∫
A∩(B(0,3λ−1R)\B(0,2λ−1R))
ν(|Ys − y|)dy ds
]
>L−10 c10Ex
[∫ τD∩B(0,λ−1R)
0
∫
A∩(B(0,3λ−1R)\B(0,2λ−1R))
ν(|y|)dy ds
]
> c9 c10L
−1
0 V (λ
−1R)−2E
[
τD∩B(0,λ−1R)
]
. (4.19)
Hence combining (4.17), (4.19), and the fact that V is increasing, we conclude that for λ > 4,
V (δD(x)) 6c11V (R)
(
V (λ−1r)−2 + V (R)−2
)
V (λ−1R)2
· Px
(
YτD∩B(0,λ−1R) ∈ A ∩
(
B(0, 3λ−1R) \B(0, 2λ−1R)))
62c11V (R)Px
(
YτD∩B(0,λ−1R) ∈ A ∩
(
B(0, R) \B(0, λ−1R))) .
Thus, we have proved (4.8) with s = R.
Remark 4.3.
5 Upper bound estimates
In this section, we derive the upper bound estimate on pD(t, x, y) for t 6 T in C
1,1 open set D
with C1,1 characteristics (R0,Λ) . As before, we will assume that R0 < 1 and Λ > 1 and fix
such C1,1 open set D throughout this section. We first introduce the next lemma which give
a guideline to obtain the upper bound estimate on pD(t, x, y) (for its proof, see [18, Lemma
3.1] and [5, Lemma 1.10]). Applying (4.7) and Theorem 1.2 to (5.2), in Proposition 5.3 we will
obtain the intermediate upper bound for pD(t, x, y) having one boundary decay. Applying this
result, (4.7) and the upper bound of the survival probability of Y (Lemma 5.2) to (5.1), we can
get the short time sharp upper bound estimate for pD(t, x, y).
21
Lemma 5.1. Let Y be a symmetric pure jump Hunt process whose jumping intensity kernel J
satisfies the conditions (J1.1) and (J1.2). Suppose that E ⊂ Rd be an open set. Let U1, U3 ⊂ E
be disjoint open subsets and U2 := E \ (U1 ∪ U3). If x ∈ U1, y ∈ U3 and t > 0, we have
pE(t, x, y) 6 Px
(
YτU1 ∈ U2
) · sup
s<t,z∈U2
pE(s, z, y)
+
∫ t
0
P(τU1 > s)Py(τE > t− s) ds · sup
u∈U1,z∈U3
J(u, z) (5.1)
6 Px
(
YτU1 ∈ U2
) · sup
s<t,z∈U2
p(s, z, y) + (t ∧ Ex[τU1 ]) · sup
u∈U1,z∈U3
J(u, z). (5.2)
For the remainder of the section, we assume that Y is the symmetric pure jump Hunt
process with the jumping intensity kernel J satisfying the conditions (J1.1), (J1.2), (Kη) and
(SD). Let
aT,R0 := [V (A4.2R0/4)]
2T−1
where A4.2 is the constant in Theorem 4.2(1). Denote V
−1 be the inverse function of V , then
V −1(
√
aT,R0 · t) 6 A4.2R0/4 for any t 6 T .
Lemma 5.2. There exists C5.2 = C5.2(φ, L0, L3, η, R0,Λ, T ) such that for any t 6 T and
x ∈ D, we have that
Px(τD > t) 6 C5.2
(
1 ∧ V (δD(x))√
t
)
.
Proof. Let rt := V
−1(
√
aT,R0 · t ). We only consider the case V (δD(x)) <
√
aT,R0 · t which
implies δD(x) < A4.2R0/4 < R0/4. Let Ut := D ∩ B(zx, 2rt) ⊂ D where zx ∈ ∂D with
δD(x) = |x− zx|. Then, using Chebyshev’s inequality and Corollary 2.4, we first obtain that
Px(τD > t) = Px(τUt > t, τD = τUt) + Px(τD > τUt > t)
6 Px(τUt > t) + Px(YτUt ∈ D) 6
(
t−1 + C2.4/φ(2rt)
)
ExτUt .
From (3.3) and the fact that V is increasing and subadditive,
φ(2rt) ≍ [V (2rt)]2 ≍ [V (V −1(
√
aT,R0 · t))]2 = aT,R0 · t.
Therefore, using (4.7) in Theorem 4.2, we conclude that
Px(τD > t) 6 c1
1
t
ExτUt 6 c1C4.2.1
1
t
V (rt)V (δD(x)) 6 c2
V (δD(x))√
t
.
We will use the following inequality several times, which follows from (WS): there exist
CI := (Cc
−1 ∨ c−2)1/α > 1 such that
C−1I
( r
R
)1/α
6
φ−1(r)
φ−1(R)
6 CI
( r
R
)1/α
for 0 < r 6 R. (5.3)
Recall the functions Fa,γ,T (t, r) and Ψ(t, x) are defined in (1.6) and (1.7), respectively.
Proposition 5.3. Let a 6 aT,R0.
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(1) Suppose that D is bounded and the jumping intensity kernel J satisfies the condition (J1).
Then there exists a positive constant C5.3.1 = C5.3.1(φ, L0, L3, η, R0,Λ, T, diam(D), a)
such that for any (t, x, y) ∈ (0, T ]×D ×D with V −1(√a · t) 6 |x− y|, we have
pD(t, x, y) 6 C5.3.1Ψ(t, x) ·
(
[φ−1(t)]−d ∧ tν(|x− y|)) .
(2) Suppose that the jumping intensity kernel J satisfies the condition (J2). Then there exists
a positive constant C5.3 = C5.3(β, φ, L0, L3, η, R0,Λ, T, a) such that for any (t, x, y) ∈
(0, T ]×D×D with |x−y| > V −1(√a · t) ·1β∈[0,1]+2 ·1β∈(1,∞)+
(
2 + V −1(
√
a · t)) ·1β=∞,
we have
pD(t, x, y) 6 C5.3Ψ(t, x) ·
{
FC1.2∧γ1,γ1,T
(t, |x− y|/3) if β ∈ [0,∞),
(2t/T |x− y|)C1.2|x−y|/2 if β =∞.
Proof. Since we assume that D is bounded in (1), by applying Theorem 1.1 instead of Theorem
1.2 the proof of (1) is similar to the that of (2), so we only give the proof of (2). Let rt :=
V −1(
√
a · t)/9. If δD(x) > rt/2, using subadditivity of V , we see that Ψ(t, x) ≍ 1. Thus, by
Theorem 1.2, and the fact that r → Fc,γ,T (t, r) is decreasing, we obtain the conclusion.
Let 0 < δD(x) 6 rt/2. Since 9rt 6 V
−1(
√
aT,R0 · T ) = A4.2R0/4 < 1, |x − y| > 9rt for
all β ∈ [0,∞]. Choose a point zx ∈ ∂D with δD(x) = |x − zx| and let U1 := B(zx, rt) ∩ D,
U3 := {z ∈ D : |z − x| > |x − y|/2} and U2 := D \ (U1 ∪ U3). Then x ∈ U1, y ∈ U3 and
U1 ∩ U3 = ∅. Note that |x − y|/2 6 |x − y| − |z − x| 6 |y − z| for any z ∈ U2. Therefore, by
virtue of Theorem 1.2, we have we obtain
sup
s<t,z∈U2
p(s, z, y) 6 C1.2 sup
s<t,|z−y|>|x−y|/2
FC1.2,γ1,T
(s, |z − y|) 6 c1FC1.2,γ1,T (t, |x− y|/2). (5.4)
In fact, if β ∈ (1,∞], we have |z − y| > |x− y|/2 > 1 and so FC1.2,γ1,T (s, |z − y|) is increasing
in s. If β ∈ [0, 1], we have |z − y| > |x − y|/2 > V −1(√a · t)/2 and so
(
[φ−1(s)]−d ∧ sν(|z −
y|)e−γ|z−y|β
)
≍ sν(|z − y|)e−γ|z−y|β using (3.3), (3.4) and (5.3). Also, sν(r)e−γrβ is increasing
in s. Thus, combining there observations with the fact r → FC1.2,γ1,T (t, r) is decreasing, the
second inequality above holds.
By Corollary 2.4 and (4.7) in Theorem 4.2, we obtain
Px(YτU1 ∈ U2) 6 Px
(
YτU1 ∈ D
)
6 C2.4φ(rt)
−1
ExτU1
6 C2.4 · C4.2.1V (δD(x))/V (rt) 6 c3V (δD(x))/
√
t. (5.5)
In the last inequality we use monotonicity and subadditivity of V , which imply V (rt) ≍
√
t.
Note that for u ∈ U1 and z ∈ U3 that
|u− z| > |z − x| − |x− zx| − |u− zx| > |x− y|/2− 3rt/2. (5.6)
Let β ∈ [0,∞). Since |x− y| > 9rt, from (5.6) we have |u− z| > |x− y|/3 for (u, z) ∈ U1×U3,
therefore by (1.4), (1.5) and (J2),(
sup
u∈U1,z∈U3
J(u, z)
)
6 c4e
−γ1(|x−y|/3)βν(|x− y|) 6 c5t−1Fγ1,γ1,T (t, |x− y|/3).
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Combining this with (4.7) in Theorem 4.2, we conclude that
Ex[τU1 ]
(
sup
u∈U1,z∈U3
J(u, z)
)
6 C4.2.1V (r)V (δD(x)) · c5t−1Fγ1,γ1,T (t, |x− y|/3)
6 c6
V (δD(x))√
t
Fγ1,γ1,T (t, |x− y|/3). (5.7)
If β =∞, since |u− z| > |x− y|/2− 3rt/2 > (1 + 4rt)− 3rt/2 > 1, we have J(u, z) = 0.
Hence, by applying (5.4)–(5.7) to (5.2) for the case β ∈ [0,∞) and by applying (5.7) to
(5.2) for the case β =∞, we reach the conclusion.
We denote by X the process in the case β = 0 in (J2), that is, X is a symmetric Hunt
process whose jumping kernel is JX(x, y) := κ(x, y)ν(|x− y|).
Proposition 5.4. (1) Suppose that the jumping intensity kernel J satisfying (J1) and D is
bounded. There exists a positive constant C5.4.1 = C5.4.1(φ, L0, L3, η, R0,Λ, T, diam(D))
such that for any (t, x, y) ∈ (0, T ]×D ×D, we have
pD(t, x, y) 6 C5.4.1Ψ(t, x)Ψ(t, y)
(
[φ−1(t)]−d ∧ tν(|x− y|)) .
(2) There exists a positive constant C5.4 = C5.4(φ, L0, L3, η, R0,Λ, T ) such that for any (t, x, y) ∈
(0, T ]×D ×D, we have
pXD(t, x, y) 6 C5.4Ψ(t, x)Ψ(t, y)
(
[φ−1(t)]−d ∧ tν(|x− y|)) .
Proof. Using Theorem 1.1 and Proposition 5.3 (1) instead of Theorem 1.2 and Proposition 5.3
(2) respectively, the proof of (1) is almost identical to the one of (2). So we only give the proof
of (2).
The semigroup property, Theorem 1.2 (for β = 0), (5.3) and Lemma 5.2 yield
pXD(t/2, x, y) 6
(
sup
z,w∈D
pXD(t/4, z, w)
)∫
D
pXD(t/4, x, z)dz
6 c1[φ
−1(t/4)]−dPx(τD > t/4) 6 c2[φ
−1(t)]−dΨ(t, x).
Thus, by Proposition 5.3, (5.3) and Theorem 1.2 (for β = 0), we obtain
pXD(t/2, x, y) 6 c3Ψ(t/2, x)
(
[φ−1(t/2)]−d ∧ (t/2)ν(|x− y|)) 6 c4Ψ(t, x)pX(t/2, x, y).
Combining these with Theorem 1.2 (for β = 0), the symmetry pXD and the semigroup property
of pX , we conclude that
pXD(t, x, y) =
∫
D
pXD(t/2, x, z) · pXD(t/2, z, y)dz 6 c24Ψ(t, x)Ψ(t, y)pX(t, x, y)
6 c5Ψ(t, x)Ψ(t, y)
(
[φ−1(t)]−d ∧ tν(|x− y|)) .
Suppose that the jumping intensity kernel J satisfying (J2). By Meyer’s construction (e.g.,
see [19, §4.1]), when β ∈ (0,∞] the process Y can be constructed from X by removing jumps
of size greater than 1 with suitable rate. Let pXD(t, x, y) be the transition density function of X
on D. For β ∈ (0,∞], we define
J (x) :=
∫
Rd
κ(x, y)ν(|x− y|) (1− χ(|x− y|)−1) dy
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where χ(|x − y|) is defined in (1.5). Then ‖J ‖∞ 6 c1
∫
|z|>1
ν(|z|)dz < ∞. By [1, Lemma 3.6]
we have
pD(t, x, y) 6 e
T‖J ‖∞pXD(t, x, y) for any (t, x, y) ∈ (0, T ]×D ×D. (5.8)
Thus, the sharp upper bound of of pD(t, x, y) for |x − y| < M for some M > 0 follows from
the one of pXD(t, x, y) and (5.8). Therefore Combining (5.8), Propositions 5.3(2) and 5.4(2), we
have the following result.
Proposition 5.5. Suppose that the jumping intensity kernel J satisfying (J2). There exists
a positive constant C5.5 = C5.5(β, φ, L0, L3, η, R0,Λ, T ) such that for every (t, x, y) ∈ (0, T ]×
D ×D we have
pD(t, x, y) 6 C5.5Ψ(t, x) ·
{
FC1.2∧γ1,γ1,T
(t, |x− y|/3) if β ∈ [0,∞),
FC1.2,γ1,T
(t, |x− y|/2) if β =∞, (5.9)
where C1.2 is the constant in Theorem 1.2 and γ1 is the constant in (1.5).
Now we are ready to prove the upper bound of Theorem 1.3(1) and Theorem 1.5(1).
Proofs of the upper bounds of pD(t, x, y) in Theorems 1.3(1) and 1.5(1). In Proposition
5.5(1), we have proved the upper bound of pD(t, x, y) in Theorem 1.3(1). So we only give the
proof of the upper bound of pD(t, x, y) in Theorem 1.5(1).
Let rt := V
−1(
√
aT,R0 · t) so that rt 6 A4.2R0/4 < 1/4. By Proposition 5.5 and the
symmetry of pD(t, x, y), we only need to prove the upper bound of pD(t, x, y) for the case
δD(x) ∨ δD(y) < rt, which we will assume throughout the proof.
If β =∞ and 6 < |x− y| 6 6(1 ∨ C−11.2), by (5.8) and Proposition 5.4, we have
pD(t, x, y) 6 c1Ψ(t, x)Ψ(t, y)(t/T ) 6 c1Ψ(t, x)Ψ(t, y)(t/T )
(C1.2∧1)|x−y|/6.
If either the case β ∈ [0,∞) and |x− y| 6 6(1∨C−11.2) holds or the case β =∞ and |x− y| 6 6
holds, by (5.8) and Proposition 5.4(2), we have
pD(t, x, y) 6 e
T‖J ‖∞pXD(t, x, y) 6 c2Ψ(t, x)Ψ(t, y)
(
[φ−1(t)]−d ∧ tν(|x− y|)) .
Thus, the upper bound of pD(t, x, y) in Theorem 1.5(1) holds for |x− y| 6 6(1 ∨ C−11.2).
For the remainder of the proof, we assume that δD(x)∨δD(y) < rt and |x−y| > 6(1∨C−11.2).
For any x with δD(x) < rt, let zx ∈ ∂D such that δD(x) = |zx − x|. Let U1 := B(zx, rt) ∩ D,
U3 := {z ∈ D : |z−x| > |x− y|/2}, and U2 := D \ (U1 ∪U3). Note that x ∈ U1 and y ∈ U3 and
|x− y|/2 6 |z − y| for z ∈ U2. Thus, by Proposition 5.5 we have
sup
s<t,z∈U2
pD(s, z, y)
6 sup
s<t,z∈U2
C5.5
V (δD(y))√
s
·
(
FC1.2∧γ1,γ1,T
(s, |z − y|/3) · 1β∈[0,∞) + FC1.2,γ1,T (s, |z − y|/2) · 1β=∞
)
6C5.5 V (δD(y)) sup
s<t,|x−y|/26|z−y|
1√
s
·
(
FC1.2∧γ1,γ1,T
(s, |z − y|/3) · 1β∈[0,∞) + FC1.2,γ1,T (s, |z − y|/2) · 1β=∞
)
6 c3
V (δD(y))√
t
·
(
FC1.2∧γ1,γ1,T
(t, |x− y|/6) · 1β∈[0,∞) + FC1.2,γ1,T (t, |x− y|/4) · 1β=∞
)
. (5.10)
25
The last inequality is clear for β ∈ [0,∞) by the definition of FC1.2∧γ1,γ1,T (t, r) and for β =∞
we used the fact that s → s−1/2(s/Tr)ar is increasing if ar > 1. Hence from (5.5) and (5.10),
we obtain
Px
(
YτU1 ∈ U2
) (
sup
s<t,z∈U2
pD(s, z, y)
)
6 c4
V (δD(x))√
t
V (δD(y))√
t
·
{
FC1.2∧γ1,γ1,T
(t, |x− y|/6) if β ∈ [0,∞),
FC1.2,γ1,T
(t, |x− y|/4) if β =∞. (5.11)
Also from Lemma 5.2, we have∫ t
0
Px(τU1 > s)Py(τD > t− s)ds 6
∫ t
0
Px(τD > s)Py(τD > t− s)ds
6 C25.2 V (δD(x))V (δD(y))
∫ t
0
s−1/2(t− s)−1/2ds 6 c5 t V (δD(x))√
t
V (δD(y))√
t
. (5.12)
For (u, z) ∈ U1×U3 and |x−y| > 6 > 6rt, note that |u−z|> |x− y| − |x− u| − |z − y| > |x− y|/3.
Thus, if β ∈ [0,∞), by (1.5) and (J2),(
sup
u∈U1,z∈U3
J(u, z)
)
6 c6e
−γ1(|x−y|/3)βν(|x− y|/3) 6 c7t−1Fγ1,γ1,T (t, |x− y|/3).
Combining this with (5.12), we obtain∫ t
0
Px (τU1 > s)Py (τD > t− s) ds ·
(
sup
u∈U1,z∈U3
J(u, z)
)
6 c8
V (δD(x))√
t
V (δD(y))√
t
Fγ1,γ1,T (t, |x− y|/3). (5.13)
If β =∞, since |u− z| > 1, J(u, z) = 0 on U1 × U3.
Therefore by applying (5.11) and (5.13) for β ∈ [0,∞) and by applying (5.11) for β =
∞ in (5.1) of Lemma 5.1, we prove the upper bound of pD(t, x, y) in Theorem 1.5(1) for
δD(x) ∨ δD(y) < rt and |x− y| > 6(1 ∨ C−11.2).
6 Preliminary lower bound estimates
In this section, we discuss a preliminary lower bound for pD(t, x, y). In this section we will
always assume that Y is the symmetric pure jump Hunt process with the jumping intensity
kernel J satisfying either the conditions (J1.2) and (J1.3) or the condition (J2).
Since Y satisfies conditions imposed in [11], using [11, Theorem 5.2 and Lemma 2.5], the
proof of the next lemma is the same as that of [17, Lemma 3.2]. Thus, we omit the proof.
Lemma 6.1. Let a,b and T be positive constants. Then there exists a constant C6.1 = C6.1
(a, b, L0, φ, T ) > 0 such that for all λ ∈ (0, T ] we have
inf
y∈Rd
|y−z|6bφ−1(λ)
Py
(
τB(z,2bφ−1(λ)) > aλ
)
> C6.1. (6.1)
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Let D be an arbitrary non-empty open set, and a and T be positive constants. We use the
convention that δD(·) ≡ ∞ when D = Rd to derive the lower bound of p(t, x, y) in Theorem
1.1 and 1.2 simultaneously.
Using [11, Theorem 5.2] and Lemma 6.1, the proof of the following Proposition is similar
to that of [17, Proposition 3.3]. Thus, we omit the proof.
Proposition 6.2. Let D be an arbitrary open set and let a and T be positive constants. Suppose
that (t, x, y) ∈ (0, T ] × D × D, with δD(x) > aφ−1(t) > 2|x − y|. Then there exists a positive
constant C6.2 = C6.2(a, L0, φ, T ) such that pD(t, x, y) > C6.2[φ
−1(t)]−d.
From Lemma 6.1 and Proposition 6.2 we see that, under the condition (WS) on φ, the
behavor of Y is locally stable in terms of φ.
Proposition 6.3. Let D be an arbitrary open set and let a and T be positive constants.
(1) Suppose that the jumping intensity kernel J satisfies the conditions (J1.2) and (J1.3).
Then for every M > 0, there exists a constant C6.3.1 = C6.3.1(a,M, L0, φ, T ) > 0 such
that for all (t, x, y) ∈ (0, T ] × D × D with δD(x) ∧ δD(y) > aφ−1(t) and aφ−1(t) 6
2|x− y|6 2M we have pD(t, x, y) > C6.3.1tν(|x− y|).
(2) Suppose that the jumping intensity kernel J satisfies the condition (J2). Then there exists
a constant C6.3 = C6.3(a, L0, φ, T ) > 0 such that for every (t, x, y) ∈ (0, T ] × D × D,
with δD(x) ∧ δD(y) > aφ−1(t) and aφ−1(t) 6 2|x− y|, we have pD(t, x, y) > C6.3tν(|x −
y|)/χ(|x− y|).
Proof. We first give the proof of (2). By Lemma 6.1, there exists c1 = c1(a, L0, φ, T ) > 0 such
that
inf
{|z−y|64−1aφ−1(t)}
Pz(τB(z,6−1aφ−1(t)) > t) > c1.
Thus by the strong Markov property
Px
(
Y Dt ∈ B
(
y, 2−1aφ−1(t)
))
> c1Px
(
Y D hits the ball B(y, 4−1aφ−1(t)) by time t
)
.
Using this and the Le´vy system in (4.1), we obtain
Px
(
Y Dt ∈ B
(
y, 2−1aφ−1(t)
))
> c1Px(Y
D
t∧τB(x,6−1aφ−1(t))
∈ B(y, 4−1aφ−1(t)) and t ∧ τB(x,6−1aφ−1(t)) is a jumping time )
= c1Ex
[∫ t∧τB(x,6·2−5aφ−1(t))
0
∫
B(y, 4−1aφ−1(t))
J(Ys, u)duds
]
. (6.2)
Lemma 6.1 also implies that
Ex
[
t ∧ τB(x,6·2−5aφ−1(t))
]
> tPx
(
τB(x,6·2−5aφ−1(t)) > t
)
> c2 t for all t ∈ (0, T ]. (6.3)
Let w be the point on the line connecting x and y (i.e., |x − y| = |x − w| + |w − y|) such
that |w − y| = 7 · 2−5aφ−1(t), then B(w, 2−5aφ−1(t)) ⊂ B(y, 4−1aφ−1(t)). Moreover, for every
(z, u) ∈ B(x, 6 · 2−5aφ−1(t))× B(w, 2−5aφ−1(t)), we have
|z − u| < 6−1aφ−1(t) + 2−5aφ−1(t) + |x− w|
= |x− y|+ (6 · 2−5 + 2−5 − 7 · 2−5)aφ−1(t) = |x− y|
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and thus B(w, 2−5aφ−1(t)) ⊂ {u : |z − u| < |x − y|}. Combining this result with (J2), (1.4)
and (6.3), we obtain
Ex
[∫ t∧τB(x,6·2−5aφ−1(t))
0
∫
B(y, 4−1aφ−1(t))
J(Ys, u)duds
]
>Ex
[∫ t∧τB(x,6·2−5aφ−1(t))
0
∫
B(w,2−5aφ−1(t))
J(Ys, u)1{|Ys−u|<|x−y|}duds
]
>L−10 Ex
[
t ∧ τB(x,6·2−5aφ−1(t))
] |B(w, 2−5aφ−1(t))|ν(|x− y|)/χ(|x− y|)
>c3t[φ
−1(t)]dν(|x− y|)/χ(|x− y|). (6.4)
Then, using the semigroup property along with Proposition 6.2, (6.4) and (5.3), the propo-
sition follows from the proof of [17, Proposition 3.5].
The proof of (1) is identical to the that of (2) except that we apply (J1.3) in (6.4) instead
of (J2) and (1.4).
Combining Propositions 6.2 and 6.3, we obtain the following preliminary lower bound of
pD(t, x, y). Note that the lower bound in Proposition 6.4(1) is the sharp interior lower bound
of pD(t, x, y) under the conditions (J1.2) and (J1.3). Moreover, under the condition (J2), the
lower bound in Proposition 6.4(2) that yields the sharp interior lower bound of pD(t, x, y) for
the case β ∈ [0, 1] and the case β ∈ (1,∞] with |x− y| < 1.
Proposition 6.4. Let D be an arbitrary open set and let a and T be positive constants.
(1) Suppose that the jumping intensity kernel J satisfies the conditions (J1.2) and (J1.3).
Then, for every (t, x, y) ∈ (0, T ]×D ×D and M > 0, with δD(x) ∧ δD(y) > aφ−1(t) and
|x− y| < M , there exists a constant C6.4.1 = C6.4.1(a,M, L0, φ, T ) > 0 such that
pD(t, x, y) > C6.4.1
(
[φ−1(t)]−d ∧ tν(|x− y|)
)
.
(2) Suppose that the jumping intensity kernel J satisfies the condition (J2). Then, for every
(t, x, y) ∈ (0, T ]× D × D, with δD(x) ∧ δD(y) > aφ−1(t), there exists a constant C6.4 =
C6.4(a, L0, φ, T ) > 0 such that
pD(t, x, y) > C6.4
(
[φ−1(t)]−d ∧ tν(|x− y|)/χ(|x− y|)
)
.
For the remainder of this section, assume that the jumping intensity kernel J satisfies the
condition (J2) for β ∈ (1,∞] with |x − y| > 1. Also, we assume that D is an connected open
set with the following property: there exist λ1 ∈ [1,∞) and λ2 ∈ (0, 1] such that for every
r 6 1 and x, y in the same component of D with δD(x) ∧ δD(y) > r there exists in D a length
parameterized rectifiable curve l connecting x to y with the length |l| of l less than or equal to
λ1|x− y| and δD(l(u)) > λ2r for u ∈ [0, |l|].
Now we prove the preliminary lower bound of pD(t, x, y) separately for the case β =∞ and
the case β ∈ (1,∞). We will closely follow the proofs of [10, Theorem 3.6] and [12, Theorem
5.5].
Proposition 6.5. Let β = ∞. Suppose that T > 0 and a ∈ (0, (4φ−1(T ))−1]. Then there
exist constants C6.5.i = C6.5.i(a, L0, φ, T, λ1, λ2) > 0, i = 1, 2, such that for any x, y ∈ D with
δD(x) ∧ δD(y) > aφ−1(t), |x− y| > 1, and t 6 T we have
pD(t, x, y) > C6.5.1
(
t
T |x− y|
)C6.5.2|x−y|
.
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Proof. Let R1 := |x − y| > 1, and by the assumption on D, there is a length parameterized
curve l ⊂ D connecting x and y such that the total length |l| 6 λ1R1 and δD(l(u)) > λ2aφ−1(t)
for every u ∈ [0, |l|]. Define k be the integer satisfying (4 6)4λ1R1 6 k < 4λ1R1 + 1 6 5λ1R1
and rt := 2
−1λ2aφ
−1(t) 6 8−1. For each i = 0, 1, 2, . . . , k, let xi := l(i|l|/k) and Bi := B(xi, rt),
then δD(xi) > 2rt and Bi ⊂ B(xi, 2rt) ⊂ D. Since 4λ1R1 6 k for each yi ∈ Bi, we have
|yi − yi+1| 6 |yi − xi|+ |xi − xi+1|+ |xi+1 − yi+1| 6 1
8
+
|l|
k
+
1
8
6
λ1R1
4λ1R1
+
1
4
=
1
2
. (6.5)
Moreover δD(yi) > δD(xi)−|yi−xi| > rt > rt/k. Thus by Proposition 6.4(2), there are constants
ci = ci(a, L0, φ, T ) > 0, i = 1, 2, such that for (yi, yi+1) ∈ Bi ×Bi+1 we have
pD(t/k, yi, yi+1) > c1
(
1
[φ−1(t/k)]d
∧ t/k
φ(|yi − yi+1|)|yi − yi+1|d
)
> c2 t/(Tk). (6.6)
The last inequality comes from t/k 6 T/4 for the first part and (6.5) for the second part.
Note that rt > c3(t/kT )
1/α for some c3 = c3(a, φ, T, λ2) by (5.3). Hence, combining these
observations and the fact that k ≍ R1, we conclude that
pD(t, x, y) >
∫
B1
. . .
∫
Bk−1
pD(t/k, x, y1) . . . pD(t/k, yk−1, y)dyk−1 . . . dy1
> (c2t(Tk)
−1)kΠk−1i=1 |Bi| > (c4t(Tk)−1)c5k > (c6t(TR1)−1)c7R1 > c8(t(TR1)−1)c9R1 .
Proposition 6.6. Let β ∈ (1,∞). Suppose that T > 0 and a ∈ (0, (4φ−1(T ))−1]. Then there
exist constants C6.6.i = C6.6.i(a, β, χ, L0, φ, T, λ1, λ2) > 0, i = 1, 2 such that for any x, y ∈ D
with δD(x) ∧ δD(y) > aφ−1(t), |x− y| > 1, and t 6 T we have
pD(t, x, y) > C6.6.1t exp
{
−C6.6.2
(
|x− y|
(
log
T |x− y|
t
)β−1
β
∧ (|x− y|)β
)}
.
Proof. Let R1 := |x−y|. If either 1 6 R1 6 2 or R1(log(TR1/t))(β−1)/β > (R1)β, the proposition
holds by virtue of Proposition 6.4(2). Thus for the remainder of this proof we assume that
R1 > 2 and R1(log(TR1/t))
(β−1)/β < (R1)
β, which is equivalent to 1 < R1 (log TR1/t)
−1/β and
R1 exp(−Rβ1 ) < t/T .
Let k > 2 be a positive integer such that
R1
(
log
TR1
t
)−1/β
6 k < R1
(
log
TR1
t
)−1/β
+ 1 < 2R1
(
log
TR1
t
)−1/β
(6.7)
then R1/k > 2
−1(log(TR1/t))
1/β > 2−1(log 2)1/β =: c0.
By the assumption on D, there is a length parameterized curve l ⊂ D connecting x and y
such that |l| 6 λ1R1 and δD(l(u)) > λ2aφ−1(t) for every u ∈ [0, |l|]. Let rt := ( 2−1λ2aφ−1(t) ) ∧
(c0/2) and define xi := l(i|l|/k) and Bi := B(xi, rt), with i = 0, 1, . . . , k. For every yi ∈ Bi ,
δD(yi) > 2
−1λ2aφ
−1(t) > 2−1λ2aφ
−1(t/k) and
|yi − yi+1| 6 |xi − xi+1|+ 2rt 6 |l|
k
+ c0 6 (λ1 + 1)
R1
k
. (6.8)
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By Proposition 6.4(2) and (6.8), and using the facts that t/k 6 T/2 and R1/k > c0, we have
that for any (yi, yi+1) ∈ Bi × Bi+1,
pD(t/k, yi, yi+1) > c1
(
1
[φ−1(t/k)]d
∧ t
k
· ν(|yi − yi+1|)/χ(|yi − yi+1|)
)
> c2
t
k
· e
−c3(R1/k)β
φ(R1/k)(R1/k)d
for some constants ci = ci(a, L0, φ, χ, β, T, λ1) > 0, i = 2, 3. Since φ(R1/k) 6 c4(R1/k)
α by
(WS) with R1/k > c0, using (6.7), we have that
pD(t/k, yi, yi+1) > c2 · c4 t
TR1
(
k
R1
)α+d−1
e−c3(R1/k)
β
> c2 · c4 t
TR1
(
log
TR1
t
)−α+d−1
β
(
t
TR1
)c3
> c5
(
t
TR1
)c6
(6.9)
for some ci = ci(a, L0, φ, χ, β, T, λ1) , i = 5, 6. Note that rt > c7(t/TR1)
1/α for some c7 =
c7(a, β, φ, λ2) by (5.3) and the fact that t/TR1 6 1/2. Combining this with (6.9), (6.7) and by
the semigroup property, we conclude that
pD(t, x, y) >
∫
B1
· · ·
∫
Bk−1
pD(t/k, x, y1) · · ·pD(t/k, yk−1, y)dy1 · · · dyk−1
> c8 exp{−c9k log(TR1/t)}
> c8 exp
{
−c9
(
2R1 log
(
TR1
t
)−1/β)
log
TR1
t
}
> c8 exp
{
−2c9 · R1 log
(
TR1
t
)1−1/β}
.
Proofs of the lower bounds in Theorems 1.1 and 1.2. The lower bound of p(t, x, y)
in Theorem 1.1 follows from Proposition 6.4(1) with D = Rd. The lower bound of p(t, x, y)
in Theorem 1.2 for the case β ∈ [0, 1] and the case β ∈ (1,∞] with |x − y| < 1 follows
from Proposition 6.4(2) with D = Rd and the remaining cases of Theorem 1.2 follows from
Propositions 6.5 and 6.6 with D = Rd.
7 Lower bound estimates
In this section, we first obtain the boundary decay in Lemma 7.4 using (4.8), Lemma 6.1 and
Lemmas 7.1 and 7.2 below. Using the semigroup property, and then applying Lemma 7.4 and
the preliminary lower bound estimates in Section 6, we will derive the upper bound estimate on
pD(t, x, y) with the boundary decay terms for t 6 T in C
1,1 open set D with C1,1 characteristics
(R0,Λ). As before, we assume that R0 < 1 and Λ > 1.
We first introduce the next lemma (for the proof see [16, Lemma 3.3]).
Lemma 7.1. Suppose that E ⊂ Rd be an open set and U1, U2 ⊂ E be disjoint open subsets. If
x ∈ U1, y ∈ U2 and t > 0, we have
pE(t, x, y) > t Px(τU1 > t) Py(τU2 > t) inf
(u,w)∈U1×U2
J(u, w).
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For the remainder of the section, we assume that Y is the symmetric pure jump Hunt process
with the jumping intensity kernel J satisfying the conditions (J1.1) , (J1.2) and (Kη). For
any T > 0, let
âT := âT,R0 :=
R0
80φ−1(T )
,
and for x ∈ D we use zx to denote a point on ∂D such that |zx − x| = δD(x).
We first give the survival probability where x is near the boundary of D in the following
lemma.
Lemma 7.2. Let a 6 âT . Then, there exists a constant C7.2 = C7.2(a, φ, L0, L3, η,Λ, T ) > 0
such that for every t 6 T and x ∈ D with δD(x) < aφ−1(t) we have
Px(τB(zx,10aφ−1(t))∩D > t/3) > C7.2
V (δD(x))√
t
. (7.1)
Proof. Without loss of generality, we assume that zx = 0. Consider a coordinate system
CS := CS0 such that B(0, R0) ∩ D = {y = (y˜, yd) ∈ B(0, R0) in CS : yd > ϕ(y˜)}, where ϕ is
a C1,1 function such that ϕ(0) = 0, ∇ϕ(0) = (0, . . . , 0), ‖∇ϕ‖∞ 6 Λ, and |∇ϕ(y˜)−∇ϕ(w˜)| 6
Λ|y˜ − w˜|. Define ϕ1(y˜) := 2Λ|y˜| and V := {y = (y˜, yd) ∈ B(0, R0) in CS : yd > ϕ1(y˜)}. Since
ϕ1(y˜) > 2Λ|y˜|2 for y ∈ B(0, R0), the mean value theorem yields V ⊂ B(0, R0) ∩D.
Let U1 := B(0, 2aφ
−1(t)) ∩D, U2 := B(0, 10aφ−1(t)) ∩D, and
W := {y = (y˜, yd) ∈ B(0, 8aφ−1(t)) \B(0, 2aφ−1(t)) in CS : yd > ϕ1(y˜)} ⊂ V. (7.2)
Since Λ|w˜| = ϕ1(w˜)/2 < wd/2 for w ∈ W , we have
δD(w) >
(wd − ϕ(w˜))
(1 + Λ)
>
(wd − Λ|w˜|)
(1 + Λ)
>
wd
2(1 + Λ)
for w ∈ W. (7.3)
Moreover, since |w˜| 6 (2Λ)−1|w| 6 Λ−14aφ−1(t) 6 aφ−1(t) for w ∈ W , we have
w2d = |w|2 − |w˜|2 > (2aφ−1(t))2 − (aφ−1(t))2 > (aφ−1(t))2 for w ∈ W. (7.4)
Combining (7.3) and (7.4), we obtain δD(w) > 2
−1(1 + Λ)−1aφ−1(t) and B(w, r1aφ
−1(t)) ⊂ U2
for w ∈ W , where r1 := (2(1 + Λ))−1. By virtue of the strong Markov property, Lemma 6.1,
and (4.8), we have
Px(τU2 > t/3) > Px(τU2 > t/3, YτU1 ∈ W ) = Ex[PYτU1 (τU2 > t/3) : YτU1 ∈ W ]
> Ex[PYτU1
(τB(YτU1 ,r1aφ
−1(t)) > t/3) : YτU1 ∈ W ] >
(
inf
z∈Rd
Pz(τB(z,r1aφ−1(t)) > t/3)
)
Px(YτU1 ∈ W )
> C6.1 Px(YτU1 ∈ W ) > C6.1 · C4.2.2
V (δD(x))
V (8aφ−1(t))
> c1
V (δD(x))√
t
.
By the subadditivity of V and (3.3), V (8aφ−1(t)) 6 (8a+ 1)V (φ−1(t)) ≍ √t, and therefore we
obtain the last inequality.
We introduce the following definition for the subsequent lemma.
Definition 7.3. Let 0 < κ1 6 1/2. We say that an open set D is κ1-fat if there is R1 > 0 such
that for all x ∈ D and all r ∈ (0, R1] there is a ball B(Ar(x), κ1r) ⊂ D ∩ B(x, r). The pair
(R1, κ1) are called the characteristics of the κ1-fat open set D.
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Note that a C1,1 open set D with characteristics (R0,Λ) is a κ1-fat set with characteristics
(R1, κ1) depending only on R0, Λ, and d, and without loss of generality, we assume that R0 6 R1
(by choosing R0 smaller if necessary). Let Ar(x) is always the point Ar(x) ∈ D in Definition 7.3
for D.
Recall that the function Ψ is defined in (1.7).
Lemma 7.4. There exists a constant C7.4 = C7.4(φ, L0, L3, η, R0,Λ, T ) > 0 such that, for
every t 6 T and x ∈ D, we can find x1 with δD(x1) > 2−1κ1âTφ−1(t) and |x1 − x| 6 6âTφ−1(t)
such that ∫
B(x1,4−1κ1âT φ−1(t))
pD(t/3, x, z)dz > C7.4Ψ(t, x). (7.5)
Proof. Let rt := âTφ
−1(t) 6 R0/80 6 1/80 and we consider the case δD(x) < 2
−1κ1rt first. In
this case we let x1 := A6rt(zx) and denote Bx1 := B(x1, 4
−1κ1rt) and Bzx := B(zx, 5κ1rt) ∩ D
so that Bx1 ∩Bzx = ∅. For any u ∈ Bzx and w ∈ Bx1 ,
|u− w| 6 |u− zx|+ |zx − x1|+ |x1 − w| 6 12κ1rt 6 1.
Since φ(12κ1rt) ≍ φ(φ−1(t)) = t by (WS), using (J1.1), (1.2) and (1.4), we have that
inf
(u,w)∈Bzx×Bx1
J(u, w) > L−10 φ(12κ1rt)
−1|12κ1rt|−d > c1t−1[φ−1(t)]−d
for some constant c1 := c1(φ, L0, R0,Λ, T ) > 0. Therefore, Lemmas 7.1, 7.2, and 6.1 implies
that∫
Bx1
pD(t/3, x, z)dz >
t
3
∫
Bx1
Px(τBzx > t/3) Pz(τBx1 > t/3) · inf(u,w)∈Bzx×Bx1
J(u, w)dz
>
1
3
Px(τBzx > t/3) · C6.1
∫
Bx1
dz · c1 1
[φ−1(t)]d
= c2Px(τBzx > t/3) > c2 · C7.2
V (δD(x))√
t
.
For δD(x) > 2
−1κ1rt, let x1 = x and Bx1 := B(x1, 4
−1κ1rt). By Lemma 6.1,∫
Bx1
pD(t/3, x, z)dz >
∫
Bx1
pBx1 (t/3, x, z)dz = Px(τBx1 > t/3) > C6.1,
and this proves the lemma.
We are now ready to give the proof of the lower bound estimates for pD(t, x, y). Recall our
assumption that D is a C1,1 open set. When the jumping intensity J of Y satisfies (J2), for the
cases β ∈ (1,∞) with |x − y| > 1 and β = ∞ with |x− y| > 4/5, we assume in addition that
the path distance in each connected component of D is comparable to the Euclidean distance
with characteristic λ1. Note that combining this assumption with C
1,1 assumption entails that
D satisfies the assumption made before Proposition 6.5.
Proofs of the lower bound of pD(t, x, y) in Theorems 1.3(1), 1.5(2) and 1.5(3). Let
rt := âTφ
−1(t) 6 R0/80 6 1/80. By Lemma 7.4, for any x, y ∈ D, there exists x1, y1 ∈ D such
that δD(x1) ∧ δD(y1) > 2−1κ1rt and |x1 − x| ∨ |y1 − y| 6 6rt, and∫
Bx1
pD(t/3, x, z)dz
∫
By1
pD(t/3, y, z)dz > C
2
7.4Ψ(t, x)Ψ(t, y), (7.6)
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where Bx1 := B(x1, 4
−1κ1rt) and By1 := B(y1, 4
−1κ1rt). Thus by the semigroup property,
pD(t, x, y) =
∫
D
∫
D
pD(t/3, x, u)pD(t/3, u, w)pD(t/3, w, y)dudw
>
∫
Bx1
pD(t/3, x, u)du
∫
By1
pD(t/3, y, w)dw
(
inf
(u,w)∈Bx1×By1
pD(t/3, u, w)
)
> C27.4Ψ(t, x)Ψ(t, y) inf(u,w)∈Bx1×By1
pD(t/3, u, w). (7.7)
We now carefully calculate the lower bounds of pD(t/3, u, w) on Bx1 ×By1 . Since |x− x1| ∨
|y − y1| 6 6rt, for u ∈ Bx1 and w ∈ By1 we have
|x− y| − 6−1 6 |x− y| − (12 + (κ1/2))rt
6 |u− w| 6 |x− y|+ (12 + (κ1/2))rt 6 |x− y|+ 6−1 (7.8)
and δD(u) ∧ δD(w) > 4−1κ1rt.
We first assume that the jumping intensity kernel J satisfies the condition (J2). Let β ∈
[0, 1]. If |x − y| 6 15rt, then |u − w| 6 28rt < 1 and φ(|u − w|)|u − w|d 6 c1t[φ−1(t)]d since
φ(|u−w|) 6 φ(28κ1rt) ≍ φ(φ−1(t)) = t by (WS). If |x− y| > 15rt, then |u−w| 6 |x− y|+6−1
and φ(|u − w|)|u − w|d 6 c2φ(|x − y|)|x − y|d since r → φ(r) is increasing and using (WS).
Combining these observations with Proposition 6.4(2), (1.2) and (1.5),
pD(t/3, u, w) > c3
(
[φ−1(t)]−d ∧ te−γ2|u−w|βν(|u− w|)
)
> c4
(
[φ−1(t)]−d ∧ te−γ2|x−y|βν(|x− y|)
)
.
If β ∈ (1,∞] and |x − y| 6 4/5, then (7.8) yields |u − w| 6 |x − y| + 6−1 < 1. Similar to
the above case, considering the cases |x − y| 6 15rt and |x − y| > 15rt separately, we have
pD(t/3, u, w) > c5
(
[φ−1(t)]−d ∧ t · ν(|x− y|)). Moreover,
(1) if β ∈ (1,∞) and 4/5 6 |x − y| < 2, then |u − w| ≍ 1. Thus by Proposition 6.4(2), we
have pD(t/3, u, w) > c6t.
Hence combining (7.7) with these observations, we have proved the lower bound of pD(t, x, y)
in Theorem 1.5(2).
Suppose the jumping intensity kernel J satisfies the condition (J1) and M > 0. Let
|x− y| < M . Similar to the β ∈ [0, 1] case, applying Proposition 6.4(1) instead of Proposition
6.4(2) and considering |x − y| 6 15rt ∧M and 15rt ∧M < |x − y| 6 M separately, we have
pD(t/3, u, w) > c7
(
[φ−1(t)]−d ∧ t · ν(|x− y|)). Hence combining (7.7) with this, we have proved
the lower bound of pD(t, x, y) in Theorem 1.3(1).
We now return to the assumption that the jumping intensity kernel J satisfies the condition
(J2), further assume that the path distance in D is comparable to the Euclidean distance. If
4/5 6 |x − y|, then (7.8) yields |u − w| ≍ |x − y|. Recall that we have already discuss the
case β ∈ (1,∞) and 4/5 6 |x − y| < 2 in (1). We now consider pD(t/3, u, w) in each of the
remaining cases.
(2) If β =∞ and 4/5 6 |x− y| < 2, then by Propositions 6.4 and 6.5, we have
pD(t/3, u, w) > c8
4t
5T |x− y| > c8
(
4t
5T |x− y|
)5|x−y|/4
.
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(3) If β ∈ (1,∞) and 2 6 |x − y|, then 1 < |u − w| and from Proposition 6.6 and (7.8) we
obtain
pD(t/3, u, w) > c9t exp
{
−c10
(
|u− w|
(
log
T |u− w|
t
) β−1
β
∧ |u− w|β
)}
> c9t exp
{
−c10
(
(5|x− y|/4)
(
log
(
T (|x− y|+ 6−1)
t
))β−1
β
∧ (5|x− y|/4)β
)}
> c9t exp
{
−c11
(
|x− y|
(
log
T |x− y|
t
)β−1
β
∧ |x− y|β
)}
.
The last inequality comes from the inequality log r 6 log(r+b) 6 2 log r for r > 2∨b > 0.
(4) If β =∞ and 2 6 |x− y|, then 1 < |u− w| and from Proposition 6.5 and (7.8) we have
pD(t/3, u, w) > c12
(
t
T |u− w|
)c13|u−w|
> c12
(
t
T (|x− y|+ 6−1)
)c135|x−y|/4
> c12
(
t
T |x− y|
)c135|x−y|/2
> c12
(
4t
5T |x− y|
)c135|x−y|/2
.
The second last inequality holds by virtue of the inequality r2 > r + b for r > 2 ∨ b > 0.
Hence combining (7.7) with the above observations (1)−(4) on the lower bound of pD(t/3, u, w),
we have proved the lower bound of pD(t, x, y) in Theorem 1.5(3).
Proof of Theorem 1.5(4). Let D(x) and D(y) be connected components containing x and
y, respectively. By definition of a C1,1 open set, the distance between x and y is at least R0.
Using Lemma 7.4, we find that x1 ∈ D(x) and y1 ∈ D(y). Define Bx1 and By1 in the same way
as when beginning the proof of Theorem 1.5(2) and 1.5(3) so that (7.6) holds.
For any u ∈ Bx1 and w ∈ By1 , since 3R0/4 6 3|x − y|/4 6 |u − w| 6 5|x − y|/4, by
Proposition 6.4 (2) and (5.3),
pD(t/3, u, w) > c1tν(|u− w|)e−γ2|u−w|β > c2tν(|x− y|)e−γ2(5|x−y|/4)β .
By the semigroup property, combining (7.6) and this observation, we conclude that
pD(t, x, y) >
∫
Bx1
∫
By1
pD(t/3, x, w)pD(t/3, u, w)pD(t/3, w, y)dwdv
>
∫
Bx1
pD(t/3, x, u)du
∫
By1
pD(t/3, y, w)dw · inf
(u,w)∈Bx1×By1
pD(t/3, u, w)
> c3Ψ(t, x)Ψ(t, y) · tν(|x− y|)e−γ2(5|x−y|/4)β .
Proofs of Theorems 1.3(2) and 1.5(5). Using Lemmas 5.2 and 7.2 instead of [17, (5.1)
and (5.10)], and by the fact that (3.3) and D is bounded (and connected when J satisfies the
condition (J2) and β = ∞), we can obtain the large time heat kernel estimates for pD(t, x, y)
following the proofs of [17, Theorems 1.3(iii) and 1.5(iii)], so we omit the proofs.
34
8 Green function and boundary Harnack inequality
In this section we give the Green function estimates and establish the boundary Harnack in-
equality as applications of the Dirichlet heat kernel estimates.
Proof of Theorem 1.6. When d > 2, the proof of Green function estimates is almost identical
to the one of [17, Section 7]. Thus we skip the proof.
Suppose d = 1. Note that by the inequality in Proposition 3.1, we have
V
′
(r) 6 c
V (r)
r
for 0 < r 6 M, (8.1)
Using (8.1) instead of [17, (7.3)], one can obtain the Green function estimates by following the
proofs in [17, Section 7] line by line. Indeed, for any T > 0, let
KT (a, r) := a + φ(r)
∫ 1
φ(r)/T
(
1 ∧ ua
φ(r)
)
1
u2φ−1(u−1φ(r))
du+
φ(r)
r
(
1 ∧ a
φ(r)
)
which is defined in [17, (7.4)]. By the same proof of [17, Theorem 7.3(iii)], we have that
GD(x, y) ≍ KT1(a(x, y), |x− y|)
where a(x, y) =
√
φ(δD(x))
√
φ(δD(y)). Recall that CI is the constant in (5.3). Let T1 :=
(2∨ (2CI)α)φ(diam(D)). Since 0 < a(x, y) 6 φ(diam(D)) = (2−1∧ (2CI)−α)T1 and φ(|x−y|) 6
φ(diam(D)) 6 T1/2, it is enough to show that for any T > 0 and for any 0 < a 6 (2
−1 ∧
(2CI)
−α)T and 0 < φ(r) 6 T/2,
KT (a, r) ≍ a
r
∧
(
a
φ−1(a)
+
(∫ φ−1(a)
r
φ(s)
s2
)+)
(8.2)
where x+ := x ∨ 0.
When 0 < a < φ(r) 6 T/2, the proof of (8.2) is the same as that of [17, Lemma 7.2]. Now
we assume that φ(r) 6 a 6 (2−1∧ (2CI)−α)T . Using (3.3), we have c−11 V (r)2 6 φ(r) 6 c1V (r)2
for some constant c1 > 1. Thus by the change of variable u = V (r)
2/V (s)2, we have that∫ φ(r)/a
φ(r)/T
adu
uφ−1(u−1φ(r))
6
∫ c1V (r)2/a
V (r)2/(c1T )
adu
uφ−1(u−1φ(r))
6
∫ 1/V (c1T )2
1/V (a/c1)2
2a
φ−1(c−11 V (s)
2)
V
′
(s)
V (s)
ds.
Since φ−1(c−11 V (s)
2) > φ−1(c−21 φ(s)) > c2s by (3.3) and (5.3), combining this with (8.1), we
have that ∫ φ(r)/a
φ(r)/T
a · du
uφ−1(u−1φ(r))
6 c3a
∫ 1/V (c1T )2
1/V (a/c1)2
1
s2
ds 6 c4
a
φ−1(a)
. (8.3)
For the last inequality, we again used (3.3) and (5.3). Applying (8.3) to the proof of the upper
bound for KT (a, r) in [17, (7.6)], and following the rest of the proof of [17, Theorem 7.3(iii)]
for the φ(r) 6 a 6 (2−1 ∧ (2CI)−α)T case, we obtain (8.2) and hence we prove Theorem 1.6 for
all dimension.
To prove Theorem 1.8 we use the above estimates of Green function and the following the
scale and translate invariant boundary Harnack inequality.
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Proposition 8.1. Suppose that D is an open set in Rd. Let Y be a symmetric pure jump Hunt
process whose jumping intensity kernel J satisfies the conditions (J1), (L), (C) and (Kη).
Then, there exists c = c(φ, η, L0, L3, d) such that for any 0 < r < 1, z ∈ ∂D and any non-
negative functions f, g in Rd which are regular harmonic in D ∩B(z, r) with respect to Y , and
vanish in Dc ∩B(z, r), we have
f(x)
f(y)
6 c
g(x)
g(y)
for any x, y ∈ D ∩ B(z, 2r/3).
Proof. To prove the claim we use [7]. We only have to check assumptions stated therein. Note
that (C) is an uniform version of [7, Assumption C]. Thus there is a constant c(2.7) in [7]
satisfies c(2.7)(x0, R1, R2) = C
∗(φ, d, R1/R2) for any x0 ∈ Rd and 0 < R1 < R2 6 2. Let
0 < r < 1 and 2/3 < a 6 2.
We first check the bounds on the constants c(2.8) and c(2.9) in [7]. In our case, the constants
c(2.8) and c(2.9) in [7] can be taken as
c(2.8)(x0, ar, 2r) := inf
{ar6|x0−y|62r}
J(x0, y) and c(2.9)(x0, r) 6 C
∗
(∫
Rd\B(x0,2r)
J(x0, y)dy
)−1
where C∗ = C∗(φ, d, 1/2) is the constant in (C). (see [7, (2.8) and (2.9)] and the last display
of [7, Proposition 2.9]). Then by (J1.3) and (WS) for c(2.8), and by (J1.1), (J1.2) (1.4) and
(WS) for c(2.9), we have that
c(2.8)(x0, ar, 2r) > c1φ(r)
−1r−d and c(2.9)(x0, r) 6 c2φ(r) (8.4)
where the constant c1 > 0 depends on φ, a and d, and the constant c2 > 0 depends on φ, L0
and d.
We now check [7, Assumption A–D] (and its scale and translate invariant version) holds.
First of all, since p(t, x, y) is continuous, clearly the transition operators Tt of Y is strong
Feller. Recall that we assume that Tt is Feller , that is, Tt maps C0(R
d) into C0(R
d). Since Y
is symmetric, [7, Assumption A] holds.
Let Â be the corresponding generator on C0(R
d) defined as
Âu := lim
t→0
Ttu− u
t
(strong limit) and
D(Â) := {u ∈ C0(Rd) : Âu <∞}.
Recall the operator Lg(x) = P.V. ∫ (g(y)− g(x))J(x, y)dy defined in (2.1). Then
C2c (R
d) ⊂ D(Â) and Âu = Lu for any u ∈ C2c (Rd). (8.5)
Indeed, we first obtain that for any u ∈ C2c (Rd), Lu ∈ C0(Rd) by (L) and so,
‖Tt(Lu)− Lu‖∞ → 0 as t→ 0. (8.6)
Since, from Lemma 2.2, Mut = u(Yt)−u(Y0)−
∫ t
0
Lu(Ys)ds is Px-martingale with respect to the
filtration of Y , we have that
Ttu(x)− u(x)
t
=
1
t
Ex
[∫ t
0
Lu(Ys)ds
]
.
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Thus we obtain that for any u ∈ C2c (Rd),
sup
x
∣∣∣∣Ttu(x)− u(x)t −Lu(x)
∣∣∣∣ = sup
x
∣∣∣∣1t
∫ t
0
TsLu(x)−Lu(x)ds
∣∣∣∣ 6 1t
∫ t
0
‖Tt(Lu)−Lu‖∞ds,
and combining this with (8.6), we conclude (8.5). Therefore, [7, Assumption B] holds with
D = C2c (Rd).
For 0 < R1 < R2, let A(x,R1, R2) = {y ∈ Rd : R1 < |x − y| < R2} be the open annulus
around x, and A(x,R1, R2) the closure of A(x,R1, R2). For every compact set K and open set
U satisfying K ⊂ U ⊂ Rd, let
FK,U := {f ∈ C2c (Rd) : f ≡ 1 in K, f ≡ 0 in U c, and 0 6 f(x) 6 1},
and ̺(K,U) := inff∈FK,U supx Lf(x). Then by Lemma 2.1 and (WS), for 2/3 < a < b 6 1
there exist c3 = c3(φ, η, L0, L3, a, b) such that for any x0 ∈ Rd and 0 < r < 1,̺̂(x0, ar, br) := ̺(A(x0, ar, br), A(x0, 2r/3, 2r)) + ̺(B(x0, ar), B(x0, br)) 6 c3φ(r)−1. (8.7)
Let Bu := B(x0, u) be a ball centered at x0 with radius u > 0. Let d > 1, 0 < r < 1 and
x, y ∈ Br. By Theorem 1.1 (with M = 2 and T = φ(2)) and the semigroup property we have,
for t0 = φ(|x− y|),
GBr(x, y) 6
∫ t0
0
p(s, x, y)ds+
∫ ∞
0
pBr(s + t0, x, y)ds
6 C1.1
∫ t0
0
sν(|x− y|)ds+
∫
Br
p(t0, z, y)GBr(x, z)dz
6 C1.1
(
t20ν(|x− y|) + [φ−1(t0)]−dExτBr
)
=
C1.1
|x− y|d (φ(|x− y|) + ExτBr) . (8.8)
Let 5/6 < a < 1. For x ∈ B5r/6 and y ∈ Br \ Bar, (a− 5/6)r 6 |x − y| 6 2r. Hence, by (8.4)
and (WS) we obtain
c(2.10)(x0, 5r/6, ar, r) := sup
x∈B5r/6
y∈Br\Bar
GBr(x, y) 6 c4
φ(r)
rd
. (8.9)
where the constant c4 depends on φ, a and d. Hence [7, Assumption D] holds.
We have observed that [7, Assumption A–Assumption D] hold. In addition, by (8.4),
(8.7) and (8.9), the upper bound of the constants c(3.9), c(3.11) and c(1.1) in [7] from the expressions
of the constants c(3.9), c(3.11) and c(1.1) in [7, (3.9)–(3.11)] so that for any x0 ∈ Rd and 0 < r < 1,
c(3.9)(x0, 5r/6, 11r/12, r) 6 c6
φ(r)
rd
,
c(3.11)(x0, 5r/6, r) 6 2c(3.9)(x0, 5r/6, 11r/12, r)
·max
( ̺̂(x0, 11r/12, r)
c(2.8)(x0, 11r/12, 2r)
, |B(0, 1)|C∗(φ, d, 1/2)rd
)
6 c7φ(r), and
c(1.1)(x0, 2r/3, r) 6
(̺̂(x0, 3r/4, 5r/6) · c(3.11)(x0, 5r/6, r) + C∗(φ, d, 9/10))4 6 c8
where the constants ci, i = 6, 7, 8 are depending only on φ, η, L0, L3 and d. Therefore, we
obtain the scaling and translation invariant version of [7, (BHI)] for r < 1, with the constant
c(1.1) = c(1.1)(x0, 2r/3, r) which is independent of r < 1 and x0 ∈ Rd.
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Alternatively, one can check the conditions in [35, Section 4], which also provides [35,
Corollary 4.2], the scaling and translation invariant version of (BHI).
We now use the above proposition to prove Theorem 1.8.
Proof of Theorem 1.8. Suppose that D is a C1,1 open set in Rd with characteristics (R0,Λ).
Since D is a C1,1 open set, it is easy to see that for any z ∈ ∂D there exits a bounded C1,1 open
set U in Rd whose characteristics depend only on R0 and Λ (independent of z ∈ ∂D) such that
B(z, 7R0/8)∩D ⊂ U ⊂ B(z, R0)∩D (if d = 1 we can take U = (z, z+R0) or U = (z−R0, z)).
Choose a point z0 ∈ U \B(z, 3R0/4) and let g1(x) = GU(x, z0). Since g1 is regular harmonic in
D ∩B(z, 3R0/4), applying Proposition 8.1 we obtain
f(x)
f(y)
6 c1
g1(x)
g1(y)
, x, y ∈ D ∩ B(z, r/2).
Theorem 1.6 implies the claim of the theorem.
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