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Plasmas with drifting electrons in crossed electric E and magnetic B field are used as
ion sources in several applications including space propulsion and material processing.
Despite long history, the nature of plasma instabilities in specific systems remains obscure.
Gradient drift modes driven by combinations of the electron E × B drift and density
gradient have been considered as one of the primary sources of fluctuations. In this work,
we have verified the linear instability criteria for three possible regimes: ion-acoustic,
modified two-stream, and electron cyclotron drift modes without the effect of the density
gradients. For plasma parameters of interest for electric propulsion, we have studied
the effects of finite values of the wave vector along the magnetic field and investigated
the broadening and overlap of the cyclotron resonances and the transitions toward the
ion-acoustic regime.
Studying the influence of density gradient on the Electron Cyclotron Drift Instability
(ECDI), we show that for purely azimuthal modes, instabilities are enhanced for negative
gradient density, while the positive gradients reduce growth rates. The lower-hybrid
modes, which are a special case of more general ECDI, are then studied by eigenfrequencies
analysis from the kinetic theory and comparison with an advanced fluid model, verifying
the validity of the fluid model for different limits. The results indicate that in linear stage,
the growth rates from the fluid model agree well with the kinetic theory.
This research also looks at the linear and nonlinear aspects of Buneman instability
in magnetized and unmagnetized plasma, as a limit of ECDI. In this regard, the 1D
(one-dimensional) particle in cell (PIC) simulations in the limit of cold electrons for the
magnetized case are performed. The linear stage of the instability agrees well with the
theoretical prediction. In the case of unmagnetized Buneman instability, it is found that
in the regime of low drift velocity, the growth rate of the linear stage of the instability
in 1D-PIC simulations differs significantly from the theoretical results. Hereof a series of
highly resolved PIC simulations are performed with two different PIC codes. The initial
noise due to particle discreteness is identified as a cause for discrepancies. The results
of the performed simulations reveal that, although a quiet start scheme does not entirely
solve the noise issue in PIC simulation, it improves the accuracy of linear growth rates.
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1.1 Motivation and thesis outline
The Hall thruster is an efficient electric propulsion device developed to replace chemical
systems for many orbit propulsion tasks on geostationary satellites and long-range mis-
sions. In this annular device, a propellant that is usually xenon gas is ionized and then
accelerated by the electric field. Figure (1.1) shows the Hall-thruster geometry that is
used throughout my thesis.
In a Hall thruster, the axial electric field is created by the potential difference main-
tained between the central anode and the cathode placed near the open end of the thruster
where the magnitude of magnetic field B is maximum. The cathode also serves as a source
of electrons moving to the anode as well as the electrons neutralizing the accelerated ions.
This radial magnetic field confines the electrons in the Larmor orbit and reduces axial
electron mobility. The existence of the radial magnetic field and axial electric field cause
the electrons to drift in the azimuthal direction, therefore, forming the Hall current. The
ratio of E/B is selected such that the electron Larmor radius is much smaller, but the
ion Larmor radius is much larger than the anode to cathode spacing. Hence, the ions can
be freely accelerated out of the device and neutralized by the electrons from the cathode
to maintain charge neutrality within the plasma plume.
Due to the difference in the magnitude of the electron and ion velocities, vd = ve−vi,
various micro instabilities and plasma oscillations can develop in Hall thrusters. These
phenomena play an essential role in controlling the transport, mobility of electrons, and
even full thrust of the device. Hence, for improving the performance of Hall thrusters, we
need to better understand the inner physical phenomena related to waves and instabilities.
Since vd varies as a function of position, different instabilities can dominate at different
radial locations of Hall thruster devices. My thesis treats the main features of three types
of instabilities (and their combinations) as listed below:
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(a) (b)
Figure 1.1: (a) Schematic Hall Thruster and (b) E×B configuration of Hall thruster in
Cartesian coordinate system, showing the relevant directions. Magnetic field B is in the
radial direction (z) and the electric field E in the axial direction (−x). The electron drift
velocity and direction of the fluctuating electric field is in the azimuthal direction (y).
1) Electron cyclotron drift,
2) Lower-hybrid-drift (k ·B = 0),
3) Buneman (cold electron-ion two-stream).
Chapter 1 reviews the basic plasma models, waves in partially magnetized plasma.
Chapter 2 is devoted to a study of the linear aspects of electron cyclotron drift instability
(ECDI) through the numerical solution of general dispersion relation with and without
gradient of density. In chapter 3, I analyze the stability of lower hybrid drift from the
fluid and kinetic approach.
As we are interested in the nonlinear aspect of plasma instabilities, I use one of the
simulation methods called particle-in-cell (PIC). Chapter 4 shows the basic ideas of the
PIC algorithm.
Electron cyclotron drift instability as one of the possible instabilities of Hall thruster has
the limit of Buneman instability. Therefore, in chapter 5, I study the linear and nonlinear
aspects of the simple case of Buneman instability in magnetized and unmagnetized plasma
through 1D-PIC simulations.
The derivations of the dispersion relations in chapters 2 and 3 follow the standard
treatments presented in previous literature. I solve the dispersion relation of the ECDI
multi resonance using the Python solver developed originally in our group by O. Chapurin
and S. Janhunen. In chapter 3, I use my own Python solver to compare the dispersion
relations of fluid and the kinetic theories, this comparison is performed for the first time, as
presented. I produce all numerical solutions and present the results graphically in various
regimes of interest for our applications. A new regime of low-hybrid instability is revealed
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in chapter 3. The presentation of the basics of the PIC method in chapter 5 follows
the previous literature. In chapter 5, I perform PIC simulations using the commercial
(VSim) and open source (Xes1) PIC codes. Parts of the results presented in chapter 5
are published in Ref. [1] and in another paper being prepared for publication [2].
1.2 Plasma models
Plasma is a quasi-neutral gas of charged particles that exhibits collective behavior due
to the long range of the Coulomb force. The existence of various forms of interactions
among different particles leads to many phenomena. Self-consistent electric and magnetic
fields affect the particle orbits, and particle orbits affect the fields. Therefore, the general
solution to any problem in plasma physics can be pretty complicated. These difficulties
impel scientists to use mathematical modeling for studying plasma. A large number
of different models are used for plasma systems that can be expressed in the form of
integrodifferential equations. Each of these approaches can explain the different properties
of the plasma. Among these approaches, kinetic and fluid methods are most general.
1.2.1 Fluid plasma model
The most straightforward description of plasma is provided by a fluid model that is suffi-
ciently accurate to describe many plasma phenomena at a large scale based on macroscopic
quantities such as density, momentum, temperature, etc.
A huge number of particles in plasma make it impossible to trace the motion of in-
dividual ones by Newton’s equation. On the other hand, the frequent collision between
particles keeps them moving together in a fluid element. Therefore, we study the mo-
tion of these fluid elements based on the self-consistent forces from the average electric
and magnetic fields produced by many other particles. From the fluid description’s view,
plasma can be partitioned into small boxes while particles do not stay inside them. They
leave a box with a length size of l after a transit time t = l/vt where vt is particles ther-
mal velocity and particles from neighboring boxes enter this volume. In this regard, these
boxes count the gain and loss of the total number of particles, the total momentum, or
the heat content [3].
There are two main representations of fluid boxes. The first view considers fixed
boxes in space and watches fluid move through the volume element (Eulerian), while
in the second view, boxes are transformed to a moving frame and move as fluid moves
(Lagrangian). Describing the evolution of plasma based on the fluid approach stands on
the following set of fluid equations.
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Continuity equation
The equation of continuity originated from matter conservation. It means that the total
number of particles N0 from each type (electrons, ions, or neutral particles) in a volume
V can change if particles are generated or lost as a result of the collision, and there is











where nα indicates the number density of particle type α, nαuα is the flux number density
and δnα/δt shows the collision term that is due to the ionization, recombination, attach-
ment and so on. In the absence of interactions leading to the creation or destruction of
particles of type α, the collision term is equal to zero.
Equation of motion
The evolution of plasma particles in a fluid box is controlled by electromagnetic Lorentz





+ (uα · ∇)uα] = qαnα(E + uα ×B)−∇ ·Pα −mαnα(uα − uβ)ν, (1.2)
where uα is the average velocity of the particles type α that move together in the fluid
(element) box, Pα is stress tensor with components Pij = mαnα(ui − ui,α)(uj − uj,α) that
can be decomposed into two terms as Pα = pαI + Πα, where pα = nαKBTα is the
scalar pressure, Πα is the viscosity tensor, and I is the identity matrix, ∇ · Pα indicates
the force associated with the scalar pressure and viscous forces. For the Maxwellian
distribution function, the off-diagonal elements of pressure tensor vanish Πα = 0 and
pressure tensor converts to the gradient of pressure. The last term of Eq. (1.2) represents
a collision between particle type α with particle type β that has velocity uβ and ν is
collision frequency.
Equation of state
In the simplest case, when the thermal conductivity is low, and most ways of energy
transfer are neglected, the thermodynamic equation of state, which relates p to n for each
species, describes the variation of p in time in plasma,
p = Cnγ, (1.3)
where C is a constant and γ indicates how much the temperature of a plasma increases









For isothermal compression when the compression is slow compared to thermal conduc-
tion, γ = 1, and we have,
∇p = KBT∇n, (1.5)
and for enough fast compression compared to heat conduction we have adiabatic com-
pression with γ = (2 + N)/N which is larger than 1 due to the changes in KBT . Here
N denotes the number of degrees of freedom [4]. Maxwell equations are used to close the








∇× E =− ∂B
∂t
,




∇ ·B =0. (1.6)
1.2.2 Kinetic plasma model
Dynamical processes in the statistical mechanics of plasma physics are often described
by kinetic theory. A theoretical foundation for the kinetic theory of classical plasmas
consists of four stages. The first stage is based on defining a six-dimensional phase-
space distribution function called the ”Klimontovich distribution function,” which obeys
a continuity equation in the phase-space. Then, investigating the dynamical behavior of
the system of N-interacting particles using the Liouville equation, which is followed by
multi-particle distribution functions, and finally, the system of charged particles described
by BBGKY (Bogoliubov-Born-Gree-Kirkwood-Yvon) hierarchy equations. The following
literature review is adapted from Ref. [5].
The microscopic density of particles type α in the phase space (x,v) is expressed by




δ[x− xi(t)]δ[v− vi(t)]], (1.7)
as it is known as the Klimontovich distribution function. Here (xi(t), vi(t)) are the
Lagrangian coordinates of particle itself, whereas (x, v) are the Eulerian coordinates of
the phase space and N0 shows the number of particles for each species. Time development
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of Nα(x,v, t) leads to Klimontovich equation as follows:
∂Nα(x,v, t)
∂t





(EM + v×BM) · ∂Nα(x,v, t)
∂v
= 0. (1.8)
Here EM and BM are microscopic fields produced self consistently by point particles
themselves, plus the externally applied fields that satisfy Maxwell’s equations. Therefore,










∇ · EM = 1
ε0
ρM ,
∇ ·BM =0, (1.9)














It is worth noting that conservation of particles in the phase space can be interpreted when
we consider dNα(x,v, t)/dt = 0. Eqs. (1.8) and (1.9) provide a complete set for describing
plasma behavior. However, since the Klimontovich equation contains all particle orbits,
it is far too detailed for practical purposes, especially if we introduce the collisional effects
into it. Therefore, a statistical approach is utilized by adding a random fluctuation term
to each quantity that shows the microscopic scale of evolution.
EM =E + δE,
BM =B + δB,
Nα =fα + δNα. (1.12)
By definition, in plasma for scale larger than Debye length, the ensemble average of
fluctuations < δ... > is zero. Therefore, we have E =< EM >, B =< BM >, and
fα(x,v, t) =< Nα(x,v, t) >. The ensemble averaging of the spiky function Nα(x,v, t)
defined a smooth function called single-particle distribution function fα and shows how
many particles are likely to be found in a small volume box ∆x∆v of the phase space [5].
The Klimontovich equation describes the behavior of individual particles, while the
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”Liouville equation” describes the behavior of plasma as a system of particles. Based
on Klimontovich equation Nα(x,v, t) is the density of particles in six-dimensional phase
space, while in a system with N0 particles of Liouville equation, N is the density in 6N0-
dimensional phase space, here Xi(t) and Vi(t) are the set of positions xi and velocities
vi respectively taken by the ith particle at successive time t,
N(x1,v1,x2,v2, ...xN0 ,vN0 , t) =
N0∏
i=1






∇xi · (viN) +
N0∑
i




The Liouville equation describes the exact orbit of a single point in 6N0-dimensional phase
space, and the ensemble of such a system gives practical information. The distribution
function of a system fN0 which is introduced as follows:
fN0(x1,v1,x2,v2, ...xN0 ,vN0 , t)dx1dv1dx2dv2...dxN0dvN0 , (1.15)
shows the probability that a particular system at time t has in 6N0-dimensional phase










vi · ∇xifN0 +
N0∑
i
V̇i · ∇vifN0 . (1.16)
As discussed above, the density fN0 represents the joint probability density that each
particle has [5]. To be able to study this system, we consider reduced distributions that are
functions of fewer variables, such as one-particle distribution function fα which neglects
the influence of its near neighbor, two-particle distribution function fα,β that contains
the interaction between two particles, or three-particle distribution function fα,β,γ and so
on. The Liouville equation for each case of the distribution function is coupled to the
next higher distribution function through the acceleration term. This chain of statistical
equations is known as the BBGKY hierarchy, and it can be solved by terminating the
chain by ignoring particle interaction based on valid approximation [6].
Since for plasma, the range of the forces r0 ≈ λD is much larger than interparticle
spacing n−1/3 the joint distribution fα,β in a small volume V , n
−1 << V << λ3D, is
determined by particles that are outside of volume and independent of internal interaction
of two particles, therefore fα,β = fαfβ. The simplest approximation to the chain of
BBGKY hierarchy equations in plasma is, neglecting all terms of particle interactions.
In this approximation, we will obtain a zero-order kinetic equation for plasma called the
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Vlasov equation (1.17) or occasionally, the collisionless Boltzmann equation [6].
∂fα(x,v, t)
∂t
+ v · ∇fα(x,v, t) +
qα
mα
(E + v×B) · ∇vfα(x,v, t) = 0, (1.17)
where the symbol ∇ denotes the gradient in (x, y, z) space and ∇v stands for gradient
in velocity space. Here, the distribution function referred to the one-particle distribution
function fα. The assumption here is that the phase densities at different points in 6D
phase space are completely independent, and there is just a collective interaction via
electromagnetic fields. The Vlasov equation is valid when the number of particles in a
Debye sphere becomes infinite. In this regard, any fluctuations due to the discreteness of
the particles can be neglected.
Charge density and current density can be obtained at each point in space from the















here v is the average flow velocity. Eqs. (1.17) to (1.19) and the Maxwell equations, form
a closed set of self-consistent equations for fα to be solved simultaneously and called the
Vlasov-Maxwell system.
Since the Vlasov equation is a partial differential equation (PDE), the general solution
of that can come from a characteristic system that converts PDE into ordinary differential









As particles move around in phase space, they follow the contours of constant distribution
function fα. Therefore the solution of ODEs pieces together to form a surface that provides
a solution fα to Vlasov equation.
The fundamental difference in the physical content between the Vlasov equation and
the Klimontovich equation is worth noting. The Klimontovich equation deals with the mi-
croscopic distribution function, containing all the fine structures arising from the individ-
uality of the particles. In contrast, the Vlasov equation is concerned with a coarse-grained
distribution function obtained from a statistical average of the microscopic distribution
function.
The first-order of the kinetic equation can be obtained by retaining two-particle dis-
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tribution function in BBGKY hierarchy equations, which gives collisional correction to
the Vlasov equation. In this regard, one method that can be practical to solve fα is,
modelling the fα,β. Such a case is the collisional Boltzmann equation. For instance, in
the presence of collisions with neutral atoms, which is more common in cold plasmas, the
Eq. (1.17) can be written by collision term that model by ν(fn − fα),
∂fα(x,v, t)
∂t
+ v · ∇fα(x,v, t) +
qα
mα
(E + v×B) · ∇vfα(x,v, t) = ν(fn − fα), (1.22)
where fn is the distribution function of neutral atoms and ν is constant collision frequency.
In an equilibrium when there are no external electric and magnetic fields, the most
probable single-particle distribution function can be expressed by Maxwell-Boltzmann
distribution. In this case, the constants of motion are energy and momentum, and the
























Tα/mα is thermal velocity particle type α. It is worth bearing in mind
that in the case of longitudinal waves k ‖ E, where k is the wave vector and ∇× E = 0,
the magnetic field is stationary ∂tB = 0 and the system reduces to the electrostatic
approximation which is used in the following.
The plasma fluid equations can be derived by taking velocity moments of the Vlasov
Eq. (1.17). Its derivation can be found in general plasma physics books [7, 4].
1.3 Plasma waves
The foundation of plasma evolution is waves that propagate energy through plasma and
send information outside for observers to reveal what is occurring inside the plasma.
They can also become unstable, and their amplitudes grow to the point that they disrupt
plasma confinement. In this section, I describe electrostatic waves in a homogeneous and
inhomogeneous plasma.
1.3.1 Electrostatic waves in homogeneous plasma
In homogeneous plasma, the initial distribution functions of individual plasma species are
free of any anisotropies, and it is independent of the position and direction of the velocity
(1.23). Therefore, the imaginary part of wave frequency is zero or negative, and there are
electrostatic fluctuations (waves) that are normal modes that may be slowly damped in
time or space due to Landau damping [8]. Here we consider collisionless plasma to describe
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the evolution of distribution function through the Vlasov equation. In the following, I
study electrostatic waves in unmagnetized and magnetized plasma.
Electrostatic waves in unmagnetized homogeneous plasma
The main procedure for determining the electrostatic normal modes of plasma based
on kinetic theory is applying Fourier/Laplace analysis in the linear Vlasov equation for
getting particle densities fluctuation to insert into the Poisson equation. This procedure
yields a dispersion relation that defines the relation between frequency and wave vector
[8].
In this regard, we use Maxwellian distribution (1.23) for the stationary equilibrium
state of plasma. For solving the unmagnetized Vlasov Eq. (1.17), we consider weak plasma
fluctuations. This means that the fluctuating fields are sufficiently small in amplitude that
both the electric field and the distribution functions can be expanded around equilibrium,
in the following form:
fα(x,v, t) = f0α(x,v) + f̃α(x,v, t), (1.24)
E(x, t) = Ẽ(x, t). (1.25)
The following relation is obtained after linearization of the Vlasov equation,
∂f̃α
∂t





Ẽ(x, t) · ∂f0α
∂v
= 0. (1.26)
Seeking a solution in the form of h̃(x,v, t) = h̃(k,v, ω)eik.x−iωt leads us to find f̃α from
Eq. (1.26) in the Fourier space,
f̃α(k,v, ω) = −
qα
mα(ω − k · v)
φ̃(k, ω)k · ∂f0α
∂v
, (1.27)
where φ̃ is the perturbed potential which is replaced by the fluctuating electric field
originated from Ẽ(x, t) = −∇φ̃(x, t). The density perturbation of αth type of particle














We can define the αth component of susceptibility as follows:











n0αq2α/ε0mα denotes plasma frequency for species α, and
ñα(k, ω) = −
k2ε0
qα
φ̃(k, ω)Kα(k, ω). (1.30)
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Kα(k, ω) = 0, (1.31)
Dispersion equation (1 +
∑
Kα(k, ω) = 0 ) shows the relationship between ω and k for
the plasma modes. By using Eq. (1.29) the linear susceptibility can be written as follows:









It should be noted that Eq. (1.32) contains one singularity at ω = kkvk due to the
particle-wave resonant interaction where kk is the wave vector along vk that may be
either positive or negative. There are two approaches for obtaining the eigenfrequencies
of dispersion relation containing a singularity. The first approach is to take the principal
value of the integral, as done by Vlasov in Ref. [9], therefore neglecting wave damping
due to the Landau effect. The second approach is, using plasma dispersion function Z(ξ)
which appears in kinetic dispersion equations derived from Maxwellian or semi-Maxwellian









ds, Imξ > 0. (1.33)










which yields via the integration by parts,


























) is Z and ξ is ω/√2kkvtα that is a complex variable,






















The basic longitudinal modes are high-frequency electron plasma oscillations with finite
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electron temperature where the effect of heavy ions can be neglected. Imposing this limit,
ωpi = 0 and asymptotic expansion of Z function for cold electrons in Eq. (1.38) leads to
dispersion equation for Langmuir wave [10]:




This result can also be obtained from fluid theory [4].
Electrostatic waves in magnetized homogeneous plasma
Applying weak plasma fluctuation approximation to the linear Vlasov equation of elec-
trostatic waves in the presence of a magnetic field B = B0ẑ leads to,
∂f̃α
∂t









Ẽ(x, t) · ∂f0α
∂v
. (1.40)
We use the method of integration over unperturbed orbits to solve this equation and


































where Ωcα = eB0/mα is cyclotron frequency, and Im denotes modified Bessel function of
order m. As it is clear from Eq. (1.41) and the definition of plasma dispersion function
in Eq. (1.33) that the presence of magnetic field results in wave-particle interaction for
different modes,
ω = kzvz −mΩcα (m = 0,±1,±2, ...). (1.42)
In the limit of ky = 0 and k = kz, which result in k×B = 0, the linear dispersion relation
(1.41) reduces to unmagnetized plasma dispersion relation (1.38) [8].
1.3.2 Electrostatic waves in inhomogeneous plasma
Under laboratory conditions, the complete homogeneity of a confined plasma cannot be
achieved. Due to gradients of density, temperature, pressure, magnetic field strength,
particle drift, or plasma current will exist in plasma. These gradients support drift waves,
and then the kinetic energy of these drifts can be transferred to the waves.
In this thesis, I consider and analyze the linear theory of density gradient, which drives
modes. The drift wave propagates mainly perpendicular to both the magnetic field and
gradient. In this subsection, I examine the drift wave originating from a density gradient
in partially magnetized plasma from the fluid approach through its set of Eqs. (1.1-1.6).
Partially magnetized plasma means that there is an external magnetic field that affects
just only electrons, not ions. The main reason for this assumption is that the ion Larmore
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radius is typically larger than the system size ρi >> L while electron Larmore radius
is ρe << L and also, the ion cyclotron frequency is lower than the oscillation frequency
Ωci << ω << Ωce. Here L is the device length and ρα =
√
Tα/mαΩ2cα is Larmor radius
of charged particle type α. When the plasma density is inhomogeneous across magnetic
Figure 1.2: The density gradient causes the electrons to drift causing the diamagnetic
current.
field, the magnetically confined electrons are affected by the vE = (Ẽ×B)/B20 drift where
magnetic field is B = B0ẑ. The physical mechanism of this drift is shown in Fig. (1.2).
Consider a plasma with the gradient of density toward up; I have drawn a cartoon of the
orbits of electrons gyrating in a magnetic field. Through any fixed volume element, the
superposition of electron motion to right and left leads to a net drift of electrons toward





The response of electrons and ions to the density gradient, drift them into the opposite
directions and produce the diamagnetic current and the polarised electric field Ẽ [4].
In the following, the peculiar eigenmode of this partially magnetized plasma can be
obtained. We start from the continuity equation,
∂ñe
∂t
+ vE · ∇n0e = 0. (1.44)
The density gradient is introduced by linearizing the density profile around the density








where Ln is the gradient length defined by L
−1





















Dispersion relation of this ”anti-drift waves” can be obtained by applying the quasi-









Electron cyclotron drift instability
(ECDI)
2.1 Analytical description of ECDI
Plasma instabilities are the normal modes of a system whose amplitudes grow in space or
time. Electrostatic plasma instabilities can be excited by the drifting of the electrons with
respect to the ions in the direction perpendicular to a magnetic field. The source of this
drift can be a gradient in density or the E × B drift in the case of Hall-effect thrusters.
Linear theory can describe relatively weak plasma fluctuations, but it cannot describe the
final fate of plasma instabilities; therefore, nonlinear theories and computer simulations
are used to describe the final stage of plasma instabilities.
In this and the next chapters, I present a linear theory of electron cyclotron drift
instability and lower-hybrid drift instability and then analyze their dispersion relation
with typical parameters relevant to Hall thrusters.
The electron cyclotron drift instability, as exists in partially magnetized cross-field
plasma, is driven by the significant E×B drift of electrons relative to ions. Theoretical
study of ECDI through its linear dispersion relation reveals many of its features. In
this respect, we consider electrostatic waves with initial electron drift velocity vE =
E0/B0 ŷ across a uniform magnetic field. Since the effect of the magnetic field on ions is
neglected, we use the susceptibility of the electrostatic wave in unmagnetized homogeneous
plasma for ions Eq. (1.38) and the susceptibility of the electrostatic wave in magnetized
homogeneous plasma with initial uniform electric E = −E0x̂ for electrons Eq. (1.41).
Therefore, 2-dimensional linear dispersion relation of ECDI from Eq. (1.38) has the form
of:
1 +Ki(k, ω) +Ke(k, ω) = 0, (2.1)
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where ki = ωpi/vti and ke = ωpe/vte. In the limit of the cold ions where ω > kzvti, the
asymptotic series of plasma dispersion function becomes




















































and the ion susceptibility becomes





In this section, I present the general behavior of the growth rate and frequency of 2D-
ECDI by solving the dispersion relation of Eq. (2.1) in Python numerically using the
technique described in Ref.[12]. The solution is calculated by a fixed point iteration using
the relative error as a stopping condition. This solver uses the convergence condition that
|1− ωi+1/ωi| < 10−6 for i ≥ 15. The SciPy.special Faddeeva function is used to get good
numerical accuracy of the plasma dispersion function for a wide range of arguments.
In the case of the cold ions where Te >> Ti, the general dispersion equation of ECDI
consists of three main instabilities: ion-acoustic, modified two-stream, and electron cy-
clotron drift instabilities [13]. In this section I examine each of them.
2.2.1 Ion-acoustic instability(IAI)
Fig. (2.1) represents the growth rate and frequency of the ion-acoustic instability as a
function of kyρe for different values of vE/vte. The ratio of kz/ky is constant for each
curve. Three distinct zones for each curve are distinguishable, kyρe < 1, 1 < kyρe ≤ 4
and kyρe > 4. According to Gary [14] at kyρe > 4 the ion acoustic instability behaves
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like the zero magnetic field case. It is clear more in the frequency plot where all curves
fall on the blue dash-line with constant slope which is related to the magnetic field free




Figure 2.1: (a) Growth rate and (b) frequency of the ion-acoustic instability as a function
of kyρe for the following parameters:, ωpe/Ωce = 68, mi/me = 1836, Te = 1 eV, Ti = 0 eV,
and n = 1 × 1017 m−3. The value of kz/ky for the curve with vE/vte labelling with
0.05, 0.1, 0.2, 0.3, 0.5, and 1 is 0.05, 0.07, 0.1, 0.1, 0.2, and 0.3 respectively.
Figure (2.1a) depicts an increase in growth rate γ for kyρe < 1 where the magnetic
field is strong and then transits into field-free case as kyρe increases. The point is that as
kz/ky decreases, the ion-acoustic instability changes from dissipative mode driven by the
pole resonances ω − kyvE −mΩce − kzvz to the reactive instability due to coupling of the
sound wave and the Doppler-shifted Bernstein wave instability [13].
2.2.2 Modified two-stream instability(MTSI)
In the case of low frequency where ω − kyvE << Ωce, we only consider the m = 0 term
of the infinite sum of Eq. (2.1) with the cold ion. Assuming kyρe << 1, the asymptotic














This dispersion relation shows the reactive nature of the MTSI mode. In this case of
the cold plasma, the instability occurs due to the coupling of the lower-hybrid mode
(the second and last terms) with the beam mode ω = kyvE. Note that for the reactive
instabilities, the algebraic dispersion equations with real coefficients produce the complex
conjugate solutions; one of this is an unstable mode. Figure (2.2) shows growth rate and
frequency of modified two-stream instability versus kz/ky for different vE/vte and kyρe
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as found from general dispersion equation. It can be seen from Fig. (2.2) that as kz/ky
(a) (b)
Figure 2.2: (a) Growth rate and (b) frequency of the modified two stream instability
as a function of kz/ky for parameters used in the solver, ωpe/Ωce = 68, mi/me = 1836,
Te = 1 eV, Ti = 0 eV, and n = 1 × 1017 m−3. The value of kyρe = 0.75 is used for the
curve with vE/vte = 0.05, 0.1, and for the curves with label vE/vte = 0.2, 0.3, 0.5 the
kyρe = 0.25 is used.
increases, the instability transits from modified two-stream instability to ion-acoustic
instability. In the frequency figure, the curves that have the same value for kyρe merge
to the same value of frequency that corresponds to the ion-acoustic frequency given by
Eq. (2.7) as kz/ky increases. The numerical results of Figs. (2.1 and 2.2) have a good
consistency with the results of Ref. [13].
2.2.3 Electron cyclotron drift instabilities (ECDI)
The electron cyclotron drift instability occurs as kz/ky is reduced more. The numeric
solution of dispersion relation (2.1) in Fig. (6) of Ref. [13] shows that the maximum
growth rate happens when the wave vector is entirely perpendicular to the magnetic field
and the kz = 0.
Here I focus on investigating the growth rate and frequency of this instability for several
fixed values of the kz for two cases of the electron temperature Te = 10 eV and Te = 25 eV.
The other parameters used for numerical solutions are mentioned in Table (2.1):
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Table 2.1: Typical parameters used to find the roots of ECDI dispersion relation for
Te = 10 eV.
Variable B0 E0 n Te Ti k0λD mi
Value 0.02 T 2 kV/m 1017m−3 10 eV 0.0 eV 0.261 xenon
(a) (b)
Figure 2.3: (a) Growth rate and (b) frequency of instability of four roots for various
kzλD = 0.01, 0.02, 0.04, 0.09 respectively, found from the full dispersion equation of
ECDI, Eq.(2.1). Parameters for these figures are: Te = 10 eV, k0λD = 0.261, vE = −370cs,
vte = 960cs, Ωce = 96.5ωpi, k0 = Ωce/vE.
As can be seen from Fig. (2.3), the first root on the left corresponds to the modified two-
stream instability MTSI (m = 0), and subsequent roots which are from m = 1, 2, 3, ... are
ECDI resonances. For investigating the effect of temperature, I increase the temperature
from Te = 10 eV to Te = 25 eV in Fig. (2.4).
For small values of the kz, one can see in Figs. (2.3 and 2.4) the instability peaks near
the resonant values of ky = mk0. For larger values of kz, as shown in Fig. (2.1) and
based on the result of some studies like Ref. [14], the resonance is broadened, resulting
in the smooth curve corresponding to the kinetic resonance instability of the ion-acoustic
in unmagnetized plasma.
Comparing the growth rate results of Fig. (2.3) with Fig. (2.4) shows that for Te =
10 eV by increasing ky, the instabilities increase and peak at mode m = 3 with maximum
growth rate γ = 1.52 ωpi, while by increasing temperature to Te = 25 eV in Fig. (2.4)
instabilities reduce by increasing ky and maximum growth rate occurs at mode m = 1
with maximum growth rate γ = 1.175 ωpi.
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(a) (b)
Figure 2.4: (a) Growth rate and (b) frequency of instability of four roots for various
kzλD = 0.01, 0.02, 0.04, 0.09 respectively, found from the full dispersion equation of
ECDI. Parameters for these figures are: Te = 25 eV, k0λD = 0.261, vE = −370cs,
vte = 960cs, Ωce = 96.5ωpi, k0 = Ωce/vE.
(a) (b)
Figure 2.5: Color plot of (a) growth rate γ(kz, ky)/ωpi and (b) frequency ω(kz, ky)/ωpi
for the general form of dispersion relation. Parameters for these figures are: Te = 10 eV,
k0λD = 0.261, vE = 370cs, vte = 960cs, Ωce = 96.5ωpi, k0 = Ωce/vE.
A notable point from Fig. (2.5) is the existence of modified two-stream instability
(MTSI) in the sub cyclotron low-k region. Increasing kz changes the instability to the
ion-acoustic regime, since the values of eigenfrequencies of the ion-acoustic modes are
much smaller; they are not visible on this color graph.
Figure (2.6) highlights that for the large magnitude of absolute k, the growth rate
disappears. Furthermore, the maximum growth rate occurs when the angle α that is the
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angle between k and ky, is less than π/4.
(a) (b)
Figure 2.6: (a) Close-up of the full dispersion relation growth rate γ/ωpi and (b) fre-
quency ω/ωpi given as a function of α and k/k0. α changes from 0.01 to π/2 radians.
Parameters for these figures are: Te = 10 eV, k0λD = 0.261, vE = 370cs, vte = 960cs,
Ωce = 96.5ωpi, k0 = Ωce/vE.
(a) (b)
Figure 2.7: (a) Growth rate and (b) frequency of instability for various ky. Parameters
for these figures are: Te = 10 eV, k0λD = 0.261, vE = 370cs, vte = 960cs, Ωce = 96.5ωpi,
k0 = Ωce/vE.
Figure (2.7) illustrates the growth rate and frequency of instability as a function of kz
for a various fixed values of ky. Here, I select two groups of azimuthal wavevector which
correspond to the original high and low growth rate of Fig. (2.5). As can be seen, both
groups show a similar pattern with the original case in the color plot. They also show
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different behavior because of localized value. In addition, it can be seen that by increasing
kz, the instability changes to ion-acoustic.
2.3 General dispersion relation with density gradient
The gradient in the equilibrium parameters leads to diamagnetic drifts that allows the
propagation of drift waves. Other instabilities may arise from gradients and may interact
with ECDI. In this section I study the general case of the electrostatic waves and instabil-
ities propagating perpendicularly to the magnetic field (including ECDI) and excited due
to the gradients of density, magnetic field, or temperature. The more general form of Eq.
(2.1) with considering the effect of temperature, density, and magnetic field gradients is
as follows [15]:
1 +Ki +Ke = 0, (2.8)















































The integral G(1, 1) is the Gordeyev integral (Gordeyev, 1952), and ω
′
= (ω− kyvE)/Ωce,
vn = −v2te/ΩceLn, vT = −v2te/ΩceLT are drift velocities caused by density and temperature
gradient respectively. The average ∇B drift velocity is −vB = −v2e/ΩceLB, and vd =
vE + vn + vT is the net drift velocity, here L(n,T,B) are the gradient lengths defined by
L(n,T,B) = (d(n, T,B)/(n, T,B)0dx)
−1. Now, we let vB = 0 or vT = 0 and see the influence
of ∇n drift velocity on the characteristics of the instability.
2.4 Density gradient effect























































 Im((k2x + k2y)ρ2e). (2.13)
An alternative way of writing this dispersion equation based on the Gordeyev function,
which is used in the solver, can be:








































































 Im((k2x + k2y)ρ2e).
(2.15)
2.4.1 Numerical solution of dispersion relation with density gra-
dient
The typical numerical solution of Eq. (2.14) in the case of the cold ions with kx = 0 is
shown in Figs. (2.8-2.10) which displays the growth rates and frequencies as a function
of kyvE/Ωce for different characteristic lengths of the density gradient. These numerical
solutions are done using Python solver that is used in Ref. [12] and I modify its Gordeyev
function to include gradient effect. Since the maximum growth rate occurs in lower kz, I
focus on investigating the effect of different density gradient lengths on instability in the
low kz region. The parameters used for these numerical solutions are given in Table (2.2).
Table 2.2: Typical Hall thruster parameters used in the solver to find roots of ECDI
dispersion relation with the effect of density gradient.
Variable B0 E0 n Te Ti mi
Value 0.02 T 20 kV/m 1017 m−3 10 eV 0.0 eV xenon
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Figure 2.8: (a) Growth rate and (b) frequency of instabilities with considering the
effect of the density gradient drift on the dispersion relation (kzλD = 0.00001), blue line
represents growth rate for Ln = −0.001 m and red line is the growth rate for Ln = 0.001 m
and green line is growth rate without density gradient drift, here k0 = Ωce/vE and vE =
E0/B0.
Figure (2.8) shows that density gradient drift in a negative direction causes the growth
rate in the lowest mode. For the higher subsequent roots, negative gradient length in-
creases the peak of growth rate compared to the case without gradient effect (green line),
while positive gradient length decreases growth rate. Also, the lobes of negative gradi-
ent length are slightly thicker than the curves without the density gradient and positive
gradient length.
According to the data from different thrusters studies of thrusters [16, 17, 18] the
plasma density profile can be approximated by the exponential, and the characteristic
gradient length should be varied between 0.01−0.0005 m, therefore in this part, I compare
the effect of different gradient lengths on the instability.
As we can see from Fig. (2.9), the lobes corresponding to the typical density gradient
in the thruster Ln = −0.01 m superimpose perfectly on those obtained without any
gradient. In addition, with increasing subsequent roots, the value of the growth rate
increases. For the forth cyclotron mode, strong gradient length Ln = −0.0005 m shows
maximum growth rate at 2ωpi and its lobes are slightly thicker than the others and expands
unstable region to the lower azimuthal wavelength. It is worth mentioning that gradient
length with different values has a significant effect on the lowest mode compare with the
case without it, and the highest growth rate in lowest roots belongs to the gradient length
Ln = −0.001 m.
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Figure 2.9: (a) Growth rate and (b) frequency of instabilities with considering the
effect of the density gradient drift with different gradient lengths. (kzλD = 0.00001) and
gradient length are Ln = −0.0005, −0.001, −0.01 m, here k0 = Ωce/vE.
For investigating the effect of electric field on growth rate and frequency of instability,
I double the value of electric field strength.





























Figure 2.10: (a) Growth rate and (b) frequency of instabilities with considering the
effect of the density gradient drift with different gradient lengths. (kzλD = 0.00001) and
gradient length are Ln = −0.0005, −0.001, −0.01 m, here k0 = Ωce/vE and electric field
E0 = 40000 V/m.
Figure (2.10) shows that increasing the value of the electric field twice decreases the
growth rate of gradient length of Ln = −0.001,−0.0005 m while increases the growth rate
of Ln = −0.01 m and the ones obtained without any gradient. In general, it broadens
all lobes and expands the unstable region to the lower wavelength. Moreover, based on
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our observation, by increasing the electric field from 100 V/m to 40000 V/m in the same
domain of ky, the number of cyclotron modes increases.
In this part I restore kz to study the effects of the wavevector parallel to the magnetic
field. Therefore I focus on investigating the behavior of the growth rate and frequency
of this instability for several fixed values of the kz with a fixed gradient length of Ln =
−0.001 m.
(a) (b)
Figure 2.11: (a) Growth rate and (b) frequency of instabilities with considering the effect
of the density gradient drift with various kzλD = 0.00001, 0.01, 0.04, 0.09. Gradient length
is Ln = −0.001 m, here k0 = Ωce/vE, other parameters for these figures are mentioned in
Table (2.2).
Figure (2.11) displays that for small values of the kz, unstable wavenumbers form
in azimuthal direction y and growth rate peaks near the resonant values of ky = mk0.
Moreover, The first root from the left is the lower-hybrid drift instability (m = 0), and
subsequent roots from m = 1, 2, 3, ... are ECDI resonances with the effect of density
gradient. It is clear that by increasing the value of kz, resonances are broadened and
result in a smooth curve corresponding to the ion-acoustic instability.
In this part I solve three-dimensional dispersion relation (2.14) for variety fixed values
of kz and show eigenfrequencies in the kx − ky plane. Parameters for the following plots
are shown in Table (2.2).
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(a) (b)
Figure 2.12: Color plot of (a) growth rate γ(kx, ky) and (b) frequency ω(kx, ky) for the
general form of dispersion relation of ECDI with the effect of gradient of density. Here
Ln = −0.001 m, kzλD = 0.00001.
Solving this three dimensional dispersion relation for fixed kz shows a succession of
unstable modes extending over a large range of kyρe. The first lobe (m = 0) in the lower
left corner of Fig. (2.12), depicts lower-hybrid drift instability and others subsequent
roots are for m = 1, 2, 3, .., 11 of ECDI with density gradient effect.
(a) (b)
Figure 2.13: Color plot of (a) growth rate γ(kx, ky) and (b) frequency ω(kx, ky) for the
general form of dispersion relation. Here Ln = −0.001 m, kzλD = 0.04.
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(a) (b)
Figure 2.14: Color plot of (a) growth rate γ(kx, ky) and (b) frequency ω(kx, ky) for the
general form of dispersion relation. Here Ln = −0.001 m, kzλD = 0.09.
Figures (2.13, 2.14) show that the presence and increase of a wave vector component
parallel to the magnetic field suggests less unstable modes. Hereof, the instability disap-
pears as soon as the component kz increases; those remaining unstable modes merge and
result in a wide area of ion-acoustic instability.
(a) (b)
Figure 2.15: Color plot of (a) growth rate γ(kx, ky) and (b) frequency ω(kx, ky) for the
general form of dispersion relation. Here Ln = −0.001 m, kzλD = 0.00001.
For the sake of clarity, I show three only first modes of instability. From Fig. (2.15),
the evolution of the unstable modes as a function of kx is similar for different value of ky.
Apart from the first mode, the width of the unstable region decreases very slowly for high
values of kx, and the instability persists with large growth rates for kx close to ky.
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(a) (b)
Figure 2.16: Color plot of (a) growth rate γ(kx, ky) and (b) frequency ω(kx, ky) for the
general form of dispersion relation. Here Ln = −0.001 m, and kzλD = 0.00001.
Previous figures show the higher modes, while in this Fig. (2.16) I focus on the first
lobe of long-wavelength related to m = 0. We can see that the width of this unstable
region decreases very fast and the darkest red area corresponding to the growth rate peak
range from kxρe = 0 purely azimuthal unstable modes up to kxρe = 0.6. This value is the
lowest range among others lobes.
(a) (b)
Figure 2.17: Color plot of (a) growth rate γ(kx, ky) and (b) frequency ω(kx, ky) for the
general form of dispersion relation. Here Ln = −0.001 m, and kzλD = 0.04.
Figure (2.17) shows that increasing wave vector along magnetic field makes the first
mode becomes wider, and overlaps with higher modes.
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2.5 Summary
The linear stability analysis of plasma with the system of drifting electrons in crossed
electric E and magnetic B field without the effect of gradients,for the case of Te >> Ti
is considered. This analysis verifies the existence of three possible instabilities: ion-
acoustic, modified two-stream and electron cyclotron drift instability, that among them,
for vE/vte < 0.5 the electron cyclotron drift modes, has the largest growth rate. For a
small value of wave vector along the magnetic field, it is shown that instabilities peaks
near the ECDI resonances ky = mk0 and by increasing kz, resonances are broadened
toward ion-acoustic mode.
Studying the influence of density gradient on ECDI shows that for purely azimuthal
modes, instabilities grow for negative density gradient length, while the positive density
gradient lengths reduce growth rates at ECDI resonances. This study also reveals that
the long-wavelength mode is most strongly affected by the density gradient. Though the
growth rate of this branch is weaker than higher modes, the long-wavelength mode is
more difficult to stabilize and therefore is expected to be more important for transport
[19]. This long-wavelength branch is related to the lower-hybrid mode and will be studied





The numerical solutions of Eq. (2.14) in Figs. (2.8, 2.10) reveals that density gradient
has a distinct effect on the first mode of cyclotron harmonics of ECDI dispersion relation,
and it causes instability in this mode. Therefore, because the existence of lower-hybrid
instability depends on the density gradient, in this chapter, I focus on the study of lower-
hybrid drift instability as a particular case of more general beam cyclotron instabilities.
In this regard, as one of the main goals of this thesis, I compare the stability of
lower-hybrid density gradient-driven modes as predicted by the kinetic and fluid models.
Therefore, in section (3.1) I review the theoretical description of LHDI and re-drive the
dispersion relation of LHDI that is mentioned in Appendix B. In section (3.2) I start
the stability analysis by comparing the eigenfrequency of Simon-Hoh instability with the
kinetic model. I use the advanced fluid model [20] which includes the effects of the equi-
librium electron current, finite ion flow velocity, electron inertia, electron temperature,
plasma density gradients, and the Debye length effects. This model is, in general, non-
linear and can be used for nonlinear fluid simulations [21]. The eventual goal is that to
understand in what limits we can use fluid model for nonlinear simulations. Because fluid
simulations are cheaper in computational resources compare to nonlinear kinetic simula-
tions. In section (3.3), I do my analysis with typical Hall thruster parameters along the
thruster channel, and the last section of this chapter (3.4) is allocated to study a new
regime between LHDI and Simon-Hoh instability.
3.1 Plasma equilibrium and theoretical description
of LHDI
The density gradient modified long-wavelength mode actually belongs to the lower-
hybrid drift branch. As all other modes, it is driven by the relative cross-field drift
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between electrons and ions in the presence of inhomogeneities in plasma. With magnetized
electrons and unmagnetized ions, the lower-hybrid drift instability is characterized as
follows:




e ≤ 1, k2yρ2i ≥ 1, ρe/Ln ≤ 1, (3.1)
here for simplicity, we do not consider the component of the wave vector in the direction
of magnetic field (k·B = 0). According to Ref. [22], in the limit of low-frequency and long
wave length (kyρe)
2 < 1, Ωci < ω < Ωce, two branches of plasma instabilities appear. One
of them is MTSI (modified two stream instability) that occur for (kyρe)
2 << 1, kz 6= 0,
and ω−kyvE << Ωce and the other one is lower-hybrid drift instability when (kyρe)2 < 1,
for any temperature ratio Te/Ti and kz = 0.
In order to gain a better understanding of the LHDI, I re-derive its dispersion relation
according to the suggested method of Ref. [23] taking into account the equilibrium with a
density gradient. We consider a plasma with exponential density profile for both species,






where d represents plasma thickness, in slab geometry, the magnetic field is uniform and
in the z direction, and the external electric field is in the x direction. Therefore there
are three single-particle constants of motions: velocity along the magnetic field vz, the









py =mα(vy + εαΩcαx), (3.3)
here εα = sgn qα. In inhomogeneous plasma and under the influence of the electric field,
the equilibrium distribution function is the local Maxwellian and the function of the
constants of motion




















where T⊥α as the perpendicular temperature of particle type α, vyα as the uniform flow
velocity of particle type α and nA, are all constant and the last part Eq. (3.4) satisfies
the normalization condition
∫∞
−∞ dvzGα(vz) = 1.
By linearizing the Vlasov equation, using the method of integration over the unper-
turbed orbit, and substituting the electron and ion charge density in Poisson’s equation,
we get the following dispersion relation of LHDI in the limit of the cold ion regime for
this partially magnetized plasma. Details of this re-derivation that I have done, are given
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in Appendix B, and hereinafter in this chapter, I will call this equation K1:










Since in my work I use the following Fig. (3.1) configuration and coordinate system, the
notations are different, and I use the negative value for gradient length density Ln. For
Figure 3.1: Initial configuration and coordinate system.
this reason, in Eq. (3.5) we define ζ = k2ρ2e, vn = −Tedn0e/(mΩcen0edx) = −Te/eB0Ln,
k2 = (k2x + k
2





Another alternative that results in lower-hybrid dispersion relation is to consider only












































Considering the cold ion, we will get the familiar form of dispersion as Eq. (3.5),












3.1.1 Lower-hybrid drift instability for different values of the
density gradient length
Here I have selected only m = 0 term in sum of Eq. (2.14) and modified the solver
proposed in Ref. [12] to involve the effect of gradients density. I compare the impact of
different density gradient lengths.
Table 3.1: Typical plasma parameters used for numerical solutions.
Variable E0 B0 n Te Ti mi kzλD
Value 10 kV/m 0.01 T 1× 1018 m−3 10 eV 0.0 eV xenon 0.00001
Figure 3.2: Effect of the density gradient drift to the dispersion relation (kzλD =
0.00001), dashed lines represent growth rate and solid lines show frequency for Ln =
∞,−0.1, +0.1, −0.04, and +0.04 m. Parameters for this figure are mentioned in Table
(3.1).
Figure (3.2) shows that negative density gradient lengths increase growth rate compare
to the yellow line that is growth rate without gradient density drift. By contrast the
positive density gradient lengths decrease instability considerably. Moreover, as before,
the stronger density gradient length Ln = −0.04 m leads to the increase in the peak of
growth rate and expansion of the unstable region into the lower azimuthal wavelength.
3.2 Comparison of the results from the kinetic and
fluid theories
In the long-wavelength limit, the lower-hybrid mode becomes the Simon-Hoh instability
which can be simply obtained from the anti-drift mode dispersion relation. In the presence
of an external electric field E = −E0x̂, the electron response in Eq. (1.49) modifies from
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ω → ω− kyvE, as a Doppler shift. This modification destabilizes gradient drift mode and







Equation (3.10) that I will call F1 in the remainder of this section can be achieved in
the limit of long wavelength k2ρ2e < 1 of Eq. (3.5) of kinetic theory. In this limit, the
first term of the Bessel function leads to I0(b)e
−b ≈ 1 − b ≈ 1, therefore we will get the
following dispersion equation:











Without considering the first term that comes from the Poisson equation, we get a promis-
ing result.
According to the Ref. [20], this wave can be unstable with the following condition:
(k ·B× ∇n0e
n0e
)(k ·B× E) > 0. (3.12)
For a simple case when magnetic field is in the z direction, wave vector has the only one
component in the y direction and density is the function of x, the condition of instability
Eq. (3.12) is written as E·∇n0e > 0. Figure (3.3) illustrates this condition, where E is the
applied external electric field that can be calculated from the electric potential between
cathode and anode over the length of the system l.
Figure 3.3: Necessary condition for instability E · ∇n0e > 0, vertical axis shows density
profile and E is the applied external electric field. The figure is adopted from [24].
Figure (3.4) shows how the applied electric field causes E × B drift and moves the
particles in the positive y direction. The electrons drift more rapidly than ions, thus
produce an induced field E′ as shown and a subsequent drift v ′E′×B in the x direction.
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Figure 3.4: Induced electric field E′ causes subsequent drift v ′E′×B which is in the
direction of decreasing density. The figure is adopted from [24].
Instability results when this drift is in the direction of decreasing density [24] that
is provided by considering negative value of Ln = (dn0e/n0edx)
−1 < 0. Therefore, the
diamagnetic drift vn is in the +y direction, so the wave with ωr > 0 travels in the same
direction as electron (ion) drift.
If the direction of the applied electric field is reversed, it caused a drift of particles
in the negative y direction, and as a consequence, produces an induced field E′ and a
subsequent drift v ′E′×B is in the −x direction, since instability results when this drift is in
the direction of decreasing density, we need to consider Ln = (dn0e/n0edx)
−1 > 0. In this
regard, the diamagnetic drift vn is in the −y direction, so the wave with ωr < 0 travels
in the same direction as electron (ion) drift.
In the following, I will investigate how, where and in what approximations the numerical
result of lower-hybrid drift dispersion from the kinetic theory transforms into the similar
numerical result of the fluid theory, which is one of the goals of this chapter. In this
regard, I have developed solvers in Matlab and Python to evaluate the real frequency and
growth rate of the kinetic and fluid dispersion relations as a function of ky for fixed kx
and vice versa. I categorize the results into three different regions of kx from small to
large, kxρe < 1, kxρe ' 1, and kxρe > 1.
For the first step, I compare the roots of the collisionless Simon-Hoh instability F1
with a dispersion equation that comes from the kinetic model K1 as a function of kx
and ky. Next, I compare the result of the kinetic model K1 with numerical results of
a general fluid dispersion equation F2 and F3 without and with a non-neutrality term
respectively. These two fluid models consist of the effect of the electron inertia and the
electron gyroviscosity. Table (3.2) shows a list of equations that I use in my comparison
with a specific name that I assign for each of them. In these equations, I add the term of
equilibrium ion flow in the axial direction, which introduces the Doppler shift in the ion
response, ω → ω − kxv0i. In some parts of my analysis, I compare the effect of ion flow
on frequency and growth rate.
36












































(ω−kxv0i)2 = 0 F3
3.2.1 Comparing eigen frequency of kinetic model of lower-hybrid
drift with Simon-Hoh modes
This section provides the analytical comparison between the roots of collisionless Simon-
Hoh instability with the kinetic model K1 of LHDI.
It can be seen from Fig. (3.5) in k2xρ
2
e < 1 that except for a bit of difference, the roots of
the fluid model of dispersion equation F1 as a function of kxρe agree with the ones in the
kinetic model K1. Since the order of magnitude non-neutrality term is low, k2λ2D ≈ 10−4
adding this term to the Eq. F1 doesn’t have any considerable effect on final results. The
parameters used in the analysis of this and the next section are mentioned in Table (3.3).
Table 3.3: Typical Hall thruster parameters used in the solver to compare eigenfrequen-
cies of the kinetic and fluid models.
Variable E0 B0 n Te Ti mi Ln v0i
Value 10 kV/m 0.01 T 1× 1018 m−3 10 eV 0.0 eV xenon −0.05 m 0.0 m/s
Figure (3.5) shows the stronger density gradient length Ln = −0.005 m expands the
unstable region into the lower wavelength and decreases discrepancy between F1 and K1.
In the following part, I compare the behavior of eigenfrequency from the kinetic approach
with the fluid model at shorter azimuthal wavelengths.
We can see from the Fig. (3.5), as is shown in Ref. [25] that the growth rate of
unstable gradient drift modes from Eq. F1 increases with kx and reaches the maximum
at ω0 = kyvE for different azimuthal wave vectors ky. As it is clear, at this point, the real
part of frequency becomes equal to the growth rate, and for the higher values of kx, the
growth rate decreases, and finally, the mode becomes stable. By contrast, the roots of
the kinetic model do not show a similar pattern.
Figure (3.6) reveals that for higher azimuthal wave vector ky, eigenfrequencies of two
approaches lose their consistency. Although by increasing ky, the maximum growth rate of
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Eq. F1 rises, and its unstable region expands into lower wavelengths, the roots of Eq. K1
represent the movement toward a situation in which there are two distinct regimes. The
long-wavelength regime has a growth rate in the long-wavelength limit and becomes stable
at kxρe of order unity. The second, short-wavelength regime emerges at kxρe > 1 and
shows an unstable island region with a growth rate lower than that of its fluid counterpart
[8]. In Fig. (3.7) I investigate the behavior of the eigenmodes of Eqs. F1 and K1 as a
function of azimuthal wave vector ky in different fixed values of the kx.
(a) (b)
Figure 3.5: Frequency and growth rate of the anti-drift mode in equations K1 and F1,
destabilized by electron flow as a function of the axial wave-vector kxρe with ky = 1 m
−1
and v0i = 0 m/s (a) Ln = −0.05 m and (b) Ln = −0.005 m.
(a) (b)
Figure 3.6: Frequency and growth rate of the anti-drift mode in equation K1 and
F1, destabilized by electron flow as a function of axial wave-vector kxρe for (a) fixed
ky = 5 m
−1 and (b) fixed ky = 25 m




Figure 3.7: Frequency and growth rate of the Eqs. F1 and K1 destabilized by electron
flow as a function of azimuthal wave vector kyρe for fixed (a) kx = 0 m
−1, (b) kx =
100 m−1, (c) kx = 200 m
−1, and (d) kx = 1000 m
−1 which varies from kxρe = 0.0 till
kxρe = 0.754.
As it is clear from Fig. (3.7), for given parameters, Simon-Hoh instability shows the
monotonous dependency of growth rate to kyρe with no threshold while the kinetic model
represents the growth rate that its peak shrinks by increasing axial wave vector and
disappears entirely when axial wave vector becomes kx = 1000 m
−1.
3.2.2 Comparing eigen mode of kinetic model of LHDI with
general fluid dispersion
As can be seen from the figures of the previous section, for k2⊥ρ
2
e > 1 the consistency
between the resulted eigenfrequency of Simon-Hoh instability and the kinetic model of
lower-hybrid drift instability is lost. For this reason, in general, the kinetic approach
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is more recommended for the high value of k2⊥ρ
2
e >> 1. In this subsection I will show
that the contributing electron inertia effect and electron gyroviscosity in Eq. F2, which
describes the finite electron Larmor radius (FLR) effect, can compensate for the deficiency
in the fluid model F1. Practically, the gyroviscosity, in the limit of large, k2⊥ρ
2
e >> 1,
provides equivalent behavior of Pade type approximation of Bessel functions appearing
in the kinetic equation K1 [20].
(a) (b)
(c)
Figure 3.8: Frequency and growth rate of the Eq. F2, F3 and K1 destabilized by
electron flow as a function of azimuthal wave vector kyρe for fixed (a) kx = 0 m
−1, (b)
kx = 200 m
−1, and (c) kx = 1000 m
−1, which varies from kxρe = 0.0 till kxρe = 0.754.
It can be seen from Fig. (3.8) that the roots of the fluid model of dispersion equations
F2, F3, and kinetic dispersion K1 overlap completely. Furthermore, increasing kxρe from
0 to almost 1 couples eigenfrequency of F2 and K1 to short azimuthal wavelength while
shrinks unstable regime to the lower growth rate.
In this part, I examine the effect of ion flow v0i on the instability. According to Ref.
[26], the experimental measurement of instability frequency γ and ion drift frequency
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kxv0i reveals that ion flow is in the range of maximum growth rate over axial wave vector,
v0i ≈ −γmax/kx.
Figure (3.9) shows that the presence of the finite axial ion drift frequency kxv0i in
dispersion relations, modifies real part of the eigen-frequency and decrease y-intercept
of that at the order of kxv0i [27]. Moreover selecting ion flow in the range of −γmax/kx
decreases the maximum growth rate from kyvE slightly and shortens the unstable region.
(a) (b)
(c) (d)
Figure 3.9: Frequency and growth rate of the Eqs. F2, F3 and K1 destabilized by
electron flow in (a) kx = 1 m
−1, v0i = 0 m/s, and (c) kx = 200 m
−1, v0i = 0.0 m/s
and by both electron and ion flow in (b) kx = 1 m
−1, v0i = −11.2e6 m/s, and (d)
kx = 200 m
−1, v0i = −2.81e4 m/s as a function of azimuthal wave vector kyρe.
To investigate and compare the effect of electric field on the growth rate of LHDI
in both kinetic and fluid models, I use the Color plot, which provides deep insight into
changes. Therefore I solve dispersion relations in the kx − ky plane. Figure (3.10) shows
the results of the kinetic model K1 and Fig. (3.11) shows growth rate of the fluid model
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Figure 3.10: Color plot of growth rate of the kinetic approach of LHDI in 2D plane
of kx − ky with different electric fields. (a) E0 = 10000 V/m, (b) E0 = 1000 V/m, (c)
E0 = 100 V/m, (d) E0 = 10 V/m. Color bar indicates the values of growth rate in
different color regions.
It can be concluded from Fig. (3.10a) that the most unstable modes occur in lower
kx around kyρe between 0.1 to 0.15. By increasing the axial wave vector, the instability
region disappears sharply. In this lobe of instability, the maximum growth rate occurs at
γ ≈ 1.2× 107 Hz.
As it is clear from Fig. (3.10b), decreasing the electric field from 10 kV/m to 1 kV/m,
broadens the lobe of the unstable region into higher axial and azimuthal wave vector. Also,
the maximum growth rate occurs at γ ≈ 0.8× 107 Hz with ≈ 30% reduction compare to
the part (a).
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Figure (3.10c) reveals the existence of two branches of the instability. The larger peak
occurs in the shorter axial wavelength at the maximum growth rate of γ ≈ 0.7× 107 Hz,
whereas the smaller peak occurs at the large axial wavelength. It can be seen by increasing
the axial wave vector; the unstable region impels into the larger azimuthal wave vector
and produces an island-type unstable region.
Figure (3.10d) illustrates that for the low electric field E0 = 10 V/m, unstable modes
impel from axial wave vector toward azimuthal ones. Here, we observe the island type
unstable region by increasing kx also the maximum growth rate occurs at γ ≈ 0.3×107 Hz.
In general, lowering the electric field makes the unstable region from the axial wave
vector toward the larger azimuthal wave vector.
(a) (b)
(c) (d)
Figure 3.11: Color plot of growth rate of fluid approach Eq. F2 in 2D plane of kx − ky
with various electric fields. (a) E0 = 10000 V/m, (b) E0 = 1000 V/m, (c) E0 = 100 V/m,
(d) E0 = 10 V/m. color bar indicates the values of growth rate in different color regions.
Color plots of the advance fluid dispersion relation Fig. (3.11) that consists of the
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effect of the electron inertia and the electron gyroviscosity show good consistency with
corresponding the kinetic dispersion relation of lower-hybrid drift instability. The most
considerable difference is, for the lower electric field case, E0 = 100 V/m and E0 =
10 V/m where the fluid approach depicts less domain of instability with the lower growth
rate compared with the kinetic method. Moreover, the second branch of instability for
E0 = 100 V/m that occurs for the large axial wave vector disappears completely in this
model.
3.3 Kinetic and fluid stability analysis of LHDI ap-
plied to some specific plasma parameters profiles
in Hall thrusters
This section analyzes and compares the stability of density gradient drift waves with
typical Hall thruster parameters in the framework of the kinetic and fluid based on solving
their dispersion relations. In this regard, the properties of unstable modes from the kinetic
and the fluid models are calculated along the thruster channel.
According to the data from different thrusters studies [16, 18, 28], the axial profiles
for equilibrium plasma parameters change widely between different regions of the Hall
thruster. The radial magnetic field of the classical coaxial SPT has an axial profile that
increases from the anode region, peaks at the edge of the channel exit, and decreases in
the plume region. The axial profile of plasma density and the electric field is similar to
the magnetic field profile with different coefficients that characterize each function’s rate
of change based on SPT-100 thruster data. Figure (3.12) illustrates the dependencies
of B(x), n(x), E(x) on the axial position x/d calculated from profiles (3.13), (3.14), and
(3.15) respectively as they are suggested in Ref. [28].



























where d = 25 mm is the length of acceleration channel of SPT 100, ν1 = 2.5, ν2 = 4,
ν3 = 7.5 are coefficients characterizing the rate of change of functions B(x), n(x), E(x)
respectively and l1 = 0.62d, l2 = 0.84d corresponds to some point inside the acceleration
channel where respectively the density and electric field reach their maximal value. For
comparing the instability from the kinetic and fluid approaches, the xenon plasma with
following the absolute values of parameters are used Em = 33147 V/m, Bm = 180 G,
nm = 0.5 × 1018 m−3. Thus, from the plasma density profile, I calculate the inverse of
















Here we consider only the effect of gradient density; therefore, the necessary instability
condition E · ∇n > 0 for gradient-drift waves determines the instability region of the
thruster channel. It is worth noting that since the electric field in this setup is in the +x
direction, the positive density gradient length verifies instability criteria. For comparing
Figure 3.13: Variation of 1/Ln as function of x/d, pink color area shows the instability
region which is expand till the middle of acceleration region x/d = 0.62.
the eigenfrequency of the dispersion relation of the kinetic model K1 for LHDI with
the fluid models F2 and F3, I select five positions (Table (3.4)) in instability region
x/d < 0.62 Fig. (3.13) and calculate the value of density, electric field, magnetic field,
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and density gradient length from the recommended profiles Fig. (3.12) to put in the
dispersion equations. In this comparison plasma is xenon with hot electron temperature
Te = 10 eV.












Ln m 0.00194 0.00272 0.00359 0.01001 0.0934
n m−3 0.00916e18 0.0678e18 0.1620e18 0.4399e18 0.4979e18
E V/m 578.98 932.75 1323.89 3406.84 5927.67
B G 14.77 33.76 51.21 98.54 120.67
Figure (3.14a) shows that near the anode, the instability is localized in large kyρe and
there is a discrepancy between the eigenfrequency of the kinetic model with the fluid
model. Meanwhile, the growth rate and frequency of two fluid dispersion relations F2 and
F3, have a good consistency due to the small value of non-neutrality term at the order
of kyλD ≈ 10−4. As can be seen from the figure, the maximum growth rate of the K1
equation occurs at γmax = 9.4 MHz whereas F2 and F3’s maximum growth rate stands
at γmax = 7.2 MHz. The unstable region of the kinetic model extends till kyρe = 4 while
the fluid model shows a shorter azimuthal unstable region.
Figure (3.14b) displays that at the middle of the anode region, the growth rate of the
kinetic model overlaps with the growth rate of the fluid model, while the frequency of
both graphs of K1 and F2 shows a slight difference.
By moving toward the acceleration region, the rate of shrinking the unstable area of
the kinetic model becomes more than the fluid model. In acceleration region, since the
instability is localized in small kyρe, the difference between considering electron FLR
effect in Bessel function of kinetic model with Pade approximation of this function in
fluid model becomes negligible. Therefore, the growth rate and frequency of the kinetic
and the fluid dispersion relations show good consistency, the maximum growth rate at
x/d = 0.60 stays at the level of γmax = 10 MHz with shorter azimuthal unstable region
compare to the four previous positions.
Since the most considerable difference in eigenfrequency of the kinetic with the fluid
dispersion relation occurs at the anode region, I use the Color plot of the growth rate






Figure 3.14: Frequency and growth rate of the lower-hybrid drift mode in equations K1
and F2, and F3 destabilized by electron flow as a function of the azimuthal wave-vector
kyρe in five different position in thruster channel. Here kx = 0.0 and (a) x/d = 0.0, (b)
x/d = 0.17, (c) x/d = 0.28, (d) x/d = 0.5, (e) x/d = 0.60.
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(a) (b)
Figure 3.15: Color plot of growth rate of LHDI from solving (a) Eq. K1, (b) Eq. F2
in 2D plane of kx − ky with kz = 0 near the anode at position x/d = 0.0, the parameter
of this graph is shown in Table (3.4). Color bar indicates the values of growth rate in
different color regions.
Figure (3.15) clearly shows that near the anode, the unstable region of the kinetic
model is twice wider than the fluid model. In addition, for the kinetic model, the most
unstable modes (dark red area) occur in the lower axial wave vector around kyρe = 3.155
till kyρe = 3.925, and the maximum growth rate can be seen at γmax = 9.37 MHz in
purely azimuthal wave vector. While for Eq. F2 the most unstable modes are around
kyρe = 2.643 till kyρe = 3.035 is γmax = 7.36 MHz. We can see that the instability occurs
for the long wavenumber and the width of the unstable region decreases very fast by
increasing the axial wave vector for both models.
It can be concluded from Fig. (3.16) that by moving away from the anode, the con-
sistency between kinetic model and fluid has increased. The most unstable modes, for
Eq. K1 occur around kyρe = 1.68 till kyρe = 2.105 and the maximum growth rate is
γmax = 10.5 MHz in purely azimuthal wave vector. For Eq. F2, the most unstable area
is between kyρe = 1.813 till kyρe = 2.052 with maximum growth rate γmax = 10.2 MHz.
Figure (3.17) displays that at the end of the anode region, the unstable region in axial
direction becomes similar for both models. The maximum growth rate of Eq. K1 is at
γmax = 11.08 MHz in purely azimuthal wave vector while For Eq. F2, the maximum
growth rate is γmax = 11.64 MHz.
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(a) (b)
Figure 3.16: Color plot of growth rate of LHDI from solving (a) Eq. K1, (b) Eq. F2
in 2D plane of kx − ky with kz = 0 near the anode at position x/d = 0.17, the parameter
of this graph is shown in Table (3.4). color bar indicates the values of growth rate in
different color regions.
(a) (b)
Figure 3.17: Color plot of growth rate of LHDI from solving (a) Eq. K1, (b) Eq. F2
in 2D plane of kx − ky with kz = 0 near the anode at position x/d = 0.28, the parameter
of this graph is shown in Table (3.4). color bar indicates the values of growth rate in
different color regions.
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3.4 Relation between the LHDI mode and Simon-
Hoh instability
In the cold electron approximation (Te → 0) where the electron gyroviscosity is omitted,













This equation describes a relation between dispersion equation F1 with non-neutrality
term as inertia-less Simon-Hoh instability and the lower-hybrid instability F3.
Dispersion relation (3.17) can be concluded from the kinetic dispersion relation (3.5),
by considering the first coefficient of I0(b)e
−b ≈ 1− b and the second I0(b)e−b ≈ 1 for the
long wave length limit k2ρ2e < 1.
Here I solve the above cold plasma dispersion relation for xenon plasma and investigate
a new regime that has not be studied in applications to Hall thrusters. Unlike the paper
[29] that focuses on the strong magnetic and electric fields, we report also this instability
for low electric and magnetic fields. Figure (3.18) shows the dispersion diagram of Eq.
(3.17) for different ranges of the electric and magnetic field. In this figure, the maximum






The critical value for investigating this island regime is keeping the value of vE/(|Ln|Ωci)
in the order of 0.1.
To understand the stability of this new regime, I solve dispersion relation analytically
to obtain the stability criterion and present the stability diagram. Since the dispersion
relation of (3.17) is cubic with respect to frequency ω, the direct analysis of that, is not
very easy. Here I use the method of Ref. [30] for studying this equation analytically.













where Ω = ω/ωLH , σ = −vE/ωLH , and ωLH = ωpi(1 + ω2pe/Ω2ce)−1/2 is lower-hybrid
frequency. We can write Ωce/ωLH = (mi/me)
1/2 and then rewrite it in following form,
Ω3 + Ω2σ̄λ− Ω− σ̄ = 0, (3.20)
where λ = 1 − (mi/me)1/2/(k2yLnσ) = 1 − ασ/σ̄2, σ̄ = kyσ, and α = ωLH/(LnΩci). The





Figure 3.18: Frequency and growth rate of purely azimuthal lower-hybrid instability
in the cold plasma for different electric and magnetic field,(a) B0 = 18000 G, E0 =
20 kV/m, vE/(|Ln|Ωci) = 0.168 (b) B0 = 5600 G, E0 = 2 kV/m, vE/(|Ln|Ωci) = 0.174
(c) B0 = 1800 G, E0 = 200 V/m, vE/(|Ln|Ωci) = 0.168 (d) B0 = 1000 G, E0 = 40 V/m,
vE/(|Ln|Ωci) = 0.109 (e) B0 = 180 G, E0 = 2 V/m, vE/(|Ln|Ωci) = 0.168. Here, ω and
kyvE are normalized by the lower-hybrid frequency ωLH . Parameters for these figures are:
Te = 10 eV, n = 1× 1017 m−3, mxenon = 2.18e− 25 kg, kx = 0.0 m−1, Ln = −0.05 m.
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following condition [30],
4λ3σ̄4 + (λ2 + 18λ− 27)σ̄2 + 4 ≥ 0 . (3.21)
We have a quadratic trinomial with respect to σ̄2, therefore we can rewrite condition
(3.21) in this form
λ3(σ̄2 − µ1)(σ̄2 − µ2) ≥ 0 , (3.22)
where µ1,2 are the roots of the left hand side of inequality (3.21) as a quadratic equation




[27− 18λ− λ2 ±
√
(27− 18λ− λ2)2 − 64λ3]. (3.23)
The sign of discriminant expresses the type of roots which can be real or complex (µ1
corresponds to the sign ”–,” and µ2 to the sign ”+”). Analyzing the stability of plasma
perturbations in this regard shows that the necessary and sufficient condition of gradient
drift instability can be expressed as [30]:
σ2 >µ1, for λ ≤ 0
µ1 < σ̄
2 <µ2, for 0 < λ < 1. (3.24)
Figure (3.19) shows the stability diagram of dispersion relation (3.17) in the plane of σ̄2−λ
for corresponding plasma parameters B0 = 180 G, E0 = 2 V/m. The red line shows µ1,
blue line shows µ2 and black line shows the curve σ̄
2 = ασ/(1 − λ). The corresponding
curves are for the plasma parameters that are mentioned in the caption of the figure. It
should be noted that λ and σ̄2 are the function of ky therefore µ1 and µ2 implicitly are
function of ky.
In Fig. (3.19b), as ky grows along the black curve from the left to the right, there is
a cut-off of the short-wavelength modes (yellow point) occurs with the maximal possible
kymax defined by the relation α0σ0/(1−λ) = µ2, at the intersection with the µ2 instability
boundary. This point with σ̄2 = 2.36 = (kyvE/ωLH)
2 has good consistency with the
maximum kyvE/ωLH = 1.53 of island instability in Fig. (3.19a). It is clear that this
island instability regime starts from σ̄2 more than zero, and its cut off occurs in the lower
σ̄2 which extends the instability region between two values of kyvE/ωLH .
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(a) (b)
Figure 3.19: (a) Frequency and growth rate of purely azimuthal dispersion relation of
the lower-hybrid instability in a cold plasma, (b) Stability diagram in the plane σ̄2 − λ.
Parameters for this figure are: n = 1× 1017 m−3, mxenon = 2.18e− 25 kg, kx = 0.0 m−1,
Ln = −0.05 m.
3.5 Summary
We have compared the linear stability of LHDI from the fluid models with the kinetic
model through solving corresponding dispersion relations. We show that for larger val-
ues of the azimuthal wavevector, the Simon-Hoh instability loses its consistency with the
kinetic model as expected. On the other hand, we indicate that the advanced fluid dis-
persion model [20] that is based on the electron gyroviscosity and includes finite Larmore
radius has a good consistency with the kinetic model except for the electric field strength
at the order of 100 V/m. Comparing eigenmodes of the advanced fluid model with the
kinetic one for Hall thruster parameters in two regions of the Hall channel reveals good
consistencies between the fluid and the kinetic models. We have found a new regime of
lower-hybrid modes for the cold plasma that occurs not only for the strong field but also




In this chapter, I review the principles ideas of the PIC algorithm, and in the next chapter,
I will give the actual results of PIC simulation of Buneman type instability.
4.1 Review of basic Particle-In-Cell algorithms
Computer simulations are indispensable tools to study and predict the evolution of com-
plex plasma systems where non-linearity and many degrees of freedom are essential. Colli-
sionless plasma as a system of charged particles that interact through the electromagnetic
field is modeled by coupling Vlasov and Maxwell equations to describe the evolution of
the phase-space distribution function. In this regard, there are two main approaches:
the Eulerian and Lagrangian approaches. The Lagrangian method uses a moving frame,
while the Eulerian process uses a fixed frame to solve the equations. Particle-in-cell (PIC)
methods solve Maxwell equations on a fixed grid (Eulerian approach) and represent distri-
bution function by moving particles through Newton’s law (Lagrangian approach). These
particle trajectories are characteristics of the corresponding Vlasov equation.
There is another simulation method for plasma which is called the Vlasov method.
Instead of following the particle trajectories, this method solves the Maxwell-Vlasov equa-
tions directly on a stationary grid of phase space (Eulerian approach). It has proven to
be a low-noise alternative to the PIC method for some specific problems.
Since PIC simulations are the most widely used computational tools in plasma physics,
I will review the general idea of collisionless PIC algorithms in the following sections.
4.2 PIC algorithm
The core of a PIC code consists of two coupled solvers. The first one is ”particle pusher,”
which moves charged particles in space under the influence of electromagnetic fields and
then calculates the density and currents of particles due to their motions. The second one
is ”field solver,” which solves Maxwell’s equations using particle positions and velocities.
Between these two solvers, the full collisionless behavior of a kinetic plasma can be sim-
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ulated. The first step in PIC modeling is to approximate the equations with a series of
algebraic equations needed for discretizing and numerical calculations. We begin this step
by replacing the continuous-time and space variable with a series of discrete temporal and
spatial steps covering a short period of time or space.
The applied spatial grid (mesh) in PIC codes is divided into blocks called cells. The
cell corners are known as grid points (nodes), and the spatial distance between nodes
is called the spatial step and denoted by ∆x. Nodes are shared among neighbor cells.
The cells can have an arbitrary shape based on problem configuration, but they should
not overlap. Since the computational resources are limited, it is impossible to resolve
the infinite amount of available information in the continuous real world. Therefore
discretizing space and time and choosing these intervals based on the physical and the
computational limitations are some of the remarkable points in simulation methods.
The standard procedure of PIC codes can be briefly summarized in Fig. (4.1) for
completeness.
Figure 4.1: The algorithm of the main cycle.
1. Calculation of electromagnetic sources (ρ and j) from macro-particle in the grid
points by interpolating methods.
2. Calculation of electromagnetic fields in the grid points using j and ρ from the pre-
vious step.
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3. Calculation of electromagnetic fields in the macro-particle position by extrapolating
methods.
4. Integration of equation of motion (EQM) and updating the position and velocity of
macro-particle in time.
This cycle is repeated until a desired time. The study of particle evolution in simulation
models is explained in detail in the following sections.
4.2.1 Initial loading of particles
Placing particles in x, v at t = 0 and injecting or removing particles during a simulation
run, start with prescribed density in space n0(x) and inlet velocity distribution function
in velocity f0(v). The formal process for converting n0(x) and f0(v) into (x, v)i of the
particles is called inversion of the cumulative density [31] that will be explained in detail
in chapter 5.
In most cases, the density function of particles is uniform. Therefore, we can load
particles in the simulation box in different ways based on simulation conditions. We
categorize them into three major groups:
• Uniform loading in x and random loading of Gaussian in v.
• Uniform loading in x and uniform loading of Gaussian in v.
• Uniform loading in x and non-random loading of Gaussian in v.
The first model of loading particles is too noisy and can not be acceptable, particularly in
observing low-level physics. The second model is called multi beams, and the last model
is called quiet start and will be discussed in detail in the next chapter.
Regarding the number of injected particles from density to simulation box, we define
the expression of macro-particles (super-particles) instead of individual particles. Each
macro-particle consists of Nw particles, where Nw is called the weight of the macro-
particle. Since the acceleration factor in the Lorentz force depends only on the charge-to-
mass ratio, the trajectory which a super-particle will follow is the same as a real particle.
Moreover, since the number of calculated particles from an experimental plasma density
is out of the scope of the computer’s capabilities, we obtain useful information from one
or two-dimensional simulations without the need to perform three-dimensional ones. We
are often interested in the collective behavior of plasma at a wavelength longer than the
Debye length, therefore if the number of particles in the Debye cube of confined fusion
plasma is ND = nλ
3
D = 10
6, for 1D-simulation, we use N1D = nλD = (10
6)1/3 = 102 and
for 2D-simulation is N2D = nλ
2
D = (10
6)1/2 = 103 [31].
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In fact, in a 1D simulation, a charged particle is like a plane that moves perpendicularly
to its normal and has a plate mass and charge. In a 2D simulation charged particle is like
a rod with a rod mass and charge. The charge to mass ratio of these plates and rods in







, msheet = [kg/m








, mnod = [kg/m], ρnod = [c/m].
4.2.2 Interpolation and extrapolation
For calculating the electric and magnetic fields on the grid points, the charge and current
of each particle need to be deposited onto the grid; this process is called interpolation.
Conversely, to determine the force on a particle, we require knowledge of the electric and
magnetic field at the position of particles x. Since the electromagnetic fields are known
only at grid points, determining the fields at an arbitrary location x requires a further
interpolation step called extrapolation. For avoiding self forces and conserving particle
momentum, it is recommended to use an identical interpolation and extrapolation scheme
[32, 33].
There are different interpolation schemes. The simplest one is the zero-order interpo-
lating where the number of particles is counted within distance ±∆x/2 (one cell width)
about the jth grid point and assign that number to that point, N(j) Fig. (4.2). In one di-
mension it is simply nj = N(j)/∆x and the common name for this scheme is nearest grid
point (NGP) assignment. This interpolation scheme can produce an effective rectangular







The first-order interpolation scheme that is called cloud-in-cell (CIC), in one dimension,
divides the charge qi of particle i, at position xi, amongst its two nearest grid points j and
j + 1, at the positions Xj and Xj+1, respectively, using linear interpolation (Fig. 4.2). In
this scheme, we no longer view the particles as point particles; rather, we consider them










The linear interpolation scheme can also be seen to produce an effective triangular particle







As the super-particle moves through the grid, it will contribute to the grid much more
smoothly than the zero-order interpolation and contribute much less noise. This is the
preferred interpolation function used throughout many simulations. A higher-order in-
terpolation scheme using a quadratic or Gaussian function can also be used to further
reduce the noise in the density and field at the cost of increased computation [31].
Figure 4.2: Weighting scheme in 1D.
The amount of charge and current density assigned to the grid point Xj by a particle
located at xi is determined by the value of S(Xj − xi). In particular, for a total of
Np particles, each having the coordinate and velocity xi and vi respectively, the total








NwqiviS(Xj − xi), (4.6)
where Nw is the weight of the macro-particle.
In the NGP scheme (zero-order interpolation) of a 2D simulation, the whole charge of
the particle belongs to the center of the cell where the particle is located. In fact, each
cell is the center of the point of the mesh. In this method, whenever the particle passes
through the edges of the cell, its charge is given to the next cell. On the other hand, the
first-order interpolation scheme, which is referred to (CIC), divides the charge qi of particle
i, at position xi, amongst its four nearest grid points by using bilinear interpolation.
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(a) (b)
Figure 4.3: (a) NGP interpolation scheme in 2D (b) CIC interpolation scheme in 2D.
Now we use a similar scheme to the one used for interpolating the particle charge to the
grid as an extrapolation of the calculated electric field on the grid back to the position of
the particles. For example, in CIC interpolation in 1D, the electric field at the particle’s














The first step in discretizing the mathematical model approximates the equations with a
series of algebraic equations needed for numerical calculations. In this step, the continuous-
time and space variables are replaced with a series of discrete temporal and spatial phases,
each covering a short time or space.
As mentioned in the previous section, charge and current density from the particles is
accumulated on the grid. This charge and current density on the grid then provide the
sources term in Maxwell’s equation to obtain the electric and magnetic fields. Here we
consider two outlooks (electrostatic and electromagnetic) on the plasma problem.
Electrostatic
In the electrostatic problem, ∇× E = −∂B/∂t ≈ 0, and solving Maxwell’s equation, for
one-dimensional simulation becomes these two differential equations to be solved,
E = −∇φ and ∇ · E = ρ
ε0
, (4.8)
which are combined to obtain Poisson’s equation,
∇2φ = − ρ
ε0
. (4.9)
One approach for solving Poisson’s equation numerically with the known boundary con-
ditions is the finite difference and using charge density on the grid points called ”Direct
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solver”













A prevalent and powerful approach recommended for a periodic system is to use the fast
Fourier transform (FFT) based on the discrete Fourier transform for all grid quantities.
This approach provides spatial-spectral information related to plasma theory and increases
control over the spectrum of field quantities [31]. In the first sequence of this method,






Then by using the Poisson’s equation that is diagonalized in k-space, the potential can





The next step is, taking the inverse Fourier transform of φ(k), to obtain φ(x) and then






Constructing a dispersion diagram is one of the advantages of using the Fourier transform.
This is done by transforming E(x) into E(k) at each time interval. Once a series of E(k)
at each time interval is obtained, the Fourier transform is applied in the time domain of
E(x) to obtain E(k), which is in the frequency domain. Thus, the classical ω−k diagram
can be constructed and used to study wave dispersion, and growth rate properties [31].
Electromagnetic
Electromagnetic programs are more complicated than electrostatic programs and generally
more expensive. For the complete electromagnetic program, we must consider the set of
Maxwell’s equations. This feature of Maxwell’s equations that it can be written as a
hyperbolic system of partial differential equations gives them access to robust and stable
conservative techniques for numerical solutions.









= −∇×B− µ0j. (4.16)
Time derivatives of B(E) on the left-hand side, following the E(B) field occurring on the
right-hand side, suggest the use of the leap-frog scheme for time and spatial integration
which has a second-order accuracy and shown schematically in Fig. (4.4) where ∆t is time
step. We can show the performance of this schema in one dimension, in the space-time
Figure 4.4: Temporal outline of field and particle quantities used in leap-frog integration
of Maxwell’s equations. Charge density, scalar potential, electric field and position are
advanced in actual time steps while current, vector potential, magnetic filed and velocity
are advanced in half time steps. The figure is adopted from [31].
network (Fig. 4.5) as follows: The time derivative becomes,
Figure 4.5: Space-time network. Spacial layout shows the location of the TM field




En+1x (k, i+ 1/2)− Enx (k, i+ 1/2)
∆t
, (4.17)
where Enx (k, i+ 1/2) = Ex(k∆z, [i+ 1/2]∆x, , n∆t).
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The differenced Maxwell Eq. ( 4.16), (4.15) for TM components are,
(∂tBy)
n
k+1/2,i+1/2 = −(∂xEz − ∂zEx)nk+1/2,i+1/2, (4.18)
(µ0ε0∂tEx)
n+1/2





k+1/2,i = (−∂xBy − µ0Jz)
n+1/2
k+1/2,i. (4.20)
For instance, from the Eq. (4.17), we can expand Eq. (4.19) to,
µ0ε0
(








y (k + 1, i+ 1/2)−Bn+1/2y (k − 1, i+ 1/2)
∆z
)
− µ0Jn+1/2x (k, i+ 1/2).
The code first advances B in time and then E, as shown in Fig. (4.4). At each step, the
new values overwrite old values.
4.2.4 Particle pusher
In PIC simulation, the Newton-Lorentz equation of motion governs the dynamics of the
particles and is integrated in time. The position xi and the velocity vi of the ith particle










Here B(xi, t) and E(xi, t) are magnetic and electric fields at the position of particle i, at





















Updating the particle velocity
There are two standard methods for updating the particle velocities in the simulation
called the Buneman and Boris methods. The first method (Buneman, 1967) subtracts














By substituting velocity in the Eq. (4.21), we will have only one rotation for v⊥ and free
acceleration for v‖,














Another method separates the electric and magnetic forces (Boris, 1970). By defining
two times t− and t+, we can rewrite the Newton-Lorentz equivalent in the form that only


















When substituting the above equation into the equation (4.23), Then E cancel entirely,
and the only velocity vector which rotates with a specific angle that depends on the
electric field remain.





(v + + v −)×B (4.29)
Therefore, the process of calculation of particle velocity is briefly as follows:





2. Then magnetic field rotate v − to obtain v + about an axis parallel to B,
(Rotation)(Fig. (4.6)).
Figure 4.6: Rotation from v −⊥ to v
+
⊥ . Summation and difference of these two vectors
are perpendicular to each other. The figure is adopted from [31].





















As mentioned in step 2, the magnetic field provides purely rotation of the velocity from
v − to v + while the magnitude of the vector remains unchanged. Boris adds two more
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steps to maintain the immutability of magnitude (Fig. 4.7).
v ′ =v − + v − × t, (4.31)








where v ′ is an intermediate velocity. The parameter s is a scaled version of t to satisfy
Figure 4.7: Rotation of v − to v +. First v − is advanced by vector t to produce
intermediate vector v ′ where its advancement by vector s results in v +. The velocities
are projections of the total velocities onto the plane perpendicular to B. The figure is
adopted from [31].
this equality |v −| = |v +|. This method is proper wherever velocities and positions are in
the plane normal to the uniform magnetic field.
Updating the particle position
The standard leapfrog technique is used to update the position of a particle by using the
particle’s velocity. The leapfrog technique provides a method to numerically integrate Eq.
(4.22) in time, which is second-order accurate,




i → x t+∆ti = x ti + v
t+∆t/2
i ∆t. (4.34)
4.2.5 Stability of the numerical techniques
Selecting cell size ∆x and time step ∆t play an essential role in the stability of the
simulation method. These values should be chosen so that the numerical errors resulting
from the numerical techniques employed to solve the differential equation do not increase
over time. Because in this case, the order of errors will be more than the order of the
answer and disrupt the simulation method [35]. Nonphysical instabilities generally arise
due to temporal or spatial aliasing of the plasma dynamics due to improper choices of the
time step and the cell sizes [33, 34].
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Selection of the cell size
A key requirement for selecting ∆x is that, it should be much smaller than the smallest
wavelengths in the system. Otherwise, the fields, forces, and phenomena at length less
than a grid cell are not observable and will cause many errors in calculations. Plasma
is non-neutral only on length scales smaller than the Debye length and the cell volume







ε0KBTe/(neq2e) and KB is Boltzmann’s constant. Similarly, for 1D simula-
tion, the spatial step ∆x cannot be much larger than the Debye length λD,
∆x < λD. (4.36)
Also, since we are interested in observing the collective behavior of plasmas, the system
length must be larger than Debye length L > λD. Depending on the problem, different
types of mesh, such as uniform or nonuniform and curved or straight meshes, can be used.
Selection of number of particles in Debye length










It can be shown roughly [31] that the particle-particle collision time τc is related to the







where K is approximately constant of the order of unity, and ND is the number of particles
in the Debye sphere. Therefore, as the ND becomes large (ND >> 1), the collision time
becomes long, the collective effect becomes the primary phenomena of interest, and the
impact of collisions is of secondary importance. As a result, such a physical system can
be described by a particle-field model.
Selection of the time step
Discretizing the governor equation in the PIC method is based on the centered difference
scheme in space and the leapfrog method in time. The stability of the leapfrog scheme





Finite differencing using a centre difference (leapfrog) gives
xt+∆x − 2xt + xt−∆t
∆t2
= −ω20xt, (4.40)
where the solution are of the form
xt = C exp (−iωt), (4.41)
xt+∆t = C exp (−iω(t+ ∆t)), (4.42)









For ω0∆t > 2, ω has an imaginary component that grows or decays exponentially with
time and shows numerical instability [36].
Based on the above-simplified analysis, we deduce that for maintaining the stability of
the leapfrog scheme, we require
ωp∆t < 2, (4.44)
where ωp is the highest natural frequency of the plasma. The experience in PIC simulation
reveals that for reasonable accuracy and stability, the applicable criteria is ωp∆t < 0.5
[33].
To investigate the stability condition of Maxwell equations solved by the second-order
accuracy centered difference scheme in space and leapfrog method in time, we consider
the propagation of the following electromagnetic wave in a vacuum. We consider wave








Ψ(x, t) = exp (i(ωt− kx)), (4.46)







(Ψtj+1 − 2Ψtj + Ψtj−1) + 2Ψtj −Ψt−∆tj+1 , (4.47)
Ψtj = exp (i(ωt− k̃j∆x)), (4.48)
where c = 1/
√
ε0µ0 is the speed of light and k̃ is numeric wave number. By putting the
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discretization form of a sinusoidal wave in the wave equation, we will have,




















(cos (k̃∆x)− 1) + 1. (4.50)
As it is clear from Fig. (4.8), for c∆t/∆x = 1 and ∆t→ 0,∆x→ 0, numeric wave number





+ ... = (c
∆t
∆x





2(1− cos (k̃∆x)). (4.52)
Figure 4.8: Vacuum dispersion curve for leapfrog difference scheme for wave equation.
For c∆t/∆x = 1.2, both the real and imaginary parts are shown. The figure is adopted
from [36].
For the case c∆t/∆x > 1 there is an imaginary root that grows dramatically as follows:























)2(cos (k̃∆x)− 1) + 1
]
. (4.54)







. That’s why it
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should always be c∆t/∆x < 1 which is called the CFL condition1. This condition for







]−1/2, where i shows coordinate and ∆xi is spatial
distance in each direction [31].
Generally, The most striking point to note based on Courant condition is that for
maintaining the stability and accuracy of any explicit discrete scheme, the distance that
any information travels during the timestep length within the mesh must be lower than the
distance between mesh elements [37]. In other words, information from a given cell or mesh
element must propagate only to its immediate neighbors. In the numerical investigation
of electrostatic plasma phenomena, the maximum speed of the particle, which can be its
thermal velocity, substitutes the speed of light ∆t < ∆x/vte.
4.3 Parallelization of the PIC code
One of the major drawbacks of plasma simulation that makes them computationally ex-
pensive and unfeasible is the existence of millions of individual charged particles [33].
This problem nowadays has been alleviated by the advent and readily availability of
high-performance computing and parallel computing environments [33]. Message Passing
Interface (MPI) is used to increase the PIC code’s performance by the particle decompo-
sition technique that allowed our simulation code to run on distributed memory systems.
According to the Ref. [38] in this technique, the main process performs initial distribution
over velocity and coordination for all particles and then uniformly distributes the particles
between the client processes. During the primary cycle of simulations, each client process
advances its particles and calculates charge density distribution due to these particles. Fi-
nally, the main process collects the charge density distributions from all client processes,
solves Poisson’s equation, sends the potential profile back to the client processes, and




PIC simulation of unmagnetized and
magnetized Buneman instability
In this chapter, I study the linear and nonlinear aspects of the simple case of Buneman
instability in magnetized and unmagnetized plasma through 1D-PIC simulations. There-
fore I start with theoretical description of the Buneman instability in section (5.1). Then
in section (5.2) I analyze the effect of noise in linear stage of PIC simulations of the Bune-
man instability in unmagnetized plasmas in low drift regime. In Section (5.3) I move
forward into two aspects of the nonlinear stage of the Buneman instability in unmag-
netized plasma. In the Section (5.4), I review the theoretical description of magnetized
Buneman instability and then in section (5.5) I present the results of 1D-PIC simulation
of the magnetized Buneman two stream instability.
5.1 Buneman instability
The Buneman instability is an electrostatic instability driven by relative electrons and
ions drift velocities perpendicular to a magnetic field, which occurs when this relative
drift velocity of the electrons and ions surpasses the electron thermal velocity. In cate-
gorizing instabilities, Buneman instability is a reactive version of ion-acoustic instability.
Considering that, the growth rate of ion-acoustic is lower than Buneman instability, and
the relative streaming velocity between the ions and electrons is sufficiently less than the
electron thermal speed. The transition from ion-acoustic to Buneman instability is not
clearly defined, but in general, the ion-acoustic instability is a limiting case of the more
general Buneman instability [39].
The importance of this system of drifting electrons perpendicular to a magnetic field is
producing an ion source. The results of experimental measurements of electron cross-field
transport in the Hall thruster acceleration region reveal that Buneman instability is more
likely to excite this ion current [40] rather than ion-acoustic one. Because the E×B drift
in this region was limited to the order of the electron thermal speed [41].
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5.1.1 Theoretical description of the unmagnetized Buneman in-
stability in linear regime
The dispersion relation of unmagnetized Buneman instability in simplest case is obtained
by considering a beam of cold electron with Te = 0 moving with velocity v0 through a
homogeneous background of the cold ions with Ti = 0 and density n0 in unmagnetized
plasma B = 0. The main condition for excitation of the Buneman instability is that the
initial electron drift velocity v0 = v0ŷ is sufficiently larger than electron thermal velocity
vte, v0 >> vte [4].









+ (v0 · ∇)ve1) = qen0E1. (5.2)
The momentum equation for both species are:
∂ni1
∂t
+ n0∇ · vi1 = 0. (5.3)
∂ne1
∂t
+ n0∇ · ve1 + (v0 · ∇)ne1 = 0. (5.4)
Since it is assumed that v0 is uniform, the term (ve1 · ∇)v0 in Eq. (5.2) is dropped and
the term (vi0 · ∇)vi1 does not appear in Eq. (5.1), because it is considered that vi0 = 0.
We are looking for a solution in the form of ξ1 = ξe
i(kyy−ωt)ŷ for the vector quantities
and without ŷ for scalar quantities. Therefore, the Fourier analysis and the linearization



















Neutrality condition ni = ne is no longer valid since the unstable waves are high-frequency
and short-wavelength plasma oscillations. Therefore, we use Poisson’s equation (1.6) to
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n0q2e/ε0me and ωpi =
√
n0q2i /ε0mi are the electron and ion plasma fre-
quencies respectively.
The instability occurs for kv0 < ωpe(1 + (me/mi)
1/3)3/2, with the maximum mode
growth rate γ = (
√
3/2)(me/2mi)
1/3ωpe at ky ≈ ωpe/v0, and real part of the frequency
ω = 0.5(me/2mi)
1/3ωpe. Although the relative streaming velocity among electrons and
ions is the crucial factor in exciting instability, in the limit of vanishing temperatures of
both electron and ion, the maximum growth rate ends up being independent of the initial
drift velocity, and it only relies upon the electron to ion mass ratio.
Since any natural plasma has a finite temperature, thermal effects should be considered
by including kinetic theory treatment. Consider a plasma in Cartesian space where the
initial equilibrium distribution for ions and electrons along the y direction can be described
as two Maxwellian distributions drifting relative to each other while applying the drift
velocity higher than electron thermal speed (v0 > vte).
By considering zeroth-order Maxwellian distribution function for the stable situation
and coupling Poisson equation with the kinetic equation for the electrostatic plasma case,




















T0i/mi and vte =
√
T0e/me are the ion and electron initial thermal velocities,
respectively and T0i and T0e are the initial temperatures of ions and electrons.
Fig. (5.1) presents the numerical solution of Buneman dispersion function (5.7) for
hydrogen plasma while both electrons and ions have the same temperature T0i = T0e =
0.2 eV with density n0 = 1× 1017 m−3.
It can be concluded from the graph that increasing drift velocity from v0 = 2vte to v0 =
8vte (which is closer to the cold plasma limit v0/vte  1) shifts the most unstable mode
toward lower wavenumber. Furthermore, the positive growth rate region becomes smaller,
the growth rate diagram becomes sharper, and the maximum growth rate increases.
One point that is important to mention is that the frequency of the case v0 = 2vte is
larger than the growth rate over the whole wave modes, while for other cases growth rate
is larger than frequency before it reaches to its peak. I discuss in the following that the
low growth rate of v0 = 2vte compare to the others cases makes it comparable to the noise
of PIC simulation.
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Figure 5.1: The linear growth rate (solid line) and frequency (dashed line) of Buneman
dispersion relation for several drift velocities.
5.2 Role of noise in the 1D-PIC simulation of unmag-
netized Buneman instability
In this section I analyze the effect of noise in PIC simulations on the occurrence of the
Buneman instability in unmagnetized plasmas. The performed simulations show that
the investigation of the dynamics of kinetic of Buneman instability with a low relative
drift velocity of the electrons with respect to ions v0 = 2vte using the conventional PIC
simulation models is challenging, as it is mentioned in references [31, 32]. The cause of
this difficulty is owing to the small level of signal-to-noise ratio in resolving the entire
distribution function with discrete particles. Basically, using a small number of particles
to represent a natural plasma, enhances collisionality and leads to random statistical
fluctuations in the electric field. One possible remedy for reducing this noise is increasing
the number of macro-particles Np, as it has been proved that in random particle loading
of usual PIC simulations, the statistical noise scales by 1/
√
Np. However, increasing the
number of macro-particles for having a typical experimental plasma is impractical, and it
has a high computational cost. Another solution is using quiet start methods to have a
uniform particle loading in phase space, reducing the statistical noise.
In view of that, a series of highly-resolved PIC simulations with increasingly large
numbers of particles per cell and implementing the quiet start initialization of particles
is performed using two different PIC codes. Although increasing the number of particles
and employing a quiet start method make growth rates closer to the linear growth rate
calculated from the linear theory, all growth rates resulting from the simulations were
larger than the analytical ones.
These investigations are a part of the teamwork of benchmarking with different Vlasov
and PIC codes.
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In this study, the ions are taken to be hydrogen with mass mi = 1 amu, the initial
plasma density is n0 = 1× 1017 m−3 and the initial temperature for ions and electrons is
T0i = T0e = 0.2 eV which the same temperature for both spices is commonly satisfied in
space plasma [42].
The roots of Eq. (5.7) for the case study of v0 = 2vte are calculated by the method
of Newton iteration in the Python solver that I have developed. Figure (5.2) shows this
growth rate and frequency based on mode numbers. The most unstable growth rate
corresponds to the mode m = 44. Compared with other drift velocities in Fig. (5.1), in
this case, the positive growth rate region is wider, and the maximum growth rate is lower.
Table (5.1) depicts the growth rate of some selected modes from Fig. (5.2) for com-
paring with simulation result.
Table 5.1: Analytical growth rate.





Figure 5.2: The linear growth rate (blue) and frequency (red) for the case of v0 = 2vte
resulted from Eq. (5.7).
5.2.1 Simulation model
Since the linear dispersion equation has complex theoretical nature and many pitfalls are
associated with obtaining a correct and general solution from that equation, it seems that
the safest and most general approach for solving the Vlasov-Poisson system of equations
is on the computer by the numerical PIC method.
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Particle-in-cell simulations for our experiments are performed with two PIC codes. The
first one is the 1D2v (one spatial, two velocity space direction) electrostatic Xes1 code,
which is a version of the ES1 code (described in [31]) with the support of a graphical user
interface (X-Window System). ES1 code simulates plasma in a periodic domain, with
electrostatic potential solver in Fourier space using Fast-Fourier transform. Integration
of equations of motion is done with a popular leap-frog method and Boris scheme for
magnetized particles described in chapter 4. The second one is 3D VSim [43] software
from TechX corporation, which uses a powerful Vorpal computation engine and comes
with the VSim composer that is a graphical user interface.
For analyzing the noise effects in time evolution and the linear and nonlinear part of
Buneman instability, I have performed Particle-in-cell simulations as benchmarking of two
PIC codes with three different initial distributions for particles: random Maxwellian dis-
tribution, quiet start with a well-represented Maxwellian, and quiet start with perturbing
modes for our target case v0 = 2vte.
In this 1D1v simulation, we consider the Debye length λD, as the length scale and ion
plasma frequency ωpi, as the time scale. The general and simulation parameters I use in
the simulation are as follows:
Table 5.2: Plasma parameters used for simulations.
General parameters
L = 0.006 m
n0 = 10
17m−3
mi = 1 amu
T0e = T0i = 0.2 eV
me = 9.10938356× 10−31 kg
cs =
√
T0/mi = 4.3928× 103 m/s
λD =
√
ε0T0/q2en0 = 1.0513× 10−5 m
v0 = 2vte = 2
√
Te0/me = 3.7511× 105 m/s
Simulation parameters
Simulation time = 170 ns
System size = 570λD = 0.006 m
Time step size = 10−4 × ω−1pi = 2.3933× 10−13s
Spatial grid step size = 0.2787 λD = 2.93× 10−6m =⇒ 2048 cells
Number of macro-particles per cell for each species = 1000 and 10000 PPC
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The simulation time step and cell size resolve accuracy and stability by providing the
practical criteria of ωpi∆t < 0.5 and ∆x/λD < 1. In addition, ∆t satisfies the CFL
condition on the ∆x grid for hypothetical velocities as large as 1.22×107 m/s. The typical
electron velocities from the simulation are only O(106) m/s, hence the CFL stability is
ensured.
In all simulations, I use the periodic boundary condition in a system of 6 mm length,
resolved by a grid of 2048 points. In addition, the periodic boundary conditions are
applied in all simulations, so the number of particles is constant, and the length of the
system is large enough to enable the excitation of several modes with mode numbers
m = kL/2π. Furthermore, the electrons and ions have Maxwellian velocity distributions
in their rest frames with the corresponding thermal velocity of vtα, where α = e, i.
5.2.2 Maxwellian random start
The first simulation is done by Vsim code with 1000 macro-particle per cell (1kPPC). Fig-
ure (5.3a) shows the evolution of the amplitude of the chosen modes m = {30, 37, 44, 51}
of the electric field, and Fig. (5.3b) shows the evolution of electrostatic energy with time.
As we can see, after some initial oscillations, the amplitude of each mode shows noisy
growth. The slope of this growth is not clear for measuring each mode’s growth rate, and
different intervals can lead to slightly different growth rates. I use the ploy fit technique
with the lowest residual to measure the growth rate of each mode.
(a) (b)
Figure 5.3: (a) Evolution of individual modes of the electric field, (b) Evolution of the
electrostatic energy, using 103 PPC, from VSim with random start. The dashed black
line shows the fitted line on the m = 44 mode.
Table (5.3) shows the values of the linear growth rates calculated from simulations and
the linear theory for comparison. These imprecise growth rates of the simulations with
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Table 5.3: Comparison of the analytical growth rates with the growth rates observed in










30 0.90 2.39 3.37 2.67
37 1.08 2.67 2.22 1.79
44 1.17 3.63 3.15 3.55
51 1.07 3.16 2.46 2.5
1000 macro-particle per cell (PPC), which deviates significantly from the expectations of
linear theory, indicate the interference of noise level in linear growth of simulation. In
order to reduce the noise level, I increase the macro-particles per cell to 104 and redo the
simulations with two PIC codes Xes1 and VSim.
(a) (b)
Figure 5.4: (a) Evolution of individual modes of the electric field, (b) Evolution of the
electrostatic energy, using 104 PPC, from Xes1 with random start. The dashed black line
shows the fitted line on the m = 44 mode.
It is evident from Figs. (5.4, 5.5) that increasing macro-particles from 103 to 104
reduces the initial electrostatic energy by an approximate factor of 1/10, while the initial
amplitude of individual modes is reduced by an approximate factor of 1/
√
10. This
proves that the initial noise is reduced approximately by a factor of 1/
√
Np, as expected.
In comparison with the simulation with 103 particles per cell, the growth rates of Fig.
(5.4) and Fig. (5.5) in Table (5.3) are closer to the analytical growth rates. Despite this
improvement, the linear growth rates calculated in these simulations are still much larger
than the analytical growth rates.
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(a) (b)
Figure 5.5: (a) Evolution of individual modes of the electric field, (b) Evolution of the
electrostatic energy, using 104 PPC, from VSim with random start. The dashed black
line shows the fitted line on the m = 44 mode.
To reduce the adverse effects of the initial noise, a quiet start initialization has been
proposed [33, 44], in contrast to the random start. Before redo simulations with quiet
start initialization, in the next subsection I review the general idea of loading particles in
particle in cell codes.
5.2.3 Particles loading in PIC simulation
One of the important issues in PIC simulation is distributing particles in the initial step in
the phase space. The placement of particles in x−v at t = 0 starts with desired space and
velocity densities, n0(x) and f0(v) respectively. The systematic approach for generating
the positions and velocities of each particle from density functions is called inversion of
”cumulative density”. Suppose we have d(ξ) as the density function from ξ = a to ξ = b,








where ξ′ can be either x or v. Rs is a uniform distribution of numbers 0 < Rs < 1,
that can be set as a numerical sequence, which generates quasi-random numbers with low
discrepancy. Several sequences have been proposed in the literature, such as bit-reversed
or Hammerssely sequence [45, 31, 46], Sobol sequence [47], and Fibonacci sequence [48].
This cumulative density calculates the probability of each component of v or x. By
setting Rs, if the integral of distribution can be done explicitly, the inversion will produce
the v or x corresponding to the distribution d(ξ), otherwise the integral should be done
numerically.
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In plasma we have Maxwellian distribution function of particles in v space, f0(v) =
exp(−v2/2v2t ) which is in an equilibrium state. We are going to invert it to place particles
in phase space. 1-Dimensional Maxwellian distribution function can not be integrated
explicitly; therefore, the numerical method such as midpoint or trapezoidal rules is used
with a uniform set of numbers for Rs, and then the corresponding velocity will find by
interpolating; this method is called ”quiet Maxwellian” velocity distribution [31].
Another direct way which is more common in particle in cell simulation is working
with random numbers generator that produces a random normal Maxwellian distribution
proved as a qualified distribution for velocity [45]. One problem does arise from the use of
the random function. This randomness leads to the activation of unwanted Fourier modes
and increases noises, making it impossible to distinguish the low-level physics from them.
Regarding particle’s position, in most cases like our simulations, the density function
of particles is uniform; therefore, we can use the uniform scheme mentioned before for Rs
to load particle in x directly. For 1D distribution, the position of particles which limited
in simulation box 0 < xi < L can be defined as linear function of Rs like xi = LRs. The
point is that the Rs set for velocity and position should be uncorrelated to avoid unwanted
bunching in phase space.
We have selected a quiet start initialization in our 1d1v PIC simulations, which is pro-
posed by J. A. Byers [44]. This scheme employs a smooth loading of particles in phase
space to reduce the noise in PIC simulation. It uses the bit-reversed set for placing par-
ticles in position and the quiet Maxwellian scheme for particle velocity. I write a Matlab
program based on the quiet start’s method of Xes1 code proposed in Birdsall’s book [31]
to make the initial position and velocity of particles for loading into the simulation box
of the VSim machine.
As a concise description of the bit-reversed scheme, the particle’s position is calculated
as follows:




where Np is the number of macro-particles, L is the simulation box, and Rs is the result of
radix-two digit reversal bit reversing plus zero [31]. Basically, there are Np macro-particles
numbered i = 0 to Np − 1, which converted to a base-2 numbering system that contains
only two digits, a ”0” or a ”1”. We can also have binary weighting for values of less
than 1 by producing unsigned fractional binary numbers. This happens by placing the
binary digit to the right of the decimal point. Thus all fractional digits have respective
weightings, which are negative powers of two, creating binary fraction as shown in the
following Table (5.4),
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Table 5.4: Base 2 bit-reversed fraction used for generating Rs.
particle’s
number
base-2 base-2 fraction base-2 calculation of
decimal
decimal (Rs)
0 0 0.0 0× 2−1 0
1 1 0.1 1× 2−1 1/2=0.5
2 10 0.01 0× 2−1 + 1× 2−2 1/4=0.25
3 11 0.11 1× 2−1 + 1× 2−2 1/2+1/4=3/4=0.75
4 100 0.001 0×2−1+0×2−2+1×2−3 1/8=0.125
5 101 0.101 1×2−1+0×2−2+1×2−3 1/2+1/8=5/8=0.625
(a) (b)
Figure 5.6: Comparing the phase space of 16000 electrons with uniform loading (bit-
reversed) in x and (a) random Maxwellian in vx and (b) quiet Maxwellian in v.
5.2.4 Quiet start
Quiet start loading without perturbation
Instead of random loading particle’s velocity, we use nonrandom initializations for v de-
signed to achieve a quiet start besides bit reversed loading of particle’s position. Loading
particles using a quiet start algorithm leads to the more ordered phase space Fig. (5.6b).
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(a) (b)
Figure 5.7: (a) Evolution of individual modes of the electric field, b) Evolution of the
electrostatic energy, using 104 PPC, from Xes1 with quiet start scheme without pertur-
bation. The dashed black line shows the fitted line on the m = 44 mode.
Table 5.5: Comparison of the analytical growth rates with the growth rates observed in










Fourier analysis of the electric field Ek reveals that the initial fluctuation level is much
lower, and the growth rates of the individual modes experience one-third reduction from
γ = 3.15 × 108 s−1 in mode 44 for random start to the γ = 1.19 × 108 s−1. The most
important effect of using quiet start is a substantial reduction by more than four orders of
magnitude of the initial level of electrostatic energy from 109 eV to 105 eV. In addition,
it seems that the linear growth starts with a delay from 40 ns and saturates at 80 ns,
compares to the experiment without quiet start that starts at 5 ns and saturates at 20 ns.
The usage of quiet start distribution lets particles fill phase space smoothly. Hence, for
a finite amount of time, particles act nearly like a continuous system that causes a delay
in initiating plasma particle interactions.
It is clear that applying regular quiet start decreases the initial noise level and postpones
the development of the thermal fluctuations; however, high amplitude fast oscillation in
80
modes undermine the accuracy of the simulation make the growth rate of individual mode
is still out of the analytical results.
Since the ion and electron macro-particles are positioned in the same way, so the
plasma is quasi-neutral. In common test, we have perturbed a particular mode with a
finite amplitude in x, initially.
Quiet start loading with perturbation
The initial perturbation over the distribution starts interactions in plasma. Exciting a
certain mode in the system requires introducing a disturbance in the particle’s spatial
or velocity distribution. In our simulations, we use a spatial perturbation for uniform x
loading. A cold stationary plasma of charged particles is set up and then perturbed in
any given mode [49].
Perturbation in space means that disturbing electrons from their equilibrium positions
to oscillate about their equilibrium position with a defined amplitude which is equal to











where ωpe is the electron plasma frequency, L is the total length of the grid, me is the
mass of the electron, and Npe is the number of electron macro-particles. If we perturb all
the electrons, a particle’s position is given by:






where x is the electron position, x0 is the electron’s equilibrium position, ε is the amplitude
of the displacement, m is the mode of excitation. According to the Ref. [49], ε should
be very small compared with particle spacing, and in simulation with more particles than
grid points, it is even smaller compared to the grid spacing ∆x. Setting high ε leads to
overlapping the particle displacements and makes it impossible to see sinusoidal waves
[49].
Such a perturbation causes a sinusoidal charge density, and as a result of that, it
stimulates a given mode in the spatial electric field, which oscillates with the plasma
frequency [49].
For investigate the role of the initial perturbation in the quiet-start simulations, I have
performed four PIC simulations with perturbing mode m = 1, mode m = 31, mode
m = 44, and a group of modes m = {30, 37, 44, 51}. Figure (5.8) shows the configuration
of the quiet phase space of 1000 electrons per cell while mode m = 1 is perturbed. The
evolution of each modes of electric field for this setup can be seen in Fig. (5.9).
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Figure 5.8: Phase space of 1000 electrons per cell with perturbing mode m = 1 in quiet
start with amplitude ε = 0.02 m. For better visualization, the number of particles shown
here is reduced, and the amplitude of the perturbation is increased compared to those in
actual simulations.
(a) (b)
Figure 5.9: (a) Evolution of individual modes of the electric field, (b) Evolution of the
electrostatic energy, using 104 PPC, from Xes1 with quiet start and perturbing mode
m = 1 with amplitude ε ≈ 10−8 m. The dashed black line shows the fitted line on the
m = 44 mode.
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Table 5.6: Comparison of the analytical growth rates with the growth rates observed in










It can be seen from Fig. (5.9) perturbing mode m = 1 which belongs to the lowest
frequency, with a small amplitude of ε ≈ 10−8m, does not make any considerable improve-
ment in the linear stage of the instability compare with the analytical result. The Fourier
analysis of the electric field modes illustrates that the growth rate of modes near the un-
stable mode looks the same and indistinguishable, while they are supposed to be different.
In this part, I show the simulation, which is initialized with m = 31 perturbations.
(a) (b)
Figure 5.10: (a) Evolution of individual modes of the electric field, (b) Evolution of
the electrostatic energy, using 104 PPC, from Xes1 with quiet start and perturbing mode
m = 31 with amplitude ε ≈ 10−8 m. The dashed black line shows the fitted line on the
m = 44 mode.
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Table 5.7: Comparison of the analytical growth rates with the growth rates observed in










From Fig. (5.10) we can see perturbing mode m = 31 with a small amplitude of ε ≈
10−8 m which is near the unstable mode 44, makes an initial drop in electrostatic energy
and electric field of mode 31. Exciting this mode decreases the time of transferring to
the non-linear regime; therefore, saturation followed by the trapping oscillations happens
at 70 ns. It can be seen that the growth of mode 37, which is affected by perturbing
mode 31, dominates mode 44 between 20 ns to 50 ns and also becomes dominant in the
saturation stage.
At this stage, I have perturbed the most unstable mode m = 44 and depicted the
results of simulations with two different codes Xes1 and VSim. Figure (5.11) shows the
configuration of quiet phase space while mode m = 44 is perturbed.
Figure 5.11: Phase space of 1000 electrons per cell with perturbing mode 44 in quiet
start with amplitude ε = 0.02 m. For better visualization, the number of particles shown




Figure 5.12: (a) Evolution of individual modes of the electric field, (b) Evolution of
the electrostatic energy, using 104 PPC, from Xes1 with quiet start and perturbing mode
m = 44 with amplitude ε ≈ 10−8 m. The dashed black line shows the fitted line on the
m = 44 mode.
(a) (b)
Figure 5.13: (a) Evolution of individual modes of the electric field, (b) Evolution of the
electrostatic energy, using 104 PPC, from VSim with quiet start and perturbing mode
m = 44 with amplitude ε ≈ 10−8 m. The dashed black line shows the fitted line on the
m = 44 mode.
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Table 5.8: Comparison of the analytical growth rates with the growth rates observed in








30 0.90 0.61 0.82
37 1.08 0.70 1.11
44 1.17 1.18 1.14
51 1.07 0.62 1.16
Figures (5.12, 5.13) show a surprising decrease in noise level of Fourier mode of electric
field by perturbing unstable mode m = 44. Additionally, the numerical results show a
qualitative agreement with the theory. The growth rate obtained from the numerical
simulations, notably Xes1’s results, has a 0.8% difference on unstable mode 44 with the
analytical value. It can be concluded that exciting maximum-growth rate mode puts
other modes in sequence and decreases the effect of the mode’s interference. It seems that
when two or more modes compete, the growth stage of the Fourier mode of wave electric
field becomes non-uniform, noisy, and far from the analytical result in the linear regime.
Comparing the electrostatic energy and Fourier analysis of Ek of Vsim and Xes1 results,
reveals that except for a drastic plunge in the first 2 ns of simulation with Xes1, the initial
energy and saturation level of both are consistent. In this part, I investigate the effect of
perturbing a group of modes.
(a) (b)
Figure 5.14: (a) Evolution of individual modes of the electric field, (b) Evolution of
the electrostatic energy, using 104 PPC, from Xes1 with quiet start and perturbing mode
m = 30, 37, 44, 51 with amplitude ε ≈ 10−8 m. The dashed black line shows the fitted line
on the m = 44 mode.
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(a) (b)
Figure 5.15: (a) Evolution of individual modes of the electric field, b) Evolution of the
electrostatic energy, using 104 PPC, from VSim with quiet start and perturbing mode
m = 30, 37, 44, 51 with amplitude ε ≈ 10−8 m. The dashed black line shows the fitted line
on the m = 44 mode.
Table 5.9: Comparison of the analytical growth rates with the growth rates observed in








30 0.90 0.98 1.66
37 1.08 1.16 1.13
44 1.17 1.16 1.19
51 1.07 1.16 1.11
Perturbing multimode by seven modes away from each other and near the unstable
mode increases the amplitude of their Fourier mode of wave electric field. Furthermore,
this initialization method indicates an improvement in the linearity of growth than the
simulations with perturbing one mode; also, noisy behavior in perturbed mode decreases,
and all selected modes experience a significant drop in their electric field in the first 2 ns.
Although they do not stand in sequence in the growth stage, in saturation time, the
unstable mode dominates others and makes other modes follow their sequence. Moreover,
the measured growth rate of this case is much closer to the theory than its corresponding
random-start simulation.
It is worth mentioning that quiet start loading without perturbation decreases initial
electrostatic energy from 109 eV for random start to 105 eV, while perturbing the selected
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mode despite a dramatic drop at the level of electrostatic energy increases electrostatic
energy to 5×107 eV at the initial step, while perturbing the multimode rises electrostatic
energy to the 108 eV.
From the physics point of view, the electrostatic energy figures show that the wave
energy grows monotonically and eventually saturates, then it fluctuates at a certain level.
The electron kinetic energy causes the initial growth in the wave energy. Basically, when
the energy of the electrons is transferred to the waves, the velocity space distribution of the
electrons becomes flattened. According to Ref. [2], in random start simulations, the main
source of deviation of each mode’s growth rate from analytical results is the sensitivity
of growth rate to flattening the electron distribution function. In this work, although we
confirm that using the quiet start scheme gives us a good result only if the most unstable
mode is perturbed initially, this scheme does not completely solve the problem of initial
noise in the low-frequency plasma physics problem.
5.3 Anomalous resistivity and backward waves in non-
linear regime of the Buneman instability
5.3.1 Anomalous resistivity
Buneman instability has been studied in various settings as a mechanism of turbulence and
source of anomalous resistivity in space plasmas [50, 42, 51, 52, 53]. The linear regime
of this instability is addressed in several studies [54, 55]. Since the nonlinear regime
is complicated, the various nonlinear dynamics of that, like trapping, resultant holes
[56, 57, 58, 59], nonlinear Landau damping [60], etc. still remain the several question of
interest. In this regard, the numerical simulations assist in complementing the analytical
theories.
In this section, I investigate and compare the evolution of average electron and ion
current of the aforementioned PIC simulations of Buneman instability with v0 = 2vte
through passing the linear stage to the nonlinear phase with the similar case of Vlasov
simulation that is performed by Arash Tavassoli in Ref. [2].
In collisionless plasmas, when the electron velocity relative to the ions exceeds a critical
threshold whose upper value is vte, plasma collective effects become significant and make
it unstable. We witness in all the foregoing simulations, after a few nanoseconds, apart
from the noisy behavior of PIC simulations, the field fluctuations grow exponentially at
the expense of electron kinetic energy. The growing potential wells of waves trap electrons
inside themselves and slow down the growth of instability and bring the linear stage to
an end. At this time, the electric field reaches a peak that is followed by a slow decay
due to the transfer of energy from waves to the plasma and particle heating. Trapping,
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de-trapping, and scattering of electrons from large amplitude fluctuation of the potential
result in the dramatic increase of electron temperature and decelerate electrons which are
called anomalous resistivity while they lead to accelerating ions.
In the first stage, I present the result of the average electron and ion current of the
Vlasov simulation, which linear stage of that is well in accordance with the prediction of
linear theory. Then I show and compare the result of three PIC simulations that come
from two PIC codes, Xes1 and VSim.
(a) (b)
Figure 5.16: Evolution of (a) electron and (b) ion current of Vlasov simulation performed
by Arash Tavassoli.
(a) (b)
Figure 5.17: Evolution of electron (solid blue line) and ion (solid red line) current of
(a) VSim, (b) Xes1 with random start.
Looking at the electron current density of VSim and Xes1 with the random start in
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Fig. (5.17) shows that in both, initial current starts at 6000 A/m2, then it starts to drop
in 15 ns, which is the time of ending linear stage of instability. Electron current of VSim
reaches its saturation level at 4100 A/m2 in 80 ns, while electron current of Xes1 levels
off at 3900 A/m2, in 85 ns. The saturation level of VSim and Xes1 code’s results are
almost 12% and 8.3% respectively, more than the corresponding Vlasov simulation result
(3600 A/m2).
The results of ion current density of Fig. (5.17) in both random start Xes1 and VSim
illustrate that, initial current of both stand at 0 A/m2 for the first 15 ns. The Ion current
of VSim reaches its saturation level at 1.16 A/m2 in 80 ns, while ion current of Xes1 levels
off, in 85 ns it saturates at 1.1 A/m2. The saturation level of the VSim code result and
Xes1 are 14% and 18% respectively, less than the corresponding Vlasov simulation result
(1.35 A/m2).
(a) (b)
Figure 5.18: Evolution of electron (solid blue line) and ion (solid red line) current of
(a) VSim, (b) Xes1 with quiet start loading and perturbing mode m = 44.
Comparing the result of current density from these two PIC simulations in Fig. (5.18)
with Vlasov simulation in Fig. (5.16) shows that the initial electron current of VSim and
Xes1 with quiet start perturbing mode 44, stands at 6000 A/m2 and then starts to drop
in 50 ns. Electron current of VSim reaches its saturation level at 3890 A/m2 in 112 ns
while for Xes1, it happens in 125 ns at the same level. In general, the saturation levels
of electron current of these two PIC codes are 5% more than the corresponding Vlasov
simulation result.
The result of ion current density of Fig. (5.18) indicates that the ion current of VSim
and Xes1 have a good consistency. They both level off at 1.16 A/m2 in 112 ns for VSim
and 125 ns for Xes1. The point is that the saturation levels of ion current of the VSim
and Xes1 are 14% less than the corresponding Vlasov simulation result.
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(a) (b)
Figure 5.19: Evolution of electron (solid blue line) and ion (solid red line) current of (a)
VSim, (b) Xes1 with quiet start loading and perturbing multi-modes: m = 30, 37, 44, 51.
From Fig. (5.19) of electron and ion current of VSim and Xes1 quiet start with per-
turbation in modes m = 30, 37, 44, 51, it can be concluded that The saturation level of
electron current is 11% more than Vlasov simulation result, while the level of electron
current of Xes1 saturates at 3900 A/m2, almost 8% more than Vlasov simulation result
and the level of ion current of VSim with 21%, Xes1 with 16% less than Vlasov simulation
plateau.
The result of our comparison reveals that despite the fact the initial noise in PIC
simulations deviates the linear growth rates from the prediction of linear theory, the
anomalous resistivity of our PIC simulations as one of the nonlinear aspects of Buneman
instability show a maximum 21% difference with Vlasov simulation result.
5.3.2 Backward waves
In the paper [1], that I have a contribution, we report the investigation of low- and
high-frequency backward waves in the nonlinear regime of the unmagnetized Buneman
instability. These backward waves are sub-waves that are propagating in the opposite
direction of the first initial drift of electrons in the nonlinear stage of instability; therefore,
they are not expected from linear theory. According to the Ref. [53] the excitation of
the backward waves coincides with the enhancement of anomalous resistivity. In this
paper, we find that the backward waves are excited if the value of the initial drift velocity
exceeds a certain threshold, which was in our simulations somewhere between v0 = 1.5vte
to v0 = 1.75vte.
In this paper, we explain the mechanism of backward wave formation based on the
linear theory for the stability of the electron velocity distribution function modified by
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nonlinear effects. In this regard, we fit several Maxwellian functions over the velocity
distribution function that we get from simulation, which has shown the extension of a wide
plateau in the negative velocity region. As my contribution in this work I develop a Matlab
solver and solve the related dispersion relation to get modes spectra and compare with
simulation results. The resultant analytical mode frequency and corresponding growth
rate show a close resemblance to eigen-mode spectra obtained from simulations.
5.4 Magnetized Buneman two-stream instability
Magnetized Buneman two-stream instability (MBTSI) happens due to relative drift of ions
through electrons in the applied magnetic field B = B0êz of cold plasmas. Technically, the
beginning of ECDI mechanisms can be tracked down to this instability. In this regime
the interaction is in the perpendicular plane to B and particles have position variable
y and velocities vx, vy and possibly vz [31]. The coordinates used are shown in Fig.
(5.20). In general, Buneman instability is unmagnetized and strictly perpendicular to
Figure 5.20: Theoretical model for drift-excited instabilities.
the magnetic field, and consider just the electron perpendicular motion in y-direction so
kz = 0. While, in the magnetized type of Buneman instability, both electron motions
(parallel and perpendicular) are mentioned, [19].
5.4.1 Theoretical description of the MBTSI in linear regime
Taking cold electron limit Te → 0 of Eq. (2.1) results in remaining only two harmonics
m = 0 and m = 1 of sum over all harmonics and other modes disappear automatically thus













k2((ω − kyvE)2 − Ω2ce)
= 0. (5.12)
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This dispersion relation consists of both the modified two-stream instability (MTSI) and
upper hybrid two-stream instability. In the modified two-stream instability as we see
in chapter 2, the effect of the electron parallel and perpendicular motion is typically
considered.
5.5 1D-PIC simulation of MBTSI
5.5.1 Simulation model
In this work, both ions and electrons are treated as cold, so ion’s temperature equals zero
(T0i = 0) and vti = 0 and electron’s temperature is low at T0e = 0.0002 eV. One of the
main threshold values that must be considered for investigating the Buneman instability is
that the relative drift velocity between ions and electrons must be larger than the electron
and ion thermal velocity. (vE > vte, vE > vti).
It is common to use the electron frame (electrons not drifting) for investigating this
instability. In the electron frame, the ions have a steady drift vE in −y direction. In this















By considering tan θ = kz/ky in Fig. (5.20), we can see two regimes of instabilities. One
is upper hybrid two stream instability where (θ = 0 and kz = 0) and the other one is
modified two stream instability, which is when θ 6= 0 and the wave vector k has a non-zero
component along magnetic field B.
By assuming kz = 0 of MBTSI, it can be possible to investigate some of the features of
this instability with 1D simulation and compare the result with the result of the numerical
solution of dispersion relation for kz = 0. In this regard, I perform two test case 1D-PIC
simulations with Xes1 code. For the first experiment I consider ion-to-electron mass ratio
mi = 100me, and for the second experiment I consider hydrogen plasma.
Fig. (5.21) presents the numerical solution of magnetized Buneman dispersion relation
(5.12) with the general parameters of simulation are described in Table (5.10). The growth
rate and frequency are presented as a function of ky for hydrogen plasma and plasma with
ion mass mi = 100me. One can see from Fig. (5.21) is that by reducing the value of kz,
we reach the limit corresponding to the limit kz = 0 in the Eq. (5.12).
One can notice from Fig. (5.21) is that in this limit just two harmonics for each chosen
kz remain and others disappear. Furthermore, as it can be seen from the graph, for mass
ratio mi = 100me the maximum growth rate for the kzλD = 0.00001, occurs at almost
ky/k0 = 15 with γ = 1.16ωpi = 2.06 × 109(1/s) and for mass ratio mi = 1836me, the




Figure 5.21: (a) growth rate and (b) frequency of the instability for mass case mi =
100me. (c) growth rate and (d) frequency of the instability for mass case mi = 1836me,
here k0 = ωpi/vE.
5.5.2 Simulation results
The initial parameters used for investigating Buneman type two-stream instability by
Xes1 code are in the following. The simulation time step resolves accuracy and stability
by providing the practical criteria of ωp∆t < 0.5 and ∆t satisfies the CFL condition on
the ∆x grid which is ∆t < ∆x/vte. These simulations are done by using Beamcycl.inp
project file.
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Table 5.10: Plasma parameters used for simulations.
General parameters
E0 = 2.598848× 105V/m
B0 = 0.1015625 T
L = 0.006 m
n0 = 10
17m−3
T0e = 0.0002 eV
T0i = 0.0 eV
vE = 2.56× 106m/s
ωpe = 1.78× 10101/s
λD = 3.33× 10−7m
Simulation parameters
Time step (∆t) = 11.23 ps
Number of grid points = 64
Cell size (∆x) = 0.93× 10−4m
Number particles for each species = 20000
Number of particles per cell = 312
Test case 1
Simulation is performed in the electron frame with ion drift velocity vE = 2.56× 106m/s,
mass ratio mi = 100me, and electron thermal velocity vte = 5.93× 103 m/s.
The evolution of phase space in Fig. (5.22) represents, when the wave energy becomes
large, plasma goes into the nonlinear regime, and particles execute vortex-like motion in
the phase space (i.e., they are trapped by the waves).
The time evolution of the amplitude of electrostatic field energy is shown in Fig. (5.23).
One can see the linear growth and nonlinear saturation of the Buneman type two-stream
instability. The dashed red line represents a polynomial with a degree of 1, y = 2γt+c that
fits the given data to evaluate the growth rate. The value of growth rate is γ = 1.8793×




Figure 5.22: Evolution of the electrons and ions phase space (vy − y) in the case of
mi = 100me. (a), (b) and, (c) show the phase space at three different time windows
t = 0 ns, t = 8.0335 ns and, t = 11.287 ns respectively. Bold blue dots represent the
electrons and bold red dots indicate the ions.
Figure 5.23: Evolution of the electrostatic energy versus time.
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Test case 2
In the test case 2, simulation is performed in the electron frame with ion drift velocity




Figure 5.24: Evolution of the electrons and ions phase space (vy − y) in the case of
mi = 1836me. (a), (b) and, (c) show the phase space at three different time windows
t = 0 ns, t = 19.57 ns and, t = 30.85 ns respectively. Bold blue dots represent the
electrons and bold red dots indicate the ions.
The value of growth rate is in Fig. (5.25) γ = 0.6201× 109(1/s), compare to the result
of numerical solution that is γ = 2ωpi = 0.83× 109(1/s).
Comparing the electrostatic evolution of these two test cases reveals that, despite a
clear difference in growth time which is almost 6 ns for hydrogen plasma and 2 ns for the
case with mass ratio, mi = 100me, the initial and saturation energy are the same.
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Figure 5.25: Evolution of the electrostatic energy versus time.
5.6 Summary
In the first part of this chapter, the effect of noise in PIC simulations on the occurrence of
the Buneman instability in unmagnetized plasmas is reported. The performed simulations
show that investigation of the dynamics of kinetic of Buneman instability for low relative
drift velocity of the electrons with respect to ions vE = 2vte which consist of low-level
physics using the conventional PIC simulation models, is difficult and the linear stage
of the instability in PIC simulations differs significantly from the analytical predictions.
One possible solution for reducing this statistical noise is increasing the number of macro-
particlesNp, which is impossible due to expensive computational costs. Another treatment
is applying a standard quiet start scheme. In this regard, 1D-PIC simulations with two
codes are performed. Our results confirm that the initial noise interferes with linear
growth and undermines simulation accuracy in the linear regime and nonlinear stage.
Furthermore, the quiet start scheme cannot solve the problem entirely unless accompanied
by perturbing the most unstable mode.
In the second part, We address two aspects of the nonlinear stage of unmagnetized
Buneman instability. We compare the anomalous resistivity of PIC simulations with the
similar case of Vlasov simulation, which shows the maximum 21% discrepancy. Then
We explain the existence of backward-propagating waves based on modifying electron
velocity distribution function by nonlinear effects. The modes spectra from solving related
dispersion relation show good consistency with simulation ones.
In the third part, We report the 1D-PIC simulation of magnetized Buneman two-stream
instability. The performed simulation for mass case mi = 100me of plasma indicates 91%
consistency between the growth rate of simulation and analytical results, while for the




This dissertation investigates the gradient density drift and two-stream instabilities with
analytical models and PIC simulations. In this respect, in chapter 2, the linear instability
criterion of three alternative regimes: ion-acoustic, modified two-stream, and electron
cyclotron drift modes for Te >> Ti without taking into account the effect of the density
gradient are confirmed. We evaluate the impact of finite values of wavevector along
the magnetic field, and We observe the broadening of ECDI resonances and transition
toward the ion-acoustic regime. For solving dispersion relations, We employ the technique
provided in Ref.[12]. Studying the effect of density gradient on ECDI reveals that for
purely azimuthal wave vectors, the negative gradients density increase the growth rates
of ECDI resonances. In contrast, the positive gradients density reduce the growth rates.
This study also reveals that the azimuthal long-wavelength mode is most strongly affected
by the density gradient corresponding to the lower-hybrid mode. Despite having a weaker
growth rate in this branch compared to higher modes, they are predicted to be more
critical for transport [19] due to difficulty in stabilizing them.
In chapter 3, the lower-hybrid modes as a subset of more general ECDI are studied. In
order to do so, we perform an eigenfrequencies analysis of the kinetic model of LHDI and
fluid models in linear stage. The comparison for different limits with generic Hall thruster
parameters indicates that the kinetic model and an advanced fluid model [20] are quite
consistent. This advanced fluid model is governed by the equilibrium electron current,
electron inertia, electron temperature, plasma density gradient, and the Debye length.
Meanwhile, a distinct new regime of lower-hybrid modes for cold electron approximation
(Te → 0) is observed that occurs not only for the strong fields but also for the low fields
subject to the vE/|Ln|Ωci ≈ 0.1. These results suggest that fluid model, which is much
less demanding computationally, provides a viable alternative to fully kinetic models.
In chapter 5, we perform a set of PIC simulations investigating the linear and nonlin-
ear features of magnetized and unmagnetized Buneman instability as a limit of ECDI.
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We present 1D-PIC simulations for the magnetized case of Buneman instability for cold
electron limit. The results of simulations in the linear stage indicate 91% consistency be-
tween the growth rate of simulation and analytical findings for the mass case mi = 100me
of plasma; for the hydrogen mass plasma, this consistency is 75%. Regarding unmagne-
tized Buneman instability, we discover that in the regime of low drift velocity v0 = 2vte,
the growth rate of the linear stage of instability from 1D simulation of two PIC codes
differs considerably from the analytical expectations. Therefore, we perform a series of
high-resolved PIC simulations with two PIC codes to reduce the noise issues caused by
particle discreteness. In this respect, besides increasing the number of macro-particles, we
apply the method of quiet start for loading macro-particles uniformly in the phase space.
From the results of both simulation codes, we conclude that although applying the quiet
start scheme with perturbing the most unstable mode improves the accuracy of the linear
stage, the noise issue of PIC simulation in this regime is not resolved entirely.
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Appendix A
Dielectric response of plasma in the
presence of magnetic field
In this appendix, the method of integration over characteristics is applied to calculate
dispersion relation of the electrostatic wave in magnetized homogeneous plasma. In this
method the Vlasov equation is integrated (1.40) over the unperturbed orbit of electron
motion. These re-derivations are based on Ref. [8].
The distribution function based on the unperturbed orbit of a charged particle in the










The f̃α can be written in the Fourier space,






dt′ ik · ∂f0α(v
′)
∂v′
exp{i[k · (x′ − x)− ω(t′ − t)]}. (A.2)


















The density of the αth component can be rewritten by using the definition of the αth
component of susceptibility Kα:




φ̃(k, ω)Kα(k, ω), (A.4)









exp i[k · (x′ − x)− ω(t′ − t)]. (A.5)
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The following results can be achieved by substituting the Maxwellian zeroth-order distri-












exp{i[k · (x′ − x)− ω(t′ − t)]dt′
]
, (A.6)
where kα = ωpα/vtα. In the presence of uniform magnetic field B = B0ẑ in the z direction,
the position and velocity of charged particle can be obtained. The unperturbed orbit for
charge particle can be calculated as follows by imposing the initial assumptions x(t′) =
x(t),v(t′) = v(t) and assuming τ = t′ − t:
vx(t
′) = v⊥ cos(Ωcατ − φ),
vy(t
′) = v⊥ sin(Ωcατ − φ),
vz(t
′) = vz,
x(t′) = x(t) +
v⊥
Ωcα
[sin(Ωcατ − φ) + sinφ],
y(t′) = y(t) +
v⊥
Ωcα
[cos(Ωcατ − φ)− cosφ],
z(t′) = z(t) + vzτ , (A.7)
where (vx(t
′))2 + (vy(t
′))2 = v2⊥, remain constant. Substituting x(t
′) − x(t), y(t′) −
y(t), z(t′)− z(t), in the exp{i[k · (x′ − x)− ω(t′ − t)]} results in:
























[cos(Ωcατ − φ)− cosφ]
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This integral is commonly encountered in linear Vlasov theory. For evaluating this inte-


























[cos(Ωατ − φ)− cosφ]) + [(kzvz)− ω)]τ ]}dτ ]. (A.10)
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By using cos(Ωcατ − φ) = cos(Ωcατ) cos(φ) + sin(Ωcατ) sin(φ) and considering vx =




[1 + Aα(k, ω)]. (A.11)
Since the velocity and time integration can be interchangeable, the following known inte-
gral ∫ ∞
−∞






































































cα ≥ 1) the Taylor expansion of the Cosine function (1 − cos Ωcατ '
(Ωcατ)
2/2 can be applicable,



















By using the definition of properties of plasma dispersion function and Gordeyev integral
in Eqs. (A.14)-(A.16) Ref. [8]:






























where Im(x) is the modified Bessel function of order m and ζ
m




and λα = (kyaα)
2, the susceptibility can be written in the form of:








































































At this point making use of the Poisson’s equation and the definition of αth component
susceptibility, result in the linear dispersion equation of electrostatic wave in magnetized




Kα(k, ω) = 0. (A.19)
If there is a zero-order uniform electric E = −E0x̂ in plasma like ECDI configuration, the
components of velocity in x and z direction do not change, but vE = E×B = E0/B0 ŷ,
drift velocity will be added to y component of velocity in Eq. (A.7) as a Doppler shift,
and (vx(t
′))2 + (vy(t
′)− vE)2 becomes a constant of zeroth-order motion.
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Appendix B
Derivation of LHDI dispersion
relation
In this appendix, the local dispersion relation of LHDI by solving the Vlasov equation is
re-derived. The following derivations are adapted from Ref. [23]. The main procedure is
to apply Fourier/Laplace analysis in the linear Vlasov equation to obtain particle density
fluctuations that can then be inserted into the Poisson equation.
B.1 Stationary equilibrium state
Before calculating the perturbed distribution function, it is convenient to determine the
equilibrium electrostatic potential φ0(x) and corresponding electric field E0(x) by impos-
ing quasineutrality on the chosen forms of the distribution function in Eq. (3.4):













































By solving this equality, the electrostatic potential and constant electric field can be






















The integration of the distribution function for each species yields the density profile,











Here vye and vyi are electron and ion flow velocities, respectively, for which at least the
value of one of them must be known. In some cases vyi = 0 is assumed. However, it is
common to define a coefficient of r as the ratio of these flow velocities and rewrite the
























By defining the equilibrium distribution function, it’s time to evaluate the perturbed
distribution function.
B.2 Integration over trajectory
By considering the weak plasma fluctuations, the Vlasov equation can be linearized
∂f̃α(x,v, t)
∂t













and rearrange based on the distribution function,[
∂
∂t


























In the right-hand side of Eq. (B.10), the Laplace transformation in (t) for the perturbed
electrostatic potential is employed in the form of:
φ̃(x, t) = φ̃(x) exp(−iωt), Im ω > 0. (B.11)
The Eq. (B.10) is integrated from t′ = −∞ to t′ = t by assuming the intial perturbation










































(E(x′) + v′ ×B). (B.13)
The perturbed distribution function ca be achieved by making use of
v′(t′) · ∇′φ̃ = d
dt′
φ̃(x′), (B.14)































dt′ × exp(−iωt′) ∂
∂y′
φ̃(x′(t′)), (B.15)
and then employing the Fourier transformation in y and z,
φ̃(x) =φ̃(x) exp[i(kyy + kzz)],
f̃α(x,v, t) =f̃α(x,v) exp[i(kyy + kzz − ωt)], (B.16)

























dτ exp(−iωτ)φ̃(x′(τ))× exp[iky(y(τ)− y(0)) + ikz(z(τ)− z(0))]. (B.18)
Lower-hybrid drift instability is characterized by strongly magnetized electrons and un-
magnetized ions, Ωci << |ω| << Ωce, where kz = 0. As a result, for calculating the
electron-perturbed distribution function, the integration along the unperturbed orbits,
and for ions, the usual approximation that they are unmagnetized are performed. At this
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Instead of using the Cartesian form of velocity, it is convenient to use the cylindrical
coordinate (v⊥, θ, vz),
v⊥ cos θ = vx,
v⊥ sin θ = vy − vye. (B.20)
The following unperturbed orbits are inserted into the Eq. (B.18),
y(τ)− y(0) = vEτ −
1
Ωce
[cos(Ωceτ)v⊥ cos θ − sin(Ωceτ)× (−vE + vye + v⊥ sin θ)− v⊥ cos θ)],
z(τ)− z(0) = vzτ, (B.21)
where vE is drift velocity

























− v⊥ cos θ)
)]
. (B.24)
The following identity has been used










[sin(Ωceτ + θ +
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By integrating the perturbed electron distribution function over the velocity space, the



















One obtains by considering the normalization condition
∫∞

















For calculating the perturbed electron density (B.30), this integral is split into two terms.
For the first term, the definition of the first moment of distribution function that results


















Instead of using the Cartesian coordinates to calculate the second term of Eq. (B.18) it






























































v⊥dv⊥dθdτf0e exp(−i(ω − kyvE)τ)













































































The following result is obtained by extending the summation over n and l and eliminating






























































































































e. Therefore, the perturbed electron density can be

































































and this study is focused on the case of (kyρe)
2 ≤ 1 and large kd, the wavelength of
the perturbation is comparable to ρe and it is much smaller than the plasma thickness.
Therefor S is approximated as the first term of the modified Bessel function, S = I0(ξ).
Now turn to the ions; since the wave frequency is assumed to be much larger than the
ion cyclotron frequency, the usual approximation that ions are unmagnetized is used:[
∂
∂t












































































(vy − vyi)f0i, (B.51)




























As a result of normalization condition
∫∞
















































and changing the variable X/
√

































) exp(−W 2). (B.56)
The following result, can be obtained by using the definition of plasma dispersion function

































At this point the electron and ion charge densities can be substituted into Poisson’s
equation:




































)))φ̃ = 0. (B.61)
Here λDe =
√
ε0T⊥e/nAe2 is the electron Debye length. Integrodifferential for potential
of the perturbation is:
d2φ̃(x)
d2x
− q(x, ω, k)φ̃(x) = 0, (B.62)
where q(x, ω, k) is the potential function, and by equating this function to zero the local
dispersion relation of LHDI at the point of x0 = 0 can be achieved in the form of:
q(x0, ω, k) = 0, (B.63)
k2+
1
λ2De
(
1−
(
1− kyvne
ω − kyvE
)
I0(ζ) exp(−ζ)+
T⊥e
T⊥i
[
1+
(
ω − kyvyi
vtiky
)
Z
(
ω − kyvyi
vtiky
)])
= 0.
(B.64)
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