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Abstract: The Lanczos r-method, with perturbations proportional to Faber polynomials, is used to obtain polynomial 
approximations for Dawson’s integral on circular sectors. An upper bound on the truncation error is established for 
one form of the T-method, which gives near-minimax polynomial approximations, and it is found that this bound 
provides a useful estimate of the truncation error. The Faber series for Dawson’s integral on a circular sector is also 
investigated. Numerical results show that the r-method can produce polynomial approximations as accurate as the 
truncated Faber series, with much less effort than is involved in computing the Faber coefficients. 
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1. Introduction 
One of many fruitful ideas put forward by Lanczos [13], in his first paper on numerical 
analysis, provides an approximation for a linear differential or integral equation with polynomial 
coefficients. The prescription is remarkably simple; the equation is modified by adding a 
polynomial perturbation so that the solution of the resulting perturbed problem is a polynomial, 
which is then used as an approximation for the solution of the original problem. On its second 
appearance in print [14] the method acquired its name, the r-method. 
Luke [15, Vol. 2 and 161 used the r-method to derive polynomial approximations for many 
special functions on real intervals. It has also been advocated as a method for solving a variety of 
ordinary and partial differential equations; see, for example, [17], [18] and [8]. 
In approximating a function on a real interval, the perturbation terms are usually chosen to be 
multiples of Chebyshev polynomials or other Jacobi polynomials. Recently I suggested [2] that, 
with a suitably chosen perturbation, the T-method might also give good polynomial approxima- 
tions for an analytic function in a region of the complex plane. In particular, some near-minimax 
polynomial approximations were obtained by using Faber polynomial perturbations. The present 
paper is a continuation of that work. 
Dawson’s integral, the function 
F(z) = eWz2 J ’ e’* dt, 0 
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has been tabulated by Karpov [l] for complex values of z. Other work on this function is 
summarised by van der Laan and Temme [12]. In approximating Dawson’s integral, as for many 
other functions, it is appropriate to treat separately the interior and the exterior of a disc of some 
radius R, with centre at the origin. Then, if the change of variable w = l/z is used in the outer 
region, the problem in both cases is that of approximation on a circular disc; circular sectors 
offer an obvious further subdivision. 
In this paper the r-method is used to derive polynomial approximations for Dawson’s integral 
on circular sectors. The perturbations used are based on the Faber polynomials for circular 
sectors computed by Coleman and Smith [3]. Hartshorn [9] used the T-method to approximate 
F(z), but he restricted the argument to the form z = x + ib where b is a real constant; the 
problem then reduces to that of approximating two real-valued functions, the real and imaginary 
parts of F(z), on a real interval, and the r-method can be applied with Chebyshev polynomial 
perturbations. 
Two forms of the r-method are used in Section 2 to derive polynomial approximations on 
sectors which include the origin. It is shown that the preferred version gives near-minimax 
polynomial approximations for F(z)/z, and a realistic bound on the truncation error is 
established. Approximation by truncated Faber series is investigated in Section 3 and it is found 
that for polynomial approximation of a given degree the T-method is as accurate as the Faber 
series approach and much easier to implement. 
2. The Lanczos T-method 
Dawson’s integral is the solution of the initial-value problem 
%+2zF=l, F(0) = 0. (2-l) 
Since it is an odd function, it is convenient to define new variables t = z2 and u(t) = F( z)/z. 
Then 
2f$y + (1+ 2t)u = 1, U(0) = 1. 
2.1. Two forms of the r-method 
In the T-method we seek a solution 
n 
u,(t) = c a,tk 
k=O 
of the perturbed equation 
du 
2t-g + (1+ 2t)u, = 1 + q&+&/y). 
Here p,+ 1 is a polynomial of degree n + 1, which may be expressed as 
n+l 
Pn+l(X) = c bkXk, 
k=O 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
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and y is a parameter to be specified later. The perturbation polynomial may be chosen as we 
wish but the effectiveness of the approximation will depend on that choice. The parameter 7,,, 
which gives the method its name, is determined in the process of solving (2.4). 
Substitution of (2.3) and (2.5) in (2.4) gives 
2a, = ~,,b,,+ly-(nfl), (2.6a) 
with 
(2k + l)a, + 2a,_, = Tnbkymk, (2.6b) 
for k= 1, 2 ,..., n, and 
a,=l+TnbO. (2.6~) 
It is easily shown that 
[ 
“5’ ( - 1) k+1(2k)!bk 1 -I 7” = k=O 22kk! ’ (2.7) 
and each coefficient ak may also be written explicitly as a finite sum. However, in practice it is 
preferable to define a new set of coefficients { a, }, such that 
ak= r,,ak, (2.8) 
which are determined by the equations 
2Z, = bn+ly-(n+l) 
and,fork=n, n-l, n-2 ,..., 1, 
2a,_, = bky-k - (2k + l)ii,. 
Then 
r,, = (5, - b,)-’ 
and the correctly scaled coefficients are obtained from (2.8). The approximation for u(t) 
obtained in this way satisfies the initial condition 
~~(0) = 1 + T,b,,, 
whereas u(0) = 1. 
Arguments have previously been given [2] for the choice of Faber polynomials as perturbation 
polynomials in the r-method. The Faber polynomials &(z) for chosen sectors of the unit disc, 
which are used in the present work, were computed by Coleman and Smith [3]. We consider 
approximations on a circular sector S( 0, y) = { t: ( t 1 G y, 1 arg t ( G O} ; thus the parameter y 
introduced in (2.4) is the radius of the relevant sector in the t-plane. 
In the so-called direct form of the r-method equation, (2.4) becomes 
du(‘) 
2t dt 
n + (1 + 2t)uf)= 1 + T,“‘+n+,(t/y), (2.9) 
where p,,+ 1 has been chosen to be the appropriate Faber polynomial of degree n + 1. 
Experience of other problems [6,7,1,2] suggests that it may be advantageous to integrate the 
differential equation before the T-method is used. Integration of (2.1) gives 
F(z) + 2JdrF([) d{ = z. 
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It follows that 
u(t) + t-l’* 
J 
r,s’/2u(~) ds = 1, 
0 
and the corresponding perturbed equation, with a Faber polynomial perturbation, is 
up’(t) + t-l’* 
J 
‘,sl/*u$?(s) ds = 1 + r,“‘&,+,(t/y). 
0 
(2.10) 
Recurrence relations may be obtained, as before, for the coefficients of the powers of t in up< t) 
but some labour is saved by noting that (2.10) is equivalent to the differential equation 
2t du;*’ 
dt + (1 + 2t) uL2’ = 1 + 21’/“$ [ tl/*c$n+l(t,Y)] p, (2.11) 
a particular case of (2.4) in which 
Pn+lWY) = 2f’/*~[fl/*dtl(f/y)l. 
If 
n+l 
(2.12) 
&+1(x) = c Wk 
k=O 
then from (2.5) and (2.7) 
42) = 
n 
n;:’ (-Qk+r(2k+l)!ck 
k=O 22kykk! 
(2.13) 
The procedure specified by (2.10), or equivalently by (2.11) will be referred to as the 
integrated form of the T-method. It is, however, only one possible integrated form. For example, 
integration of (2.2) gives another integral equation 
2tu(t)+ c(2s-l)u(s)ds=t; 
J 0 
an appropriate form of perturbation, which in this case must vanish as t + 0, is a multiple of 
t+,, + r( t/y), giving a perturbed equation equivalent to (2.4) with 
Numerical results show that while the resulting approximation shares some of the desirable 
features of uF’( t) its maximum error exceeds that of ui*)( t) in all cases examined. 
2.2. The truncation error 
Let 
C?(t) = u(t) - u,(t) 
where u and u, are the solutions of (2.2) and (2.4) respectively. Then 
2t$ + (1+ 2t) En = -Wn+WY) 
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and it follows that 
e,(t) = - :t-‘/2 e-‘7, 
J 
rs-‘/2e”p,+l(s/~) ds. 
0 
In the direct form of the T-method the error is 
c:‘)(t) = - :t-‘/2 e-%j’) 
I 
’ ~-~/~e”~#~,+,(s/y) ds, 
0 
and the error in the integrated form is 
= -_7 J2) Gn+,(t/y) - tell2 e-’ 
J 
‘d/2 eS+,+,(s/y) ds 
0 1 
(2.14) 
(2.15) 
From these expressions bounds can be obtained on the truncation errors in both forms of 
approximation. Here we concentrate on the integrated form which turns out to be the better 
approximation. 
Suppose the integrated form of the T-method is used to approximate u(t) on the sector 
S( 0, y ) = { t : 1 t ( G y, 1 arg t ( G 0 G $r } . Let &( t/y) be the Faber polynomial of degree n 
appropriate to that sector and let 
114%111 = yywY) I- 
In (2.15) we write t = Y exp(iO), where r and 0 are real, and choose the integration path so that 
s = q exp(ifl); then 
1 t-1/2 e-’ 
J 
‘?I2 e’&,+,(s/y) ds I 
0 
G r-112 exp( --r cos 0) ]I $J,,+~ I] lrq112 exp(q cos 0) dq 
< 
1 -exp(-rcos 0) 
cam e II %+1 II- 
It follows that, for t E S(0, y) with 0 < &T, 
(2.16) 
An upper bound on the norm of a Faber polynomial may be obtained from the work of 
Pommerenke [19]. His Satz 3, expressed in our notation, shows that for a convex region of 
transfinite diameter p 
II 4% II G 2P”* (2.17) 
The bound (2.16) then becomes 
(2.18) 
Coleman and Smith [3] have shown that the relevant transfinite diameter is 
p = (u2/(2cf - 1)2-1’a (2.19) 
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where QI = IT/@. The condition 0 < :T can be relaxed but for 0 > :T the expression in brackets 
in (2.16) needs to be modified; also the region is no longer convex so (2.17) may not apply. 
In the limit as 0 + 0, when the sector S( 0, y) reduces to the real interval [0, y], the 
appropriate Faber polynomial of degree n is a multiple of a shifted Chebyshev polynomial; 
specifically, 
(2.20) 
where (/?)k denotes the gamma function quotient r(p + k)/r(P). From (2.20) and (2.13) we 
have 
(2.21) 
The sum in (2.21) is a generalised hypergeometric function, 
and its asymptotic form as n --, cc may be deduced from the formulae on pp. 260-261 of [15, Vol. 
11. The result is 
bJ"l -l - (-1)“(2n + 3)!! (2y)R+l exp[ (I;$] (2.22) 
as n -+ cc. Even for small values of n this gives quite accurate estimates. For example, with y = 1 
and n = 4 the reciprocal of the right-hand side of (2.22) is 1.95 X 10e3 whereas 72’) = 1.98 X 10P3. 
As the sector half-angle tends to 7~, so that the sector becomes a full disc, the Faber 
polynomials become the monomials &(t) = t”. Then each form of the T-method yields a 
truncated Maclaurin series for u(t) and 
(-1)“(2n + 3)!! [d"l -l= (2y)"+l * (2.23) 
A derivation of the asymptotic form for T,‘~‘, other than in the limiting cases 0 = 0 and 0 = IT, 
must await a fuller understanding of the properties of the Faber polynomials on whose 
coefficients 7c2) depends. However, these limiting cases and numerical evidence in other cases 
lead to the cinjecture that, for a sector S( 0, y), T,‘~) has an asymptotic form 
.C2)- [(-1)“(2y)“+l/(2n + 3)!!]A(O, y) n 
where A depends on the particular sector, but not on n. Accordingly, the quantity (- 1)%,‘2’(2n 
+ 3)!!(2y)-‘“+” is shown in Table 1 for selected sectors. Extrapolation of the results, on the 
assumption that the quantity tabulated is A(@, y)[l + 0(1/n)], suggests that 
A(@, 2~) = [A(@, u)12, 
from which it would follow that A has the form 
A(@, Y) = exp[a(@)y]; 
this is the true in the two limiting cases, with a(O) = - 0.5 and CX( 7) = 0. 
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Table 1 
Values of[(-1)"(2n +3)!!/(2~)“+~17, (*I for sectors {t: ItI <y,I arg tl GO} 
0 n y = 0.25 y = 0.5 y=l.O y = 2.0 y = 4.0 
271 4 0.8696 0.7569 0.5753 
5 0.8677 0.7534 0.5692 
6 0.8663 0.7508 0.5650 
7 0.8652 0.7488 0.5618 
8 0.8643 0.7473 0.5593 
9 0.8636 0.7461 0.5574 
10 0.8631 0.7451 0.5558 
11 0.8626 0.7443 0.5544 
12 0.8622 0.7435 0.5533 
13 0.8619 0.7429 0.5524 
0.3377 0.1263 
0.3288 0.1167 
0.3227 0.1104 
0.3183 0.1061 
0.3151 0.1030 
0.3125 0.1007 
0.3104 0.0989 
0.3088 0.0975 
0.3073 0.0963 
0.3061 0.0954 
:T 4 0.8727 0.7611 0.5782 0.3343 0.1173 
5 0.8709 0.7580 0.5733 0.3275 0.1095 
6 0.8696 0.7557 0.5699 0.3231 0.1048 
7 0.8686 0.7540 0.5674 0.3201 0.1019 
8 0.8678 0.7527 0.5655 0.3178 0.1000 
9 0.8672 0.7516 0.5639 0.3161 0.0986 
10 0.8667 0.7507 0.5627 0.3147 0.0976 
11 0.8662 0.7500 0.5616 0.3136 0.0968 
12 0.8658 0.7494 0.5607 0.3127 0.0962 
13 0.8655 0.7489 0.5600 0.3119 0.0957 
:T 4 0.9141 0.8316 0.6775 0.4204 0.1324 
5 0.9133 0.8307 0.6786 0.4277 0.1365 
6 0.9126 0.8300 0.6792 0.4335 0.1429 
7 0.9121 0.8295 0.6796 0.4378 0.1501 
8 0.9117 0.8290 0.6799 0.4411 0.1568 
9 0.9114 0.8287 0.6801 0.4437 0.1627 
10 0.9111 0.8284 0.6802 0.4457 0.1677 
11 0.9109 0.8281 0.6803 0.4474 0.1719 
12 0.9107 0.8279 0.6803 0.4487 0.1754 
13 0.9105 0.8277 0.6804 0.4499 0.1784 
2.3. Approximations and their errors 
The Maclaurin expansion of Dawson’s integral, 
(2.24) 
converges for all finite 1 z ) and the term of largest magnitude is that for which 
This term can be very large in comparison with the sum of the series; for example, when 1 z I = 5 
the largest term has magnitude 5 X lo9 whereas it can be shown that for all real X, ( F(x) I < 1. 
Consequently, as was pointed out on previous occasions (e.g. by Hummer [lo]), computations 
based on (2.24) may incur severe cancellation. The values of Dawson’s integral needed for the 
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Table 2 
Maximum errors in polynomial approximations for u(t) = t-“*F( t”*) for 1 t 1 Q 1, larg 11 Q $n 
Degree 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
Maclaurin Direct Integrated The upper 
Polynomial r-method r-method bound (2.18) 
1.5 E-2 4.1 E-3 6.2 E-4 1.3 E-3 
2.7 E-3 5.0 E-4 5.2 E-5 1.0 E-4 
4.2 E-4 4.0 E-5 3.4 E-6 6.9 E-6 
5.7 E-5 2.7 E-6 2.0 E-7 4.0 E-7 
6.8 E-6 1.7 E-7 1.1 E-8 2.1 E-8 
7.2 E-7 8.6 E-9 4.9 E- 10 9.7 E-10 
6.9 E-8 4.0 E-10 2.0 E-11 4.1 E-11 
6.1 E-9 1.7 E- 11 7.9 E- 13 1.6 E- 12 
4.9 E- 10 6.4 E-13 2.8 E-14 5.6 E- 14 
1.0 E- 11 2.3 E-14 1.0 E- 15 1.8 E- 15 
error calculations reported here were obtained by summing a sufficient number of terms of the 
Maclaurin series in quadruple precision arithmetic, which was more than adequate to eliminate 
cancellation difficulties for the values of 1 z 1 of interest. 
Table 2 shows the maximum absolute values of the errors in a variety of polynomial 
approximations for u(t) = t -‘/‘F( t’/*) on the sector S(&r, 1). The integrated form of the 
r-method is considerably more accurate in all cases than the direct form, and both versions of the 
r-method yield approximations more accurate than the Maclaurin polynomial of the same 
degree. The table also shows that the inequality (2.18) gives a useful bound, overestimating the 
maximum error by a factor of about 2; the bound could be slightly improved by using the values 
of 1) c#B,, 1) from [3] rather than (2.17). 
When the function u is approximated by a polynomial p, of degree n, on a sector S with 
boundary r, the error 
J%(t) = u(t) -P,(t) 
takes its maximum absolute value on the boundary. As the point t moves along the boundary r, 
E,(t) describes a curve in the complex plane, called the error curve for this approximation. A 
theorem proved by Trefethen [20] states that if this error curve has winding number 2 n f 1 
about the origin then 
~W,(t)I G Ilu-pn*II G llu-P,II 
where p,* is the minimax approximation of degree n for u(t) on S. The maximum errors listed 
in Table 2 were obtained by sampling E,,(t) on r, and those calculations can also be used to plot 
error curves and to determine their winding numbers. It was found that each polynomial 
approximation of degree n given by the integrated form has winding number n + 1, but those 
given by the direct form have smaller winding numbers. Thus a study of the errors in the 
approximation u:*)(t) provides information both on the maximum accuracy achievable by 
polynomial approximation of a given degree and on the performance of ui*‘( t) relative to the 
minimax approximation of degree n. 
The closed curve in Fig. 1 is the error curve for the quartic approximation uy’( t) on S( &T, 1). 
The points at which the tangent to this curve is discontinuous are the images of the corners of the 
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0.6 
0.4 
0.2 
0.0 
0 20 40 60 80 100 120 140 
Fig. 1. The error curve for the approximation of degree 4 from the integrated form of the r-method, for the sector 
S(&, 1) and a graph of the ratio of the magnitude of the resulting error to its maximum value on the boundary. 
sector boundary; except near those points the error curve is nearly circular. The other curve in 
Fig. 1 shows the function 1 E4( t) 1 divided by its maximum value, as t moves anti-clockwise 
around the boundary curve r. The graph is based on calculations at 40 points on each straight 
section of r and 80 points on the curved part; the numbers 40 and 120 correspond to t = 
exp( - $rri) and 1= exp(&ri) respectively, and 0 and 160 correspond to the origin. Figure 2 
shows the very different behaviour of the error on r in the quartic approximation obtained from 
the direct form of the r-method. The direct form approximates u(t) less well than the integrated 
form but, since its error is much greater near the origin than it is elsewhere, it is possible that it 
would give the better approximation for Dawson’s integral tli2 u(t); however calculations show 
that this is not so. 
The curves in Fig. 3 correspond to the approximation of degree 6 from the integrated form of 
the r-method. 
Table 3 shows the minimum absolute values on r of the errors in approximations ui2)( t). In 
particular, Trefethen’s theorem gives 
1.8 x 1O-5 < (1 u-p: 11 < 5.2 x 10-5, 
7.2 x 1O-8 < (1 u-p; 11 < 2.0 x lo-‘, 
Fig. 2. The ratio of the magnitude of the error to its maximum on the boundary of the sector S($rr, 1) when u(t) is 
approximated by the quartic polynomial given by the direct form of the T-method. 
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I 
20 40 60 80 100 120 140 
Fig. 3. As Fig. 1 but for approximations of degree 6. 
Table 3 
The minimum absolute value of the error on the boundary of the sector S(kr, l), when n(t) is approximated by the 
integrated form of the r-method 
n 4 5 6 7 8 9 10 11 12 
minimum 
error 1.8 E-5 1.2 E-6 7.2 E-7 3.8 E-9 1.7 E-10 7.3 E-12 2.8 E-13 1.0 E-14 3.4 E-16 
Table 4 
Maximum errors in polynomial approximations for u(t) = t-‘12F( t’12) for ( t ) < 1, (arg t 1 < $n 
Degree 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
Maclaurin 
Polynomial 
1.5 E-2 
2.8 E-3 
4.3 E-4 
5.8 E-5 
6.9 E-6 
7.3 E-7 
7.0 E-8 
6.1 E-9 
4.9 E-10 
3.7 E-11 
_ 
Direct 
r-method 
8.6 E-3 
1.1 E-3 
1.1 E-4 
8.8 E-6 
6.2 E-7 
4.0 E-8 
2.2 E-9 
1.1 E- 10 
5.2 E-12 
2.2 E-13 
Integrated 
r-method 
1.3 E-3 
1.2 E-4 
9.4 E-6 
6.6 E-7 
4.1 E-8 
2.2 E-9 
1.1 E-10 
5.2 E- 12 
2.2 E-13 
8.8 E-15 
The upper 
bound (2.18) 
2.7 E-3 
2.6 E-4 
2.1 E-5 
1.5 E-6 
9.2 E-8 
5.1 E-9 
2.6 E-10 
1.2 E-11 
5.0 E-13 
2.0 E- 14 
Table 5 
Maximum errors in polynomial approximations for u(t) = t-“2F( t”‘) for 1 t 1 $1, jarg t 1 f f~ 
Degree 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
Maclaurin 
Polynomial 
1.7 E-2 
3.1 E-3 
4.7 E-4 
6.3 E-5 
7.4 E-6 
7.8 E-7 
7.4E-8 
6.5 E-9 
5.2 E-10 
3.8 E- 11 
Direct Integrated 
r-method r-method 
3.3 E-2 
5.7 E-3 
7.7 E-4 
9.2 E-5 
9.9 E-6 
9.3 E-7 
7.6 E-8 
5.5 E-9 
3.6 E-10 
2.2 E-11 
7.5 E-3 
9.8 E-4 
1.0 E-4 
9.6 E-6 
8.8 E-7 
7.4E-8 
5.6 E-9 
3.8 E- 10 
2.3 E-11 
1.3 E-12 
The upper 
bound (2.18) 
1.6 E-2 
2.3 E-3 
2.7 E-4 
2.7 E-5 
2.5 E-6 
2.0 E-7 
1.5 E-8 
9.9 E-10 
6.1 E- 11 
3.5 E-12 
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showing that the maximum errors in UP’< t) and z@(t) are less than three times the correspond- 
ing minimax errors. 
Our approximations on the sectors S($TT, 1) and S($r, 1) yield the results given in Tables 4 
and 5. The integrated form of the r-method again gives polynomial approximations of degree n 
for which the error curves have winding numbers n + 1. The improvement on the Maclaurin 
polynomially naturally becomes less as the sector angle increases. For S($IT, 1) the Maclaurin 
polynomial is more accurate than the direct form of the r-method for n 4 9 but the integrated 
form is superior to the Maclaurin polynomial for all n. 
3. Faber series 
An alternative way of using Faber polynomials as a basis for approximation on a sector 
S(0, y) is to construct a Faber series 
u(t) = 5 fk~kWY>. (3.0 
k=O 
It is known [4] that the Faber projection, obtained by truncating this series, would give a 
near-minimax polynomial approximation. Faber coefficients were therefore computed for some 
sectors to allow comparison with the results of the r-method. 
The Faber coefficient fk for u(t) may be expressed as a contour integral (see e.g. [4]). For the 
sector S(0, y) the appropriate form is 
fk= +- 
2Tpk lwl=R 
u(ylc,(w!) dw 
W”+l 
(3.2) 
for any R > 1, where the function J, maps the exterior of the unit disc conformally onto the 
exterior of the sector S(0, 1). The integral in (3.2) was computed by a modified version of a 
program used by Coleman and Smith [3] to calculate the coefficients of Faber polynomials, and 
the required values of the function u were provided by the Maclaurin series routine mentioned in 
section 2.3. 
Truncated Faber series of the form 
%@> = i: fk+k(t/y) 
k=O 
were summed by recursion rather than by using the explicit form of the Faber polynomials. 
Derivations are given by Coleman and Smith [3] but for convenience the procedure is described 
here. For a sector S(~/(Y, y) let x = 2(1 - K1)2 - 1, a, = 1 and, for k 2 1, 
ak = Pk(x> + pk-l(x> 
where Pk is the Legendre polynomial of degree k. Then a set of numbers { Pk } is introduced with 
& = a, and, for k > 1, 
k-l 
(k + l>Pk = ak+l - 
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Table 6 
Maximum and minimum errors in the truncated Faber series for u(t) = t- ‘/‘F(tl/‘) on the boundary of the sector 
ItlGl, largtl Gfv 
Degree Maximum error 
3 6.7 E-4 
4 5.5 E-5 
5 3.6 E-6 
6 2.1 E-7 
7 1.1 E-8 
8 5.1 E-10 
9 2.1 E-11 
10 8.2 E- 13 
Minimum error 
2.4 E-4 
1.9 E-5 
1.3 E-6 
7.6 E-8 
4.0 E-9 
1.8 E- 10 
7.6 E- 12 
2.9 E-13 
Finally, the Faber polynomials are given by 
(PO(Z) = 1, +r(z)=z-&l 
and, for n 2 1, 
n-l 
%+,(z> = z&In(z) - c &%-k(Z) - (I+ +% 
k=O 
where b, = Pkpk+’ and p is the transfinite diameter given by (2.19). 
(3.3) 
3.1. Comparison with the r-method 
Some results for the sector S(&r, 1) are listed in Table 6. For each value of n the error curve 
has winding number y1 + 1, so Trefethen’s theorem applies to these approximations. Figure 4 
shows the error curve for n = 6 and the behaviour of the magnitude of the error on the 
boundary; the curves are remarkably similar to those of Fig. 3. Comparison of Tables 1 and 6 
reveals that the integrated form of the r-method provides a slightly better approximation than 
the truncated Faber series in this case; yet the T-method is much simpler to implement, and 
requires no knowledge of u other than the differential equation it satisfies. Ellacott and Saff [5] 
Fig. 4. The error curve for the truncated Faber series of degree 6 for the sector S&IT, 1) and a graph 
magnitude of the resulting error to its maximum value on the boundary. 
of the ratio of the 
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have shown how to obtain Faber coefficients directly from the differential equation by setting up 
a recurrence relation involving the coefficients b, in (3.3); here the integral form was used 
initially, since the computation could be based on existing software, and the results were later 
confirmed by using the method of Ellacott and Saff. 
In one respect a Faber projection may be preferable to the T-method for large values of Y. A 
polynomial approximation u, from the r-method may be regarded as the sum of the Maclaurin 
polynomial of degree n and another polynomial, of the same degree, which approximates the 
neglected higher-order terms of the Maclaurin series. As n increases the coefficients of u, tend 
to those of the Maclaurin series; hence the numerical evaluation of u, for large y encounters the 
cancellation problems mentioned in section 2.3. 
To compare the Maclaurin series with the Faber series for a sector, it is useful to express both 
in terms of polynomials of norm no greater than unity. The Faber series (3.1.) for a sector 
S( 0, y), may be written as 
u(t) = ; &GfWY) (3.4) 
k=O 
where qkm = :p-k@k(l> an d consequently d, = 2pkfk, p being the transfinite diameter of the 
sector S( 0, 1) and { $k} the corresponding Faber polynomials. Then, from (2.17) on the sector 
S(@, Y), 
+ < II&(1 <I, k=o, I,... . 
For the sector S(0, y), which is the interval [0, y], qk is a shifted Chebyshev polynomial, 
qk(l/Y) = Tk*(t/Y) and qo = iT,*. At the other extreme, when the sector becomes the disc 
%lr> Y), qk(l) = +s” and (3.4) is then the Maclaurin series 
u(t) = + 5 d,(t/Y)k 
k=O 
Table 7 
Coefficients d, of the expansion (3.3) for sectors S( 0,lO). In the last column, which corresponds to the Maclaurin 
series, the quantity tabulated is $d,. Values of the transfinite diameters p, are given at the end of the table 
0 3.60 E- 1 2.81 E- 1 
1 -3.08 E-l -2.63 E-l 
2 2.47 E-l 2.38 E-l 
3 -1.82 E-2 -2.04 E-l 
4 1.23 E-l 1.65 E-l 
5 -7.59 E-2 -1.23 E-l 
6 4.24 E-2 8.46 E-2 
7 -2.16 E-2 -5.31 E-2 
8 1.00 E-2 3.04 E-2 
9 -4.26 E-3 -1.60 E-2 
10 1.67 E-3 7.72 E-3 
11 -6.07 E-4 -3.34 E-4 
12 2.05 E-5 1.43 E-4 
13 -6.46 E-6 -5.50 E-5 
P= 0.444 0.531 
2.08 E- 1 
-2.07 E-l 
2.02 E- 1 
-1.96 E-l 
1.85 E- 1 
-1.67E-1 
1.41 E-2 
-1.10 E-2 
7.78 E-3 
-5.03 E-3 
2.97 E-3 
-1.61 E-3 
8.08 E-4 
-3.75 E-4 
0.616 
1.00 
- 3.33 
6.67 
- 9.52 
10.6 
- 9.62 
7.40 
-4.93 
2.90 
- 1.53 
7.27 E-l 
-3.16 E-l 
1.26 E- 1 
-4.68 E-2 
1.00 
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with d, = 2( - y ) “/(2/c + l)! !. Thus equation (3.4) encompasses an infinite number of expansions 
for u(t); all are convergent for all finite t, since u is an entire function, but each one is tailored to 
a particular sector and truncation gives a near-minimax approximation on that sector. 
From the definition (1.1) of Dawson’s integral it is easily seen that 1 u(t) 1 = 1 F(z)/z 1 c 1 for 
all 1 t I > 0. Consequently, any large coefficients in an expansion of the form (3.4) will cause a 
loss of accuracy in calculations of finite precision. Table 7 allows a comparison of the 
magnitudes of the Faber coefficients for sectors with y = 10 and 0 = $T, &r, HIT and 7, the last 
of which corresponds to the Maclaurin series. The cancellation which would result from the use 
of the coefficients in the last column rapidly becomes more dramatic as y is increased. 
4. Conclusion 
The Lanczos T-method, with Faber polynomial perturbations, and the Faber series both 
provide near-minimax polynomial approximations on circular sectors. At least in the case of 
Dawson’s integral the two methods give approximations of very similar accuracy. The T-method 
is easy to implement, and use of the resulting approximation involves only the evaluation of a 
polynomial with given coefficients; furthermore, we have a useful upper bound for the truncation 
error. In contrast with this, the Faber coefficients are difficult to compute, and evaluation of the 
truncated Faber series is time-consuming. The only drawback of the T-method is an arithmetic 
one, the fact that as the radius of the sector is increased some coefficients of the approximating 
polynomial have much larger magnitude than the function approximated. The seriousness of the 
resulting loss of accuracy depends on the magnitude of the radius y and on the precision of the 
arithmetic in which the computations are done. 
The work described in this paper is restricted to polynomial approximations in z for Dawson’s 
integral F( 2). For large values of z it would be more appropriate to seek polynomial approxima- 
tions in w = l/z. A new feature in this case is that, because of the essential singularity of J’(z) at 
cc, the Maclaurin series for G(w) = F(z) diverges except when w = 0. However, the Faber series 
for G(w) on a sector { w : 1 w ) G y, 1 arg w ) < 0 -c T} would converge in the interior of the 
sector, since the singularity then occurs on the sector boundary. Work is in progress on this 
problem. The Lanczos r-method has been applied in several forms to the differential equation 
for G(w), but it is not yet clear which form is most useful. Also, satisfactory bounds on the 
truncation errors, comparable to those of section 2.2, have not yet been found. 
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