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Introduction
Cette thèse contient une étude spectrale de certaines classes d’opérateurs de Schrö-
dinger continus (agissant sur L2(IRd)) et discrets avec le potentiel du type surfacique. Le
modèle de base est donné par la formule
H = −∆+ V (0.1)
où −∆ est le laplacien sur IRd et (V ϕ)(x) = v(x)ϕ(x) est l’opérateur de multiplication par
une fonction réelle de la variable v(x1, x2) ∈ IRd1×IRd2 identifiée avec x ∈ IRd, d = d1+d2,
décroissante assez rapidement par rapport à la variable x2 ∈ IRd2 , p. ex.
| v(x1, x2) |6 C(1+ | x2 |)−d2−δ0 (0.2)
pour certaines constantes C, δ0 > 0 et possédant des propriétés d’ergodicité par rapport à
la variable x1 ∈ IRd1 pour assurer l’existence de l’objet dit "la densité d’états surfaciques".
Cette introduction est divisée en parties suivantes :
(A) La densité d’états des opérateurs de Schrödinger ergodiques
(B) La notion du déplacement spectral
(C) La densité d’états surfaciques
(D) Une brève description de résultats de la thèse
(E) Les énoncés des résultats de chaque chapitre
(F) L’index des notations essentielles
(A) La densité d’états des opérateurs de Schrödinger ergodiques
La modélisation des phénomènes physiques en milieu désordonné conduit à l’étude de
l’opérateur de Schrödinger aléatoire
Hω = −∆+ Vω
où ω ∈ Ω et (Ω,F) est un espace mesurable muni d’une mesure de probabilité P. En
particulier le modèle de la structure périodique d’un cristal idéal perturbée de manière
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homogène en moyenne spatiale devrait assurer l’existence de la limite thermodynamique
comparant le volume avec le nombre des niveaux d’énergie du système restreint à une
région bornée. Une théorie générale de ces modèles a été développée par L. Pastur ([53],
[54]) qui a introduit la notion de la densité d’états d’opérateurs ergodiques. Dans le cas
où Vω est l’opérateur de multiplication par la fonction vω(x) on suppose que l’on a
vω(x− z) = vτzω(x),
avec une application mesurable τz : Ω → Ω conservant la mesure P pour tout z ∈ IRd
(respectivement z ∈ ZZd). L’hypothèse de l’ergodicité signifie que l’on doit avoir P(A) = 0
ou 1 si A ∈ F est τz-invariant pour tout z ∈ IRd (respectivement z ∈ ZZd).
Une classe des opérateurs de Schrödinger ergodiques est donnée par le potentiel presque
périodique. En effet, suivant M. A. Shubin [59] on peut définir P comme la mesure de
Haar sur le groupe compact engendré par la famille des translations du potentiel presque
périodique.
Une autre classe des opérateurs de Schrödinger ergodiques est donnée par le modèle
d’Anderson où on considère le potentiel localisé autour des sites du réseau ZZd avec des
constantes de couplage formant une famille des variables aléatoires indépendantes et iden-
tiquement distribuées ( p. ex. le cours de W. Kirsch [34] ou F. Klopp [40]).
Une définition de la densité d’états des opérateurs de Schrödinger ergodiques utilise
les opérateurs H∗ω,L définis sur L
2(]−L; L[d) comme HDω,L = −∆+ Vω avec les conditions
de Dirichlet ou HNω,L = −∆+ Vω avec les conditions de Neumann au bord de ]− L; L[d.
Pour f : IR→ C qui décroît assez rapidement à l’infini, on pose
n∗ω,L(f) = (2L)
−dtr f(H∗ω,L) = (2L)
−d
∞∑
n=1
f(λn(H
∗
ω,L)),
où λ1(H∗ω,L) ≤ · · · ≤ λn(H∗ω,L) ≤ λn+1(H∗ω,L) ≤ . . . est la suite des valeurs propres
(comptées avec leurs mulitiplicitées) de H∗ω,L. Si f ∈ S(IR) (l’espace de Schwartz des
fonctions à décroissance rapide sur IR) alors les limites
n(f) = lim
L→∞
nDω,L(f) = lim
L→∞
nNω,L(f)
existent P-presque sûrement et sont indépendantes de ω. Ainsi le théorème de répresen-
tation de Riesz permet d’écrire
n(f) =
∫
IR
f(λ) dN (λ),
où on intègre par rapport à la mesure dont la fonction de répartition
N (λ) = sup{n(f) : 0 ≤ f ≤ 1, supp f ⊂]−∞; λ[}
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s’appelle la densité d’états intégrée.
L’importance de la densité d’états se voit déjà sur le fait que son support (en tant que
la mesure) vérifie
suppn = σ(Hω) (0.3)
P-presque sûrement. Des études plus fines de la nature du spectre et des propriétés dy-
namiques du transport sont également liées à la régularité de la densité d’états intégrée :
on peut citer p. ex. les articles de R. Johnson, J. Moser, J. Avron, B. Simon ([2], [6],[7],
[31],[41], [64]) en ce qui concerne les potentiels presque périodiques et J. M. Combes, P.
D. Hislop, F. Klopp, S. Molchanov, P. Stollmann, W.Kirsch ([16],[21],[14],[34],[50],[62])
en ce qui concerne le modèle d’Anderson.
Un résultat fondamental concernant la régularité de la densité d’état intégrée est
l’estimation
E(n∗L(χ[E−ε,E+ε]) 6 Cε, (0.4)
obtenue par Wegner ([65]) pour le modèle d’Anderson discret (ici E(...) désigne l’espérance
et χ[a,b] est la fonction caractéristique de l’intervalle [a, b]). Dans les travaux qui suivent,
J. M. Combes, P. D. Hislop, S. Nakamura, A. Klein, W. Kirsch, E. Mourre, P. Stollmann,
H. Zenk... (voir [12], [13], [16], [21],[14], [34], [62], [33], [68] et les références citées dans ces
travaux) prouvent l’estimation de Wegner pour des modèles continus et pour des systèmes
à N corps (voir aussi F. Klopp, H. Zenk [44] pour l’existence de la densité d’états des
systèmes à N corps ).
Les estimations de Wegner jouent un rôle clé dans l’analyse multi-échelles permet-
tant de prouver des propriétés de la localisation (le spectre purement ponctuel presque
sûrement) pour ces modèles ([3], [4], [5], [38], [29], [32], [62]).
(B) La notion du déplacement spectral
Sous l’hypothèse que le potentiel décroît assez rapidement à l’infini, on peut développer
la théorie de la diffusion basée sur la fonction de déplacement spectral introduite par I.
Lifshits et M. Krein ([49], [48]). Cette notion a donné lieu à de nombreux travaux (voir [66],
[67] pour divers résultats et références). La fonction de déplacement spectral est définie
de façon générale pour une paire d’opérateurs auto-adjoints (A,B) dont la différence est
nucléaire, c’est à dire || A−B ||B1<∞ où || . ||B1 désigne la norme trace. Elle est définie
par la relation ∫
IR
ζ(λ)df(λ) = tr(f(B)− f(A)), (0.5)
dite formule de trace. Dans cette relation, trA désigne la trace de A et f est une fonction
d’une classe convenable. Quant à la fonction réelle ζ, elle doit être dans tous les cas
10 Introduction
localement intégrable. Il est clair que la validité de (0.5) pour toute fonction f ∈ C∞c (IR)
implique l’unicité de ζ à une constante près.
En vertu du théorème spectral, la fonction ζ est donnée formellement par la relation
ζ(λ) = tr(EA(λ)− EB(λ)), (0.6)
où EA(λ) est la résolution spectrale de l’identité pour A et EB(λ) celle relative à B. Le
problème est que la différence EA(λ)− EB(λ) n’est pas forcément nucléaire. Cela est dû
à la non-régularité de la fonction caractéristique de l’intervalle ] −∞, λ]. Néanmoins, la
fonction de déplacement spectral ζ est donnée par la relation (voir[66])
ζ(λ) =
1
π
lim
ε→0+
arg det[I + (B − A)RA(λ+ iε)], (0.7)
où RA(z) est la résolvante de A.
La fonction ζ est reliée à la matrice de diffusion S(λ) du couple (A,B) par la formule
de Birman-Krein
detS(λ) = exp(−2πζ(λ)), (0.8)
pour tout λ ∈ σac(A).
Comme nous l’avons vu déjà, les fonctions ζ et n ont été introduites dans deux
contextes différents. Mais pour l’opérateur de Schrödinger continu en dimension 1 pour
un potentiel vL(x) qui est la restriction à l’intervalle ]−L,L[ d’un certain champ aléatoire
ergodique v(x), x ∈ IR. V. Kostrykin et R. Schrader ([45]) ont montré que si ζL(λ) est la
fonction de déplacement spectral attachée à ce potentiel, alors la limite
lim
L→∞
1
L
ζL(λ)
existe, et elle coïncide avec la différence entre les densités d’états intégrées des deux
opérateurs
− d
dx
+ v(x) et − d
dx
agissant dans L2(IR).
(C) La densité d’états surfaciques
Il s’agit d’un cas intermédiaire entre les deux théories précédentes. On rencontre cette
situation particulière dans la théorie de l’état solide lorsqu’une surface sépare deux milieux
homogènes ayant des propriétés différentes. De fait, dans une telle situation, on observe
des ondes surfaciques qui se propagent le long de la surface de séparation et qui sont
localisées au voisinage de cette surface. Ces ondes surfaciques correspondent à une partie
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du spectre qu’on appelle " spectre de surface" ([3], [4], [10],[28], [29], [30],[32],[38], [63]
pour divers résultats et références).
Chahrour dans ([8],[9]) a considéré un potentiel v ergodique dans les directions lon-
gitudinales x1 et décroissant dans les directions transversales x2. Il a donc étudié le cas
analogue de la densité d’état intégrée n et la fonction de déplacement spectral ζ. C’est
pourquoi il a introduit une quantité analogue à n. C’est la densité d’états surfaciques N
définie pour une classe de f par
N(f,H) = lim
L→∞
1
(2L)d1
tr(χL(f(H)− f(H0)) (0.9)
= lim
L→∞
1
(2L)d1
tr(f(H∗L)− f(H0∗L ))
= E(
∑
x2∈Z
d1
Kf ((0, x2), (0, x2)),
oùH0 est le laplacien discret, χL est la fonction caractéristique de ]−L,L[d, H∗L etH0∗L sont
les restrictions des opérateurs H et H0 à ]− L,L[d avec la condition au bord (Neumann
ou Dirichlet) et Kf (·, ·) est le noyau de l’opérateur f(H) − f(H0) pour un classe de
f ∈ C30(IR), donc la densité d’états surfaciques est définie comme une distribution d’ordre
au plus 3.
L’outil principal de la preuve est l’identité de la résolvante qu’il a choisie convenable-
ment. Contrairement à la densité d’état intégrée, la limite dans (0.9) n’est pas nécessaire-
ment positive, si f est positive ; cela est dû à la soustraction. C’est la raison pour laquelle
on ne peut pas conclure que la densité d’états surfaciques est une mesure positive. De
plus Chahrour ([8]) a montré un théorème sur le spectre analogue à (0.3), à savoir
suppN\σ(H0) = σ(H)\σ(H0).
Ces résultats sont semblables à ceux de H. English, W. Kirsch, M. Schröder, B. Simon
[20] sur l’équation de Schrödinger continue dans un contexte un peu différent, car l’espace
est partagé en deux demi-espaces, chacun portant un potentiel ergodique différent. Dans
le cas continu les preuves sont souvent plus compliquées techniquement (par exemple [20]
utilise des intégrales de Wiener).
Pour ce qui est de la théorie de la diffusion, rappelons que la fonction de dépla-
cement spectral a été introduite et étudiée pour les potentiels décroissant à l’infini
([66],[67],[49],[48]). Mais ce cas sort de ce cadre. C’est pourquoi Chahrour ([8]) a introduit
une quantité analogue à ζ c’est la fonction généralisée de déplacement spectral ζ˜ définie
par ∫
f ′(λ)ζ˜(λ)dλ = lim
L→∞
1
(2L)d1
∫
f ′(λ)ζL(λ)dλ
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pour une classe de fonction f ∈ C(IR) avec ζL est la fonction de déplacement spectral
du couple (H0 + vL, H0) avec vL est la restriction de v à ] − L,L[d1 . De plus Kostrykin,
Schrader ([47], [46]) et Chahrour ([8]) ont montré que la densité d’états surfaciques est une
dérivée d’une fonction intégrable qui ressemble à la fonction généralisée de déplacement
spectral.
La régularité de la densité d’états surfaciques joue un rôle fondamental dans l’étude de
la localisation. Cette régularité est connue pour les opérateurs de Schrödinger surfaciques
avec potentiel sous la forme d’une suite de variables aléatoires bornes indépendantes et
identiquement distribues (voir [8], [10]) par contre pour le cas continu le résultat n’est pas
encore connu, c’est pourquoi on va étudier l’approximation de la densité d’état surfaciques
continue par la suite des densités surfaciques discrètes et ceci le but du Chapitre 1 dans
le cas presque périodique et du Chapitre 2 dans le cas d’Anderson.
On peut aussi citer Kirsch et Warzel ([38]) en ce qui concerne la définition de densité
d’états surfaciques utilisant les conditions aux bords de Neumann et Dirichlet.
(D) Une brève description de résultats de la thèse.
Dans le Chapitre 1 on considère H donné par (0.1) avec v(x1, x2) presque périodique
par rapport à x1 et on décrit les opérateurs analogues discretsHh, où h > 0 avec l’espace de
configuration hZd au lieu de Rd. On prouve alors le résultat sur l’approximation du spectre
deH par le spectre deHh analogue à celui de J. Herczynski [25] et on présente la preuve de
l’existence de la densité d’états surfacique en expliquant les différentes manières de passer
à la limite thérmodynamique en montrant que le passage à la limite thermodynamique
pour Hh devient uniforme quand h→ 0. De plus on montre que le support de la densité
d’états de H coïncide avec le spectre de H sur ]−∞, 0] et dans le sens des distributions
la densité d’états de H est la limite des densités d’états de Hh.
Dans le Chapitre 2 on étudie le modèle d’Anderson : on définit la densité d’états
surfaciques suivant l’approche de F. Klopp [40] et on prouve que dans le sens des distri-
butions la densité d’états surfacique du modèle continu est la limite des densités d’états
surfaciques discrètes quand h→ 0.
Dans le Chapitre 3 on prouve les estimations utilisées dans le chapitres précédents.
D’abord on estime la décroissance hors la diagonale dans une version plus faible que celle
de Thomas-Combes ([11],[12],[22]), mais en contrôlant toutes les constantes uniformément
par rapport à h. Puis on estime des effets perturbatifs du potentiel dans la version utile
pour le problème à N corps considéré dans le Chapitre 5.
Dans le Chapitre 4 on généralise les résultats précédents au cas des potentiels avec
singularités. En particulier on considère les fonctions presque périodiques dans les classes
de Stepanov et des singularités du type coulombien en tenant compte des dimensions d1
et d2.
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Dans le Chapitre 5 on étudie le modèle incluant les interactions entre N particules. Il
s’agit d’une généralisation du modèle surfacique standard où le potentiel global est donné
comme une somme des potentiels surfaciques. On prouve l’existence de la limite thermo-
dynamique analogue à celle de la densité d’états surfacique standard sous l’hypothèse de
l’existence de la densité d’états surfacique standard du problème avec un seul potentiel
surfacique (correspondant à l’interaction entre deux particules). Il s’avère que la densité
d’états surfacique généralisée du problème à N corps est la somme des densité d’états
surfaciques correspondant aux sous-systèmes à 2 corps et sous certaines hypothèses cela
assure le fait que le spectre du problème à N corps contient le spectre de chaque sous-
système à 2 corps au dessous du spectre du hamiltonien libre. Cette affirmation est vraie
en particulier dans le cas du modèle standard à N corps dans le champ extérieur presque
périodique (sous l’hypothèse de la décroissance convenable pour des interactions entre les
particules).
(E) Les énoncés des résultats de chaque chapitre
Chapitre 1
On suppose que (0.2) est satisfaite avec certains C, δ0 > 0 et x2 7→ v(·, x2) définit l’ap-
plication continue IRd2 → CAP (IRd1), où CAP (IRd1) est défini comme le plus petit sous-
espace fermé de L∞(IRd1) contenant toutes les fonctions exponentielles {x1 → eiγ·x1}γ∈IRd1 .
Soit H l’opérateur
H = −∆+ V
et pour tout h ∈]0; 1], Hh les opérateurs à différences finies agissant sur le réseau hZZd =
{hn ∈ IRd : n ∈ ZZd} par
Hh = −∆h + V h
où V h est défini à l’aide du potentiel v par la formule
(V hϕ)(hn) = v(hn)ϕ(hn) pour ϕ ∈ l2(hZZd)
et
(∆hϕ)(hn) =
d∑
j=1
ϕ(hn+ hej) + ϕ(hn− hej)− 2ϕ(hn)
h2
,
Pour H et Hh cités ci-dessus on va montrer les théorèmes suivants :
Théorème 0.1. Pour toute fonction f ∈ C∞0 (IR), la limite thermodynamique
N(f,H) = lim
L→∞
NL(f,H),
avec NL(f,H) = (2L)
−d1 trχL(f(H) − f(−∆)) et χL la fonction caractéristique du cube
]− L,L[d, existe.
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La distribution f → N(f,H) s’appelle la densité d’états surfaciques de H.
Théorème 0.2. Pour toute fonction f ∈ C∞0 (IR), la limite thermodynamique
N(f,Hh) = lim
L→∞
NL(f,H
h)
existe. De plus pour tout ε > 0 on peut trouver hε, Lε > 0 tels que
sup
L≥Lε
sup
0<h≤hε
∣∣N(f,Hh)−NL(f,Hh)∣∣ < ε,
avec, NL(f,H
h) = (2L)−d1
∑
{k∈Z d:hk∈[−T ; T [d}
〈(f(Hh)− f(−∆h))δhk, δhk〉h
où δhk(hn) = 0 si n 6= k et δhk(hk) = 1.
Le but principal de ce chapitre est de montrer que
Théorème 0.3. Pour toute fonction f ∈ C∞0 (IR) on a
N(f,H) = lim
h→0
N(f,Hh).
On va mettre en évidence une relation entre N(f,H) et le spectre de H.
Théorème 0.4. On désigne par suppN(·, H) le support de la distribution f → N(f,H)
et σ(H) le spectre de l’opérateur H. Alors
σ(H) = suppN(·, H) ∪ σ(−∆). (0.10)
La relation (0.10) est analogue à la relation (0.3).
Chapitre 2
Dans ce chapitre on introduit les notations suivantes
Hω = −∆+W +
∑
γ∈Z d1
ωγvγ
où vγ(x1, x2) = v(x1 − γ, x2), v : IRd −→ IR un potentiel et (ωγ)γ∈Z d1 sont des variables
aléatoires indépendantes identiquement distribuées et bornées non constantes.
Nous supposerons que :
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i) v est continue, vérifie que pour tout ε > 0, N ∈ IN il existe une constante CN telle
que
| v(x1, x2) |6 CN(1+ | x1 |)−d1−ε(1+ | x2 |)−N .
ii)W : IRd = IRd1 × IRd2 −→ IR est un potentiel continu vérifiant
∗ W (x1 + y1, x2) = W (x1, x2) pour tout y1 ∈ ZZd1 ,
∗ il existe δ0 > d2, CN > 0 | W (x1, x2) |6 CN(1+ | x2 |)−δ0
pour tout (x1, x2) ∈ IRd1 × IRd2 .
On définit la famille d’opérateurs Hh agissant sur l(hZZd)
Hhω = −∆h +W h +
∑
γ∈Z d1
ωγv
h
γ
où (W hϕ)(hn) = W (hn)ϕ(hn) et (vhγϕ)(hn) = vγ(hn)ϕ(hn) pour ϕ ∈ l(hZZd).
Soit k ∈ IN∗, on définit la suite d’opérateurs de Schrödinger
Hω,k = Hω +
∑
γ∈C
d1
k ∩Z
d1
ωγ
∑
β∈(2k+1)Z d1
τγ+βvγ
et le cas discret
Hhω,k = H
h +
∑
γ∈C
d1
k ∩Z
d1
ωγ
∑
β∈(2k+1)Z d1
τγ+βv
h
γ
où Cd1k = {m ∈ ZZd1 ,mj ∈]−k−1/2, k+1/2] pour j = 1, ..., d1} est le cube de centre 0
et de coté 2k+1 et τγ est la translation dans IR
d1 par rapport à γ. Pour ω ∈ Ω; Hω,k et Hhω,k
sont des opérateurs de Schrödinger (2k + 1)ZZd1 périodiques.
On introduit
N(ϕ,Hω,k) = lim
L→∞
1
(2L)d1
tr(χLL(ϕ(Hω,k)− ϕ(H0))
= lim
L→∞
1
(2L)d1
tr(χ∞L (ϕ(Hω,k)− ϕ(H0)),
N(ϕ,Hhω,k) = lim
L→∞
1
(2L)d1
trh(χh,LL (ϕ(H
h
ω,k)− ϕ(H0,h))
= lim
L→∞
1
(2L)d1
trh(χh,∞L (ϕ(H
h
ω,k)− ϕ(H0,h)).
pour tout ϕ ∈ C∞0 (IRd). Dans ce chapitre on va montrer les théorèmes suivants :
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Théorème 0.5. Soient Nhk,ω ∈ D′(IR) définies par la formule ϕ → N(ϕ,Hhω,k). Alors la
suite (Nhk,ω)k∈IN converge presque sûrement dans D′(IR) vers une limite Nh(·, Hω) ; pour
tout ϕ ∈ C∞0 (IR), ε > 0, h ∈]0, 1[ il existe kε tel que pour tout k > kε on ait
| N(ϕ,Hhω,k)−N(ϕ,Hhω) |< ε.
De plus la distribution ϕ → N(ϕ,Hhω) ne dépend pas de ω et on va l’appeler la densité
d’états surfaciques pour l’opérateur Hhω .
Théorème 0.6. Soient Nk,ω ∈ D′(IR) définie par la formule ϕ → N(ϕ,Hω,k). Alors la
suite (Nk,ω)k∈IN converge presque sûrement dans D′(IR) vers une limite N(·, Hω), c’est à
dire pour tout ϕ ∈ C∞0 (IR), ε > 0, il existe kε tel que pour tout k > kε on ait
| N(ϕ,Hω,k)−N(ϕ,Hω) |< ε.
De plus la distribution ϕ → N(ϕ,Hω) ne dépend pas de ω et on va l’appeler la densité
d’états surfaciques pour l’opérateur Hω.
Le résultat principal de ce chapitre est la généralisation du Théorème 0.3 pour l’opé-
rateur de Schrödinger surfacique du type d’Anderson.
Théorème 0.7. Pour toute fonction ϕ ∈ C∞0 (IR) on a
lim
h→0
N(ϕ,Hhω) = N(ϕ,Hω).
Chapitre 3
Dans ce chapitre on s’intéresse aux approximations de la résolvante en norme Bp pour
aboutir à des estimations en norme trace. Pour un ensemble fixé K, (vκ)κ∈K est une famille
des fonctions réelles vκ ∈ L2loc(IRd), vérifiant la propriété suivante : que pour tout κ ∈ K
et ϕ ∈ C∞0 (IR) il existe des constantes C0, c0 > 0 telles que
||vκϕ|| ≤ (1− c0)||∆ϕ||+ C0||ϕ||. (0.11)
Sur l’espace de Hilbert L2(IRd), on considère les opérateurs auto-adjoints
Hκ = −∆+ Vκ, (Vκϕ)(x) = vκ(x)ϕ(x) pour ϕ ∈ L2(IRd)
et sur l2(h(ZZd)) on considère
Hhκ = −∆h + V hκ , (V hκ ϕ)(hn) = vκ(hn)ϕ(hn) pour ϕ ∈ l2(hZZd).
Introduction 17
On abrège B = B(L2(IRd)), Bh = B(l2(hZZd)) pour p ≥ 1, Bp = Bp(L2(IRd)), Bhp =
Bp(l2(hZZd)) et on définit χy ∈ B, χhy ∈ Bh par
(χyϕ)(x) = χC(y)(x)ϕ(x) pour ϕ ∈ L2(IRd),
(χhyϕ)(hn) = χC(y)(hn)ϕ(hn) pour ϕ ∈ l2(hZZd),
où C(y) = {x ∈ IRd : x− y ∈ [0; 1[d} pour y ∈ ZZd. Le but principal dans les estimations
présentées dans ce chapitre est de montrer un résultat analogue à l’estimation de Thomas-
Combes (voir [11],[12],[22]) pour les opérateurs Hκ, Hhκ uniformément par rapport à h.
Essentiellement, on va montrer les propositions suivantes :
Proposition 0.1. Soit f ∈ C∞0 (IR). Alors pour tout N ∈ IN il existe une constante
CN > 0 telle que les estimations
||χyf(Hκ)χy′||B1 ≤ CN(1 + |y − y′|)−N
et
||χhyf(Hhκ )χhy′||Bh1 ≤ CN(1 + |y − y′|)−N
soient valables pour tous κ ∈ K, y, y′ ∈ Z d et 0 < h ≤ 1.
Pour étudier les effets perturbatifs, on introduit
Ξκ,κ
′
N (y) =
∑
y˜∈Z d
(1 + |y − y˜|)−N ||χy˜(Vκ − Vκ′)(I −∆)−1||B,
Ξκ,κ
′
N (y, y
′) = min{Ξκ,κ′N (y), Ξκ,κ
′
N (y
′)}.
Pour y, y′ ∈ ZZd on va prouver
Proposition 0.2. Si f ∈ C∞0 (IR), alors pour tout N ∈ IN il existe une constante CN > 0
telle que les estimations
||χy(f(Hκ)− f(Hκ′))χy′||B1 ≤ CN(1 + |y − y′|)−NΞκ,κ
′
N (y, y
′)
soient valables pour tout κ, κ′ ∈ K et y, y′ ∈ Z d.
Et pour le cas discret on introduit
Ξκ,κ
′
h,N(y) =
∑
y˜∈Z d
(1 + |y − y˜|)−N ||χhy˜(V hκ − V hκ′)(I −∆h)−1||Bh1
Ξκ,κ
′
h,N(y, y
′) = min{Ξκ,κ′h,N(y), Ξκ,κ
′
h,N(y
′)}
et on va montrer le résultat suivant :
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Proposition 0.3. Si f ∈ C∞0 (IR), alors pour tout N ∈ IN il existe une constante CN > 0
telle que les estimations
||χhy(f(Hhκ )− f(Hhκ′))χhy′||Bh1 ≤ CN(1 + |y − y′|)−NΞ
κ,κ′
h,N(y, y
′)
soient valables pour tout κ, κ′ ∈ K, y, y′ ∈ Z d et 0 < h ≤ 1.
Chapitre 4
Dans ce chapitre on considère l’opérateur de multiplication
(V ϕ)(x) = v(x)ϕ(x),
pour ϕ ∈ C∞0 (IRd) et pour ρ ≥ 0 on écrit v ∈ Vρ si et seulement si
||v||Vρ = sup
(y1,y2)∈Z
d1×Z d2
(1 + |y2|)ρ||χ(y1,y2)V (I −∆)−1||B <∞,
où || · ||B est la norme de l’espace d’opérateurs bornés B(L2(IRd)) = B et χy ∈ B est définie
par
(χyϕ)(x) = χC(y)(x)ϕ(x) pour ϕ ∈ L2(IRd),
avec C(y) = {x ∈ IRd : x− y ∈ [0; 1[d}.
On suppose l’existence des C0, c0 > 0 telles que
||vϕ|| ≤ (1− c0)||∆ϕ||+ C0||ϕ||
soit satisfaite pour toute ϕ ∈ C∞0 (IRd), ce qui permet de définir l’opérateur auto-adjoint
H = −∆+ V,
et de considérer
NL
′
L (f,H) = (2L)
−d1 trχL
′
L (f(H)− f(−∆)),
où f ∈ C∞0 (IRd) et χL′L ∈ B est donné par
(χL
′
L ϕ)(x) = χ[−L; L[d1×[−L′; L′[d2 (x)ϕ(x),
pour ϕ ∈ L2(IRd).
On désigne par Vpp l’ensemble des fonctions v ∈ C(IRd1 × IRd2) telles que x2 → v(·, x2)
est une application continue IRd2 → CAP (IRd1), où CAP (IRd1) est muni de la norme
héritée de L∞(IRd1). On va écrire v ∈ V0pp si et seulement si v ∈ L2loc(IRd) est adhérent
à Vpp dans la norme || · ||V0 (c’est-à-dire pour tout ε > 0 il existe vε ∈ Vpp tel que
||v − vε||Vpp < ε). Le théorème essentiel est la généralisation des Théorèmes 0.1 et 0.4.
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Théorème 0.8. Si v ∈ V0pp ∩ Vρ avec ρ > d2 et f ∈ C∞0 (IR), alors la limite
N(f,H) = lim
L→∞
NLL (f,H)
existe dans D′(IR) et on a
σ(H) = [0; ∞[∪ suppN(·, H).
De même, on définit Bh = B(l2(hZZd)) et on note par −∆h le Laplacien discret sur
l2(hZd). Soit H˜h ∈ Bh donné par la formule
H˜h = −∆h + V˜ h,
(V˜ ϕ)(hn) = v˜h(hn)ϕ(hn),
avec
v˜h(hn) = h−d
∫
[0;h[d
dx v(hn+ x).
On définit Vp2,0p1,pp comme la fermeture de Vpp dans Vp2,0p1 (c’est-à-dire que le plus petit
sous-espace fermé de Vp2,0p1 contenant Vpp). Si v ∈ Vp2,ρp1 ∩Vp2,0p1,pp avec ρ > d2, p1 ≥ 2, p2 ≥ 2
et d1
p1
+ d2
p2
< 2, alors les assertions des Théorèmes 0.2 et 0.3 restent vraies avec H˜h au lieu
de Hh.
Chapitre 5
On s’intéresse, dans cette partie, à l’analyse spectrale d’un système quantique formé
d’un nombre fini de particules dont l’Hamiltonien est défini par un opérateur de Schrö-
dinger aléatoire Hω := −∆ + V ω dans l’espace de Hilbert L2(X), où X est un espace
euclidien de dimension finie et ∆ est l’opérateur de Laplace-Beltrami. On suppose que
l’espace de configuration X est un espace euclidien de dimension finie, || · || est la norme
de L2(X), B = B(L2(X)) est l’algèbre de Banach des opérateurs bornés sur L2(X) et
B1 = B1(L2(X)) l’idéal des opérateurs à trace sur L2(X). Pour plus de détails sur le
problème à N corps voir [1]. Le but de ce chapitre est de montrer l’existence d’une li-
mite thermodynamique. Cette limite définit un objet du type de la densité d’état qui
correspond à la densité d’états surfaciques dans le cas du système à 2 corps .
On considère
H0 = −∆X + V0,
où ∆X désigne l’opérateur de Laplace-Beltrami sur X et V0 est un opérateur de multipli-
cation par la fonction réelle v0 ∈ L2loc(X) avec la borne relative nulle par rapport à ∆X ,
c’est-à-dire que pour tout ε > 0 il existe Cε > 0 telle que pour toute ϕ ∈ C∞0 (X) on ait
||V0ϕ|| ≤ ε||∆Xϕ||+ Cε||ϕ||,
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où (V0ϕ)(x) = v0(x)ϕ(x) pour x ∈ X.
On considère un ensemble fini A et (Xa)a∈A une famille finie de sous-espaces vectoriels
Xa ⊂ X tels que Xa 6= X pour tout a ∈ A. Soit πa : X → Xa la projection orthogonale
sur Xa. On pose πa = I − πa, Xa = Kerπa. Alors πa est la projection orthogonale sur Xa
et Xa est le supplémentaire orthogonal de Xa dans X. Ensuite, on considère H donné par
H = H0 + V, (0.12)
avec
V =
∑
a∈A
Va,
où Va est un opérateur de multiplication par la fonction réelle va ∈ L2loc(X) avec la borne
relative nulle par rapport à ∆X , c’est-à-dire pour tout ε > 0 il existe Cε > 0 telle que
pour toute ϕ ∈ C∞0 (X) on ait
||Vaϕ|| ≤ ε||∆Xϕ||+ Cε||ϕ||,
où (Vaϕ)(x) = va(x)ϕ(x) pour ϕ ∈ C∞0 (X). Pour r > 0, y ∈ X soit χB(y,r) ∈ B l’opérateur
de multiplication par la fonction caractéristique de la boule B(y, r) = {x ∈ X : |x− y| <
r}, et on suppose que pour tout a ∈ A on peut trouver Ca, ρa > 0 tels que pour tout
y ∈ X on ait
||χB(y,1)Va(I −∆)−1||B ≤ Ca(1 + |πay|)−ρa .
On commence par introduire une quantité analogue à la densité d’états surfaciques dans
le cas continu pour l’opérateur H défini par l’expression (0.12). On montre tout d’abord
l’existence d’une telle quantité en tant que distribution sur une certaine classe des fonc-
tions réelles. Pour cela on introduit
d1 = max{dimXa : a ∈ A}, A1 = {a ∈ A : dimXa = d1},
alors on définit
Ha = H
0 + Va,
pour a ∈ A1.
Pour L ≥ 1 et f ∈ C∞0 (IR) on définit
NL(f,Ha) =
1
γd1L
d1
trχB(0,L)(f(Ha)− f(H0)).
où γd1 est le volume de la boule unité dans IR
d1 . On peut énoncer :
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Théorème 0.9. Soit f ∈ C∞0 (IR). On suppose que ρa > d − d1 pour tout a ∈ A et la
limite
N(f,Ha) = lim
L→∞
NL(f,Ha) (0.13)
existe pour tout a ∈ A1. Alors la limite
N(f,H) = lim
L→∞
1
γd1L
d1
trχB(0,L)(f(H)− f(H0)) (0.14)
existe et on a
N(f,H) =
∑
a∈A1
N(f,Ha). (0.15)
Ces résultats sont semblables à ceux de [20] dans le cas continu et de [8] dans le cas
discret dans un contexte peu différent.
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Chapitre 1
Approximations discrètes de la densité
d’états surfaciques presque périodique
1.1 Énoncés des résultats
Soit d = d1 + d2 avec d1, d2 ∈ IN. On identifie x ∈ IRd avec (x1, x2) ∈ IRd1 ×
IRd2 et on s’intéresse à l’opérateur de Schrödinger sur L2(IRd) avec le potentiel continu,
presque périodique par rapport x1 ∈ IRd1 et décroit rapidement en variable x2 ∈ IRd2 .
Plus précisément soit CAP (IRd1) l’espace des fonctions continues presque périodiques
IRd1 → C, défini comme le plus petit sous-espace fermé de L∞(IRd1) contenant toutes les
fonctions exponentielles {x1 → eiγ·x1}γ∈IRd1 et soit v : IRd → IR la fonction vérifiant les
hypothèses
(H1) il existe C, δ0 > 0 tels que pour tout (x1, x2) ∈ IRd1 × IRd2 on ait
|v(x1, x2)| ≤ C(1 + |x2|)−d2−δ0 (1.1)
(H2) la formule x2 7→ v(·, x2) définit l’application continue IRd2 → CAP (IRd1), où
CAP (IRd1) est défini comme au dessus avec la norme héritée de L∞(IRd1).
Sur l’espace de Hilbert L2(IRd) on considère l’opérateur auto-adjoint
H = −∆+ V, (1.2)
où ∆ est l’opérateur de Laplace et
(V ϕ)(x) = v(x)ϕ(x) pour ϕ ∈ L2(IRd). (1.3)
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Si Z ⊂ IRd alors χZ : IRd → {0, 1} désigne la fonction caractéristique de Z et pour
L,L′ > 0 soit χL
′
L l’opérateur défini sur L
2(IRd) par
(χL
′
L ϕ)(x) = χ[−L; L[d1×[−L′; L′[d2 (x)ϕ(x) pour ϕ ∈ L2(IRd). (1.4)
Alors il est bien connu que ([55],[17]) pour toute fonction test f ∈ C∞0 (IR) les opérateurs
χL
′
L f(−∆) et χL′L f(H) appartiennent à la classe d’opérateurs à trace sur L2(IRd) et on
peut introduire
NL
′
L (f,H) = (2L)
−d1 trL2(IRd) χ
L′
L (f(H)− f(−∆)). (1.5)
Dans la Section 1.3 on donnera la démonstration de :
Théorème 1.1. On suppose que le potentiel de l’opérateur de Schrödinger H vérifie
les hypothèses (H1) et (H2). Alors pour toute fonction f ∈ C∞0 (IR) il existe la limite
thermodynamique
N(f,H) = lim
L→∞
NLL (f,H). (1.6)
La distribution f → N(f,H) s’appelle la densité d’états surfaciques de H et on mon-
trera le fait qu’elle est la limite des densités d’états surfaciques des opérateurs aux dif-
férences finies Hh agissant sur le réseau hZZd = {hn ∈ IRd : n ∈ ZZd} de taille h ∈]0; 1]
quand h→ 0.
Plus précisément, soit l2(hZZd) l’espace de Hilbert dont les éléments sont les applica-
tions ϕ : hZZd → C telles que
||ϕ||h =
(∑
n∈Z d
|ϕ(hn)|2
)1/2
<∞, (1.7)
et dont le produit scalaire est donné par la formule
〈ϕ, ψ〉h =
∑
n∈Z d
ϕ(hn)ψ(hn). (1.8)
Alors le laplacien discret agit sur ϕ ∈ l2(hZZd) selon la formule
(∆hϕ)(hn) =
d∑
j=1
ϕ(hn+ hej)− 2ϕ(hn) + ϕ(hn− hej)
h2
(1.9)
où e1 = (1, 0, ..., 0), . . . , ed = (0, ..., 0, 1) est la base canonique de IR
d et soit
Hh = −∆h + V h, (1.10)
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où V h est défini à l’aide du potentiel v par la formule
(V hϕ)(hn) = v(hn)ϕ(hn) pour ϕ ∈ l2(hZZd). (1.11)
Par analogie au cas continu on définit
NL
′
L (f,H
h) =
1
(2L)d1
∑
{k∈Z d:hk∈[−L; L[d1×[−L′; L′[d2}
〈(f(Hh)− f(−∆h))δhk, δhk〉h, (1.12)
où δhk(hn) = 0 si n 6= k et δhk(hk) = 1. Alors on a
Théorème 1.2. On suppose que Hh est donné par (1.10) avec v vérifiant les hypothèses
(H1) et (H2). Alors pour toute fonction f ∈ C∞0 (IR) il existe la limite thermodynamique
N(f,Hh) = lim
L→∞
NLL (f,H
h). (1.13)
De plus pour tout ε > 0 on peut trouver Lε, hε > 0 tels que
sup
L≥Lε
sup
0<h≤hε
∣∣N(f,Hh)−NLL (f,Hh)∣∣ < ε. (1.14)
En ce qui concerne les démonstrations présentées dans la suite, les résultats des Théo-
rèmes 1.1 et 1.2 concernant la famille des pavés [−L; L[d seront obtenus grâce à l’étude
des pavés [−L; L[d1×[−L′; L′[d2 . En particulier on prouvera les théorèmes suivants :
Théorème 1.3. Soit f ∈ C∞0 (IR) et L′ ≥ 1. Alors les limites
NL
′
(f,H) = lim
L→∞
NL
′
L (f,H), N
L′(f,Hh) = lim
L→∞
NL
′
L (f,H
h) (1.15)
existent et pour tout ε > 0 on peut trouver Lε, hε > 0 tels que
sup
L≥Lε
sup
0<h≤hε
∣∣∣NL′(f,Hh)−NL′L (f,Hh)∣∣∣ < ε. (1.16)
De plus il existe une constante C > 0 telle que pour tout L′ ≥ 1 on ait
|NL′(f,H)−N(f,H)| ≤ CL′−δ0 , (1.17)
sup
0<h≤1
|NL′(f,Hh)−N(f,Hh)| ≤ CL′−δ0 . (1.18)
Il est également possible de retrouverN(f,H) etN(f,Hh) utilisant le procédé suivant :
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Théorème 1.4. Soit f ∈ C∞0 (IR) et L ≥ 1. Alors les limites
NL(f,H) = lim
L′→∞
NL
′
L (f,H), NL(f,H
h) = lim
L′→∞
NL
′
L (f,H
h) (1.19)
existent et on peut trouver une constante C > 0 telle que pour L,L′ ≥ 1 on ait
|NL′L (f,H)−NL(f,H)| ≤ CL′−δ0 , (1.20)
sup
0<h≤1
|NL′L (f,Hh)−NL(f,Hh)| ≤ CL′−δ0 . (1.21)
Si l’opérateur χ∞L est défini sur L
2(IRd) par la formule
(χ∞L ϕ)(x) = χ[−L; L[d1×IRd2 (x)ϕ(x) pour ϕ ∈ L2(IRd), (1.22)
alors χ∞L (f(H) − f(−∆)) appartient à la classe d’opérateurs à trace sur L2(IRd) et on a
les expressions
NL(f,H) = (2L)
−d1 trχ∞L (f(H)− f(−∆)), (1.23)
NL(f,H
h) =
1
(2L)d1
∑
{k∈Z d:hk∈[−L; L[d1×IRd2}
〈(f(Hh)− f(−∆h))δhk, δhk〉h, (1.24)
où la série (1.24) converge absolument. De plus on a
N(f,H) = lim
L→∞
NL(f,H), N(f,H
h) = lim
L→∞
NL(f,H
h) (1.25)
et pour tout ε > 0 on peut trouver Lε, hε > 0 tels que
sup
L≥Lε
sup
0<h≤hε
∣∣NL(f,Hh)−N(f,Hh)∣∣ < ε. (1.26)
Enfin dans la Section 1.4 on prouvera :
Théorème 1.5. Pour toute fonction f ∈ C∞0 (IR) on a
N(f,H) = lim
h→0
N(f,Hh). (1.27)
Théorème 1.6. (a) On désigne par σ(H) (respectivement σ(Hh)) le spectre de l’opérateur
H (respectivement Hh). Alors
σ(H) =
⋂
κ>0
⋃
0<h<κ
σ(Hh), (1.28)
ou autrement dit
σ(H) = {λ ∈ IR : lim inf
h→0
dist (σ(Hh), λ) = 0}. (1.29)
(b) On désigne par suppN(·, H) (respectivement suppN(·, Hh)) le support de la dis-
tribution f → N(f,H) (respectivement f → N(f,Hh)). Alors
σ(Hh) = suppN(·, Hh) ∪ σ(−∆h), (1.30)
σ(H) = suppN(·, H) ∪ σ(−∆). (1.31)
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1.2 Idées de base
Soit B(H) l’algèbre des opérateurs bornés sur l’espace de Hilbert H et soit B1(H)
l’idéal des opérateurs à trace. Si (ej)j∈J est une base orthonormée de l’espace de Hil-
bert séparable H (c’est-à-dire J est dénombrable), alors par définition A ∈ B1(H) ⇔∑
j∈J |〈Aej, ej〉H| <∞ et
trHA =
∑
j∈J
〈Aej, ej〉H pour A ∈ B1(H). (1.32)
Si p ≥ 1 alors par définition A ∈ Bp(H)⇔ (A∗A)p/2 ∈ B1(H) et
||A||Bp(H) =
(
trH(A
∗A)p/2
)1/p
. (1.33)
On abrège
B = B(L2(IRd)), Bh = B(l2(hZZd)), (1.34)
Bp = Bp(L2(IRd)), Bhp = Bp(l2(hZZd)), (1.35)
trL2(IRd)A = trA, trl2(hZ d)A
h = trhAh. (1.36)
En introduisant l’opérateur χh,L
′
L ∈ Bh défini par
(χh,L
′
L ϕ)(hn) = χ[−L; L[d1×[−L′; L′[d2 (hn)ϕ(hn) pour ϕ ∈ l2(hZZd) (1.37)
et en utilisant le fait que (δhk)k∈Z d est une base orthonormée de l
2(hZZd) on trouve l’ex-
pression
NL
′
L (f,H
h) = (2L)−d1 trh χh,L
′
L (f(H
h)− f(−∆h)). (1.38)
Dans la suite on considère le pavé unité C(y) = {x ∈ IRd : x − y ∈ [0; 1[d} pour y ∈ IRd
et on définit χy ∈ B, χhy ∈ Bh par
(χyϕ)(x) = χC(y)(x)ϕ(x) pour ϕ ∈ L2(IRd), (1.39)
(χhyϕ)(hn) = χC(y)(hn)ϕ(hn) pour ϕ ∈ l2(hZZd). (1.40)
Soit K un ensemble (à préciser plus tard) et on suppose que vκ ∈ L∞(IRd) est réelle
pour tout κ ∈ K. On va étudier les opérateurs auto-adjoints
Hκ = −∆+ Vκ, Hhκ = −∆h + V hκ (1.41)
(Vκϕ)(x) = vκ(x)ϕ(x), (V
h
κ ϕ)(hn) = vκ(hn)ϕ(hn). (1.42)
L’énoncé du résultat clé pour la suite est le suivant :
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Proposition 1.1. Soit f ∈ C∞0 (IR) et (Hκ)κ∈K donnés par (1.41).
(a) On suppose qu’il existe C0 > 0 telle que
||Vκ||B = sup
x∈IRd
|vκ(x)| ≤ C0 (1.43)
pour tout κ ∈ K. Alors il existe une constante C > 0 telle que
||χyf(Hκ)||B1 + ||χhyf(Hhκ )||Bh1 ≤ C, (1.44)
pour tout κ ∈ K, y ∈ IRd et 0 < h ≤ 1.
(b) Soit δ ≥ 0. On suppose
Mδ,κ,κ′ = sup
(x1,x2)∈IR
d
(1 + |x2|)δ|vκ(x1, x2)− vκ′(x1, x2)| <∞. (1.45)
Alors, il existe Cδ > 0 telle que
(1 + |y2|)δ||χ(y1,y2)(f(Hκ)− f(Hκ′))χ(y1,y2)||B1 ≤ CδMδ,κ,κ′ , (1.46)
(1 + |y2|)δ||χh(y1,y2)(f(Hhκ )− f(Hhκ′))χh(y1,y2)||Bh1 ≤ CδMδ,κ,κ′ (1.47)
pour tout κ, κ′ ∈ K, y ∈ IRd et 0 < h ≤ 1.
La Proposition 1.1 implique
Corollaire 1.1. (a) Il existe une constante C0 > 0 telle que
sup
L≥1
|NL1L (f,H)−NL2L (f,H)| ≤ C0(L−δ01 + L−δ02 ), (1.48)
sup
L≥1
sup
0<h≤1
|NL2L (f,Hh)−NL1L (f,Hh)| ≤ C0(L−δ01 + L−δ02 ). (1.49)
(b) Les Théorèmes 1.1, 1.2 et 1.4 résultent du Théorème 1.3.
(c) Il existe une constante C > 0 telle que pour tout L, L′ ≥ 1 on ait
sup
0<ρ≤1
|NL′L+ρ(f,H)−NL
′
L (f,H)| ≤ CL−1, (1.50)
sup
0<ρ≤1
sup
0<h≤1
|NL′L+ρ(f,Hh)−NL
′
L (f,H
h)| ≤ CL−1. (1.51)
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Démonstration du corollaire 1.1. (a) On suppose L2 > L1. Alors
NL2L (f,H
h)−NL1L (f,Hh) = (2L)−d1trh(χh,L2L − χh,L1L )(f(Hh)− f(−∆h)). (1.52)
On introduit
Λ(L,L1) = (ZZ
d1 ∩ [−L; L[d1)× (ZZd2 \ [−(L1 − 1); L1 − 1[d2) (1.53)
et on remarque que
χh,L2L − χh,L1L =
∑
y∈Λ(L,L1)
χhy(χ
h,L2
L − χh,L1L ). (1.54)
Cependant, utilisant la Proposition 1.1 avec V hκ = V
h, V hκ′ = 0 on voit que Mδ,κ,κ′ < ∞
avec δ = d2 + δ0 et (1.47) permet d’estimer∣∣∣trh χh(y1,y2)(χh,L2L − χh,L1L )(f(Hh)− f(−∆h))∣∣∣ ≤ C(1 + |y2|)−d2−δ0 ,
donc la valeur absolue de (1.52) est majorée par∑
{y2∈Z
d2 : |y2|≥L1−1}
C(1 + |y2|)−d2−δ0 ≤ C1L−δ01 .
(b) On va tout d’abord vérifier que le Théorème 1.2 résulte du Théorème 1.3 et du
Corollaire 1.1(a). Pour obtenir l’assertion du Théorème 1.2 on doit montrer que pour tout
ε > 0 il est possible de trouver Lε, hε > 0 tels que
L2 ≥ L1 ≥ Lε ⇒ sup
0<h<hε
|NL2L2 (f,Hh)−NL1L1 (f,Hh)| < ε. (1.55)
Soit C0 > 0 la constante du Corollaire 1.1(a) et L′ε tel que C0L
′−δ0
ε < ε/8. Ensuite
l’assertion du Théorème 1.3 permet de trouver Lε ≥ L′ε et hε > 0 tels que
L2 ≥ L1 ≥ Lε ⇒ |NL
′
ε
L2
(f,Hh)−NL′εL1 (f,Hh)| ≤
|NL′εL2 (f,Hh)−NL
′
ε(f,Hh)|+ |NL′ε(f,Hh)−NL′εL1 (f,Hh)| < ε2 (1.56)
pour 0 < h < hε. Ainsi (1.56) et (1.49) impliquent
|NL2L2 (f,Hh)−NL1L1 (f,Hh)| ≤ |N
L′ε
L2
(f,Hh)−NL′εL1 (f,Hh)|+∑
1≤k≤2
|NLkLk (f,Hh)−N
L′ε
Lk
(f,Hh)| ≤ ε
2
+ C0(2L
′−δ0
ε + L
−δ0
1 + L
−δ0
2 ) < ε,
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pour L2 ≥ L1 ≥ Lε, 0 < h < hε.
Et il est clair que l’assertion du Théorème 1.1 s’obtient du Théorème 1.3 et du Corol-
laire 1.1(a) de manière analogue. En ce qui concerne le Théorème 1.4, il est évident
l’assertion du Corollaire 1.1(a) implique l’existence des limites (1.19) et les estima-
tions (1.20), (1.21). Ensuite pour justifier (f(H) − f(−∆))χ∞L ∈ B1 on remarque que
la suite ((f(H) − f(−∆))χL′L )L′∈IN est Cauchy dans B1 et sa limite dans B1 coïncide
avec (f(H) − f(−∆))χ∞L car limL′→∞ ||χ∞L ϕ − χL′L ϕ|| = 0 pour tout ϕ ∈ L2(IRd). De
la même manière on trouve que ((f(Hh) − f(−∆h))χL′L )L′∈IN converge dans Bh1 vers
(f(Hh)− f(−∆h))χh,∞L , où
(χh,∞L ϕ)(hn) = χ[−L; L[d1×IRd2 (hn)ϕ(hn) pour ϕ ∈ l2(hZZd). (1.57)
Ainsi, on a
NL(f,H
h) = (2L)−d1 trχh,∞L (f(H
h)− f(−∆h)), (1.58)
et par conséquent, la série (1.24) converge absolument. Finalement pour tout ε > 0 il
existe L′ε > 0 tel que
L ≤ L′ε ⇒ sup
0<h≤1
sup
L≥1
|NL(f,Hh)−NLL (f,Hh)| ≤ C0L′−δ0 < ε/2,
donc (1.26) résulte de (1.14).
(c) Soit Λ′(L) = ZZd1 ∩ ([−(L+ 2); L+ 2]d1 \ [−(L− 1); L− 1]d1). Alors
χh,L
′
L+ρ − χh,L
′
L =
∑
y∈Λ′(L)×Z d2
χhy(χ
h,L2
L − χh,L1L ) (1.59)
et compte tenu du fait que cardΛ′(L) ≤ C0Ld1−1 on a pu estimer le membre gauche de
(1.51) par
C1L
−1 sup
y1∈Z
d1
∑
y2∈Z
d2
||χh(y1,y2)(f(Hh)− f(−∆h))χh(y1,y2)||B1
≤ C2L−1
∑
y2∈Z
d2
(1 + |y2|)−d2−δ0 ≤ CL−1.
De la même façon on peut montrer le résultat pour le cas continu ce qui donne (1.50).

Corollaire 1.2. Pour prouver le Théorème 1.5 il suffit de montrer que pour toute fonction
θ ∈ C∞0 (IRd) on a
lim
h→0
trhΘh(f(Hh)− f(−∆h)) = trΘ(f(H)− f(−∆)), (1.60)
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où Θ et Θh sont les opérateurs de multiplication
(Θϕ)(x) = θ(x)ϕ(x) pour ϕ ∈ L2(IRd), (1.61)
(Θhϕ)(hn) = θ(hn)ϕ(hn) pour ϕ ∈ l2(hZ d). (1.62)
Démonstration du Corollaire 1.2. L’assertion du Théorème 1.5 sera démontrée si on montre
que pour tout ε > 0, il est possible de trouver Lε, hε > 0 tels que
L ≥ Lε ⇒ sup
0<h<hε
|NLL (f,Hh)−NLL (f,H)| < ε. (1.63)
Soit C0 > 0 la constante du Corollaire 1.1(a) et Lε tel que C0L−δ0ε < ε/8. Ensuite,
pour L > 0 on peut choisir θL ∈ C∞0 (IRd) telle que 0 ≤ θL ≤ 1, θL = 1 sur [−L; L[d et
supp θL ⊂ [−L− 1; L+ 1[d. On introduit les opérateurs ΘL et ΘhL définis par
(ΘLϕ)(x) = θL(x)ϕ(x) pour ϕ ∈ L2(IRd),
(ΘhLϕ)(hn) = θL(hn)ϕ(hn) pour ϕ ∈ l2(hZZd),
et on montre qu’il est possible de choisir Lε tel que
L ≥ Lε ⇒ sup
0<h<hε
|NLL (f,Hh)− trhΘhL(f(Hh)− f(−∆h))| < ε/4, (1.64)
L ≥ Lε ⇒ |NLL (f,H)− trΘL(f(H)− f(−∆))| < ε/4. (1.65)
En effet, pour obtenir (1.64) on remarque que
ΘhL − χh,LL =
∑
y∈Λ(L,L)∪(Λ′(L)×Z d2 )
χhy(Θ
h
L − χh,LL )
où Λ(L,L) et Λ′(L) sont identiques à celle de la démonstration du Corollaire 1.1. De la
même manière on trouve∑
y∈Λ′(L)×Z d2
|trh (ΘhL − χh,LL )χhy(f(Hh)− f(−∆h))| ≤ C0L−δ0 ,
∑
y∈Λ(L,L)
|trh (ΘhL − χh,LL )χhy(f(Hh)− f(−∆h))| ≤ C1L−1,
et (1.64) est assurée si C0L−δ0ε + C1L
−1
ε < ε/4. De manière analogue on obtient (1.65) et
pour terminer la démonstration de (1.63) il suffit de remarquer que (1.60) assure l’existence
de hε > 0 tel que
sup
0<h<hε
∣∣trhΘhL(f(Hh)− f(−∆h)) − trΘL(f(H)− f(−∆))∣∣ < ε/2.
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Lemme 1.1. Soit ε > 0. On peut trouver N(ε) ∈ IN, γε,k ∈ IRd2, vε,k ∈ C∞0 (IRd2) pour
k = 1, . . . , N(ε) tels que ∣∣∣∣∣∣v(x1, x2)−
N(ε)∑
k=1
vε,k(x2)e
ix1γε,k
∣∣∣∣∣∣ < ε.
où ehγε,k ∈ B(l2(hZ d1)), V hε,k ∈ B(l2(hZ d2)) sont donnés par
(ehγε,kϕ1)(hn1) = e
ihn1γε,kϕ1(hn1) pour ϕ1 ∈ l2(hZ d1),
(V hε,kϕ2)(hn2) = vε,k(hn2)ϕ2(hn2) pour ϕ2 ∈ h2(hZ d2).
Démonstration. Soit ε > 0 et wε(x1, x2) = v(x1, x2)θε(x2) où θε ∈ C∞0 (IRd2) est choisie
telle que 0 ≤ θε ≤ 1 et |v(x)− wε(x)| < ε/2 pour tout x ∈ IRd. Ensuite on remarque que
pour tout ε′ > 0 il existe δ′ > 0 tel que
|x2 − x′2| < δ′ ⇒ sup
x1∈IR
d1
|wε(x1, x2)− wε(x1, x′2)| < ε′
et utilisant par exemple les formules de polynôme de Bernstein, on peut trouver les coef-
ficients cN,y2,ν,ε ∈ IR tels que pour tout x1 ∈ IRd1 , x2 ∈ supp θε on ait∣∣∣∣∣∣∣∣v(x1, x2)−
∑
y2∈ZZ
d2∩supp θε
{ν∈ZZd2 : |ν|≤2d1N(ε)}
v(x1, y2/N(ε))cN(ε),y2,ν,εx
ν
2
∣∣∣∣∣∣∣∣ <
ε
4
,
si N(ε) ∈ IN est choisi suffisamment grand.
Pour terminer la démonstration on remarque que v(·, N(ε)−1y2) ∈ CAP (IRd1) permet
de trouver N ′(ε) et cε,k,y2 ∈ C, γε,k,y2 ∈ IRd1 pour k = 1, . . . , N ′(ε) tels que∣∣∣∣∣∣∣∣wε(x1, x2)−
∑
y2∈ZZ
d2∩supp θε
1≤k≤N′(ε)
cε,k,y2e
ix1γε,k,y2vε,k,y2(x2)
∣∣∣∣∣∣∣∣ <
ε
2
avec
vε,k,y2(x2) =
∑
{ν∈Z d2 : |ν|≤2d1N(ε)}
cN(ε),y2,ν,εx
ν
2θε(x2).
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1.3 Démonstrations des Théorèmes 1.1-1.4
Les démonstrations sont basées sur l’étude de la famille d’opérateurs (Hz)z∈IRd1 définit
sur L2(IRd) par la formule
Hz = −∆+ Vz, (1.66)
(Vzϕ)(x) = v(x1 + z, x2)ϕ(x) pour ϕ ∈ L2(IRd). (1.67)
On commence par l’énoncé du résultat clé de cette section :
Proposition 1.2. Soit f ∈ C∞0 (IR), L′ ∈ IN et y1 ∈ Z d1. On pose
uL
′
y1
(z) =
∑
y2∈[[−L′; L′[[
d2
trχ(y1,y2)(f(Hz)− f(−∆)), (1.68)
où [[− L′; L′[[ = Z ∩ [−L′;L′[. Alors uL′y1 ∈ CAP (IRd1).
Démonstration de fait que la Proposition 1.2 implique le Théorème 1.1 :
Soit T(z,0) l’opérateur de la translation, (T(z,0)ϕ)(x) = ϕ(x1 − z, x2). Alors
H = T(z,0)HzT(−z,0), χ(y1,y2) = T(y1,0)χ(0,y2)T(−y1,0), (1.69)
trχ(y1,y2)f(H) = trT(y1,0)χ(0,y2)f(Hy1)T(−y1,0) (1.70)
et il est clair que
uL
′
y1
(0) = uL
′
0 (y1). (1.71)
Ainsi, notant [L] la partie entière de L on peut écrire
(2[L])−d1
∑
y1∈[[−L;L[[
d1
uL
′
0 (y1) = N
L′
[L](f,H), (1.72)
et compte tenu du Corollaire 1.1 il suffit de montrer que pour tout ε > 0 il existe Lε > 0
tel que
L2 ≥ L1 ≥ Lε ⇒ |NL′L1(f,H)−NL
′
L2
(f,H)| < ε. (1.73)
Soit C1 la constante de l’assertion du Corollaire 1.1(c) et soit Lε ≥ 4C1/ε. Alors, pour
obtenir (1.73) il suffit de montrer
L2 ≥ L1 ≥ Lε ⇒ |NL′[L1](f,H)−NL
′
[L2]
(f,H)| < ε/2. (1.74)
Par définition de CAP (IRd1) on peut trouver N(ε) ∈ IN, cε,k ∈ C, γε,k ∈ IRd1 tels que l’on
ait
|uL′0 (z)− uL
′
ε (z)| < ε/8, (1.75)
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avec
uL
′
ε (z) =
N(ε)∑
k=0
cε,ke
izγε,k . (1.76)
Il suffit donc de montrer que pour tout ε > 0, la fonction
NL
′
ε,[L](f,H) = (2[L])
−d1
∑
y1∈[[−L;L[[
d1
uL
′
ε (y1) (1.77)
possède une limite quand L→∞. En effet, la condition de Cauchy pour L→ NL′ε,[L](f,H)
assure l’existence de Lε > 0 tel que
L2 ≥ L1 ≥ Lε ⇒ |NL′ε,[L2](f,H)−NL
′
ε,[L1]
(f,H)| < ε/4, (1.78)
et (1.75) permet d’estimer
|NL′[L](f,H)−NL
′
ε,[L](f,H)| ≤ ε/8, (1.79)
pour L = L1 et L = L2, donc l’inégalité triangulaire implique (1.74).
Il reste à justifier que pour tout γ ∈ IRd1 , la fonction
L→ N[L](γ) = (2[L])−d1
∑
y1∈[[−L; L[[
d1
eiy1γ (1.80)
possède une limite quand L → ∞. Cependant dans le cas γ ∈ 2πZZd1 , l’assertion est
évidente car
|1−N[L](γ)| = |1− (2[L])−d1card [[− L; L[[d1| ≤ C/L→ 0 quand L→∞.
Il reste à étudier le cas γ = (γ(1), ..., γ(d1)) /∈ 2πZZd1 . Si j0 ∈ {1, ..., d} est tel que
γ(j0) /∈ 2πZZ, alors on achève la démonstration en utilisant∣∣∣∣∣
L−1∑
ν=−L
eiνγ(j0)
∣∣∣∣∣ ≤ 2|eiγ(j0) − 1| , (1.81)
et
|N[L](γ)| = Πd1j=1
∣∣∣∣∣ 12[L]
L−1∑
ν=−L
eiνγ(j)
∣∣∣∣∣ ≤ 2L−1|eiγ(j0) − 1|−1 → 0,
quand L→∞.

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Avant de commencer la démonstration de la Proposition 1.2 on va introduire des
notations auxiliaires. Si A est un espace de Banach, alors Cpp(IRd1 ; A) désigne l’ensemble
des applications Φ : IRd1 → A telles que pour tout ε > 0 on peut trouver N(ε) ∈ IN,
γε,k ∈ IRd1 , Aε,k ∈ A (k = 1, ..., N(ε)) tels que
sup
z∈IRd1
||Φ(z)−
∑N(ε)
k=1
Aε,k e
iz·γε,k ||A < ε. (1.82)
On remarque que Cpp(IR
d1 ; A) est un espace de Banach avec la norme
||Φ||∞ = sup
z∈IRd1
||Φ(z)||A. (1.83)
Lemme 1.2. Si Vz est donné par (1.67), alors la fonction z → Vz appartient à
Cpp(IR
d1 ; B).
Démonstration. Soit ε > 0. Alors on a ||V − V0,ε||B < ε avec V0,ε =
∑N(ε)
k=0 V
ε,k, où V ε,k
désigne l’opérateur de multiplication par vε,k(x) = eiγε,kx1 v˜ε,k(x2) comme dans la Section
1.2. Alors
Vz,ε = T
−1
(z,0)V0,εT(z,0) =
N(ε)∑
k=0
V ε,keizγε,k (1.84)
et on a ||Vz − Vz,ε||B = ||T−1(z,0)(V − V0,ε)T(z,0)||B < ε.
Lemme 1.3. Soit p ≥ 1. Alors Cpp(IRd1 ; Bp) est un idéal bilatéral de l’algèbre de Banach
Cpp(IR
d1 ; B). Si Φj ∈ Cpp(IRd1 ; Bpj) pour j = 1, 2, alors on a Φ1Φ2 ∈ Cpp(IRd1 ; Bp) avec
p = p1p2/(p1 + p2).
Démonstration. Si Φj ∈ Cpp(IRd1 ; Bpj) et ε > 0, alors on peut trouverN(ε) et Aε,k,j ∈ Bpj ,
γε,k,j ∈ IRd1 (k = 1, ..., Nε) tels que
Φε,j(z) =
∑N(ε)
k=1
Aε,k,j e
iz·γε,k,j (1.85)
vérifie ||Φj(z)− Φε,j(z)||Bpj < ε(1 + ||Φ1||∞ + ||Φ2||∞)−1. Puisque
1
p
= 1
p1
+ 1
p2
=⇒ ||Aε,k,1Aε,k′,2||Bp ≤ ||Aε,k,1||Bp1 ||Aε,k′,2||Bp2 , (1.86)
on peut trouver Nε et Aε,k ∈ Bp, γε,k ∈ IRd1 (k = 1, ..., N2ε ) tels que
Φε,1(z)Φε,2(z) =
∑N2ε
k=1
Aε,k e
iz·γε,k (1.87)
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et on peut estimer ||Φ1(z)Φ2(z)− Φε,1(z)Φε,2(z)||Bp par
||(Φ1(z)− Φε,1(z))Φ2(z)||Bp + ||Φε,1(z)(Φ2(z)− Φε,2(z))||Bp ≤
||Φ1(z)− Φε,1(z)||Bp1 ||Φ2(z)||Bp2 + ||Φε,1(z)||Bp1 ||Φ2(z)− Φε,2(z)||Bp2 < ε.
On en déduit Φ1Φ2 ∈ Cpp(IRd1 ; Bp) et en remplaçant Bpj par B dans ce raisonnement
on trouve que Cpp(IR
d1 ; B) est une algèbre. Enfin utilisant le raisonnement analogue avec
||Aε,k,1Aε,k′,2||Bp ≤ ||Aε,k,1||B||Aε,k′,2||Bp , (1.88)
on trouve que Cpp(IR
d1 ; Bp) est un idéal à gauche et pareillement
||Aε,k,1Aε,k′,2||Bp ≤ ||Aε,k,1||Bp ||Aε.k′,2||B, (1.89)
permet de trouver que Cpp(IR
d1 ; Bp) est un idéal à droite.
On aura également besoin du
Proposition 1.3. Soit λ0 ≥ 1 + 2||V ||B et pour m ∈ IN∗ on pose
Rmz = (−∆+ Vz + λ0I)−m, (Rhz )m = (−∆h + V hz + λ0I)−m. (1.90)
Si p ≥ max{m, 2}, p > d/2 et N ∈ IN, alors on peut trouver des constantes CN,m > 0
telles que l’on ait
||χyRmz ||Bp/m + ||χhy(Rhz )m||Bhp/m ≤ C0,m, (1.91)
||χyRmz χy′||Bp/m + ||χhy(Rhz )mχhy′||Bhp/m ≤ CN,m(1 + |y − y
′|)−N (1.92)
pour tout y, y′ ∈ Z d et 0 < h ≤ 1.
La démonstration de la Proposition 1.3 sera détaillée dans le Chapitre 3.
Démonstration de la Proposition 1.2.
On fixe m0 ∈ IN tel que m0 ≥ 2 + d2 . Soit ε > 0. Le théorème de Weierstrass permet
de trouver un polynôme d’une variable réelle, gε(s) =
∑N(ε)
k=0 cε,ks
k, tel que
sup
λ≥λ0/2
∣∣(λ+ λ0)m0f(λ)− gε ((λ+ λ0)−1)∣∣ < ε/C0,m0 , (1.93)
où C0,m0 est la constante de la formule (1.91). En posant fε(λ) = (λ+λ0)
−m0gε ((λ+ λ0)
−1)
on obtient
λ ≥ λ0/2 ⇒ ± (f(λ)− fε(λ)) ≤ ε(λ+ λ0)−m0/C0,m0 ,
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donc
± trχy(f(Hz)− fε(Hz))χy ≤ ε
C0,m0
trχyR
m0
z χy < ε. (1.94)
Ainsi, il suffit de prouver que pour tout ε > 0 la fonction
z → trχyfε(Hz) =
N(ε)∑
k=0
cε,ktrχyR
m0+k
z ,
appartient à CAP (IRd1). Pour cela on va montrer que les fonctions z → Φy,m(z) = χyRmz
appartiennent à Cpp(IR
d1 ,B1) pour m ≥ m0. Plus précisément, on va établir
p ≥ max{m, 2 + d
2
} ⇒ Φy,m ∈ Cpp(IRd1 ,Bp/m) (1.95)
par récurrence par rapport à m ∈ IN∗.
On commence par m = 1. On pose R = (−∆+ λ0I)−1 et
Φy,1,N(z) = χyR
N∑
k=0
(−VzR)k. (1.96)
Puisque ||VzR||B ≤ 1/2 on peut écrire
Φy,1(z) = χyRz = χyR(I + VzR)
−1 = χyR
∞∑
k=0
(−VzR)k (1.97)
et on trouve
||Φy,1(z)− Φy,1,N(z)||Bp ≤ ||χyR||Bp
∞∑
k=N+1
||VzR||kB ≤ 2−N ||χyR||Bp . (1.98)
Ainsi pour montrer (1.95) pour m = 1 il suffit de savoir que Φy,1,N ∈ Cpp(IRd1 ,Bp).
Mais les fonctions z → (VzR)k appartiennent à Cpp(IRd1 ,B) et χyR ∈ Bp, d’où Φy,1,N ∈
Cpp(IR
d1 ,Bp).
En utilisant le raisonnement par récurrence on suppose que l’assertion (1.95) est vraie
pour un certain m ∈ IN∗. Alors le Lemme 1.3 assure que
Φy,m+1,N =
∑
y′∈[[−N ; N [[d
Φy,1Φy′,m ∈ Cpp(IRd1 ,Bp/(m+1))
et en utilisant la Proposition 1.3 on peut estimer
N ′ > N ⇒ ||Φy,m+1,N ′(z)− Φy,m+1,N(z)||Bp/(m+1) ≤
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∑
y′∈[[−N ′; N ′[[d\[[−N ; N [[d
||χyRzχy′||Bp ||χy′Rmz ||Bp/m
≤
∑
y′∈Z d\[[−N ; N [[d
C(1 + |y − y′|)−d−1 ≤ C ′/N.
Ainsi, Φy,m+1 est la limite de la suite (Φy,m+1,N)N∈IN dans Cpp(IR
d1 ,Bp/(m+1)).

Proposition 1.4. Soient f ∈ C∞0 (IR), L′ ∈ IN, ρ > 0 et y1 ∈ Z d1. On pose
uh,L
′
ρ,y1
(z) = trh χh,L
′
ρ,y1
(f(Hhz )− f(−∆h)), (1.99)
où χh,L
′
ρ,y1
∈ Bh est défini par la formule
(χh,L
′
ρ,y1
ϕ)(hn1, hn2) =
∑
y2∈[[−L′; L′[[
d2
χC(y1,y2)(hn1/ρ, hn2)ϕ(hn1, hn2) (1.100)
pour (n1, n2) ∈ Z d1 × Z d2 et ϕ ∈ l2(hZ d).
Si ε > 0, ρ ∈ [1
2
; 1] alors on peut trouver N(ε) ∈ IN, ch,ρε,k ∈ C, γε,k ∈ IRd1 (k =
0, . . . , N(ε)) tels que
sup
0<h≤1
sup
z∈IRd1
∣∣∣∣∣∣uh,L′ρ,0 (z)−
N(ε)∑
k=0
ch,ρε,ke
izγε,k
∣∣∣∣∣∣ < ε/8, (1.101)
sup
0<h≤1
|ch,ρε,k | <∞. (1.102)
Démonstration du fait que la Proposition 1.4 implique le Théorème 1.2
Au début on observe que pour ρ ∈ hIN, y1 ∈ ZZd1 on peut écrire
uh,L
′
ρ,0 (ρy1) = tr
h T h(ρy1,0)χ
h,L′
ρ,0 (f(H
h
ρy1
)− f(−∆h))T h(−ρy1,0), (1.103)
où T h(ρy1,0) est l’opérateur de la translation,
(T h(ρy1,0)ϕ)(hn) = ϕ(hn1 − ρy1, hn2) pour ϕ ∈ l2(hZZd). (1.104)
Compte tenu de
T h(ρy1,0)χ
h,L′
ρ,0 T
h
(−ρy1,0)
= χh,L
′
ρ,y1
, T h(ρy1,0)H
h
ρy1
T h(−ρy1,0) = H
h (1.105)
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on obtient
uh,L
′
ρ,0 (ρy1) = tr
h χh,L
′
ρ,y1
(f(Hh)− f(−∆h)). (1.106)
En introduisant la notation [L]ρ = ρ[L/ρ] on trouve∑
y1∈[[−L/ρ; L/ρ[[
d1
χh,L
′
ρ,y1
= χh,L
′
[L]ρ
(1.107)
et par conséquent
(2[L]ρ)
−d1
∑
y1∈[[−L/ρ; L/ρ[[
d1
uh,L
′
ρ,0 (ρy1) = N
L′
[L]ρ(f,H
h). (1.108)
Compte tenu du Corollaire 1.1 il suffit de montrer que pour tout ε > 0 il existe Lε > 0
tel que
L2 ≥ L1 ≥ Lε ⇒ |NL′L1(f,Hh)−NL
′
L2
(f,Hh)| < ε. (1.109)
Choisissant Lε assez grand et utilisant le Corollaire 1.1(c) on voit que pour obtenir (1.109)
il suffit de montrer que pour un choix convenable de ρ(h, ε) ∈ [1/2; 1] ∩ hIN on a
L2 ≥ L1 ≥ Lε ⇒ |NL′[L1]ρ(h,ε)(f,Hh)−NL
′
[L2]ρ(h,ε)
(f,Hh)| < ε/2. (1.110)
Soient ch,ρε,k , γε,k choisis comme dans la Proposition 1.4 et
Nh,ρε,L =
N(ε)∑
k=0
ch,ρε,kN
ρ
L(γε,k), (1.111)
où
NρL(γε,k) = (2[L]ρ)
−d1
∑
y1∈[[−L/ρ; Lρ[[
d1
eiρy1γε,k . (1.112)
Alors (1.101) avec ρ = ρ(h, ε) assure que
|NL′[L]ρ(h,ε)(f,Hh)−N
h,ρ(h,ε)
ε,L | < ε/8 (1.113)
et pour obtenir (1.110) il suffit de montrer
L2 ≥ L1 ≥ Lε ⇒ |Nh,ρ(h,ε)ε,L1 −N
h,ρ(h,ε)
ε,L2
| < ε/4. (1.114)
Ainsi, il suffit de prouver que (1.112) possède une limite quand L→∞ et le fait que pour
tout ε > 0 on peut trouver hε > 0, Cε tels que
sup
0<h≤hε
∣∣∣Nρ(h,ε)L (γε,k)− lim
L→∞
N
ρ(h,ε)
L (γε,k)
∣∣∣ ≤ Cε/L. (1.115)
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On peut supposer γε,0 = 0 (avec la possibilité d’avoir chε,0 = 0) et γε,k 6= 0 pour k =
1, ..., N(ε). Alors (1.115) pour k = 0 est évident et pour démontrer (1.115) avec k ≥ 1 on
pose
dε(t) = inf
1≤k≤N(ε)
dist(tγε,k, 2πZZ
d) pour t > 0. (1.116)
Alors la fonction t → dε(t) est continue et {t ∈ IR : dε(t) = 0} est discrète. Ainsi
on peut trouver t(ε) ∈ [1/2; 3/4] tel que dε(t) > 0 et h(ε) > 0 tel que t(ε) ≤ t ≤
t(ε) + h(ε) ⇒ dε(t) ≥ dε(t(ε))/2, donc sous l’hypothèse 0 < h ≤ h(ε) il est possible de
trouver ρ(h, ε) ∈ [1/2; 1]∩hIN tel que dε(ρ(h, ε)) ≥ dε(t(ε))/2. Comme au début de cette
section on peut estimer
|Nρ(h,ε)L (γε,k)| ≤ 2L−1|eidε(t(ε))/2 − 1|−1. (1.117)
Ainsi on a démontré que le Théorème 1.2 résulte de la Proposition 1.4.

Démonstration de la Proposition 1.4. Soit A = (Ah)0<h≤1 une famille d’espaces de
Banach Ah. Alors on écrira Φ ∈ Cpp(IRd1 ; A) si et seulement si Φ = (Φh)0<h≤1 est une
famille d’applications Φh : IRd1 → Ah telle que pour tout ε > 0 on peut trouver N(ε) ∈ IN,
γε,k ∈ IRd1 , Ahε,k ∈ Ah (k = 0, ..., N(ε)) tels que
sup
0<h≤1
sup
z∈IRd1
||Φh(z)−
∑N(ε)
j=0
Ahε,k e
iz·γε,k ||Ah < ε (1.118)
et sup0<h≤1 ||Ahε,k||Ah <∞ pour k = 0, ..., N(ε).
Alors (z → V hz )0<h≤1 ∈ Cpp(IRd1 ; (Bh)0<h≤1) et le Lemme 1.3 restent valables égale-
ment. Il reste à suivre la démonstration de la Proposition 1.4 en remplaçant Rz, Vz, R,
Bp/m par (Rhz )0<h≤1, (V hz )0<h≤1, ((−∆h + λ0I)−1)0<h≤1 et (Bhp/m)0<h≤1 respectivement.

1.4 Démonstrations des Théorèmes 1.5 et 1.6
On note par F l’opérateur unitaire sur L2(IRd) donné par la formule
(Fϕ)(ξ) = (2π)−d/2
∫
IRd
e−ix·ξϕ(x) dx pour ϕ ∈ L1 ∩ L2(IRd) (1.119)
et on introduit la bijection isométrique Fh : l2(hZZd)→ L2([−π/h; π/h[d) par la formule
(Fhϕ)(ξ) = (2π/h)−d/2
∑
n∈Z d
e−ihn·ξϕ(hn) pour ϕ ∈ l1 ∩ l2(hZZd). (1.120)
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Lemme 1.4. Soit θ ∈ C∞0 (IRd). On définit θh ∈ l2(hZ d) par θh(hn) = θ(hn) pour n ∈ Z d.
Alors pour tout N ∈ IN on a
sup
0<h≤1
sup
ξ∈[−pi/h; pi/h[d
hd/2|ξ|N |(Fhθh)(ξ)| <∞. (1.121)
Démonstration. Pour N ∈ IN posons θhN = (−∆h)Nθh. Il est clair que
sup
n∈Z d
|θh1 (hn)| ≤ C sup
x∈IRd
max
1≤j≤d
|∂2xjθ(x)| ≤ C ′ (1.122)
et plus généralement, pour tout N ∈ IN on a
CN = sup
0<h≤1
sup
n∈Z d
|θhN(hn)| <∞, (1.123)
donc
|(FhθhN)(ξ)| ≤ (2π/h)−d/2
∑
{n∈Z d:hn∈supp θhN}
|θhN(hn)| ≤ CNh−d/2. (1.124)
De l’autre côté, on a (FhθhN)(ξ) = ϑh(ξ)N(Fhθh)(ξ) avec
ϑh(ξ) =
d∑
j=1
2− 2 cos(hξj)
h2
=
d∑
j=1
4
h2
sin2
(
h
2
ξj
)
. (1.125)
Il reste à remarquer que
ξ ∈ [−π/h; π/h[d =⇒ 1
4
|ξ|2 ≤ ϑh(ξ) ≤ |ξ|2 (1.126)
avec (1.124) impliquent(1.121) .
On note Jh l’injection isométrique L2([π/h; π/h[d)→ L2(IRd) qui s’obtient en prolon-
geant les fonctions par la valeur 0 sur IRd \ [−π/h; π/h[d. Alors
Jh
∗
ϕ = ϕ|
[−pi/h; pi/h[d
∈ L2([−π/h; π/h[d) pour ϕ ∈ L2(IRd) (1.127)
est la formule de l’opérateur adjoint à Jh.
Pour T > 0 on définit χT ∈ B par la formule
(χTϕ)(ξ) = χ[−T ; T [d(ξ)ϕ(ξ) pour ϕ ∈ L2(IRd). (1.128)
Ensuite on définit PT ∈ B et P hT ∈ Bh par
PT = F∗χTF , P hT = (JhFh)∗χTJhFh (1.129)
et on remarque que T ≥ π/h⇒ P hT = I.
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Lemme 1.5. Si T ′ ≥ 1 est fixé, alors
lim
T→∞
||(I − PT )ΘPT ′||B = 0, (1.130)
lim
T→∞
sup
0<h≤1
||(I − P hT )Θh P hT ′||Bh = 0. (1.131)
Démonstration. Soit Θ˜hT,T ′ ∈ B(L2([−π/h; π/h[d)) défini par
Θ˜hT,T ′ = Fh(I − P hT )ΘhP hT ′(Fh)∗. (1.132)
Alors
(Θ˜hT,T ′ϕ)(ξ) =
∫
[−pi/h; pi/h[d
KhT,T ′(ξ, ξ
′)ϕ(ξ′) dξ′, (1.133)
KhT,T ′(ξ, ξ
′) = (1− χ[−T ; T [d(ξ))( h2pi )d/2(Fhθh)(ξ − ξ′)χ[−T ′; T ′[d(ξ′). (1.134)
En vertu du Lemme 1.4 pour T > T ′ on peut estimer
|KhT,T ′(ξ, ξ′)| ≤ (1− χ[−T ; T [d(ξ))CN(1 + |ξ − ξ′|)−Nχ[−T ′; T ′[d(ξ′)
≤ CN |T − T ′|−N/2(1 + |ξ − ξ′|)−N/2χ[−T ′; T ′[d(ξ′). (1.135)
Si N > d alors on peut estimer
||Θ˜hT,T ′||2B2(L2([−pi/h; pi/h[d)) =
∫
IR2d
|KhT,T ′(ξ, ξ′)|2 dξdξ′ ≤∫
[−T ′; T ′[d
dξ′
∫
[−pi/h; pi/h[d
dξC2N |T − T ′|−N(1 + |ξ − ξ′|)−N ≤ C ′N |T − T ′|−N
et pour terminer la démonstration de (1.131) on remarque que pour T ′ fixé on a
||(I − PT )ΘhPT ′||Bh = ||Θ˜hT,T ′||B(L2([−pi/h; pi/h[d))
≤ ||Θ˜hT,T ′||B2(L2([−pi/h; pi/h[d)) → 0 quand T →∞.
La démonstration de (1.130) est semblable : θ ∈ C∞0 (IRd) assure le fait que Fθ est à
décroissance rapide, c’est-à-dire pour tout N ∈ IN il existe CN > 0 telle que
|Fθ(ξ)| ≤ CN(1 + |ξ|)−N (1.136)
et définissant l’opérateur Θ˜T,T ′ = F(I − PT )ΘPT ′F∗ on trouve l’expression
(Θ˜T,T ′ϕ)(ξ) =
∫
IRd
KT,T ′(ξ, ξ
′)ϕ(ξ′) dξ′, (1.137)
KT,T ′(ξ, ξ
′) = (1− χ[−T ; T [d(ξ))(2π)−d/2(Fθ)(ξ − ξ′)χ[−T ′; T ′[d(ξ′), (1.138)
permettant d’appliquer le même raisonnement qu’auparavant.
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Lemme 1.6. On suppose θ ∈ C∞0 (IRd) et Θ, Θh comme dans le Corollaire 2.4. On pose
Θ˜ = FΘF∗, Θ˜h = JhFhΘh(JhFh)∗, (1.139)
V˜ = FV F∗, V˜ h = JhFhV h(JhFh)∗. (1.140)
Alors pour tout T ′ > 0 on a
lim
h→0
||(Θ˜− Θ˜h)χT ′||B = 0, lim
h→0
||(V˜ − V˜ h)χT ′||B = 0. (1.141)
Démonstration. Soit ε > 0. On va montrer qu’il existe hε > 0 tel que
sup
0<h≤hε
||(Θ˜− Θ˜h)χT ′||B < ε. (1.142)
Mais le Lemme 1.5 assure qu’il existe T = T (ε) ≥ T ′ tel que
||(I − χT )Θ˜χT ′||B = ||(I − PT )ΘPT ′||B < ε/3, (1.143)
||(I − χT )Θ˜hχT ′||B = ||(I − P hT )ΘhP hT ′||Bh < ε/3, (1.144)
donc pour obtenir (1.141) il suffit de prouver
sup
0<h≤hε
||χT (Θ˜− Θ˜h)χT ′||B < ε/3. (1.145)
On peut supposer que h ≤ hε ≤ π/T ≤ π/T ′. Alors
(χT (Θ˜
h − Θ˜)χT ′)ϕ(ξ) =
∫
IRd
K˜hT,T ′(ξ, ξ
′)ϕ(ξ′) dξ′, (1.146)
K˜hT,T ′(ξ, ξ
′) = (2π)−d/2χ[−T ; T [d(ξ)(h
dFhθh −Fθ)(ξ − ξ′)χ[−T ′; T ′[d(ξ′). (1.147)
Ensuite on remarque que
lim
h→0
K˜hT,T ′(ξ, ξ
′) = 0 pour ξ, ξ′ ∈ IRd. (1.148)
En effet, pour tout ξ ∈ IRd on a hdFhθh(ξ) → Fθ(ξ) quand h → 0, parce qu’il s’agit de
la suite des sommes de Riemann de l’intégrale de la fonction appartenant à C∞0 (IR
d).
Pour terminer la démonstration de la première assertion (1.141) on remarque qu’il
existe C0 > 0 telle que |K˜hT,T ′(ξ, ξ′)| ≤ C0χ[−T ; T [2d(ξ, ξ′). Le théorème de la convergence
dominée de Lebesgue permet de conclure que (1.148) implique
lim sup
h→0
||χT (Θ˜− Θ˜h)χT ′||2B ≤ lim sup
h→0
||χT (Θ˜− Θ˜h)χT ′||2B2
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≤ lim
h→0
∫
IR2d
|K˜hT,T ′(ξ, ξ′)|2 dξ dξ′ = 0.
Pour terminer la démonstration de la deuxième assertion (1.141) on doit trouver hε > 0
tel que
sup
0<h≤hε
||(V˜ − V˜ h)χT ′||B < ε. (1.149)
Le Lemme 1.1 assure l’existence de N(ε) ∈ IN, γε,k ∈ IRd1 , vε,k ∈ C∞0 (IRd1), k = 1, ..., N(ε)
tels que l’on ait ||V − Vε||B < ε/3 avec
Vε =
N(ε)∑
k=1
eγε,k ⊗ Vε,k,
où eγε,k ∈ B(L2(IRd1)), Vε,k ∈ B(L2(IRd2)) sont donnés par
(eγε,kϕ1)(x1) = e
ix1γε,kϕ1(x1) pour ϕ1 ∈ L2(IRd1),
(Vε,kϕ2)(x2) = vε,k(x2)ϕ2(x2) pour ϕ2 ∈ L2(IRd2).
On a également ||V h − V hε ||Bh < ε/3 avec
V hε =
N(ε)∑
k=1
ehγε,k ⊗ V hε,k,
où ehγε,k ∈ B(l2(hZZd1)), V hε,k ∈ B(l2(hZZd2)) sont donnés par
(ehγε,kϕ1)(hn1) = e
ihn1γε,kϕ1(hn1) pour ϕ1 ∈ l2(hZZd1),
(V hε,kϕ2)(hn2) = vε,k(hn2)ϕ2(hn2) pour ϕ2 ∈ h2(hZZd2).
Ainsi, au lieu de montrer (1.149) il suffit de prouver
sup
0<h≤hε
||(V˜ε − V˜ hε )χT ′||B < ε/3 (1.150)
avec
V˜ε = FVεF∗, V˜ hε = JhFhV hε (JhFh)∗.
Ensuite, on remarque que F = F1 ⊗F2, où Fj pour j = 1, 2, est l’opérateur unitaire sur
L2(IRdj) donné par la formule
(Fjϕj)(ξj) = (2π)−dj/2
∫
IRdj
eixj ·ξjϕj(xj) dxj pour ϕj ∈ L2(IRdj)
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et en introduisant V˜ε,k = F2Vε,kF∗2 on trouve
V˜ε =
N(ε)∑
k=1
Tγε,k ⊗ V˜ hε,k
où (Tγε,kϕ2)(x2) = ϕ2(x2 − γε,k) pour ϕ2 ∈ L2(IRd2).
De manière analogue Fh = Fh1 ⊗ Fh2 avec Fhj : l2(hZZdj) → L2([−π/h; π/h[dj) pour
j = 1, 2, est donnée par la formule
(Fhj ϕj)(ξj) = (2π/h)−dj/2
∑
n∈Z dj
eihnj ·ξjϕj(hnj) pour fj ∈ l1 ∩ l2(hZZdj),
et en introduisant encore V˜ hε,k = J
hFh2 V hε,k(JhFh2 )∗ on trouve que pour h ≤ π/T on a
V˜ hε χT = χpi/h
N(ε)∑
k=1
∑
z∈Z d1
Tγε,k+2piz/hχ
(1)
T ⊗ V˜ hε,kχ(2)T ,
où χ(j)T ∈ B(L2(IRdj)) avec j = 1, 2 est donné par la formule
(χ
(j)
T ϕj)(xj) = χ[−T ; T [dj (xj)ϕj(xj) pour ϕj ∈ L2(IRdj).
Dans la suite, on prend hε = π/(T +max1≤k≤N(ε) |γε,k|) et on remarque que
0 < h < hε ⇒ V˜ hε χT =
∑
z∈Z d1
Tγε,kχ
(1)
T ⊗ V˜ hε,kχ(2)T .
Cependant la démonstration de la partie (a) donne pareillement
lim
h→0
||(V˜ε,k − V˜ hε,k)χ(2)T ||B(L2(IRd2 )) = 0, (1.151)
et compte tenu de
0 < h < hε ⇒ (V˜ε − V˜ hε )χT =
N(ε)∑
k=1
Tγε,kχ
(1)
T ⊗ (V˜ε,k − V˜ hε,k)χ(2)T ,
L’inégalité (1.150) résulte de (1.151).
Lemme 1.7. Soit λ0 ≥ 1 + 2||V || et posons
R = (−∆+ V + λ0I)−1, Rh = (−∆h + V h + λ0I)−1, (1.152)
R˜ = FRF∗, R˜h = JhFhV h(JhFh)∗. (1.153)
Alors limh→0 ||R˜− R˜h||B = 0.
50 Chapitre 1. Approximations discrètes de la densité d’états surfaciques presque périodique
Démonstration. Compte tenu des expressions
R˜ = R˜◦
∞∑
k=0
(−V˜ R˜◦)k, R˜h = R˜h◦
∞∑
k=0
(−V˜ hR˜h◦)k,
où on a désigné
R˜◦ = F(−∆+ λ0I)−1F∗, R˜h◦ = JhFh(−∆h + V h + λ0I)−1(JhFh)∗,
il suffit de montrer
lim
h→0
||R˜◦ − R˜h◦ ||B = 0, lim
h→0
||V˜ R˜◦ − V˜ hR˜h◦ ||B = 0. (1.154)
D’abord on montre que pour tout ε > 0 il existe hε > 0 tel que
sup
0<h≤hε
||R˜◦ − R˜h◦ ||B < ε. (1.155)
Cependant
(R˜◦ϕ)(ξ) = (|ξ|2 + λ0)−1ϕ(ξ),
(R˜h◦ϕ)(ξ) = χ[−pi/h; pi/h[d(ξ)(ϑh(ξ) + λ0)
−1ϕ(ξ),
où ϑh est donné par (1.125) et on remarque qu’il existe C0 > 0 tel que
||(I − χT )R˜◦||B = sup
ξ∈IRd\[−T ; T [d
(|ξ|2 + λ0)−1 ≤ C0T−2, (1.156)
h ≤ π/T ⇒ ||(I − χT )R˜h◦ ||B = sup
ξ∈IRd\[−T ; T [d
(ϑh(ξ) + λ0)
−1 ≤ C0T−2, (1.157)
où la dernière estimation résulte de (1.126). Pour justifier (1.155) il suffit de choisir T tel
que C0T−2 < ε/4 et utiliser le fait que
lim
h→0
sup
ξ∈[−T ; T [d
∣∣ϑh(ξ)− |ξ|2∣∣ = 0. (1.158)
Il reste à montrer l’existence de hε > 0 tel que
sup
0<h≤hε
||V˜ hR˜◦ − V˜ R˜◦||B < ε. (1.159)
Soit T tel que 2||V ||BC0T−2 < ε/4. Si hε > 0 est suffisamment petit, alors
sup
0<h≤hε
||V˜ h(R˜h◦ − R˜◦)||B ≤ ||V ||B||R˜h◦ − R˜◦||B < ε/4, (1.160)
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et compte tenu du Lemme 1.6,
sup
0<h≤hε
||(V˜ h − V˜ )χT ||B < ε/4. (1.161)
Pour obtenir (1.159) on estime
||V˜ hR˜◦ − V˜ R˜◦||B ≤ ||V˜ h(R˜h◦ − R˜◦)||B + ||(V˜ h − V˜ )χT ||B||R˜◦||B
+||V˜ h − V˜ ||B||(I − χT )R˜◦||B
et il reste à remarquer que (1.160), (1.161) permettent de majorer la dernière expression
par 3
4
ε+ 2||V ||BC0T−2 < ε.
Lemme 1.8. Pour démontrer le Théorème 1.5 il suffit de montrer que l’on a
lim
h→0
trh P hTΘ
h(Rh)mΘh = trPTΘR
mΘ, (1.162)
pour tout T ≥ 1 et m ≥ 2 + d
2
.
Démonstration. Compte tenu du Corollaire 1.2 il faut montrer que pour tout ε > 0 il
est possible de trouver hε > 0 tel que
sup
0<h≤hε
∣∣trhΘhf(Hh)Θh − trΘf(H)Θ∣∣ < ε. (1.163)
Montrons, qu’il existe T (ε) tel que pour T ≥ T (ε) on a
||(I − P hT )Θhf(Hh)Θh||Bh1 < ε/4. (1.164)
En effet, le membre gauche de (1.164) est majoré par ζ1(h) + ζ2(h) avec
ζ1(h) = ||(I − P hT )ΘhP hT ′||Bh ||f(Hh)Θh||Bh1 ,
ζ2(h) = ||Θh(I − P hT ′)(λ0I −∆h)−1||Bh ||(λ0I −∆h)Rh||Bh ||g(Hh)Θh||Bh1
où on a noté g(λ) = (λ0 + λ)f(λ). Puisque
||(I − P hT ′)(λ0I −∆h)−1||Bh = sup
ξ∈[−pi/h; pi/h[d\[−T ′; T ′[d
|λ0 + ϑh(ξ)|−1 ≤ CT ′−2,
on peut choisir T ′ suffisamment grand pour assurer ζ2(h) < ε/8 pour tout h ∈]0; 1] et
ensuite le Lemme 1.5 permet de choisir T suffisamment grand pour assurer ζ1(h) < ε/8
pour tout h ∈]0; 1].
De manière analogue il est possible de trouver T (ε) tel que
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T ≥ T (ε)⇒ ||(I − PT )Θf(H)Θ||B1 < ε/4. (1.165)
Dans le deuxième pas on considère une approximation de f par (fε′)ε′>0 comme dans
la démonstration de la Proposition 1.2. Alors il existe C0 > 0 telle que pour tout ε′ > 0,
||P hTΘh(f − fε′)(Hh)Θh||Bh1 ≤ ε′ ||(Rh)mΘh||Bh1 ≤ C0ε′,
|trPTΘ(f − fε′)(H)Θ| ≤ ε′ ||(Rh)mΘ||B1 ≤ C0ε′.
Soit ε′ = ε/(8C0). Alors (1.163) résulte de
sup
0<h≤hε
∣∣trh P hTΘhfε′(Hh)Θh − trPTΘfε′(H)Θ∣∣ < ε/4 (1.166)
et on termine la démonstration en observant que (1.162) assure l’existence de hε > 0 tel
que (1.166) soit satisfaite.
Démonstration du Théorème 1.5
La démonstration est basée sur les égalités
trPTΘR
mΘPT = tr χT Θ˜R˜
mΘ˜χT ,
trh P hTΘ
h(Rh)mΘhP hT = trχT Θ˜
h(R˜h)mΘ˜hχT ,
qui permettent d’écrire (1.162) sous la forme
lim
h→0
trχT
(
Θ˜h(R˜h)mΘ˜h − Θ˜R˜mΘ˜
)
χT = 0. (1.167)
Pour démontrer (1.167) on remarque que
||χT (Θ˜h(R˜h)mΘ˜h − Θ˜R˜mΘ˜)χT ||B1 ≤ ζ1(h) + ζ2(h) + ζ3(h),
avec
ζ1(h) = ||Θ˜h(R˜h)m||B1 ||(Θ˜h − Θ˜)χT ||B,
ζ2(h) = ||Θ˜h((R˜h)m − R˜m)Θ˜||B1 ,
ζ3(h) = ||χT (Θ˜h − Θ˜)||B ||R˜mΘ˜||B1 .
En utilisant
(R˜h)m − R˜m =
m∑
m′=1
(R˜h)m
′−1(R˜h − R˜)R˜m−m′
1.4. Démonstrations des Théorèmes 1.5 et 1.6 53
on peut estimer
ζ2(h) ≤
m∑
m′=1
||Θ˜h(R˜h)m′−1||B(m−1)/(m′−1) ||R˜h − R˜||B ||R˜m−m
′
Θ˜||B(m−1)/(m−m′) ,
avec la convention que l’on utilise la norme || · ||B au lieu de || · ||B(m−1)/(m′−1) dans le cas
m′ = 1 et au lieu de || · ||B(m−1)/(m−m′) dans le cas m′ = m. Mais
sup
0<h≤1
||Θ˜h(R˜h)m′−1||B(m−1)/(m′−1) = sup
0<h≤1
||Θh(Rh)m′−1||B(m−1)/(m′−1) <∞,
est démontré dans le Chapitre 3 et de manière analogue on a
||R˜m−m′Θ˜||B(m−1)/(m−m′) = ||Rm−m
′
Θ||B(m−1)/(m−m′) <∞.
Ainsi, en utilisant le Lemme 1.8, on trouve limh→0 ζ2(h) = 0. Pour terminer la démons-
tration on remarque de manière analogue que limh→0 ζ1(h) = limh→0 ζ3(h) = 0 résulte du
Lemme 1.5.

Démonstration du Théorème 1.6.
Pour commencer on remarque que
λ ∈ C \
⋂
κ>0
⋃
0<h<κ
σ(Hh)
signifie que λ ∈ C \⋃0<h<κ σ(Hh) pour un certain κ > 0, c’est-à-dire
dist
(
λ,
⋃
0<h<κ
σ(Hh)
)
= inf
0<h<κ
dist (λ, σ(Hh)) > 0
pour un certain κ > 0 et il est clair que cela équivaut à
lim inf
h→0
dist (λ, σ(Hh)) > 0.
Lemme 1.9. Pour toute f ∈ C∞0 (IR) on a ||f(Hh)||Bh → ||f(H)||B quand h→ 0.
Démonstration. Comme dans la Section 3 on peut écrire
||(f − fε)(H)||B = ||(f − fε)(Hh)||Bh < ε avec fε(λ) =
N(ε)∑
k=1
ck,ε(λ+ λ0)
−k,
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pour certains N(ε) ∈ IN, ck,ε ∈ C (k = 1, . . . , N(ε)). Ainsi, il suffit de montrer que pour
tout ε > 0 on a ||fε(Hh)||Bh → ||fε(H)||B quand h→ 0. En utilisant les notations du
Lemme 1.7 on observe que
||
N(ε)∑
k=1
ck,ε(R
h)k||Bh = ||
N(ε)∑
k=1
ck,ε(R˜h)
k||B
converge vers
||
N(ε)∑
k=1
ck,εR˜
k||B = ||
N(ε)∑
k=1
ck,εR
k||B,
quand h→ 0 du fait que ||R˜h − R˜||B → 0 quand h→ 0.
Démonstration de l’assertion (a). Soit λ ∈ IR tel que lim infh→0 dist (λ, σ(Hh)) > 0.
Il existe κ > 0 et r > 0 tels que 0 < h < κ ⇒ dist (λ, σ(Hh)) ≥ r. Soit f ∈ C∞(IR)
telle que supp f ⊂]λ − r; λ + r[ et f(λ) = 1. Alors 0 < h < κ ⇒ f(Hh) = 0 et
||f(H)||B = limh→0 ||f(Hh)||Bh = 0 implique f(H) = 0, donc λ /∈ σ(H).
Supposons maintenant λ ∈ IR \ σ(H). Alors il existe f ∈ C∞(IR) telle que f = 1 sur
[λ − r/2; λ + r/2] et supp f ⊂]λ − r; λ + r[, où r = dist (λ, σ(H)). Alors f(H) = 0
et on en déduit lim infh→0 dist (λ, σ(Hh)) > 0. En effet, si lim infh→0 dist (λ, σ(Hh)) = 0,
il existe une suite hk → 0 telle que [λ − /2; λ + r/2] ∩ σ(Hhk) 6= ∅ et ||f(Hhk)||Bh =
sups∈σ(Hhk ) |f(s)| = 1, la contradiction 1 = limh→0 ||f(Hh)||Bh = ||f(H)||B = 0.

Lemme 1.10. Soit u ∈ CAP (IRd1). Pour ε > 0 on définit l’ensemble
Pε(u) = {z ∈ IRd1 : ||Tzu− u||L∞(IRd1 ) ≤ ε},
où Tzu(x1) = u(x1 − z). Alors on peut trouver ρε > 0 tel que chaque boule de rayon ρε
rencontre Pε(u), c’est-à-dire B(x1, ρε) ∩ Pε(u) 6= ∅ pour tout x1 ∈ IRd1.
Démonstration. Pour γ ∈ IRd1 on note eγ(x1) = eix1γ et on observe que {Tzeγ}z∈IRd1 est
une partie compacte de L∞(IRd1). Si u ∈ CAP (IRd1) et ε > 0 alors on peut trouver
N(ε) ∈ IN, γε,k ∈ IRd1 , cε,k ∈ C (k = 1, ..., N(ε)) tels que l’on ait
||u− uε||L∞(IRd1 ) < ε avec uε =
N(ε)∑
k=1
cε,k eγε,k .
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Ensuite, on remarque que la fermeture de {Tzuε}z∈IRd1 dans L∞(IRd1) est une partie com-
pacte de L∞(IRd1). En effet, si (zm)m∈IN est une suite quelconque, on peut en extraire une
sous-suite (zmj,1)j∈IN telle que (Tzmj,1eγε,1)j∈IN converge dans L
∞(IRd1) et il est possible
d’extraire des sous-suites (zmj,k)j∈IN, k = 1, ..., N(ε), pour assurer la convergence de la
sous-suite (Tzmj,N(ε)uε)j∈IN dans L
∞(IRd1).
Ainsi il existe un recouvrement fini de {Tzuε/3}z∈IRd1 par des boules de rayon ε/3 dans
L∞(IRd1), c’est-à-dire qu’il existe une partie finie Jε ⊂ IRd1 telle que pour tout x1 ∈ IRd1
on peut trouver zε(x1) ∈ Jε vérifiant
||Tx1uε/3 − Tzε(x1)uε/3||L∞(IRd1 ) = ||Tx1−zε(x1)uε/3 − uε/3||L∞(IRd1 ) < ε/3,
c’est-à-dire x1 − zε(x1) ∈ Pε/3(uε/3) ⊂ Pε(u). Ainsi B(x1, |zε(x1)|) ∩ Pε(u) 6= ∅ et il suffit
de prendre ρε tel que Jε ⊂ B(0, ρε).
Démonstration de l’assertion (b). Dans le cas discret la démonstration a été donnée
par Charour [8], donc il reste à considérer le cas continu. D’abord il est évident que
suppN(·, H) \ σ(−∆) ⊂ σ(H).
En effet, si λ /∈ σ(H) ∪ σ(−∆) et r = dist (λ, σ(H) ∪ σ(−∆)), alors f(H) = 0 = f(−∆)
pour toute f ∈ C∞(IR) avec supp f ⊂]λ− r; λ+ r[ et par conséquent N(f,H) = 0 assure
λ /∈ suppN(·, H). Pour montrer ensuite
σ(H) \ σ(−∆) ⊂ suppN(·, H),
on fixe λ ∈ σ(H)\σ(−∆) = σ(H)∩]−∞; 0[ et on va prouver que l’on a N(f,H) > 0 pour
toute fonction f ∈ C∞0 (IR) telle que f ≥ 0, f = 1 au voisinage de λ et supp f ⊂]−∞; 0[.
Pour commencer on va montrer l’existence de L0 > 0 tel que
NL0L0 (f,H) = (2L0)
−d1trχL0L0f(H) > 0.
En effet, λ ∈ σ(H) assure l’existence de ϕ ∈ L2(IRd) tel que ||ϕ||L2(IRd) = 1 et 〈f(H)ϕ, ϕ〉 ≥
1/2, donc
lim sup
L→∞
trχLLf(H) ≥ lim sup
L→∞
〈f(H)χLLϕ, χLLϕ〉 = 〈f(H)ϕ, ϕ〉 ≥ 1/2.
Pour L > 0 et z ∈ IRd1 on introduit
C(z, L) = {x1 ∈ IRd1 : x1
L
− z ∈ [0; 1[d1} × [−L; L[d2 ,
uL(z) = trχC(z,L)f(H) = trχC(0,L)f(HzL),
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où HzL = T(zL,0)HT(−zL,0) comme dans la Section 3.
Dans la suite soit L0 > 0 fixé tel que uL0(0) > 0 et ε0 > 0 tel que 2ε0 < uL0(0). On
fixe ρ0 > 1 suffisamment grand et on remarque que uL0 ∈ CAP (IRd1) assure le fait que
pour tout x1 ∈ IRd1 il existe z(x1) ∈ Pε0(uL0) tel que z(x1) − x1 ∈ [0; ρ0 − 1[d1 en vertu
du Lemme 1.10. Alors pour tout y1 ∈ ZZd1 on a
z(y1ρ0)L0 + [0; L0[
d1⊂ y1ρ0L0 + [0; (ρ0 − 1)L0[d1+[0; L0[d1 ,
et posant L1 = ρ0L0 on trouve z(y1ρ0)L0 + [0; L0[d1⊂ y1L1 + [0; L1[d1 d’où
C(z(y1ρ0), L0) ⊂ C(y1, L1)
et
tr (χC(y1,L1) − χC(z(y1ρ0),L0))f(H) =
tr f(H)1/2(χC(y1,L1) − χC(z(y1ρ0),L0))f(H)1/2 ≥ 0.
Ainsi uL1(y1) ≥ uL0(z(y1ρ0)) et puisque |uL0(z(y1ρ0))− uL0(0)| ≤ ε0 résulte de z(y1ρ0) ∈
Pε0(uL0), on trouve
uL1(y1) ≥ uL0(0)− ε0 ≥ 12uL0(0).
Ensuite
Ld11 N(f,H) ≥ lim sup
k→∞
(2k)−d1trχL1kL1f(H)
et on termine la démonstration en remarquant que pour k ∈ IN on a
(2k)−d1trχL1kL1f(H) = (2k)
−d1
∑
y1∈Z
d1∩[−k; k[d1
uL1(y1) ≥ 12uL0(0).

Chapitre 2
Approximation de la densité d’états
surfaciques pour un opérateur de
Schrödinger surfacique du type
d’Anderson
2.1 Introduction
L’étude mathématique des opérateurs de Schrödinger aléatoires surfaciques , autant
dans le cas discret que continu, a commencé au début des années soixante dix. Elle s’est
considérablement développée lors des trente dernières années et a présenté un terrain
fertile d’interaction entre la physique et les mathématiques. Très riche en phénomènes, elle
se situe à l’intersection de nombreux champs des mathématiques (équations aux dérivées
partielles, théorie des probabilités, théorie des opérateurs, analyse harmonique, etc) ainsi
que de la physique (mécanique quantique, physique statistique, théorie des champs, etc).
Cet opérateur fait l’objet de nombreuses études ([50],[51],[30],[37], [20], [19], [8] pour
divers résultats et références ). Par exemple Molchanov, Jaksic, Pastur, Khoruzhenko,
Chahrour ([50],[51],[30],[37], [8]) ont montré que pour un modèle où le potentiel est une
suite de variables aléatoires indépendante identiquement distribués, les branches surfa-
ciques du spectre situées à l’extérieur de σ(−∆). On dit alors que les états surfaciques
sont localisés. Dans les travaux ([3],[38]) on montre la localisation (on a le spectre pure-
ment ponctuel).
Suivant l’approche de Klopp [40] on va définir la densité d’états surfaciques pour le
modèle du type d’Anderson utilisant des approximations périodiques.
Soit W : IRd = IRd1 × IRd2 −→ IR un potentiel continu vérifiant :
i) W (x1 + y1, x2) = W (x1, x2) pour y1 ∈ ZZd1 .
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ii) Il existe δ0 > d2 et une constante C > 0 telle que pour tout (x1, x2) ∈ IRd1 × IRd1
on ait
| W (x1, x2) |6 C(1+ | x2 |)−δ0 .
Sur L2(IRd) ; considérons l’opérateur de Schrödinger périodique par rapport à x1
H = H0 +W
où H0 = −∆. Le modèle d’Anderson continu par rapport à x1 est l’opérateur aléatoire
Hω = H + vω = H +
∑
γ∈Z d1
ωγvγ
où vγ(x1, x2) = v(x1 − γ, x2), v : IRd −→ IR un potentiel et (ωγ)γ∈Z d1 sont des variables
aléatoires indépendantes identiquement distribuées et bornées non constantes. Nous sup-
poserons que v est continue, vérifie que pour tout ε > 0, N ∈ IN il existe une constante
CN telle que
| v(x1, x2) |6 CN(1+ | x1 |)−d1−ε(1+ | x2 |)−N .
On considère la famille d’opérateurs Hh agissant sur l2(hZZd), h > 0
Hh = H0,h +W h
avec H0,h = −∆h est le laplacien discret défini par (1.9), W h est l’opérateur de multipli-
cation définit par (W hϕ)(hn) = W (nh)ϕ(hn) pour tout ϕ ∈ l2(hZZd) et
Hhω = H
h + vhω,
où (vhωϕ)(hn) = vω(hn)ϕ(hn) pour tout ϕ ∈ l2(hZZd).
2.2 Les approximations périodiques
Soit k ∈ IN∗, on définit la suite d’opérateurs de Schrödinger
Hω,k = H +
∑
γ∈C
d1
k ∩Z
d1
ωγ
∑
β∈(2k+1)Z d1
τγ+βvγ
et le cas discret
Hhω,k = H
h +
∑
γ∈C
d1
k ∩Z
d1
ωγ
∑
β∈(2k+1)Z d1
τγ+βv
h
γ
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où Cd1k = {m ∈ ZZd1 ,mj ∈]−k−1/2, k+1/2] pour j = 1, ..., d1} est le cube de centre 0
et de coté 2k+1 et τγ est la translation dans IR
d1 par rapport à γ. Pour ω ∈ Ω; Hω,k et Hhω,k
sont des opérateurs de Schrödinger (2k + 1)ZZd1 périodiques.
Utilisant Théorèmes 1.1 et 1.2 on peut introduire
N(ϕ,Hω,k) = lim
L→∞
1
(2L)d1
tr(χLL(ϕ(Hω,k)− ϕ(H0))
= lim
L→∞
1
(2L)d1
tr(χ∞L (ϕ(Hω,k)− ϕ(H0)),
N(ϕ,Hhω,k) = lim
L→∞
1
(2L)d1
trh(χh,LL (ϕ(H
h
ω,k)− ϕ(H0,h))
= lim
L→∞
1
(2L)d1
trh(χh,∞L (ϕ(H
h
ω,k)− ϕ(H0,h)).
pour tout ϕ ∈ C∞0 (IRd). On peut montrer ainsi les Théorèmes suivants :
Théorème 2.1. Soient Nhk,ω ∈ D′(IR) définie par la formule ϕ → N(ϕ,Hhω,k). Alors la
suite (Nhk,ω)k∈IN converge presque sûrement dans D′(IR) vers une limite Nh(·, Hω) ; pour
tout ϕ ∈ C∞0 (IR), ε > 0, h ∈]0, 1[ il existe kε tel que pour tout k > kε on ait
| N(ϕ,Hhω,k)−N(ϕ,Hhω) |< ε.
De plus la distribution ϕ → N(ϕ,Hhω) ne dépend pas de ω et on va l’appeler la densité
d’états surfaciques pour l’opérateur Hhω .
Théorème 2.2. Soient Nk,ω ∈ D′(IR) définie par la formule ϕ → N(ϕ,Hω,k). Alors la
suite (Nk,ω)k∈IN converge presque sûrement dans D′(IR) vers une limite N(·, Hω), c’est à
dire pour tout ϕ ∈ C∞0 (IR), ε > 0, il existe kε tel que pour tout k > kε on ait
| N(ϕ,Hω,k)−N(ϕ,Hω) |< ε.
De plus la distribution ϕ → N(ϕ,Hω) ne dépend pas de ω et on va l’appeler la densité
d’états surfaciques pour l’opérateur Hω.
Avant de montrer ces deux théorèmes on peut énoncer une généralisation du théorème
1.5 pour l’opérateur de Schrödinger surfacique du type d’Anderson
Théorème 2.3. Pour toute fonction ϕ ∈ C∞0 (IR) on a
lim
h→0
N(ϕ,Hhω) = N(ϕ,Hω).
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2.3 Démonstrations des Théorèmes 2.1 et 2.2
Pour montrer les Théorèmes 2.1 et 2.2 on aura besoin de
Proposition 2.1. Pour tout m > max{1, 1+d/2} ; il existe une constante CN,m > 0 telle
que pour tout z, λ ∈ C\IR et (y, y′) ∈ Z d × Z d on a
|| χhy(z −Hhk )−1(λ−Hhk )−mχhy′ ||Bh1≤ CN,m,λ|Imz|−(N+1)(1+ | y − y′ |)−N .
Démonstration. Le résultat découle immédiatement du fait que d(z) > |Imz| et du Lemme
3.6 pour p = m+ 1.
Démonstration du Théorème 2.1
Soit ϕ ∈ C∞0 (IR), on a
Nhk,ω(ϕ) =
1
volcd1k
trh(χh
c
d1
k
(ϕ(Hhω,k)− ϕ(H0,h))χhcd1k )
avec χh
c
d1
k
(ϕ)(hn) = χ
c
d1
k
(hn1)ϕ(hn) pour tout ϕ ∈ C∞0 (IR) et cd1k = (2k+1)Co le domaine
fondamental de (2k + 1)ZZd1 . En utilisant le fait que
χh
c
d1
k
=
∑
γ∈c
d1
k ∩Z
d1
χh
c
d1
0 +γ
,
la symétrie de Cd1k et la propriété de cocylicité de la trace on a
trh(χh
c
d1
k
(ϕ(Hhω,k) −ϕ(H0,h))χhcd1k )
=
∑
γ∈c
d1
k ∩Z
d1
trh(τγχ
h
c
d1
0
(ϕ(Hhω,k)− ϕ(H0,h))τγχhcd10 )
=
∑
γ∈c
d1
k ∩Z
d1
trh(χh
c
d1
0 +γ
(ϕ(Hhω,k)− ϕ(H0,h))χhcd10 +γ).
Or
volCd1k = volC
d1
0 .♯(ck ∩ ZZ)d1
où ♯(c) désigne le cardinal de c, on a donc
Nhk,ω(ϕ) =
1
vol(Cd10 )♯(ck ∩ ZZ)d1
∑
γ∈c
d1
k
trh(χh
c
d1
k +γ
(ϕ(Hhω,k)− ϕ(H0,h))χhcd1k +γ).
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Comme les variables aléatoires (ωγ)γ sont indépendantes et identiquement distribuées on
a
E(trh( χh
c
d1
k
(ϕ(Hhω,k)− ϕ(H0,h))χhcd1k ))
= ♯(ck ∩ ZZ)d1E(trh(χhcd10 +γ(ϕ(H
h
ω,k)− ϕ(H0,h))χhcd10 +γ)),
d’où
E(Nhk,ω(ϕ)) =
1
vol(Cd10 )
E(trh(χh
c
d1
k +γ
(ϕ(Hhω,k)− ϕ(H0,h))χhcd1k +γ)).
Pour tout k ≥ 0 on définit
αhγ,k(ω) = tr
h(χh
c
d1
0 +γ
(ϕ(Hhω,k)− ϕ(H0,h))χhcd10 +γ).
On va montrer la condition de Cauchy
lim
k→∞
sup
k′≥k
| αhγ,k(ω)− αhγ,k′(ω) |= 0.
On fixe λ0 > 0 assez grand pour assurer
I 6 λ0 +H
h
ω,k et I 6 λ0 +H
h
ω ,
pour tout ω dans Ω et ∀h ∈ IR∗; k ∈ IN∗. En utilisant la formule de Helffer-Sjöstrand (voir
[23]) :
ϕ(H) =
∫
C
∂z¯ϕ˜(z)(z −H)−1(λ0 +H)−qdz¯ ∧ dz (2.1)
où ϕ˜ : C −→ C est une extension de ϕ telle que
a) ∀z ∈ IR, ϕ˜(z) = ϕ(z)
b) suppϕ˜ ⊂ {z ∈ C\ | Imz |< 1}
c) ϕ˜ ∈ S({z ∈ C\ | Imz |< 1})
d) La famille des fonctions x 7→ ∂z¯ϕ˜(x+ iy). | y |−n pour tout | y |< 1 est bornée dans
S(IR) et on a l’estimation suivante : ∀n > 0, d > 0, β > 0 il existe une constante cn,α,β
telle que
sup
|y|<1
sup
x∈IR
| xα∂βx (| y |−n ∂z¯ϕ˜(x+ iy)) |6 cn,α,β sup
β′6n+β+2,α′6α
sup
x∈IR
| xα′∂β′x ϕ | .
Une telle extension existe toujours pour ϕ ∈ S(IR) et en appliquant cette formule dans
notre cas, on peut écrire
(αhγ,k − αhγ,k′)(ω) =
i
2π
∫
C
∂z¯ϕ˜(z)Λ
h
ω,k,k′(z)dz¯ ∧ dz
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avec
Λhω,k,k′(z)=χ
h
C
d1
0 +γ
[(z −Hhω,k)−1(λ0 +Hhω,k)−q − (z −Hhω,k′)−1(λ0 +Hhω,k′)−q]χhCd10 +γ.
Comme q > d/2, la Proposition 2.1 assure que χh
C
d1
0 +γ
(z −Hhω,k)−1(λ0 +Hhω,k)−qχhCd10 +γ et
χh
C
d1
0 +γ
(z −Hhω,k′)−1(λ0 +Hhω,k′)−qχhCd10 +γ est à trace donc Λ
h
ω,k,k′(z) est à trace et on a
|| Λhω,k,k′ ||B16 A+B (2.2)
avec
A = || χh
C
d1
0 +γ
((z −Hhω,k)−1 − (z −Hhω,k′)−1)(λ0 −Hhω,k′)−qχhCd10 +γ ||Bh1
=|| χh
C
d1
0 +γ
(z −Hhω,k)−1∆hv,k,k′,ω(z −Hhω,k′)−1(λ0 −Hhω,k′)−qχhCd10 +γ ||Bh1 ,
où,
∆hv,k,k′,ω = v
h
ω,k − vhω,k′ =
∑
{|α|>k,α∈Z d1 ,α=α¯mod(2k+1)Z d1}
(ωα¯ − ωα)v(hn1 − α, hn2),
et
B = || χh
C
d1
0+γ
(z −Hhω,k)−1((λ0 +Hhω,k)−q − (λ0 +Hhω,k′)−q)χhCd10+γ ||Bh1
= || χh
C
d1
0+γ
(z −Hhω,k)−1(
q−1∑
l=1
(λ0 +H
h
ω,k)
l−q∆hv,k,k′,ω(λ0 +H
h
ω,k′)
−l)χh
C
d1
0+γ
||Bh1 .
On va majorer en premier temps le terme A :
A 6
∑
β∈Z d1
|| χh
C
d1
0+γ
(z −Hhω,k)−1∆hv,k,k′χhβ+Cd10 ||
× || χh
β+C
d1
0
(z −Hhω,k′)−1(λ0 −Hhω,k′)−qχhCd10 +γ ||Bh1
6 M
∑
β∈Z d1 ,|α|>k,α∈Z d1
|| χh
C
d1
0 +γ
(z −Hhω,k)−1vhχhβ+α+Cd10 ||
× || χh
β+C
d1
0
(z −Hhω,k′)−1(λ0 −Hhω,k′)−qχhCd10 +γ ||Bh1
Or d’après la Proposition 2.1 pour tout N ∈ IN il existe une constante cN > 0 telle que
|| χh
β+C
d1
0
(z −Hhω)−1(λ0 −Hhω)−qχhCd10 +γ ||Bh16 cN | Imz |
−N−1 (1+ | β − γ |)−N
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et il existe K>0 telle que
|| χh
C
d1
0 +γ
(z −Hhω,k)−1vhχhβ+α+Cd10 ||6
K
| Imz | || τβ+α−γv ||L∞(Cd10 )
avec τγ est la translation dans IR
d1 par rapport à γ. Par conséquent
A 6
∑
β∈Z d1
∑
|α|>k,α∈Z d1
KcN
| Imz |N+2 (1+ | γ − β |)N || τβ+α−γv ||L∞(Cd10 ) .
De même pour le terme B on a une estimation analogue
B 6
∑
β∈Z d1
∑
|α|>k,α∈Z d1
KcN
| Imz |N+2 (1+ | γ − β |)N || τβ+α−γv ||L∞(C0),
donc utilisant ces deux estimations et la décroissance de ∂z¯ϕ˜ par rapport à l’axe réel et
en vertu de (2.1) et (2.2) on a
| E (trh(χh
C
d1
0 +γ
(ϕ(Hhω,k)− ϕ(Hhω,k′))χhCd10 +γ) |
6 π−1
∫
C
∑
β∈Z d1
∑
|α|>kα∈Z d1
KcN | ∂z¯ϕ˜ ||| τβ+α−γv ||L∞(Cd10 )
| Imz |N+2 (1+ | γ − β |)N dz ∧ dz¯.
(2.3)
Or
∑
γ∈Z d1
|| τγv ||L∞(Cd10 )<∞, en vertu du théorème de convergence dominé, le membre
gauche de (2.3) tend vers zéro pour tout h ∈]0, 1] si k → ∞. On peut conclure que
αhγ,k(ω) est une suite de Cauchy et donc convergente et on appelle α
h
γ(ω) sa limite. De
la même façon on peut montrer | αhγ,k(ω) − αh0,k(ω) |→ 0 si k → ∞ donc αhγ satisfait
αhγ(τβ(ω)) = α
h
γ+β(ω) avec τβ((ωγ)γ∈Z d1 ) = ((ωγ+β)γ∈Z d1 ) pour tout ω = (ωγ)γ∈Z d1 . Par
conséquent pour montrer le théorème il suffit de vérifier que
1
♯(Ck ∩ ZZ)d1
∑
γ∈(Ck∩Z )
d1
| αhγ,k(ω)− αhγ(ω) |→ 0
si k →∞. Alors l’existence limk→∞Nhk,ω(ϕ) sera prouvée si on montre la convergence de
Tk(ω) =
1
♯(Ck ∩ ZZ)d1
∑
γ∈(Ck∩Z )
d1
αhγ(ω).
Soit P0 la mesure définie sur une partie borélienne A ⊂ IR comme la probabilité de
{ωγ ∈ A}. Alors supp P0 est compact et la famille des translations (τγ)γ∈Z d1 possède la
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propriété de l’ergodicité sur l’espace produit (suppP0)Z
d1 . Ainsi le théorème de Birkhoff
(voir par exemple [54]) s’applique à la famille (αhγ(ω))γ∈Z d1 = (α
h
0(τγ(ω))γ∈Z d1 en assurant
l’existence de limk→∞ Tk(ω) presque sûrement et son indépendance de ω.

Démonstration du Théorème 2.2
On remarque que la Proposition 2.1 reste valable dans le cas continu donc en suivant
la même démarche que la démonstration précédente en remplaçant Hhω,k par Hω,k, H
h
ω par
Hω et le ∆hv,k,k′,ω par
∆k,k
′
v = vω,k − vω,k′ =
∑
|α|>k,α∈Z d1 ,α=α¯mod(2k+1)Z d1
(ωα¯ − ωα)v(x1 − α, x2)
on peut démontrer le Théorème 2.2.

2.4 Démonstration du Théorème 2.3 :
Le théorème montre bien que la densité d’états surfaciques d’un opérateur de mo-
dèle d’Anderson continu (dans le sens d1) peut être approximée par la densité d’états
surfaciques continue. En effet,
| Nω(ϕ)−Nhω(ϕ) |6 | Nω(ϕ)−Nk,ω(ϕ) |
+ | Nk,ω(ϕ)−Nhk,ω(ϕ) |
+ | Nhk,ω(ϕ)−Nhω(ϕ) | .
D’une part, d’après le Théorème 2.2 et le théorème de Lebesgue on a pour tout ε > 0, il
existe kε > 0 tel que pour tout k > kε on ait
E(| Nω(ϕ)−Nk,ω(ϕ) |) 6 ε/3.
D’autre part d’après le Chapitre 1 (Théorème 1.5) on a pour tout ε > 0, il existe hε
tel que pour tout h < hε on ait
E(| Nhk,ω(ϕ)−Nk,ω(ϕ) |) 6 ε/3.
En utilisant le Théorème 2.1 et le théorème de Lebesgue pour tout ε > 0, h0 ∈]0, 1[, il
existe kε tel que k > kε on ait
E(| Nhk,ω(ϕ)−Nhω(ϕ) |) 6 ε/3.
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D’où pour tout ε > 0, il existe hε tel que pour tout h < hε on ait
E(| Nhω(ϕ)−Nω(ϕ) |) 6 ε,
le théorème est démontré.

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Chapitre 3
Estimations de la décroissance
3.1 Énoncés
Soit K un ensemble fixé et soit (vκ)κ∈K une famille des fonctions réelles vκ ∈ L2loc(IRd).
On considère l’hypothèse qu’il existe des constantes C0, c0 > 0 telles que l’inégalité
||vκϕ|| ≤ (1− c0)||∆ϕ||+ C0||ϕ|| (3.1)
soit satisfaite pour tout κ ∈ K et ϕ ∈ C∞0 (IRd). Alors on peut définir les opérateurs
auto-adjoints sur l’espace de Hilbert L2(IRd) par les formules
Hκ = −∆+ Vκ, (3.2)
(Vκϕ)(x) = vκ(x)ϕ(x) (3.3)
pour ϕ ∈ C∞0 (IRd).
Comme auparavant, on abrège B = B(L2(IRd)) et pour p ≥ 1 on note Bp = Bp(L2(IRd)).
Pour y ∈ IRd on désigne par χC(y) la fonction caractéristique du pavé C(y) = {x ∈
IRd : x− y ∈ [0; 1[d} et on définit χy ∈ B par la formule
(χyϕ)(x) = χC(y)(x)ϕ(x), (3.4)
où ϕ ∈ L2(IRd). On va montrer un résultat analogue à l’estimation de Thomas-Combes
voir ([11],[12]),[22]) pour les opérateurs Hκ, Hhκ uniformément par rapport à h. On a alors
les Propositions suivantes :
Proposition 3.1. Si f ∈ C∞0 (IR), alors pour tout N ∈ IN il existe une constante CN > 0
telle que l’estimation
||χyf(Hκ)χy′||B1 ≤ CN(1 + |y − y′|)−N (3.5)
soit valable pour tout κ ∈ K et y, y′ ∈ Z d.
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Pour étudier les effets perturbatifs on introduit
Ξκ,κ
′
N (y) =
∑
y˜∈Z d
(1 + |y − y˜|)−N ||χy˜(Vκ − Vκ′)(I −∆)−1||B
et
Ξκ,κ
′
N (y, y
′) = min{Ξκ,κ′N (y), Ξκ,κ
′
N (y
′)},
pour y, y′ ∈ ZZd et dans la Section 3 on va montrer
Proposition 3.2. Si f ∈ C∞0 (IR), alors pour tout N ∈ IN il existe une constante CN > 0
telle que les estimations
||χy(f(Hκ)− f(Hκ′))χy′||B1 ≤ CN(1 + |y − y′|)−NΞκ,κ
′
N (y, y
′)
soient valables pour tout κ, κ′ ∈ K et y, y′ ∈ Z d.
On va démontrer les résultats analogues dans le cas discret. On suppose que (vhκ)κ∈K
est une famille des suites hZZd → IR et qu’il existe des constantes C0, c0 > 0 telles que
l’inégalité
sup
κ∈K
||vhκϕh||h ≤ (1− c0)||∆hϕh||h + C0||ϕh||h (3.6)
soit satisfaite pour tout κ ∈ K et ϕh ∈ l2(hZZd). On considère les opérateurs définit sur
l2(hZZd) par les formules
Hhκ = −∆h + V hκ , (3.7)
(V hκ ϕ
h)(hn) = vhκ(hn)ϕ
h(hn) (3.8)
pour ϕh ∈ l2(hZZd).
On abrège Bh = Bh(L2(IRd)) et pour p ≥ 1 on note Bhp = Bhp (L2(IRd)). Pour y ∈ IRd
on définit χhy ∈ Bh par
(χhyϕ
h)(hn) = χC(y)(hn)ϕ
h(hn) (3.9)
où ϕh ∈ l2(hZZd). Dans la Section 2 on va démontrer :
Proposition 3.3. Si f ∈ C∞0 (IR), alors pour tout N ∈ IN il existe une constante CN > 0
telle que les estimations
||χhyf(Hhκ )χhy′||Bh1 ≤ CN(1 + |y − y′|)−N (3.10)
soient valables pour tout κ ∈ K, y, y′ ∈ Z d et 0 < h ≤ 1.
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Ensuite pour y, y′ ∈ ZZd on introduit
Ξκ,κ
′
h,N(y) =
∑
y˜∈Z d
(1 + |y − y˜|)−N ||χhy˜(V hκ − V hκ′)(I −∆h)−1||Bh1 ,
Ξκ,κ
′
h,N(y, y
′) = min{Ξκ,κ′h,N(y), Ξκ,κ
′
h,N(y
′)},
et dans la Section 3 on va montrer
Proposition 3.4. Si f ∈ C∞0 (IR), alors pour tout N ∈ IN il existe une constante CN > 0
telle que les estimations
||χhy(f(Hhκ )− f(Hhκ′))χhy′||Bh1 ≤ CN(1 + |y − y′|)−NΞ
κ,κ′
h,N(y, y
′)
soient valables pour tout κ, κ′ ∈ K, y, y′ ∈ Z d et 0 < h ≤ 1.
Corollaire 3.1. La partie (a) de la Proposition 1.1 du Chapitre 1 résulte de l’assertion
de la Proposition 3.1.
En effet, utilisant la décomposition
I =
∑
y′∈Z d
χhy′ (3.11)
on peut estimer
||χhyf(Hhκ )||Bh1 ≤
∑
y′∈Z d
||χhyf(Hhκ )χhy′||Bh1 ≤∑
y′∈Z d
Cd+1(1 + |y − y′|)−d−1 =
∑
y′∈Z d
Cd+1(1 + |y′|)−d−1 = C ′d <∞
pour tout κ ∈ K, y ∈ ZZd, 0 < h ≤ 1 et de manière analogue
||χyf(Hκ)||B1 ≤ C ′d <∞
pour tout κ ∈ K, y ∈ ZZd.
Un raisonnement analogue à celui du Corollaire 3.1 donne également
Corollaire 3.2. Pour tout N ∈ IN il existe une constante C ′N > 0 telle que les estimations
||χy(f(Hκ)− f(Hκ′))||B1 ≤ C ′NΞκ,κ
′
N (y),
||χhy(f(Hhκ )− f(Hhκ′))||Bh1 ≤ C ′NΞ
κ,κ′
N (y),
soient valables pour tout y ∈ Z d, κ, κ′ ∈ K et 0 < h ≤ 1.
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Enfin l’assertion (b) de la Proposition 1.1 du Chapitre 1 résulte de
Corollaire 3.3. Soit f ∈ C∞0 (IR) et δ ≥ 0.
(a) S’il existe C > 0 telle que
||χ(y1,y2)(Vκ − Vκ′)(I −∆)−1||B ≤ C(1 + |y2|)−δ,
pour tout (y1, y2) ∈ Z d1 × Z d2, alors il existe C ′ > 0 telle que
||χ(y1,y2)(f(Hκ)− f(Hκ′))||B1 ≤ C ′(1 + |y2|)−δ,
pour tout (y1, y2) ∈ Z d1 × Z d2.
b) S’il existe C > 0 telle que
||χh(y1,y2)(V hκ − V hκ′)(I −∆h)−1||Bh ≤ C(1 + |y2|)−δ,
pour tout (y1, y2) ∈ Z d1 × Z d2 et 0 < h ≤ 1, alors il existe C ′ > 0 telle que
||χh(y1,y2)(f(Hhκ )− f(Hhκ′))||Bh1 ≤ C ′(1 + |y2|)−δ,
pour tout (y1, y2) ∈ Z d1 × Z d2 et 0 < h ≤ 1.
Démonstration du corollaire 3.3 Si y = (y1, y2), y˜ = (y˜1, y˜2), alors utilisant
(1 + |y2|)δ ≤ (1 + |y − y˜|+ |y˜2|)δ ≤ (1 + |y − y˜|)δ(1 + |y˜2|)δ
on voit que l’assertion (a) résulte du Corollaire 3.2 avec N ≥ d+ 1 + δ, car
Ξκ,κ
′
N (y) ≤ C
∑
y˜∈Z d
(1 + |y − y˜|)−d−1−δ(1 + |y˜2|)−δ ≤
C(1 + |y2|)−δ
∑
y˜∈Z d
(1 + |y − y˜|)−d−1 = C ′(1 + |y2|)−δ.
Il est clair que l’assertion (b) s’obtient de manière analogue.

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3.2 Démonstrations des Propositions 3.1 et 3.3
Les démonstrations des Propositions 3.1, 3.3 sont semblables. On commence par
détailler la démonstration de la Proposition 3.3. Le raisonnement est basé sur un certain
nombre des lemmes et on a besoin d’introduire des notations supplémentaires.
Pour λ ∈ C on pose
d(λ) = inf
0<h≤1
inf
κ∈K
min{dist (σ(Hhκ ), λ), 1}, (3.12)
où σ(Hhκ ) désigne le spectre de H
h
κ . Dans la suite on note
Rhκ(λ) = (H
h
κ − λI)−1 (3.13)
si d(λ) > 0 et on observe que
||Rhκ(λ)||Bh = max{1, 1/d(λ)}. (3.14)
Lemme 3.1. On suppose p ≥ 2 et p > d/2. Il existe une constante C1 > 0 telle que
d(λ) > 0 =⇒ sup
0<h≤1
sup
y∈Z d
||χhyRhκ(λ)||Bhp ≤ C1d(λ)−1. (3.15)
Démonstration. D’abord on remarque que l’hypothèse (3.1) permet d’estimer
||(I −∆h)Rhκ(λ)||Bh = ||I − VκRhκ(λ)||Bh ≤ C0d(λ)−1
et par conséquent il suffit de prouver
sup
0<h≤1
sup
y∈Z d
||χhy(I −∆h)−1||Bhp <∞. (3.16)
Pour θh ∈ L∞([−π/h; π/h[d) on définit Θh ∈ B(L2([−π/h; π/h[d)) par
(Θhϕ)(ξ) = θh(ξ)ϕ(ξ) pour ϕ ∈ L2([−π/h; π/h[d). (3.17)
Soit Fh la transformée de Fourier discrète définie par la formule (1.120) du Chapitre 1.
On définit
Ky(θh) = Fh∗ΘhFhχhy ∈ Bh, (3.18)
et on remarque que l’estimation évidente
||Ky(θh)ϕ||h ≤ ||θhFhχhyϕ||h ≤ sup
ξ∈[−pi/h; pi/h[d
|θh(ξ)| ||ϕ||h (3.19)
implique ||Ky(θh)||Bh ≤ ||θh||L∞([−pi/h; pi/h[d).
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On va démontrer qu’il existe une constante C˜ ≥ 1 telle que
||Ky(θh)||Bhp ≤ C˜||θh||Lp([−pi/h; pi/h[d), (3.20)
pour p ≥ 2. En effet pour p ≥ 2 (3.20) résulte par interpolation des espaces Bhp si on
prouve (3.20) pour p=2.
Pour k ∈ ZZd soit δhk ∈ l2(hZZd) tel que δhk(hk) = 1 et δhk(hn) = 0 si n 6= k. Alors
(δhk)k∈Z d est une base orthonormée de l
2(hZZd) et (3.20) pour p=2 résulte de
||Ky(θh)||2Bh2 =
∑
k∈Z d
||ΘhFhχhyδhk||2L2([−pi/h; pi/h[d)
=
∑
{k∈Z d:hk−y∈[0; 1[d}
||FhΘhFhδhk||2L2([−pi/h; pi/h[d)
≤ h−d (2π/h)−d||θh||2L2([−pi/h; pi/h[d).
Cependant, on a (Fh∆hϕ)(ξ) = −ϑh(ξ)(Fhϕ)(ξ) où
ϑh(ξ) =
d∑
j=1
2(1− cos(hξj))
h2
=
d∑
j=1
4
h2
sin2
(
hξj
2
)
(3.21)
pour ξ ∈ [−π/h; π/h[d, donc
(I −∆h)−1χhy = Ky(θh) avec θh(ξ) = (ϑh(ξ) + 1)−1. (3.22)
En utilisant ϑh(ξ) ≥ 14 |ξ|2 pour ξ ∈ [−π/h; π/h[d et le fait que
p > d/2⇒ sup
0<h≤1
∫
IRd
(1 + 1
4
|ξ|2)−1 dξ <∞,
on voit que (3.16) découle de (3.20) .
Lemme 3.2. On suppose p ≥ 2 et p > d/2. Alors, pour tout N ∈ IN, on peut, trouver
une constante CN > 0 telle que
||χhyRhκ(λ)χhy′||Bhp ≤ CNd(λ)−N−1(1 + |y − y′|)−N . (3.23)
pour κ ∈ K, y, y′ ∈ Z d, 0 < h ≤ 1.
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Démonstration. Soit B(y, r) = {x ∈ IRd : |x− y| < r} la boule de rayon r > 0 centrée en
y ∈ ZZd et on définit χhy,r,Θhy,r ∈ Bh par
(χhy,rϕ)(hn) = χB(y,r)(hn)ϕ(hn) pour ϕ ∈ l2(hZd)
(Θhy,rϕ)(hn) = θy,r(hn)ϕ(hn) pour ϕ ∈ l2(hZd)
avec θy,r(x) = θ(|x − y|/r) où θ ∈ C∞(IR) est telle que supp θ ⊂ [−3/2; 3/2], 0 ≤ θ ≤ 1
et θ = 1 sur [−1; 1].
Au lieu de (3.23) nous allons prouver que l’on a
L ≤ |y − y′| ⇒ ||χhyRhκ(λ)χy′,L/2N ||Bhp ≤ CNd(λ)−N−1L−N . (3.24)
Il est clair que (3.24) est vrai pour N = 0 en vertu du Lemme 3.1. Dans la suite on
considère N ∈ IN∗ dans le raisonnement par récurrence.
Utilisant (I − Θhy′,L/2N )χhy′,L/2N = 0 et χhyΘhy′,L/2N = 0 si 4
√
d ≤ L ≤ |y − y′| on peut
écrire
χhyR
h
κ(λ)Θ
h
y′,L/2N = χ
h
y,L/2N [Θ
h
y′,L/2N , R
h
κ(λ)]χ
h
y′,2−NL
= χhyR
h
κ(λ)[−∆h, Θhy,L/2N ]Rhκ(λ)χhy′,L/2N . (3.25)
On établie maintenant la suite on va établir l’existence de la constante C ′N > 0 telle
sup
0<h≤1
sup
y′∈IRd
||[−∆h, Θhy′,L/2N ]Rhκ(λ)||Bh ≤ C ′Nd(λ)−1L−1. (3.26)
Soit (ej)j=1,...,d la base canonique de IR
d et soit θ ∈ C∞0 (IRd). On pose
(T h±jϕ)(hn) = ϕ(h(n± ej)),
(Θhϕ)(hn) = θ(hn)ϕ(hn),
(Θh±jϕ)(hn) = θ(h(n± ej))ϕ(hn)
et on remarque que
(T hhej + T
h
−hej
)Θh = ΘhjT
h
hej
+Θh−jT
h
−hej
=
Θh(T hhej + T
h
−hej
) + (Θhj +Θ
h
−j − 2Θh)T hhej + (Θh −Θh−j)(T hhej − T h−hej)
Par conséquent
[−∆h, Θhy,L/2N ] =
d∑
j=1
(
Θ˜h,+y,N,L,jT
h
hej
+ Θ˜h,−y,N,L,jh
−1(T hhej − T h−hej)
)
(3.27)
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où Θ˜h,±y,N,L,j ∈ Bh sont de la forme
(Θ˜h,±y,N,L,jϕ)(hn) = θ˜
h,±
y,N,L,j(hn)ϕ(hn) (3.28)
avec
supp θ˜ h,±y,N,L,j ⊂ supp θy,L/2N +B(0, 2h), (3.29)
sup
n∈Z d
|θ˜ h,±y,N,L,j(hn)| ≤ C0 max
1≤|ν|≤2
sup
x∈IRd
|∂νθy,L/2N (x)| ≤ C1L−1. (3.30)
On en déduit (3.26) compte tenu du fait que
||h−1(T hhej − T h−hej)Rhκ(λ)||Bh ≤ C0d(λ)−1||h−1(T hhej − T h−hej)(I −∆h)−1||Bh
≤ C0d(λ)−1 sup
−pi/h≤ξj<pi/h
2h−1| sin(hξj)|
(
1 + 4h−2
d∑
j=1
sin2(hξj/2)
)−1
≤ 2C0d(λ)−1 sup
ξ∈IRd
|ξj|(1 + 14 |ξ|2)−1 ≤ Cd(λ)−1.
Dans la suite on suppose 2h ≤ L/2N+1 et par conséquent
(I − χhy′,L/2N−1)[−∆h, Θhy′,L/2N ] = 0,
donc en utilisant (3.25) on peut estimer le membre gauche de (3.24) par
||χhyRhκ(λ)χhy′,L/2N−1||Bhp ||[−∆h, Θhy′,L/2N ]Rhκ(λ)||Bh
≤ CN−1d(λ)−NL−N+1C ′Nd(λ)−1L−1
en vertu de l’hypothèse de récurrence (3.24) pour N − 1 et (3.26).
Lemme 3.3. On suppose p ≥ 2, p > d/2 et on fixe λ0 ∈ C tel que d(λ0) ≥ 1/2. Si
m,N ∈ IN et p ≥ m+1, alors on peut trouver une constante CN,m telle que les estimations
||χhyRhκ(λ0)mRhκ(λ)χhy′||Bh
p/(m+1)
≤ CN,md(λ)−N−1(1 + |y − y′|)−N (3.31)
soient valables pour tout y, y′ ∈ IRd et 0 < h ≤ 1.
Démonstration. On abrège Rhκ(λ0) = R
h
κ et R
h
κ(λ0)
m = Rh,mκ pour m ∈ IN. On observe
que le cas m = 0 a été traité dans le Lemme 3.2. Dans la suite, on fixe m ≥ 1 et on
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suppose que l’assertion est vraie pour m− 1. Utilisant le Lemme 3.2 avec λ0 et N + d+1
au lieu de λ et N , on estime le membre gauche de (3.31) par∑
y˜∈Z d
||χhyRhκχhy˜ ||Bhp ||χhy˜Rh,m−1κ Rhκ(λ)χhy′||Bhp/m ≤
C ′N,m d(λ)
−N−1
∑
y˜∈Z d
(1 + |y − y˜|)−N−d−1(1 + |y˜ − y′|)−N , (3.32)
en vertu de l’hypothèse de récurrence. On observe ensuite que l’inégalité
(1 + |y − y˜|)(1 + |y˜ − y′|) ≥ 1 + |y − y′|
permet d’estimer (3.32) par
C ′N,md(λ)
−N−1(1 + |y − y′|)−N
∑
y˜∈Z d
(1 + |y − y˜|)−d−1,
c’est-à-dire CN,md(λ)−N−1(1 + |y − y′|)−N .
Démonstration de la Proposition 3.1
On fixe λ0 ∈ C tel que d(λ0) ≥ 1/2 et on note fm(λ) = (λ−λ0)mf(λ). On va exprimer
fm(Hκ) à l’aide de la formule de Hellfer-Sjöstrand. Pour cela on note par f˜m une extension
analytique de fm, c’est-à-dire f˜m ∈ C∞(C) vérifie
a) f˜(z) = f(z) pour z ∈ IR
b) suppf˜ ⊂ {z ∈ C : Re z ∈ supp f, |Im z| < 1}
c) pour tout N ∈ IN il existe CN > 0 telle que
|∂z¯f˜m(z)| ≤ CN |Im z|N ,
où ∂z¯f˜m(z) = 12(∂x + i∂y)f˜m(x+ iy) et x = Re z, y = Im z.
Alors utilisant l’expression
fm(H
h
κ ) =
i
2π
∫
C
∂z¯f˜m(z)R
h
κ(z)dz ∧ dz
et f(Hhκ ) = R
h
κ(λ0)
mfm(H
h
κ ) on trouve
χhyf(H
h
κ )χ
h
y′ =
i
2π
∫
C
∂z¯f˜m(z)χ
h
yR
h
κ(λ0)
mRhκ(z)χ
h
y′dz ∧ dz¯.
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On termine la démonstration en estimant ||χhyf(Hhκ )χhy′||Bh1 par
Cm sup
z∈C\IR
|∂z¯f˜m(z)| ||χhyRhκ(λ0)mRhκ(z)χhy′||Bh1 ≤
CN,m(1 + |y − y′|)−N sup
z∈C\IR
|Im z|−N−1|∂z¯f˜m(z)|
en vertu du Lemme 3.3 avec p = m+ 1 ≥ 1 + d/2 et d(z) ≥ |Im z|.

3.3 Démonstrations des Propositions 3.2 et 3.4
Lemme 3.4. On suppose p > d/2, p ≥ 2, on fixe λ0 ∈ C tel que d(λ0) > 1/2 et on pose
ηκ,κ
′
h,m,p(λ, y, y
′) = ||χhyRhκ(λ0)m(Rhκ(λ)−Rhκ′(λ))χhy′||Bh
p/(m+1)
. (3.33)
Si N,m ∈ IN et p ≥ m+ 1, alors il existe une constante CN,m > 0 telle que l’on ait
ηκ,κ
′
h,m,p(λ, y, y
′) ≤ CN,m(1 + |y − y′|)−Nd(λ)−2N−2Ξκ,κ′h,N(y, y′) (3.34)
pour tout κ, κ′ ∈ K, y, y′ ∈ Z d et 0 < h ≤ 1.
Démonstration. On abrège Rhκ(λ0)
m = Rh,mκ . Alors
ηκ,κ
′
h,m,p(λ, y, y
′) =
∑
y˜∈Z d
||χhyRh,mκ Rhκ(λ)χhy˜(V hκ′ − V hκ )χhy˜Rhκ′(λ)χhy′||Bh
p/(m+1)
résulte de l’identité Rhκ(λ)−Rhκ′(λ) = Rhκ(λ)(V hκ′ − V hκ )Rhκ′(λ) et
ηκ,κ
′
h,m,p(λ, y, y
′) ≤
∑
y˜∈Z d
min
j∈{1, 2}
ηκ,κ
′,j
h,m,p(λ, y, y
′, y˜),
où
ηκ,κ
′,1
h,m,p(λ, y, y
′, y˜) = ||χhyRh,mκ Rhκ(λ)χhy˜ ||Bh
p/(m+1)
||χhy˜(V hκ − V hκ′)Rhκ′(λ)||Bh ,
ηκ,κ
′,2
h,m,p(λ, y, y
′, y˜) = ||χhyRh,mκ ||Bh
p/m
||Rhκ(λ)(V hκ − V hκ′)χhy˜ ||Bh ||χhy˜Rhκ′(λ)χhy′||Bhp
avec la convention ||χhyRh,mκ ||Bh
p/m
= ||χhy ||Bh = 1 si m = 0.
En introduisant
Ξκ,κ
′
h (y˜) = ||χhy˜(V hκ − V hκ′)(I −∆h)−1||Bh (3.35)
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on peut estimer
||χhy˜(V hκ − V hκ′)Rhκ′(λ)||Bh ≤ Cd(λ)−1Ξκ,κ
′
h (y˜)
et en utilisant le Lemme 3.3 avec 2N au lieu de N on trouve
ηκ,κ
′,1
h,m,p(λ, y, y
′, y˜) ≤ C ′m,Nd(λ)−2N−2(1 + |y − y˜|)−2NΞκ,κ
′
h (y˜).
Le raisonnement dans la démonstration du Corollaire 3.1 permet de voir que le Lemme
3.3 assure l’existence de Cm > 0 telle que ||χhyRh,mκ ||Bh
p/m
≤ Cm et par conséquent
ηκ,κ
′,2
h,m,p(λ, y, y
′, y˜) ≤ C ′′m,Nd(λ)−2N−2(1 + |y′ − y˜|)−2NΞh,κ
′
κ (y˜).
Cependant,
min{(1 + |y − y˜|)−N , (1 + |y′ − y˜|)−N} = (1 + max{|y − y˜|, |y′ − y˜|})−N
≤ (1 + 1
2
(|y − y˜|+ |y′ − y˜|))−N ≤ (1 + 1
2
|y − y′|)−N
permet d’estimer minj∈{1, 2} η
κ,κ′,j
h,m,p(λ, y, y
′, y˜) par
Cm,Nd(λ)
−2N−2(1 + |y − y′|)−N min{(1 + |y − y˜|)−N , (1 + |y′ − y˜|)−N}Ξκ,κ′κ (y˜)
et pour terminer la démonstration on remarque que∑
y˜∈Z d
min{(1 + |y − y˜|)−N , (1 + |y′ − y˜|)−N}Ξκ,κ′h (y˜) ≤
min{
∑
y˜∈Z d
(1 + |y − y˜|)−NΞκ,κ′h (y˜),
∑
y˜∈Z d
(1 + |y′ − y˜|)−NΞκ,κ′h (y˜)}
et la dernière expression est égale Ξκ,κ
′
h,N(y, y
′).
Lemme 3.5. Pour tout κ, κ′ ∈ K, y, y′ ∈ Z d, 0 < h ≤ 1 et N ∈ IN on a
Ξκ,κ
′
h,N(y, y
′) ≥ (1 + |y − y′|)−NΞκ,κ′h,N(y).
Démonstration. Si Ξκ,κ
′
h (y˜) est donné par la formule (3.35) alors
Ξκ,κ
′
h,N(y
′) =
∑
y˜∈Z d
(1 + |y′ − y˜|)−NΞκ,κ′h (y˜) ≥
∑
y˜∈Z d
(1 + |y′ − y|+ |y − y˜|)−NΞκ,κ′h (y˜) ≥∑
y˜∈Z d
(1 + |y′ − y|)−N(1 + |y − y˜|)−NΞκ,κ′h (y˜)
et la dernière somme est égale (1 + |y − y′|)−NΞκ,κ′h,N(y).
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Lemme 3.6. On suppose p > d/2, p ≥ 2, on fixe λ0 ∈ C tel que d(λ0) > 1/2 et on pose
η˜κ,κ
′
h,m,p(λ, y, y
′) = ||χhy(Rhκ(λ0)m −Rhκ′(λ0)m)Rhκ(λ)χhy′||Bh
p/(m+1)
(3.36)
Si m,N ∈ IN et p ≥ m + 1, alors on peut trouver une constante C˜N,m > 0 telle que l’on
ait
η˜κ,κ
′
h,m,p(λ, y, y
′) ≤ C˜N,m(1 + |y − y′|)−Nd(λ)−4N−2Ξκ,κ′h,N(y, y′) (3.37)
pour tout κ, κ′ ∈ K, y, y′ ∈ Z d et 0 < h ≤ 1.
Démonstration. On abrège Rhκ = R
h
κ(λ0) et R
h
κ(λ0)
m = Rh,mκ pour tout m ∈ IN. Alors
χhy(R
h,m
κ −Rh,mκ′ )Rhκ(λ)χhy′ =
∑
y˜∈Z d
∑
j∈{1, 2}
Bκ,κ
′,j
h,m,λ(y, y
′, y˜)
avec
Bκ,κ
′,1
h,m,λ(y, y
′, y˜) = χhy(R
h
κ −Rhκ′)Rh,m−1κ χhy˜Rhκ(λ)χhy′
Bκ,κ
′,2
h,m,λ(y, y
′, y˜) = χhyR
h
κ′(R
h,m−1
κ′ −Rh,m−1κ )χhy˜Rhκ(λ)χhy′ .
Utilisant le Lemme 3.4 avec m − 1, 2N , λ0 au lieu de m, N , λ et le Lemme 3.2 on peut
estimer
||Bκ,κ′,1h,m,λ(y, y′, y˜)||Bhp/(m+1) ≤
||χhy(Rhκ′ −Rhκ)Rh,m−1κ χhy˜ ||Bh
p/m
||χhy˜Rhκ(λ)χhy′||Bhp ≤
C ′N,md(λ)
−4N−2(1 + |y − y˜|)−2NΞκ,κ′h,N(y)(1 + |y˜ − y′|)−2N .
Ainsi ∑
y˜∈Z d
||Bκ,κ′h,m,p(λ, y, y′, y˜)||Bhp/(m+1) ≤
C ′N,md(λ)
−4N−2(1 + |y − y′|)−2NΞκ,κ′h,N(y) ≤
C˜N,md(λ)
−4N−2(1 + |y − y′|)−NΞκ,κ′h,N(y, y′),
où la dernière inégalité résulte du Lemme 3.5.
Si m = 1 alors Bκ,κ
′,2
h,m,λ(y, y
′, y˜) = 0 et par conséquent l’assertion du lemme est vraie
pour m = 1. Supposons maintenant que m ≥ 2 et l’assertion du lemme est vraie pour
m− 1. Alors ||Bκ,κ′,2h,m,λ(y, y′, y˜)||Bhp/(m+1) s’estime par
||χhyRhκ′(Rh,m−1κ′ −Rh,m−1κ )χhy˜ ||Bhp/m ||χ
h
y˜R
h
κ(λ)χ
h
y′||Bhp ≤
C ′N,md(λ)
−N−1(1 + |y − y˜|)−2NΞκ,κ′h,N(y′)(1 + |y − y˜|)−2N
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et comme auparavant on trouve∑
y˜∈Z d
||Bκ,κ′,2h,m,p(λ, y, y′, y˜)||Bhp/(m+1)
≤ C¯N,md(λ)−N−1(1 + |y − y′|)−2NΞκ,κ′h,N(y) ≤
C ′N,md(λ)
−N−1(1 + |y − y′|)−NΞκ,κ′h,N(y, y′),
terminant démonstration par récurrence.
Démonstration de la Proposition 3.2
Soit f˜m une extension presque-analytique de fm(λ) = (λ − λ0)mf(λ) comme dans la
démonstration de la Proposition 3.1. Alors, en utilisant la formule de Helffer-Sjöstrand
f(Hhκ )− f(Hhκ′) =
i
2π
∫
C
∂z¯f˜m(z)
(
Rh,mκ R
h
κ(z)−Rh,mκ′ Rhκ′(z)
)
dz ∧ dz¯,
où Rh,mκ = R
h
κ(λ0)
m. On termine la démonstration en estimant
||χhy(f(Hhκ )− f(Hhκ′))χhy′||Bh1 ≤
Cm sup
z∈C\IR
|∂z¯f˜m(z)| ||χhy
(
Rh,mκ R
h
κ(z)−Rh,mκ′ Rhκ′(z)
)
χhy′||Bh1 ≤
CN,m(1 + |y − y′|)−NΞκ,κ′h,N(y, y′) sup
z∈C\IR
|Im z|−4N−2|∂z¯f˜m(z)|,
où la dernière inégalité résulte des Lemmes 3.4 et 3.6 compte tenu de
Rh,mκ R
h
κ(z)−Rh,mκ′ Rhκ′(z) = Rh,mκ (Rhκ(z)−Rhκ′(z)) + (Rh,mκ −Rh,mκ′ )Rhκ′(z)
et d(z) ≥ |Im z|.

Démonstration de la Proposition 3.4
On observe qu’il s’agit de la version continue de l’assertion de la Proposition 3.2 et il
suffit de suivre le raisonnement analogue en utilisant Rκ au lieu de Rhκ et Ξ
κ,κ′
N au lieu de
Ξκ,κ
′
h,N .

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Chapitre 4
Les potentiels avec singularités
4.1 Énoncés des résultats
On suppose que v ∈ L2loc(IRd) est une fonction réelle telle qu’il existe des constantes
C0, c0 > 0 vérifiant l’estimation
||vϕ|| ≤ (1− c0)||∆ϕ||+ C0||ϕ||,
pour toute ϕ ∈ C∞0 (IRd). Alors on peut définir l’opérateur auto-adjoint sur L2(IRd) par la
formule
H = −∆+ V,
où (V ϕ)(x) = v(x)ϕ(x) pour ϕ ∈ C∞0 (IRd).
Comme auparavant on désigne par || · ||B la norme de l’espace d’opérateurs bornés
B(L2(IRd)) = B, pour y ∈ ZZd on note C(y) = y + [0; 1[d , on définit les opérateurs χy,
χL
′
L ∈ B par les formules
(χyϕ)(x) = χC(y)(x)ϕ(x),
(χL
′
L ϕ)(x) = χ[−L; L[d1×[−L′; L′[d2 (x)ϕ(x)
où ϕ ∈ L2(IRd) et on s’intéresse à la quantité
NL
′
L (f,H) = (2L)
−d1 trχL
′
L (f(H)− f(−∆)),
pour f ∈ C∞0 (IR).
Définition de Vρ. Pour ρ ≥ 0 on écrit v ∈ Vρ si et seulement si
||v||Vρ = sup
(y1,y2)∈Z
d1×Z d2
(1 + |y2|)ρ||χ(y1,y2)V (I −∆)−1||B <∞.
On a alors
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Théorème 4.1. On suppose v ∈ Vρ avec ρ > d2 et L′ ≥ 1. Alors la limite
NL(f,H) = lim
L′→∞
NL
′
L (f,H)
existe et pour un certain C > 0 on a
sup
L≥1
|NL(f,H)−NL′L (f,H)| ≤ CL′d2−ρ.
Définition de Vpp. On désigne par Vpp l’ensemble des fonctions v ∈ C(IRd1+d2) telles
que x2 → v(·, x2) est une application continue IRd2 → CAP (IRd1), où CAP (IRd1) est muni
de la norme héritée de L∞(IRd1).
Définition de V0pp. v ∈ V0pp si et seulement si v ∈ L2loc(IRd) est adhérent à Vpp dans
la norme || · ||V0 , c’est-à-dire que pour tout ε > 0 il existe vε ∈ Vpp tel que ||v− vε||V0 < ε.
Théorème 4.2. Si v ∈ V0pp, L′ ≥ 1 et f ∈ C∞0 (IR), alors il existe la limite
NL
′
(f,H) = lim
L→∞
NL
′
L (f,H).
Théorème 4.3. Si v ∈ V0pp ∩ Vρ avec ρ > d2 et f ∈ C∞0 (IR), alors on a l’existence des
limites
N(f,H) = lim
L→∞
NLL (f,H) = lim
L′→∞
NL
′
(f,H),
et f → N(f,H) est une distribution D′(IR) avec le support vérifiant
σ(H) = [0; ∞[∪ suppN(·, H).
Notre but suivant est de décrire des conditions d’intégrabilité locale permettant d’es-
timer la norme de Vρ et assurant la possibilité d’utiliser l’approximation discrète. Dans
le Chapitre 5 on considère des interactions du type à N corps où un cas important est
fourni par le potentiel de la forme
v(x1, x2) = w(x1)e
−c|x2||x2|−1
avec d1 = 3(N − 1), d2 = 3 et c > 0 (l’interaction du type de Yukawa).
Pour pouvoir étudier des cas comme le potentiel indiqué ci dessus on va distinguer les
propriétés des régularités en direction de IRd1 × {0} et {0} × IRd2 .
Définition de Lp2p1(IR
d1 , IRd2). ϕ ∈ Lp2p1(IRd1 , IRd2) si et seulement si ϕ ∈ L1loc(IRd) est
telle que
||ϕ||Lp2p1 (IRd1 ,IRd2 ) =
(∫
IRd1
(∫
IRd2
|ϕ(x1, x2)|p2dx2
)p1/p2
dx1
)1/p1
<∞.
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Définition de Vp2,ρp1 . On va écrire v ∈ Vp2,ρp1 si et seulement si v ∈ L1loc(IRd) est tel que
||v||Vp2,ρp1 = sup
(y1,y2)∈Z
d1×Z d2
(1 + |y2|)ρ||χ(y1,y2)v||Lp2p1 (IRd1 ,IRd2 ) <∞.
Définition de Vp2p1,pp. On va écrire v ∈ Vp2p1,pp si et seulement si v ∈ Vp2,0p1 est adhérent
à Vpp dans la norme de Vp2,0p1 , c’est-à-dire que pour tout ε > 0 il existe vε ∈ Vpp tel que
||v − vε||Vp2,0p1 < ε.
Proposition 4.1. On suppose p1 ≥ 2, p2 ≥ 2 et d1p1 + d2p2 < 2. Si v ∈ Vp2,0p1 , alors pour tout
ε > 0 il existe Cε > 0 telle que l’on ait
||vϕ|| ≤ ε||∆ϕ||+ Cε||ϕ||
pour toute ϕ ∈ C∞0 (IRd) et il existe une constante C = Cp1,p2,ρ telle que l’on ait
||v||Vρ ≤ C||v||Vp2,ρp1
pour tout v ∈ Vp2,ρp1 .
Comme dans le Chapitre 1 on désigne par || · ||h la norme de l2(hZZd), on abrège
Bh = B(l2(hZZd)) et on note par −∆h le laplacien discret sur l2(hZZd).
Dans la suite H˜h ∈ Bh est défini par la formule
H˜h = −∆h + V˜ h,
(V˜ hϕh)(hn) = v˜h(hn)ϕh(hn),
avec
v˜h(hn) = h−d
∫
[0;h[d
v(hn+ x) dx.
Théorème 4.4. Si v ∈ Vp2,ρp1 ∩Vp2p1,pp avec ρ > d2, p1 ≥ 2, p2 ≥ 2 et d1p1 + d2p2 < 2, alors les
assertions des Théorèmes 1.2− 1.6 du Chapitre 1 restent vraies avec H˜h au lieu de Hh.
Définition des fonctions presque périodiques de Stepanov Sp1AP (IRd1)
Soit Lp1unif(IRd1) l’espace de Banach défini par la condition ϕ ∈ Lp1unif(IRd1) si et seule-
ment si ϕ ∈ Lp1loc(IRd1) vérifie
||ϕ||Lp1unif(IRd1 ) = sup
y1∈IR
d1
(∫
[0; 1[d
|ϕ(x1 + y1)|p1dx1
)1/p1
<∞.
On définit l’espace Sp1AP (IRd1) comme l’ensemble des fonctions v ∈ Lp1unif(IRd1) qui sont
adhérents à CAP (IRd1) dans la norme de Lp1unif(IRd1).
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Exemple. Pour r > 0 on considère
vr(x1, x2) = w1(x1)|x2|−rw2(x2)
avec {
w1 ∈ Sp1AP (IRd1)
|w2(x2)| ≤ C(1 + |x2|)−ρ
où C > 0 est une constante. Alors on a vr ∈ Vp2,ρp1 ∩ Vp2p1,pp si r < d2/p2.
4.2 Démonstrations
Soit (Hκ)κ∈K la famille d’opérateurs du Chapitre 3 et
NL
′
L (f,Hκ, Hκ′) = (2L)
−d1trχL
′
L (f(Hκ)− f(Hκ′)). (4.1)
Démonstration du Théorème 4.1. En utilisant les estimations du Chapitre 3 dans le
raisonnement de la Section 2 du Chapitre 1 on trouve
|NL1L (f,Hκ, Hκ′)−NL2L (f,Hκ, Hκ′)| ≤ C(Ld2−ρ1 + Ld2−ρ2 )||vκ − vκ′||Vρ ,
donc la condition ||vκ − vκ′||Vρ <∞ avec ρ > d2 assure l’existence de
NL(f,Hκ, Hκ′) = lim
L′→∞
NL
′
L (f,Hκ, Hκ′). (4.2)
Dans le cas particulier Hκ′ = −∆ et Hκ = H on trouve l’assertion énoncée.

Démonstration du Théorème 4.2. Il suffit de vérifier que pour tout κ ∈ K =]0; 1[ il
existe vκ vérifiant (H1), (H2) du Chapitre 1 tel que
sup
L≥1
|NL′L (f,H)−NL
′
L (f,Hκ)| = sup
L≥1
|NL′L (f,H,Hκ)| < κ/4. (4.3)
En effet, si vκ vérifie (H1), (H2) du Chapitre 1, alors on a l’existence de limL→∞NL
′
L (f,Hκ)
et on peut trouver L(κ) > 0 tel que
L2 ≥ L1 ≥ L(κ)⇒ |NL′L1(f,Hκ)−NL
′
L2
(f,Hκ)| < κ/4,
ce qui implique la condition de Cauchy
L2 ≥ L1 ≥ L(κ)⇒ |NL′L1(f,H)−NL
′
L2
(f,H)| < κ,
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et l’existence de limL→∞NL
′
L (f,H).
Soit ϑ0 ∈ C∞0 (IR) telle que 0 ≤ ϑ0 ≤ 1 et ϑ0 = 1 sur [−1; 1]. On définit
HL
′′
= −∆+ V L′′ , (4.4)
où L′′ ≥ 1 et (V L′′ϕ)(x) = vL′′(x)ϕ(x) pour ϕ ∈ C∞0 (IRd) avec
vL
′′
(x1, x2) = v(x1, x2)ϑ0(|x2|/L′′). (4.5)
Alors, on peut estimer
|NL′L (f,H,HL
′′
)| ≤ CN
∑
y2∈Z
d2∩[−L′;L′]d2
ηN(y2, L),
avec
ηN(y2, L) =
∑
y˜2∈Z
d2
(1 + |y2 − y˜2|)−N sup
y1∈Z
d1
||χ(y1,y˜2)(V − V L
′′
)(I −∆)−1||B
≤ CN
∑
{y˜2∈Z
d2 : |y˜2|≥L′′}
(1 + |y2 − y˜2|)−N ||v||V0 .
Donc pour N > d2 on trouve
L′′ ≥ L′′(κ)⇒ |NL′L (f,H,HL
′′
)| ≤ C ′NL′′d2−N ||v||V0 < κ/8 (4.6)
si L′′(κ) est fixé suffisamment grand.
Ensuite on observe que supp vL
′′(κ) ⊂ IRd1 × [−L′′(κ); L′′(κ)]d2 permet d’utiliser la
définition de V0pp pour assurer l’existence de vκ vérifiant (H1), (H2) du Chapitre 1 et
|NL′L (f,Hκ, HL
′′(κ))| ≤ C||vL′′(κ) − vκ||V0 < κ/8. (4.7)
On termine la démonstration en remarquant que (4.6) et (4.7) assurent (4.3).

Démonstration du Théorème 4.3. L’existence et l’égalité des limites pour H résultant
des propriétés analogues pour les opérateurs Hκ décrits dans la démonstration précédente.
Pour prouver l’assertion concernant le support on remarque que
N(f,H) = lim
κ→0
N(f,Hκ),
et
||f(H)− f(Hκ)||B ≤ C||v − vκ||V0 → 0,
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quand κ→ 0 implique ||f(Hκ)||B → ||f(H)||B quand κ→ 0. Ainsi suivant le raisonnement
du Chapitre 1 on trouve
σ(H) =
⋂
ε>0
⋃
0<κ≤ε
σ(Hκ)
et de manière semblable σ(H) = [0; ∞[∪ suppN(·, H) résulte de l’égalité σ(Hκ) =
[0; ∞[∪ suppN(·, Hκ).

La démonstration de la Proposition 4.1 sera donnée dans la Section 3.
Avant de commencer la démonstration du Théorème 4.4 on compare la nouvelle formule
de la discrétisation avec celle du Chapitre 1. Plus précisément on va montrer
Lemme 4.1. On suppose que v vérifie les hypothèses (H1), (H2) et Hh est défini comme
dans le Chapitre 1. Si H˜h est défini comme dans la Section 1 de ce chapitre, alors
lim
h→0
sup
L,L′≥1
|NL′L (f,Hh, H˜h)| = 0 (4.8)
et les énoncés des Théorèmes 1.2− 1.6 du Chapitre 1 restent valables avec H˜h au lieu de
Hh.
Démonstration. Si ρ > d2, alors les résultats du Chapitre 3 permettent d’estimer
|NL′L (f,Hh, H˜h)| ≤ sup
n1∈Z
d1 ,n2∈Z
d2
(1 + |hn2|)ρ|(vh − v˜h)(hn1, hn2)|
et la dernière expression tend vers 0 quand h → 0 si ρ < d2 + δ0. En effet, (x1, x2) →
(1 + |x2|)ρv(x1, x2) est uniformément continue sur IRd1 × IRd2 si ρ < d2 + δ0 et
|(vh − v˜h)(hn1, hn2)| ≤ sup
x∈[0;h[d
|v(hn)− v(hn+ x)|.
Ainsi, NL
′
L (f,H
h, H˜h) = NL
′
L (f,H
h) − NL′L (f, H˜h) → 0 quand h → 0 uniformément par
rapport à L,L′ ≥ 1 et de plus, (4.8) assure que les énoncés des théorèmes 1.2-1.5 du
Chapitre 1 restent valables avec H˜h au lieu de Hh.
Afin d’obtenir l’assertion du Théorème 1.6 du Chapitre 1 pour H˜h en suivant le rai-
sonnement précédent, il suffit de prouver l’égalité
σ(H) =
⋂
ε>0
⋃
0<h≤ε
σ(H˜h),
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qui résulte du fait que ||f(H˜h)||Bh → ||f(H)||B quand h→ 0. Cependant
||f(H˜h)− f(Hh)||Bh ≤ sup
n1∈Z
d1 ,n2∈Z
d2
C(1 + |hn2|)ρ|(vh − v˜h)(hn1, hn2)|,
tend vers 0 quand h→ 0, donc ||f(H˜h)||Bh − ||f(Hh)||Bh → 0 quand h→ 0 et le résultat
du Chapitre 1 assure ||f(Hh)||Bh → ||f(H)||B quand h→ 0.
Dans la suite on décrit la version discrète des normes Vp2,ρp1 . Pour une application
ϕh : hZZd → C on pose
||ϕh||lp2p1 (hZ d1 ,hZ d2 ) =
 ∑
n1∈Z
d1
 ∑
n2∈Z
d2
|ϕh(hn1, hn2)|p2
p1/p2

1/p1
,
et
||ϕh||Vp2,ρp1,h = h
d1
p1
+
d2
p2 sup
(y1,y2)∈Z
d1×Z d2
(1 + |y2|)ρ||χh(y1,y2)ϕh||lp2p1 (hZ d1 ,hZ d2 ).
Alors on a
Proposition 4.2. Il existe une constante C = Cp1,p2,ρ telle que l’on ait
sup
0<h≤1
||v˜h||Vp2,ρp1,h ≤ C||v||Vp2,ρp1 , (4.9)
pour tout v ∈ Vp2,ρp1 .
La démonstration de cette proposition sera donnée dans la Section 3.
La démonstration du Théorème 4.4 se base sur
Proposition 4.3. Soient p1 ≥ 2, p2 ≥ 2 tels que d1p1 + d2p2 < 2. On suppose que v˜h : hZ
d →
IR vérifie la condition sup0<h≤1 ||v˜h||Vp2,ρp1,h <∞. Alors
(a) pour tout ε > 0 il existe Cε > 0 telle que l’on ait
||v˜hϕh||h ≤ ε||∆hϕh||h + Cε||ϕh||h, (4.10)
pour tout ϕh ∈ l2(hZ d), 0 < h ≤ 1 et (y1, y2) ∈ Z d1 × Z d2,
(b) il existe une constante C = Cp1,p2,ρ telle que l’on ait
(1 + |y2|)ρ||χh(y1,y2)V˜ h(I −∆h)−1||Bh ≤ C||v˜h||Vp2,ρp1,h , (4.11)
pour tout (y1, y2) ∈ Z d1 × Z d2 et 0 < h ≤ 1.
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La démonstration de cette proposition sera donnée dans la Section 3.
Démonstration du Théorème 4.4 Dans la suite on suppose que p1 ≥ 2, p2 ≥ 2 satisfont
d1
p1
+ d2
p2
< 2 et (vhκ)κ∈K est une famille des suites hZZ
d → IR telle que
sup
κ∈K
sup
0<h≤1
||vh||Vp2,ρp1,h <∞. (4.12)
Comme dans le Chapitre 3, on note
Hhκ = −∆h + V hκ , (4.13)
(V hκ ϕ
h)(hn) = vhκ(hn)ϕ
h(hn), (4.14)
et on considère
NL
′
L (f,H
h
κ , H
h
κ′) = (2L)
−d1trχh,L
′
L (f(H
h
κ )− f(Hhκ′)).
En combinant l’assertion de la Proposition 4.2 avec les estimations du Chapitre 3, on
trouve
sup
L≥1
|NL′L (f,Hhκ , Hhκ′)| ≤ CL′d2||vhκ − vhκ′||Vp2,0p1,h , (4.15)
et comme précédemment ρ > d2 assure
|NL1L (f,Hκ, Hκ′)−NL2L (f,Hκ, Hκ′)| ≤ C(Ld2−ρ1 + Ld2−ρ2 )||vhκ − vhκ′||Vp2,0p1,h .
Dans le cas particulier Hhκ = −∆h et Hhκ′ = H˜h défini à l’aide de v ∈ Vp2,ρp1 on obtient
l’existence de NL(f, H˜h) = limL′→∞NL
′
L (f, H˜
h) et l’estimation
sup
0<h≤1
sup
L≥1
|NL(f, H˜h)− lim
L′→∞
NL
′
L (f, H˜
h)| ≤ CL′d2−ρ. (4.16)
On observe que l’utilisation du critère de Cauchy de manière analogue comme dans les
démonstrations des Théorème 4.2 et 4.3 permet d’obtenir les assertions des théorèmes 1.2-
1.6 du chapitre 1 avec H˜h et v ∈ Vp2,ρp1 ∩Vp2p1,pp sachant l’existence d’une famille (H˜hκ )0<κ≤1
telle que
sup
L,L′≥1
|NL′L (f, H˜h, H˜hκ )| < κ/4, (4.17)
où H˜hκ = ∆
h + V˜ hκ avec v˜
h
κ défini à l’aide de vκ vérifiant les hypothèses (H1), (H2).
Ainsi, pour compléter la démonstration on remarque que
|NL′L (f, H˜h, H˜hκ )| ≤ CL′d2 ||v˜h − v˜hκ||Vp2,0p1,h ≤ C
′L′d2||v − vκ||Vp2,0p1 ,
et l’hypothèse v ∈ Vp2p1,pp ∩ Vp2,ρp1 permet de trouver vκ vérifiant les hypothèses (H1), (H2)
de la même façon que celle de la démonstration du Théorème 4.2.

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4.3 Estimations des normes
Pour j =1, 2, 0 < h ≤ 1 et p ≥ 1 on définit lp(hZZdj) comme l’ensemble des applications
ϕhj : hZZ
dj → C telles que
||ϕhj ||lp(hZ dj ) =
 ∑
nj∈Z
dj
|ϕhj (hnj)|p
1/p <∞.
De plus l∞(hZZdj) désigne l’ensemble des applications bornées ϕhj : hZZ
dj → C et on note
||ϕhj ||l∞(hZ dj ) = sup
nj∈Z
dj
|ϕhj (hnj)|.
Pour y ∈ ZZd et yj ∈ ZZdj on note
C(y) = y + [0; 1[d, C ′(y) = y + [0; 2[d,
C(yj) = yj + [0; 1[dj , C ′(yj) = yj + [0; 2[dj .
Démonstration de la Proposition 4.2. On pose
w˜h(x1, hn2) =
∫
[0; h[d2
v(x1, x2 + hn2)h
−d2dx2.
Alors
v˜h(hn1, hn2) =
∫
[0; h[d1
w˜h(hn1 + x1, hn2)h
−d1dx1,
et l’inégalité de Hölder assure
|v˜h(hn1, hn2)|p1 ≤
∫
[0; h[d1
|w˜h(hn1 + x1, hn2)|p1h−d1dx1.
Donc
hd1
∑
n1∈Z
d1
χC(y1)(hn1)|v˜h(hn1, hn2)|p1 ≤
∫
C′(y1)
|w˜h(x1, hn2)|p1dx1,
et introduisant la notation
v˜hy1(hn1, hn2) = χC(y1)(hn1)v˜
h(hn1, hn2),
w˜hy1(x1, hn2) = χC′(y1)(x1)w˜
h(x1, hn2),
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on trouve
hd1/p1||v˜hy1(·, hn2)||l2(hZ d1 ) ≤ ||w˜hy1(·, hn2)||Lp1 (IRd1 ).
Ensuite on pose vy1(x1, x2) = χC′(y1)(x1)v(x1, x2) et on remarque que
||w˜hy1(·, hn2)||Lp1 (IRd1 ) ≤
∫
[0; h[d2
||vy1(·, x2 + hn2)||Lp1 (IRd1 )h−d2dx2
résulte de la convexité de la norme, donc
hd1/p1||v˜hy1(·, hn2)||p2l2(hZ d1 ) ≤
∫
[0; h[d1
||vy1(·, x2 + hn2)||Lp1 (IRd1 )h−d2dx2
et l’inégalité de Hölder assure
h
d1p2
p1 ||v˜hy1(·, hn2)||p2l2(hZ d1 ) ≤
∫
[0; h[d1
||vy1(·, x2 + hn2)||p2Lp1 (IRd1 )h−d2dx2.
Ainsi
h
d2+
d1p2
p1
∑
n2∈Z
d2
χC(y2)(hn2)||v˜hy1(·, hn2)||p2l2(hZ d1 ) ≤
∫
C′(y2)
||vy1(·, x2)||p2Lp1 (IRd1 )dx2
et finalement
h
d2
p2
+
d1
p1 ||χC(y)v˜h||lp2p1 (hZ d1 ,hZ d2 ) ≤ ||χC′(y)v||Lp2p1 (IRd1 ,IRd2 )
donne l’assertion de la proposition.

Lemme 4.2. On suppose p ≥ 2 et 0 < d/p < s. Alors il existe une constante C = Cs,p,d
telle que
||whϕh||l2(hZ d) ≤ Chd/p||wh||lp(hZ d) ||(I −∆h)s/2ϕh||l2(hZ d), (4.18)
pour tout ϕh ∈ l2(hZ d).
Démonstration. Si Fh est la transformée de Fourier définie dans la Section 4 du chapitre
1, alors
||ϕh||l2(hZ d) = ||Fhϕh||L2([−pi/h; pi/h[d), (4.19)
et définissant
ϑhs (ξ) =
(
1 +
d∑
j=1
2(1− cos(hξj))
h2
)s
,
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pour tout s ∈ IR on trouve
||(I −∆h)s/2ϕh||l2(hZ d) = ||ϑhsFhϕh||L2([−pi/h; pi/h[d).
Si p ≥ 2 alors on peut trouver q′ ∈ [1; 2] tel que 1/q′ = 1/p + 1/2. Alors l’inégalité de
Hölder donne
||Fhϕh||Lq′ ([−pi/h; pi/h[d) ≤ ||ϑh−s||Lp([−pi/h; pi/h[d)||ϑhsFhϕh||L2([−pi/h; pi/h[d),
et compte tenu du fait que ps > d assure
sup
0<h≤1
||ϑh−s||Lp([−pi/h; pi/h[d) ≤
(∫
IRd
(1 + |ξ|2/4)−ps/2dξ
)1/p
<∞,
il existe une constante C telle que
||Fhϕh||Lq′ ([−pi/h; pi/h[d) ≤ C||(I −∆h)s/2ϕh||l2(hZ d). (4.20)
Compte tenu de (4.19) et
||ϕh||l∞(hZ d) ≤ (2π/h)−d/2||Fhϕh||L2([−pi/h; pi/h[d), (4.21)
on peut utiliser le théorème de l’interpolation des espaces Lp pour assurer
1
q
+
1
q′
= 1⇒ ||ϕh||lq(hZ d) ≤ (2π/h)d/q−d/2||Fhϕh||Lq′ ([−pi/h; pi/h[d). (4.22)
Pour terminer on remarque que 1
q
= 1− 1
q′
= 1
2
− 1
p
permet d’utiliser l’inégalité de Hölder
||whϕh||l2(hZ d) ≤ ||wh||lp(hZ d)||ϕh||lq(hZ d),
ce qui termine la démonstration en vertu de (4.20) et (4.22) où on utilise d
2
− d
q
= d
p
.
démonstration de la Proposition 4.3. On peut décomposer
∆h = ∆h1 ⊗ I2 + I1 ⊗∆h2 ,
où ∆hj désigne le laplacien discret sur l
2(hZZdj) et Ij désigne l’opérateur de l’identité sur
l2(hZZdj) pour j =1, 2. L’hypothèse d1
p1
+ d2
p2
< 2 permet de trouver s1 > d1/p1 et s2 > d2/p2
tels que s1 + s2 < 2 et que pour tout ε > 0 il existe Cε > 0 tel que
||(I1 −∆h1)s1/2 ⊗ (I2 −∆h2)s2/2ϕh||h ≤ ε||∆hϕh||h + Cε||ϕh||h.
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Pour simplifier on suppose supp v˜h ⊂ [0; 1]d et on montre
||v˜hϕh||h ≤ Ch
d1
p1
+
d2
p2 ||v˜h||lp2p1 (hZ d1 ,hZ d2 )||(I1 −∆
h
1)
s1/2 ⊗ (I2 −∆h2)s2/2ϕh||h. (4.23)
En introduisant
ϕhs1(·, hn2) = (I1 −∆h1)s1/2ϕh(·, hn2),
w˜h(hn2) = h
d1/p1||v˜h(·, hn2)||lp1 (hZ d1 ),
on trouve que le Lemme 4.2 avec d1 au lieu de d et vh(·, hn2) au lieu de wh donne∑
n1∈Z
d1
|(v˜hϕh)(hn1, hn2)|2 ≤
∑
n1∈Z
d1
|w˜h(hn2)ϕhs1(hn1, hn2)|2. (4.24)
En utilisant le Lemme 4.2 avec d2 au lieu de d et w˜h au lieu de wh on trouve∑
n2∈Z
d2
|w˜h(hn2)ϕhs1(hn1, hn2)|2 ≤ ||w˜h||2lp2 (hZ d2 )|ϕhs1,s2(hn1, hn2)|2 (4.25)
avec
ϕhs1,s2(hn1, ·) = (I2 −∆h2)s2/2ϕh(hn1, ·).
Ainsi (4.24) et la sommation des inégalités (4.25) par rapport à n1 ∈ ZZd1 donnent
||v˜hϕh||h ≤ Ch
d1
p1
+
d2
p2 ||w˜h||lp2p1 (hZ d2 )||ϕ
h
s1,s2
||h,
c’est-à-dire on obtient (4.23).

Démonstration de la Proposition 4.1. On observe qu’il s’agit de la version continue de
l’assertion de la Proposition 4.3 et il suffit de suivre le raisonnement analogue en utilisant
la transformée de Fourier F au lieu de Fh et les laplaciens sur IRdj au lieu de ∆hj .

Chapitre 5
Problème à N corps
5.1 Introduction
Dans ce chapitre on s’intéresse à un modèle mathématique d’un système quantique
dans un milieu non-homogène avec des propriétés d’homogénéité en moyenne spatiale
permettant la définition d’une limite thermodynamique qui compare le volume avec le
nombre des niveaux d’énergie en dessous d’une valeur donnée pour le système restreint à
une région bornée. On désigne par H (respectivement H0) l’hamiltonien du système avec
interactions (respectivement sans interactions). On suppose que l’hamiltonien du système
est un opérateur de Schrödinger sur L2(IRd) de la forme
H = H0 + V, (5.1)
où V est l’opérateur de multiplication par le potentiel d’interactions entre les particules
du système.
Un cas particulier de N particules sans interactions dans un champ extérieur pério-
dique ou presque périodique est donné par l’opérateur auto-adjoint sur L2(IR3N) de la
forme
(H0ϕ)(x1, ..., xN) = −
N∑
j=1
1
2mj
∆xjϕ(x1, ..., xN) + vj(xj)ϕ(x1, ..., xN), (5.2)
oùmj > 0 est la masse de la particule numéro j, xj = (x
(1)
j , x
(2)
j , x
(3)
j ) ∈ IR3 est sa position,
∆xj = ∂
2
x
(1)
j
++∂2
x
(2)
j
+∂2
x
(3)
j
et le potentiel extérieur vj : IR
3 → IR est périodique ou presque
périodique pour j = 1, ..., N .
On pose A = {(j, k) ∈ IN2 : 1 ≤ j < k ≤ N} et
π(j,k)(x1, ..., xN) = xj − xk pour (j, k) ∈ A.
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Alors, on suppose que V est donné par la formule
(V ϕ)(x) =
∑
a∈A
va(π
ax)ϕ(x) (5.3)
où le potentiel de l’interaction entre les particules numéro j et k s’exprime par la fonction
v(j,k) : IR
3 → IR qui décroît rapidement à l’infini.
Pour décrire le cas général on suppose que l’espace de configuration X est un espace
euclidien de dimension finie, || · || est la norme de L2(X), B = B(L2(X)) est l’algèbre de
Banach des opérateurs bornés sur L2(X) et B1 = B1(L2(X)) l’idéal des opérateurs à trace
sur L2(X). On considère
H0 = −∆X + V0, (5.4)
où ∆X désigne l’opérateur de Laplace-Beltrami sur X et V0 est un opérateur de multipli-
cation par la fonction réelle v0 ∈ L2loc(X) avec la borne relative nulle par rapport à ∆X ,
c’est-à-dire pour tout ε > 0 il existe Cε > 0 telle que pour toute ϕ ∈ C∞0 (X) on ait
||V0ϕ|| ≤ ε||∆Xϕ||+ Cε||ϕ|| (5.5)
où (V0ϕ)(x) = v0(x)ϕ(x) pour x ∈ X.
On peut remarquer que l’opérateur (5.2) s’écrit sous la forme (5.4) si X = (IR3N , 〈·, ·〉)
avec 〈(x1, . . . , xN), (y1, . . . , yN)〉 =
∑N
j=1 2mjxj · yj.
Pour λ ∈ IR on désigne par E]−∞,λ](H0) le projecteur spectral de H0 sur ]−∞, λ] et
χB(y,r) ∈ B est l’opérateur de multiplication par la fonction caractéristique de la boule
B(y, r) = {x ∈ X : |x − y| < r} pour r > 0, y ∈ X. La relation de base entre le volume
et le nombre des niveaux d’énergie est donnée par
Proposition 5.1. Soit λ ∈ IR. Alors sous l’hypothèse faite sur V0 on a
sup
y∈X
||χB(y,1)E]−∞,λ](H0)||B1 <∞ (5.6)
et par conséquent il existe une constante Cλ > 0 telle que pour tout L ≥ 1 on ait
νH
0
L (λ) = trχB(y,L)E]−∞,λ](H
0) ≤ CλLdimX . (5.7)
La démonstration de ce résultat est essentiellement la traduction de la démonstration
du Corollaire 3.2 du Chapitre 3.
Pour décrire V on considère un ensemble fini A et (Xa)a∈A une famille finie des
sous-espaces vectoriels Xa ⊂ X tels que Xa 6= X pour tout a ∈ A. Soit πa : X → Xa
la projection orthogonale sur Xa. On pose πa = I − πa, Xa = Kerπa. Alors πa est la
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projection orthogonale sur Xa qui est le supplémentaire orthogonal de Xa dans X. On
considère
V =
∑
a∈A
Va, (5.8)
où Va est un opérateur de multiplication par la fonction réelle va ∈ L2loc(X) avec la borne
relative nulle par rapport à ∆X , c’est-à-dire pour tout ε > 0 il existe Cε > 0 telle que
pour toute ϕ ∈ C∞0 (X) on ait
||Vaϕ|| ≤ ε||∆Xϕ||+ Cε||ϕ|| (5.9)
où (Vaϕ)(x) = va(x)ϕ(x) pour ϕ ∈ C∞0 (X). De plus on suppose que pour tout a ∈ A on
peut trouver Ca, ρa > 0 tels que l’on ait
||χB(y,1)Va(I −∆)−1||B ≤ Ca(1 + |πay|)−ρa (5.10)
pour tout y ∈ X.
Dans la suite H = H0 + V avec H0 vérifiant (5.4-5.5) et V vérifiant (5.8-5.10).
Alors l’assertion de la Proposition 5.1 reste vraie pour H, c’est-à-dire pour une certaine
constante Cλ on a
νHL (λ) = trχB(y,L)E]−∞,λ](H) ≤ CλLdimX . (5.11)
Dans la suite on note
d = dimX, d1 = max {dimXa : a ∈ A} (5.12)
et on énonce le résultat suivant :
Proposition 5.2. Soit A′ ⊂ A et
H ′ = H0 +
∑
a∈A′
Va, (5.13)
avec la convention H ′ = H0 si A′ = ∅. Soit f ∈ C∞0 (IR) et
ρ′ = min {ρa : a ∈ A \ A′}. (5.14)
(a) Si ρa = d− da ⇒ da < d1 pour tout a ∈ A \ A′ alors
trχB(0,L)(f(H)− f(H ′)) = O(Ld1 + Ld−ρ′). (5.15)
(b) S’il existe a ∈ A \ A′ tel que ρa = d− da = d− d1 alors
trχB(0,L)(f(H)− f(H ′)) = O(Ld1 lnL + Ld−ρ′). (5.16)
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Utilisant l’assertion de la Proposition 5.2 avec H ′ = H0 on voit que pour toute fonction
f ∈ C∞0 (IR) on a∫
IR
f(λ)L−d(dνHL (λ)− dνH
0
L (λ)) = trL
−dχB(0,L)(f(H)− f(H ′)) → 0
quand L→∞. Ceci correspond au résultat du travail de F. Klopp, H. Zenk [44] décrivant
l’équivalence de l’existence de la densité d’états standards pour H et pour H0, c’est-à-dire
l’existence de la limite faible des mesures L−ddνHL et L
−ddνH
0
L quand L → ∞, ainsi que
l’égalité de ces limites si elles existent.
Par conséquent, des informations concernant le spectre de H peuvent être obtenues
uniquement par une étude plus fine du comportement des mesures dνHL quand L → ∞.
Pour cela on introduit
A1 = {a ∈ A : dimXa = d1}, (5.17)
Ha = H
0 + Va, (5.18)
où a ∈ A1 et pour f ∈ C∞0 (IR), L ≥ 1, on définit
NL(f,Ha) =
1
γd1L
d1
trχB(0,L)(f(Ha)− f(H0)), (5.19)
où γm désigne le volume de la boule unité dans IR
m.
Notre résultat principal est
Théorème 5.1. Soit f ∈ C∞0 (IR). On suppose que ρa > d − d1 pour tout a ∈ A et la
limite
N(f,Ha) = lim
L→∞
NL(f,Ha) (5.20)
existe pour tout a ∈ A1. Alors la limite
N(f,H) = lim
L→∞
1
γd1L
d1
trχB(0,L)(f(H)− f(H0)) (5.21)
existe et on a
N(f,H) =
∑
a∈A1
N(f,Ha). (5.22)
On en déduit
Corollaire 5.1. On suppose que ρa > d − d1 pour tout a ∈ A et f → N(f,Ha) définit
une distribution D′(IR) pour tout a ∈ A1. Alors
(a) La formule f → N(f,H) définit une distribution D′(IR).
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(b) La restriction de la distribution N(·, Ha) à IR\σ(H0) est une mesure positive dont
le support vérifie
suppN(·, Ha) \ σ(H0) ⊂ σ(Ha) \ σ(H0)
et la restriction de la distribution N(·, H) à IR \ σ(H0) est une mesure positive dont le
support vérifie
suppN(·, H) \ σ(H0) ⊂ σ(H) \ σ(H0).
(c) La formule (5.22) assure
suppN(·, H) \ σ(H0) =
⋃
a∈A1
suppN(·, Ha) \ σ(H0)
et compte tenu de (b) on a⋃
a∈A1
suppN(·, Ha) \ σ(H0) ⊂ σ(H) \ σ(H0).
Corollaire 5.2. On suppose que ρa > d − d1 pour tout a ∈ A et f → N(f,Ha) définit
une distribution D′(IR) telle que
suppN(·, Ha) \ σ(H0) = σ(Ha) \ σ(H0)
pour tout a ∈ A1. Alors ⋃
a∈A1
σ(Ha) \ σ(H0) ⊂ σ(H) \ σ(H0).
Pour commenter l’hypothèse de l’existence de N(f,Ha) on peut se servir d’une isomé-
trie ja : IR
d → X donnée par
ja(x
(1), ..., x(d)) =
d∑
j=1
x(d)ej,
où (ej)j=1,...,d est une base orthonormée de X telle que ej ∈ Xa pour j = 1, . . . , d1. On a
alors
Proposition 5.3. On suppose que pour tout a ∈ A on a ρa > d− d1 et pour tout a ∈ A1
on a va ◦ ja ∈ V0pp et v0 ◦ ja ∈ CAP (IRd) ou bien SpAP (IRd) avec p ≥ 2, p > d/2, en
notations du Chapitre 4. Alors
(a) Pour toute f ∈ C∞0 (IR) on a l’existence de la limite (5.20) et
N(f,Ha) = (2L)
−d1trχ[−L; L]d(f(−∆+ V˜0,a + V˜a)− f(−∆+ V˜0,a)),
où pour ϕ ∈ C∞0 (IRd) on a défini
(V˜aϕ)(x) = va(ja(x))ϕ(x), (V˜0,aϕ)(x) = v0(ja(x))ϕ(x).
(b) Si V0 = 0, alors on a suppN(·, Ha) \ σ(H0) = σ(Ha) \ σ(H0).
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5.2 Démonstration de la Proposition 5.2
Dans la suite, X est muni d’une base orthonormée fixée (ej)j=1,...,d, on identifie x =
x(1)e1+· · ·+x(d)ed avec (x(1), . . . x(d)) ∈ IRd et pour y ∈ X on écrit y ∈ ZZd si et seulement si
y = y(1)e1 + · · ·+ y(d)ed avec y(1), . . . , y(d) ∈ ZZ. Enfin χy est l’opérateur de multiplication
par la fonction caractéristique du cube C(y) comme dans le Chapitre 1. Dans toute la
suite, f ∈ C∞0 (IR) est fixée.
Lemme 5.1. Si H et H ′ vérifient les hypothèses de la Proposition 5.2 alors
||χy (f(H)− f(H ′)) ||B1 ≤ C
∑
a∈A\A′
(1 + |πay|)−ρa . (5.23)
Démonstration. En vertu du Corollaire 3.2 du Chapitre 3 on a
||χy (f(H)− f(H ′)) ||B1 ≤ CNΞN(y)
avec
ΞN(y) =
∑
y˜∈Z d
(1 + |y − y˜|)−N ||χy˜
∑
a∈A\A′
Va(I −∆)−1||B.
Ainsi on peut estimer
ΞN(y) ≤
∑
a∈A\A′
ΞaN(y),
où
ΞaN(y) =
∑
y˜∈Z d
(1 + |y − y˜|)−N ||χy˜Va(I −∆)−1||B.
En vertu de l’hypothèse (5.10) on a
ΞaN(y) ≤ C
∑
y˜∈Z d
(1 + |y − y˜|)−N(1 + |πay˜|)−ρa
et (1 + |y − y˜|)(1 + |πay˜|) ≥ 1 + |πay| permet d’estimer ΞaN(y) par
C(1 + |πay|)−ρa
∑
y∈Z d
(1 + |y − y˜|)ρa−N = C ′(1 + |πay|)−ρa
si on choisit N > d+ ρa.
Lemme 5.2. Pour a ∈ A on pose da = dimXa et
Φa(L) =
∑
y∈Z d∩B(0,2L)
(1 + |πay|)−ρa . (5.24)
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(a) Si ρa + da > d alors Φa(L) = O(L
da).
(b) Si ρa + da = d alors Φa(L) = O(L
da ln L).
(c) Si ρa + da < d alors Φa(L) = O(L
d−ρa).
Démonstration. Dans la suite on suppose que L ≥ L0 où L0 est fixé en fonction de la
dimension d. Alors on peut majorer
Φa(L) ≤ C
∫
B(0,3L)
(1 + |πax|)−ρadx.
Ensuite, on observe que B(0, 3L) ⊂ Ba(3L) +Ba(3L) où
Ba(r) = B(0, r) ∩Xa, Ba(r) = B(0, r) ∩Xa
et compte tenu du fait que volBa(3L) = γda(3L)
da on trouve
Φa(L) ≤ C ′LdaΦd−da,ρa(L)
avec
Φm,ρ(L) =
∫
{z∈IRm: |z|≤3L}
(1 + |z|)−ρdz = cd
∫ 3L
0
sm−1(1 + s)−ρds,
donc on a 
ρ > m⇒ Φm,ρ(L) = O(1),
ρ = m⇒ Φm,ρ(L) = O(lnL),
ρ < m⇒ Φm,ρ(L) = O(Lm−ρ)
et les assertions (a), (b), (c) en résultent.
Démonstration de la Proposition 5.2. Si L ≥ L0 alors on peut écrire
χB(0,L) = χB(0,L)
∑
y∈Z d∩B(0,2L)
χy
et le Lemme 5.1 permet d’estimer ||χB(0,L)(f(H)− f(H ′))||B1 par∑
y∈Z d∩B(0,2L)
||χy (f(H)− f(H ′)) ||B1 ≤
∑
a∈A\A′
Φa(L),
où Φa(L) est défini dans le Lemme 5.2.
Soit a ∈ A \ A′ tel que ρa < d− da. Alors le Lemme 5.2(c) assure
Φa(L) ≤ CLd−ρa ≤ CLd−ρ′ .
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Soit a ∈ A \ A′ tel que ρa > d− da. Alors le Lemme 5.2(a) assure
Φa(L) ≤ CLda ≤ CLd1 .
Soit a ∈ A \ A′ tel que ρa = d− da et da < d1. Alors le Lemme 5.2(b) assure
Φa(L) ≤ CLda lnL ≤ CLd1 ,
ce qui termine la démonstration de l’assertion (a).
Pour obtenir l’assertion (b) il reste à remarquer que
ρa = d− da = d− d1 ⇒ Φa(L) ≤ CLd1 lnL
résulte du Lemme 5.2(b).

5.3 Démonstration du Théorème 5.1
Dans cette section on suppose que toutes les hypothèses du Théorème 5.1 sont satis-
faites. Pour commencer on remarque qu’au lieu de prouver l’assertion du Théorème 5.1
pour l’opérateur H, il suffit de la prouver pour l’opérateur
H ′ = H0 +
∑
a∈A1
Va. (5.25)
En effet, on a
Lemme 5.3. Si H ′ est donné par (5.25) et f ∈ C∞0 (IR) alors
lim
L→∞
L−d1trχB(0,L) (f(H)− f(H ′)) = 0. (5.26)
Démonstration. En vertu du Lemme 5.1 on a
||χB(0,L) (f(H)− f(H ′)) ||B1 ≤ C
∑
a∈A\A1
Φa(L)
avec Φa(L) du Lemme 5.2 et la démonstration s’achève en utilisant les estimations du
Lemme 5.2 pour a ∈ A \ A1.
La suite de la démonstration utilise une partition de la boule B(0, L) en 2 + cardA1
parties deux à deux disjointes. Si Y ⊂ X et r > 0 alors on note
B(Y, r) = {x ∈ X : dist (x, Y ) < r} = Y +B(0, r).
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On fixe ε > 0 suffisamment petit et on définit
Xε+(L) = B(0, L) \
⋃
a∈A1
B(Xa, 2L
ε), (5.27)
Xεa(L) = B(0, L) ∩B(Xa, 2Lε) \
⋃
a′∈A1\{a}
B(Xa′ , 2L
ε) (5.28)
pour tout a ∈ A1 et
Xε−(L) = X
ε
+(L) \
⋃
a∈A1
Xεa(L). (5.29)
Lemme 5.4. Pour a ∈ A1 on pose Γεa(L) = Z d ∩B(0, 2L) \B(Xa, Lε) et
Φεa(L) =
∑
y∈Γεa(L)
(1 + |πay|)−ρa . (5.30)
Soit ρ1 = mina∈A1 ρa. Si 0 < ρ1ε < ρ1 + d1 − d alors Φεa(L) = O(Ld1−ερ1).
Démonstration. Si y ∈ Γεa(L) alors |πay| ≥ Lε et par conséquent
(1 + |πay|)−ρ1 ≤ (1 + |πay|)−ρ1ε−(1−ε)ρ1 ≤ L−ρ1ε(1 + |πay|)−(1−ε)ρ1 .
Il reste à remarque que l’hypothèse ρ1 − ρ1ε > d− d1 permet d’estimer∑
y∈Z d∩B(0,2L)
(1 + |πay|)−ρ1+ρ1ε = O(Ld1)
comme dans la démonstration du Lemme 5.1 .
Lemme 5.5. On définit χε+,L ∈ B par la formule
(χε+,Lϕ)(x) = χXε+(L)(x)ϕ(x) (5.31)
pour ϕ ∈ L2(X) et on pose
Gε+,L = χ
ε
+,L
(
f(H ′)− f(H0)) . (5.32)
Alors ||Gε+,L||B1 = O(Ld1−ερ1).
Démonstration. Compte tenu du fait que χε+,Lχy 6= 0⇒ y ∈
⋂
a∈A1
Γεa(L), on peut estimer
||Gε+,L||B1 ≤
∑
y∈Z d
||χyGε+,L||B1 ≤ C
∑
a∈A1
Φεa(L)
avec Φεa(L) du Lemme 5.4, donc l’assertion énoncée résulte de l’assertion du Lemme 5.4.
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Lemme 5.6. Pour a ∈ A1 on pose
Gεa,L = χ
ε
a,L (f(H
′)− f(Ha)) , (5.33)
où χεa,L ∈ B est défini pour ϕ ∈ L2(X) par la formule
(χεa,Lϕ)(x) = χXεa(L)(x)ϕ(x). (5.34)
Alors ||Gεa,L||B1 = O(Ld1−ερ1).
Démonstration. Compte tenu du fait que χεa,Lχy 6= 0 ⇒ y ∈
⋃
a′∈A1\{a}
Γεa(L), on peut
estimer
||Gεa,L||B1 ≤
∑
y∈Z d
||χyGεa,L||B1 ≤ C
∑
a′∈A1\{a}
Φεa′(L),
avec Φεa′(L) du Lemme 5.4, donc l’assertion énoncée résulte de l’assertion du Lemme
5.4.
Démonstration du Théorème 5.1. Compte tenu du Lemme 5.3 il suffit de montrer
lim
L→∞
L−d1trGL = 0
avec
GL = χL
(
f(H ′)− f(H0)−
∑
a∈A1
(
(f(Ha)− f(H0)
))
.
Soit χε−,L ∈ B défini par la formule
(χε−,Lϕ)(x) = χXε−(L)(x)ϕ(x),
pour ϕ ∈ L2(X). On peut alors écrire la décomposition
χL = χ
ε
+,L + χ
ε
−,L +
∑
a∈A1
χε+,L
et exprimer
GL = G
ε
+,L +G
ε
−,L +
∑
a∈A1
(Gεa,L + G˜
ε
a,L),
où Gε+,L sont comme dans le Lemme 5.5, G
ε
a,L sont comme dans le Lemme 5.6,
G˜εa,L = χ
ε
+,L
(
f(Ha)− f(H0)
)
,
Gε−,L = χ
ε
−,L
(
f(H)−
∑
a∈A1
f(Ha)
)
.
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On observe que ||Gε+,L||B1 = O(Ld1−ερ1) en vertu du Lemme 5.5 et il est possible de rem-
placer H ′ par Ha dans le raisonnement, donc on a aussi ||G˜εa,L||B1 = O(Ld1−ερ1). Ensuite
||Gεa,L||B1 = O(Ld1−ερ1) est assuré par le Lemme 5.6 et pour terminer la démonstration il
reste à prouver l’existence de κ > 0 tel que
||Gε−,L||B1 = O(Ld1−κ).
Pour obtenir cette dernière estimation on écrit∑
y∈Z d
||χyχε−,Lf(H)||B1 ≤ Ccard Γε(L),
∑
a∈A1
∑
y∈Z d
||χyχε−,Lf(Ha)||B1 ≤ Ccard Γε(L),
où Γε(L) = {y ∈ ZZd : χyχε−,L 6= 0}. Cependant
Γε(L) ⊂ ∪a∈A1 ∪a′∈A1\{a} Γa,a′(L)
avec Γεa,a′(L) = ZZ
d ∩B(0, 3L) ∩B(Xa, 3Lε) ∩B(Xa′ , 3Lε). Mais
B(Xa, 3L
ε) ∩B(Xa′ , 3Lε) = B(Xa,a′ , 3Lε),
où Xa,a′ = Xa ∩Xa′ . On désigne par Xa,a′ le supplémentaire orthogonal de Xa,a′ dans X.
Alors
card Γεa,a′(L) ≤ vol (Xa,a′ ∩B(0, 4L) +Xa,a
′ ∩B(0, 4Lε))
et
volXa,a′ ∩B(0, 4L) = γd(a,a′)(4L)d(a,a′),
volXa,a
′ ∩B(0, 4Lε) = γd−d(a,a′)(4Lε)d−d(a,a′),
où d(a, a′) = dimXa,a′ . Ainsi
card Γεa,a′(L) ≤ CLd(a,a
′)+ε(d−d(a,a′)) = Lεd+(1−ε)d(a,a
′)
et compte tenu de d(a, a′) ≤ d1 − 1 on obtient
card Γεa,a′(L) ≤ CLεd+(1−ε)(d1−1) = CLd1−κ
avec κ = 1− ε(d+ 1− d1) > 0 si ε < 1/d.

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