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Abstract
A new control algorithm for programmable logic controllers (PLCs) was studied.
This control algorithm is proposed based on the concept of observing changes in the
inputs and determining which rungs may be affected. Then only rungs which are affected
by changed inputs are scanned. In this work, the new control scheme was observed to
determine if it possessed the ability to respond to changes in the inputs status that would
allow it to work in a real application. The investigation was performed in the form of a
simulation by comparing the processing time used to analyze logic conditions in the
proposed control scheme with that of a simulation of a traditional PLC. The break-even
point of the processing time between the two control algorithms when a variable number
of inputs was changed simultaneously was used as a measure. The investigation was
performed on varying logic conditions that had only 1 output per rung which was either
an internal coil (C) or external output (Y). Types of logic conditions considered in this
work were (1) simple logic conditions with interaction and non-interaction effects, and
(2) complex logic conditions with interaction and non-interaction effects. From the study,
factors that affect the performance of the proposed control algorithm are:(l) the length
of the program, (2) the number of rungs affected by changed inputs, (3) the number of
changed inputs in each cycle, (4) the interaction effects, (5) the number of inputs per
rung, and (8) logic conditions.
1
Chapter 1
Introduction
1.1 Source of the Problem
Programmable Logic Controllers (PLC ) are one of the most popular devices used
to control machines or processes in automated production systems. Traditionally, PLCs
operate in a sequential manner. The algorithm starts by reading the input status,
executing the instructions sequentially as entered, and then sending the output signals to
machines or the systems that are controlled. The cycle is repeated in this manner over
and over again. Hence, in this control scheme the controller can respond to a new input
status only when it starts a new cycle. In each cycle of scanning, the processing time of
the analysis of the logic condition step is a significant portion of the total processing
time. Therefore, how fast the controller can respond to a change in an input status is
affected greatly by this portion of the processing cycle.
Based on the control scheme of traditional PLCs, there are some drawbacks that
can cause ineffective control results. For example, it is possible in a long program that
the controller cannot detect changes in input status if inputs change their status during
the first part of the scanning cycle and then change back to the previous status before the
controller begins the next scanning cycle. Another problem is the slow response time to
a change in an input status. For instance, if a change of input status occurs that only
affects the last rung of a long program, time is wasted in scanning rungs in which no
inputs have changed their status. In addition, if the status of an internal output such as
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an internal coil changes and this internal coil affects a portion of the program that was
already scanned, this change will not be recognized until the next scanning.
1.2 Possible Solution
To solve these kinds of problems, a new algorithm is proposed based on
observing changes in the inputs and determining which rungs may be affected. Then only
those rungs which are affected by changed inputs are scanned. This algorithm starts by
scanning the entire program to determine the initial conditions. Next, the control process
reads the input status of all inputs. Then, all current inputs are compared with their
previous status. If an input status changed, the rung numbers that are associated with
changed input are recorded. Then all of those rungs numbers that were recorded during
the comparison of the inputs are scanned to determine the output of logic conditions in
each rung. Depending upon the logic condition and the current input status, the output
status in each rung is updated. If the new status of the output is different from its
previous status and this output also influences other rungs in the program, those rungs
which are affected will be checked as well. The rung numbers which are affected by this
output are recorded in a First-In,First-Out list. Rung numbers are not added to the list
if they already appear on it. After a rung on the list is processed, it is removed from the
list. The program continues to work in this manner until it reaches the laS'ffung number
in the list. After that, like the traditional PLC control scheme, the output signals are sent
to the machines or systems which are controlled and then the control process is restarted
again from the step where the inputs are read.
3
1.3 Objective of Research
In this work, the objective of the research is:
1) Develop a new control scheme to operate PLCs more effectively.
2) Study the characteristics of the proposed control scheme in terms of the ability to
respond to changes of input status and sequence of operation by comparing with a
traditional PLC algorithm.
3) Consider the advantages and disadvantages of the proposed control scheme when
compared with a traditional PLC control scheme.
4) Study the possibility to implement the proposed control scheme for use on a real
application.
5) Search for the characteristics of the logic conditions that are appropriate to the new
control scheme.
1.4 Limitations of Research
Limitations imposed on this research are:
1) The study is performed in the form of a simulation.
2) The control program is operated on a personal computer not a dedicated machine.
3) Input elements used to form logic conditions are limited to 3 types: external contact
inputs X, internal contacts corresponding to internal coils (C), and external outputs (Y).
4) Possible logic operators include "NOT," "AND," and "OR."
5) Output elements are limited to only 2 types: internal coils (C), and external
outputs(Y) .
4
6) One rung of logic conditions can have only 1 output and each output can be used only
one place in the user program.
7) The input and output data are binary data.
5
Chapter 2
Introduction to Programmable Logic Controllers
2.1 Introduction
A Programmable Logic Controller (PLC) is a solid-state device which is designed
to perform logic functions previously accomplished by electromechanical relays. The
first PLC was introduced in the late 1960's in the automotive industry (Johnson, 1987).
It replaced the use of electromechanical relays by offering many advantages over them.
For example, unlike relays, the PLC allowed the user to modify the control scheme
without a cost penalty, whereas rewiring an existing panel to adapt to a different process
is normally very expensive. Typically, when major changes are required on the hard-
wired panel, the old panel is discarded and a new one is designed. In addition, a failed
relay is difficult to diagnose in traditional control circuits because they use hundreds or
thousands of relays wired together in a very complex manner. In addition, the PLC offers
solid-state reliability, low power consumption, and ease of expendability. Because of the
many benefits of the PLC, the PLC was accepted in the automotive industry and spread
to many other discrete part manufacturing industries and later to batch and continuous
process related industries. In this chapter, the details of the PLCs are presented.
2.2 Principles of Operation
Typically, PLCs are composed of two main parts: (1) Central Processing Unit
(CPU), and (2) Input/Output (I/O) Interface Unit as shown in figure 2-1. First, the user
6
CPU
-Wproressor
r I/O Interface Module
Memory roc -Inp-u-t- - ~ -- - -.
.~m~:~~>IJ ~~~~~~
~ _ mo~ul~J L_ I
-
Power Supply
1:-_ ------
programmi~~ 1_ Programmable Logic Controller
devices
- --
Figure 2-1 Block Diagram of a Programmable Logic Controller.
program is loaded into the CPU memory using a programming device. Generally, the
programming device is not considered a part of the controller. The programming device
is connected to the controller only when entering or monitoring the user program. The
programming device can be a handheld device or a CRT monitor. Once the user program
is downloaded into the CPU memory, the PLC starts to operate by reading the input
signals from the input interface module and then writing the input status into memory.
Next, the user program is executed sequentially, line by line according to the logic
condition in the user program and the status of the input. In each line, after analyzing
the logic condition, the output status is stored into memory. Finally, the CPU sends the
output signals to the systems or machines controlled via the output interface module
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according to the output status in the memory. The PLC cycle is repeated over and over
again in this manner. This process is called "Scanning" and is represented in figure 2-2.
Output Scan
-Activates or
deactivates output
devices which have
their associated
status bits set to ON
or OFF
Program Scan
-Instructions are executed
sequentially, as entered
Figure 2-2 Typical Scanning Sequence.
2.3 Parts of PLC
Input Scan
-Record
status data
of input
devices
Typically, PLCs consist of two main parts as mentioned before. The details of
each component are described in the following section.
2.3.1 Input/Output Interface Unit
As shown in figure 2-1, the I/O unit acts as a channel that PLCs use to receive
or send signals from/to the systems or machines controlled. lIO units consist of 2 main
types: (1) input interface modules, and (2) output interface modules. Each section serves
the following functions:
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2.3.1.1 Termination
Both Input and Output Interface Modules provide terminals for the field wiring
coming from the sensing devices in input sections and going to the output devices in the
output sections of the machines or systems being controlled.
2.3.1.2 Indication
A visual indication (usually an LED) called an I/O status indicator (Allen-Bradley)
is used to provide the state of input and output terminals. The input status indicator will
be on when there is a voltage applied to its terminal, whereas the output status indicator
will be on when the PLC sends a signal to activate the output devices. In addition, the
output section may also consist of blown fuse indicators. Generally, each blown fuse
indicator is used to indicate the status of groups of fuses used to control each output
circuit.
2.3.1.3 Signal Conditioning
Typically, the voltage level used within the programmable controller is low (5V),
whereas the voltages used in the output or sensing devices can be much higher.
Therefore, the signals must be converted and conditioned.
2.3.1.4 Isolation
Both input and output modules are used to isolate the more sensitive electronic
circuitry of the programmable controller from unwanted and dangerous voltage that may
occur occasionally at the machine or in the plant wiring system.
2.3.2 Central Processing Unit (CPU)
The Central Processing Unit is composed of three mam sections: (1) the
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processor, (2) the system memory, and (3) the system power supply. Usually, the term
CPU is used interchangeably with processor. However, the CPU term includes all the
necessary elements that form the intelligence of the system. The function of each part is
described in the following sections.
2.3.2.1 Processors
The processor acts as the brain of the PLC. It can be a single microprocessor or
multiple microprocessor system. The principal function of the processor is to control all
the activities of the entire system. It performs this function by executing a collection of
system programs, called the II Executive II (Jones, 1983). The executive is a collection of
supervisory programs that are permanently stored and considered a part of the controller
itself. By executing the executive, the processor can perform all of its function such as
processing the user program, communication, and miscellaneous functions. The executive
provides communication with the processor via a programming device or other
peripheral, monitoring of field devices, diagnosis of the system or the controlled machine
or process, and execution of the user program.
2.3.2.2 Memory
Generally, the memory map of the PLC can be categorized into 2 main portions:
(1) system memory, and (2) application memory as shown in the figure 2-3 (Jones,
1983). The system memory contains the executive and the scratch pad, neither of which
can be accessed by the user. The data table and the user program are stored in the
application memory. The application memory st6res programmed instructions and any
data that will be utilized by the processor to perform the control functions. Generally,
10
Executive
Program
Scratch Pad
1-
Data Table
-------- --------
User Program
~--- ----- -- ---
~~
System
Memory
+--------,,,~~
Application
Memory
Figure 2-3 A Simplified Memory Map.(Jones, 1983)
the system memory uses a nonvolatile memory while the application memory uses a
volatile memory. From the user's point of view, the application memory is the most
important. Therefore, the details of the application memory will be discussed in the next
section. The details of the system memory can be found in (Jones, 1983), (Petruzella,
1989), and (Johnson, 1987).
2.3.2.2.1 The Application Memory
Typically, there are two main areas in the application memory used for different
purposes. The first area is called "The Data Table Memory" and the second area is called
"The User Program Memory." These areas are shown in figure 2-4.
2.3.2.2.1.1 The Data Table Memory
The data table memory contains all the data used during the execution of the user
program. Typically, there are two types of data stored in the data table.
IiJ Status: This type of data contains the ON/OFF type data represented by Is and Os
11
Input T_ab_le_ =I
Output Table
Internal Storage Bits
-------- ----
Storage Registers
--------------- -
User Program
Instruction
Data
Table
Area
User
Program
Area
Figure 2-4 Block Diagram of Typical Application
Memory Map. (Jones, 1983)
accessed by byte or word.
l'.'I Numbers or codes: This type of data is data represented by groups of bits and stored
in unique byte or word locations.
The data table memory can be divided into 4· areas according to their function:
o Input image table
OOutput image table
(;) Internal storage bits
OStorage registers
(;) Input image table. The input image table is an array of bits that stores the status
of the inputs connected to input interface modules. The number of bits in the table is
equal to the maximum number of inputs. Each connected input is represented by a bit in
the input image table that corresponds to the terminal to which the input is connected.
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Uthe input is ON, the corresponding bit in the table is ON (1). Uthe input is OFF, the
corresponding bit is turned OFF (0). The status of the input bits in the input image table
constantly changes to reflect the current status of the connected input devices. This status
information is also used by the user program. The input image table is illustrated in
figure 2-5 (a).
o Output image table. The output image table is an array of bits that controls the
status of the output devices connected to output interface modules. Like the input image
table, the number of bits in the output image table is equal to the maximum number of
outputs. Each connected output is a bit in the output image table that corresponds to the
terminal to which the output is connected. The status of the bits in the output image
table is updated by the processor during the scanning process. The output image table is
shown in the figure 2-5(b).
o Internal storage bits. Other names for this part of memory are internal outputs,
internal coils, and internal control relays. The internal output operates just as any output
that is controlled by program logic; however, the output is used strictly for internal
purposes. That is, the internal output does not directly control an output device. It is used
for interlocking purpose in the user program. Internal outputs include timers, counters,
and internal coils. When the logic condition in the user program is true, the
internal storage bit is ON.
I) Storage registers. The storage registers are the memory area that store status
information other than ON/OFF status information. Usually, the information stored in
the storage registers is a memory word. In general, there are three types ofstorage registers:
13
Input Interface Module
Process continually reads
current Input status and
updates Input Image table
Input image table
(e). Typical input image table connection.
Output Image table
r'Torof':l O~11 ~l_~ ._. . _
Output Interface Module
Process continually
activates or deactivates
output status according
to output Image table
status
/ I
outpu; ONI
(b) Typical output image table connection
Figure 2-5 Input/Output Image Table.(PetfUzella, 1989)
(1) input registers, (2) holding registers, and (3) output registers. Values stored in the
storage registers are in binary, or BCD format. Each register can generally be loaded,
altered, or displayed by using a programming device.
• Input registers are used to store numerical data received via an input interface
module from devices such as thumbwheel switches, encoders, and other devices that
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provide BCD input. In the case of an analog signal, the current or voltage signal
generated by various analog transmitters is converted by the analog input module into a
binary number and then stored in the designated input registers.
o Holding registers are storage used to store variable values that are program
generated by instruction (e.g. timer, or counter) or constant values that are entered via
the programming devices. Examples of these values are timer preset values, counter
preset values etc.
o Output registers are used to provide storage for numerical or analog values that
controllers use to control various output devices. Typical devices that receive data from
~- output registers are alphanumeric LEDs, analog meters, and speed controllers, etc.
2.3.2.2.1.2 User Program Memory
The user program memory is an area reserved in the application memory for the
storage of the control logic. All the logic conditions in the user program that control the
systems or machines are stored in this area. When the controller is in the run mode, and
the program is executed, the processor interprets these memory locations and controls
the bits in the data table which correspond to real or internal IIOs. The interpretation of
the user program is accomplished by the processor's execution of the executive program.
2.3.2.3 Power Supply Unit
The function of the power supply is to provide a low level direct current (DC)
voltage source to the programmable controller. It converts the higher level line voltage
to the lower level that is needed internally in the programmable controller's electronic
circuitry.
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2.4 Fundamentals of Logic
2.4.1 The Binary Concept.
PLCs operate based on the binary concept. The term binary concept refers to the
idea that information can exist in one of two states. The states can be defined as "high"
or "low," "on" or "off," and "1" or "0." For example, a light can be on or off. This
two-state binary concept can be the basis for making decisions. An example that shows
how logic decisions are made is shown in figure 2-6.
Switch
AND~
Bulb
The light can be turned on only
when the switch Is on AND a light
bulb Is In tha light socket.
(a) The logical AND
Switch 1
Switch 2
OR Ught
The light can be tumed on by
pressing either switch 1 OR
swilch 2.
(b) The logical OR
Figure 2-6 The Logic Decision.
2.4.2 Combinational Logic - AND, OR, NOT
AND, OR, and NOT are three fundamental logic functions used in the operation
of digital equipment. Each function follows a rule that determines the outcome and a
symbol that represents the operation. Generally, binary 1 represents the presence of a
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signal or the occurrence of some event, while binary 0 represents the absence of the
signal or nonoccurrence of the event. The rules that determine the results of each logic
function are described in the following sections.
2.4.2.1 The AND Function
The number of inputs for an AND logic must be at least two but there can only
be one output. The AND output is true (1) only if all inputs are true. The truth table in
figure 2-7(a) shows the resulting output from each of the possible input combinations.
Figure 2-7(b) shows a practical application of the electrical circuit for an AND
function.
Input Output
A B Y
o 0 0
o 0
o 0
(a)
A B
~_ L
y
--1
I
(b)
Figure 2-7 AND Function Diagram.
2.4.2.2 The OR Function
(c)
Like an AND logic, an OR logic can have any number of inputs but only one
output. The OR output is true (1) if one or more inputs are true. The truth table of an
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(b)
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Input
A B
o 0
o
o
(a)
I
( v)
J
Output
v
o
A
-II -1-·._(v)--
B-
-11-.. 1
(c)
Figure 2-8 OR Function Diagram.
OR function in figure 2-8(a) shows the resulting output from each possible input
combination and figure 2-8(b) shows a practical application of an OR function.
2.4.2.3 The NOT Function
Unlike the AND and OR function, the NOT function can have only one input.
The result of the NOT function is always the inverse of the input. That is, the NOT
output is true (1) if the input is false (0) and vice versa. The truth table of the NOT
function is shown in figure 2-9(a) and a practical application of the NOT function is
shown in figure-9(b). The NOT function is most often used in conjunction with the AND
or the OR function. Figure 2-10(a) shows the NOT function connected to one input of
an OR function and the truth table is shown in figure 2-1O(b).
2.4.2.3. Hard-Wired Logic Versus Programmed Logic
The term hard-wired logic refers to a logic control panel where the input devices
18
Input Output
A y
0 1
0
(a)
A
\- ----C!~O ~~----,L A (YJ-I~- ( V) -+1-L J~- ------
(b) (c)
Figure 2-9 NOT Function Diagram.
o
o 0
o
Input Output
1 1
NOTB Y
o 0
A B
\ y
- I
Y}--!
I
A
-I~- 1-
--II ~~
Figure 2-10 Not Function Application.
such as relays, limit switches, and pushbuttons, or output devices such as solenoids or
control relays are physically connected together using a ladder logic diagram. Figure 2-
11 shows a typical ladder logic diagram. The control logic is drawn between two vertical
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supply lines call~d "Ladder Rails." All the components are placed between these two
power lines and are connected together in a form that looks like the rungs of the ladder.
Therefore, this type of diagram is usually called a "Ladder Logic Diagram. "
Unlike hard-wired logic, programmed logic is a software implementation in PLCs.
Programmed logic makes use of the logic function AND, OR, and NOT to create the
control scheme.
C1
1--11-- .- --t-
Ladder rung _ I Light
Ladder rail
1_·-11
Figure 2-11 Hard-Wired Ladder Logic Diagram.
2.5 PLC Programming Languages
The program instructions entered into PLCs can be one of four language types:
(1) Ladder logic diagram based, (2) Boolean expressions, (3) Function blocks, and (4)
English statements. Figure 2-12 shows the comparison between the relay ladder logic
diagram used in the hard-wire logic and the ladder logic diagram used in the programmed
logic. Details of each language type are explained briefly in the following section.
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Hard-wired logic Programmed logic
L X1
- II
X2
II
PB1
L
_---lJ (1- _
PB2
l
_(I (l _
~v--
Solinoid 1
X3
----j r-I-----X4
--I
Figure 2-12 Comparison of Hard-Wired Logic and Programmed
Logic.
2.5.1 Ladder Logic Diagram Language
This is a programming method that imitates the relay ladder diagram. It uses the
set of symbolic instructions to create the user program. Representation of contacts and
coils are the basic symbols used in the ladder logic diagram language. The contact and
coil symbols are shown in figure 2~13. The main function of the ladder logic program
is to control outputs based on the logic condition of inputs. The control is divided
between the rungs of the ladder. Each rung consists of a set of input logic conditions
represented by contact symbols and an output instruction represented by one of the coil
symbols which can included output coils (Y), internal coils (C), timers (T), and counters
(CNT).
2.5.2 Boolean Expression Language
The Boolean language is a programming language that uses the Boolean operators:
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Xi'
Represents an input to the control logic. The active
state places a 1 in the logic status table. Inactive,
the status table receives a O. "Current flows in the
active state
Normally Open Contact
Similar to the normally open, except that the
logic states are reversed. "Current" flows in
the inactive state.
Normally Closed Contact
-(}-
Output (coil)
Represents an output from control logic. It is
"energized" from any combination of the true
input contacts and can be a real· world output
or an internal coil output.
Figure 2-13 Basic Symbgls Used in Ladder Logic Diagram.
AND, OR, and NOT to input the user program. In general, the Boolean language can
be translated into the ladder logic diagram form and vice versa as shown in figure 2-14.
Ladder logic diagrams and Boolean languages are the most common languages used with
most small or medium-sized PLCs (Pessen, 1989). They are convenient for programming
sequence-type circuits with ON/OFF outputs.
2.5.3 Functional Block Language
Function blocks are high level instructions that allow the user to program more
complex functions using the ladder diagram format. The instruction set consists of blocks
that execute or perform a specific function. When using block instructions, input
conditions are programmed using NO and NC contacts which will enable the block
operation. There are also several parameters associated with the block that must be
programmed. These parameters include storage or holding registers used to set preset
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(a) Ladder diagram (b) Boolean expression
X1
.~~-- (C1 Addr. Instr.0 STR X1C1 X2 1 OUT C1
II ---jt (T1 ) 2 STR C13 ANDNOT X2
K5 4 TMR T1 K5
X3 T1 5 STR X3
II III --(Y1 )
6 aRNOT C1
7 AND T1
C1 8 OUT Y19 STR X4
-+J 10 ANDNOT T1
11 CNT CT1 K50
X4 T1
II~-H --(cn)
Figure 2-14 The Ladder Logic Diagram and Boolean
Expression Language.
Enable
Block Control
Other Control
(a)
Instruction
Reg X
or
Value
RegY
or
Value
Result
RegZ
OutJlut Condition 1
Output Condition2
Figure 2-15 Example of Generic Functional Blocks
Language.
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v~lues, or I/O registers used to input or output numeric data. An example of a generic
block is shown in figure 2-15.
2.5.4 English Statement Language
This type of control language can be considered as a derivative of computer
languages. Compared with the previous 3 languages, the English statement language is
much easier and more operator oriented. It also provides more computing power to the
controller than that from the ladder diagram or Boolean language. In addition, data-like
codes, or different levels of analog I/O can be inserted in registers directly through
simple English instruction. The distinguishing advantages of the English statement
language are (1) the statements' simplicity ease the programming of a control task, and
(2) their English-type instruction allows other users to easily interpret the program once
1 REM SC{6,21=> START OF MAIN PROGRAM
2 REMSC ARE INPUT MODULES, AilS ANALOG INPUT
3 REM LD ARE OUTPUT MODULES
5 DECLARE A,B = WORD
10 LET A = 300
20 IF SC{6,2) = 0 GO TO 10
30 IF SC{6,1) = 1 IF SC{4,3) GO TO 80
40 IF SC{6,1) = 0 B = AI{2,1)
50 B = B/2
60 IF B = A LET LD{3,1) = 1
70 GOT095
80 WAIT SEC = 10
90 GOT030
95 REM CONTINUATION OF PROGRAM
Figure 2-16 Example of SYBIL Control Program.
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it has been written (Jones). Most of the English statements are similar to the BASIC
language. One of the English statement languages called SYBIL is shown in figure 2-16
(Jones, 1983).
2.6 Applications of PLCs
PLCs are successfully applied in almost every segment of industry, including
discrete and continuous processes such as the automotive industry or chemical industry.
PLCs can perform a large variety of control tasks from repetitive ON/OFF control of a
simple machine to sophisticated manufacturing and process control. Most of the
applications of PLCs can be divided into 5 general application areas. These 5 application
areas are explained briefly in the following section (Johnson, 1987).
2.6.1 Sequence Control.
This is the most common application for PLCs. In this type of application, PLCs
operate in the way that is the closest to traditional relay control in its sequential nature.
Sequence control can be found on individual machines or machine lines, on conveyor and
packaging machinery, and on elevator control systems.
2.6.2 Motion Control.
This is the integration of linear or rotary motion control in the PLCs. Motion
control could be a single or multiple axis drive system control, and can be used with
servo, stepper, or hydraulic drivers. Examples of motion control applications include a
variety of machinery such as grinding machines, milling machines in metal cutting
applications or cartesian robots for multi-axes control.
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2.6.3 Process Control.
This is the ability of the PLCs to control a number of phys!cal parameters such
as temperature, pressure, velocity, and flow. It involves the use of analog (continuously
variable) I/O to achieve a closed-loop control system. The use of Proportional-Integral-
Derivative (PID) software allows PLCs to replace stand-alone loop controllers. Examples
of process control applications are the use of the PLCs as controllers in plastic injection
molding machines, extrusion machines, heat treatment furnaces, and many other batch
processing applications.
2.6.4 Data Management.
This is a new application of PLCs which have advanced instruction sets and
expanded variable memory capacities. It is now possible for the system to act as a data
concentrator, collecting data about the machines or processes controlled. These data can
be compared to reference data in the memory of controllers, or can be sent via a
communication link to another intelligent device for analysis or report generation. This
type of application is usually found on large material handling systems, in unmanned
flexible manufacturing cells, and in many process industry applications such as paper,
primary metals, and food processing.
2.6.5 Communication
Communication is an important function of PLCs that facilitates the creation of
"Islands of Automation." PLCs can be used to control the repetitive tasks automatically.
They can also facilitate the communication between the machines. The communication
can occur between two PLCs used to control the machines in the same shop or between
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the PLCs and a factory host computer for the purpose of collecting process data and
configuring the controllers for a certain production sequence.
The 5 main areas of application may be found alone or in combination on a
variety of equipment, Table 2-1 lists a sample of the many applications and industries
that use PLCs.
Table 2-1 Typical PLC applications. (Jones)
CHEMICAL/PETROCHEMICAL
Batch process
Materials Handing
Weighing
Mixing
Finished Product Handing
Water/Waste Treatment
Pipeline Control
Off-Shore Drilling
MANUFACTURING/MACHINING
Energy Demand
Tracer Lathe
Material Conveyors
Assembly Machines
Test Stands
Milling
Grinding
Boring
Plating
Welding
Painting
Injection/Blow Molding
Metal Casting
Metal Forming
MINING
Bulk Material Conveyors
Ore Processing
Loading/Unloading
Water/Waste Management
27
GLASS/FILM
Process
Forming
Finishing
Packaging
Pelletizing
Material Handing
. Lehr Control
Cullet Weighing
FOOD/BEVERAGE
Bulk Materials Handling
Brewing
Distilling
Blending
Container Handling
Packaging
Filling
Weighing
Finished Product Handling
Sorting Conveyors
Accumulation Conveyors
Load Forming
Pelletizing
Warehouse Storage/Retrieval
Loading/Unloading
METAL
Blast Furnace Control
Continuous Casting
Rolling Mills
Soaking Pit
Table 2-1 Typical PLC applications. (Jones) (Continued)
PULP/PAPER/LUMBER
Batch Digester
Chip Handing
Coating
Wrapping/Stamping
Sorting Winding/Processing
Woodworking
Cut-to-Iength
28
POWER
Coal Handling
Burner Control
Flue Control
Load Shedding
Chapter 3
Program Structure
3.1 The Proposed Control Scheme
According to the control scheme of the traditional PLCs mentioned in the previous
chapter, one can see that during the program scan step, the logic conditions in each rung
will be analyzed in a sequential fashion rung by rung from the first rung to the last rung
as entered. The response time to a change of an input status from this control scheme is
greatly affected by the length of a program. A change in input status will not be
recognized until the next scanning cycle is begun. If the program is long, this can result
in a response time that is too long for the application. Furthermore, time is wasted in
scanning rungs in which no inputs have changed. For example, if there is only a change
of input status that affects the last rung of a long program, scanning from the first rung
to the rung before the last rung results in no changes to the system status. In addition,
in the traditional scanning process of PLCs, if the status of an internal output such as an
internal coil changed and this internal coil affected a portion of the program that was
already scanned and if this particular scanned portion also affected a later section of the
program, then this change would not be recognized until the next scanning.
Based on these kinds of problems, a new methodology is proposed based on
monitoring changes in the inputs and keeping track of which rungs may be affected.
Then only those rungs which have the possibility of being affected are scanned. This
process control scheme operates by reading the input status of devices into an input
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image table. All of the current inputs in the program are compared with their previous
status. If the input status changed, the rung number in the program is recorded. Then all
of those rungs that had numbers stored during the comparison of the inputs are scanned
to determine the output logic condition in each rung. Depending upon the logic condition
and the current input status, the output status in each rung can be 1 or O. If the new
status of the output is different from its previous status and this output also influences
other rungs in the program, the rungs that are affected will also have to be checked. The
rung numbers which are affected by this output are recorded in a First-In,First-Out list
as long as they do not already occur on the list. The program continues to work in this
manner until it reaches the last rung number in the list. After that, like the traditional
PLC control scheme, the output signals. will be sent to the machines or systems
controlled and then the control process will be restarted again from the reading of the
input status step. This new control scheme cycle is compared with the traditional control
scheme of a PLC as shown in Table 3-1.
In this work, the algorithms of the new control scheme are implemented in order
to observe the behavior of the proposed control scheme under various conditions. Under
certain conditions, this control scheme is expected to respond faster to changes in input
J
status than that of the traditional scanning of PLCs. The scope of this work will deal with
a PLC program structure which consists of: (l) input elements (X) both Nornlally Closed
and Nonnally Open, (2) the Boolean logic operators "AND," "OR," and "NOT," and
(3) the output elements of both internal coils (C) and external outputs (Y). The capability
of the program includes 80 input elements, 80 external output elements, and 100 internal
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coils. The investigation addresses 3 issues that affect the response time to a change of
input status. They are: (1) the complexity of the logic conditions in the program, (2) the
length of the program, and (3) the interaction between rungs.
Table 3-1 The scanrting cycle of traditional PLC versus the proposed method.
Traditional PLC Proposed Method
1. Read the input signal and then write the 1. Read the input signal and then write the
input status into the input image table. input status into the input image table.
2. Scan through the program rung by rung
from the fust rung to the last rung.
3. Write the output status to the output
image table and then send the output signal
to the systems or machines which are
controlled.
4. Repeat step 1.
31
2. Compare the new status of the inputs
with the previous status of inputs, if
changed, fmd the rungs that are affect by
these outputs and record those rung numbers
into the List of Rungs.
3. Analyze the logic condition of each
rung according to the list and then
compare the output status of that rung
with its previous status. If it changed,
find the rungs which are affected by
this output and then update the List of
Rungs by adding the rung numbers
corresponding to the changed output in
the List of Rungs in a First in First Out
fashion.
4. Repeat step 3. until all the rungs are
checked.
5. Read the output status from the output
image table and then send the output
signal to the systems or machines which
are controlled.
6. Repeat step 1.
In order to study the proposed control scheme, the algorithm was created using
the TURBO BASIC language. The main purpose of this work is to compare the new
,~-~,
control scheme with that of the traditional control scheme of PLCs. Therefore, a control
program to simulate the methods was developed. Table 2.2 compares the scanning cycle
of both the traditional control scheme of PLCs and the proposed scheme. In both control
schemes, the reading of the input status step and the sending of output signals to the
machines or systems are the same. Hence, these 2 parts of the scanning process in both
control schemes will not be included in the program. In this chapter, the structure of the
program used to compare both control schemes will be described.
The main concept of the program structure is expressed in the flowchart in figure
3.1. This program structure can be explained briefly as follows. First, the user program
is loaded into memory and the input status is scanned and recorded into the memory.
Second, the traditional control scheme is performed by scanning through all the rungs
sequentially as entered from the first rung to the last rung in order to record the
processing time used during the scan. Moreover, in this step, the output of the rungs that
have no input contacts in the rung are set. Third, input status is scanned one more time
and then the new input status recorded in memory. After that, the comparing of each
input status used in the user program is perfomled according to the order of the input
number used in the user program. If there is no change of input status, the algorithm will
go back to scan the input status again. On the other hand, if there are any changes of the
input status, the rung numbers which have the changed inputs are recorded in the list.
If the rung already exists on the list, it is already scheduled to be checked so it is not
32
<;!-----t
Modify
Ust of Rung
Figure 3-1 Main Concept of Program Structure.
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added to the list again. Finally, the logic condition of each rung number in the list of
rung numbers is analyzed using the current input status. This continues until the last rung
number in the list is reached. Then the scanning process is repeated from the reading and
comparing of the input status step. Anytime a rung is analyzed, the new output status is
compared with its previous status. If the output status changed and this output is used as
an input in another rung, the affected rung number is added to the end of the list of rung
numbers. This situation is called "Interaction Effects between Rungs." In the following
section, the structure of program in each step is described in detail.
3.2 Definition of Arrays and Variables
3.2.1 Default Values of Variables
Since this program is designed to store data using arrays, default variables are
used to dimension the arrays. These variables can be modified when the capability of the
control scheme heeds to be adjusted as long as they do not exceed the capacity of
memory. The important variables used in the program with the default values shown in
parentheses are as follows:
o %RowNO (= 180) defines the total number of rungs in the user program
which the program can handle. This value is constrained by the summation of
%OutputNO and %IncoilNO because only one output is permitted in each rung and each
output is allowed only one place in the program.
o %ColumnNO (= 50) defines the maximum number of elements in each rung.
o %InputNO (= 80) defines the maximum number of the X-inputs.
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o %OutputNO (= 80) defines the maximum number of the Y-outputs.
o %InCoilNO (= 100)'defines the maximum number of the C-Internal Coils.
o Ind %. This variable is used to indicate the input table which stores the current
input data. If Ind % is an even number, the current input is kept in 1;ABLEl % or
XTABLEI %. If Ind % is an odd number, the current input is kept in TABLE2 % or
XTABLE2%.
o %DataNO (= 10). Since all inputs are binary, they must be either l's or a's
at all times. In this simulation, all the input values are entered from the outside as data.
To allow easier data entry, the values are entered as integers and converted to binary
values once they are in the simulation. The %DataNO variable is used to define the
maximum number of the integer input data entered in the program.
3.2.2 l)ata )\rrays
Arrays are used to stored the data during the execution of the program. Both 1-
dimension arrays and 2-dimension arrays are used depending upon the data types. The
important arrays used in the program are:
o LAl)l)ER$(%RowNO, %ColumnNO)
This is a string variable 2-dimension array used to store the logic condition of the
user program. The dimension of this array is defined by the maximum number of rungs
and the maximum number of elements in each rung.
o RungST%(%RowNO, %ColumnNO)
This is an integer variable 2-dimension array used to store the integer numbers
converted from the string logic condition and used for executing the user program. The
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dimension of this array is the same as that of the LADDER$ array.
o NewTIME!(%RowNO)
This I-dimension array stores the single-precision floating point number used to
record the time used during the analysis of the logic condition in each rung using the new
control scheme. The number in parentheses refers to the rung number. For example,
NewTIME!(I) refers to the variable used to record the processing time of rung number
I in the user program.
o TradTIME!(%RowNO)
Like NewTIME!, this array is used to record the processing time of the user
program in the traditional control scheme. The format and variable type of TradTIME!
are the same as those of NewTIME! .
o COMPTIME!(%InputNO)
This is an array used to store the processing time during the comparison of input
status. It is also a single-precision floating point array. The format of this array is
COMPTIME! (X-input number).
I) AddTIME!(%RowNO)
This array contains the processing time to add the rung number into the list during
the comparing of input status process. The format of this array is AddTIME!(X-input
number).
o UpdateTIME!(%RowNO)
This array stores the processing time used to add the rung number into the list
of rung numbers because of the interaction effect. The format of this array is
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UpdateTIME! (X-input number).
o IX%(%InputNO), IY%(%OutputNO), and IC%(%InCoilNO)
These 3 one-dimension arrays corresponding to X-input, Y-output, C-Internal Coil
respectively, record the number of rungs which have the X-input, Y-output, C-Internal
Coil as an input contact on the rung. The formats of these 3 arrays are IX%( X-input
number), IY%( Y-output number), and IC%( C-Internal Coil number). For example,
IX%(l) = 3 states that there are 3 rungs that have input Xl as an input. However, it
does not tell which rungs these are. The information about the rung numbers can be
obtained from LX%, LY%, and LC% arrays.
o LX%(%InputNO, %RowNO), LY%(%OutputNO, %RowNO), and
LC%(%InCoilNO, %RowNO)
These are the two dimension arrays associated with IX%, IY%, and IC% arrays.
These 2 dimension arrays provide information about each rung that contains an X-input
(in case ofLX%). For example, if LX%(l,I) = 3, LX%(l,2) = 9, and LX%(l,3) =
15, then input Xl can be found in rung 3, 9, and 15, respectively. The format of the
LX% array is LX%( X-input number, IX%(rung number)) for IX%. The same format
is applicable to LY % and LC %.
o USEDX%(%InputNO)
This one dimension array contains the X-input numbers used in the user program.
A corresponding variable named COUNTX% gives the total number of X-inputs used in
the user program.
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o RUNGInd%(%RowNO)
This array provides information about the rung numbers that exit on the list. The
value of each element in this array is either 1 or O. If RUNGInd %(rung number) equals
1, it means that the rung number in parenthesis is already in the list and this rung
number is not placed on the list again. During the analysis of the logic condition, the
value of RUNGInd %( rung number) is set to 0 when that rung analysis is completed.
o X%(%InputNO), Y%(%OutputNO), C%(%InCoilNO)
All 3 of these integer variable one-dimension arrays contain the current status of
the input-X, output-Y, and internal coil-C; respectively, during the execution of the
control program. The number in parentheses represents the corresponding input, output,
or internal coil number. These 3 variables are binary.
(.) TABLEt %(%DataNO), TABLE2 %(%DataNO)
These arrays hold the integer input data when values are read into the program.
The integer input data is transformed into binary numbers and then stored in the
XTABLEI %(%InputNO) orXTABLE2 %(%InputNO) array. The current input status will
be stored in either XTABLEI % or XTABLE2 % based on the value of the variable Ind %.
o CheckedR%(%RowNO)
This array contains the mng numbers recorded during: (1) the comparison of
input status step or (2) the effect of the interaction between rungs in the analysis of the
logic condition step.
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3.3 Details of Program Structure
The listing complete program is filed in the Industrial Engineering Department
at Lehigh University. In this section, the control program is explained in detail using the
following subsections:
rJ Creation of the logic conditions in user programs
I.J Entering of input data
lJ Comparing of the input status
[] Creation of the list of rung numbers
[] Analysis of logic conditions
3.3.1 Creation of the Logic Conditions in User Programs
The user program is created and stored in the 2-dimension string array
"LADDER$." The programming method is explained in section 3.4. The logic conditions
in each rung of the user program are saved in the fonn of string values in a sequential
file. However, during the analysis of the logic conditions, a numeric value is required.
Once the user program is downloaded into the memory, string variables are converted
element by element in each rung into a number and stored in the 2-dimension integer
number array called "RungST%." The integer numbers that represent the values of string
variables during the conversion are:
x - 100, C - 200, Y - 300,
"NOT"- 2,
"OR" - 2000,
"AND" - 1000,
"OUT" - 4000
The conversion of string values to the number values of the logic conditions is
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explained as follows. Since there are 80 X-inputs, 80 Y-outputs, and 100 C-Intemal
Coils, the conversion of these 3 variables must be adjustable. The format of these three
strings starts with the letter and is followed by the number. Therefore, conversion to the
number format of X, Y, C can be done by adding the value of number after the letter
with 100, 200, and 300 for X, C, and Y, respectively. An example of a logic condition
in the user program and its transformation is as follows.
String form:
Number form:
Xl
101
NOT X2
2 102
AND X3
1000 103
OR C3
2000 203
OUT
4000
During the conversion process, the values of the variables in arrays IX %, IC %,
IY%, LX%, LY%, LC%, USEDX%, and COUNTX% are created. The creation of the
logic conditions is performed by subprogram "NEWLADDER" whereas the conversion
of the variables is done in the subprograms CREATERungST, CONVERT-X,
CONVERT-Y, and CONVERT-OUT-OR.
3.3.2 Entering of Input Data
Since the input data (X) are entered in the form of an integer number. The
conversion of the integer number to a binary number is required. When the integer input
data is transformed to a binary number, only the first 8 digits of the binary number from
the conversion are used. The status of each input is stored from the low number to high
number and is represented from the lest significant bit to the most significant bit. For
example, the binary numbers of the integer numbers 15 and 598 are 1111 and
1001010111, respectively. If data in array TABLEl % are TABLEI %(1) = 15 and
TABLE1 %(2) = 598, the status of the input Xl through X16 are
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XTABLEI %(1) a
X8
a
X7
a
X6
a
X5
1
X4
1
X3
1
X2
1
Xl
'XTABLEl %(2) 1 a 0 1 all
XI6 XI5 XI4 X13 X12 XII
1 1
XIO X9
This step is perfonned in the subprogram READINPUT, and INPUTSIGNAL.
3.3.3 Comparing of Input Status
After the conversion of input data(X) step, the comparison of current input status
with their previous status is perfonned in order to detect changes that have occurred. The
processing time in this step is recorded in the COMPTIME! variable. The comparison
of the input status is done according to input data (X) numbers in the list of rung
numbers located in the USEDX% array. This step is perfonned in the subprogram
INPUTCHANGED.
3.3.4 Creation of the List of Rungs
During the comparison of input status, if an input status has changed, the
comparison time is recorded and the rung numbers affected by the change of this input
are recorded in the CheckedR% array. If a rung number is already on the list, it is not
added again. The processing time for this step is recorded in the array AddTIME!. This
section is perfonned in the subprogram CHECKEDRUNG.
3.3.5 Analysis of the Logic Conditions
After comparison of the input status and creation of the list of rung numbers, the
logic condition in each rung in the list of rung numbers is updated. First, all the rungs
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in the user program are scanned using the subprogram TradScan in order to determine
the processing time for the traditional control scheme. The processing time of each rung
analyzed under the traditional control scheme is recorded in the array
TradTIME!(%RowNO). The variable SumTradTIME! represents the summation of each
element in the array TradTIME!. Next, the analysis of the logic conditions under the
proposed control scheme are performed in the subprogram ProposedScan. The processing
time of the logic condition in each rung is recorded in the array NewTIME!(%RowNO).
In the new control scheme, if the output status changed and that output has an interaction
effect as an input in another rung, the list of rung numbers is updated by adding the rung
numbers affected by the changed output into the list in First-In First-Out fashion. The
processing time used in this step is recorded in the UpdateTIME! array. This process is
done in the subprogram "C-ADD-RUNG'l or ''Y-ADD-RUNG'' depending on types of
output. Next, the summation of COMPTIME! , AddTIME! , UpdateTIME! , and
NewTIME! representing the total processing time used in the new method in each cycle
is summed and recorded under the variable name TolNewTIME!. For the traditional
control scheme, the subprograms used during the analysis of logic conditions are X-
OPERTION, C-FIRST-OPERATION, Y-FIRST-OPERATION, OPERATION, C-FIRST-
FINISHRUNG, and Y-FIRST-FINISHRUNG. For the proposed control scheme, the
~
subprograms used during the analysis of logic conditions are X-OPERTION, C-
OPERATION, Y-OPERATION, OPERATION, C-FINISHRUNG, Y-FINISHRUNG, C-
ADDRUNG, and Y-ADDRUNG.
42
3.4 Stack Programming
During the analysis of the logic conditions in each rung, the control program uses
the array called STACK%(20) to store the data during the analysis. The current default
of this array is 20. The variables in the STACK % array can be visualized as stacked on
,
the top of each another as shown in figure 3-2. The variable named STACKInd %
indicates the number of elements on the stack. For instance, STACKInd% = 2 implies
that stack I and stack 2 are currently occupied. Usually, during the analysis of the logic
STACK 1
STACK 2
STACK 3
a
a
•
1
STACK 19
STACK 20
Figure 3-2 Stack Concept
conditions step, the control program scans through the elements in the rung from the first
element until it reaches the last element which usually is an "OUT" command. Once the
analysis of the logic conditions in each rung is finished, the STACK % array and the
variable STACKInd % are reset. During the analysis of the logic condition in each rung,
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the use' of the STACK% array varies according to the type of elements in the rung:
inputs, logic operators, and outputs. This process can be explained by using the following
example. Suppose the control program needs to analyze the logic condition of the
following rung:
Ladder from:
Xl CI YI
1--------1 1--------------111---------------II----------( C2 )-----1
Boolean fonn: Xl C1 NOT AND Y1 AND C2 OUT
Where Xl = 1, CI = 0, Y1 = 1
The analysis starts by checking the first element in the rung, in this case, Xl. It
gets the staJus of input Xl and puts it into stack 1 as shown in figure 3-3(a). In this step,
the STACKInd % variable is set to 1. Next it checks the second element in the rung
which is CI. However, CI can be either an input or an output of the rung, so the control
program will check the element after CI to detennine whether it is an "OUT" command
or not. In this case, it is not. Then the control program records the status of CI as an
input into the STACK % array. Since the status of the new input element is always put
on the first stack, the current status of input Xl, previous stored in stack 1, will be
moved into stack 2 first before the new input status of C1 is put into stack 1 and then
STACKInd % is set equal to 2. The next element is a "NOT" command which represents
the nonnally closed contact of input C1. Therefore, the status of input CI should be
reversed either from 1 to 0 or fonn 0 to 1 depending upon the current status of C1.
Therefore, the converted status of input C1 is placed into the stack 1 and the variable
STACKInd% is not change. The fourth element in the rung is an "AND" logic operator.
When this command is detected, the control program takes the data in stack 1 ANDs it
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with data in stack 2 and puts the result back into stack 1. This algorithm is also applied
to the logic operator "OR" as well. In this step, jf the STACKInd% variable is higher
than 2, the data in stack 3, 4, ... , n is moved back to the stack 2, 3, ... , n-l after the
operation. This situation usually happens in complex logic conditions which are discussed
later. Next the variable STACKInd% is decreased. In this case, it changes from 2 to l.
For the fIfth and sixth elements which are Yl and the" AND" operator respectively, the
control program operates in the same manner as it does with the elements 2 and 4. The
seventh element which is a C2 acts as an output of the rung because there is an "OUT"
command immediately following it. Therefore, the control program will read the data in
stack 1 and assign this value to the output C2. The flow of this algorithm can be
observed from fIgure 3-3(a) to fIgure 3-3(t).
There is a problem with this implementation of the stack that requires a longer
processing time when the value of StackInd % increases. A new and more effIcient
. algorithm was developed after these tests were completed. Details of the revised version
are explained in chapter 5.
The explanation above can be used as a guide to create the logic conditions of
user program. In this work, the logic conditions of the user program are programmed
using a Boolean language that utilizes the stack operation concept as discussed above.
There are some specifIc rules that must be followed:
oThe last rung of the user program must be "END"
OEach rung must be ended by using the "OUT" command.
o Each rung can have only I output.
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STACKlrod -1 STACKlnd - 2 STACKlrod- 2
STACK 1 Xl-l STACK 1 Cl-l STACK 1 NOTC1-O
STACK 2 STACK 2 Xl -1 STACK 2 Xl-l
STACK 3 STACK 3 STACK 3
i 1 1
STACK 19 STACK 10 STACK 19
STACK 20 STACK 20 STACK 21J
(0) (b) (e)
STACK/rod- 1 STACK/nd -2 STACKlnd- 1
STACK 1 Xl AND NOT Cl - 0 STACK 1 Yl-l STACK 1 (Xl AND NOT C11 AND VI - 0
STACK 2 STACK 2 Xl AND NOT Cl - 0 STACK 2
STACK 3 STACK 3 STACK 3
i i i
STACK ,. STACK '9 STACK ,.
STACK 20 STACK 20 STACK21J
(d) (0) (n
Figure 3-3 The Flow of Stack Algorithm.
OThere is no space between the letter and the number for the input elements or
output element.
oNo distinction is made between upper case and lower case.
oThe same output cannot occur in more than 1 rung.
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Chapter 4
Experiments and Results
4.1 Classification of Logic Conditions
Based on the capability of the control program, the possible logic conditions can
be divided into the following 5 groups:
o No input element in the rung
o Only one input element in the rung
o Only one type of logic operator that combines input elements in the rung
o Two type of logic operators that combine input elements in one rung
o Logic conditions that have an interaction effect
4.1.1 No Input Element in the Rung
In this group, outputs can be either internal coils (C), or external outputs (Y).
According to the program structure, the output status in this type of logic condition is set
to 1 at the first scan and it remains in this status for the rest of the program execution.
During the execution of the proposed control scheme, this type of logic condition is not
scanned because there is no input element in the rung. Examples of this type of logic
condition are:
mCl OUT
aYl OUT
4.1.2 Only One Input Element in the Rung
In this group, there is only 1 input element in the rung. The input element can be
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either a normally open or no~ally closed contact but it must be an X-input type. A
"NOT" is considered to be a part of an input element. Outputs of each rung can be
internal coils (C) or external outputs (Y), but only one output per rung is allowed.
Examples of this type are:
0X1 ClOUT
eXl Y1 OUT
4.1.3 Only One Type of Logic Operator Combining Input Elements in the Rung
The characteristics of this logic condition consist of the following features:
oA logic operator can be either "AND" or "OR", but only 1 type.
oInputs can be either normally closed or nonnally open contacts. However, in
this group, inputs must be the X-input type. A "NOT" logic operator is
considered to be a part of an input element.
OOutputs in each rung can be either internal coils (C) or external outputs (Y), but
only one output is pennitted in each rung and each output is permitted only one
place in the program.
GThe number of input elements can be from 2 to N elements (also include
"NOT"). The number of logic operators ( "AND", "OR" ) can be from 1 to N-1
elements. Therefore, the maximum number of input elements and logic operators
in one rung is 2N-1, where N is an integer number. In each rung, the total
number of elements which is defined by the constant" %ColNO" in the program
structure is 2N +1, because it includes 1 output element and the "OUT"
command. Note that a nonnally closed contact consists of 2 elements.
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OThere are at le~st 2 input elements (in the case of normally open contacts) in
the rung to form the logic condition. Examples are shown as follows:
llX1 X2
eX1 X2
AND X3
OR X3
AND Xn AND C1
OR Xn OR C1
OUT
OUT
4.1.4 Two Types of Logic Operators that Combine Input Elements in one Rung
The characteristics of this logic condition consist of the following features:
oThere are at least 3 input elements ( in the case of normally open contacts) to
form the logic condition.
OBoth logic operators "AND" and "OR" can be used in the same rung.
oInputs can be any mixture of normally closed or normally open contacts.
However, itt this group, inputs must be the X-input type. The logic
operator "NOT" is considered a part of the input elements.
oOutputs in each rung can be either internal coils (C) or external outputs (Y) but
only one output per rung is allowed and each output is allowed in only one place
in the program.
o The number of input elements can be from 3 to N elements ( including "NOT").
The number of logic operators will be from 2 to N-1 elements. Therefore, the
maximum number of input elements and logic operators in one rung is 2N-1,
where N is an integer number. Examples are shown as follows:
oXl X2 AND X3 OR
aXl NOT X2 OR X3
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ClOUT
AND C2 OUT
4.1.5 Logic Conditions that Have an Interaction Effect
This type of logic condition has characteristics almost the same as those in section
4.1.2, 4.1. 3, and 4.1.4. The only difference is that in each rung, there is at least one
input element that is associated with the output from another rung. These kinds of inputs
are contacts which are associated with internal coils (C) or external outputs (Y).
Therefore, the input elements in each rung can be any combination of X, C, and Y.
Some examples are shown as follows:
aX1 X2
l:JX3 C1
AND C1
OR C2
OUT
OUT
o Level of interaction
The level of interaction is defined by the relationship between the rungs that have
input contacts that are associated with another rung's output. Interaction Levell is a logic
condition that consists of at least 2 rungs which interact with each other. The rung called
the "Affected Rung" has at least 1 input contact that is associated with the output from
another rung, called the "Interactive Rung. " For interaction levell, affected rungs do
not act as interactive rungs to other rungs in the program. However, each interactive
rung can have one or more affected rungs. A higher level of interaction is defined by the
relationship between the affected rungs in the previous level acting as interactive rungs
in the next level. For example, ih interaction level 2 the affected nmgs in level 1 act as
interactive rungs in level 2. The level of interaction effects can be observed from the
following examples:
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o Interaction level I
eXI X2 AND CI
I3X2 CI OR C2
eCI X5 OR YI
o Interaction level 2
mX1 X2 AND CI
eX2 C1 OR C2
eC1 C2 AND YI
o Interaction level 3
OUT
OUT
OUT
OUT
OUT
OUT
eX1 X2 AND CI OUT
cX2 CI OR C2 OUT
mC1 C2 AND Y1 OUT
aC1 Y1 OR Y2 OUT
Where C1 creates interaction level 1
C2 creates interaction level 2
and Y1 creates interaction level 3
4.1.6 Categories of Logic Conditions Used in the Analysis
Based on the logic conditions described above, when considering types of input
elements, the logic conditions can be categorized into 2 main groups: (1) interactive, and
(2) non-interactive. In each of these groups, the logic conditions can be in either a very
simple or complicated form. Therefore, when considering the logic complexity aspect,
each main group can be divided into 2 subgroups: (1) a simple logic condition, and (2)
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a complex logic condition. Hence all possible logic conditions have been divided into the
following 4 groups:
o No interaction effects - Simple logic conditions
o No interaction effects - Complex logic conditions
o Interaction effects - Simple logic conditions
o Interaction effects - Complex logic conditions
4.1.7 Simple and Complex Logic Conditions
According to the program structure explained in chapter 3, the stack concept is
used during the analysis of the logic conditions. The variable STACKInd % is used to
indicate the level of the stack being occupied during the analysis. A higher value of
STACKInd % requires a longer processing time during the analysis of logic conditions.
Therefore, STACKInd% is suitable to use as a criterion to differentiate between simple
logic conditions and complex logic conditions. In addition, in complex logic conditions,
STACKInd % also indicates the level of complexity. For simple logic conditions, the
maximum value of STACKInd % is 2. For complex logic conditions, the value of
STACKInd % is usually greater than 2. The level of complexity is defined by the
maximum value of STACKInd % during the analysis of the logic condition. Examples of
simple and complex logic conditions are shown as follows:
o Simple logic conditions
aC1 OUT
aX1 X2 OR C2
oX1 X2 AND X3
OUT
OR X4
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[STACKInd% = 1]
[STACKInd% = 2]
AND X5 AND
X6 AND C2 OR C2 OUT [STACKInd% = 2]
oXI NOT X2 NOT AND X3 OR X4 ,-NOT AND
C2 OR C3 OUT [STACKInd % = 2]
o Complex logic conditions
1!1 Xl X2 X3 OR AND CI OUT [STACKInd% = 3]
1:1 Xl X2 OR X3 X4 AND X5 OR AND X6
X7 AND OR X8 AND C2 OUT [STACKlnd % = 3]
1::1 Xl X2 OR X3 X4 X5 OR AND X6 X7
AND OR AND X8 AND C3 OUT [STACKInd % = 4]
I::l Xl X2 OR X3 X4 X5 X6 AND OR AND
X7 X8 AND OR AND C4 OUT [STACKlnd % = 5]
o Xl X2 AND X3 X4 X5 X6 X7 OR AND
OR AND X8 OR AND C5 OUT [STACKInd% = 6]
The control program was modified by changing the algorithm for the stack. Based
on the new stack algorithm, the processing time of both a simple logic condition and a
complex logic condition which consist of the same numbers and types of inputs elements
are the same. Details of the new stack algorithm are explained in section 5.2 in chapter
5.
4.2 Scope of Experime";ts
Generally, in both control schemes, a processing time represents how fast the
algorithm can respond to a change of input status. In a traditional PLC, the processing
53
time is relatively constant in every cycle, but in the proposed control scheme the
processing time changes from cycle to cycle depending upon many factors such as the
number of changed inputs, rungs affected by the changed inputs, and interaction effects.
Therefore, to compare the new control scheme with the traditional PLC, the processing
time of the traditional PLC is used as a benchmark. Experiments are performed by
varying factors that affect the processing time in the proposed control scheme. Factors
that tend to affect the processing time are (1) length of program, (2) types of inputs, (3)
the number of inputs per rung, (4) complexity of logic conditions, and (5) interaction
effects. The investigation of these 5 factors' effects was performed in section 4.3.
According to Table 3.1, when comparing the scanning cycle of the traditional
PLC with that of the proposed control scheme, as mentioned before, the similar portions
of both control schemes are not considered. Therefore, in the traditional PLC, only the
processing time of logic conditions in each rung is recorded [TradTIME! (%RowNO)].
For the proposed control scheme, there are 4 different times recorded: (1) the
comparison time of input status [COMPTIME1(%inputNO)], (2) the time used to create
the list of rung numbers to check because of changes of input status
[AddTIME!(%InputNO)], (3) the processing time of logic conditions in the new control
scheme [NewTIME!(%RowNO)], and (4) the update time for the list of rungs because
of the interaction effects [UpdateTIME!(%RowNO)]. These processing times are
described in more detailed in section 4.2.1. In each cycle, the total processing time pf
the traditional PLC algorithm (SUMTradTIME!) is compared with the total processing
time of the proposed control scheme, where the total processing time of the proposed
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control scheme is the summation of the 4 times described previously.
TOLNewTIMEl = SUMCOMPTIMEl + SUMAddTIME! + SUMUpdateTIME!
+SUMNewTIME! .
SUMTradTIME! was recorded first by scanning through all rungs in the user
program. After that, TOLNewTIME! was recorded while by varying the number of
changed inputs from 2 inputs to 80 inputs as shown in Table 4-2. In each cycle, the
comparison of TOLNewTIME! and SUMTradTIME! was performed. This comparison
was terminated when the value of TOLNewTIME! exceeded that of SUMTradTIME!
In the experiments, unfavorable conditions for the proposed control scheme were
used to test the ability of the control scheme. If the results from those conditions showed
that the proposed control scheme could respond to changes of input status faster than that
of the traditional PLC, it would indicate that the proposed control scheme was suitable
for those conditions.
4.2.1 Characteristics of the Processing Time in the Proposed Control Scheme
In the proposed control scheme, the total processing time can be divided into 4
portions. Characteristics of the processing time in each portion are explained in detail as
follows:
4.2.1.1 The Comparison Time
Using a 386-SX 16 MHz machine, the comparison time of input status is shown
in figure 4-1. From the graph, the comparison time for each input varies from 1x10 s to
1.2xlO-ssecond because of the accuracy of the command MTIMER. Most values of the
comparison time are 1.1xlO-s second while the average value is 1.0776x10-s second. The
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Figure 4-1 Comparison Time of Input Status.
graph in figure 4-1 is obtained by testing 6 times the logic condition that use 80 inputs
in the program. The total comparison time of input status in any user program equals the
product of the average comparison time for 1 input and the number of X inputs used in
the program since the comparison time of each input status is relatively constant. In
addition, in the proposed control scheme the total comparison time is the shortest period
of time that the control program can respond to change of input status in the next cycle.
4.2.1.2 The Processing Time of Adding a Rung Number to the List
The time used to add a rung number to the list is greatly affected by 2 main
factors: (1) the number of rungs affected by the changed inputs, and (2) the rung
numbers which already exist in the list. The first factor can be found from the array
56
LX %, while the array CheckedR% shows the effect of the second factor. For any
changed X inputs which affect N rungs in the user program, there are 2 extreme cases
that use the longest and the shortest processing time to add the rung number to the list.
The first case called "Not Duplicate" is the case where all rung numbers affected by the
changed X inputs are different from all the rung numbers already entered in the list. In
this case, the processing time is the longest. On the other hand, in the case where all
rung numbers affected by the changed inputs already exist in the list, the processing time
is the shortest. This case is called "Duplicate." The processing times of these 2 extreme
cases is illustrated in figure 4-2 where the X-axis represents the number of rungs affected
by one changed input. For the case that some of the rung numbers affected by the
changed inputs already exist in the list and others do not, the processing time should
Processing Time of AddTIME!
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Figure 4-2 Processing Time of Adding Rung Number to the List.
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Table 4.1 A Regression Analysis of the Processing Time of Adding
Rung Numbers to the List
Duplicate Not Duplicate
Constant 1.0881E-5 1. 17385E-5
Std Err of Y Est 3.31988E-6 2.64393E-7
R Squared 0.99355600 0.9999200
No. of Observation 10 10
Degrees of Freedom 8 8
X Coefficient(s) 1.28365E-5 2. 84831E-5
Std Err of Coef. 3.65507E-7 2.91087E-8
be somewhere between the 2 extreme cases.
From a regression analysis, the processing time of adding rung numbers to the
list fits a linear model, since the R squared value in both 2 cases is over 0.99. That is,
the processing time of adding rung numbers to the list has a linear relation with the
number of rungs affected by changed inputs.
4.2.1.3 The Processing Time of the Analysis of Logic Condition
In the proposed control scheme, the processing time per rung during the analysis
of the logic condition is slightly longer than that of the traditional PLC because. of the
.comparison of the output status after the analysis. This can be observed from figure 4-3.
The difference of the processing time per rung between the proposed control scheme
[NEWTIME!] and the traditional PLC [TradTIME!] increases as the number of input
elements per rung increases. Moreover, the difference in processing time for normally
closed input elements is higher than that of normally open input elements.
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Figure 4-3 The Processing Time of the Analysis of Logic Conditions.
4.2.1.4 The Update Time of the Rung Numbers in the List
This is the processing time used to update the list of rung numbers during the
analysis of the logic conditions, when an output status changes and that output affects
another rung in the program. The processing time in this step has the same characteristics
as that of adding rung numbers to the list because of a change in X-input status as
described in section 4.2.1.2. Therefore, the conditions and results mentioned in 4.2.1.2
are applicable to this section as well.
4.2.2 Influences of the Changed Inputs
In the proposed control scheme, changed inputs play an important role in terms
of the processing time. Some characteristics of changed inputs affect the processing time
in the new method while they do not affect the traditional PLe algorithm. These factors
are: (1) location of changed inputs, and (2) the number of rungs affected by changed
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inputs.
4.2.2.1 Effect of a sequence of changed mputs to a logic condition
In the proposed control scheme, the locations of the changed inputs play an
important role in the response time, whereas in the traditional PLC they do not have any
effect. This can be seen from figure 4-4.
Table 4-2 Changes of Input Status
x - Input Status
Round xl x2 x3 x4 x5 x6 x7 x8 -:>- -:>- x80
First a a a a a a a a -:>- -:>- a
Scan
I I 1 a a a a a a 0
2 a a 1 a a a a a 0
3 1 1 a 1 a a a 0 0
4 0 0 1 a 1 a 0 0 0
5 1 I a 1 0 1 0 0 0
6 0 0 1 a 1 0 1 0 0
! ~ ~
78 1 1 a 1 a 1 a 1 ~ ~ 0
79 0 0 1 0 1 a I 0 ~ ~ 1
From the change of input status in table 4-2, logic conditions affected by changed
input location can be divided into 2 types:
OType I: One changed input affects one rung
f3XI XI7 AND X33 AND X49 AND X65 AND ClOUT
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eX2 XI8
eX3 XI9
~
IJXI5 X3I
cXI6 X32
AND X34
AND X35
AND X47
AND X48
AND X50
AND X5I
~
AND X63
AND X64
AND X66
AND X67
AND X79
AND X80
AND C2
AND C3
AND CI5
AND C16
OUT
OUT
~
OUT
OUT
o Type 2: More than one changed input affects one rung
eXl X2
eX6 X7
eXIl X12
~
IJX71 xn
rJX76 X77
AND X3
AND X8
AND X13
AND X73
AND X78
AND X4
AND X9
AND X14
~
AND X74
AND X79
AND X5
AND XlO
AND X15
AND X75
AND X80
AND C1
AND C2
AND C3
AND CI5
AND C16
OUT
OUT
OUT
~
OUT
OUT
Both logic condition type 1 and type 2 have the same characteristics except for
the location of each input element in the program. In a traditional PLC, the values of
SUMTradTIME! for both types 1 and 2 are the same while the value of TOLNewTIME!
in each cycle is different. In the proposed control scheme, when the number of changed
inputs increases according to Table 4-2, logic condition type 1 is affected greatly in terms
of the processing time because the change of each input directly affects each rung from
X 1 to X 16. On the other hand, in the logic condition type 2, the changes of 5 inputs
affect the same rung. Therefore, the total processing time of logic condition type 1
increases faster than that of logic condition type 2. This shows that in the proposed
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Figure 4-4 Effect of Changed Input Location
control scheme the location of changed inputs affects the processing time in each cycle
while in the traditional PLC it does not. A type 1 logic condition does not benefit from
the proposed control scheme. Hence, the experiments in the next section will be
performed under this format of logic condition.
4.2.2.2 The Number of Rungs Affected by Changed Inputs
In any user program, any input element can exist in from 1 rung to all rungs in
the program. In a traditional PLC, the number of rungs that have the same input element
does not have any effect on the processing time. However, it does in the proposed
control scheme. In the proposed control scheme, the effect of this condition is shown in
figure 4-5. The graphs in figure 4-5 are obtained from testing 6 different logic
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conditions. Each logic condition consists of 60 rungs and each rung contains 1 X-input
and 1 Y-output. The number of rungs affected by a changed input varies from 1, 2, 3,
4, 5, and 10 rungs. Therefore, the number of X inputs used in each tested condition is
60, 30, 20, 15, 12, and 10, respectively. The change of input status follows the
conditions in Table 4-2.
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Figure 4-5. Effect of the Number of Rungs Affected by 1 Changed
Input to the Processing Time. Note that AFFI Refers to the Logic
Condition that 1 Changed Input Affects 1 Rung.
From the graphs in figure 4-5, the SUMTradTIME! is represented by the
horizontal line whereas the marks on the diagonal line represents the value of the
TOLNewTIME! in each cycle associated with the number of changed X-inputs at a time
on the X axis. The break-even point between the SUMTradTIME! and TOLNewTIME!
is the last point that the value of TOLNewTIME! is still less than that of
SUMTradTIMEL According to table 4-2 and logic condition type 1, the rounded up
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value on the X-axis can be referred to as the number of rungs processed when the inputs
change their status. In the case that 1 changed input affects only 1 rung, the number of
rungs processed equals the rounded up value of the break-even point on the X axis. In
the case that 1 changed input affects more than 1 rung (AFF = 2,3,4,5,and 10), the
number of rungs processed equals the product of the value of the break-even point and
the number of rungs affected by changed inputs. Therefore, the value of the break-even
point is used as a measure when a comparison between 2 test conditions is performed.
High values of the break-even point indicate that there are many rungs processed while
the total processing time is still less than that of the traditional PLC. This shows that the
logic conditions are suitable to operate under the new control scheme in terms of the
response time to the changes of input statuses. However, the sequence of the program
operation should be taken into account as well.
A consequence of the number of rungs affected by 1 changed input in the
proposed control scheme can be determined from the processing time. From the graph
in figure 4-5, it can be seen that with the same number of changed inputs, logic
conditions that have a higher number of rungs affected by the changed input require a
longer processing time since the number of rungs that must be processed is higher. For
example, when the logic conditions have 10 rungs affected by 1 changed input the
program must analyze 10 rungs when only 1 input changed. This results in a longer
response time to the next change of input status. It is possible that some X-inputs may
change their status 2 times during that period of time and thus the change will not
detected. In addition, when the processing time is long, it increases the chance that more
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rungs in the user program need to be analyzed because more inputs have changed. If this
situation occurs, the total processing time of the proposed control scheme might be much
longer than that of the traditional PLC. Therefore, logic conditions that have a high
number of rungs affected by a single input will not benefit from the new control scheme.
The test conditions in the next section were designed based on the condition that 1
changed input affects 1 rung. This looks at the proposed control scheme under more
favorable conditions and shows the potential for improvement.
4.3 Experimental Results of 4 Categories of Test Conditions
In both control schemes, there are some important factors that affect the
processing time of the logic conditi?ns. Therefore, to compare the proposed control
scheme with the traditional PLC in terms of processing time and the ability to respond
to changes in input status, the following factors should be considered:
o Number of input elements in one rung
The number of input elements per rung affects the processing time in that the
logic conditions that have more input elements per rung require longer processing time
per rung than logic conditions that have fewer input elements per rung. Therefore, it is
probable that this factor will affect the ability to respond to a change of input status in
both control schemes.
OTypes of input elements
Based on the control program structure, a normally closed contact which consists
of 2 elements requires a longer processing time when compared with the same logic
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conditions that use a normally open contact. The difference in processing time between
the different types of contacts was studied in order to fmd the effect in both control
schemes.
o Length of programs
In the traditional PLC, the processing time of the logic conditions is proportional
to the length of program. Longer programs require a longer processing time. In the
proposed control scheme, the study of this factor is performed to determine how quickly
the algorithm can react to the effect of this factor when the length of the program
increases. The interaction between the combination of program length and number of
elements per rung was also studied.
Experiments were performed based on the 4 categories of logic conditions
mentioned in section 4.1.2 by varying these 3 factors. In addition, the logic condition
type 1 and changes of input status following table 4-2 were applied to the test conditions.
4.3.1 Simple Rungs - No Interaction Effects
The effects of the 3 factors mentioned above to the processing time of this type
of logic conditions in both control schemes are explained in detail as follows:
4.3.1.1 Number ofInput Elements Per Rung
To study the effect of the number of inputs per rung, the logic conditions were
formed by varying the number of inputs in each rung from 1, 2, 4, 5, 8, 10, 16, and 20.
For logic conditions that had more than 1 input in a rung, the logic operator AND was
used. In each case, each input was a normally open contact and was used only 1 place
(IX = 1) in the program. The maximum number of contacts in the program was 80.
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Hence, the number of rungs in each condition was 80, 40, 20, 16, 10, 8, 5, and 4 rungs,
respectively. The processing times of the tested conditions in this section are shown in
figure 4-6(a-c). For any logic condition, the SUMTradTIME! is represented by the
horizontal lines whereas the marks on the diagonal lines show the TOLNewTIME! that
is associated with the number of changed inputs at a time on X axis. From the graph in
figure 4-6(a-c), when considering the SUMTradTIME! of each test condition, one can
see that it takes approximately 0.0056 seconds for almost all test conditions except the
test conditions that use 1 and 2 inputs per rung. In addition, the value of the number of
changed inputs at the break-even point also decreases when the number of inputs per
rung increase as shown in figure 4-7. This can be explained by using the data in table
4-3. All test conditions have the same total number of elements processed. However, the
number of "e OUT" commands and "AND" logic operators is different.
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Figure 4-6(a) Results of 1, 2, and 4 Inputs Per Rung.
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'"Table 4-3 Summary Data of the Test Conditions in Section 4.3.1.1
Input(s) Total "X" "C- "AND" Total Break-
per rung rung OUT" element even
point
1 80 80 80 - 160 39.5
2 40 80 40 40 160 24.5
4 20 80 20 60 160 13.5
5 16 80 16 64 160 11.3
8 10 80 10 70 160 7.4
10 8 80 8 72 160 6
16 5 80 5 75 160 3.9
20 4 80 4 76 160 3.2
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The number of "AND" logic operators increases while the number of "C OUT"
commands decreases when the number of inputs per rung increases. Based on the
algorithm of the control program, the "c OUT" command requires a longer processing
time than that of the "AND" logic operator. Therefore, the longest processing time of
the traditional PLC algorithm is in the test condition that uses 1 input per rung. When
considering the TOLNewTIME!, one can see that the slope of the TOLNewTIME! line
in the test condition that use 1 input per rung is the lowest. When the number of inputs
per rung increases, the slopes tend to increase. This results from a longer processing time
per rung when the number of inputs per rung increases. This indicates that the logic
conditions that have a lower number of inputs per rung can respond faster to changed
inputs than logic conditions that have a higher number of inputs per rung. Because of the
effects of these 2 factors, it results in the change of break-even point as shown in figure
4-7 when the number of inputs per rung increases. From the graph in figure 4-7, it can
be concluded that a logic condition that consists of a high number of elements in a
program in which each rung consists of a low number of inputs per rung is suitable for
the new method.
4.3.1.2 Type of Input Element
To study the effect of the input types, a comparison between a normally open
input and a normally closed input was performed by setting all conditions the. same but
varying the type of input contacts. The tested logic conditions consisted of different
numbers of inputs per rung, "AND" logic operator, and external outputs Y. The number
of inputs per rung varied from 1, 2, 4, 5, 8, 10, and 16. The total processing time of
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both control schemes using normally closed contacts was compared with that of the same
logic conditions using normally open contacts. The experimental results are shown in
figure 4-8(a-g). The value of the number of changed inputs at the break-even point in
each test condition is shown in table 4-4. In terms of the processing time, logic
conditions that use a normally closed contact require a longer processing time than the
same logic condition that use a normally open contact because of the higher number of
elements in the program. In terms of the break-even point, the value of break-even point
of test conditions that use a normally closed contact as an input is also higher than that
of test conditions that use a normally open contact. This results from an increase of
additional "NOT" logic operators. In addition, because of the type of contacts, the break-
even point tends to decrease when the number of inputs per rung increases. In terms of
the ability to respond to changes of inputs status, logic conditions that use a normally
open contact can respond faster than logic conditions that use a normally closed contact.
Table 4-4 Comparison of the Break-Even Point between NO and NC
Input(s) # changed inputs at break-even point Difference
per rung
Normally Closed Normally Open
1 44.5 39.5 5.00
2 26.1 24.5 1.60
4 14.6 13.5 1.10
5 12 11.3 0.70
8 7.75 7.4 0.35
10 6.3 6 0.30
16 4 3.9 0.10
71
0.007
0.006
u
c
o
uJi. 0.005
~,
i=
0.00<
0.007
0.001
o 15 70 25
#changcd inputs
30 35 40 <5
Figure 4-8(a) Comparison of NO and NC Input at 1 Input Per
Rung.
0.009 1
30
--
75
··----1
---J
2015
pchonged inpuls
10
0.008
0.003
0.007
'",
i=
0.00<
Normally Closed Contacts
...... ---r---.- y-_.................. -.....-.... --.--.....- ...--.....--...- ....--.--5--.....--T-ocr-Y~~-'T"r(~
cr
n
----------h1-----...
[J
U
0. 006 1- __ NarmaJ!y---.DpeIL£oolach _E .__
-g a-a-D-••-a-a-.-.-. a .-.-.-.-.-_~IIIiIIJ-.-.-.-.~...i
e 0 ++
~o.OOS ------ -----rrl~}--~~:r
,1 +
L1D +
LI + +
l.1 +
(J +
---~l~--~+
Ll +
0.002 -j n ~ ~.:': +
n+
I ['l+0.001 -.--+-
o
Figure 4-8(b) Comparison of NO and NC Input at 2 Inputs Per
Rung.
72
0.009 ------.---. ---..--.--- .----
0.008
0.007
- ,__ ._ _._. ".~o[mojy~sed~Conlacl:i k-4
:-------,"I--------+:----------'+---------:+-----+_~_:... _______;+'-----~:¥-------: .. _ -------+---_:+:~
LJ
~---
):J
0.005
u
c
o
o
~ 0.005
"'
",~ 0.004
0.003 --
+
-----;; _)~J/_~:-_.--__ ..v.// ..... //~--- .__
D .... -
[] , ....
FJ ~--/:.....-- --- ------- ----- -,-----
+
0.002
n ....
J/-
0.00 I
2
-----)"-- -,--------, ---_.
8 10 12
.#chonged inputs
14 15
Figure 4-8(c) Comparison of NO and NC Input at 4 Inputs Per
Rung.
u10 .005
~ 0.00t.
c:
0.003
0.002
'
o
--n-
+
--- ----+---
0.00 I
2 8
Fchonged inputs
10 12 14
Figure 4-8(d) Comparison of NO and NC Inputs at 5 Inputs Per
Rung.
73
~ 0.005
0.00' ---- ----
n
0003!--[J
0002
2
--r ··--r
5 6
#chonged inputs
Figure 4-8(e) Comparison of NO and NC Input at 8 Inputs Per
Rung.
0.00' -
[]
0.003
- 0.002t
2
...
-4---
5
,/ichonged inputs
-1
Figure 4-8(f) Comparison of NO and NC Input at 10 Inputs Per
Rung.
74
0.008 ,- ---------
----+------
0.0075 ---
/~>J.;lNorma~ly Closed Contacts
0.007
0.0065 -------- -- ------ -----
u
1'8 0.0061------ /
. / +Normo'ly Open Contacts
. //.~ 0.0055 -..... - -=-=-- --========---- ~,-==;:==='"--
:>
'" 0.005 --- ---~.------
0.0045 c----
r1
-,.-"'±_- - ----- - --------
0.004 -- ------------
0.0035 t-..~-- -----
0.003- -------,---
2 2.5
-'---1--··---
3.5 4 4.5 5
#changed inputs
Figure 4-8(g) Comparison of NO and NC Input at 16 Inputs Per
Rung.
This can be seen from slopes of the graphs in figure 4-8(a-g).
4.3.1.3 Length of the Program.
The effect of the length of program was tested in 2 ways: (1) one input was used
only 1 place in the program, (2) one input was used more than 1 place in the program.
The results from the experiment of each group are shown in the following sections.
4.3.1.3.1 One Input is Used Only 1 Place in the Program.
In this group, the effect of the length of program was studied by setting the logic
conditions to 1, 4, and 8 inputs per rung. For each condition, the program consisted of
80 input elements which was the benchmark. Two additional sets of tests were run by
having the number of rungs in the program equal to 30% and 60% of the benchmark.
For the logic conditions that consisted of 4 and 8 inputs per rung, an "AND" logic
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operator was used. Table 4-5 provides the data for test conditions in this group. The
results from the experiments are shown in figure 4-9(a-c). From the graphs in figure 4-9
(a-c), one can see that in each group of test conditions that use the same number of
inputs per rung when the length of the program decreases, the break-even point also
decreases. This results from a decreases of the SUMTradTIME!. By comparing the value
of the break-even point of the test conditions that have 30% and 60% of the total number
of rungs with the benchmark, the value of the break-even point is also approximately
30% and 60% of that of the benchmark ( 12 and 24 are approximately 30% and 60% of
40.5, respectively). Moreover, the number of inputs per rung also affects changes of the
Table 4-5 Data of Test Conditions in Section 4.3.1.3.1
% Total II X " "COUT" "AND" Total Break
rung elements even
point
1 input per rung
30% 24 24 24 - 48 12
60% 48 48 48 - 96 24
100% 80 80 80 - 160 40.5
4 inputs per rung
30% 6 24 6 18 48 4.1
60% 12 48 12 36 96 8.25
100% 20 80 20 60 160 13.75
8 inputs per rung
30% 3 24 3 21 48 2
60% 6 48 6 42 96 4.45
100% 10 80 10 70 160 7.4
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break-even point. This can be seen from the slope of the graph in figure 4-10. At a lower
number of inputs per rung, a slope is steeper than that of a higher number inputs per
rung.
4.3.1.3.2 Each Input is Used More Than 1 Place in the Program
The test conditions in this group are formed by using 4, 5, and 8 inputs per rung
and all 80 inputs are used. In each group, the logic conditions where each input was used
only 1 place (IX = 1) in the program were used as a benchmark to compare with the
longer program where each input was used 2 and 3 places (IX =2,3) in the program.
These logic conditions consisted of normally open inputs, "AND" logic operators, and
external outputs Y. The longer programs where each input was used 2 and 3 places in
the program were created by duplicating all the rungs from logic conditions where each
input was used only 1 place into the program but changing the outputs. Therefore, for
a logic condition that had 4 inputs per rung, at IX=l, the total number of rungs was 20.
At IX=2, the total number of rungs was 40. Rung numbers 1 and 21 had the same logic
condition but different outputs. Table 4-6 provides a summary of data for the test
conditions that use 4, 5, and 8 inputs per rung. The results from the experiment for all
test conditions are shown in figure 4-11(a-d).
Table 4-6 Summary Data of Logic Conditions Used in Section 4.3.1.3.2
IX Total rungs Break-even point # rungs processed
4 inputs per rung
1 20 13.8 13
2 40 15.2 30
3 60 15.8 45
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IX Total rungs Break-even point # rungs processed
5 inputs per rung
1 16 11.4 11
2 32 12.5 24
3 48 12.9 36
8 inputs per rung
1 10 7.4 7
2 20 8.1 16
3 30 8.4 24
4 40 8.5 32
5 50 8.55 40
6 60 8.6 48
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test conditions are shown in figure 4-11(a-d).
From figure 4-11(a-d), one can see that when the total number of rungs increases,
the value of the break-even point also increases. However, the rates of increase of the
break-even point decreases when the total number of rungs increases. This can be seen
from figure 4-11 (c-d) where the value of IX changes from 1 to 6. Yet, this change is not
significantly different. When considering the number of rungs processed in each test
condition, they approximately increase in the same rate as that of the total number of
rungs does. This results from the use of inputs in more than 1 rung.
4.3.2 Complex Logic Conditions - No Interaction Effects
In this section, the test factors were based on the same conditions as in section
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4.3.1. Details of the impacts due to these types of logic conditions are described as
follows:
4.3.2.1 Effects of the Number ofInputs Per Rung.
The effects of the number of inputs per rung in complex logic conditions were
studied by considering logic conditions that consist of 4 and 8 inputs per rung. Generally,
the highest level of complexity is constrained by the number of inputs per rung. The
level of complexity for the logic conditions that consist of 4 inputs per rung can be 3 and
4, whereas that for logic conditions which consist of 8 inputs per rung vary from 3 to
8.
For the logic conditions that used 4 inputs per rung, each rung consisted of 4
normally open inputs X, 2 "AND" logic operators, 1 "OR" logic operator, and 1 external
output Y. Each input was used only 1 place in the program. The total numbers of rungs
was 20. A simple logic condition that consisted of the same number of elements was used
as a benchmark. The test conditions of each level of complexity were:
OSimple logic conditions
oXl X21 OR X41 AND X61 AND Yl OUT
OComplex logic conditions level 3
aXl X21 X41 AND OR X61 AND Yl OUT
eComplex logic conditions level 4
-Xl X21 X41 X61 AND OR AND Yl OUT
The logic conditions that used 8 inputs per rung consisted of 8 normally open
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inputs X, 4 "AND" logic operators, 3"OR" logic operators, and 1 external output Y.
if<
Each input was used only 1 place in the program. The total number of rungs was 10. A
simple logic condition that had the same number of elements was used as a benchmark.
The test conditions of each level of complexity were:
oSimple logic conditions
eXI XU OR X2I AND X3I AND X4I OR X5I AND
X6I OR X7I AND YI OUT
oComplex logic conditions level 3
eXI XU OR X2I X3I AND X4I OR AND X5I X6I
AND OR X71 AND YI OUT
oComplex logic conditions level 4
eXI XU OR X2I X3I X4I OR AND X5I X6I AND
OR AND X7I AND YI OUT
oComplex logic conditions level 5
DXI XU OR X2I X3I X4I X5I AND OR AND X6I
X7I AND OR AND YI OUT
oComplex logic conditions level 6
aXI XU AND X2I X3I X4I X5I X6I OR AND OR
AND X71 OR AND YI OUT
The results of the test conditions are shown in figure 4-I2(a-c). When the results
from the simple logic condition are compared with those of different levels of complex
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Conditions that Use 8 Inputs Per Rung.
logic conditions that use 4, and 8 inputs per rung, one can see that a higher level of
complexity requires a longer processing time. However, the value of the changed inputs
at the break-even point is slightly different among test conditions in the same group that
use the same number of inputs per rung. This shows that the level of complexity does
not affect the break-even point but it does affect the processing time. This results from
the shifting of the values in the stack during the analysis of logic conditions. In fact, the
processing time proportionally increases with the level of complexity at the same rate for
both control schemes. Since levels of complexity affected only the processing time, the
test conditions created in the next section used a logic condition that consisted of 4 inputs
per rung with level 4 complexity and 8 inputs per rung with level 6 complexity.
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In tenus of the effect of the number of inputs per rung, the results are in the same
manner as the results in section 4.3.1.1. Therefore, the explanation in section 4.3.1.1 is
also applicable in this section.
4.3.2.2 Types of Input Contacts.
The test conditions used to studied the effect of types of input contacts were the
same as those logic conditions used in section 4.3.2.1 except that normally closed
contacts were used instead of normally open contacts. The results from the same logic
conditions that use normally open contacts were used as a benchmark. The results of the
test conditions in this section are shown in figure 4-13(a-d).
For all test conditions, the test conditions that use a normally closed contact have
a higher value of the break-even point than the same test conditions that use a normally
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open contact. the explanation of this result was already described in section 4.3.1.2 .
However, a level of complexity does not show any impact on the break-even point, since
the break-even point was the same for both simple and complex logic conditions. Thus,
it can be concluded that the level of complexity does not affect the break-even point for
this test condition. In terms of a processing time, the logic conditions that used normally
closed inputs required longer processing time than the logic conditions that use normally
open inputs whether it is a simple logic condition or complex logic condition. In addition,
the number of inputs per rung still shows the same influences on the value of break-even
point.
89
4.3.2.3 Length of the Programs.
The effects of the length of program were tested in 2 conditions which were the
same as the conditions in section 4.3.1.3. The number of inputs per rung were 4 and 8.
4.3.2.3.1 One Input is Used Only 1 Place in the Program.
By using complex logic conditions that consisted of 4 and 8 inputs per rung in
Table 4-7 Summary of Data of Test Conditions in Section 4.3.2.3.1
# of 30% 60% 100%
input per
Break Total Break Total Break Totalrung
even rung even rung even rung
point point point
4 4.4 6 8.9 12 14.7 20
8 2 < 3 4.8 6 8 10
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section 4.3,2,1 as a benchmark, the test conditions in this group were created by varying
the number of total rungs from 30% and 60% of the total number of rungs in the
benchmark test condition. Table 4-7 provides a summary of data for the test conditions
in this section. Figure 4-14(a,b) shows the results of the complex logic condition that
uses 4 and 8 inputs per rung, respectively. When comparing the results from figure 4-
14(a) with those of figure 4-9(b) and the results from figure 4-14(b) with those of figure
4-9(c) in section 4.3.1.3.1, the only difference is the processing time. The value of the
break-even point is the same. Therefore, it can be concluded that in this group of test
conditions, level of complexity affects the processing time, but ir-does not affect the
break-even point. This can be seen from the graphs in figure 4-15 which are the same
as those in figure 4-10. Note that the break-even point of the test condition at 30% length
of total number of rungs in figure 4-14(b) is an approximate value since the change of
inputs status starts from 2 inputs at a time.
4.3.2.3.2 One Input is Used More Than 1 Place.
In this group, the logic conditions that consist of 4 inputs per rung with level 4
complexity and 8 inputs per rung with level 6 complexity were tested. The logic
condition that 1 input was used only 1 place in the program is used as a benchmark. The
total number of rungs was 10. The effect of the length of program in this group was
tested by using the logic conditions that 1 input was used 2 and 3 places ( IX = 2, 3) in
the program. The test conditions were created by duplicating the total number of rungs
to 2 and 3 times that of the logic condition 'that 1 input is used only 1 place in the
program and changing the outputs of the duplicate rungs. The results from the test
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conditions are shown in figure 4-16(a-b). When comparing the results in this section with
the results in section 4.3.1.3.2, the only difference is the processing time because of the
algorithm used in the control program. In terms of the break-even point, the results
appear to be the same as those of section 4.3.1.3.2. Therefore, the conclusion in section
4.3.1.3.2 is also applicable to this section. Therefore, it can be concluded that the
Table 4-8 Summary Data of Test Conditions in Section 4.3.2.3.2
4 inputs per rung 8 inputs per rung
IX lower #rungs ratio total lower #rungs ratiototal
rung point run rung point run
1 20 14 14 0.7 10 7 7 0.7
2 40 16 32 0.8 20 8 16 0.8
3 60 16 48 0.8 30 8 24 0.8
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level of complexity affects only the processing time.
From a comparison of the results of the test conditions in section 4.3.2.1 to this
section, all of the results are the same as those in simple logic condition in section 4.3.1
except the processing time. Therefore, it can be concluded that level of complexity
affects only the processing time in that the higher level of complexity requires a longer
processing time, whereas it does not affect the value of the break-even point. However,
a new algorithm was developed to process the logic more efficiently and eliminate the
effects of the complexity level. This algorithm is explained in section 5.2 in chapter 5.
With this new algorithm, the complexity level does not affect the processing time.
4.3.3 Simple Logic Conditions - with Interaction Effects
Based on the definition of art interaction effect as described in section 4.1.1. 5,
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there are 2 main factors that play an important role in the effect of interaction. They are:
(1) level of interaction, and (2) the number of affected rungs associated with the
interaction effect. Note that the definition of level of interaction and affected rungs was
already described in section 4.1.5. The effects of these 2 factors were studied by using
a series of tests.
0.016 ----.- --.- -_. '--"---
0014 - allaallll tJII~..allll~II a"II""""""""'!i!Il'J!I-
'1j f / ++
0012 --11 --H---- J'.__ -- ~+ ---I / ++
o / *+
_ 001 --/--x--J;L -/--- -- .L- --- --
~ tl/,' +++~ rr!',' ++1::::' .~~/ /~**/~~--= .. _
O.004-f:~+>-'F"/ - .---- ....--- .-_... --'---
0.002 ~~........- ----- ------.----- .---. -
++
o '--I -,----_. 1---' -----,--------, ---------r-- ----.-------1'· -
o 5 10 15 20 25 30 35 40 45 50
#chonged input
[
It- SUl.Alrodl-I~[---+- TOLNe ... TI~[ N;INT"- TOLN-~-;"ll}J( lIn,
Ft- TOWewllM[ !NIl -X-- TOlNewTllJ[ INT3 .- TOLNewlM 1~T.4
-----'-- --_ ..•_._--
Figure 4-17 Effects of Interaction Levell, 2, 3, and 4 with 1
Affected Rung Per Each Level of Interaction.
To determine the effect of interaction level, the test conditions were created by
varying the level of interaction from level 1 to 4 with 1 affected rung per each level of
interaction. The logic conditions in each rung consisted of 2 normally open inputs X, 1
normally open internal coil contact C, 1 "AND" logic operator, 1 "OR" logic operator,
and 1 internal coil output C. In each test condition, the total number of rungs was 60.
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The results from the test conditions in this group are shown in figure 4-17. Note that the
abbreviation "NOINT" refers to the test condition that had no interaction effect while
"INTI" refers to the logic condition that had interaction effect level 1.
To determine the influence of the number of affected rungs, the test conditions
were created by varying the number of affected rungs from 1 to 4 in' the test condition
that had interaction effect level 1. The types and the number of elements used in this
o
a
------.------------- .. -,-~-
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Figure 4-18 Effects of the Number of Affected Rung 1, 2, 3, and
4 of Interaction Effect Levell.
group were the same as those of the test conditions in the previous tests. The results of
the test conditions in this group are shown in figure 4-18. Note that the abbreviation
"NOAFF" refers to the logic condition that had no the affected rungs to cause an
interaction effect while "AFFl" refers to the logic condition that had 1 affected rung for
the interaction effect level 1. From figures 4-17 and 18, the results of the 2 test
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conditions are the same in terms of the processing time and the rounded up value of
break-even point. This can be explained by considering the number of rungs processed
Table 4-9 Summary of Effect of Interaction Level and Number of Affected rungs.
Effect of Interaction level Effects of # of affected rungs per 1
changed input
Interaction Break even # rungs # affected Break even # rungs
Level point processed rungs point processed
1 45 45 1 45 45
2 22 44 2 22 44
3 11 44 3 11 44
4 9 45 4 9 45
because of a change of input status. Table 4-9 shows the number of rungs processed for
each test condition. All test conditions have approximately the same number of the rungs
processed whether there is an interaction effect or not. For example, the logic condition
that has interaction effect level 4 with each level of interaction having only 1 affected
rung has the same number of rungs processed as that of the logic condition that has
interaction effect level 1 with 4 affected rungs or that of logic conditions that do not have
interaction effects. This results from the same value of SUMTradTIME! and the number
of inputs per rung in all test conditions. Results in figures 4-17 and 18 show that the
number of rungs processed because of the change of input status are affected directly by
the level of interaction and the number of affected rungs of each level of interaction
effect. Therefore, to make the test conditions easier to understand, the test conditions in
the next section in this group are formed by using interaction effect level 1 which has
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only 1 affected rung for the interaction effect. However, the sequence of the operation
shouldqBe.Jtaken into account in this type of logic condition.
4.3.3.1 The Number of Inputs Per Rung.
The effects of the number of inputs per rung to logic conditions in this group
were tested by using the same test conditions described in the previous paragraph but
varying the number of inputs per rung to 3, 6, and 12 inputs per rung. Each input was
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Figure 4-19 Effects of the Different Number of Inputs Per Rung
to the Interaction Effect Levell.
used only 1 place in the program. The total number of rungs in each test condition was
60. The results from the pervious section were used as a benchmark for the low number
of inputs per rung ( 3 inputs per rung). The results of the test conditions are shown in
figure 4-19. From the graph in figure 4-19, one can see that the break-even point of the
12 inputs per rung logic condition is higher than that of the 3 inputs per rung logic
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condition. This results from the higher number of total elements in the 12 inputs per rung
logic condition. When comparing the new method and the old method, logic conditions
that have a high number of elements in the program result in a longer processing time
in the traditional PLC algorithm. Based on the basic concept of the proposed control
algorithm, this type of logic condition makes the proposed control scheme more attractive
than the traditional method. In terms of the ability to respond to changes of input status,
the number of inputs per rung plays an important role in the proposed control scheme.
A lower number of inputs per rung provides the faster response to changes of input
status.
4.3.3.2 Types of Input Contacts.
The effects of input types were tested by using the same test conditions used in
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section 4.3.3.1 except that normally closed contacts were used. Moreover, the results
from section 4.3.3.1 were used as a benchmark. The results from the test are shown in
figure 4-20(a-c). In terms of the processing time, logic conditions that consisted of
normally closed inputs required a longer processing time than logic conditions that
consisted of normally open inputs because of the additional "NOT" logic operators. In
terms of the break-even point, the value of the break-even point of the logic conditions
that use a normally closed contact is higher than that of logic conditions that use a
normally open contact. However, when the number of inputs per rung increases, the
difference of the break-even point between the 2 types of contacts tends to decrease.
4.3.3.3. Length of the Programs
The impact of the length of program was tested in 2 cases similar to the test
conditions in sections 4.3.1. 3 and 4.3.2.3: (1) each input is used only 1 place in the
program, and (2) each input is used more than 1 place in the program. Details of the 2
test conditions are described in the following sections.
4.3.3.3.1 One Input is Used in Only 1 Place.
By using the test condition where the longest program in section 4.3.3.1 was the
benchmark, the test conditions in this section were created by using the same conditions
as those in section 4.3.3.1 but varying the number of total number of rungs in the
program. The number of inputs per rung were 3, 6, and 12. The total number of rungs
of the longest program was 60. The number of rungs in the test conditions varied from
30% to 60% of the total nlllllber of rungs of the longest program. Table 4-10 provides
summary data of test conditions. The results from the experiment are shown in figure 4-
101
21(a-c). Note that the values of the number of rungs processed were calculated by using
2 times the rounded up values of the break-even point.
Table 4-10 Summary of Data for the Test Conditions in Section 4.3.3.3.1.
# of 30% 60% 100%
inputs
per Break #rungs Break #rungs Break #rungs
rung even processed even processed even processe
point point point d
3 6.8 12 13.7 26 22.9 44
6 7.7 14 15.5 30 25.6 50
12 8 16 16.4 32 27.2 54
o -T i I -----.-------. --'------.----1-------.-------' ,~~-.----------.---
2 3 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
H_changed inputs
Figure 4-21(a) Effects of the Length of Program for Logic
Conditions that Use 3 Inputs Per Rung with Level 1 of Interaction
Effects.
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From the test results in figure 4-21 (a-c) , when the length of the program
increased, the break-even point also proportionally increased. This results from an
increase of the SUMTradTIME!. In addition, the number of inputs per rung also affects
the break-even point. This can be seen from slopes of the graphs in figure 4-22.
4.3.3.3.2 One Input is Used in More Than 1 Place in the Program.
The effects of the length of program in this group were tested by forming the
logic conditions that 1 input was used 2 and 3 places in the program. Three logic
conditions that had 3, 6, and 12 inputs per rung with 18 rungs were used as a bench
mark. For the test conditions where 1 input was used 2 and 3 places (IX = 2, 3) in the
program, the test conditions were created by duplicating the number of rungs 2 and 3
times, respectively, and changing the outputs of the additional rungs. Table 4-11 provides
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a summary of the logic conditions which were used in this group.
Table 4-11 Surruriary Data of Test Conditions in Section 4.3.3.3.2.
3 inputs/rung
IX Total rungs Break-even point # rungs processed
1 18 6.8 12
2 36 7 28
3 54 7.1 42
6 inputs/rung
1 18 7.8 14
2 36 7.9 28
3 54 7.9 42
12 inputs/rung
1 18 8.2 16
2 36 8.2 32
3 54 8.2 48
The results from the test conditions are shown in figure 4-23(a-c). In terms of the
processing time, for all test conditions the longer programs require a longer processing
time in the traditional PLC algorithm. For the value of the break-even point, in the test
conditions that use 3 inputs per rung the break-even point increases when the number of
rungs increases. However, it is not significantly different. For the test conditions that use
6 and 12 inputs per rung, the value of the break-even point is the same for almost all the
test conditions. In addition, changes of the number of rungs processed also increase at
the same rate as that of the total number of rungs because of the use of an input more
than 1 place in the program. Therefore, in each group of test conditions, it can be
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concluded that the value of the break-even point is approximately the same for all test
conditions in the same group because a longer program was created by duplicating the
same logic condition.
4.3.4 Complex Logic Conditions - with Interaction Effects
When comparing the results from complex logic conditions with no interaction
effects in section 4.3.2 with those of simple logic conditions with no interaction effects
in section 4.3. 1, one can see that the only difference between the 2 sections is the.
processing time. Based on the program algorithm, a high level of complexity required
a longer processing ,time than a low level of complexity or simple logic conditions.
However, the longer processing time did not affect the value of the break-even point or
the number of rungs processed in the proposed control scheme, because both control
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schemes used the same algorithm to analyze the logic conditions. Therefore, the increase
in the processing time is a constant proportion. Based on this explanation, it can be
estimated that the results from complex logic conditions with interaction effects should
be the same as those of simple logic conditions with interaction effects. Therefore, the
results and conclusions in section 4.3.3 should be applicable to this section. However,
to confirm this estimation, a verification was performed by testing the complex logic
conditions with interaction effects (which had the same number of input and logic
operator elements as those of the simple logic conditions with interaction effects) and
then comparing the results with the simple logic conditions with interaction effects. The
test conditions were created by varying the level of complexity to 3, 4, and 5. A simple
logic condition was used as a benchmark. Each test condition consisted of 2 normally
open inputs X, 4 normally open internal contacts C, 3 "AND," and 2 "OR" logic
operators, and 1 internal coil..output C. The total number of rungs was 60. The level of
interaction varied from 1 to 4 with each level having only 1 affected rung. The results
from the test conditions are shown in figure 4-24(a-d). Note that "INTI" refers to the
logic condition that has interaction effect level 1. When comparing the results of the
simple logic conditions with those of different levels of complex logic conditions, one
can see that only the processing time of each test condition is different, whereas the value
of the break-even point is the same. Therefore, it can be concluded that the results and
conclusions in section 4.3.3 are also applicable to this section.
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Chapter 5
Conclusion
5.1 Summary of the Results
The results from the tests in chapter 4 reveal the important factors that affect the
proposed control scheme: (1) the length of program, (2) the location of the changed
inputs, (3) the number of changed inputs in each cycle, (4) the interaction between rungs,
(5) the number of inputs per rung, and (6) the logic conditions. In general, the effect of
these factors appears in the form of a combination of 2 factors or more. Details of each
factor are explained in the following sections:
5.1.1 The Length of the Program
Generally, the length of the program directly affects the processing time of the
traditional PLC in that a longer program requires a longer processing time. This results
in a slower response to changes of inputs status. On the other hand, the length of the
program does not directly affect the proposed control scheme when there is little
interaction between rungs.
5.1.2 The Number of Rungs Affectetl by the Changed Inputs
This factor affects the proposed control scheme, while it does not have any effect
on the traditional PLC. In the proposed control scheme, the number of rungs affected by
changed inputs affects the processing time because when an input changes, each rung that
it affects must be processed. Based on the proposed control algorithm, if the number of
rungs affected by changed inputs equals the total number of rungs in the program, the
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processing time of the proposed control scheme will be longer than that of the traditional
PLC. This results from a longer processing time during the analysis of logic conditions
in each rung and the additional processing time which is used during the comparison of
input status and adding the rung numbers to the list. A low number of rungs affected by
changed inputs will take a shorter time to process and thus make the proposed control
program respond faster to changes of input status. However, the-effect-ofthis-factor~still------l
depends on other factors such as the length of the program, the number of inputs per
rung, and the number of changed inputs in each cycle.
5.1.3 The Number of Changed Inputs in Each Cycle
A high number of changed inputs in each cycle can result in a longer processing
time, because more rungs will need to be processed. On the other hand, if:the number
of changed inputs per rung is low, it is possible that the processing time will be short and
the system can respond to changes very quickly. If this situation is possible, the proposed
control scheme will respond to a change of input status much faster than the traditional
approach.
5.1.4 The Interaction Effects
The effects of interactions can be consider in 2 areas: (1) level of interaction, and
(2) the number of affected rungs on each level of interaction. In general, the number of
affected rungs impacts the processing time in the proposed control scheme. The higher
the number of affected rungs the longer the processing time because more rungs must be
processed. An additional consideration is that the level of interaction can cause an endless
loop during the analysis of the logic conditions if the user program has a high level of
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complex interaction. This factor results in a difficulty in programming and debugging the
logic conditions that have high levels of interaction. The algorithm used to solve the
endless loop problem is explained in section 5.3.
5.1.5 The Number of Inputs Per Rung
Generally a user program consists of rungs that use different numbers of inputs.
If a changed input is located in a rung that has a low number of input elements and this
rung does not have any interaction with other rungs in the program, the processing time
in the proposed control scheme will be very short when compared with a traditional PLC.
The impact of the number of inputs per rung to the proposed control schemel appears in
the fonn of an increase in processing time (TOLNewTIME) for more inputs per rung.
From figure 4-6(a-c), one can see that the slope of TOLNewTIME from the logic
conditions that use a low number of inputs per rung is lower than that of logic conditions
that consist of a high number of inputs per rung, whereas the values of the
SUMTradTIME of all conditions are almost the same. This results in a faster response
to changes of input status in the logic conditions that have low numbers of inputs per
rung. In addition, the results from experiments in chapter 4 also show that types of input
elements affect the slope of the TOLNewTIME as well. Generally, logic conditions that
consist of nonnally closed inputs have a higher slope for TOLNewTIME than that of
logic conditions that use nonnally open inputs.
5.1.6 The Logic Conditions
In the proposed control scheme, logic conditions that do not have any input
elements in a rung must be scanned before applying the proposed control algorithm in
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order to set the output of the rung to logic condition to 1. After that, this type of logic
condition will be skipped during program execution, but the output status will still remain
1. This benefits the proposed control scheme in that for programs that have a lot of rungs
of this kind of logic, the proposed controf scheme will work faster.
5.2 The Revised Version of the Control Program
In the revised version of the control program, the algorithm used to implement
the stack during the analysis of logic conditions was modified in order to make the
program work more efficiently. Using the stack concept explained in section 3.4, the
processing time during the analysis of complex logic conditions increased unnecessarily
because of the wasted shifting of the values in the stack. This problem was eliminated
by changing the stack algorithm. The algorithm of the new stack concept is designed
based on the use of a pointer called "StackInd%." To explain the new algorithm, the
same example used in section 3.4 is used. The logic condition used as an example in
section 3.4 is:
Xl CI
Where
NOT AND YI AND C2 OUT.
Xl = I, CI = 0, and YI = 1.
In the new algorithm, the analysis starts by checking the first element in the
rung, in this case, Xl. It gets the status of input Xl and puts it into stack 1 as shown in
figure 5-1 (a). In this step, the StackInd% variable is set to 1. Next, it checks the second
element in the rung which is CI in this case. However, CI can be an output element if
the element after it is an "OUT" command. Therefore, the program will check the third
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(d) (0) (!)
Figure 5-1 The Flow of New Stack Algorithm.
element to detennine whether it is an "OUT" command or not. In this case, it is not.
Then the status of input C I is recorded into stack 2 and StackInd % is set to 2. The next
element which is a "NOT" logic operator represents the normally closed input Cl.
Therefore, the status of input Cl in stack 2 is changed from 0 to I and then it is placed
back into stack 2. The variable StackInd% still contains the same value. The forth
element is an "AND" logic operator. When the logic operator "AND" or "OR" is
detected, the control program takes the value in the current stack which is pointed to by
the value of StackInd% and then "ANDs" or "ORs" it with the value in the previous
stack and puts the result into stack(StackInd%-1). After that, the value of StackInd % is
decremented. In this example, the value in stack 2 is "ANDed" with the value in stack
115
----------------------_....
Table 5-1 The Processing Time of Test Conditions for the New Algorithm. (Second)
TOLNewTIME
# changed
Complexity Levelinputs
Simple 3 4 5 6
2 1.855e-03 1.85ge-03 1.864e-03 1.864e-03 1.866e-03
3 2.405e-03 2.404e-03 2.408e-03 2.407e-03 2.408e-03
4 2.942e-03 2.956e-03 2. 944e-03 2.955e-03 2.944e-03
4 3.495e-03 3.49ge-03 3.494e-03 3.502e-03 3.491e-03
5 4.031e-03 4.047e-03 4.035e-03 4.046e-03 4.041e-03
6 4.584e-03 4.580e-03 4.584e-03 4.581e-03 4.585e-03
7 5. 124e-03 5. 12ge-03 5. 125e-03 5. 12ge-03 5.131e-03
SUMTradTIME 5.058e-03 5.061e-03 5.053e-03 5.057e-03 5.051e-03
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1, the result is put into stack 1, and the value of StackInd% is reduce to 1. For the fifth
and sixth elements which are Y1 and the "AND" logic operator respectively, the control
program operates in the same manner as it does with the second and forth elements. The
seventh element which is a C2 acts as an output of the rung. Therefore, the control
program will read the value in stack 1 and assign it to the output C2. The flow of this
algorithm can be seen in figure 5-1(a-f). The new algorithm for the stack greatly reduces
the processing time of complex logic conditions. With the new algorithm, the complex
logic conditions that contain the same number of elements as the simple logic conditions
take the same amount of time to process. This can be seen from the result of the same
test conditions used in section 4.3.2.1 which were tested by the revised version of the
control program. The results are shown in Table 5-2 and the graphs in figure 5-2(a-b) .
•-1
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Therefore, based on the new algorithm, the classification of logic conditions can be
divided into 2 groups: (1) an interaction group and (2) a non- interaction group.
5.3 The Implementation of the Proposed Control Scheme
Since changes of input status can occur randomly, the implementation of the
proposed control scheme should be able to handle changes of inputs status that can
happen randomly. The proposed algorithm should be applied in the following manner.
By using the value of the SUMTradTIME as an index, the comparison between the
TOLNewTIME and the SUMTradTIME is performed periodically. If the value of
TOLNewTIME is lower than that of the SUMTradTIME, the proposed control scheme
is used. On the other hand, if the value of the TOLNewTIME is higher than that of
SUMTradTIME, the control program will switch to the traditional PLC control scheme
and start to operate under the traditional PLC algorithm. By using this method, the
problem created by endless loops that can happen in the proposed control scheme due to
complex interactions can be eliminated. The period of time that elapses between the
checking of TOLNewTIME should be no more than SUMTradTIME!.
5.4 Future Directions for Research
For future studies of the new control scheme, the following directions are
suggested:
5.4.1 Study the Effects of Other Types of Outputs
Types of outputs that are used in this work are limited to external outputs Y, and
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internal coil outputs C. However, there are other types of outputs which are usually used
to form logic conditions. They include timers, counters, set and reset types of external
outputs or internal coil outputs, etc. The effects of these types of outputs to the proposed
control scheme should be studied, especially the timer and the counter, since these two
types of outputs cause interaction effects with the other rungs in the program.
5.4.2 Study the Effects of a High Number of Outputs Per Rung
In the current work, the number of output elements in each rung is limited to 1.
Based on the proposed control scheme, if the number of outputs per rung is higher than
1, the processing time per rung should increase due to interaction effects. In terms of the
processing time, when the number of outputs per rung increases, the processing time
increases because of the comparison of output status after the analysis of logic condition.
In terms of the i~raction effects, logic conditions that have a high number of outputs
per rung can result ill a high level of interaction effects. Therefore, this factor should be
investigated in order to determine its effect on the proposed control scheme.
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