Abstract. In this paper, we are concerned with the existence and multiplicity of positive periodic solutions for first-order vector differential equations. By using the Leray-Schauder alternative theorem and the Kransnosel'skii fixed point theorem, we show that the differential equations under the periodic boundary value conditions have at least two positive periodic solutions.
Introduction
This paper is concerned with the existence and multiplicity of positive periodic solutions of the first-order non-autonomous dynamical system ( 
1.1) x (t) + A(t)x(t) = f (t, x) for all t ∈ [0, ω]

or (1.2) −x (t) + A(t)x(t) = f (t, x) for all t ∈ [0, ω],
where ω is a positive constant and f : [0, ω] × R m → R m is a continuous function with f (t+ω, x) = f (t, x). By a ω-periodic positive solution of Eq. (1.1) (or (1.2)), we mean an absolutely continuous function x(t) = (x 1 (t), x 2 (t), · · · , x m (t)) T satisfying Eq. (1.1) (or (1.2)) and the periodic boundary condition (1.3) x(0) = x(ω).
In mathematical ecology, it is found that in a particular case of Eq. (1.2), the m-species Lotka-Volterra competition system, ( where the coefficients are assumed to be continuous ω−periodic functions. The assumption of the periodicity of b i and a ij for i, j = 1, 2, · · · , m is a way of incorporating the periodicity of the environment (e.g., seasonal effects of weather, food supplies, mating habits, harvesting, etc.). Many papers have been devoted to studying this system (see [1, 4, 12, 13] and the references therein).
1.4)ẏ i (t) = y i (t)[b i (t) −
Mathematically, the multiplicity and existence of positive periodic solutions for Eqs. (1.1) and (1.3) have been extensively studied in the literature (see [2, 3, 5, 10] ).
There are three common methods used to study such problems. The first one is the method of upper and lower solutions, coupled with the Lyapunov-Schmidt method and the monotone iterative technique (see [7, 8] ). The second one is the coincidence degree theory of Mawhin (see [9] ). The third one is the fixed point theorems, such as the Schauder fixed point theorem and the Krasonsel'skii fixed point theorem in a cone. There is a rich literature on the use of the Krasonsel'skii fixed point theorem for the existence of positive solutions of boundary value problems for differential equations (see [5, 10, 11] ).
Motivated by recent papers (see [2, 6] ), we investigate the existence and multiplicity of positive periodic solutions of the first-order vector differential equations, and we obtain several results based on the Leray-Schauder alternative theorem and the Kransnosel'skii fixed point theorem by constructing a cone defined in R m . In this paper, we are mainly interested in two cases of the non-linearity of f (t, x) in (1.1). The first case is a positone, and the second case is a semi-positone. It is difficult to find the results of the semi-positone case. We show the results of the semi-positone case by the results of the positone case in this paper.
The paper is organized as follows. In section 2, we introduce some notation and preliminary results. In section 3, some existence and multiplicity results in the positone case will be given. Finally, we study the semi-positone case in section 4.
Notation and preliminaries
Throughout this paper, 
, and x(t) > 0 for t in a subset of positive measure.
Consider the first-order linear boundary value problem
and A(t) satisfies the following condition: 
Thus, the following lemma holds.
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Then the unique solution of (2.1) has the following form:
Under condition (A), we denote 
where
. Therefore, T is well defined and maps C ω into K.
Note that u i (t, s) and F (t, x) are continuous; we can easily get the continuity of T . By the Arzelá-Ascoli theorem and the Lebesgue dominated convergence theorem, it is not difficult to show that T is completely continuous. We omit the details here.
In the following, we recall the following well-known theorems. (i) T has at least one fixed point inΩ.
(ii) There exist x ∈ ∂Ω and 0 < λ < 1 such that x = λT x. Lemma 2.4 (Kransnosel'skii fixed point theorem). Let K be a cone in a Banach space X and
completely continuous operator such that either
Then T has a fixed point in K ∩ (Ω 2 \ Ω 1 ).
Positone case
In this section, the existence and multiplicity of positive solutions for problems (1.1), (1.3) are obtained in the positone case.
Suppose that f (t, x) satisfies the following conditions.
There exists a positive number r such that
Ids, respectively. The notationr i denotes an n-dimensional vector, the ith component ofr i is r, and other components are zero.
Theorem 3.1. Suppose that A(t) satisfies (A) and f (t, x) satisfies (F1)-(F3).
Then Eqs. (1.1), (1.3) have at least one positive periodic solution with 0 < x < r.
Fix n ∈ N 0 . Consider the family of equations
The boundary value problems (3.1), (1.3) are equivalent to the following fixed point problem in C ω :
G(t, s)A(s)Ids
= λT n x + 1/n ω 0
G(t, s)A(s)Ids,
where T n denotes the operator defined by (2.3), with F (t, x) replaced by f n (t, x). 
G(t, s)A(s)Ids
and noting that
Thus the fixed problem (3.2) is equivalent to the following:
Suppose that x is a fixed point of (3.3) for some λ ∈ [0, 1]; then x = r. Otherwise, there exists λ 0 ∈ [0, 1] such that x = r; i.e., there exists i 0 ∈ {1, 2, · · · , m} such that sup t∈ [0,ω] |x i 0 (t)| = r. Note (3.3) and f n (t, x) ≥ 0; then by Lemma 2.2 we have
Hence, for all t ∈ [0, ω], we have
According to (F2), (3.5) , and the choice of n 0 with 1/n < 1/n 0 < r, for all t ∈ [0, ω],
which is a contradiction to the choice of n 0 .
By the Leray-Schauder alternative theorem, (3.3) (with λ = 1) admits a fixed point x n ∈ B r = {x ∈ R m : x < r}. That is, x n is the periodic solution of (3.1), (1.3) (with λ = 1) with x n < r. Note x n (t) ≥ 1/nI by (3.3) (with λ = 1) for all t ∈ [0, ω]; therefore x n is actually a positive solution of (3.1), (1.3) (with λ = 1).
In the following, we will show that x n has a uniform positive lower bounded; i.e., there exists a constant θ ∈ R m + , independent of n ∈ N 0 such that (3.6) min
Suppose that x r (t) is the unique periodic solution to problem (2.1) with h = φ r . Then
Note that
Since x n < r and {x n } n∈N 0 is a bounded and equi-continuous family on [0, ω], according to the Arzelá-Ascoli theorem, there exists a subsequence {x n k } k∈N converging uniformly on [0, ω] to a function x ∈ C ω . By the integral equation
Since x n < r and by (3.6), x is a positive periodic solution of (1.1), (1.3) with 0 < x ≤ r.
Finally, it is not difficult to show that x < r by noting that if x = r, the argument similar to the proof of the first claim will yield a contradiction.
Let us assume that:
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We have the following result. Proof. The proof is similar to the proof of Theorem 3.1, so we omit the details here.
Theorem 3.3. Suppose that (A) and (F1)-(F3) hold. Furthermore, assume that: (F5) There exist continuous, non-negative functions g
There exists a positive number R > r such that Proof. Let Ω 1 = B r and Ω 2 = B R be balls in C ω . The operator T :
First we claim that T x < x for x ∈ K ∩ ∂Ω 1 . In fact, if x ∈ K ∩ ∂Ω 1 , we have x = r. As in the proof of x n < r in Theorem 3.1, we obtain T x < r. We omit the details.
Next we show that
Therefore,
By Lemma 2.4, T has a fixed pointx ∈ K ∩ (Ω 2 \Ω 1 ). Obviously,x is a positive periodic solution of (1.1), (1.3) and satisfies r < x ≤ R.
Weakening the assumptions (F5) and (F6), we have the following result. 
There exists a positive number R > r such that
Then, besides the periodic solution x constructed in Theorem 3.2, the boundary value problems (1.1), (1.3) have another positive periodic solutionx with r < x ≤ R.
Semi-positone case
In this section, we consider the semi-positone case of (1.1), which means that f (t, x) satisfies the following: 
G(t, s)p(s)ds
Suppose that A(t) satisfies (A) and f (t, x) satisfies (F7). Furthermore, assume that
where g i (x) > 0 is non-increasing and
There exist a positive constant L and a non-increasing positive function φ L such that 
whereP i ∈ R m satisfies that the ith component is P i with P i (t) denoting the ith component of P (t) and the other components ofP i are zero. The notationr i is similar to that in (F3). a positive solution of (1.1), (1.3) . As in the proof of Theorem 3.1, set N 0 = {n 0 , n 0 + 1, · · · }, where n 0 ∈ {1, 2, · · · } is chosen such that
Consider the following vector differential equation: (4.1) x (t) + A(t)x(t) = F (t, x(t) − P (t)).
If (4.1), (1.3) have a solution x that satisfies x(t) > P (t) for all
where λ ∈ [0, 1] and
The boundary value problems (4.2), (1.3) are equivalent to the following fixed point problem:
Similar to the proof of Theorem 3.1, it is not difficult to prove that x = r. By the Leray-Schauder alternative theorem, (4.3) (with λ = 1) admits a fixed point x n ∈ B r . That is, x n is the periodic solution of (4.2), (1.3) (with λ = 1) with x n < r.
To prove that (4.1), (1.3) (with λ = 1) have a solution x that satisfies x(t) > P (t) for all t ∈ [0, ω], we give the following lemma. 
where p i (t) is the ith component of p(t) and · 1 denotes the L 1 -norm over (0, ω).
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To verify (4.4), we need the following steps:
T . Therefore, (4.6) holds. For each i = 1, 2, · · · , m, integrating Eq. (4.2) (with λ = 1) from 0 to ω, we get
This is a contradiction. Therefore,
In the following, we will prove step (b). There are two cases:
For case (b1), it is not difficult to obtain (4.4). If (b2) holds, there exist c n ∈ [0, ω] and some i 0 ∈ {1, 2, · · · , m} such that
where ξ i 0 n denotes the inverse of y
The boundedness of the first term follows from the integrability of x i 0 n (t). Using (4.9) and x n < r, it is not difficult to show that the second term and the last term are bounded. Thus, there exists Q > 0 such that (4.11)
On the other hand, there exists n 2 ∈ N 1 such that
This is a contradiction. Thus (4.10) holds. Therefore,
Similar to the proof of (4.11), we can obtain that
n is bounded. On the other hand, as n ∈ N 2 , by (F9),
as α n → 0+. This is a contradiction. Thus (4.4) holds. 
