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Résumé
Cette thèse traite la problématique d’estimation de la pose (position relative et
orientation) d’un corps rigide en mouvement dans l’espace 3D par fusion de don-
nées issues de capteurs inertiels et visuels. Les mesures inertielles sont fournies à
partir d’une centrale inertielle composée de gyromètres 3 axes et d’accéléromètres
3 axes. Les données visuelles sont issues d’une caméra. Celle-ci est positionnée sur
le corps rigide en mouvement, elle fournit des images représentatives du champ
visuel perçu. Ainsi, les mesures implicites des directions des lignes, supposées fixes
dans l’espace de la scène, projetées sur le plan de l’image seront utilisées dans
l’algorithme d’estimation de l’attitude. La démarche consistait d’abord à traiter
le problème de la mesure issue du capteur visuel sur une longue séquence en uti-
lisant les caractéristiques de l’image. Ainsi, un algorithme de suivi de lignes a été
proposé en se basant sur les techniques de calcul du flux optique des points ex-
traits des lignes à suivre et utilisant une approche de mise en correspondance par
minimisation de la distance euclidienne. Par la suite, un observateur conçu dans
l’espace des matrices orthogonales, dénoté par SO(3) a été proposé afin d’estimer
l’orientation relative du corps rigide dans la scène 3D en fusionnant les données
issues de l’algorithme de suivi de lignes avec les données des gyromètres. Le gain
de l’observateur a été élaboré en utilisant un filtre de Kalman de type M.E.K.F.
(Multiplicative Extended Kalman Filter). Le problème de l’ambigüité du signe
dû à la mesure implicite des directions des lignes a été considéré dans la concep-
tion de cet observateur. Enfin, l’estimation de la position relative et de la vitesse
absolue du corps rigide dans la scène 3D a été traitée. Deux observateurs ont été
proposés : le premier est un observateur en cascade avec découplage entre l’estima-
tion de l’attitude et l’estimation de la position. L’estimation issue de l’observateur
d’attitude alimente un observateur non linéaire utilisant des mesures issues des ac-
céléromètres afin de fournir une estimation de la position relative et de la vitesse
absolue du corps rigide. Le deuxième observateur, conçu quant à lui directement
dans l’espace euclidien, dénoté par SE(3), utilise un filtre de Kalman de type
M.E.K.F afin d’estimer la pose par fusion de données inertielles (accéléromètres,
gyromètres) et des données visuelles. Les performances des méthodes proposées
sont illustrées et validées par différents résultats de simulation.
Mots clés : Suivi de lignes, Estimation de la pose, Fusion multi-capteurs, Ob-
servateurs dans SO(3) et SE(3), Filtre de Kalman M.E.K.F.
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Abstract
This thesis addresses the problems of pose estimation of a rigid body moving
in 3D space by fusing data from inertial and visual sensors. The inertial mea-
surements are provided from an I.M.U. (Inertial Measurement Unit) composed by
accelerometers and gyroscopes. Visual data are from cameras, which positioned
on the moving object, provide images representative of the perceived visual field.
Thus, the implicit measure directions of fixed lines in the space of the scene from
their projections on the plane of the image will be used in the attitude estima-
tion. The approach was first to address the problem of measuring visual sensors
after a long sequence using the characteristics of the image. Thus, a line tracking
algorithm has been proposed based on optical flow of the extracted points and
line matching approach by minimizing the Euclidean distance. Thereafter, an ob-
server in the special orthogonal group SO(3) space has been proposed to estimate
the relative orientation of the object in the 3D scene by merging the data from
the proposed lines tracking algorithm with Gyro data. The observer gain was
developed using a Kalman filter type M.E.K.F. (Multiplicative Extended Kalman
Filter). The problem of ambiguity in the sign of the measurement directions of the
lines was considered in the design of the observer. Finally, the estimation of the
relative position and the absolute velocity of the rigid body in the 3D scene has
been processed. Two observers were proposed: the first one is an observer cascaded
with decoupled from the estimation of the attitude and position estimation. The
estimation result of the attitude observer feeds a nonlinear observer using mea-
surements from the accelerometers in order to provide an estimate of the relative
position and the absolute velocity of the rigid body. The second observer, designed
directly in SE(3) for simultaneously estimating the position and orientation of a
rigid body in 3D scene by fusing inertial data (accelerometers, gyroscopes), and
visual data using a Kalman filter (M.E.K.F.). The performance of the proposed
methods are illustrated and validated by different simulation results.
Keywords: Line tracking, fusion of mufti-sensor data, observers in SO(3) and
SE(3), Kalman filter (M.E.K.F).
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Introduction
De nos jours, les robots sont mobiles, à roues ou à pattes, capables de se dépla-
cer sur tout les terrains et aussi aériens, capable de voler et réaliser des missions
bien loin de leur position de repli. Les champs d’applications de ces robots sont
nombreux et variés aussi bien terrestres qu’extraterrestres, dans le cas des robots
d’exploration spatiale. L’évolution des robots grâce à la progression technologique
en électronique et en informatique a ouvert de nouveaux champs d’applications
tels que les applications ludiques et éducatives. La forte intégration des traite-
ments numériques et l’émergence des systèmes embarqués annonce une nouvelle
classe de robot, dotés de plus en plus de fonctions qui augmentent leur autonomie
et leur capacité à s’adapter à un environnement qui change. L’autonomie d’un
robot est sa capacité à détecter les obstacles et les éviter, se localiser dans l’espace
2D/3D, naviguer et cartographier son chemin. L’intérêt de rendre automatiques
certaines fonctions comme la localisation dans l’espace 2D/3D est très présent dans
le développement de véhicules aériens sans pilote, appelés aussi drones ou U.A.V.
(Unmanned Aerial Vehicle).
Les robots aériens sans pilotes à décollage vertical de type Quadrotor, connaissent
actuellement un grand intérêt dans le domaine civil. La capacité à décoller et at-
terrir à la verticale et à se maintenir en vol stationnaire ouvre de nouvelles pers-
pectives dans plusieurs domaines. Malgré leur simplicité apparente, les U.A.V sont
difficiles à faire voler avec des conditions de stabilité qui conviennent à leurs mis-
sions. Plusieurs travaux en cours apportent des solutions pour simplifier le pilotage
des mini-drones, en déchargeant le pilote des tâches difficiles qui vont être traitées
en interne dans une boucle de contrôle automatique afin de suivre l’attitude de ré-
férence imposée par la mission. La réussite de la mission nécessite la connaissance
de l’attitude ou l’orientation du drone et de sa vitesse angulaire à chaque instant.
Il est bien connu que l’attitude d’un engin aérien, n’est pas directement mesu-
rable mais estimée à partir de mesures issues de capteurs embarqués tels que la
centrale inertielle, caméra, GPS, télémètre, etc. Les conditions d’utilisation de ces
capteurs sont variées et souvent liées aux applications et leurs environnements.
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En effet, l’utilisation du GPS par exemple, en zone urbaine est très limitée du
fait de la perte du signal. Les capteurs inertiels sont très sensibles aux bruits et
leurs performances dépendent de leurs bandes passantes et des conditions de l’en-
vironnement d’application (perturbations magnétiques pour un magnétomètre).
Pour estimer la position et l’orientation à partir de l’utilisation de l’accéléromètre
et du gyromètre il est nécessaire de réaliser une opération d’intégration, mais les
erreurs dues à cette opération rendent difficile leur insertion dans les boucles de
commande. Toutefois, une estimation se basant sur l’utilisation d’autres capteurs
et les techniques de fusion de données des observateurs sont possibles.
Les capteurs visuels sont une alternative aux capteurs classiques de type inertiels
(accéléromètres, magnétomètres) pour l’estimation de l’attitude lorsque l’on doit
faire face à certaines conditions d’utilisation de ces capteurs. Par exemple dans le
cas d’utilisation d’un magnétomètre dans un champ perturbé ou lorsque le système
est sujet à de fortes accélérations et que l’accéléromètre ne mesure pas uniquement
l’accélération dû à la gravité. Les capteurs visuels sont aussi sensibles aux chan-
gements de luminosité et leur utilisation a souvent été limitée par la capacité des
traitements des calculateurs. Cependant l’évolution technologique et l’améliora-
tion de la capacité de calcul des processeurs actuels permettent d’envisager une
utilisation plus large de ces capteurs visuels. La vision comme moyen de mesure
et d’estimation du mouvement est un contexte réel qui trouve son fondement dans
son usage quotidien et continuel par l’homme et par les animaux. Très tôt les
scientifiques ont mis en évidence à travers l’analyse de la dynamique du champ
visuel la présence, dans les images capturées, des informations sur le mouvement
propre du système vision dans son déplacement. Parmi ces informations, le flux
optique qui s’accroit ou s’affaiblit en observant une scène fixe, aide les insectes a
mieux gérer les distances aux obstacles.
Ce contexte d’utilisation de la vision nous impose d’embarquer le capteur visuel
et d’effectuer les traitements localement. Par ailleurs, la complémentarité des dif-
férents capteurs a permis d’élaborer des solutions par fusion de données afin de
tirer avantage des bonnes conditions d’utilisation de chacun d’eux. Les travaux de
recherche sur l’estimation de l’attitude et la position d’un corps rigide en mouve-
ment dans l’espace, intéressent de plus en plus les chercheurs malgré les nombreuses
publications dans la littérature depuis plusieurs décennies. En effet, les nouvelles
applications comme, par exemple, le guidage et pilotage automatique des robots
aériens sans pilote, ouvrent d’autres champs pour le développement de nouvelles
techniques ou nouveaux algorithmes pouvant être embarqués dans le système de
commande. La vision apporte avec l’évolution de la capacité de traitement des
images de nouvelles solutions pouvant remplacer d’autres solutions basées unique-
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ment sur des mesures de capteurs inertiels. Ces algorithmes basés vision offrent,
en association avec les capteurs inertiels, de nouvelles perspectives pour réaliser
une stabilité à long terme des systèmes auto-pilotés. C’est principalement sur ce
thème et axe de recherche que se situe l’apport du travail présenté dans cette thèse.
Dans cette thèse, une nouvelle méthode de suivi de lignes d’une image le long
d’une séquence d’images est proposée. L’originalité de la méthode est de combi-
ner le suivi des points et des lignes pour une meilleure mise en correspondance
afin d’améliorer l’efficacité et la robustesse du suivi. La méthode est basée prin-
cipalement sur l’utilisation de la technique du flux optique pour la prédiction du
déplacement des points d’une ligne et un raffinement de la mise en correspondance
par minimisation de la distance Euclidienne dans la zone de recherche autour des
déplacements prédits des points de ces lignes. Cette méthode permet d’obtenir,
par le suivi des lignes, des mesures implicites des vecteurs directions des lignes 3D
observées ainsi que les vecteurs le long des projections des points de ces lignes. Ces
mesures ont été exploitées et fusionnées avec les mesures des gyromètres afin de
proposer un nouvel observateur pour l’estimation de l’attitude d’un corps rigide.
Cet observateur est conçu dans le sous espace orthogonal SO(3) avec un gain de
l’observateur qui est déterminé à partir de l’élaboration d’une structure de Kalman
de type M.E.K.F. (Multiplicative Extended Kalman Filter ou Filtre de Kalman
Etendu Multiplicatif). Le terme de correction a été composé pour permettre d’an-
nuler l’erreur d’estimation et de faire face au problème de l’ambigüité de signe lié
à la mesure issue des données visuelles. L’estimation du biais a été prise en compte
dans la conception de cet observateur.
Encouragé par les résultats obtenus par l’observateur proposé pour l’estimation
de l’attitude par fusion des données visuelles issues de l’algorithme de suivi des
lignes et des mesures des gyromètres, une extension à l’estimation de la position
relative et la vitesse du corps rigide dans le repère de la scène est proposée, tout
d’abord sous forme d’un observateur cascade. Un modèle de translation à sor-
tie implicite proposé par Rehbinder & Ghosh (2003) est utilisé afin d’élaborer la
structure de l’observateur pour l’estimation de la position relative de la caméra
par rapport à une position correspondant au point d’intersection de trois droites
fixes de l’espace de la scène. Le modèle de translation utilisé dans l’observateur
cascade suppose que l’estimation de l’attitude dans la première étape soit parfaite.
Ainsi, l’observateur type Kalman à gain variant dans le temps permet d’assurer
une convergence exponentielle des erreurs d’observation de la position et de la
vitesse. Ensuite, un deuxième observateur conçu dans SE(3) a été proposé. Cet
observateur permet de fournir une estimation simultanée de l’attitude, de la posi-
tion relative et de la vitesse du corps rigide. Les matrices de gain de cet observateur
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sont déterminées en adoptant la même démarche que l’observateur de l’attitude
basé M.E.K.F. Les résultats obtenues en utilisant des images de synthèses sont
très prometteurs et permettent d’envisager d’embarquer les différents algorithmes
dans un système réel.
Le mémoire de thèse, est organisé comme suit :
— Le chapitre 1 sera consacré à la présentation de l’état de l’art et quelques
fondamentaux portant sur les outils et les méthodes d’estimation du mou-
vement propre d’un corps rigide à partir de la fusion de données visuelles
et inertielles. Ce chapitre s’articule autour de deux grandes parties : la pre-
mière partie concerne les méthodes d’analyses des images et du suivi des
caractéristiques locales (lignes et points). La deuxième partie est consacrée
à la représentation du mouvement d’un corps rigide et aux méthodes d’esti-
mations de sa position et de son orientation.
— Le chapitre 2 porte sur la première contribution dans la mise en œuvre d’un
suivi de lignes dans une séquence d’images. Dans une démarche comparative
nous avons choisi de présenter une synthèse d’une méthode de suivi de lignes
présentée par Toscani et al. (1988), appelée "Token Tracker". Cette méthode
est construite autour d’un filtre de Kalman utilisé pour prédire la position
des lignes dans les images successives. Ensuite, on présentera notre méthode
qui est basée sur un calcul du flux optique pour prédire la position des lignes
suivies dans les images successives. Les différentes étapes de la méthode se-
ront décrites : choix des lignes, prédiction du déplacement et correction des
lignes suivies ; et un algorithme pour la mise en oeuvre de la méthode de suivi
sera donné. Les résultats utilisant, d’une part, des images réelles et d’autre
part des images de synthèses seront présentés.
— Le chapitre 3 constitue notre deuxième contribution concernant l’estimation
de l’attitude d’un corps rigide en mouvement 3D. On donnera la structure de
l’observateur conçu dans SO(3) autour d’un filtre de Kalman type M.E.K.F.
et se basant sur la fusion des données visuelles issues de l’algorithme de suivi
des lignes et des mesures de gyromètres. Une analyse de l’observabilité pour
l’estimation de l’attitude avec des données visuelles sera présentée à partir
d’une étude menée par Rehbinder & Ghosh (2003) et par Wu et al. (2006).
Une présentation des performances de notre méthode d’estimation de l’at-
titude sera faite et illustrée par différents résultats de simulations portant
sur des séquences d’images de synthèses et une comparaison sera faite avec
l’observateur d’attitude basé sur le suivi de lignes proposé par Rehbinder &
Ghosh (2003).
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— Le chapitre 4 est consacré à notre troisième contribution concernant l’es-
timation de la pose d’un corps rigide en mouvement 3D. Deux algorithmes
d’estimation de la position et de l’orientation d’un corps rigide en mouve-
ment dans l’espace 3D basés sur le suivi de lignes seront proposés. Le premier
est un observateur cascade à deux étapes. La première étape est basée sur
l’estimation de l’attitude réalisée par l’observateur conçu dans SO(3) et pré-
sentée dans le chapitre 3. Dans la deuxième étape, un observateur basé sur
un modèle de translation à sortie implicite présenté par Rehbinder & Ghosh
(2003) est proposé en utilisant des mesures issues des accéléromètres combi-
nées aux données visuelles pour compléter l’estimation de la pose. Dans la
suite du chapitre, on présentera un deuxième observateur, conçu directement
dans SE(3), basé sur un filtre de Kalman de type M.E.K.F. afin d’obtenir
une estimation en simultanée de la pose par fusion de données inertielles et
visuelles. Une présentation sera faite des performances des deux observateurs
ainsi qu’une comparaison pour montrer la validité et l’efficacité de notre ap-
proche.
— Une conclusion résume nos principaux apports et présente quelques pers-
pectives aussi bien dans l’amélioration du suivi de lignes que dans l’estima-
tion d’attitude et de pose en général.
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Chapitre 1
Vision et Mouvement : Préliminaires
et État de l’art
1.1 Introduction
Ce chapitre est consacré à une présentation de l’état de l’art et des prélimi-
naires portant sur les outils et les méthodes d’estimation du mouvement propre
d’un corps rigide à partir de la fusion de données visuelles et inertielles. L’un des
domaines les plus concernés par la nécessité de reconstituer le mouvement propre
est bien celui des engins volants autonomes du type U.A.V.. Ces derniers sont
considérés comme des robots mobiles se déplaçant dans un espace tridimension-
nel et la problématique essentielle dans ce cas est la navigation surtout dans des
environnements non structurés et inconnus. En effet, la navigation n’est possible
que grâce à la localisation et l’orientation en temps réel du robot par des capteurs
embarqués. Parmi ces derniers, nous avons la caméra qui est un élément essentiel
dans ce travail et qui trouve bien sa place en tant que capteur complétant les autres
capteurs tels que les capteurs inertiels (ex : IMU), les capteurs de proximité (ex :
télémètre) et les capteurs absolus (ex : GPS).
L’association des informations issues de ces capteurs est primordiale pour re-
constituer le mouvement (position et orientation) d’un corps rigide dans l’espace
3D. Les préliminaires et l’état de l’art qu’on souhaite présenter dans ce chapitre
sont divisés en deux grandes parties qui tendent à répondre aux deux questions
suivantes :
· Que nous apporte l’analyse des images et le suivi de leurs caractéristiques
dans la détermination du mouvement propre d’un corps rigide mobile équipé d’un
système de vision ?
· Comment exploiter les informations visuelles et les fusionner avec les informa-
tions inertielles pour estimer la position, la vitesse et l’orientation du corps rigide
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à tout instant ?
1.2 Le mouvement 3D décrit par l’image 2D
1.2.1 De la scène à l’image
La caméra est composée de deux parties, la première est un système projectif qui
transforme les rayons lumineux issues de la scène en une image 2D, représentative
de la scène 3D observée. La deuxième partie de la caméra est constituée princi-
palement d’un capteur C.C.D. ( Charge Coupled Device), qui transforme l’image
réelle en une image numérique, ce processus s’apparente à une discrétisation de
l’image réelle en un ensemble de pixels, voir la Figure 1.2.1. Chaque pixel fournit
une valeur entière correspondante à l’échelle de l’intensité lumineuse qui l’éclaire,
pour une quantiﬁcation en 8 bits cette échelle s’étende de 0 à 255 pour une image
monochrome en échelle de gris. Pour une image en couleur, le grain (pixel) d’une
image numérique en couleur est déterminé par la somme des valeurs de trois pixels,
un pour chaque couleur primaire, Rouge, Vert et Bleu, le dosage de ces trois pixels
forme toutes les autres nuances colorées.
(a) Formation d’une image (b) L’image au niveau du pixel, chaque pixel
est représenté par un nombre entier de 0
(Noir) à 255 (Blanc)
Figure 1.2.1 – Formation d’une image
A partir des images numériques obtenue, et en appliquant, des processus de
traitements d’images appropriés, on extrait des informations liées au mouvement
des objets de la scène, ou le mouvement propre de la caméra si la scène et les
objets sont ﬁxes.
1.2.2 Caractéristiques de l’image
L’observation d’une scène par une caméra lors d’un mouvement nous fournit une
succession d’images représentatives de cette scène à des instants diﬀérents. L’étude
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du mouvement à partir de cette séquence d’images se fait par l’analyse des trans-
formations produites dans les images numériques successives. Ces transformations
s’adressent aux primitives de bas niveau, comme les points, les segments ou les
lignes, sont aussi désignées comme « les caractéristiques locales » d’une image. Ces
transformations touchent aussi « des caractéristiques globales » représentant plus
un regroupement de primitives locales, ce sont des formes un peu plus élaborées
comme les surfaces, et les contours. Dans le paragraphe qui suit, nous allons définir
ce qu’est un point, une ligne dans une image numérique, et puis nous allons dé-
crire les méthodes permettant de les détecter afin de les suivre dans une séquence
d’images.
1.2.2.1 Les points et leur détection dans l’image
Les points d’intérêts d’une image numérique sont les zones de forte variation de
texture, c’est des changements brusques des valeurs de l’intensité lumineuse. Phé-
nomène observé par Moravec (1980), qui note la forte variation du gradient dans
toutes les directions quand on passe entre pixels voisins et précisément dans une
région correspondante à un coin dans l’image. L’auteur, note aussi que cette varia-
tion est plus faible quand il s’agit de contours. Les points d’intérêts correspondent
donc plus aux coins de l’image, ils peuvent aussi être dû à des discontinuités de
la fonction de réflectance lors d’un changement de texture ou en présence d’une
ombre, ou localisés dans les bords des objets de l’image. La Figure 1.2.2, repré-
sente des cas de détection des points, selon la fonction de répartition de l’intensité
lumineuse dans une fenêtre centrée sur un pixel.
Pour extraire les points, plusieurs méthodes ont été développées, sur une période
de plus de trois décennies. La plupart de ces méthodes se basent sur la détection
des coins, les algorithmes correspondants s’appliquent directement sur l’image nu-
mérique en échelle de gris. D’autres méthodes s’appliquent plutôt sur une image
de contours ou de bords. Une troisième approche, permet de détecter les points
d’intérêts par une mise en correspondance de l’image numérique en échelle de
gris avec un gabarit des points d’intérêts à détecter. Les images de contours sont
obtenues après un prétraitement de l’image numérique en échelle de gris le plus
souvent réalisé par un détecteur de contours, le plus connu c’est celui proposé par
Canny (1986). L’auteur, propose un détecteur qui va être très utilisé par la suite
dans une grande majorité d’applications en vision par ordinateur. Il est basé sur
une détection des contours en fonction d’un seuil adaptable par rapport au bruit.
Il fournit en sortie une carte des contours et leurs propriétés. Les détecteurs des
coins de l’image, basés sur cette approche, réalisent l’extraction des points d’inté-
rêts le long des contours en sélectionnant les régions de courbures maximales et
les intersections de contours. Parmi les algorithmes et méthodes, appliqués pour
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détecter des coins, on peut citer le détecteur donné par Harris & Stephens (1988),
qui est une version améliorée du détecteur proposé par Moravec (1980). Les amé-
liorations apportées, concernent le bruit, le modèle de la fonction d’intensité au
voisinage d’un pixel, et l’estimation de la qualité d’un coin vis-à-vis de la matrice
des gradients. Pour réduire les fortes discontinuités rencontrées dans le détecteur
de Moravec (1980), Harris & Stephens (1988) proposent un opérateur pour calculer
la qualité d’un coin et donc d’un point d’intérêts, basé sur les valeurs propres de
la matrice des gradients :
C(pi) = det(G(pi))− k × trace2(G(pi)) (1.2.1)
C(pi) est la qualité d’un coin localisé en pi(xi, yi), voir la Figure 1.2.2, G(pi) est
calculé par :
G(pi) =
[
ΣW (pi)I2x ΣW (pi)IxIy
ΣW (pi)IxIy ΣW (pi)I2y
]
(1.2.2)
Pour toute position pi = [xi,yi]T , on définit une fenêtre autour d’une région
carrée W (pi) centrée en pi voir la Figure 1.2.2. La taille du masque (fenêtre) est
décidée en fonction de la précision recherchée, une taille du masque plus grande
ne donne pas d’identification précise des points.
Ix et Iy sont les composantes du gradient de la région centrée en pi, ces deux
composantes sont définies à partir de l’opérateur de convolution de Sobel voir Burel
(2001) :
Ix =
 +1 0 −1+2 0 −2
+1 0 −1
 ∗ I(xi, yi) (1.2.3)
Iy =
 +1 +2 +10 0 0
−1 −2 −1
 ∗ I(xi, yi) (1.2.4)
I(xi, yi) est l’intensité moyenne du coin localisé en pi = [xi,yi]T qui est aussi le
noyau du masque W (pi). k est un paramètre qui doit être fixé, la valeur choisie
par défaut est k = 0, 04. La classification du point pi dans l’image est expliquée
aussi par l’analyse des valeurs propres de G(pi), présentée dans le tableau (1.1) et
graphiquement sur la Figure 1.2.2-(b) :
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régions valeurs propres
coin λ1 et λ2  0
lisse λ1 et λ2 ≈ 0
bord λ1  λ2 ou λ1  λ2
Table 1.1 – Classiﬁcation des points en fonction des valeurs propres de G(pi)
Figure 1.2.2 – Emplacements des caractéristiques points dans l’image
.
Sur la Figure 1.2.2, on montre des situations et emplacements diﬀérents pour
trouver des coins, selon le critère de qualité du point cité dans la relation (1.2.1) :
— cas 1 : C(pi) > 0 ou λ1 et λ2  0 correspond à un emplacement dans un coin.
— cas 2 : dans le cas d’un point de bord C(pi) < 0 ou λ1  λ2 ou λ2  λ1.
— cas 3 : C(pi) ≈ 0 ou λ1 et λ2 ≈ 0, cas des points probables dans des zones
homogènes et lisses, les représentations des fenêtres autour des points ont
été réalisées sur une image en échelle de gris.
Des études comparatives nous aident à choisir le détecteur des points le plus ap-
proprié pour l’application envisagée. Parmi ces études, on cite les travaux de Tis-
sainayagam & Suter (2004), l’auteur compare quatre méthodes proposées par :
Tomasi & Kanade (1991), Smith (1992), Kitchen & Rosenfeld (1982) et Harris
& Stephens (1988). L’auteur dans sa démarche de comparaison se base sur deux
propriétés des coins à fort intérêts : la localisation et la stabilité. Par contre, il
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valide son étude sur des images statiques, et ainsi il ne tiendra compte au final
que du bruit dû aux conditions d’illuminations, l’impact du mouvement n’est pas
étudié.
Une autre étude comparative est proposée par Mokhtarian & Suomela (1998),
elle porte sur les mêmes méthodes citées, plus haut. L’auteur, propose au terme
de cette étude une autre méthode, basée sur la détection des régions de cour-
bure d’échelles, nommée « C.S.S. » pour Curve Scale-Space. Les résultats présentés
montrent une robustesse à l’identification des coins de l’image, plus intéressante
que les méthodes citées, plus haut. Rosten & Drummond (2006), proposent une
détection des coins très rapide en comparaison avec les méthodes proposées par
Harris & Stephens (1988) et Smith (1992). La méthode proposée par Rosten &
Drummond (2006) se pose comme une bonne démarche vis-à-vis de l’implémenta-
tion temps réel des détecteurs de points d’intérêts. Shi & Tomasi (1994), proposent
une méthode qui lie les performances de la détection des points et donc des coins
en fonction de la qualité du suivi des points sélectionnés, cette méthode est connue
sous le nom de « Good Feature to Track ». Tuytelaars & Mikolajczyk (2008), pro-
posent une revue portant sur plusieurs méthodes de détections des caractéristiques
locales. L’étude comporte la présentation d’un tableau comparatif incluant une di-
zaine de méthodes de détection des points, celles-ci sont comparées selon plusieurs
critères de performance et de robustesse, y compris aussi l’invariance aux diffé-
rentes transformations (rotation, translation et changement d’échelle).
1.2.2.2 Les lignes et leur détection dans l’image
Ayache & Lustman (1991), décrit les lignes des images capturées comme des
phénomènes physiques divers tel que la réflexion, l’illumination, le passage d’une
surface plane à une autre, voir la Figure 1.2.3.
Dans la Figure 1.2.3b, on présente une description de la construction des lignes
de fuites (1) et des points de fuites (2).
Burns et al. (1986), définit une ligne dans une image numérique comme un ensemble
de fragments de contours colinéaires et contigus. Le regroupement des fragments
de contours en un même ensemble se fait sur le critère des pixels ayant la même
orientation du gradient, la ligne de contours est obtenue par approximation de
l’ensemble de points de mêmes orientations.
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(a) Lignes dans une scène : (1) et (2) cor-
respondent à des passages d’une sur-
face à une autre, (3), correspond plus à
une réﬂexion de la lumière.
(b) Lignes de fuites dans une scène : les
lignes (1) correspondent à des lignes
de fuites, (2) correspond à un point de
fuite.
Figure 1.2.3 – Les diﬀérentes situations de construction naturelle des lignes dans
une scène d’intérieur.
(a) Lignes détectées avec la méthode de
Hough probabiliste (voir Illingworth &
Kittler (1988)).
(b) Détection de contours par la méthode de
Canny (1986)
Figure 1.2.4 – La détection des lignes
La détection des lignes est réalisée le plus souvent par la méthode de Hough, voir
Hart (2009) et Illingworth & Kittler (1988), cette méthode est appliquée à l’image
après une étape de détection de contours. Les lignes droites sont sélectionnées en
fonction d’un vote : chaque pixels sur un fragment de contour de l’image est aﬀecté
dans une table « espace des paramètres » d’un nombre de lignes potentielles et de
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leurs caractéristiques : orientation θ et distance ρ à l’origine du plan image. Les
lignes droites sont retenues à partir du nombre d’intersection voir la Figure 1.2.5a.
On remarque que la ligne droite d1 contient les deux points p1 et p2 et elle est
déﬁnie par les paramètres ρ et θ. Chaque points corresponds à une sinusoïde dans
l’espace de Hough (ρ, θ), l’intersection des sinusoïdes correspondent aux points
alignés appartenant à la même droite voir la Figure 1.2.5b.
(a) (b)
Figure 1.2.5 – Détection des lignes par la méthode de Hough
Cette méthode présente deux défauts le premier c’est le temps qu’il faut pour gé-
nérer l’espace des paramètres pour tout les points d’une image. Un autre problème
se pose, le fait que cette méthode ne tient pas compte de l’orientation des gradients
des points de contours, une possible détection de lignes fortuites qui n’ont pas de
fondements réels peut être obtenue.
Une autre méthode que celle de Hough, est proposée par Burns et al. (1986), elle
est basée sur un processus de chainage des contours. Cette méthode est améliorée
par von Gioi et al. (2010a,b), l’auteur pour déﬁnir une ligne exploite la démarche
de Desolneux et al. (2000, 2001), en regroupant des pixels en ligne droite quand
cette dernière est perceptuellement signiﬁcative. Cette condition est vériﬁée en
utilisant le principe de Helmholtz expliqué par la théorie de Gestalt présentée par
Desolneux et al. (2007). Plus récemment Akinlar & Topal (2011), propose une
version améliorée de la méthode L.S.D. (Line Segment Detection) de von Gioi
et al. (2010a) annonçant une amélioration du temps de calcul de plus de 11 fois il
propose une implémentation de cette méthode pour un fonctionnement en temps
réel.
Kessler et al. (2010), propose, une comparaison portant sur quatre méthodes
incluant la méthode de Hough, les autres méthodes dérivent des améliorations de
la méthode de chainage des contours proposée par Burns et al. (1986). Le résultat
de cette comparaison n’est pas évident, la méthode de détection des lignes par
Hough ainsi qu’une des trois méthodes, restent sensiblement un bon compromis
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au niveau du temps de calcul actuel. La méthode de Hough bénéficie de la sim-
plicité d’utilisation, une version améliorée est proposée par Matas et al. (2000),
l’algorithme correspondant et qui est basé sur une méthode probabiliste s’applique
sur un nombre de points restreints choisit aléatoirement ceci réduit le temps d’ex-
traction des lignes, de plus la méthode permet d’isoler les segments plutôt que
les lignes. Un programme est disponible dans la libraire OpenCV voir Bradski &
Kaehler (2008) et dans Cvlink proposée par Laurent (2010) qui est une librairie
construite à partir d’OpenCv pour l’usage sous Matlab/Simulink.
Figure 1.2.6 – Détection des lignes par Transformée de Hough probabiliste
1.2.3 Suivi des caractéristiques de l’image
Le suivi des caractéristiques locales est un point clé pour estimer le mouve-
ment, il intervient dans la localisation, la mise en correspondance, la cartographie
(S.L.A.M.), la reconnaissance de formes. Les méthodes de suivi des caractéristiques
d’image sont basées sur la nécessité de retrouver les mêmes caractéristiques dans
les images successives. Les techniques proposées exploitent la mise en correspon-
dance des points d’intérêts entre deux images successives. Dans les paragraphes
qui suit nous allons décrire les méthodes de suivi appliquées aux points et celles
aux lignes et nous présenterons les méthodes qui combinent les deux, comme c’est
le cas dans notre approche. Nous présenterons aussi le flux optique qui est calculé à
partir des caractéristiques d’images et qui est en rapport direct avec le mouvement.
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1.2.3.1 Suivi des points
Le processus de suivi des points exploite les informations présentes dans le voisi-
nage des points sélectionnés. La richesse des informations au voisinage d’un point
améliore la fiabilité du suivi. Le processus de suivi se décline en deux étapes, la
détection et la mise en correspondance. Le rôle de la détection et de sélectionner
les points d’intérêts, alors que la mise en correspondance cherche à retrouver ces
points dans les images successives. Les points sont trouvés s’ils sont semblables,
cette mesure s’effectue par évaluation de la similarité. Une étude dédiée à la mise en
correspondance des points est proposée par Palomares (2012). Jiahui-Shi (2010),
après avoir détecté des points dans la première image et des points dans la deuxième
image, évalue un coefficient de corrélation ( NCC, normalized cross corrélation )
affecté pour tous les points d’intérêts. Dans cette méthode, on prend à chaque fois
deux fenêtres W (pi) et W (pj) autour des points pi et pj respectivement, dans la
première et la deuxième image. Le coefficient de corrélation est obtenu grâce à
l’expression suivante :
NCC(pi, pj) =
∑
WiWj(Ii(p˜i)− I¯i)(Ij(p˜j)− I¯j)√∑
Wi(Ii(p˜i)− I¯i)2
∑
Wj(Ij(p˜j)− I¯j)2
(1.2.5)
où I¯i et I¯j sont les intensités moyennes calculées à partir des fenêtres Wi et Wj, n
représente le nombre de pixels dans chaque fenêtre :
I¯i =
1
n
∑
p˜i∈Wi
I(p˜i) (1.2.6)
I¯j =
1
n
∑
p˜j∈Wj
I(p˜j) (1.2.7)
D’autre approches de mise en correspondance des points d’intérêts et assurant
leurs suivis sont basées sur le flux optique (voir les travaux de :Horn & JR (1988);
Horn & Shunck (1981); Black & Anandan (1993); Beauchemin & Barron (1995);
Barron et al. (1992)).
Mouvement d’un point et flux optique
Soit FC et FS les repères attachés respectivement au repère d’une caméra et au
repère de la scène, voir la Figure 1.2.8. L’origine OC est défini comme le centre
optique dans FC et il a pour coordonnées [0, 0, 0]T dans FC . Le plan focal pi dit
aussi plan image a pour coordonnées [0, 0, f ]T , avec f comme distance focale,
ce plan focal est orthogonale à l’axe ZC . Soit Pi/S un point 3D de coordonnées
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Figure 1.2.7 – Mise en correspondance et Cross-Corrélation : a) Point sélectionné
dans l’image 1 , b) point non sélectionné, c) Point sélectionné dans
l’image 2 d) le déplacement du point entre les deux images succes-
sives.
[
XPi/S, YPi/S, ZPi/S
]T
par rapport à FS. Le point Pi/S est projeté dans l’image 2D
en un point de coordonnées homogènes pi/C =
[
xi/C , yi/C , zi/C
]T
dans FC .
On considère que la caméra se déplace relativement à FS dans un mouvement
combiné d’une rotation propre de vecteur Ω = [ω1, ω2, ω3]T , Ω ∈ R3 et d’une
translation T = [TX , TY , TZ ]T , T ∈ R3 par rapport au repère de la scène. Soit
PC/S, VC/S, respectivement le vecteur position et vitesse de la caméra dans le
repère de la scène. La vitesse s’exprime par :
VC/S =
[
VC/SX , VC/SY , VC/SZ
]T
= P˙C/S =
[
X˙C/S, Y˙C/S, Z˙C/S
]T
(1.2.8)
La position de la caméra est exprimée par :
PC/S = PPi/S − PPi/C (1.2.9)
Le point Pi/S est ﬁxe dans la scène, donc sa vitesse P˙Pi/S est nulle, la vitesse de la
caméra s’exprime par :
P˙C/S = 0 − P˙Pi/C (1.2.10)
Ainsi la vitesse de la caméraP˙C/S est inversement proportionnelle à la vitesse P˙Pi/C
du point PPi/C dans le repère caméra. Celle-ci s’exprime par :
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Figure 1.2.8 – Projection perspective d’un point 3D de la scène dans le plan image
et ﬂux optique dû au déplacement de la caméra
P˙Pi/C = T + Ω × PPi/C
La vitesse de la caméra, s’exprime donc par :
P˙C/S = −T − Ω × PPi/C (1.2.11)
où × est le produit vectoriel.
Nous pouvons écrire P˙Pi/C sous forme vectorielle de la façon suivante :
P˙Pi/C =
⎡⎢⎣ X˙Pi/CY˙Pi/C
Z˙Pi/C
⎤⎥⎦ =
⎡⎢⎣ TXTY
TZ
⎤⎥⎦+
⎡⎢⎣ 0 −ω3 ω2ω3 0 −ω1
−ω2 ω1 0
⎤⎥⎦
⎡⎢⎣ XPi/CYPi/C
ZPi/C
⎤⎥⎦ (1.2.12)
Soit pi/C = [xi, yi, zi]T la projection du point PPi/C dans le plan image π, on
détermine les coordonnées de pi/C en appliquant les projections perspectives :
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xpi/C = f
XPi/C
ZPi/C
, ypi/C = f
YPi/C
ZPi/C
, zpi/C = f
ZPi/C
ZPi/C
(1.2.13)
où f est la focale de la caméra, zpi/C = f .
Lors d’un déplacement de la caméra, le point pi/C , projeté sur le plan image
de la caméra, se déplace à une vitesse vpi/C qui peut être calculée à partir de la
relation (1.2.13) :
vpi/C =
[
x˙pi/C
y˙pi/C
]
=
 f
X˙Pi/C
ZPi/C
− f XPi/C Z˙Pi/C
Z2
Pi/C
)
f( Y˙Pi/C
ZPi/C
− YPi/C Z˙Pi/C
Z2
Pi/C
)
 (1.2.14)
En remplaçant (1.2.11) dans l’équation (1.2.14) on obtient les équations standards
donnant les composantes x et y de la vitesse d’un point (flux optique) dans l’image
en fonction des coordonnées des points et du mouvement de translation et de
rotation voir la Figure 1.2.8 :
x˙pi/C =
1
ZPi/C
(
−fTX + xpi/CTZ
)
+ ω1(
xpi/Cypi/C
f
)− ω2
f + x2pi/C
f
+ ω3ypi/C
(1.2.15)
y˙pi/C =
1
ZPi/C
(
−fTY + ypi/CTZ
)
− ω2(
xpi/Cypi/C
f
) + ω1
f + y2pi/C
f
− ω3xpi/C
(1.2.16)
Ces deux équations résument le lien entre le flux optique et le mouvement Ω
et T de la caméra. On peut d’ailleurs en déduire la vitesse linéaire et la vitesse
angulaire, voir les méthodes proposées par Jankovic & Ghosh (1995) et par Kehoe
et al. (2006). D’autres auteurs exploitent la mesure du flux optique comme Herisse
et al. (2010) et Franceschini et al. (2007), dans des boucles d’asservissements, ou
dans des capteurs 1D pour gérer les obstacles ou le déplacement de robots mobiles
dans des corridors.
Le flux optique représenté par
[
x˙pi/C
y˙pi/C
]
est calculé en considérant que l’intensité
lumineuse se conserve entre deux images successives, c’est une première hypothèse
fondamentale, Horn & Shunck (1981), elle se traduit par l’équation suivante :
I(x+ δx, y + δy, t+ δt) = I(x, y, t) (1.2.17)
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où δx et δy correspondent à des faibles déplacements et pour un temps δt court.
Ces hypothèses, permettent de faire un développement en séries de Taylor au 1er
ordre de I(x+ δx, y + δy, t+ δt) autour de I(x, y, t) :
I(x+ δx, y + δy, t+ δt) = I(x, y, t) + ∂I
∂x
∂x+ ∂I
∂y
∂y + ∂I
∂t
∂t+O (1.2.18)
A partir de l’application de la première hypothèse, on obtient l’équation du flux
optique sous sa forme différentielle :
∂I
∂x
∂x+ ∂I
∂y
∂y + ∂I
∂t
∂t = 0
si on divise les termes de cette équation par ∂t, on obtient :
∂I
∂x
∂x
∂t
+ ∂I
∂y
∂y
∂t
+ ∂I
∂t
= 0 (1.2.19)
qui se présente aussi sous une autre écriture :
Ix
.
xi + Iy
.
yi + I t = 0
où Ix = ∂I∂x =, Iy =
∂I
∂y
et It = ∂I∂t sont les dérivées spatiales et temporelles de
l’intensité mesurées au voisinage d’un point (xi, yi) à partir de l’image.
Remarque : cette équation présente deux inconnues ∂x
∂t
et ∂y
∂t
, et elle est donc sous-
contrainte, c’est un problème connu « le problème d’ouverture » du flux optique
voir les travaux de Beauchemin & Barron (1995), et Barron & Thacker (2005).
Pour dépasser ce problème, plusieurs méthodes ont été développées, elles sont
réparties en deux catégories :
— Globales pour les méthodes de calcul du flux optique dense, comme celles
données par Horn & Shunck (1981).
— Locales comme celles données par Lucas & Kanade (1981).
Marzat et al. (2009), propose une étude comparative des différentes méthodes de
calcul du flux optique et traite aussi la possibilité d’implanter ces algorithmes
en exploitant les processeurs dédiés aux cartes graphiques, qu’on nomme G.P.U
(Graphical Processor Unit). ces derniers ont été introduits dans les consoles de
jeux pour améliorer les traitements d’images dans les jeux vidéos.
Suivi des points basé sur le Flux Optique
La méthode de suivi des points, la plus populaire est celle proposée par Kanade,
Lucas et Tomasi, ( Lucas & Kanade (1981) et Tomasi & Kanade (1991)). Cette
méthode basée sur le flux optique exploite une estimation itérative de celui-ci.
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Les auteurs Lucas & Kanade (1981) relatent l’importance et la qualité des points
à suivre et la nécessité d’avoir une méthode de comparaison des deux images
successives assez précise pour faire un bon suivi. Les images prises à des instants
très proches sont généralement fortement liées les unes aux autres, parce qu’elles se
réfèrent à la même scène prises à partir de seulement des points de vue légèrement
différents. Les auteurs expriment généralement cette corrélation en disant qu’il
existe des motifs d’image qui se déplacent dans un flux d’images. Formellement,
cela signifie que la fonction donnant l’intensité en un point donné et en un instant
donné I(x; y; t) n’est pas arbitraire, mais satisfait la propriété suivante :
I(x, y, t) = I(x+ δx, y + δy, t+ δt) (1.2.20)
En terme exact, l’image prise à l’instant t+δt peut être obtenue en déplaçant tous
les points de l’image prise à l’instant t avec une quantité appropriée d = (δx, δy),
cette quantité représente le déplacement du point en X = (x, y) entre t et t + δt,
et c’est aussi le flux optique selon x et y. La détermination du décalage d d’un
point d’une image à une autre ne peut pas se faire en se basant sur un seul pixel.
Au fait, l’intensité d’un pixel peut changer aussi à cause du bruit, et peut être
confondue avec les pixels voisins. En conséquence il est pratiquement impossible
de savoir ou se trouve ce pixel dans l’image suivante à partir seulement des infor-
mations locales. A cause de ces problèmes, le suivi ne se fait pas sur un seul pixel
mais sur une fenêtre de pixels. L’auteur relate le problème du choix de la taille des
fenêtres, qui doit être ni trop large ni trop petite par rapport au déplacement d
prévu. Celui-ci est déterminé en minimisant une fonction d’erreur résiduelle (d)
qui s’exprime par :
(d) =
ˆ
W
[I(X − d)− J(X)]2wdx (1.2.21)
où I(X − d) = I(x + δx, y + δy, t + δt), et J(X) = I(x, y, t), la variable temps
a été omise en considérant la brièveté du déplacement, et w, est une fonction de
pondération. Le modèle image considéré en tenant compte du bruit image n est le
suivant :
J(X) = I(X − d) + n(x) (1.2.22)
La méthode de suivi des points K.L.T. a été reprise avec une adaptation aux
mouvements importants par Bouguet (1999), qui réalise une implémentation pyra-
midale de la méthode. Ceci lui permet d’estimer un grand déplacement par partie
d = (δx, δy) et avec une précision sub-pixelique. Il estime de manière itérative le
déplacement entre deux images réduites de J(X) et I(X−d), et à chaque itération
il estime un petit déplacement sur deux images réduites et déplacée de la quantité
estimée précédemment. Cette technique lui permet ainsi d’assurer la condition du
développement de Taylor de (1.2.17) pour les petits mouvements tout au long de
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la séquence d’images lors d’un mouvement. La description algorithmique de la mé-
thode de suivi basée sur le ﬂux optique (voir Algorithme 1.1), montre aussi que
cette méthode de suivi de points est capable de traiter des mouvements importants
dans l’image plus important que la taille des fenêtres d’intégrations.
Algorithme 1.1 Implémentation Pyramidale du suivi des points par la méthode
de Lucas et Kanade
Sundararajan (2011), propose une méthode de suivi des points et des segments de
contours, l’avantage de cette méthode uniﬁée points-segments, est son adaptation
aux environnement d’intérieur, moins riche en texture et en points robustes. Ces en-
vironnement artiﬁciels sont par contre riches en caractéristiques de type lignes voir
la Figure 1.3.2. Dans le paragraphe qui suit nous allons décrire quelques méthodes
de suivi des lignes et leurs applications dans la reconstitution du mouvement.
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1.2.3.2 Suivi des lignes
Nous allons aborder les solutions possibles pour répondre à une problématique
qui rentre dans le cadre général de l’estimation du mouvement d’un objet rigide
équipé d’un système projectif type caméra. La problématique soulevée est com-
ment détecter et suivre des droites de l’environnement représentées en 2D dans
une séquence d’images où elles peuvent apparaitre ? Si on analyse le problème,
l’hypothèse invraisemblable est que pour chaque image, nous devons localiser les
droites sélectionnées dès la première image et extraire des informations liées aux
paramètres représentatifs de ces droites dans le plan image.
Les droites sont issues d’une projection de motifs texturés correspondants à des
lignes ou à des segments présents réellement dans l’environnement, ces motifs pré-
sents dans une scène sont le résultat de phénomènes physiques divers comme la
réflexion, les changements d’illumination, le passage d’un plan à un autre voir les
travaux de Ayache & Lustman (1991). Dans notre démarche pour proposer une
solution à cette problématique, nous mettons tout d’abord en revue la définition
et la représentation d’une droite dans l’espace 3D, et puis la représentation en 2D
dans le plan image du système projectif, ainsi nous introduirons la représentation
des droites de l’espace par les coordonnées Plückériennes présentées par Andreff
et al. (2000) et Deriche & Faugeras (1990), coordonnées plus adaptées pour la
représentation des droites dans l’espace 3D.
La mise en place d’un processus de suivi des caractéristiques images dans notre
cas les lignes, consiste dans la capacité qu’a un système à retrouver ces mêmes
caractéristiques dans les images successives, ces caractéristiques sont identifiées au
préalable dans une première image, nous avons retenues les lignes résultats de la
projection des points et lignes physiques contenus dans les champs visuels d’un
système de capture d’image. Ces systèmes sont par exemple les caméras classiques
équipées de modules optiques spécifiques, où les cellules rétiniennes artificielles
développées par Franceschini et al. (2007) et Floreano et al. (2011).
Dans le cadre de cette thèse on s’intéresse plus, au mouvement de la caméra et du
support qui la porte, on posera de façon générale que c’est un objet-rigide dont le
repère coïncide avec le repère de la caméra. Notre objectif dans le suivi des lignes
ou des points capturés à partir du champ visuel de l’espace 3D est de retrouver
la transformation produite par le mouvement réalisé. La relation entre la vision et
le mouvement se retrouve déjà dans la nature dans le fonctionnement biologique
de la vision chez les différentes espèces animales, un exemple bien traité et qui
inspire les automaticiens en robotique mobile et volante basé sur la vision, c’est
l’aptitude des insectes à se déplacer, éviter les obstacles, se poser sur un support,
adapter leurs vitesses de progressions pour suivre les proies pour les chasser, et bien
d’autres mystères (voir Burns et al. (1986), Deriche & Faugeras (1990), Bartoli &
Sturm (2005), Franceschini et al. (2007), Kendoul et al. (2009a), MEI & MALIS
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(2006) et Floreano et al. (2011)).
La projection du champ de vision lors des déplacements du capteur caméra consiste
dans un gradient d’intensité apparent dans le plan image, il est défini par un flux
optique, voir Faugeras (1990); Herisse et al. (2010); Horn & Shunck (1981); Mc-
Carthy & Barnes (2004) , ce dernier comme on le verra par la suite regroupe en
partie un mouvement angulaire et un mouvement linéaire inversement proportion-
nel à la profondeur. Celle-ci est définie comme la distance moyenne des primitives
identifiées et sélectionnées par rapport à l’origine du repère lié au système pro-
jectif. En plus de l’apport du flux optique pour déterminer le mouvement, les lois
cinématiques introduites en astronomies par Shuster (1989), vont nous permettre
de proposer des solutions complémentaires basées vision et centrale inertielle (Seba
et al. (2014)). Ces lois ont été largement utilisés dans le suivi des positions des
vecteurs et de leurs mouvements à partir des données issues de capteurs inertiels
ou en se basant sur le suivi de la position du soleil ou des étoiles.
Toscani et al. (1988), décrivent l’implémentation d’une méthode de suivi des
lignes connue sous le nom de « Token Tracker ». Cette méthode se base sur une
combinaison d’une prédiction de la zone de recherche et d’un processus de mise
en correspondance (Line Matching). Dans l’étape de prédiction, l’auteur utilise un
filtre de Kalman pour retrouver les lignes dans les images successives et définir la
zone de recherche pour restreindre la zone de mise en correspondances des lignes.
Celle-ci est réalisée en utilisant une fonction de similarité basée sur des caracté-
ristiques robustes de la ligne. Les auteurs affirment que le choix d’utiliser le filtre
de Kalman permet de corriger les effets des occlusions et des perturbations qui
peuvent se produire lors des séquences d’images.Cuevas (2005), propose une syn-
thèse des avantages de l’utilisation des filtres de Kalman.
Chehikian et al. (1989), proposent une étude de l’implémentation du processus de
suivi des lignes, autour d’un DSP. Les tests sont réalisés sur des images collectées
par une caméra en mouvement décrivant un cercle autour d’un objet.
Deriche & Faugeras (1990), proposent une analyse basée sur les matrices de co-
variance, pour choisir la représentation des lignes la plus adéquate parmi celles
proposées. Rosten & Drummond (2005), proposent une méthode de suivi basée sur
une combinaison de points et de lignes, exploitant un détecteur rapide (~400Hz),
décrit par Rosten & Drummond (2006), les auteurs envisagent une utilisation en
temps réel. Plus récemment Neubert et al. (2008), propose une méthode de suivi
de lignes qui reprend les idées développées par Harris & Stephens (1988), les pa-
ramètres des lignes suivies sont les points des extrémités des lignes.
Vieville (1990), établit les équations de mouvement pour des lignes 3D qui se
déplacent de manière rigide, et les équations de la structure qui se rapportent à
la mise en correspondance temporelle des lignes 2D dans trois images consécu-
tives dans une séquence d’images. L’auteur analyse également en détail la stabilité
26
1.3 Représentation de la pose d’un corps rigide en mouvement 3D
numérique de ces estimations. Le travail couvert par cet article est une suite du
travail de Navab et al. (1990). Par rapport à l’étude de Toscani et al. (1988), où
un problème similaire a été étudiée, l’auteur profite du fait que les images sont
très proches, alors que la rotation entre deux images peut être approchée par un
simple produit en croix. L’auteur obtient alors des équations linéaires, et ainsi il
étudie en détails la précision de la méthode proposée. En outre, dans le cadre de
ce travail, il s’agit des lignes support des segments, à la place de leurs extrémi-
tés, ou d’autres points d’intérêt. Les lignes sont considérées comme des primitives
géométriques moins bruyantes dans une image, car elles sont estimées à partir de
plusieurs points, et correspondent aux caractéristiques reconnaissables dans l’en-
vironnement visuel. Les méthodes de suivi de lignes et de points passées en revu
dans cette première partie seront exploitées pour mettre en œuvre une nouvelle
méthode qui sera présentée dans le chapitre 2 consacré au suivi de lignes.
1.3 Représentation de la pose d’un corps rigide en
mouvement 3D
1.3.1 Modèle cinématique et dynamique
Le mouvement d’un corps rigide dans l’espace 3D est composé d’un mouvement
de rotation et d’un mouvement de translation. On note par {I}, le repère iner-
tiel attaché à l’espace 3D et par {B}, le repère local attaché au corps rigide. Le
mouvement de rotation permet de déterminer l’orientation du corps-rigide dans
l’espace 3D. Ceci représente aussi l’orientation du repère mobile {B} par rapport
au repère inertiel I qu’on appelle souvent attitude. La représentation de l’attitude
par une matrice de rotation, R, définie une paramétrisation unique, globale et
non-singulière (voir Shuster & OH (1981)). La matrice de rotation est un élément
du groupe orthogonal spécial SO(3) avec SO(3) = {R ∈ R3×3 | RTR = RRT =
I, det(R) = 1} où I est la matrice identité de dimension 3-par-3. Une autre para-
métrisation globale et non singulière de l’attitude est décrite par le quaternion uni-
taire Q qui est un élément de S3 =
{
Q = (q0, q) , q0 ∈ R, q ∈ R3, q20 + qT q = 1
}
.
Les deux représentations Q ∈ S3 et R ∈ SO(3) sont reliées entre elles à travers
l’application R : S3 → SO(3) donnée par la formule de Rodrigues suivante :
R(Q) = I + 2S(q)2 + 2q0S(q) = R, (1.3.1)
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où S(q) ∈ R3×3 est la matrice antisymétrique dotée des propriétés suivantes pour
x, y ∈ R3 : 
S(x)y = −S(y)x = x× y,
S(S(x)y) = S(x)S(y)− S(y)S(x)
S(x)2 = xxT − xTxI3×3,
S(Rx) = RS(x)RT ,
(1.3.2)
avec × représentant l’opérateur du produit vectoriel.
En utilisant la matrice de rotation, l’équation cinématique décrivant le mouvement
de rotation du corps rigide est donnée par :
R˙ = RS(ω) (1.3.3)
où ω correspond à la vitesse angulaire d’un corps rigide exprimée dans le repère lo-
cal B . L’équation cinématique (1.3.3) peut être écrite en utilisant la représentation
par le quaternion unitaire comme suit :
Q˙ =
[
q˙0
q˙
]
=
[ −12qTω1
2(q0I + S(q))ω
]
(1.3.4)
Le mouvement de translation dans le repère inertiel I est donné par les équations
de Newton : p˙I = vImv˙I = RFB +mge3 (1.3.5)
où pI , vI représentent respectivement les vecteurs position et vitesse du centre de
masse du corps rigide exprimés dans le repère inertiel et FB correspond à la somme
des forces extérieurs non gravitationnelles appliquées au corps rigide, de masse m,
dans le repère mobile. eT3 = (0, 0, 1) et g est l’accélération de la gravité.
Ainsi, la pose d’un corps rigide qui représente l’orientation et la position de
son centre de masse dans l’espace peut donc être décrite en utilisant le système
regroupant les équations (1.3.3) et (1.3.5), comme suit :
R˙ = RS(ω)
p˙I = vI
v˙I = aI + ge3
(1.3.6)
où aI correspond à l’accélération apparente du corps rigide dans le repère inertiel
I.
L’équation (1.3.6) peut être écrite pour décrire le mouvement du corps rigide
dans le repère mobile B en considérant les relations pB = RTpI et vB = RTvI ,
comme suit :
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
R˙ = RS(ω)
p˙B = vB − S(ω)pB
v˙B = −S(ω)vB +RTaI + gRT e3
(1.3.7)
1.3.2 Représentation d’une ligne 3D dans l’image
Considérons un corps rigide équipé d’une caméra en mouvement dans l’espace
3D. On note {I}, le référentiel inertiel attaché à l’environnement et {B} le référen-
tiel lié au corps rigide mobile. Nous considérons ici une caméra standard « modèle
sténopé » où la projection en perspective décrit la relation entre un point 3D de
l’environnement et sa projection en 2D dans le plan de l’image voir la Figure 1.3.1.
On considère que le centre de la projection en perspective (point focal) coïncide
avec l’origine du repère{B} et que l’axe optique est aligné avec l’axe z du repère B
lié à la caméra. L’utilisation de la caméra nous permet d’utiliser des informations
issues d’une séquence d’images afin de décrire le mouvement de la caméra et ainsi
le mouvement du corps rigide dont elle est solidaire. Le suivi du mouvement des
caractéristiques de l’image tels que les points et les segments de lignes à travers
une séquence d’images peut être appliqué dans ce cas.
La relation entre un point PM3D(XM , YM , ZM) de l’espace 3D (scène) et son
correspondant pm2D(xm, ym) obtenu par une projection en perspective à l’intérieur
du plan image pi comme le montre la Figure 1.3.1, peut être écrite comme suit :
xm = f
XM
ZM
, ym = f
YM
ZM
(1.3.8)
ou f représente la distance focale de la caméra.
Soit la ligne di définie dans l’espace 3D comme présentée dans la Figure 1.3.1,
sa projection dans le plan image correspond à la ligne li, résultat de l’intersection
du plan image pi et le plan pil défini par le point focal Oc de la caméra et la ligne
di. La ligne li se trouvant dans le plan image peut être décrite en fonction de ses
coordonnées (xm, ym), par l’équation suivante :
αxm + βym + γ = 0 (1.3.9)
A partir de la relation (1.3.9), on peut obtenir le vecteur N = (α, β, γ)T qui est
perpendiculaire à la ligne li et donc perpendiculaire au plan de projection pil. La
valeur normalisée n = N‖N‖ est la normale au plan de projection voir la Figure 1.3.1.
Ainsi, à partir des mesures des caractéristiques de la ligne li, on peut déterminer
les paramètres α, β, γ du vecteur normal N .
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Figure 1.3.1 – Projection en perspective d’une droite ﬁxe de l’environnement
Soit le point P représenté par xI formé par ces coordonnées dans le repère inertiel
{I} et par xB ces coordonnées dans le repère mobile {B}. Ces deux vecteurs sont
reliés via la matrice de rotation R comme suit :
xB = RT (xI − rI) (1.3.10)
ou rI est un vecteur qui est déﬁni à partir de l’origine du repère inertiel voir la
Figure 1.3.2. En eﬀet, tout vecteur uI exprimé dans le repère inertiel est lié à son
vecteur correspondant uB dans le repère mobile {B} par la relation :
uB = RTuI (1.3.11)
Soit la ligne di, déﬁnie précédemment est représentée dans le repère inertiel par
un vecteur de direction uI voir la Figure 1.3.2. Cette ligne peut être représentée
dans le repère mobile B par l’équation suivante :
xB = xB0 + λuB, (1.3.12)
où uB est un vecteur de direction de la droite d exprimée dans B sachant que
uB = RTuI et xB0 est un point quelconque de la ligne di. Le paramètre λ ∈ R
est un facteur d’échelle. A partir de l’équation (1.3.12), on peut avoir la relation
suivante :
(xB − xB0) × uB = 0 (1.3.13)
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La droite di peut être représentée par un couple de coordonnées de Plücker (uB, nB),
où le vecteur nB est normal au plan (xB, xB0), déﬁni par la ligne li et l’origine du
repère {B}. Alors, on peut écrire :
nB = xB0 × uB (1.3.14)
Le vecteur direction uB de la droite di est perpendiculaire au vecteur nB normal
au plan (xB, xB0), ainsi on obtient la relation suivante :
uTI nI = 0 (1.3.15)
A partir de l’équation cinématique (1.3.3), la dérivée du vecteur de direction uB
est donnée par :
u˙B = uB × ω (1.3.16)
Figure 1.3.2 – Représentation d’une ligne dans l’espace 3D en coordonnées de Plü-
cker (u, n)
Par ailleurs, la dérivée de l’équation (1.3.15) donne :
u˙TBnB + uTB n˙I = 0 (1.3.17)
En utilisant le même argument que celui donné par Faugeras (1990), on peut
déterminer le vecteur direction uB de la ligne li en fonction du vecteur normal nI
et de sa dérivée ainsi que de la vitesse angulaire ω comme suit :
uB = nB × (nB × ω + n˙B) (1.3.18)
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Pour le vecteur vitesse n˙B peut être obtenu en dérivant l’équation (1.3.14) comme
suit :
n˙B = x˙B0 × uB + xB0 × u˙B
= (xB0 × ω − vB)× uB + xB0 × (uB × ω)
= uB × vB + (xB0 × uB)× ω
En utilisant (1.3.14), on obtient :
n˙B = uB × v + nB × ω (1.3.19)
où vB représente la vitesse linéaire du corps rigide dans le repère mobile {B}.
On remarque à partir des équations (1.3.16) et (1.3.19) que le vecteur direction
uB de la ligne observée d ne dépend que du mouvement de rotation exprimé par
le vecteur vitesse angulaire ω, alors que le vecteur normal nB dépend aussi du
mouvement de translation exprimé par la vitesse vB.
1.3.3 Estimation de la pose
L’estimation de la pose est étroitement liée au mouvement d’un corps mobile
souvent supposé comme corps rigide. L’estimation concerne donc le mouvement
de rotation et de translation de ce corps rigide. Le mouvement de rotation qui
est représenté par la matrice de rotation ou tout simplement par les angles d’Eu-
ler (roulis, tangage et lacet) est largement étudié dans la littérature (voir Wahba
(1966); Markley (1981); Shuster & OH (1981); Cohen (1992); Crassidis & F.L.
(2003); Crassidis et al. (2007); Mahony et al. (2008); Bonnabel et al. (2009); El Ha-
dri & Benallegue (2009); Bras et al. (2011); Tayebi et al. (2011)). Une revue des
différentes méthodes d’estimation de l’attitude est présentée par Crassidis et al.
(2007). La majorité de ces méthodes utilise les mesures directes des vecteurs iner-
tiels tels que les accéléromètres, magnétomètres, tête optique de suivie d’étoiles
(star-tracker), capteurs optique, etc. Il est connu qu’il faut au moins la mesure de
deux vecteurs inertiels non colinéaires pour pouvoir déterminer l’attitude.
Ce problème de détermination de l’attitude a été posé et connu sous le nom
du problème de Wahba (voir Wahba (1966)). Plusieurs méthodes algébriques pour
la détermination de l’attitude ont été proposées souvent sous forme d’algorithmes
pour des solutions optimales (voir Wahba (1966); Shuster (1978); Shuster & OH
(1981)). D’autres méthodes proposaient des solutions basé sur le filtre de Kal-
man (voir Markley (1981); Crassidis & F.L. (2003)). Des méthodes plus récentes
proposent des solutions utilisant les techniques des systèmes non linéaires et ob-
servateurs en fusionnant les mesures de vecteurs inertiels avec les mesures des
gyromètres voir aussi GPS (voir Cohen (1992); Bonnabel et al. (2009); Mahony
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et al. (2008); El Hadri & Benallegue (2009); Martin & Salaun (2010); Hua (2010);
Tayebi et al. (2011); Batista et al. (2012); Benziane et al. (2012); Ahmad et al.
(2012)). D’autres auteurs proposent aussi des solutions intégrant aussi l’estima-
tion de la position par fusion des mesures directes des vecteurs inertiels avec des
données GPS ou capteurs optique ou laser (voir Roberts & Tayebi (2012)).
Les méthodes d’étude du mouvement avec une combinaison des capteurs visuels
et inertiels ont fait l’objet de plusieurs travaux (voir Rehbinder & Ghosh (2003);
Corke et al. (2007); Kendoul et al. (2007); Achtelik et al. (2009); Kendoul et al.
(2009b,a); Chowdhary et al. (2013)). Parmi ces méthodes on peut citer celle pro-
posée par Corke et al. (2007) qui traite de la fusion de données et son application
pour renforcer la représentation du mouvement en robotique. Souvent, pour la
commande de la position et de l’orientation de robots, par exemple dans le cas des
U.A.V., ou le G.P.S. est remplacé par la visionquand le signal G.P.S. est indispo-
nible à l’intérieur d’un bâtiment « indoor » ou dans un environnement urbain (voir
Achtelik et al. (2009); Chowdhary et al. (2013)).
Navab & Zhang (1993), proposent un algorithme itératif basé sur la fusion de
données visuelles pour reconstruire le mouvement d’un robot mobile. Cet algo-
rithme utilise un processus spatiotemporel dynamique pour la mise en correspon-
dance par vision stéréo. Une revue des différentes techniques pour reconstruire le
mouvement des corps rigides en se basant le suivi des caractéristiques de l’image
est présenté par Huang & Netravali (1994). Jankovic & Ghosh (1995), propose un
observateur pour l’estimation de la profondeur en se basant sur le suivi des points
et en supposant connue le mouvement de la caméra (vitesse et rotation). Un al-
gorithme d’estimation du mouvement propre basé sur l’utilisation d’une centrale
inertielle et la vision est proposé par Makadia & Daniilidis (2005).
Dans Kessler et al. (2010), une méthode d’estimation de l’attitude dans un en-
vironnement "indoor" pour la navigation est proposée en se basant sur l’utilisation
des points de fuites "vanishing points" et des lignes de fuites. Achtelik et al. (2011),
présente un exemple d’utilisation de capteurs inertiel et visuel pour le contrôle et
le pilotage des micro-UAVs. Kendoul et al. (2009b), proposent un auto-pilote pour
micro-UAVs équipés de caméra basse résolution et de centrale inertielle bas cout.
L’auto-pilote proposé est basé principalement sur l’utilisation du flux optique pour
la localisation en vol, le guidage et le pilotage. Un algorithme basé sur l’utilisation
de filtre de Kalman par fusion données visuelles et inertielles est proposé pour une
meilleur estimation du flux optique et pour une implémentation embarqué temps
réel. Une extension du contrôleur basé flux optique pour un contrôle adaptatif par
vision utilisant un odomètre est proposé par Kendoul et al. (2009a).
Rehbinder & Ghosh (2003), proposent une nouvelle méthode pour estimer la
pose d’un corps rigide basé sur un observateur non linéaire utilisant la fusion de
données issues de capteurs visuels et inertiels. Les données visuelles considérées
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correspondent à des mesures implicites des vecteurs direction des lignes fixes dans
le repère inertiel en se basant sur le suivi des lignes. La méthode proposée permet
de découpler le mouvement de rotation de celui de la translation. Dans cette étude,
une analyse d’observabilité du système dynamique de l’attitude utilisant des me-
sures implicites des vecteurs direction des lignes a été proposée en imitant l’analyse
d’observabilité standard d’un système linéaire mais réalisée en manipulant des ma-
trices complexes. Cette analyse d’observabilité a été revisitée et simplifiée par Wu
et al. (2006) où l’auteur utilise plutôt une représentation par les quaternions de la
rotation. On s’inspirera principalement des travaux de Rehbinder & Ghosh (2003),
pour proposer dans les chapitre 3 et 4, de nouvelles structures d’observateurs pour
l’estimation de l’attitude et la position relative ainsi que la vitesse d’un corps rigide
en tenant comptes des bruits de mesures et biais affectant les données fournit par
les capteurs.
1.4 Conclusion
Dans ce chapitre ont été présentées les principales méthodes pour le suivi des
caractéristiques (points et lignes) des images et les méthodes d’estimation de la
pose (position et orientation) basées principalement sur la vision. Les méthodes
d’identification et de suivi des primitives dans une séquence d’images, sont passées
en revues, ainsi que les techniques décrivant le lien entre l’image et le mouve-
ment comme par exemple la méthode du flux optique. Dans la deuxième partie, la
caractérisation, les équations du mouvement 3D d’un corps rigide, ainsi que la re-
présentation de la projection d’une ligne 3D dans une image 2D, ont été présentés.
Certaines méthodes décrivant la reconstitution du mouvement d’un corps rigide,
en occurrence sa position et son orientation, à partir de l’utilisation des données
visuelles ont été revues brièvement. Les méthodes de suivi des primitives d’images
ainsi que les techniques de reconstitution du mouvement seront explorées dans les
chapitres suivants afin d’élaborer et proposer de nouvelles techniques.
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Chapitre 2
Suivi de lignes dans une séquence
d’images
2.1 Introduction
Ce chapitre est consacré principalement au problème du suivi de lignes dans une
séquence d’images. Dans la littérature on trouve beaucoup de travaux sur la détec-
tion des lignes (voir par exemple :Fernandes & Oliveira (2008); Harris & Stephens
(1988); Akinlar & Topal (2011); von Gioi et al. (2010a); Hadj-Abdelkader et al.
(2006); Kessler et al. (2010), etc.) mais très peu concernant le suivi dans une sé-
quence d’images Toscani et al. (1988); Chehikian et al. (1989); Deriche & Faugeras
(1990); Faugeras (1990). L’un des algorithmes de suivi de lignes le plus utilisé est
celui proposé par Toscani et al. (1988), appelé "Token Tracker". Il a été souvent
appliqué dans la reconstruction 3D d’une scène Toscani et al. (1988); Navab et al.
(1990); Crowley et al. (1992); Navab & Zhang (1993). Cet algorithme basé sur
la détection des lignes et la mise en correspondance à partir d’une prédiction par
filtre de Kalman va nous servir pour une comparaison avec notre approche. Afin de
comprendre les différences entre les deux approches, nous commencerons par dé-
crire brièvement cet algorithme avant de présenter notre nouvelle méthode. Cette
dernière réalise le suivi de lignes dans la séquence d’images à l’aide du flux optique.
Pour compenser la dérive apparente due au flux optique lors d’une longue séquence
d’images, une correction est appliquée. Elle est basée sur une détection des points
dans une zone autour des points prédits par le flux optique et une minimisation
utilisant le critère de distance Euclidienne afin d’améliorer la mise en correspon-
dance. Les résultats des deux méthodes, "Token Tracker" et celle proposée, sont
présentés aussi bien avec des images réelles qu’avec des images de synthèses.
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2.2 Méthode du "Token Tracker"
L’algorithme de suivi de lignes appelé "Token Tracker", proposée par Toscani
et al. (1988) est décrit globalement par la Figure 2.2.1. Il est basé principalement
sur le suivi de l’évolution de quatre paramètres représentatifs de la droite voir Ta-
bleau (2.1). Ainsi une détection des lignes dans une image est réalisée initialement
puis le suivi est basé sur une prédiction par un ﬁltre de Kalman appliqué à chaque
paramètre d’une ligne. Une correction est réalisée par une nouvelle détection de
lignes dans l’image suivante et mise en correspondance selon des critères basées
sur la colinéarité, le chevauchement et la similarité (2.1).
Figure 2.2.1 – Le processus de suivi des lignes adopté dans la méthode « Token
Tracker »
Les auteurs Chehikian et al. (1989)Deriche & Faugeras (1990), proposent une
représentation d’une ligne par quatre paramètres [c, d, θ, l]T présentés dans le Ta-
bleau (2.1). Ces paramètres correspondent à des caractéristiques géométriques de
la ligne dans le plan image voir la Figure 2.2.2. Ils sont calculés à partir de deux
points (P1(x1, y1) et P2(x2, y2)) qui déﬁnissent les deux extrémités d’une ligne li de
l’image.
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Token Tracker
paramètre de la ligne expressions
orientation θ = arctan( y2−y1
x2−x1 )
longueur l =
√
(x2 − x1)2 + (y2 − y1)2
distance du point milieu d = (x2−x1)(x2+x1)+(y2−y1)(y+y1)2L
distance origine c = x2y1−x1y2
L
Table 2.1 – Les paramètres d’une ligne selon l’algorithme du "Token Tracker"
Figure 2.2.2 – Représentation d’une ligne
La méthode du "Token Tracker" présentée dans sa version originale selon Toscani
et al. (1988) est résumée dans l’Algorithme 2.1. Dans l’étape une, les paramètres
des lignes détectées et sélectionnées sont calculés tout en ﬁxant un facteur de
conﬁance (CF) et aﬀectant à la ligne correspondante un label ou identiﬁant (ID).
Dans la deuxième étape, pour chaque ligne sélectionnée dans l’image à l’instant k,
une prédiction de son déplacement est calculée dans l’image suivante à l’instant k+
1 par un ﬁltre de Kalman et une zone de recherche pour la mise en correspondance
est déterminée. Dans l’étape trois, une nouvelle détection de lignes est réalisée et
une mise en correspondance entre ces lignes et celles issues de la prédiction en
se basant sur des critères géométriques. Ainsi, la ligne qui valide l’ensemble des
critères géométriques est sélectionnée comme ligne à suivre dans l’image suivante
à l’instant k + 2.
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Algorithm 2.1 Algorithme de suivi de lignes selon la méthode « Token Tracker »
1. Pour chaque ligne li (i = 1, · · · , N) détectée dans l’image Ik (k est l’indice
d’itération), calculer les paramètres suivants:
a) c(li), c′(li), σ2c , σcc′ , σ2c′ , c est le paramètre de la ligne li, c′ est sa dérivée
première, et puis la covariance du paramètre et sa dérivée
b) d(li), d′(li), σ2d, σdd′ , σ2d′
c) θ(li), θ′(li), σ2θ , σθθ′ , σ2θ′
d) h(li), h′(li), σ2h, σhh′ , σ2h′
Compléter la représentation en définissant le type, et en fixant le facteur de
confiance CF {entre 1 et 5}, et en affectant à la ligne une identité ou un
label ID:
a) Type: [ Observed, Fixed ou Movable]
b) CF, Confidence Factor
c) ID, identity
2. Prendre un modèle de ligne li(k) dans l’image k, prédire le déplacement de
la ligne dans l’image suivante k + 1 : prédiction des paramètres lˆi(k + 1) à
partir du filtre Kalman pour i = 1, · · · , N
3. Pour chaque ligne prédite (i = 1, · · · , N)
a) faire la mise en correspondance entre lˆi(k+1) et les lignes détectées (can-
didates) dans l’image k+1 en réalisant les trois tests (zones de recherches
) suivants:
i. Test de similarité dans l’orientation : si (θˆi − θi)2 ≤ 2(σ2θˆi + σ
2
θi
)
ii. Test de colinéarité : si (cˆi − ci)2 ≤ 2(σ2cˆi + σ2ci)
iii. Test de chevauchement : si (dˆi − di)2 ≤ (hˆ2i + h2i )
b) Si la ligne candidate li(k + 1) a passée les trois tests, une distance de
Mahalanobis est calculée :
i. dmah = (θˆi−θi)
2
(σ2
θˆi
+σ2
θi
) +
(hˆi−hi)2
(σ2
hˆi
+σ2
hi
)
ii. La ligne candidate qui présente une distance dmah minimale, est alors
sélectionnée.
4. fin
La représentation des lignes par les paramètres (2.1) présentée par Toscani et al.
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(1988) est ramenée à une forme plus simple par Deriche & Faugeras (1990) en rem-
plaçant la distance du point milieu d, et la distance à l’origine c, par les coordonnées
du point milieu Pm(xm, ym). Ainsi les paramètres de la ligne à suivre deviennent
(xm, ym, θ, l) en utilisant la même méthode que l’Algorithme 2.1.
Pour le suivi des lignes, l’algorithme du "Token Tracker" utilise des paramètres
calculés à partir des coordonnées des deux points d’extrémité d’une ligne. Ces
paramètres sont ensuite utilisés par un ﬁltre de Kalman pour prédire la position
de la ligne dans l’image suivante. Cette prédiction est corrigée par une mise en
correspondance avec les lignes détectées dans l’image en cours. Il est clair que ce
processus, pour sa mise en œuvre, nécessite des temps de calcul important pour
les diﬀérents ﬁltres de Kalman utilisés pour l’estimation des paramètres de chaque
ligne. Dans la section suivante, nous proposons une nouvelle approche aussi eﬃcace
que celle que du "Token Tracker" mais beaucoup plus simple dans sa mise en œuvre,
elle est basée sur une prédiction par ﬂux optique de certains points de la ligne.
2.3 Méthode du ﬂux optique
Le ﬂux optique correspond à une mesure de déplacement entre deux instants
successifs. Dans notre démarche on exploite ce processus voir la Figure 2.3.1 pour
prédire la position des lignes dans les images successives.
Figure 2.3.1 – Processus de détection et de suivi des lignes basé sur le ﬂux optique.
Le principe de la méthode est résumé par les trois points suivants :
39
Chapitre 2 Suivi de lignes dans une séquence d’images
1. Choix des lignes à suivre :
— Détecter et sélectionner des lignes dans l’étape initiale
— Extraire pour chaque ligne des points à suivre comme présenté dans la
Figure 2.3.2.
— Détecter des points d’intérêts (réels) dans l’image. Pour cela, un point pj
est choisi selon un critère C(pj) donné par (1.2.1), il est validé si un seuil
τ est dépassé (voir équation 1.2.1).
— Sélectionner les lignes à suivre à partir de points extraits mis en corres-
pondance avec l’ensemble des points d’intérêts (réels) détectés. Une ligne
li est sélectionnée si elle coïncide avec un minimum de points réels dans
son voisinage. Chacun des points candidats pj est considéré appartenant
à une ligne li si ses coordonnées (xjp, yjp) sont dans le voisinage de cette
ligne, et si le test d’orientation est vérifié entre cette ligne et la ligne ljc
formée par le point candidat et un des points de l’extrémité de la ligne
(p1 = (xp,1, yp,1), p2 = (xp,2, yp,2)) tel que :
(θljc − θli)2 ≤ εθ (2.3.1)
où θli = arctan( y2−y1x2−x1 ), θljc = arctan(
yjp−y1
xjp−x1 ), et εθ une erreur d’orienta-
tion. Ainsi pour une ligne li, l’ensemble Ei des points à suivre est défini
par :
Ei =
{
pj ∈ li : C(pj) > τ et (θljc − θli)2 ≤ εθ
}
(2.3.2)
L’ensemble Ei doit contenir au moins deux points.
2. Prédiction du déplacement des lignes par suivi des points :
Le suivi des points de chaque ensemble Ei est réalisé par la méthode du
flux optique. Le calcul est basé sur l’hypothèse que l’intensité lumineuse se
conserve entre deux images successives (1.2.17) permettant de faire un déve-
loppement en séries de Taylor (1.2.18) afin de caractériser des petits mouve-
ments apparents dans l’image. Pour traiter des mouvements importants dans
l’image et garantir la robustesse et la précision du suivi des caractéristiques
image, nous utiliserons la méthode décrite par Bouguet (2001). Le principe
est d’utiliser une décomposition pyramidale en plusieurs niveaux des images
et une implémentation itérative du calcul du flux optique selon l’algorithme
de Lucas-Kanade (Lucas & Kanade (1981) et Tomasi & Kanade (1991)). La
détermination du flux optique produit entre deux images successives Ik et
Ik+1 (pour l’instant k et k+1) traduit le déplacement dj,k d’un point pj,k. Ce
déplacement dj,k permet de prédire la position du point pj,k dans l’image sui-
vante et ne représente pas nécessairement un point réel voir la Figure 2.3.3,
étape 3. Pour déterminer la position réelle du point pj,k , nous devons évaluer
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Figure 2.3.2 – Suivi des points de lignes
l’erreur de prédiction. Afin d’évaluer cette dernière, nous sélectionnons une
zone de recherche, s’inspirant des travaux de Kendoul et al. (2009b), pour
les points candidats se trouvant autour de la position (pj,k + dj,k), voir la
Figure 2.3.3, étape 4. Une détection et une mesure de la qualité des points
candidats utilisant le critère (1.2.1), est appliquée à tous les points présents
dans la zone de recherche, voir la Figure 2.3.3, étape 5. Ainsi, l’ensemble des
points candidats est défini par :
Si = {p˜j,k ∈ W : C(p˜j,k) 6 τ} (2.3.3)
où W délimite la zone de recherche centrée autour de la position prédite
(pj,k+dj,k) et p˜j,k = (xp˜j,k , yp˜j,k) représente les coordonnées d’un point détecté
dans l’image en cours dans la zone de recherche.
3. Mise en correspondance et innovation de la ligne suivie :
La distance Euclidienne (voir Palomares (2012)) est utilisée comme critère
d’erreur de prédiction. Notre choix implique de définir un rayon de la zone de
recherche des points réels qui dépendra d’une part de la précision recherchée
et d’autre part de la réussite à trouver des points réels proche du point
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prédit. Dans le cas où l’on ne trouve pas de points réels dans la zone de
recherche (ie. Si est vide), le point est considéré comme perdu. Par contre,
si plusieurs points sont trouvés, le point retenu sera celui qui présente une
erreur minimale ε obtenu par le critère de distance Euclidienne déﬁni comme
suit :
ε = min
(√
(xp˜j,k − (xpj,k + dj,k,x))2 + (yp˜j,k − (ypj,k + dj,k,y))2
)
p˜j,k∈Si
(2.3.4)
Ainsi, la position réelle p˜j,k+1 dans la seconde image est donnée par :
p˜j,k+1 = pj,k + dj,k + ε (2.3.5)
La position p˜j,k+1 est considérée comme une position mesurée qui correspond
au déplacement (dj,k + ε) du point pj,k entre deux images successives. Dans
la suite de l’algorithme la position corrigée servira comme point de départ
pour le suivi dans les images successives voir la Figure 2.3.3, étape 6.
Figure 2.3.3 – Description graphique de la méthode de correction des points et
des lignes suivies
La mise en œuvre de la méthode de suivi des lignes est réalisée selon l’Algorithme
2.2.
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Algorithm 2.2 Algorithme de suivi de lignes
1. Pour chaque ligne li (i = 1, · · · , Nl) détectée et choisie dans l’image Ik (k est
l’indice d’itération):
a) Détecter les points pj (j = 1, · · · , Np) dans l’image Ik.
b) pour chaque point pj (j = 1, · · · , Np) dans un voisinage de la ligne li
faire:
i. Calculer la qualité C(pj) en utilisant le critère de Harris (1.2.1)
ii. Calculer l’orientation θljc , θli des deux lignes ljc et li : θli =
arctan( y2−y1
x2−x1 ), θljc = arctan(
yjp−y1
xjp−x1 )
iii. si C(pj) > τ et (θljc − θli)2 ≤ εθ alors pj→ Ei (ensemble de points
caractéristiques de la ligne li) avec τ et εθ des seuils donnés.
iv. fin du si
c) fin du faire
2. Construire une représentation pyramidale à L niveaux des images Ik et Ik+1
(pour l’instant k et k + 1)
3. Pour chaque point pj dans Ei
a) Pour chaque niveau de la pyramide calculer le flux optique et prédire le
déplacement dj,k de la ligne li .
b) Dans la seconde image définir une fenêtreW (p˜j,k) centrée autour du point
p˜j,k localisé en {pj,k + dj,k}dans la zone de recherche
i. pour chaque point p˜j,k dans la fenêtre W faire:
A. Calculer la qualité C(p˜j,k)
B. si C(p˜j,k) > τ alors p˜j,k→Si,k (ensemble de points candidats )
C. fin du si
ii. fin du faire
iii. si Si,k est vide
A. considérer le point retourné comme perdu
iv. sinon
A. pour chaque point p˜j,k calculer l’erreur de prédiction εj
B. sélectionner le point p˜j,k dont l’erreur de prédiction est la plus
faible ( 2.3.4)
v. fin du si
c) mettre à jour le point p˜j,k+1 = p˜j,k + dj,k + εj
4. fin
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2.4 Résultats de simulation
Pour montrer l’efficacité de la méthode de suivi de lignes qu’on a proposée
dans la Section 2.3, on présente d’abord des résultats concernant la détection, la
sélection de droites et l’ensemble des points de ces droites à suivre. Par la suite
on présente le suivi de lignes sur une séquence d’images de synthèses puis sur
une séquence d’images réelles. On présente aussi un résultat sur la reconstitution
d’un mouvement de rotation de la caméra. Une comparaison avec l’algorithme du
"Token Tracker" est réalisée.
2.4.1 Détection et suivi de lignes entre deux images réelles
Dans la Figure 2.4.1, on présente en particulier le résultat de la première étape
du processus de l’Algorithme 2.2. Ainsi la détection des lignes et des points de
l’image est réalisée respectivement par la transformée de Hough (voir Illingworth
& Kittler (1988)) et la méthode de Harris & Stephens (1988). Pour cela, on a
utilisé les fonctions concernant ces algorithmes qui sont disponibles dans la librairie
OpenCV.
Dans la Figure 2.4.1, les deux images correspondent à des captures réalisées
sur une scène réelle (un couloir). Dans la Figure 2.4.1a, on présente le résultat
de la sélection de certaines droites et un ensemble de points détectés dans la
même image. Dans la Figure 2.4.1b, on présente un résultat avec l’image ayant
subit un mouvement de rotation. Ce résultat montre l’efficacité de l’algorithme à
mettre en évidence la coïncidence des droites détectées et les droites physiques de
l’environnement, en l’occurrence les bords des murs et des portes d’un couloir. On
observe aussi les points au voisinage des droites qui correspondent à une détection
de points d’intérêts avec un critère τ = 0, 01 (1.2.1). L’emplacement des points
détectés suit bien les changements de luminance dans l’image, ce qui conforte
leur caractère robuste, et conforte aussi notre choix de les utiliser pour corriger la
détection des lignes et de leur suivi.
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(a) Détection et sélection (b) Suivi et mise en correspondance
Figure 2.4.1 – Processus de détection et de suivi
2.4.2 Suivi de lignes dans une séquence d’images
Pour démontrer l’efficacité de l’algorithme de détection et de suivi des lignes lors
d’une longue séquence d’images, on présente d’abord des résultats obtenus sur des
images de synthèses et ensuite sur une séquence d’images réelles.
Séquence d’images de synthèse
Pour produire ces images, on a utilisé l’outil de simulation Matlab/Simulink et
la librairie OpenCV. Ainsi, le mouvement de la caméra d’un environnement 3D
est simulé sous Matlab/Simulink. Dans cet environnement, trois droites fixes de
directions connues dans le repère de la scène, sont observées par la caméra lors de
son mouvement. Les caractéristiques de la caméra utilisées pour la simulation sont
données dans le Tableau 2.2. La scène observée est projetée dans son plan image.
Le résultat est obtenu sous forme d’un tableau (ou matrice) de taille (170× 170)
pixels dans lequel les éléments représentatifs correspondent à la projection des
points de droites. A partir ce tableau représentant la scène observée, on génère
une image de synthèse avec l’outil OpenCV intégré à Simulink en utilisant les
fonctions de CvLink présentées par Laurent (2010), qu’on a adapté et enrichi pour
le besoin de nos algorithmes. Sur les images produites, on applique les algorithmes
du processus de suivi de ligne qu’on a proposés.
Dans la Figure 2.4.2, on présente l’environnement observé par la caméra lors de
son mouvement de rotation (roulis, tangage et lacet) autour d’une position fixe
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Paramètres de la caméra Valeurs
focale f = 35mm
Taille du capteur CCD D = 32mm
Taille image (résolution en pixel) 170× 170
Nombre d’images par seconde fps = 100
Table 2.2 – Caractéristiques de la caméra simulée
dans le repère de la scène (0, 0, 10).
Dans la Figure 2.4.3, on présente le résultat de suivi de lignes sur une longue
séquence d’images de synthèses obtenue en simulant le mouvement de la caméra sur
une période de 50s. Les résultats présentés correspondent à des extraits d’images
à des instants différents (5s). L’algorithme de suivi (Algorithme 2.2) est appliqué
sans l’étape de correction de la prédiction par le calcul du flux optique qui utilise
le critère de distance Euclidienne (2.3.4). Sur la première image, on observe les
trois lignes captés par la caméra (lignes de couleur noir), la détection des ces
lignes représentées en couleurs "rouge" et la détection des points de chaque droite
présentés en couleur "bleu". Dans les images successives, on présente le mouvement
apparent des trois lignes et le résultat du suivi des poins et lignes. On constate qu’à
partir d’un certain temps le suivi n’est pas parfait lorsque on applique l’Algorithme
2.2 sans la correction de la prédiction calculée par le flux optique. On observe une
dérive de la 2ième droite voir la Figure 2.4.3e. Cependant dans la Figure 2.4.4, on
observe que l’utilisation de l’Algorithme 2.2 avec correction de la prédiction, sur
la même séquence d’images assure un suivi parfait le long de la séquence des trois
lignes détectées initialement.
Pour comparaison, dans la Figure 2.4.5, on présente le résultat de suivi de l’Al-
gorithme 2.1 du "Token Tracker" appliqué sur la même séquence d’images de syn-
thèses que précédemment. On observe un suivi parfait des lignes le long de la
séquence. On constate qu’il n y a pas de dérive du fait que cet algorithme est basé
sur l’utilisation d’un filtre de Kalman pour la prédiction et la mise à jour de cette
prédiction réalisée grâce à une détection de ligne à chaque itération.
Séquence d’images réelles
On a appliqué les deux algorithmes de suivi de lignes, algorithme basé flux
optique (2.2) et algorithme du "Token Tracker" (2.1) sur une longue séquence
d’images réelles représentant le mouvement d’une caméra dans un couloir. Les
lignes détectées sont essentiellement les bords du murs et des portes. Dans la
Figure 2.4.6, on présente le résultat du suivi des lignes détectées initialement à la
première image par l’Algorithme 2.2. On observe un bon suivi des lignes traduisant
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Figure 2.4.2 – Mouvement de la caméra 3D et lignes fixes observées dans la scène
le mouvement de la caméra. Par comparaison, dans la Figure 2.4.7, on présente le
résultat obtenu par l’algorithme du "Token Tracker". On constate que les résultats
obtenus par les deux algorithmes sont assez similaires. La différence est dans la
mise en œuvre des deux algorithmes. L’algorithme qu’on a proposé (2.2), nécessite
la détection de lignes à l’étape initiale puis le suivi est réalisé à partir du calcul
du flux optique avec la correction basée sur une détection de points dans la zone
de prédiction à chaque itération. Quant à l’algorithme du "Token Tracker", le suivi
est basé sur la détection des lignes à chaque itération et la prédiction par filtre de
Kalman est appliquée sur quatre paramètres de chaque ligne suivie.
2.4.3 Reconstitution du mouvement de la caméra
Pour montrer l’intérêt du suivi de lignes dans une séquence d’image, on considère
le cas de l’estimation du mouvement de rotation de la caméra. Ainsi, on suppose
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
(m) (n) (o)
Figure 2.4.3 – Suivi de lignes sur une séquence d’images de synthèse par l’algo-
rithme 2.2 sans correction de la dérive
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
(m) (n) (o)
Figure 2.4.4 – Suivi de lignes sur une séquence d’images de synthèse par l’algo-
rithme 2.2 avec correction de la dérive
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
(m) (n) (o)
Figure 2.4.5 – Suivi de lignes sur une séquence d’images de synthèse avec l’algo-
rithme du "Token Tracker"
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
(m) (n) (o)
Figure 2.4.6 – Suivi de lignes sur une séquence d’images réelles par l’algorithme
2.2
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
(m) (n) (o)
Figure 2.4.7 – Suivi de lignes sur une séquence d’images réelles par l’algorithme
du "Token Tracker"
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que la caméra est fixe mais réalise un mouvement de rotation pure selon les trois
axes (roulis, tangage et lacet). On présente les résultats utilisant les images de
synthèses basé sur un mouvement de rotation de la caméra simulée avec Mat-
lab/Simulink comme décrit dans la Section 2.4.2. Celui-ci permet de disposer des
données de références pour effectuer la comparaison entre les résultats des deux
méthodes. La caméra en mouvement observe trois lignes fixes dans le repère de la
scène dont leurs vecteurs directions sont connus. L’algorithme de suivi de lignes
permet de fournir une mesure implicite des vecteurs direction de ces lignes suite à
leurs projection dans le plan image comme décrit dans la Section 1.3.2 en utilisant
l’équation (1.3.9). On considère donc, qu’on dispose de la direction des droites par
rapport au centre de la caméra supposé fixe et on utilise les mesures obtenues par
l’algorithme de suivi sous forme de vecteur direction pour chaque ligne.
Soient nI,1 et nI,2 les vecteurs direction dans le repère de la scène correspondant
respectivement aux deux premières lignes l1 et l2. Les vecteurs de mesure corres-
pondant à ces deux droites sont notés respectivement nB,1 et nB,2. En utilisant
l’algorithme du TRIAD (voir Shuster & OH (1981)) , on peut déterminer le mou-
vement de rotation de la caméra sous forme de matrice de rotation. Dans la Figure
2.4.8, on présente le résultat d’estimation du mouvement de la caméra représenté
par les angles de roulis, tangage et lacet qui sont comparés à une référence obtenue
directement à partir du mouvement de rotation simulé. On observe que l’estima-
tion obtenue reconstitue le mouvement de la caméra mais que cette estimation est
bruitée. Dans le résultat de la Figure 2.4.8, les résultats sont obtenus à partir de
mesures de vecteurs directions issus de l’algorithme de suivi de ligne basé sur le
flux optique (2.2).
Il faut noter que l’estimation de la rotation à partir des mesures obtenues par
les données visuelles n’est pas possible si le mouvement de la caméra est affecté
d’un mouvement de translation. De plus l’utilisation d’un algorithme d’estimation
d’attitude algébrique de type TRIAD décrit dans l’annexe B, est très sensible aux
bruits de mesure. Pour l’estimation de l’attitude avec des données visuelles, il est
nécessaire d’utiliser d’autres méthodes utilisant la fusion de données avec d’autres
mesures afin d’annuler l’effet du mouvement de translation et pouvoir atténuer
voir supprimer l’effet du bruit de mesure.
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Figure 2.4.8 – Estimation du mouvement de rotation de la caméra (angles de roulis
tangage et lacet) obtenue par l’Algorithme basé ﬂux optique
2.5 Conclusion
Une nouvelle méthode de suivi de lignes basée sur le calcul du ﬂux optique est
présentée. La méthode proposée combine le suivi de lignes et de points aﬁn d’amé-
liorer le suivi et augmenter la robustesse. L’Algorithme 2.2 proposé et décrit dans
la Section 2.3, nécessite la détection des lignes à l’étape initiale. Le processus de
suivi est réalisé à partir du calcul du ﬂux optique. Il intègre une étape de correction
de la prédiction du déplacement obtenu par le ﬂux optique en réalisant une détec-
tion des points dans la zone de prédiction à chaque itération. Cette correction est
basée sur l’utilisation du critère de minimisation de la distance euclidienne. Une
comparaison avec l’algorithme du "Token Tracker" (voir Toscani et al. (1988)) a
été présentée. Cet algorithme de suivi est basé sur la détection des lignes à chaque
itération et la prédiction par ﬁltre de Kalman appliquée sur quatre paramètres de
chaque ligne suivie. Les résultats obtenus et présentés sur des séquences d’images
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réelles et de synthèses montrent l’efficacité de la méthode de suivi proposée. La
comparaison avec l’algorithme du "Token Tracker" donne des résultats similaires.
Cependant, l’avantage de notre méthode réside dans la mise en œuvre de l’algo-
rithme. Celle-ci ne nécessite pas tous le processus de détection de lignes à chaque
itération ni l’utilisation du filtre de Kalman pour le suivi de lignes. Un autre avan-
tage est le fait que l’Algorithme 2.2 qui est basé sur le suivi des lignes et de points,
permet de fournir la mesure implicite des vecteurs directions des lignes suivies et en
même temps la direction le long de certains points de la ligne. Ces mesures seront
nécessaires dans l’élaboration de l’algorithme d’estimation de l’attitude afin d’an-
nuler l’effet du mouvement de translation comme il sera détaillé dans le chapitre
suivant.
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Chapitre 3
Estimation de l’attitude d’un corps
rigide à partir de la fusion de
données visuelles et gyrométriques
3.1 Introduction
Les données issues de l’algorithme de suivi de lignes élaboré dans le chapitre
précédent avec les données fournies par les gyromètres nous permettent de propo-
ser un algorithme efficace d’estimation de l’attitude d’un corps rigide en rotation
dans l’espace 3D. Pour ce faire on va suivre le mouvement de certaines lignes sup-
posées fixes de la scène et qui sont projetées dans le plan image. Ainsi, la mise en
correspondance entre la direction des lignes fixes dans la scène 3D et la direction
de leurs vecteurs de mesures nous permettra d’élaborer un algorithme d’estima-
tion en se basant sur les méthodes des observateurs non linéaires des systèmes
dynamiques. En effet, l’utilisation des méthodes algébriques pour l’estimation de
l’attitude ne sont pas adaptées puisque les mesures implicites des directions liées
au mouvement de rotation de l’objet mobile ne sont pas indépendantes de son
mouvement de translation. Le problème de l’ambigüité de signe (voir Rehbinder &
Ghosh (2003)), dû à la mesure implicite des directions de lignes, est pris en compte
dans l’élaboration de l’observateur conçu dans l’espace SO(3). Une analyse de l’ob-
servabilité pour l’estimation de l’attitude avec des données visuelles est revue à
partir de l’étude présentée d’abord par Rehbinder & Ghosh (2003) et puis par Wu
et al. (2006). Le gain de l’observateur proposé sera déterminé en utilisant un filtre
de Kalman type M.E.K.F. (Multiplicative Extended Kalman Filter). L’élaboration
de la structure M.E.K.F est basée sur le calcul de l’erreur d’observation à partir
d’un produit définissant une rotation relative entre l’attitude réelle et son estimée
(voir Crassidis et al. (2007)). Cette démarche a l’avantage de permettre la prise en
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compte de l’estimation du biais des gyromètres dans l’observateur ce qui n’est pas
le cas des méthodes existantes dans la littérature. Les performances de la méthode
proposée sont illustrées et validées par différents résultats de simulation portant
sur des séquences d’images de synthèses.
3.2 Mouvement 3D du corps rigide et mesures
On considère le mouvement dans la scène 3D d’un corps-rigide équipé d’une
caméra et d’une centrale inertielle. La centrale inertielle est utilisée dans cette
application pour fournir les mesures des gyromètres selon les trois axes du repère
mobile. Le rôle de la caméra est la capture d’un flux vidéo qui est une séquence
d’images de la scène 3D observée lors du mouvement du corps rigide. Le mou-
vement relatif du corps rigide dans cette scène sera déterminé par rapport à des
objets fixes qui se trouvent dans le champ de la caméra et qui sont détectés et
suivis par le processus de traitement. En effet, le champ visuel observé par la
caméra contient beaucoup d’informations importantes telles que des formes, des
lignes, des points et bien d’autres caractéristiques, qui semblent invariantes pour
des mouvements courts dans le temps et peuvent être utiles pour la détermination
de la transformation géométrique et cinématique produite entre deux images suc-
cessives.
Ainsi, le mouvement est considéré comme une succession de positions et d’orienta-
tions dans le temps et la reconstitution de ce mouvement ne peut se faire qu’avec
un suivi continu des caractéristiques sélectionnées dans une séquence d’images.
Pour reconstituer le mouvement du corps rigide, on suppose que les objets fixes de
la scène observés par la caméra, ont des caractéristiques projetées principalement
de types bords ou coins et considérés comme des lignes ou points fixes facilement
identifiables. On peut imaginer dans un environnement intérieur "indoor", les bords
des fenêtres, des portes et par exemple les coins des murs et les couloirs voir Fi-
gure 3.2.1a. Dans un environnement extérieur, "outdoor", on peut s’intéresser par
exemple aux bords et coins des immeubles voir Figure 3.2.1b.
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(a) Environnement intérieur "indoor" (b) Environnement extérieur, "outdoor"
Figure 3.2.1 – Scènes 3D observées
A présent, on considère la projection d’une droite dans le plan de l’image. On
suppose que les caractéristiques des objets observés par la caméra sont des droites
di (i = 1, ..., n) ﬁxes et qui restent dans le champ visuel tout au long de la durée
du mouvement. La projection de ces droites dans le plan image de la caméra forme
des lignes qui seront détectées et suivies par le processus de traitement d’image
présenté dans le chapitre précédent aﬁn de déterminer le mouvement du corps
rigide par rapport aux objets ﬁxes de la scène. La projection 2D dans le plan
image de la caméra d’une droite ﬁxe dans la scène 3D est représentée dans la
ﬁgure (3.2.2).
Figure 3.2.2 – Projection en perspective d’une ligne ﬁxe de l’environnement
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Le vecteur direction uB,i de la droite di est exprimé dans le repère mobile {B}
de la caméra supposé confondu avec celui du corps rigide. On note uI,i le vecteur
direction correspondant au vecteur uB,i exprimé dans le repère inertiel {I}. R est
la matrice de rotation représentant l’orientation du corps rigide dans la scène 3D
et dont la cinématique est donnée par l’équation (3.3.1). Le vecteur uI,i est lié au
vecteur uB,i par la relation suivante :
uI,i = RuB,i (3.2.1)
L’analyse et le suivi des caractéristiques de l’image ne permettent pas une mesure
directe dans le repère {B} du vecteur direction uB,i. Cependant, on peut mesurer les
coordonnées du vecteur nB,i normal au plan de projection défini par le point focal de
la caméra et la ligne li, projection de la ligne di dans le plan image. Le mouvement
de la projection de la droite di, représenté par le couple de coordonnées de Plücker
(uB,i, nB,i), est décrit dans le repère {B} par les équations cinématique (1.3.16) et
(1.3.19). On observe que le mouvement selon la direction uB,i dépend uniquement
du mouvement de rotation de la caméra alors que le mouvement suivant le vecteur
normal nB,i dépend du mouvement combiné de la rotation et de la translation (voir
Section 1.3.2 ). Si l’on considère la projection d’un point xi,0 de la droite di dans
le plan image, le vecteur direction le long du point focal et passant par le point de
projection de xi0 est porté par le vecteur kB,i. Ce vecteur est perpendiculaire au
vecteur nB,i et ses coordonnées sont définies dans le repère mobile {B}. Ainsi, on
peut écrire la relation suivante :
nB,i = kB,i × uB,i (3.2.2)
où × représentant le produit vectoriel. Les vecteurs (nB,i, kB,i, uB,i) sont considérés
comme des vecteurs unitaires.
En utilisant la relation (3.2.1), on peut écrire :
nB,i = kB,i ×RTuI,i (3.2.3)
Cette relation exprime le lien entre les vecteurs de mesures dans le repère mobile
{B} et les directions des droites fixes dans le repère de la scène {I}.
L’utilisation de l’algorithme de suivi de lignes proposé dans le chapitre 2, permet
de fournir les mesures des vecteurs nB,i et kB,i. L’information concernant la mesure
du vecteur normal au plan de projection est affectée par une ambigüité de signe
dû à la mesure implicite des directions de lignes. Cette ambigüité de signe est
représentée par le paramètre µ = {−1, 1}. Ainsi cette mesure est donnée par :
yn,i = µ(nB,i + νci) (3.2.4)
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où νci est un bruit blanc gaussien additionnel qui affecte les mesures issues de la
caméra. De même, la mesure concernant le vecteur kB,i est donnée comme suit :
yk,i = kB,i + νci (3.2.5)
où l’on a supposé que les erreurs relatives à la mesure de ces vecteurs sont isotropes
et que les effets du bruit de mesure sont identiques.
Par ailleurs, le gyromètre de la centrale inertielle fournit une mesure de la vitesse
angulaire du corps rigide considérée bruitée par un signal additionnel modélisé par
un bruit blanc gaussien centré νω et affectée d’un biais bω supposé constant ou peu
variable :
ωm = ω + bω + νω (3.2.6)
ωm est la vitesse angulaire mesurée et ω est la vitesse angulaire réelle.
Le biais bω du gyromètre est supposé régit par un processus νb considéré comme
un bruit blanc gaussien centré modélisant la variation du biais :
b˙ω = νb (3.2.7)
3.3 Estimation de l’attitude
L’estimation de l’attitude représentée par la matrice Rˆ est réalisée à partir de la
fusion de la vitesse angulaire ωm mesurée par la centrale inertielle et les vecteurs
yn,i et yk,i calculés par l’étage vision voir la Figure 3.3.1. L’observateur estime aussi
le biais bω des gyromètres. La fusion des données des gyromètres et visuelles est
réalisée par un filtre de Kalman type M.E.K.F. Le processus d’estimation est basé
sur l’utilisation de sorties implicites qui réalise une double action, modélisation de
l’erreur d’estimation et l’annulation de l’effet de tout mouvement de translation
sur l’estimation de l’attitude.
Avant d’aborder le problème de l’estimation d’attitude, on commence d’abord
par donner les conditions d’observabilité.
3.3.1 Conditions d’observabilité
Il est bien connu que l’estimation de l’attitude en utilisant des mesures directes
des vecteurs inertiels dans le repère mobile nécessite au moins deux vecteurs non
colinéaires dans le repère inertiel (voir Shuster & OH (1981)). Pour l’utilisation des
mesures implicites des vecteurs inertiels à partir de données visuelles, une analyse
d’observabilité a été présentée par Rehbinder & Ghosh (2003) pour l’estimation de
l’attitude en découplant le mouvement de rotation du mouvement de translation.
61
Chapitre 3 Estimation de l’attitude d’un corps rigide à partir de la fusion de
données visuelles et gyrométriques
Figure 3.3.1 – Estimation de l’attitude par fusion de données visuelles et inertielles
réalisée par un observateur type M.E.K.F
On considère le mouvement de rotation de l’objet rigide exprimé par l’équation
cinématique :
R˙(t) = R(t)S(ω(t)) (3.3.1)
où R est la matrice de rotation et ω est la vitesse angulaire de l’objet rigide. A partir
de l’équation (3.2.3), la sortie implicite du système vériﬁe l’équation suivante :
(RTuI,i)TnB,i(t) = 0 (3.3.2)
Rehbinder & Ghosh (2003), propose une étude de l’observabilité en imitant
l’analyse d’observabilité standard d’un système linéaire mais réalisée en manipulant
des matrices complexes. Puisque l’état évolue dans l’espace SO(3), un sous groupe
non observable, dans l’intervalle de temps [t0, t0 + T ], est formulé comme suit :
OcSO(3) =
{
R¯ ∈ SO(3) : uTI,iR¯nI,i = 0 ∀t ∈ [t0, t0 + T ] , i = 1, · · · ,m
}
(3.3.3)
où nI,i est le vecteur direction de la droite di exprimé dans le repère inertiel. Cette
analyse d’observabilité a été revue par Wu et al. (2006) et une approche plus simple
et plus intuitive a été présentée. Ainsi, la contrainte dans (3.3.3), a été reformulée
sous la forme :
(R¯TuI,i)TnI,i(t) = 0 ∀t ∈ [t0, t0 + T ] , i = 1, · · · ,m (3.3.4)
Ce qui est équivalent à écrire :
R¯TuI,i ∈ {nI,i(t) ∀t ∈ [t0, t0 + T ]}⊥ (3.3.5)
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où {·}⊥ désigne le complément orthogonal.
Par ailleurs, puisque uI,i ∈ {nI,i(t) ∀t ∈ [t0, t0 + T ]}⊥alors R¯TuI,i ∈ span {uI,i}.
Ce qui permet d’écrire :
R¯TuI,i = αuI,i (3.3.6)
où α est un réel et puisqu’il s’agit du mouvement d’un corps rigide alors α = ±1.
Le problème d’observabilité est donc réduit à la résolution de l’équation suivante
R¯TuI,i = ±uI,i (3.3.7)
où R¯ ∈ SO(3). Pour résoudre l’équation (3.3.7), Wu et al. (2006), proposent une
solution à l’aide d’une représentation dans l’espace des quaternions. Afin de donner
un aperçu de cette étude considérons le quaternion Q¯ = (q¯0, q¯T )T ∈ S3 correspon-
dant à la rotation R¯ ∈ SO(3). L’équation (3.3.7) peut s’écrire de la façon suivante :
Q¯ uI,i  Q¯−1 = ±uI,i (3.3.8)
où uI,i = (0, uTI,i)T est le quaternion correspondant au vecteur uI,i. L’équation
(3.3.8) peut se réécrire sous la forme suivante :
Q¯ uI,i ± uI,i  Q¯ = 0 (3.3.9)
Pour résoudre cette équation, la solution proposée par Groß et al. (2001) a été
utilisée. Ainsi, l’ensemble des solutions de l’équation (3.3.9) est donné comme
suit :
Q¯ ∈ (Ω+i ∪Ω−i ) ∩ S3 (3.3.10)
avec
Ω+i =
{
(0, q¯T )T : ∀q¯ ∈ {uI,i}⊥
}
(3.3.11)
Ω−i =
{
(q¯0, κuTI,i)T : ∀q¯0, κ ∈ R
}
(3.3.12)
d’où, le sous groupe non observable (3.3.3) est reformulé par Wu et al. (2006) sous
la forme suivante :
OcS3 =
[
i= 1]m∩(Ω+i ∪Ω−i ) ∩ S3 (3.3.13)
En fait, en utilisant la relation de Rodrigues (1.3.1), R(Q¯) = R¯, on peut vérifier les
solutions données par (3.3.10). Ainsi, l’équation (3.3.7) peut s’écrire comme suit :
(I − 2q¯0S(q¯) + 2S(q¯)2)uI,i = ±uI,i (3.3.14)
En considérant le cas où R¯TuI,i = uI,i, l’équation (3.3.14) devient :
(S(q¯)− q¯0I)S(q¯)uI,i = 0 (3.3.15)
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Si q¯0 6= 0, la matrice (S(q¯) − q¯0I) est non singulière d’où S(q¯)uI,i = 0, ce qui
veut dire que le vecteur q¯ est colinéaire à uI,i. Si q¯0 = 0, on a S(q¯)2uI,i = 0 qui a
comme solution, le vecteur q¯ est colinéaire à uI,i. Dans ce cas, la solution est une
rotation quelconque autour d’un axe parallèle au vecteur uI,i, ce qui correspond à
l’ensemble des solutions données par (3.3.12).
Dans le deuxième cas où où R¯TuI,i = −uI,i, l’équation (3.3.14) devient :
(I − 2q¯0S(q¯) + 2S(q¯)2)uI,i = −uI,i (3.3.16)
Une solution de (3.3.16) existe si la trace de la matrice (I − 2q¯0S(q¯) + 2S(q¯)2) est
égale à −1. Or, trace(I − 2q¯0S(q¯) + 2S(q¯)2) = 3− 4 ‖q¯‖. Donc, une solution existe
si ‖q¯‖ = 1 ce qui équivaut à q¯0 = 0. Ainsi, pour q¯0 = 0, l’équation (3.3.16) devient
S(q¯)2uI,i = −uI,i dont la solution existe si le vecteur q¯ est perpendiculaire à uI,i.
Dans ce cas, la solution est une rotation de pi autour d’un axe perpendiculaire au
vecteur uI,i, ce qui correspond à la solution donnée par (3.3.11).
Enfin, l’estimation de l’attitude sera déterminée en fonction du nombre de droites
observées et de leurs configurations dans la scène 3D. Ainsi, si l’on observe unique-
ment une seule droite, le sous groupe non observable est composé d’une rotation
de pi autour de l’axe perpendiculaire à cette droite et toutes rotations autour d’un
axe parallèle à cette droite. En effet, comme cela a été précisé par Rehbinder &
Ghosh (2003), si l’on observe que des droites verticales on ne peut reconstituer que
les mouvements de roulis et tangage sans pouvoir estimer le mouvement de lacet.
Dans le cas où l’on observe au moins deux droites linéairement indépendantes, si
ces deux droites sont perpendiculaires alors l’état non observable consiste en deux
rotations de pi autour des axes parallèles à ces deux droites et d’une rotation de pi
autour de l’axe perpendiculaire au plan formé par ces deux droites.
Si l’on observe, trois droites linéairement indépendantes et qu’une droite est
perpendiculaire aux deux autres droites, alors l’état non observable consiste en
une rotation de pi autour d’un axe parallèle à cette droite. En l’absence de ce cas,
le système est complètement observable pour trois droites linéairement indépen-
dantes.
Donc, pour l’estimation de l’attitude en utilisant des sorties implicites basées
sur des données visuelles, l’observation et le suivi d’au moins trois lignes linéaire-
ment indépendantes assure à tout instant les conditions d’observabilité pour tout
mouvement de l’objet rigide. Dans la section suivante, nous proposons la structure
d’observateur conçu dans l’espace SO(3) pour l’estimation de l’attitude par fusion
de données visuelles et de mesures des gyromètres avec estimation du biais des
gyromètres.
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3.3.2 Observateur dans SO(3) et M.E.K.F.
Le but étant d’estimer l’attitude représentée par R en utilisant la relation qui
relie les vecteurs nB,i et kB,i donnée par la relation (3.2.3). La mesure de nB,i
est affectée par l’ambigüité de signe définie par le paramètre µ comme indiqué
dans l’équation (3.2.4). Ce paramètre µ pose un réel problème dans l’estimation
de l’attitude comme il a été mentionné par Rehbinder & Ghosh (2003). Pour
le résoudre les auteurs utilisent la contrainte donnée par la relation (3.3.2) et
proposent l’observateur suivant :
˙ˆ
R = RˆS(ω − σ)
σ = ki
N∑
i=1
(nTi (RˆTuI,i))S(nB,i)RˆTuI,i
(3.3.17)
où ki est le gain de l’observateur et N représente le nombre de lignes à suivre.
Les conditions d’une convergence locale à partir d’une analyse dans SO(3) et une
estimation numérique de la région d’attraction ont été présentées pour le système
d’équations (3.3.17). Le biais des gyromètres et le bruit des mesures n’ont pas été
pris en compte par Rehbinder & Ghosh (2003).
Dans notre démarche, nous proposons une estimation de l’attitude basée sur
un observateur conçu dans SO(3) et dont le gain est obtenu en utilisant une
structure M.E.K.F. L’estimation du biais des gyromètres est prise en compte dans
cet observateur qui est donné comme suit :
˙ˆ
R = RˆS(ωm − σ)
σ = bˆω −KnΦ(yn, yˆn)
˙ˆ
bω = KωΦ(yn, yˆn)
(3.3.18)
où
— Kn∈ R3×3N et Kω∈ R3×3N sont les gains de l’observateur qui seront déter-
minés en se basant sur le principe du filtre de Kalman.
— Φ(yn, yˆn)∈ R3N est le terme de correction d’erreur défini par :
Φ(yn, yˆn) = diag(S2(yn,1), · · · , S2(yn,N))yˆn (3.3.19)
— yn =
[
yTn,1, · · · , yTn,N
]T
représente la mesure implicite de N lignes li dans la
scène 3D et correspondant à leur projection dans le plan image. A chaque
ligne li est associé un vecteur direction normalisé uI,i connu dans le repère
inertiel.
— yˆn =
[
yˆTn,1, · · · , yˆTn,N
]T
représente l’estimation du vecteur yn et chaque vecteur
direction est donné par :
yˆn,i = yk,i × RˆTuI,i , i = 1, · · · , N
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— bˆω correspond au biais estimé des gyromètres.
Remarque 1. Le terme de correction représenté par la relation (3.3.19) est basé
sur une erreur de colinéarité entre le vecteur de mesure et son estimé sous forme
d’un produit vectoriel S(yn,i)yˆn,i, et pour faire face au problème de l’ambigüité de
signe, nous utilisons l’expression suivante :
S2(yn,i)yˆn,i = yn,i(yTn,iyˆn,i)− yˆn,i (3.3.20)
Les vecteurs mesures yn,i et yk,i sont entachés de bruit considéré blanc gaussien et
centré, désigné par νc voir les équations (3.2.4, 3.2.5). De même, la mesure de la
vitesse angulaire est affectée par le biais bω et un bruit blanc gaussien, désigné par
νω voir l’équation (3.2.6).
La mise au point de la structure M.E.K.F. est basée sur le calcul de l’erreur
d’estimation de l’attitude donnée par R˜ = RRˆT et dont l’objectif est de faire tendre
cette erreur vers I (matrice identité). Par équivalence, l’erreur du quaternion est
définie par Q˜ = (q˜0, q˜) tel que R˜ = R
(
Q˜
)
= R
(
Q Qˆ−1
)
avec R˜ = I ⇔ Q˜ =
(±1, 0). A partir de la relation donnant l’erreur du quaternion, on peut exprimer
la dynamique de l’erreur d’estimation d’attitude par la relation :
˙˜Q = 12
[ −q˜T
q˜0I + S (q˜)
]
ω˜ (3.3.21)
où ω˜ = Rˆ(σ − bω − νω). Nous pouvons voir que l’erreur Q˜ dépends des termes σ,
νω et bω dont les variations peuvent être considérées faibles. Ce qui peut justifier
le fait de considérer la variation de l’erreur Q˜ comme équivalente à une petite
rotation autour de (1,0) et ainsi écrire Q˜ ≈ (1, q˜), d’où l’on peut écrire :
˙˜q = 12 (I + S (q˜)) Rˆ(σ − bω − νω)
= 12Rˆ(σ − bω − νω)−
1
2RˆS (σ − bω − νω) Rˆ
T q˜ (3.3.22)
de plus le terme S (νω) RˆT q˜ est très faible et peut être ignoré devant la matrice
identité I, on obtient alors :
˙˜q = 12Rˆ
(
(σ − bω − νω)− S (σ − bω) RˆT q˜
)
(3.3.23)
a présent, définissons x = RˆT q˜. Sa dérivée en fonction du temps est
x˙ = ˙ˆRT q˜ + RˆT ˙˜q (3.3.24)
66
3.3 Estimation de l’attitude
En utilisant l’expression de ˙ˆR dans (3.3.18) et l’équation (3.3.23) on obtient :
x˙ = −S(ωm − σ)x+ 12(σ − bω − νω) +
1
2S (σ − bω)x
= −12S(2ωm − bω − σ)x+
1
2(σ − bω − νω) (3.3.25)
En utilisant les équations (3.2.3), (3.2.4) et (3.2.5), nous pouvons écrire le vecteur
de mesure nmi en remplaçant le produit vectoriel par la matrice antisymétrique
S(·) par :
yn,i = µi(kB,i ×RTuI,i + νci)
= µi(S(kB,i − νci)RTuI,i + νci) (3.3.26)
Ainsi, en introduisant l’erreur d’estimation d’attitude R˜, on obtient :
yn,i = µi(S(kB,i − νci)RˆT R˜TuI,i + νci) (3.3.27)
Puis en utilisant la formule de Rodrigues (1.3.1) avec l’approximation Q˜, nous
avons R˜ ≈ I + 2S(q˜), et l’équation (3.3.27) devient :
yn,i ≈ µi(S(kB,i)RˆTuI,i + 2S(kB,i)S(RˆTuI,i)x+ (I + S(RˆTuI,i))νci) (3.3.28)
où nous avons substitué RˆT q˜ par x et négligé le terme S(νci)S(RˆTuI,i)x. En sub-
stituant S(kim)RˆTuI,i par yˆn,i, nous pouvons écrire :
yn,i ≈ µi
(
nˆi + 2S(yk,i)S(RˆTuI,i)x+ (I + S(RˆTuI,i))νci
)
(3.3.29)
En utilisant l’expression (3.3.29) dans le terme de correction (3.3.20) en considérant
µi = ±1 et yˆTn,iyˆn,i = 1, on a :
S2(yn,i)yˆn,i = yn,i(yTn,iyˆn,i)− yˆn,i
≈
(
yˆn,i + 2S(yk,i)S(RˆTuI,i)x+ (I + S(RˆTuI,i))νci
)
(
1 + yˆTn,i(2S(yk,i)S(RˆTuI,i)x+ (I + S(RˆTuI,i))νci)
)
− yˆn,i (3.3.30)
Le développement de l’expression (3.3.30) en négligeant les termes d’ordre supé-
rieur en x et νci , donne :
S2(yn,i)yˆn,i ≈ (I + yˆn,iyˆTn,i)(2S(yk,i)S(RˆTuI,i)x+ (I + S(RˆTuI,i))νci) (3.3.31)
Nous pouvons voir que les termes de correction S2(yn,i)yˆn,i nous permettent de
résoudre le problème de paramètre inconnu µi dans la mesure du vecteur normal
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yn,i. Ainsi, nous pouvons écrire le terme de correction Φ(yn, yˆn) sous forme de
matrice :
Φ(yn, yˆn) = Gn(Hnx+ Lnνc) (3.3.32)
avec le vecteur de bruit νTc =
[
νTc1 , · · · , νTcN
]
et les matricesHn∈ R3N×3 , Ln∈ R3N×3N
et Gn∈ R3N×3N données par :
Hn =

2S(k1m)S(RˆTuI,1)
...
2S(kNm)S(RˆTuI,N)

Ln =

(S(RˆTuI,1) + I) 0 0
0 . . . 0
0 0 (S(RˆTuI,N) + I)

Gn =

I + nˆ1nˆT1 0 0
0 . . . 0
0 0 I + nˆN nˆTN

(3.3.33)
Ainsi, en utilisant l’équation (3.3.32) et l’expression de σ dans (3.3.18), la dyna-
mique de l’erreur (3.3.25) devient :
x˙ =
(
−S(ωm − bˆω)− 12KnGnHn
)
x− 12 b˜ω −
1
2KnGnLnνc −
1
2νω (3.3.34)
où les termes Kn(GnHnx+Lnνc)x et S(b˜ω)x ont été négligés, et où b˜ω = bω− bˆω est
l’erreur d’estimation du biais avec la dynamique obtenue à partir de la dynamique
de ˙ˆbω dans (3.3.18) et l’équation (3.2.7), comme suit :
˙˜bω = −KωGnHnx−KωGnLnνc + νb (3.3.35)
Pour étudier l’évolution de la dynamique de x et de b˜ω, nous définissons le vecteur
augmenté ZT = [xT , b˜Tω ], puis à partir des équations dynamiques (3.3.34) et (3.3.35)
nous pouvons obtenir la structure du filtre de Kalman suivante :
Z˙ = (A−KGH)Z −KGLnνc +Mνω,b (3.3.36)
où les matrices A∈ R6×6, K∈ R6×3N , H∈ R3N×6 et M∈ R6×6 sont :
A =
[
−S(ωm − bˆω) −12I
03×3 03×3
]
; H =
[
Hn 03N×3
]
M =
[ −12I 03×3
03×3 I3×3
]
; K =
[ 1
2Kn
Kω
]
G =
[
Gn 03N×3N
03N×3N Gn
] (3.3.37)
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Le vecteur νTω,b=
[
νTω , ν
T
b
]
regroupe le bruit des gyromètres et le processus de va-
riation du biais supposé être un processus gaussien de moyenne nulle. La matrice
d’auto-covariance de ce vecteur est la suivante :
E
{
νω,b(t)νTω,b(τ)
}
= QEδ(t− τ) (3.3.38)
où QE∈ R6×6 est une matrice symétrique définie positive et E {·} est l’opérateur
d’espérance. Aussi le bruit de mesure de l’image est supposé gaussien de moyenne
nulle avec l’auto-covariance correspondante :
E
{
νcν
T
c
}
= REδ(t− τ) (3.3.39)
où RE∈ R3N×3N est symétrique et définie positive.
La covariance de la dynamique de l’erreur donnée dans l’équation (3.3.36) est
définie comme suit :
P = E
{
ZZT
}
(3.3.40)
Ensuite, nous obtenons la propagation de la covariance :
P˙ = [A−KGH]P + P [A−KGH]T
+MQEMT +KGLnRELTnGTKT
(3.3.41)
En supposant que Z, νω,b et νc ne sont pas corrélés, le gain K est obtenu par
minimisation de la trace de P˙ comme donné par Crassidis & Junkins (2011) :
K = PHT (LnRELTn )−1G−1 (3.3.42)
En résumé, à partir du suivi de certaines caractéristiques de l’image (points et
lignes) et l’utilisation de gyromètres, il est possible de fusionner ces données pour
estimer le mouvement de rotation d’un corps rigide dans l’espace 3D. L’estimation
est réalisée à l’aide de l’observateur donné par l’équation (3.3.18) avec le gain des
matrices Kn et Kω exprimés par l’équation (3.3.42).
3.4 Résultats de simulations
Pour valider et tester l’efficacité de la méthode d’estimation proposée dans ce
chapitre, nous avons recours à l’utilisation d’image de synthèse réalisées avec l’outil
de simulation Matlab/Simulink et la librairie OpenCV pour générer une séquence
d’images traduisant le mouvement de la caméra. Le processus de traitement et
d’analyse pour le suivi des caractéristiques de l’image (points et lignes) est décrit
dans la section 2 du chapitre 2. Ainsi, on présente d’abord les conditions de si-
mulations décrivant le mouvement de la caméra considéré comme une référence
pour comparer les résultats de l’observateur. On donnera aussi les paramètres de
la mise en oeuvre de l’algorithme d’estimation de l’attitude et du biais des gyro-
mètres. Une comparaison avec l’observateur donné par l’équation (3.3.17) présenté
par Rehbinder & Ghosh (2003) sera donnée.
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3.4.1 Conditions de simulations
Initialement, la caméra est placée aux coordonnées (0, 0, 10). Un mouvement
de rotation combiné (roulis, tangage et lacet) combiné avec un mouvement de
translation est appliqué à la caméra comme le montre la Figure 3.4.1. Ce test a
été effectué sur une durée de 50 secondes. Trois droites fixes d1, d2 et d3 sont fixées
dans l’environnement de la scène et se trouvent à chaque instant dans le champ
visuel de la caméra.
Figure 3.4.1 – Trajectoire de la caméra pour une durée de 50 secondes.
Dans le Tableau 3.1, une présentation est faite des conditions du test liées au
mouvement de la caméra, les positions des droites dans la scène 3D ainsi que
les caractéristiques liées aux mesures des gyromètres (biais et bruit). Les mesures
implicites des directions lors du mouvement de la caméra sont obtenues par l’Al-
gorithme de suivi de lignes 2.2 présenté dans le Chapitre 2. Dans le Tableau 3.2
sont présentés les paramètres de l’observateur.
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Paramètres Valeurs
Trajectoire de la caméra Pc(t0) = (0, 0, 10),
Pc(t) = Pc(t0) +( 20pi180 Sin(5t),
20pi
180 Sin(10t), 0)
Les lignes
Ligne Longueur Coordonnées d’un point Direction
l1 1 X1 = (−1,−1, 0) d1 = (0,−1, 0)
l2 1.5 X2 = (0, 1, 0) d2 = (0, 1, 1)/sqrt(2)
l3 1.5 X3 = (1, 1, 0) d3 = (1, 0, 1)/sqrt(2)
Le gyromètre Biais : (5,−5, 2)[°/s], Bruit : σvb = 0.01[rad/s]
Table 3.1 – Valeurs des paramètres de simulation (observateur M.E.K.F)
Capteur Covariance du bruit de mesures
Caméra R =
 r1 ∗ I3×3 03×3 03×303×3 r2 ∗ I3×3 03×3
03×3 03×3 r3 ∗ I3×3

avec r1 = 0.007, r2 = 0.007 et r3 = 0.007
Gyromètres Q =
[
diag(covw) 03×3
03×3 qb ∗ I3×3
]
covw = diag([ 0.01 0.01 0.01 ])
qb = 2.5 ∗ 10−4[°/s]
Table 3.2 – Paramètres de l’observateur ( M.E.K.F.)
3.4.2 Résultats obtenus
L’estimation de l’attitude dépend de l’efficacité du suivi des lignes observées par
la caméra en utilisant l’Algorithme 2.2. A partir du suivi des lignes, la mesure du
vecteur normal au plan de projection de chaque ligne sélectionnée ainsi que le vec-
teur k considéré le long de la direction de la projection 2D d’un point de cette ligne.
Ces vecteurs de mesures sont fournis sous la forme de données par les relations
(3.2.4) et (3.2.5). Ainsi, à partir de l’Algorithme, on obtient les mesures présentées
dans la Figure 3.4.2 pour la première ligne l1. Dans cette figure, les mesures ob-
tenues sont comparées aux vecteurs de références simulés dans Matlab/Simulink
pour générer les images de synthèse. On observe les mesures obtenues correspon-
dant aux vecteurs de références (nB,1 et kB,1) mais avec un bruit additif qui n’est
pas simulé mais qui provient des images de synthèses. Dans la Figure 3.4.3, les
vecteurs de mesure correspondant au suivi de la ligne l2 sont présentés. On ob-
serve que les mesures obtenues correspondent aux vecteurs de références (nB,2 et
kB,2) mais on constate une inversion de signe dans la mesure du vecteur nB,2. Ceci
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correspond à l’ambigüité de signe représentée par le paramètre µ = {−1, 1} comme
cela a été évoquée précédemment dans la Section 3.2. Ce résultat montre l’efficacité
de l’Algorithme 2.2 à suivre parfaitement les lignes sélectionnées.
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Figure 3.4.2 – Les mesures des vecteurs (n, k) et leurs références correspondant à
la ligne l1
Ces mesures issues de données visuelles sont ensuite fusionnées avec les mesures
des gyromètres, considérées avec du bruit et un biais comme indiqué dans le Ta-
bleau 3.1, afin d’estimer le mouvement de rotation de la caméra. L’ensemble de ces
mesures est donc utilisé dans l’observateur (3.3.18) avec l’équation de propagation
de la covariance (3.3.41) et le gain donné dans (3.3.42) ainsi que les paramètres
donnés dans le Tableau 3.2. Dans ces conditions, on obtient les résultats présentés
dans les figures 3.4.4, 3.4.5 et 3.4.6. Dans la Figure 3.4.4, l’estimation de l’atti-
tude ou l’orientation de la caméra selon les trois axes, roulis, tangage et lacet, est
présentée. Dans la Figure 3.4.5, on présente l’erreur d’estimation de l’attitude et
on observe une bonne estimation du mouvement de rotation de la caméra après
un phase transitoire correspondant au temps de convergence de l’observateur. En
effet, l’observateur a été initialisé avec une erreur en attitude de 10° sur chaque
axe de rotation. Ce résultat est obtenu pour un mouvement combinant rotation et
translation comme le montre la trajectoire de la caméra (voir la Figure 3.4.1). Ce
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Figure 3.4.3 – Les mesures des vecteurs (n, k) et leurs références correspondant à
la ligne l2
résultat est acceptable malgré que les mesures sont entachées de défauts tels que
les bruits de mesures et le biais comme pour les gyromètres. Ainsi, cet observateur
permet de fournir une bonne estimation des biais des gyromètres comme le montre
la Figure 3.4.6.
Une comparaison avec l’observateur (3.3.17) proposé par Rehbinder & Ghosh
(2003) avec un gain fixe égal à k = 15 est présentée dans la Figure 3.4.7. Dans cet
essai, le biais des gyromètres n’a pas été introduit puisqu’il n’est pas considéré dans
l’observateur (3.3.17) mais les bruits de mesures sont présents. Dans cette figure
les résultats de l’observateur (3.3.17) sont signalés dans la légende avec l’indice
"RHG" et ceux obtenus avec l’observateur (3.3.18) sont signalés avec "MEKF".
Les deux observateurs ont été initialisés avec la même erreur en attitude (10° sur
chaque axe de rotation). On remarque que les deux observateurs permettent d’avoir
une bonne estimation du mouvement de rotation. Comme le montre la Figure 3.4.8
présentant les erreurs d’estimation, l’observateur (3.3.17) de type Luenberger (voir
Luenberger (1964, 1966)) converge plus rapidement que l’observateur (3.3.18) basé
sur un filtre de Kalman mais ce dernier prend l’avantage sur le premier vis-vis des
bruits de mesures.
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Figure 3.4.4 – Estimation de l’attitude présentée par les angles de roulis, tangage
et lacet
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Figure 3.4.5 – Erreur d’estimation de l’attitude
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Figure 3.4.6 – Estimation du biais du gyromètre
0 5 10 15 20 25 30 35 40 45 50
−20
−10
0
10
temps [s]
A
ng
le
 d
e 
R
ou
lis
 [°
]
Comparaison Observateurs MEKF vs RHG
 
 
φref
φMEKF
φRHG
0 5 10 15 20 25 30 35 40 45 50
−20
−10
0
10
20
temps [s]
A
ng
le
 d
e 
Ta
ng
ag
e 
[°
]
 
 
θref
θMEKF
θRHG
0 5 10 15 20 25 30 35 40 45 50
−20
−10
0
10
temps [s]
A
ng
le
 d
e 
La
ce
t [
°]
 
 
ψref
ψMEKF
ψRHG
Figure 3.4.7 – Comparaison entre deux méthodes d’estimation de l’attitude : Ob-
servateur MEKF (voir 3.3.18) vs observateur RHG (voir 3.3.17)
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Figure 3.4.8 – Erreur d’estimation de l’attitude : Observateur MEKF (3.3.18) vs
RHG (3.3.17)
3.5 Conclusion
Une nouvelle méthode d’estimation de l’attitude basée sur la fusion de données
visuelles utilisant le suivi de lignes avec les mesures de gyromètres est proposée.
Cet observateur est conçu directement dans l’espace SO(3) mais il est basé sur
une structure d’un filtre de Kalman type M.E.K.F. pour la détermination du gain
optimal de cet observateur. Cet observateur est inspiré de (3.3.17) proposée par
Rehbinder & Ghosh (2003) mais il introduit une autre technique de correction
pour prendre en compte le biais des gyromètres tout en évitant le problème de
l’ambigüité de signe liée à la mesure implicite des vecteurs directions des lignes
observées. Des tests avec des séquences d’images de synthèses correspondant à un
mouvement simulé de la caméra dans un environnement 3D, montrent l’efficacité de
cet observateur à reconstruire le mouvement de rotation même dans le cas d’une
translation. Une comparaison avec l’observateur (3.3.17) a été présenté. Ainsi,
l’efficacité de l’observateur proposé vis-à-vis des bruits de mesure et du biais des
gyromètres a été montrée. Ces résultats devront aussi être validés dans le cas des
images réelles avec une approche d’implémentation dans un système embarqué.
Les résultats obtenus restent toutefois très prometteurs et permettent d’envisager
l’estimation de la pose en général d’un corps rigide. Ce problème sera traité dans
le chapitre suivant.
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Chapitre 4
Estimation de la pose d’un corps
rigide à partir de la fusion de
données visuelles et inertielles
4.1 Introduction
Le chalenge lancé dans ce chapitre est l’estimation simultanée de la position et de
l’orientation d’un corps rigide en mouvement dans l’espace 3D. Nous examinerons
en particulier le mouvement de translation du corps rigide par rapport à une cible
fixe de la scène 3D. Ainsi, deux observateurs sont proposés pour l’estimation de la
vitesse absolue et de la position relative du corps rigide par rapport à la cible. Le
premier est un observateur en cascade avec découplage entre l’estimation de l’atti-
tude et l’estimation de la position. L’estimation issue de l’observateur d’attitude,
proposée dans le chapitre 3, alimente un observateur non linéaire utilisant des
mesures issues des accéléromètres combinées aux données visuelles. Le deuxième
observateur, conçu directement dans SE(3), utilise un filtre de Kalman de type
M.E.K.F. afin d’estimer la pose par fusion de données inertielles et visuelles. Les
performances des observateurs proposés sont illustrées et validées en simulation en
utilisant des images de synthèse.
4.2 Modélisation du mouvement de translation à
sortie implicite
Le mouvement de translation d’un corps rigide dans une scène 3D décrit par les
équations de Newton (1.3.5) dans le repère inertiel I peut s’écrire sous la forme
suivante :
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p˙I = vIv˙I = aI + ge3 (4.2.1)
où pI , vI représentent respectivement la position et la vitesse dans le repère inertiel
du corps rigide. aI est l’accélération apparente qui est reliée à la mesure aB donnée
par l’accéléromètre trois axes par aI = RaB . eT3 = (0, 0, 1) et g est l’accélération
de la gravité.
Pour reconstituer le mouvement de translation, on considère les hypothèses ci-
dessous :
Hypothèse 1. Le repère du corps rigide et le repère de la caméra sont confondus
Hypothèse 2. On observe trois lignes droites di (i = 1, 2, 3 ) concourantes en un
point commun ξI, fixe dans la scène 3D et on estime la position relative du corps
rigide par rapport à ce point.
Soit ξI le point d’intersection des trois lignes droites di (i = 1, 2, 3) tel que
spécifié par l’hypothèse 2, le mouvement de translation (4.2.1) peut être écrit par :
d
dt
(pI(t)− ξI) = vI
d
dt
vI(t) = RaB + ge3
(4.2.2)
où R est la matrice de rotation et l’accélération aB exprimée dans le repère mobile
B et qui peut être mesurée par un accéléromètre trois axes.
Si l’on considère que Rˆ est l’estimation de la matrice de rotation R. Le modèle
(4.2.2) peut se mettre sous la forme suivante :
d
dt
(pI(t)− ξI) = vI
d
dt
vI(t) = RˆaB + ge3 + (I − R˜T )aI
(4.2.3)
avec R˜ = RRˆT est l’erreur d’estimation de l’attitude.
La mesure implicite des vecteurs direction des lignes droites observées est obte-
nue par l’algorithme de suivi de lignes présenté dans le chapitre 2. Cette mesure
est exprimée dans le repère mobile B. Soient, nB,i, (i = 1, 2, 3), les vecteurs de
mesure correspondant respectivement à la projection des trois lignes droites di,
(i = 1, 2, 3). Ainsi, la mesure implicite des vecteurs direction des lignes droites di,
(i = 1, 2, 3) exprimée dans le repère I peut être donnée en considérant l’estimation
de la matrice de rotation Rˆ, comme suit :
yˆI,i(t) = µRˆnB,i(t), i = 1, 2, 3 (4.2.4)
où yˆI,i représente une estimation de la mesure implicite dans le repère I. µ est le
paramètre correspondant à l’ambigüité de signe.
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Note 1. Dans (4.2.4), la mesure de nB,i est supposée sans bruit.
Sachant que le vecteur yI,i(t) = RnB,i(t) est orthogonal au plan formé par la
ligne droite di et la droite passant par le point d’intersection ξI et le point pI
correspondant à la position de la caméra (voir Section 1.3.2), alors nous avons :
(pI(t)− ξI)TyI,i(t) = 0 (4.2.5)
En utilisant l’estimation de yI,i donnée par (4.2.4), nous pouvons écrire que :
(pI(t)− ξI)T yˆI,i(t) = (pI(t)− ξI)T (I − R˜T )yI,i(t) (4.2.6)
Ainsi, si nous disposons d’une estimation parfaite de la matrice de rotation, alors
nous avons R˜→ I. D’où, nous pouvons transformer les équations (4.2.3) et (4.2.5)
comme suit : 
d
dt
(pI(t)− ξI) = vI
d
dt
vI(t) = RˆaB + ge3
0 = (pI(t)− ξI)T yˆI,i(t) pour i = 1, 2, 3
(4.2.7)
où l’on a supposé que I − R˜T → 0.
En considérant comme mesure, l’accélération aB et les vecteur yˆI,i (i = 1, 2, 3),
nous allons définir le vecteur d’état par zT = [(pI(t) − ξI)T , vTI ]. Les sorties im-
plicites seront définies telles que (pI(t) − ξI)T yˆI,i =
[
yˆTI,i, 0
]
z pour i = 1, 2, 3.
Ainsi, nous pouvons écrire (4.2.7) comme un système linéaire à sortie implicite
(voir Rehbinder & Ghosh (2003)) :z˙(t) = Az(t) + g(t)0 = B(yˆ(t))z(t) (4.2.8)
où le vecteur g(t) ∈ R3 et les matrices A ∈ R6×6 et B ∈ R3×6sont donnés par
A =
(
0 I
0 0
)
, g(t) =
(
0
Rˆa+ ge3
)
, B(yˆ(t)) =
 yˆ
T
I,1(t) 0
yˆTI,2(t) 0
yˆTI,3(t) 0

La quantité mesurable yˆ(t) est liée au vecteur d’état z par la contrainte :
h(z(t), yˆ(t)) = B(yˆ(t))z(t) = 0, ∀t (4.2.9)
Le système (4.2.8) est similaire aux systèmes linéaires instationnaires du fait que la
matrice B varie en fonction de y(t). Ce système est instable puisque le spectre σ(λ)
de la matrice A est composé d’une valeur propre strictement négative λ1 = −1 de
79
Chapitre 4 Estimation de la pose d’un corps rigide à partir de la fusion de
données visuelles et inertielles
multiplicité 3 et d’une valeur propre strictement positive λ2 = 1 aussi de multipli-
cité 3. Dans l’étude présentée par Matveev et al. (2000), les auteurs proposent un
observateur type Luenberger pour un système à sortie implicite et marginalement
stable. Un tel observateur ne peut pas être appliqué au système (4.2.8) comme il a
été précisé par Rehbinder & Ghosh (2003). Pour les systèmes affines à état impli-
cite, un observateur explicite est proposé dans l’étude présentée par Mota Grajales
et al. (2011). Cet observateur de type Kalman fournit simultanément l’estimation
de l’état et des variables implicites. Rodrigues et al. (2010) propose un observateur
non linéaire conçu dans l’espace SE(3) pour un système d’asservissement visuel
décrit comme un système à sortie implicite. Il fournit l’estimation de l’orientation
et la position d’un objet en considérant des points fixes dont leurs coordonnées sont
supposées connues dans l’espace de la scène. Dans la section suivante, nous pro-
posons tout d’abord un observateur en cascade en utilisant le modèle (4.2.8) basé
sur une estimation parfaite de la matrice de rotation. Par la suite, un observateur
sera proposé directement dans SE(3) en se basant sur le modèle (4.2.3).
4.3 Estimation de la pose par un observateur
cascade
Le processus d’estimation de la pose sera réalisé à partir d’un observateur en
cascade décrit par le diagramme de la Figure 4.3.1. Dans une première étape, on
estime l’attitude Rˆ et le biais bˆω du gyroscope, à partir de la fusion de la vitesse
angulaire ωm mesurée par les gyromètres et les vecteurs yn,i et yk,i fournis par
l’algorithme de suivi de lignes de l’étage vision. La fusion des données visuelles et
mesures des gyromètres est réalisée par un observateur basé sur un filtre de Kalman
type M.E.K.F. présenté dans le chapitre 2 (Section 3.3). Dans une deuxième étape,
on utilise un observateur type Luenberger (Luenberger (1964)) basé sur l’estimée
de l’attitude Rˆ et le biais bˆω fournie par le premier observateur, la mesure de
l’accélération aB et des sorties implicites décrites précédemment (Section 4.2) afin
d’estimer la position relative et la vitesse absolue de la caméra.
Avant, de proposer l’observateur pour le mouvement de translation du système
(4.2.8), nous allons examiner l’observabilité en nous basant sur les sorties impli-
cites. Puisque, le système est similaire à la classe de système linéaires instation-
naires étudiés par Matveev et al. (2000), le système est observable s’il existe deux
réels positifs  > 0 et T > 0 tel que le Grammien d’observabilité pour tout t0 > 0
vérifie la condition suivante :
W (t0, T ) =
ˆ t0+T
t0
eAτB(y(τ))B(y(τ))T eAT τdτ ≥ I (4.3.1)
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Figure 4.3.1 – Estimation de la pose par un Observateur à deux étapes
La condition (4.3.1) peut être vériﬁée en considérant les matrices A et B du système
(4.2.8). Ainsi, on peut calculer :
W (t0, T ) =
ˆ t0+T
t0
e(A+A
T )τdτ (4.3.2)
puisque B(y(τ))B(y(τ))T = I6 avec I6 ∈ R6×6est la matrice identité. En diagona-
lisant la matrice A¯ = A + AT , la relation (4.3.2) devient :
W (t0, T ) = Ξ
(ˆ t0+T
t0
eDτdτ
)
ΞT (4.3.3)
où la matrice Ξ ∈ R6×6 de passage ayant comme colonnes les vecteurs propres de
la matrice A¯ et D ∈ R6×6 est la matrice diagonale, telles que :
Ξ = 1√
2
[ −I I
I I
]
; D =
[ −I 0
0 I
]
où la matrice I ∈ R3×3 est la matrice identité.
Or
ˆ t0+T
t0
eDτdτ =
⎡⎣ ´ t0+Tt0 e−Iτdτ 0
0
´ t0+T
t0
eIτdτ
⎤⎦
qu’on peut calculer facilement comme :
ˆ t0+T
t0
eDτdτ =
[
α−I 0
0 α+I
]
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avec α− = e−t0− e−(t0+T ) > 0 et α+ = e(t0+T )− et0 > 0. On peut montrer que pour
tout t0 > 0
xTW (t0, T )x ≥ α− ‖x‖2 ; ∀x ∈ R6
la condition (4.3.1) est donc bien vérifiée, ce qui permet de conclure que le système
(4.2.8) est observable.
Nous proposons l’observateur suivant :
˙ˆz = Azˆ + g(t) + P (t)B(t)TRB(t)zˆ (4.3.4)
la matrice P est la solution de l’équation de Riccati suivante :
P˙ = P (t)AT + AP (t)− P (t)B(t)TRB(t)P (t) +Q (4.3.5)
où les matrices Q,R ∈ R6×6 sont symétriques définies positives.
En utilisant (4.2.9), l’observateur peut s’écrire sous la forme suivante ˙ˆz = Azˆ + g(t) + L(t) (h(z, y)− h(zˆ, y))h(zˆ, y) = B(y(t))zˆ (4.3.6)
Le système ( 4.3.6) peut être vu comme un observateur du type Kalman où le gain
L(t) = P (t)B(t)TR.
Proposition 1. On considère le système (4.2.8) et l’observateur défini par (4.3.4)
et (4.3.5) avec les hypothèses (1) et (2), alors l’erreur d’observation z˜ = z − zˆ
converge exponentiellement vers 0.
Démonstration. La dynamique de l’erreur de l’observateur en utilisant les équa-
tions (4.2.8), (4.2.9) et (4.3.6) est sous la forme suivante :
˙˜z = (A− L(t)B(t)) z˜ (4.3.7)
Pour montrer la convergence de l’estimateur, nous considérons la fonction de Lya-
punov suivante :
V (t) = z˜TP (t)−1z˜ (4.3.8)
Sa dérivée temporelle s’écrit
V˙ (t) = ˙˜zTP (t)−1z˜ + z˜TP (t)−1 ˙˜z + z˜T P˙ (t)−1z˜ (4.3.9)
En utilisant l’équation dynamique (4.3.7) et le fait que P˙−1 = P−1P˙P−1, nous
aboutissons à :
V˙ (t) = z˜TP (t)−1
(
P (t)AT + AP (t)− P (t)B(t)TL(t)T − L(t)B(t)P (t)− P˙ (t)
)
P (t)−1z˜
(4.3.10)
82
4.4 Estimation de la pose par un observateur dans SE(3)
En remplaçant l’expression de L(t) donnée par (4.3.10), on obtient :
V˙ (t) = z˜TP (t)−1
(
P (t)AT + AP (t)− 2P (t)B(t)TRB(t)P (t)− P˙ (t)
)
P (t)−1z˜
(4.3.11)
L’équation (4.3.11) s’écrit en utilisant l’expression (4.3.5) comme suit :
V˙ (t) = −z˜TP (t)−1(Q+ PBTRBP )P (t)−1z˜ (4.3.12)
Sachant que la solution P , de l’équation de Riccati (4.3.5) existe puisque la condi-
tion d’observabilité est (4.3.1) et cette solution est symétrique définie positive,
alors la dérivée de la fonction de Lyapunov (4.3.8) est décroissante. De plus, on
peut écrire aussi que :
V˙ (t) ≤ −λmin(Q)
λmax(P )
V (t) (4.3.13)
où λmin() et λmax() désignent respectivement la valeur propre minimale et la
valeur propre maximale d’une matrice.
D’où l’on conclut à la convergence exponentielle de l’erreur d’observation.
Dans cette méthode d’estimation de la pose, l’observateur cascade fournit d’abord
l’estimation de la matrice de rotation en utilisant l’observateur (3.3.18) proposé
dans la Section 3.3 et ensuite cette dernière est utilisée comme une mesure dans
l’observateur (4.3.4) pour l’estimation de la position relative et la vitesse du corps
rigide. L’erreur d’estimation de la matrice de rotation n’est pas prise en compte et
il est de même pour le bruit de mesure des capteurs. Ainsi dans la section suivante
nous tenons compte dans le modèle de la translation utilisé pour l’estimation de la
position, de l’erreur d’estimation de l’attitude et du bruit de mesure des capteurs
et nous proposons un observateur estimant simultanément l’attitude, la position
relative et la vitesse du corps rigide.
4.4 Estimation de la pose par un observateur dans
SE(3)
Dans cette section, nous considérons l’équation cinématique du mouvement de
rotation (3.3.1) et le modèle de translation (4.2.3) pour proposer un observateur
estimant simultanément l’attitude, la position relative et la vitesse du corps rigide
voir la Figure 4.4.1.
Les hypothèse (1) et (2) sont aussi supposées vraies dans ce cas. Ainsi, le suivi
de trois lignes droites et les mesures implicites de leurs vecteurs direction seront
utilisées et fournies comme dans les relations (3.2.4) et (3.2.5). Le modèle des
gyromètres et leur mesure est donnée en considérant les équations (3.2.6) et (3.2.7).
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Figure 4.4.1 – Estimation de la Pose par un observateur global
On note χI(t) = p(t) − ξI la position relative du corps rigide dans le repère
{I} par rapport au point d’intersection ξI , de trois droites observées considérées
comme cible. Le modèle de translation (4.2.3) s’écrit alors :⎧⎨⎩χ˙I(t) = vI(t)v˙I(t) = RˆaB + ge3 + (I − R˜T )aI (4.4.1)
Ainsi, nous proposons l’observateur conçu dans SE(3) et dont les gains seront
calculés en utilisant la structure d’un ﬁltre de Kalman de type M.E.K.F. de façon
similaire à l’observateur de la Section 3.3. L’observateur est donné sous la forme
suivante : ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
˙ˆ
R = RˆS(ω(t) − σ(t))
˙ˆχI(t) = vˆI(t) + Kχ(t)h(χˆI , yˆI)
˙ˆvI(t) = RˆaB¯ + ge3 + Kv(t)h(χˆI , yˆI)
σ(t) = bˆω(t) − Kn(t)Φ(yn, yˆn)
h(χˆI , yˆI) = B(yˆI(t))χˆI(t)
˙ˆ
bω(t) = Kω(t)Φ(yn, yˆn),
(4.4.2)
où
— Rˆ,χˆI , et vˆI sont respectivement les estimations de l’attitude, de la position
relative et de la vitesse du corps rigide ;
— Kχ(t) ∈ R3×3, Kv(t) ∈ R3×3 , Kn(t)∈ R3×9 et Kω(t)∈ R3×9 sont des matrices
de gain ;
— Le terme correctif Φ(yn, yˆn)∈ R9 est donné par
Φ(yn, yˆn) = diag(S2(yn,1), S2(yn,2), S2(yn,3))yˆn, (4.4.3)
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— yn =
[
yTn,1, y
T
n,2, y
T
n,3
]T
représente la mesure implicite des 3 lignes droites consi-
dérées dans l’hypothèse (2),
— yˆn =
[
yˆTn,1, yˆ
T
n,2, yˆ
T
n,3
]T
représente l’estimation du vecteur yn et chaque vecteur
direction est donné par
yˆn,i = yk,i × RˆTuI,i , i = 1, 2, 3
— yˆI =
[
yˆTI,1, yˆ
T
I,2, yˆ
T
I,3
]
et où yˆI,i(t) est donné par (4.2.4) pour i = 1, 2, 3 ;
— La matrice B(yˆI) ∈ R3×3 est donnée par
B(yˆI) =
 yˆ
T
I,1(t)
yˆTI,2(t)
yˆTI,3(t)
 (4.4.4)
— bˆω correspond à l’estimation du biais des gyromètres.
— aB¯ est la mesure bruitée de l’accéléromètre telle que aB¯ = aB + νa , où νa
correspond au bruit additif supposé blanc Gaussien.
Pour déterminer les matrices de gain de l’observateur (4.4.2), nous adoptons la
même démarche que pour l’observateur (3.3.18) dans la Section 3.3. En utilisant
aussi les mêmes arguments, les erreurs d’estimation de l’attitude et du biais des gy-
romètres sont calculés de la même façon et les équations (3.3.32), (3.3.33), (3.3.34)
et (3.3.35) restent valables.
Maintenant, considérons le modèle de translation (4.4.1) et en utilisant l’ap-
proximation R˜ ≈ I + 2S(q˜), on peut écrire :χ˙I(t) = vI(t)v˙I(t) = RˆaB + ge3 − 2S(q˜)aI (4.4.5)
Soient χ˜I = χI − χˆI et v˜I = vI − vˆI les erreurs d’observation respectivement
de la position relative et de la vitesse alors nous pouvons obtenir la dynamique
suivante :  ˙˜χI(t) = v˜I(t)−Kχ(t)h(χˆI , yˆI)˙˜vI(t) = −Rˆνa + 2S(aI)q˜ −Kv(t)h(χˆI , yˆI) (4.4.6)
En utilisant x = RˆT q˜ et en négligeant les termes d’ordre supérieur en x et νa , on
réécrit le système (4.4.6) comme : ˙˜χI(t) = v˜I(t)−Kχ(t)h(χˆI , yˆI)˙˜vI(t) = −2RˆS(aB¯)x− Rˆνa −Kv(t)h(χˆI , yˆI) (4.4.7)
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Pour développer le terme de correction h(χˆI , yˆI), nous développons d’abord le
produit scalaire χˆTI yˆI,i ( i = 1, 2, 3) :
χˆTI yˆI,i = (χTI − χ˜TI )Rˆ(nB,i + νci)
= (χTI − χ˜TI )R˜TR(nB,i + νci)
= (χTI − χ˜TI ) (I − 2S(q˜))R(nB,i + νci)
Utilisant le fait que χTIRnB,i = 0 et en négligeant les termes d’ordre supérieur en
x, χ˜I et νci , on obtient :
χˆTI yˆI,i = 2χˆTI RˆS(yn,i)x− yˆTI,iχ˜I + χˆTI Rˆνci
Ainsi, le terme de correction h(χˆI , yˆI) peut s’écrire sous la forme matricielle sui-
vante :
h(χˆI , yˆI) = Hxx+Bχ˜I + Lχνc
où la matrice B est donnée par (4.4.4) et les matrices Hx ∈ R3×3 et Lχ ∈ R3×9
sont telles que :
Hx =
 −2χˆ
T
I RˆS(yn,1)
−2χˆTI RˆS(yn,2)
−2χˆTI RˆS(yn,3)
 , Lχ =
 −χˆ
T
I Rˆ 0 0
0 −χˆTI Rˆ 0
0 0 −χˆTI Rˆ

Alors, la dynamique de l’erreur (4.4.7) peut se réécrire comme : ˙˜χI = −KχHxx−KχBχ˜I + v˜I −KχLχνc˙˜vI = −(2RˆS(aB¯) +KvHx)x−KvBχ˜I − Rˆνa −KvLχνc (4.4.8)
Finalement la dynamique de l’erreur d’observation en combinant (3.3.34), (3.3.35)
et (4.4.8), on obtient le système suivant :
x˙ = −
(
S(ωm − bˆω) + 12KnGnHn
)
x− 12(b˜ω +KnGnLnνc + νω)
˙˜bω = −KωGnHnx−KωGnLnνc + νb
˙˜χI = −KχHxx−KχBχ˜I + v˜I −KχLχνc
˙˜vI = −(2RˆS(aB¯) +KvHx)x−KvBχ˜I − Rˆνa −KvLχνc
(4.4.9)
Soit Z le vecteur d’état défini par Z = [xT , b˜Tω , χ˜TI , v˜TI ]T∈ R12, alors nous pouvons
écrire la forme d’un filtre de Kalman :
Z˙ = (A¯− K¯G¯H¯)Z − K¯G¯Lnχνc + M¯νω,b,a, (4.4.10)
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avec A¯∈ R12×12, K¯∈ R12×12, H¯∈ R12×12 , G¯∈ R12×12 , Lnχ∈ R12×9 et M∈ R12×9
sont des matrices définies comme suit :
A¯ =

−S(ωm − bˆω) −12I 03×3 03×3
03×3 03×3 03×3 03×3
03×3 03×3 03×3 I
−2RˆS(aB¯) 03×3 03×3 03×3
 ; H¯ =
[
Hn 09×3 09×3 09×3
Hx 03×3 B 03×3
]
M¯ =

−12I 03×3 03×3
03×3 I 03×3
03×3 03×3 03×3
03×3 03×3 −Rˆ
 ; K¯ =

1
2Kn 03×3
Kω 03×3
03×9 Kχ
03×9 Kv

G¯ =
[
Gn 09×3
03×9 I
]
Lnχ =
[
Ln
Lχ
]
Le vecteur νTω,b,a=
[
νTω , ν
T
b , ν
T
a
]
∈ R9 regroupe respectivement le bruit des gyro-
mètres, le processus lié au biais et le bruit de l’accéléromètre. La matrice d’auto-
covariance qui lui est associée est :
E
{
νω,b(t)νTω,b(τ)
}
= Q¯Eδ(t− τ), (4.4.11)
où Q¯E∈ R9×9 est symétrique définie positive et E {·} représente l’opérateur d’espé-
rance. De même, le bruit de mesure de l’image est supposé un processus Gaussien
de moyenne nulle et la matrice d’auto-covariance correspondante est définie par :
E
{
νcν
T
c
}
= R¯Eδ(t− τ), (4.4.12)
où R¯E∈ R9×9 est symétrique et définie positive.
La covariance de l’erreur de l’état de (4.4.10) est définie comme :
P¯ = E
{
ZZT
}
(4.4.13)
A partir de l’équation d’état (4.4.10) et le développement proposé parCrassidis &
Junkins (2011), page 170, la propagation de la covariance est donnée par :
˙¯P =
[
A¯− K¯G¯H¯
]
P¯ + P¯
[
A¯− K¯G¯H¯
]T
+M¯Q¯EM¯T + K¯G¯L¯nχR¯ELTnχG¯T K¯T ,
(4.4.14)
avec comme hypothèse que Z˜, νω,b et νc sont non corrélés.
Afin de déterminer les matrices de gain par minimisation de la trace de la matrice
de covariance P¯ , on commence par partitionner P¯ comme suit :
P¯ =
[
P¯11 P¯12
P¯21 P¯22
]
(4.4.15)
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avec P¯12 = P¯ T21 puisque P¯ est symétrique.
La propagation de la covariance (4.4.14) qui mesure ainsi la précision de l’esti-
mation devient :
˙¯P =
[[
A¯11 A¯12
A¯21 A¯22
]
−
[
K¯1 06×3
06×9 K¯2
] [
Gn 09×3
03×9 I
] [
Hn 09×3 09×3 09×3
Hx 03×3 B 03×3
]] [
P¯11 P¯12
P¯21 P¯22
]
+
[
P¯11 P¯12
P¯21 P¯22
] [[
A¯11 A¯12
A¯21 A¯22
]
−
[
K¯1 06×3
06×9 K¯2
] [
Gn 09×3
03×9 I
] [
Hn 09×3 09×3 09×3
Hx 03×3 B 03×3
]]T
+
[
M¯1Q¯EM¯
T
1 M¯1Q¯EM¯
T
2
M¯2Q¯EM¯
T
1 M¯2Q¯EM¯
T
2
]
+
 K¯1G¯nL¯nR¯EL¯Tn G¯nT K¯T1 K¯1G¯nL¯nR¯EL¯TχK¯T2
K¯2L¯χR¯EL¯
T
n G¯n
T
K¯T1 K¯2L¯χR¯EL¯
T
χK¯
T
2
 ,
(4.4.16)
où les matrices A¯11, A¯12, A¯22, K¯1 et K¯2 sont telles que :
A¯11 =
[
−S(ωm − bˆω) −12I
03×3 03×3
]
, A¯21 =
[
03×3 03×3
2RˆS(am) 03×3
]
,
A¯12 =
[
03×3 03×3
03×3 03×3
]
A¯22 =
[
03×3 I
03×3 03×3
]
,
(4.4.17)
K¯1 =
[ 1
2Kn
Kω
]
, K¯1 =
[
Kχ
Kv
]
(4.4.18)
On pose[
Q11 Q12
Q21 Q22
]
=
[
K¯1 06×3
06×9 K¯2
] [
Gn 09×3
03×9 I
] [
Hn 09×3 09×3 09×3
Hx 03×3 B 03×3
]
=
[
K1GnHn 06×3 06×3 06×3
K2Hx 06×3 K2B 06×3
]
Ainsi on a :Q11 =
[
K1GnHn 06×3
]
,Q12 =
[
06×3 06×3
]
,Q21 =
[
K2Hx 06×3
]
et Q22 =
[
K2B 06×3
]
. D’où, l’équation (4.4.16) qui s’écrit :
˙¯P =
[[
A¯11 A¯12
A¯21 A¯22
]
−
[
Q11 Q12
Q21 Q22
]] [
P¯11 P¯12
P¯21 P¯22
]
+
[
P¯11 P¯12
P¯21 P¯22
] [[
A¯11 A¯12
A¯21 A¯22
]
−
[
Q11 Q12
Q21 Q22
]]T
+
[
M¯1Q¯EM¯
T
1 M¯1Q¯EM¯
T
2
M¯2Q¯EM¯
T
1 M¯2Q¯EM¯
T
2
]
,
+
 K¯1G¯nL¯nR¯EL¯Tn G¯nT K¯T1 K¯1G¯nL¯nR¯EL¯TχK¯T2
K¯2L¯χR¯EL¯
T
n G¯n
T
K¯T1 K¯2L¯χR¯EL¯
T
χK¯
T
2

(4.4.19)
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En développant l’expression (4.4.19), les blocs diagonaux sont donnés sous la forme
suivante :

˙¯P11 = A¯11P¯11 − K¯1GnHnP¯11 + P¯11A¯T11 − P¯11(K¯1GnHn)T
+M¯1Q¯EM¯T1 + K¯1G¯nL¯nR¯EL¯Tn G¯n
T
K¯T1
˙¯P22 = A¯21P¯12 + A¯22P¯22 − K¯2HxP¯12 − K¯2BP¯22 + P¯21A¯T21 + P¯22A¯T22
−P¯21HTx K¯T2 − P¯22BT K¯T2 + M¯2Q¯EM¯T2 + K¯2L¯χR¯EL¯TχK¯T2
(4.4.20)
Les gain K¯1 et K¯2 sont donc choisis pour minimiser la trace de P˙ (voir Crassidis
& Junkins (2011)), et donc de ˙¯P11 et ˙¯P22 ce qui donne :

∂Trace( ˙¯P11)
∂K1
= 0 = −GnHnP¯11 − P¯11(GnHn)T + 2K¯1G¯nL¯nR¯EL¯Tn G¯nT
∂Trace( ˙¯P22)
∂K2
= 0 = −HxP¯12 −BP¯22 − P¯21HTx − P¯22BT + ¯2K2L¯χR¯EL¯Tχ
(4.4.21)
A partir de (4.4.21), on détermine les matrices K¯1 et K¯2 telles que :K¯1 = HnP¯11
(
L¯nR¯EL¯
T
n
)−1
G¯n
−1
K¯2 =
(
BP¯22 + 12Hx
(
P¯12 + P¯21
)) (
L¯χR¯EL¯
T
χ
)−1 (4.4.22)
D’où en utilisant (4.4.18), on en déduit les sous-matrices Kn, Kω, Kχ et Kv repré-
sentant des gains de l’observateur (4.4.2), au sens de Kalman via l’utilisation de
la matrice de propagation (4.4.14, 4.4.20, 4.4.22).
4.5 Résultats de simulations
Pour tester et valider les deux algorithmes d’estimation de la pose, on utilisera
la même démarche que dans le chapitre précédent. La simulation est basée sur
l’utilisation des images de synthèses obtenues comme cela a été décrit dans la
Section 2.4.2 du Chapitre 2. Les conditions de simulation seront d’abord données
ensuite les résultats des observateurs seront présentés.
4.5.1 Conditions de simulations
Initialement, la caméra est placée dans le repère de la scène aux coordonnées
(1, 1, 10), puis un mouvement de rotation combinant roulis, tangage et lacet avec
un mouvement de translation hélicoïdale comme le montre la Figure 4.5.1, est
imposé à la caméra. Ce test a été effectué sur une durée de 100 secondes avec
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un pas d’échantillonnage de 20ms. Dans l’environnement de la scène trois droites
d1, d2 et d3 sont fixées. Ces droites sont concourantes en un point commun ξI de
coordonnées (1, 1, 0) dans le repère de la scène.
Figure 4.5.1 – Trajectoire de référence du mouvement de la caméra
Dans le Tableau 4.1, les conditions du test liées au mouvement de la caméra,
trajectoire et vitesse, les coordonnées et directions des droites dans la repère de
la scène, sont présentés. Ils sont aussi données dans ce même tableau les carac-
téristiques des gyromètres (biais et bruit). Les mesures implicites des directions
lors du mouvement de la caméra sont obtenues par l’Algorithme de suivi de lignes
2.2 présenté dans la Chapitre 2. Dans les Tableaux (4.2) et (4.3) sont présentés
respectivement les paramètres de l’observateur cascade (3.3, 4.3.4, 4.3.5) et de
l’observateur (4.4.2).
4.5.2 Résultats obtenus
Il est à noter que pour l’estimation de la pose de la caméra avec les deux ob-
servateurs décrits précédemment, il n’est pas nécessaire de connaitre la position
du point d’intersection ξI , des trois droites mais uniquement leurs directions dans
le repère de la scène. Ainsi, le suivi des lignes en utilisant l’Algorithme 2.2, per-
met d’obtenir les mesures correspondant à chacune des trois lignes sous la forme
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Paramètres Valeurs
Caméra position initiale Pc(t0) = (1, 1, 10)
Les lignes
Ligne Longueur Coordonnées d’un point Direction
l1 1 X1 = (1, 1, 0) d1 = (1, 0, 0)
l2 1.5 X2 = (1, 1, 0) d2 = (0, 1, 1)/sqrt(2)
l3 1.5 X3 = (1, 1, 0) d3 = (1, 0, 1)/sqrt(2)
Le gyromètre Biais : (5,−5, 2)[°/s], Bruit : σvb = 0.01[rad/s]
Table 4.1 – Valeurs des paramètres de simulation
Capteur Covariance du bruit de mesures
Caméra R =
 r1 ∗ I3×3 03×3 03×303×3 r2 ∗ I3×3 03×3
03×3 03×3 r3 ∗ I3×3

avec r1 = r2 = r3 = 0.007
Gyromètres Q =
[
diag(covw) 03×3
03×3 qb ∗ I3×3
]
covw = diag([ 0.01 0.01 0.01 ])
qb = 2.5 ∗ 10−3[°/s]
Table 4.2 – Paramètres de l’observateur 1 ( cascade)
Capteur Covariance du bruit de mesures
Caméra R =
 r1 ∗ I3×3 03×3 03×303×3 r2 ∗ I3×3 03×3
03×3 03×3 r3 ∗ I3×3

avec r1 = r2 = r3 = 0.005
Gyromètres Q =
 diag(covw) 03×3 03×303×3 qb ∗ I3×3 03×3
03×3 03×3 diag(covw)

covw = diag([ 0.01 0.01 0.01 ])
qb = 2.5 ∗ 10−3[°/s]
Accéléromètres cova = diag([ 0.01 0.01 0.01 ])
qa = 1.5 ∗ 10−3[m/s2]
Table 4.3 – Paramètres de l’observateur 2 (SE(3))
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donnée par les relations (3.2.4) et (3.2.5). Les mesures yn,i et yk,i pour i = 1, 2, 3,
correspondant aux vecteurs nB,i et kB,i, sont fournies avec un bruit additif qui
provient des images de synthèse. Ces mesures visuelles obtenues sont ensuite fu-
sionnées avec les mesures des gyromètres et des accéléromètres afin d’estimer le
mouvement de rotation et de translation de la caméra. Les mesures des gyromètres
et accéléromètres sont considérées avec du bruit et/ou biais comme indiqué dans
le Tableau 4.1.
Pour l’estimation de la pose de la caméra, les deux observateurs, (3.3, 4.3.4,
4.3.5) et (4.4.14, 4.4.20, 4.4.22) sont utilisés dans les conditions données respec-
tivement dans le tableau 4.2 et 4.3. Dans ces conditions, on obtient les résultats
présentés dans les figures (4.5.2, 4.5.4, 4.5.6 et 4.5.8). Les résultats obtenus par
l’observateur cascade à deux étapes (voir la Section 4.3) sont indiqués dans la
légende avec l’indice "Obs1" et ceux obtenus avec le deuxième observateur à une
seule étape ( voir la Section 4.3) sont présentés sous l’indice "Obs2".
Dans la Figure 4.5.2, l’estimation par les deux observateurs de l’attitude de la
caméra selon les trois axes, roulis, tangage et lacet, est présentée. L’estimation
de l’attitude par les deux observateurs est de bonne qualité même en présence de
bruit de mesures et des biais des gyromètres comme indiqué sur la Figure 4.5.3,
où l’on présente l’erreur d’estimation des angles de roulis, tangage et lacet. Dans
les Figures 4.5.4 et 4.5.6, sont présentés respectivement les résultats d’estimation
de la position relative de la caméra et sa vitesse de déplacement dans la scène
3D. L’estimation de la position est donnée par rapport au point d’intersection
ξI , des trois droites observées par la caméra. La position absolue de la caméra
pourra être déduite si on connait les coordonnées du point ξI . L’estimation de la
vitesse est donnée dans le repère de la scène mais si on veut l’exprimer dans le
repère de la caméra, il suffit d’utiliser l’estimation de la matrice de rotation. Les
erreurs d’estimation de la position et de la vitesse présentées respectivement dans
les Figures 4.5.5 et 4.5.7, montrent que l’observateur cascade à deux étapes permet
d’avoir un temps de convergence plus rapide que l’observateur à une étape basé sur
le filtre de Kalman. En effet, il a été montré une convergence exponentielle pour
l’estimation de la position et de la vitesse du premier observateur mais celle-ci
dépend de la précision de l’estimation de l’attitude fournie à la première étape de
cet observateur. Les deux observateurs permettent d’avoir une bonne estimation
de la pose de la caméra malgré que les mesures sont entachées de défauts tels que
les bruits aussi bien pour les données visuelles que pour les données inertielles
ainsi que le biais des gyromètres. Pour ce dernier, une estimation par les deux
observateurs est présentée dans la Figure 4.5.8. L’erreur de cette estimation est
présentée dans la Figure 4.5.9.
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Figure 4.5.2 – Estimation de l’Attitude (roulis, tangage et lacet)
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Figure 4.5.3 – Erreur d’estimation d’Attitude
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Figure 4.5.4 – Estimation de la Position relative
0 10 20 30 40 50 60 70 80 90 100
−10
−5
0
5
temps [s]
er
re
ur
 P
os
iti
on
 X
 [m
]
Erreur d’estimation de la position
 
 
Obsv1
Obsv2
0 10 20 30 40 50 60 70 80 90 100
−2
0
2
4
6
temps [s]
er
re
ur
 P
os
iti
on
 Y
 [m
]
 
 
Obsv1
Obsv2
0 10 20 30 40 50 60 70 80 90 100
−40
−20
0
20
temps [s]
er
re
ur
 P
os
ot
io
n 
Z 
[m
]
 
 
Obsv1
Obsv2
Figure 4.5.5 – Erreur d’estimation de la Position relative
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Figure 4.5.6 – Estimation de la Vitesse
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Figure 4.5.7 – Erreur d’estimation de la vitesse
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Figure 4.5.8 – Estimation du biais du gyroscope
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Figure 4.5.9 – Erreur d’estimation du Biais du gyroscope, pour les deux obser-
vateurs.
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4.6 Conclusion
En utilisant les résultats des Chapitres 2 et 3, traitant pour le premier du suivi
des lignes dans une scène observées par une caméra et de l’estimation de son orien-
tation pour le deuxième, une extension naturelle à l’estimation de la pose de la
caméra a été présentée dans ce chapitre. Ainsi, deux observateurs pour l’estima-
tion de la position relative et de la vitesse sont proposés. Les deux observateurs
se basent principalement sur le suivi de trois droites fixes dans la scène 3D et
concourantes en un point commun comme précisé dans l’hypothèse 2. Un modèle
du mouvement de translation est élaboré pour les deux observateurs en considé-
rant cette hypothèse. Une analyse d’observabilité a été aussi présentée. Le premier
observateur est un observateur cascade en deux étapes. Dans la première étape
l’estimation de l’attitude est fournie par l’observateur proposé dans le Chapitre 3.
Ensuite cette estimation alimente la deuxième partie de l’observateur pour l’esti-
mation de la position relative de la caméra et de sa vitesse de déplacement dans la
scène. L’autre observateur permet une estimation simultanée de l’attitude et de la
positon relative de la caméra ainsi que sa vitesse. Ce dernier est basé sur l’approche
proposée dans le chapitres 3, utilisant une structure d’un filtre de Kalman de type
M.E.K.F. L’estimation des biais a été prise en compte dans la conception des deux
observateurs. Les résultats obtenus via des tests avec des séquences d’images de
synthèse, sont satisfaisants et très prometteurs. Des tests de validation sur un
système réel représentant le mouvement d’un corps rigide tel qu’un Quadricopter
équipé d’une caméra, d’une centrale inertielle et d’un système embarqué pour le
traitement d’image sont à envisager.
97

Conclusion et perspectives
Le travail présenté dans cette thèse traite de l’estimation de la position et de
l’attitude d’un corps rigide en mouvement dans l’espace 3D à partir de la fusion de
données visuelles se basant sur le suivi de ligne et de mesures inertielles. Le corps
rigide est supposé être équipé d’une caméra et d’une centrale inertielle composée
d’accéléromètres et de gyromètres. Le principe de l’estimation de la pose (posi-
tion et orientation) est l’utilisation des mesure implicites des vecteurs direction de
certaines lignes supposées fixes dans l’espace 3D de la scène en se basant sur un
algorithme de suivi de lignes.
Dans le but de proposer une approche d’estimation efficace se basant l’utilisation
de données visuelles et pouvant être une alternative aux approches d’estimation
utilisant des données inertielles, on a axé notre recherche sur l’élaboration d’une
nouvelle méthode de suivi de lignes dans une longue séquence d’images. Pour l’éla-
boration de cette méthode, l’aspect pratique de mise en œuvre des différentes
étapes du processus dans l’objectif d’un traitement embarqué a été la principale
motivation. Ainsi, la première contribution de ce travail de thèse est la proposition
d’un nouveau algorithme de suivi de lignes basé principalement sur la technique
du flux optique. Cette méthode combine le suivi des points et des lignes pour
une meilleure mise en correspondance dans l’objectif d’améliorer l’efficacité et la
robustesse du suivi. Dans cette méthode, la technique du flux optique permet la
prédiction du déplacement des points d’une ligne, ensuite un raffinement de la mise
en correspondance est obtenu par minimisation de la distance Euclidienne dans la
zone de recherche autour des déplacements prédits des points de ces lignes. L’algo-
rithme de suivi de ligne a été testé sur des séquences d’images réelles et de synthèses
et les résultats obtenus sont très efficaces et prometteurs. Une comparaison avec
l’algorithme du suivi "Token Tracker" Toscani et al. (1988), a été présentée mais
on constate un avantage du nouvel algorithme dans sa mise en œuvre pratique.
Enfin, cet algorithme est conçu pour fournir des mesures implicites des vecteurs
directions des lignes 3D observées ainsi que les vecteurs le long des projections des
points de ces lignes.
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Les mesures, obtenues par le nouvel algorithme de suivi de lignes, sont utilisées
dans l’observateur de l’attitude conçu dans SO(3) qui constitue notre deuxième
contribution. L’idée de cet observateur s’inspire des travaux présentés par Rehbin-
der & Ghosh (2003) pour l’estimation de la pose en utilisant les données visuelles
basées sur le suivi de lignes. Dans la nouvelle structure de l’observateur proposé,
le terme de correction a été élaboré différemment de l’observateur proposé par
Rehbinder & Ghosh (2003). Ceci étant fait, pour permettre d’une part d’annuler
l’erreur d’estimation et faire face au problème de l’ambigüité de signe lié à la me-
sure issue des données visuelles et d’autre part pour prendre en compte l’estimation
du biais dans la conception de cet observateur. Par ailleurs, dans la conception de
cet observateur, la matrice de gain de celui-ci est déterminée à partir de l’élabora-
tion d’une structure de Kalman de type M.E.K.F. L’efficacité de cet observateur à
reconstruire le mouvement de rotation même, a été montrée en réalisant des tests
avec des séquences d’images de synthèses correspondant à un mouvement simulé
de la caméra dans un environnement 3D.
L’extension des résultats de l’observateur de l’attitude à l’estimation de la pose
constitue notre troisième contribution en proposant deux nouveaux observateurs
pour estimer l’orientation, la position relative et la vitesse du corps rigide. Le pre-
mier observateur est basé sur une structure en cascade. Il utilise dans la première
étape l’observateur de l’attitude conçu dans SO(3) pour estimer l’attitude et le
biais des gyromètres. Ensuite cette estimation est utilisée dans l’étape suivante
pour la conception de l’observateur de la position et de la vitesse en utilisant un
modèle de translation à sortie implicite proposé par Rehbinder & Ghosh (2003).
Cet observateur type Kalman à gain variant dans le temps permet d’assurer une
convergence exponentielle des erreurs d’observation de la position relative et de la
vitesse de la caméra du corps rigide. Cet observateur est conçu donc pour fournir
la position relative de la caméra par rapport à une position correspondant au point
d’intersection de trois droites fixes de l’espace de la scène. Le deuxième observateur
proposé est conçu dans SE(3) afin de fournir une estimation simultanée de l’atti-
tude, de la position relative et de la vitesse du corps rigide. Cet observateur élaboré
en adoptant la même démarche que l’observateur de l’attitude basé M.E.K.F..
Les tests de validations et les résultats obtenus pour chacun des algorithmes
proposés dans ces travaux de thèse en utilisant principalement des images de syn-
thèses sont très prometteurs et permettent d’envisager une mise en œuvre dans
un système embarqué pour des test réels. Ainsi, en perspective, l’optimisation
de l’algorithme de suivi de lignes est nécessaire pour une implémentation dans
une carte embarqué tout en intégrant des outils de classification et de tri pour
l’identification des lignes suivies dans l’environnement 3D de la scène. Ces outils
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sont donc nécessaires pour l’amélioration de l’efficacité de l’algorithme dans le
but de reconstruction du mouvement du corps rigide et sa localisation. Les ap-
proches d’estimations de la pose peuvent être étendues pour envisager le problème
de contrôle/commande en intégrant l’aspect guidage et pilotage d’un robot aérien
sans pilote.
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Annexes

Annexe A
Filtre de Kalman pour l’Algorithme
du "Token Tracker"
Dans l’algorithme du "Token Tracker" présenté dans la Section 2.2, du Chapitre
2, quatre filtres de Kalman sont utilisés à chaque itération pour prédire le déplace-
ment d’une droite dans les images successives en utilisant les quatre paramètres de
la ligne donnée dans (2.1). Le processus du filtre de Kalman consiste à appliquer un
processus de prédiction et de correction pour retrouver les différents paramètres
de la ligne dans les images successives et ainsi retrouver la ligne la plus probable.
Les lignes observées sont exprimées par un vecteur d’état donné en temps discrets
par : XTt = (xt, x˙t, x¨t), on retrouve la position x, la vitesse x˙ et l’accélération x¨.
Le modèle dynamique du système est représenté par l’équation :
Xt = Φt,t−1Xt−1 +Wt−1
où Wt, représente les perturbations du système, qu’on peut modéliser par un bruit
blanc à moyenne nulle et de matrice de covariance Qt :
E {Wt} = 0; E
{
WtW
T
t
}
= Qt
Φt,t−1est une matrice de transition qui modélise l’évolution dynamique du système,
ça revient à suivre l’évolution de la position x, la vitesse x˙ et l’accélération x¨, avec
∆t comme pas temporel, la matrice de transition Φt,t−1 est donnée par la relation
suivante:
Φ4t =

1 ∆t (∆t)22
0 1 ∆t
0 0 1

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Le modèle de mesure suit l’équation suivante :
Zt = HtXt + Vt
Ht est une matrice du modèle de mesure, quand elle est égale à l’identité, la mesure
correspond directement au vecteur d’état.Zt, est le vecteur de mesure etVt est un
bruit de mesure modélisé par un bruit blanc à moyenne nulle, de covariance Rt
E {Vt} = 0; E
{
VtV
T
t
}
= Rt
Les processus mise en jeu dans un filtre de Kalman :
Le filtre de Kalman est développé selon deux versions, discrète ou en continu.
La version la plus utilisée et implémentée c’est la version discrète ou dite en temps
discret. Dans le tableau (A.1), les deux phases, la prédiction et la correction,
nécessaires à la mise en œuvre d’un filtre de Kalman sont donnée.
Processus Équation
Prédiction
Vecteur d’état Xˆt/t−1 = Φt,t−1Xˆt−1/t−1
Covariance du vecteur d’état Pt/t−1 = Φt,t−1Pt−1/t−1ΦTt,t−1 +Qt−1
Covariance du vecteur de mesure Ut/t−1 = HtPt/t−1HTt +Rt
Correction
Le gain de Kalman Kt = Pt/t−1HTt
[
HtPt/t−1HTt +Rt
]−1
Correction de l’état Xˆt/t = Xˆt/t−1 +Kt
(
Zt −HtXˆt/t−1
)
Correction de la covariance Pt/t = Pt/t−1 −KtHtPt/t−1
Correction de la covariance sur la mesure Ut/t = Rt(I −KTt HTt )
Table A.1 – Filtre de Kalman
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Annexe B
Algorithme du TRIAD pour
l’Estimation de l’Attitude
La détermination de l’attitude est basée sur l’observation au minimum de deux
lignes fixes de l’espace-3D. Les directions des deux lignes fixes sont supposées
connues.
Soit nI,1 et nI,2 deux vecteurs non-colinéaires exprimés dans le repère inertiel et
liés aux vecteurs de directions de deux lignes fixes.
L’observation de ces deux lignes correspond aux mesures de leurs projections dé-
crites respectivement par le vecteur normal nB,1 et nB,2. A partir de (1.3.11), nous
pouvons écrire :
nB,1 = RTnI,1 , nB,2 = RTnI,2
En utilisant simplement la méthode du TRIAD donnée dans Shuster & OH (1981),
on peut estimer la matrice de rotation R :
RT =
3∑
i=1
wiv
T
i (B.0.1)
où v1 = n1; v2 = n1×n2‖n1×n2‖ ; v3 = v1 × v2; et w1 = n1; w2 = n1×n2‖n1×n2‖ ; w3 = w1 × w2;
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