We investigate spectral properties of random Schrόdinger operators H ω = -A + £ π (ω)(l + |n| α ) acting on l 2 {Z d \ where ξ n are independent random variables uniformly distributed on [0, 1].
Introduction
It is already a part of folklore that multiplicative perturbations of the Anderson model show rather "unusual" spectral behavior. The basic paradigm is the discrete Schrόdinger operator on 1 2 
(Z 1 \ H ω u(n) = 2u(n) -u(n + 1) -u(n -1) + V ω {n)u{n) ,

V ω (n) = λξ n (ω)\n\\
where ξ n (ω) are independent random variables with a bounded, compactly supported density r(x), and λ is a parameter. For α < 0 the above model has been extensively studied in [5, 7, 8, 18] and their main results can be summarized as follows (note that for α < 0, V ω (n) -* 0 as |n| -> oo and thus σ ess (H ω For α > 0, \n\* -• oo, but this does not imply that the spectrum is necessarily discrete: If r(x) does not vanish in some neighborhood of 0, ξ n can get arbitrarily small with positive probability and thus eventually compensate for the growth of \n\* within infinitely many sites. That in turn can lead to nontrivial spectral behavior. Consider the simplest case when ξ n are independent random variables uniformly distributed on [0,1]: It was shown in [9] that for a.e. ω, H ω will have a discrete spectrum if and only if α > 1. Furthermore, if 1/fc ^ α > l/(fe + 1), 0"ess(#ω) = [flit, oo), where a k is a strictly decreasing nonrandom sequence of positive numbers, σ(H ω ) = σ pp (H ω ) , and the eigenfunctions decay superexponentially. Thus, while for α < 0 the essential spectrum is always [0, 4] with a transition in its nature at α c = -1/2, for α > 0 the essential spectrum is always pure point but its end-point is piece wise constant function of the parameter α(!). In this paper we are interested in obtaining the multidimensional analog of the above results when oc > 0, namely we will study the operator where \n\+ = Σ\ n i\-We view ζ n (cϋ>) as a random field on ® W6 z d [0, 1] = Ω f and denote by P the corresponding probability measure, and by E the mathematical expectation on Ω. Before stating our main results, we introduce some notation. For where (j% 9 πi) reminds one that each pair appears in the summation only once. Denote (1.5)
Λ(X)= inf 9{φ).
IIΦII = i φeC(X)
It is obvious that a k is a strictly decreasing sequence of positive numbers. The animals for which the infimum in (1.5) is attained we will denote by A TΛ and call the tamed animals. As we will see later, taming the animals (namely, obtaining control over a ki A Ttk ) is not an easy task at all. for some fixed a > 0. Our argument can be easily modified to show that eigenfunctions decay as \Φω, E (n)\ S C ω , E exp(-φ| ln|n|) . Remark 3. We will give two proofs that the spectrum of H ω is pure point. The first one is rather simple and is based on the recent results on localization obtained in [14, 15] . The first proof does not yield the satisfactory decay of the eigenfunctions, nor can its strategy be used to investigate the discrete spectrum. The second proof, although more complicated and relying heavily on the particular structure of our potential, yields immediately (1.7) and part (iii) of Theorem 1.2.
For the model (1.1) when α ^ d, one can also investigate the natural analog of the integrated density of states. Let C L = {n: maxl^l ^ L] be the box of side L centered at the origin. The form on C(C L ) (recall (1.3)) yields a finite matrix (it is just a restriction of H ω to C L with Dirichlet boundary condition) whose number of eigenvalues which are less than E we denote by N ω , L (E). Set a 0 = oo. exists for a.e. ω and is a non-random function.
In both cases, Nj(E) is a continuous function on (α,-, α, -i), and
The constants Cj are of combinatorial nature.
The continuous analog of the model (1.1) is discussed in [11] . The paper is organized as follows. In Chapter 2 we prove Theorem 1.1, part (ii) of Theorem 1.2, and give a simple proof that σ(H ω ) = σ pp (H ω ) P-a.s. In Chapter 3 we prove Theorem 1.3 and in Chapter 4 we finish the proof of Theorem 1.2. In Chapter 5 we prove Theorem 1.4. Finally, in the Appendix we prove the result (announced in [16] ) which has been used in the simple proof of localization. 
On the Discrete and Essential Spectrum
where C is a uniform constant. Let *?£(/*> ω) = xi(n, oή -E(χ£ (w, &>)). ^(n) is a sequence of independent (but not identically distributed) random variables satisfying \η£(n)\ ^ 2, E(η£(ή)) = 0. We have
for a uniform constant C. The first inequality in (2.4) follows from simple combinatorics and observations that # {m η£(n, ωJΦOjgSl, E ( £ ι,|(n)) = 0 .
For ε > 0, Chebyshev's inequality yields
If dk/oί > 1, y^=4d + i P £ < oo, and the Borel-Cantelli Lemma yields (2.3). For R > a k we have
On the Essential
A ω = {neZ d \K:V ω (n)<l} .(H ω φ, φ) = (H ω φ l9 φ,) + (# ω φ 2 , </> 2 ) + 2Re(H ω φ 1 ,φ 2 ) £ ^Hφill 2 + Λ||φ 2 || 2 + 2Re(H ω φ 1 ,φ 2 ) a k + (R-a k )\\φ 2 \\ 2 -2\\H 0 \\-\\φ ί \\ \\φ 2 \\ 16d 2 R-a k Consequently inf σ ess (H ω ) ^ a k - P-a.s.
R-a k
By taking K big enough, R can be made arbitrarily large and (2.7) follows.
A Simple Proof of Localization.
We first fix some notation. Let dX be defined as
The matrix elements of the resolvent of H = H o + F we denote by
R(n,m;z) = (δ n ,(H-zΓ ί δ m ).
The following (deterministic) result, which we will prove in the Appendix, has been announced in [16] . The above theorem is a by-product of some recent results [14] [15] [16] on the localization in one dimension. On the intuitive level [15, 19] , high-potential walls in Γ n + \/γ are under conditions (2.10), (2.11) effective in stopping tunneling at large distances. An immediate consequence of (2.12) is that σ ac (/f) = 0.
Theorem 2.2. Suppose that we have ascending sequence of connected sets in Z
To see how model (1.1) fits in the above picture we proceed as follows. [2, 20] yields that σ(H ω ) = σ pp (iί ω ) for a.e. ω. Using Theorem 2.2 we get an easy proof that for the non-stationary model (1.1) (and for many others with unbounded potential) we have pure point spectrum. On the other hand, by their very nature, the theorems of the above type [16] cannot be used to prove exponential decay of eigenfunctions or to analyse the discrete spectrum. For that, one has to rely more heavily on the particular structure of our potential, and we will do it in Chapter 4.
Taming the Animals
This chapter is devoted to the proof of Theorem 1.3. We start by introducing the continuous analog of (1.3). If Ω is a region in R d , the Dirichlet Laplacian -Δ% is the unique self-adjoint operator whose quadratic form is given by the closure of
In the sequel we will suppose that all regions under consideration have a piecewise smooth boundary. If | Ω |, the Lebesgue measure of Ω, is finite, -A% has a compact resolvent and its smallest eigenvalue is given by
The corresponding eigenfunction u is a C°°(Ω) function satisfying We have 6) and so there exists a /c-animal A k that contains S. We have
The lemma follows.
Proof of Lemma Let
be an arbitrary animal, and let φ be the normalized eigenfunction corresponding to Λ(Λ k ). We extend φ to a continuous function w: R 2 -+ R in the following way: u(k) = φ(k) if /CGZ 2 , and on the each quadrant Q^ = {( q, x 2 ): i ^ Xi ^ Ϊ + 1,7 ^ x 2 ^ j ; + 1}> w is °f the form U{X U X 2 ) = fly + fty*! + CyX 2 + ί/yX^i .
Such extension exists and is unique. We divide the rest of the argument into three steps.
Step 1. D(u) ^ 3f{φ). The change of variable ε t = x λ -i -1/2, ε 2 = x 2 -j -1/2, transforms Q tj into the quadrant Q = {(βi,ε 2 ):|ε 1 | S 1/2, |e 2 1 ^ 1/2},and u(x)into the function U(ε) = /i + ae x + foε 2 + ^εi ε 2 ?
for suitable f, j-dependent constants /ι, α, fo, c. We have
and
From (3.7), (3.8) we obtain, summing over i, j,
and similarly
The result follows by adding (3.9), (3.10).
Step 
±, +
From its very definition, w|f 2 = Tφ, and Let B n (a) be a ball of radius a centered at n (in the euclidean metric), and denote by B(μ) the π-independent number of integer points contained in B n (a). Let
Byβ) msB n (a)
For example, H o = 4(K X -1). For any k we have Λ(A k ) ^ 4, φ ^ 0 on i4 k , and consequently A direct calculation yields Thus, using (3.12) we obtain
and consequently,
Step 3
From the above two steps we obtain, if
Let A k< x be given by (3.3) with a = ί.u belongs to the quadratic form domain of the Dirichlet Laplacian in the region A kΛ , and from (3.15) we get
Consequently, Again, we split the proof into three steps.
Stepl. We have
7=1
Any couple (m, m'), |m -m'| + = 1 can belong only to finitely many paths of length, rc, the number depending only on n, and consequently there exists a uniform constant C n so that Step 3. If α M = limsupfc^ (#d n Λ Tfk )/k then lim,,^ oc n = 0. We first remark that 0 ^ a x ^ a 2 ^ . . . ^ 1, and consequently lim^oo a n = α exists. Let 0 = 1 -α and suppose that 0 < 1. Let pe(0,1) be arbitrary, and denote fc^oo From Step 2 we have that
and consequently 0 n = 1 -oc n S P for n large enough.
Step 2 also implies that for any b > 0 and any k 0 e 9i, there exist k,m,k>k o ,m< pk 9 so that #ylfe = m and Let 0 < ε < 1 be chosen in such a way that p/θ < 1/(1 -ε). For n large enough, θ n < p and consequently 0/0 π ^ 1 -ε. There exists a sequence kj -^ oo so that Γ #d n Λ TΛj hm 7-^ = α π .
On the other hand, from (3.19) we derive On the other hand, from (12.1) and Lemma 12.1 we obtain and consequently for a large j we have
The numbers b, ε, δ can be chosen to be arbitrarily small and so p ^ 1, which contradicts the choice of p, namely that 0 < p < 1. So, 0 = 1, and for all n, a n = 0. The lemma follows.
On the Pure Point and the Discrete Spectrum
The following simple consequences of Lemma 2. We order classes of equivalence by their distance from the origin (viewing classes as subsets of Z d ), ordering arbitrarily the equidistant ones. Let G (i) be a union of the elements of the ι th class. By taking C small enough, it is easy to show that # G (ί) ^ k (otherwise some event B n happens for nφA(0)) and that
We will refer to G (ι) as a connected group of animals.
The point of the above is the following: if we think about G {i) as potential wells, then, for typical ω and outside a finite (ω-dependent) set, these wells have no more than k points and are separated by high and long potential barriers. The probabilistic framework differs now from the one in Sect. 2.3, where we were interested only in potential wells encircling each other successively and thus preventing tunneling. By taking into account the structure of G (ί \ one should be able to obtain better control of the resolvent matrix elements, and that will be our main concern below. We will prove The above theorem is certainly expected on intuitive grounds. (Actually, more is expected, namely that \m\ can be replaced with \m\ β for some β > 1, although we will not try to prove that.) Simple modification of our argument can improve decay in (4.2) by a factor In |m|.) Once proven, Theorem 4.1 yields part (i) of Theorem 1.2 by the well-known argument of Simon-Wolff [20] or Delyon-Levy-Souillard [6] (see also [2] ).
The rest of this chapter is devoted to the proof of Theorem 4.1. Part (iii) of Theorem 1.2 is a simple by-product of the analysis below, and necessary modifications in the argument are outlined in Sect. 4.2.
The following decomposition of a probability space Ω = ® neZ dI m l n = [0,1], will be useful. If y > 0 is the constant from Lemma 2.1, writing
we obtain the decomposition indexed by all possible sequences of 0 and Γs. One simple consequence of discussion in the beginning of this section is that one can pick countably many {Ώj^ x out of {Ω c } such that [j t Ω { has a full P measure, and that every Ω t has the following form: for n outside finite set F t (which can be chosen once for all ωeΩ/), / n°' s are exactly corresponded to the rc's which belong to the connected groups of animals, or more precisely, at site n we have J n° iff n e G {i) for some I Furthermore, G (ι) 's are independent of the choice ωeί2 ί5 and thus our decomposition fixes the position of "potential wells," although potential within them can vary (at site n, between 0 and \n\ y ). We will prove below that (4.2) is valid for a.e. ωeΩ x and a.e. Eel. Since our argument does not depend on the choice of Ω ι (it also applies to any Ω k , k > 1, all what we use is the fixed position of "wells"), it yields the statement. In the sequel any ω, unless otherwise stated, will refer to an event in Ω x .
Let L > 1 be a positive constant and define a new potential (C L = {n: maxl^l ^ L}) for some j ^ i(L\ the discussion of the case when meG (0) is analogous. For Im(z) > Id we have expansion where series on the right converges uniformly, and sum is over all paths connecting n and m. By regrouping the terms in the series, we can write
; z) Rg^si, 5 3 ; z) . . .
The above formula clearly follows from (4.6), separating the contribution of the paths within different G (I) 's, and using the formula analogous to the (4.6) for each R&] L . For ί > 0, j > 0 we set
The following lemma gives the basic estimates needed to control (4.7).
Lemma 4.3.
For Eel, 0 < ε < 1 and L sujfciently large:
and s'ed ext G U) we have where constants C and D are uniform. For L large enough, α L < 1, and statement follows from (4.10).
Discrete Spectrum is Finite.
To prove that for a.e. ω the number of eigenvalues lying in [0, a k ) is finite, in the notation of Lemma 4.1, it suffices to show that to every L large enough we can correspond
E<ak ε>0
We write the cluster expansion (4.7) of R ω , L , and estimate for
The rest of the argument follows line by line that of the previous section.
Proof of Theorem 1.4
We will prove Theorem 1. 
where constant C does not depend on L. Defining
we have as in Sect. 2.1,
For p large enough, p(l -j&) > 1, and the Borel-Cantelli Lemma yields (5.6). When α = l//c and Ee(aj, α^-x), j > fe, the above argument applies without changes. The case α = l//c, Ee(a k , α k _i), is special, and to prove (1.9) we argue as follows. In the construction in the beginning of section interval C [ where summation is over all paths τ connecting 0 and m. We will divide set of all such paths into disjoint classes on the following way. Let Γ be graph whose vertices are positive integers and whose bonds connect only successive integers. To every path τ in Z d connecting 0 and m we correspond a unique path γ on Γ connecting 0 and k on the following way: y starts at 0 and whenever τ leaves M t and crosses to M i+1 \Mi or Mi-ι\M h y jumps from vertex i to respectively vertex i + 1 or i -1. Thus, the set of all paths connecting 0 and m can be divided into disjoint classes, associated to the paths on Γ connecting 0 and k. We denote by y the class corresponding to y.
For any 7, the boundary dBj can be divided into two parts, the inner boundary is now clear: the resolvents of boundary blocks are small and will compensate for the size of resolvents of main blocks. The following lemma, proven in [15] , is the main technical ingredient in establishing (2.12). We give proof for readers convenience. ( 
/
we have |μ| var ^ 1, and (i) follows from Kolmogorov's theorem (see [15] for an elementary proof due to T. Wolff).
(ii) Let and let
a{E)= Σ \RMM^E)\ = Σ meMk i=l
First, we have that
On the other hand
Chebyshev's inequality yields 1 and result follows. We now finish the proof of Theorem 2.2 as follows. Equation (2.11) implies that for E e (α, b) and for j large enough, 
