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Abstract	 ﾠ 1	 ﾠ
We	 ﾠinvestigate	 ﾠhow	 ﾠgood	 ﾠpeople	 ﾠare	 ﾠat	 ﾠmultitasking	 ﾠby	 ﾠcomparing	 ﾠbehavior	 ﾠto	 ﾠa	 ﾠ 2	 ﾠ
prediction	 ﾠof	 ﾠthe	 ﾠoptimal	 ﾠstrategy	 ﾠfor	 ﾠdividing	 ﾠattention	 ﾠbetween	 ﾠtwo	 ﾠconcurrent	 ﾠ 3	 ﾠ
tasks.	 ﾠ In	 ﾠ our	 ﾠ experiment,	 ﾠ 24	 ﾠ participants	 ﾠ had	 ﾠ to	 ﾠ interleave	 ﾠ entering	 ﾠ digits	 ﾠ on	 ﾠ a	 ﾠ 4	 ﾠ
keyboard	 ﾠwith	 ﾠcontrolling	 ﾠa	 ﾠrandomly	 ﾠmoving	 ﾠcursor	 ﾠwith	 ﾠa	 ﾠjoystick.	 ﾠThe	 ﾠdifficulty	 ﾠ 5	 ﾠ
of	 ﾠ the	 ﾠ tracking	 ﾠ task	 ﾠ was	 ﾠ systematically	 ﾠ varied	 ﾠ as	 ﾠ a	 ﾠ within-ﾭ‐subjects	 ﾠ factor.	 ﾠ 6	 ﾠ
Participants	 ﾠwere	 ﾠalso	 ﾠexposed	 ﾠto	 ﾠdifferent	 ﾠexplicit	 ﾠreward	 ﾠfunctions	 ﾠthat	 ﾠvaried	 ﾠthe	 ﾠ 7	 ﾠ
relative	 ﾠ importance	 ﾠ of	 ﾠ the	 ﾠ tracking	 ﾠ task	 ﾠ relative	 ﾠ to	 ﾠ the	 ﾠ typing	 ﾠ task	 ﾠ (between-ﾭ‐ 8	 ﾠ
subjects).	 ﾠ Results	 ﾠ demonstrate	 ﾠ that	 ﾠ these	 ﾠ changes	 ﾠ in	 ﾠ task	 ﾠ characteristics	 ﾠ and	 ﾠ 9	 ﾠ
monetary	 ﾠ incentives,	 ﾠ together	 ﾠ with	 ﾠ individual	 ﾠ differences	 ﾠ in	 ﾠ typing	 ﾠ ability,	 ﾠ 10	 ﾠ
influenced	 ﾠhow	 ﾠparticipants	 ﾠchoose	 ﾠto	 ﾠinterleave	 ﾠtasks.	 ﾠThis	 ﾠchange	 ﾠin	 ﾠstrategy	 ﾠthen	 ﾠ 11	 ﾠ
affected	 ﾠtheir	 ﾠperformance	 ﾠon	 ﾠeach	 ﾠtask.	 ﾠA	 ﾠcomputational	 ﾠcognitive	 ﾠmodel	 ﾠwas	 ﾠused	 ﾠ 12	 ﾠ
to	 ﾠpredict	 ﾠperformance	 ﾠfor	 ﾠa	 ﾠwide	 ﾠset	 ﾠof	 ﾠalternative	 ﾠstrategies	 ﾠfor	 ﾠhow	 ﾠparticipant	 ﾠ 13	 ﾠ
might	 ﾠ have	 ﾠ possibly	 ﾠ interleaved	 ﾠ tasks.	 ﾠ This	 ﾠ allowed	 ﾠ for	 ﾠ predictions	 ﾠ of	 ﾠ optimal	 ﾠ 14	 ﾠ
performance	 ﾠto	 ﾠbe	 ﾠderived,	 ﾠgiven	 ﾠthe	 ﾠconstraints	 ﾠplaced	 ﾠon	 ﾠperformance	 ﾠby	 ﾠthe	 ﾠtask	 ﾠ 15	 ﾠ
and	 ﾠcognition.	 ﾠA	 ﾠcomparison	 ﾠof	 ﾠhuman	 ﾠbehavior	 ﾠwith	 ﾠthe	 ﾠpredicted	 ﾠoptimal	 ﾠstrategy	 ﾠ 16	 ﾠ
shows	 ﾠthat	 ﾠparticipants	 ﾠbehaved	 ﾠnear	 ﾠoptimally.	 ﾠOur	 ﾠfindings	 ﾠhave	 ﾠimplications	 ﾠfor	 ﾠ 17	 ﾠ
the	 ﾠdesign	 ﾠand	 ﾠevaluation	 ﾠof	 ﾠtechnology	 ﾠfor	 ﾠmultitasking	 ﾠsituations,	 ﾠas	 ﾠconsideration	 ﾠ 18	 ﾠ
should	 ﾠbe	 ﾠgiven	 ﾠto	 ﾠthe	 ﾠcharacteristics	 ﾠof	 ﾠthe	 ﾠtask,	 ﾠbut	 ﾠalso	 ﾠto	 ﾠhow	 ﾠdifferent	 ﾠusers	 ﾠ 19	 ﾠ
might	 ﾠ use	 ﾠ technology	 ﾠ depending	 ﾠ on	 ﾠ their	 ﾠ individual	 ﾠ characteristics	 ﾠ and	 ﾠ their	 ﾠ 20	 ﾠ
priorities.	 ﾠ 21	 ﾠ	 ﾠ 4	 ﾠ
Introduction	 ﾠ 1	 ﾠ
People	 ﾠchoose	 ﾠto	 ﾠmultitask	 ﾠin	 ﾠmany	 ﾠdaily	 ﾠsettings,	 ﾠas	 ﾠillustrated	 ﾠin	 ﾠa	 ﾠrecent	 ﾠspecial	 ﾠ 2	 ﾠ
issue	 ﾠ on	 ﾠ multitasking	 ﾠ [1].	 ﾠ For	 ﾠ example,	 ﾠ office	 ﾠ workers	 ﾠ frequently	 ﾠ self-ﾭ‐interrupt	 ﾠ 3	 ﾠ
themselves	 ﾠthroughout	 ﾠa	 ﾠtypical	 ﾠday	 ﾠ[2,3],	 ﾠswitching	 ﾠactivities	 ﾠevery	 ﾠtwo	 ﾠto	 ﾠthree	 ﾠ 4	 ﾠ
minutes	 ﾠ[4].	 ﾠThis	 ﾠdesire	 ﾠto	 ﾠswitch	 ﾠbetween	 ﾠactivities	 ﾠremains	 ﾠeven	 ﾠwhen	 ﾠperforming	 ﾠ 5	 ﾠ
activities	 ﾠthat	 ﾠreally	 ﾠshould	 ﾠdemand	 ﾠour	 ﾠcomplete	 ﾠand	 ﾠundivided	 ﾠattention.	 ﾠA	 ﾠtopical	 ﾠ 6	 ﾠ
example	 ﾠof	 ﾠthis	 ﾠis	 ﾠdriver	 ﾠdistraction	 ﾠand	 ﾠthe	 ﾠnumerous	 ﾠreports	 ﾠof	 ﾠdrivers	 ﾠusing	 ﾠtheir	 ﾠ 7	 ﾠ
phones	 ﾠto	 ﾠwrite	 ﾠand	 ﾠreceive	 ﾠmessages	 ﾠwhile	 ﾠdriving	 ﾠ(e.g.,	 ﾠ[5-ﾭ‐7]).	 ﾠ 8	 ﾠ
A	 ﾠ core	 ﾠ question	 ﾠ for	 ﾠ multitasking	 ﾠ research	 ﾠ has	 ﾠ been	 ﾠ to	 ﾠ consider	 ﾠ whether	 ﾠ 9	 ﾠ
people	 ﾠare	 ﾠgood	 ﾠat	 ﾠmultitasking	 ﾠ(e.g.,	 ﾠ[8-ﾭ‐11]).	 ﾠIf	 ﾠpeople	 ﾠare	 ﾠnot	 ﾠgood	 ﾠat	 ﾠmultitasking	 ﾠ 10	 ﾠ
then	 ﾠmaybe	 ﾠthis	 ﾠbehavior	 ﾠshould	 ﾠbe	 ﾠdiscouraged.	 ﾠAt	 ﾠone	 ﾠlevel	 ﾠthe	 ﾠanswer	 ﾠto	 ﾠthis	 ﾠ 11	 ﾠ
question	 ﾠseems	 ﾠclear	 ﾠcut	 ﾠas	 ﾠthere	 ﾠis	 ﾠan	 ﾠabundance	 ﾠof	 ﾠresearch	 ﾠdemonstrating	 ﾠdual-ﾭ‐ 12	 ﾠ
task	 ﾠ interference	 ﾠ effects:	 ﾠ performance	 ﾠ on	 ﾠ a	 ﾠ task	 ﾠ is	 ﾠ usually	 ﾠ worse	 ﾠ when	 ﾠ it	 ﾠ is	 ﾠ 13	 ﾠ
performed	 ﾠ at	 ﾠ the	 ﾠ same	 ﾠ time	 ﾠ as	 ﾠ another	 ﾠ task	 ﾠ compared	 ﾠ to	 ﾠ when	 ﾠ that	 ﾠ task	 ﾠ is	 ﾠ 14	 ﾠ
performed	 ﾠalone	 ﾠ[12].	 ﾠSuch	 ﾠdual-ﾭ‐task	 ﾠinterference	 ﾠeffects	 ﾠoften	 ﾠstem	 ﾠfrom	 ﾠthe	 ﾠlimits	 ﾠ 15	 ﾠ
on	 ﾠour	 ﾠbasic	 ﾠcognitive	 ﾠand	 ﾠperceptual	 ﾠabilities:	 ﾠwe	 ﾠoften	 ﾠcannot	 ﾠactively	 ﾠengage	 ﾠin	 ﾠ 16	 ﾠ
two	 ﾠtasks	 ﾠat	 ﾠthe	 ﾠsame	 ﾠtime,	 ﾠbut	 ﾠinstead	 ﾠmust	 ﾠinterleave	 ﾠour	 ﾠefforts	 ﾠbetween	 ﾠtasks	 ﾠ 17	 ﾠ
(e.g.,	 ﾠ[2,13-ﾭ‐19])	 ﾠ 18	 ﾠ
For	 ﾠexample,	 ﾠa	 ﾠdriver	 ﾠwho	 ﾠis	 ﾠwriting	 ﾠa	 ﾠtext	 ﾠmessage	 ﾠon	 ﾠa	 ﾠphone	 ﾠmust	 ﾠtake	 ﾠhis	 ﾠ 19	 ﾠ
or	 ﾠher	 ﾠeyes	 ﾠoff	 ﾠthe	 ﾠroad	 ﾠto	 ﾠperform	 ﾠthe	 ﾠtext-ﾭ‐typing	 ﾠtask.	 ﾠHowever,	 ﾠthis	 ﾠgives	 ﾠthe	 ﾠ 20	 ﾠ
driver	 ﾠa	 ﾠstrategic	 ﾠchoice.	 ﾠShould	 ﾠthe	 ﾠdriver	 ﾠwrite	 ﾠthe	 ﾠentire	 ﾠtext	 ﾠmessage	 ﾠat	 ﾠonce	 ﾠand	 ﾠ 21	 ﾠ
so	 ﾠtake	 ﾠhis	 ﾠor	 ﾠher	 ﾠeyes	 ﾠoff	 ﾠthe	 ﾠroad	 ﾠfor	 ﾠa	 ﾠlong	 ﾠperiod	 ﾠof	 ﾠtime?	 ﾠThis	 ﾠmight	 ﾠseem	 ﾠlike	 ﾠa	 ﾠ 22	 ﾠ	 ﾠ 5	 ﾠ
reckless	 ﾠ decision.	 ﾠ Alternatively,	 ﾠ a	 ﾠ few	 ﾠ characters	 ﾠ might	 ﾠ be	 ﾠ typed	 ﾠ and	 ﾠ attention	 ﾠ 1	 ﾠ
returned	 ﾠ to	 ﾠ driving	 ﾠ before	 ﾠ a	 ﾠ few	 ﾠ more	 ﾠ characters	 ﾠ are	 ﾠ typed.	 ﾠ The	 ﾠ choice	 ﾠ of	 ﾠ 2	 ﾠ
interleaving	 ﾠstrategy	 ﾠhas	 ﾠimplications	 ﾠfor	 ﾠhow	 ﾠwell	 ﾠeach	 ﾠtask	 ﾠis	 ﾠperformed,	 ﾠgiving	 ﾠa	 ﾠ 3	 ﾠ
dual-ﾭ‐task	 ﾠtradeoff	 ﾠ(e.g.,	 ﾠ[14,20-ﾭ‐25]).	 ﾠThe	 ﾠperson	 ﾠmust	 ﾠdecide	 ﾠwhich	 ﾠtask	 ﾠis	 ﾠmore	 ﾠ 4	 ﾠ
important	 ﾠand	 ﾠso	 ﾠprioritize	 ﾠperformance	 ﾠof	 ﾠone	 ﾠtask	 ﾠover	 ﾠthe	 ﾠother.	 ﾠ 5	 ﾠ
	 ﾠ The	 ﾠ focus	 ﾠ of	 ﾠ this	 ﾠ paper	 ﾠ is	 ﾠ on	 ﾠ understanding	 ﾠ how	 ﾠ people	 ﾠ make	 ﾠ dual-ﾭ‐task	 ﾠ 6	 ﾠ
interleaving	 ﾠtradeoffs.	 ﾠIn	 ﾠdoing	 ﾠso	 ﾠwe	 ﾠseek	 ﾠto	 ﾠunderstand	 ﾠhow	 ﾠgood	 ﾠpeople	 ﾠare	 ﾠat	 ﾠ 7	 ﾠ
multitasking.	 ﾠTo	 ﾠaddress	 ﾠthis	 ﾠquestion	 ﾠwe	 ﾠreport	 ﾠthe	 ﾠresults	 ﾠof	 ﾠan	 ﾠexperiment	 ﾠin	 ﾠ 8	 ﾠ
which	 ﾠparticipants	 ﾠhad	 ﾠto	 ﾠperform	 ﾠtwo	 ﾠseparate	 ﾠtasks	 ﾠat	 ﾠthe	 ﾠsame	 ﾠtime	 ﾠbut	 ﾠcould	 ﾠ 9	 ﾠ
only	 ﾠwork	 ﾠon	 ﾠone	 ﾠtask	 ﾠat	 ﾠa	 ﾠtime.	 ﾠParticipants	 ﾠtherefore	 ﾠhad	 ﾠto	 ﾠdecide	 ﾠwhen	 ﾠto	 ﾠswitch	 ﾠ 10	 ﾠ
between	 ﾠtasks.	 ﾠResults	 ﾠshow	 ﾠhow	 ﾠthis	 ﾠdecision	 ﾠis	 ﾠsystematically	 ﾠinfluenced	 ﾠby	 ﾠthree	 ﾠ 11	 ﾠ
factors:	 ﾠtask	 ﾠcharacteristics,	 ﾠincentives,	 ﾠand	 ﾠindividual	 ﾠdifferences	 ﾠin	 ﾠskill.	 ﾠBefore	 ﾠ 12	 ﾠ
describing	 ﾠthe	 ﾠdetails	 ﾠof	 ﾠthis	 ﾠstudy,	 ﾠand	 ﾠa	 ﾠcomputational	 ﾠmodel	 ﾠthat	 ﾠwas	 ﾠdeveloped	 ﾠ 13	 ﾠ
to	 ﾠunderstand	 ﾠthe	 ﾠresults,	 ﾠwe	 ﾠfirst	 ﾠreview	 ﾠwork	 ﾠof	 ﾠeach	 ﾠof	 ﾠthe	 ﾠprimary	 ﾠfactors	 ﾠof	 ﾠ 14	 ﾠ
interest.	 ﾠ	 ﾠ 15	 ﾠ
Task	 ﾠCharacteristics	 ﾠ 16	 ﾠ
Previous	 ﾠwork	 ﾠhas	 ﾠextensively	 ﾠinvestigated	 ﾠhow	 ﾠtask	 ﾠdifficulty	 ﾠaffects	 ﾠmultitasking	 ﾠ 17	 ﾠ
performance	 ﾠ(e.g.,	 ﾠ[21,26-ﾭ‐28]).	 ﾠA	 ﾠtheoretical	 ﾠinterest	 ﾠhas	 ﾠbeen	 ﾠin	 ﾠunderstanding	 ﾠthe	 ﾠ 18	 ﾠ
general	 ﾠcharacteristics	 ﾠthat	 ﾠmakes	 ﾠtasks	 ﾠhard	 ﾠto	 ﾠperform	 ﾠin	 ﾠmultitasking	 ﾠsettings.	 ﾠ 19	 ﾠ
Two	 ﾠcharacteristics	 ﾠhave	 ﾠbeen	 ﾠidentified.	 ﾠFirst,	 ﾠtask	 ﾠcharacteristics	 ﾠplace	 ﾠlimitations	 ﾠ 20	 ﾠ
on	 ﾠperformance,	 ﾠas	 ﾠthe	 ﾠtask	 ﾠin	 ﾠpart	 ﾠdictates	 ﾠhow	 ﾠfast	 ﾠa	 ﾠparticipant	 ﾠcan	 ﾠcomplete	 ﾠits	 ﾠ 21	 ﾠ
components	 ﾠ(referred	 ﾠto	 ﾠas	 ﾠdata-ﾭ‐limitations	 ﾠin	 ﾠ[27]).	 ﾠFor	 ﾠexample,	 ﾠa	 ﾠtext	 ﾠmessage	 ﾠ 22	 ﾠ	 ﾠ 6	 ﾠ
will	 ﾠbe	 ﾠfaster	 ﾠwritten	 ﾠon	 ﾠa	 ﾠphone	 ﾠthat	 ﾠauto-ﾭ‐completes	 ﾠwords	 ﾠcompared	 ﾠto	 ﾠa	 ﾠphone	 ﾠ 1	 ﾠ
that	 ﾠdoes	 ﾠnot	 ﾠauto-ﾭ‐complete	 ﾠwords,	 ﾠas	 ﾠin	 ﾠthe	 ﾠfirst	 ﾠcase	 ﾠless	 ﾠtime	 ﾠis	 ﾠspent	 ﾠon	 ﾠtyping	 ﾠ 2	 ﾠ
each	 ﾠindividual	 ﾠword.	 ﾠHow	 ﾠdifficult	 ﾠit	 ﾠis	 ﾠto	 ﾠcombine	 ﾠtasks	 ﾠin	 ﾠa	 ﾠmultitask	 ﾠsetting	 ﾠalso	 ﾠ 3	 ﾠ
depends	 ﾠon	 ﾠthe	 ﾠamount	 ﾠof	 ﾠoverlap	 ﾠbetween	 ﾠthe	 ﾠcognitive	 ﾠresources	 ﾠthat	 ﾠare	 ﾠneeded	 ﾠ 4	 ﾠ
for	 ﾠthe	 ﾠtasks	 ﾠ[29-ﾭ‐31];	 ﾠthe	 ﾠlarger	 ﾠthe	 ﾠoverlap	 ﾠbetween	 ﾠresources	 ﾠthat	 ﾠare	 ﾠneeded	 ﾠfor	 ﾠ 5	 ﾠ
both	 ﾠ tasks	 ﾠ (e.g.,	 ﾠ vision,	 ﾠ memory),	 ﾠ the	 ﾠ more	 ﾠ difficult	 ﾠ it	 ﾠ is	 ﾠ to	 ﾠ perform	 ﾠ tasks	 ﾠ 6	 ﾠ
concurrently.	 ﾠ 7	 ﾠ
	 ﾠ In	 ﾠour	 ﾠprevious	 ﾠwork	 ﾠinvestigating	 ﾠmultitasking	 ﾠbehavior	 ﾠwe	 ﾠhave	 ﾠused	 ﾠa	 ﾠ 8	 ﾠ
tracking	 ﾠ and	 ﾠ typing	 ﾠ task	 ﾠ [18,32],	 ﾠ which	 ﾠ is	 ﾠ inspired	 ﾠ by	 ﾠ the	 ﾠ dialing-ﾭ‐while-ﾭ‐driving	 ﾠ 9	 ﾠ
scenario	 ﾠ described	 ﾠ in	 ﾠ the	 ﾠ introduction.	 ﾠ In	 ﾠ our	 ﾠ set-ﾭ‐up,	 ﾠ participants	 ﾠ interleave	 ﾠ 10	 ﾠ
between	 ﾠ a	 ﾠ typing	 ﾠ task	 ﾠ and	 ﾠ a	 ﾠ tracking	 ﾠ task	 ﾠ (described	 ﾠ in	 ﾠ more	 ﾠ detail	 ﾠ later)	 ﾠ in	 ﾠ a	 ﾠ 11	 ﾠ
discretionary	 ﾠ way	 ﾠ (cf.	 ﾠ e.g.,	 ﾠ [13,16,18,32]).	 ﾠ That	 ﾠ is,	 ﾠ participants	 ﾠ can	 ﾠ only	 ﾠ see	 ﾠ and	 ﾠ 12	 ﾠ
work	 ﾠon	 ﾠone	 ﾠtask	 ﾠat	 ﾠa	 ﾠtime	 ﾠand	 ﾠneed	 ﾠto	 ﾠdecide	 ﾠwhen	 ﾠto	 ﾠswitch	 ﾠbetween	 ﾠtasks.	 ﾠThe	 ﾠ 13	 ﾠ
benefit	 ﾠof	 ﾠthis	 ﾠdiscretionary	 ﾠset-ﾭ‐up	 ﾠis	 ﾠthat	 ﾠit	 ﾠgives	 ﾠa	 ﾠquick	 ﾠand	 ﾠeasy	 ﾠway	 ﾠto	 ﾠdirectly	 ﾠ 14	 ﾠ
infer	 ﾠthe	 ﾠparticipant’s	 ﾠtask	 ﾠinterleaving	 ﾠstrategy.	 ﾠHowever,	 ﾠa	 ﾠdisadvantage	 ﾠof	 ﾠour	 ﾠ 15	 ﾠ
discretionary	 ﾠset-ﾭ‐up	 ﾠis	 ﾠthat	 ﾠexplicit	 ﾠswitching	 ﾠbetween	 ﾠwindows	 ﾠis	 ﾠrelatively	 ﾠcostly,	 ﾠ 16	 ﾠ
requiring	 ﾠthe	 ﾠparticipant	 ﾠto	 ﾠpress	 ﾠa	 ﾠbutton	 ﾠon	 ﾠa	 ﾠjoystick.	 ﾠThere	 ﾠhas	 ﾠbeen	 ﾠextensive	 ﾠ 17	 ﾠ
discussion	 ﾠ within	 ﾠ the	 ﾠ literature	 ﾠ on	 ﾠ how	 ﾠ such	 ﾠ 'information	 ﾠ access-ﾭ‐costs'	 ﾠ can	 ﾠ 18	 ﾠ
influence	 ﾠ the	 ﾠ emergence	 ﾠ of	 ﾠ interactive	 ﾠ behavior	 ﾠ (e.g.,	 ﾠ [33-ﾭ‐39]).	 ﾠ Eye-ﾭ‐tracking	 ﾠ has	 ﾠ 19	 ﾠ
been	 ﾠ successfully	 ﾠ used	 ﾠ in	 ﾠ some	 ﾠ previous	 ﾠ studies	 ﾠ to	 ﾠ infer	 ﾠ dual-ﾭ‐task	 ﾠ interleaving	 ﾠ 20	 ﾠ
strategies,	 ﾠfor	 ﾠinstance	 ﾠsee	 ﾠwork	 ﾠby	 ﾠHornof	 ﾠand	 ﾠcolleagues	 ﾠ[40,41].	 ﾠ	 ﾠ 21	 ﾠ	 ﾠ 7	 ﾠ
	 ﾠ In	 ﾠour	 ﾠanalysis	 ﾠof	 ﾠoptimality	 ﾠof	 ﾠthe	 ﾠchosen	 ﾠstrategy,	 ﾠwe	 ﾠcraft	 ﾠa	 ﾠmodel	 ﾠwhich	 ﾠ 1	 ﾠ
also	 ﾠincurs	 ﾠthese	 ﾠswitch-ﾭ‐costs	 ﾠand	 ﾠwhich	 ﾠis	 ﾠused	 ﾠto	 ﾠinvestigate	 ﾠthe	 ﾠperformance	 ﾠof	 ﾠ 2	 ﾠ
various	 ﾠdiscrete	 ﾠinterleaving	 ﾠstrategies.	 ﾠThis	 ﾠincludes	 ﾠextreme	 ﾠstrategies,	 ﾠranging	 ﾠ 3	 ﾠ
from	 ﾠa	 ﾠno-ﾭ‐interleaving	 ﾠstrategy,	 ﾠwhich	 ﾠdoes	 ﾠthe	 ﾠtyping	 ﾠtask	 ﾠwithout	 ﾠchecking	 ﾠon	 ﾠthe	 ﾠ 4	 ﾠ
tracking	 ﾠtask	 ﾠeven	 ﾠonce,	 ﾠto	 ﾠa	 ﾠmaximum	 ﾠinterleaving	 ﾠstrategy	 ﾠin	 ﾠwhich	 ﾠchecks	 ﾠare	 ﾠ 5	 ﾠ
made	 ﾠon	 ﾠthe	 ﾠtracking	 ﾠtask	 ﾠafter	 ﾠentering	 ﾠeach	 ﾠand	 ﾠevery	 ﾠdigit	 ﾠin	 ﾠthe	 ﾠtyping	 ﾠtask.	 ﾠAs	 ﾠ 6	 ﾠ
such,	 ﾠour	 ﾠinvestigation	 ﾠcovers	 ﾠthe	 ﾠfull	 ﾠrange	 ﾠof	 ﾠpossible	 ﾠtask	 ﾠinterleaving	 ﾠstrategies	 ﾠ 7	 ﾠ
and	 ﾠit	 ﾠis	 ﾠexpected	 ﾠthat	 ﾠperformance	 ﾠwill	 ﾠfall	 ﾠwithin	 ﾠthese	 ﾠperformance	 ﾠ'brackets'	 ﾠ(cf.	 ﾠ 8	 ﾠ
[42,43]).	 ﾠ	 ﾠ 9	 ﾠ
	 ﾠ We	 ﾠ will	 ﾠ now	 ﾠ describe	 ﾠ the	 ﾠ two	 ﾠ tasks,	 ﾠ tracking	 ﾠ and	 ﾠ typing,	 ﾠ in	 ﾠ more	 ﾠ detail.	 ﾠ 10	 ﾠ
Variations	 ﾠin	 ﾠthe	 ﾠcharacteristics	 ﾠof	 ﾠeach	 ﾠtask	 ﾠcan	 ﾠinfluence	 ﾠhow	 ﾠpeople	 ﾠchoose	 ﾠto	 ﾠ 11	 ﾠ
interleave	 ﾠattention	 ﾠwhen	 ﾠmultitasking.	 ﾠ	 ﾠ 12	 ﾠ
	 ﾠ Tracking	 ﾠtasks	 ﾠhave	 ﾠbeen	 ﾠused	 ﾠin	 ﾠvarious	 ﾠmultitasking	 ﾠstudies	 ﾠ(e.g.,	 ﾠ[31,40-ﾭ‐ 13	 ﾠ
42,44-ﾭ‐47]),	 ﾠand	 ﾠthe	 ﾠdifficulty	 ﾠof	 ﾠthis	 ﾠtask	 ﾠcan	 ﾠbe	 ﾠeasily	 ﾠmanipulated.	 ﾠIn	 ﾠour	 ﾠtracking	 ﾠ 14	 ﾠ
task,	 ﾠa	 ﾠmoving	 ﾠcursor	 ﾠ(10x10	 ﾠpixels)	 ﾠneeds	 ﾠto	 ﾠbe	 ﾠkept	 ﾠinside	 ﾠa	 ﾠcircular	 ﾠtarget	 ﾠarea.	 ﾠ 15	 ﾠ
We	 ﾠcan	 ﾠmanipulate	 ﾠtwo	 ﾠfactors	 ﾠto	 ﾠcontrol	 ﾠthe	 ﾠdifficulty	 ﾠof	 ﾠthe	 ﾠtracking	 ﾠtask:	 ﾠthe	 ﾠ 16	 ﾠ
radius	 ﾠof	 ﾠthe	 ﾠtarget	 ﾠarea	 ﾠand	 ﾠthe	 ﾠfunction	 ﾠthat	 ﾠcontrols	 ﾠthe	 ﾠmovement	 ﾠof	 ﾠthe	 ﾠcursor.	 ﾠ 17	 ﾠ
The	 ﾠtarget	 ﾠarea	 ﾠhas	 ﾠa	 ﾠradius	 ﾠof	 ﾠeither	 ﾠ80	 ﾠpixels	 ﾠ(small	 ﾠradius)	 ﾠor	 ﾠ120	 ﾠpixels	 ﾠ(large	 ﾠ 18	 ﾠ
radius).	 ﾠKeeping	 ﾠthe	 ﾠcursor	 ﾠinside	 ﾠa	 ﾠsmall	 ﾠradius	 ﾠrequires	 ﾠmore	 ﾠfrequent	 ﾠattention	 ﾠ 19	 ﾠ
to	 ﾠthe	 ﾠtask	 ﾠthan	 ﾠkeeping	 ﾠthe	 ﾠcursor	 ﾠinside	 ﾠthe	 ﾠlarge	 ﾠradius.	 ﾠThis	 ﾠis	 ﾠcomparable	 ﾠwith	 ﾠ 20	 ﾠ
how	 ﾠit	 ﾠmight	 ﾠbe	 ﾠeasier	 ﾠto	 ﾠkeep	 ﾠa	 ﾠcar	 ﾠinside	 ﾠa	 ﾠwide	 ﾠlane	 ﾠcompared	 ﾠto	 ﾠa	 ﾠnarrow	 ﾠlane.	 ﾠ 21	 ﾠ
We	 ﾠalso	 ﾠmanipulate	 ﾠthe	 ﾠspeed	 ﾠwith	 ﾠwhich	 ﾠthe	 ﾠcursor	 ﾠmoves	 ﾠaround	 ﾠat	 ﾠtimes	 ﾠwhen	 ﾠit	 ﾠ 22	 ﾠ	 ﾠ 8	 ﾠ
is	 ﾠnot	 ﾠactively	 ﾠcontrolled	 ﾠby	 ﾠthe	 ﾠparticipant.	 ﾠThe	 ﾠposition	 ﾠthen	 ﾠupdates	 ﾠfollowing	 ﾠa	 ﾠ 1	 ﾠ
random	 ﾠwalk	 ﾠwith	 ﾠmean	 ﾠof	 ﾠ0	 ﾠpixels	 ﾠand	 ﾠa	 ﾠstandard	 ﾠdeviation	 ﾠof	 ﾠ3	 ﾠ(low	 ﾠnoise)	 ﾠor	 ﾠ5	 ﾠ 2	 ﾠ
pixels	 ﾠper	 ﾠupdate	 ﾠ(high	 ﾠnoise).	 ﾠWhen	 ﾠthe	 ﾠcursor	 ﾠmovement	 ﾠhas	 ﾠa	 ﾠhigher	 ﾠstandard	 ﾠ 3	 ﾠ
deviation,	 ﾠit	 ﾠbecomes	 ﾠless	 ﾠpredictable	 ﾠand	 ﾠneeds	 ﾠmore	 ﾠattention.	 ﾠThis	 ﾠis	 ﾠcomparable	 ﾠ 4	 ﾠ
with	 ﾠhow	 ﾠdriving	 ﾠa	 ﾠcar	 ﾠat	 ﾠa	 ﾠhigh	 ﾠspeed	 ﾠon	 ﾠa	 ﾠbusy	 ﾠmultilane	 ﾠhighway	 ﾠis	 ﾠfar	 ﾠmore	 ﾠ 5	 ﾠ
demanding	 ﾠand	 ﾠwill	 ﾠrequire	 ﾠhigher	 ﾠlevels	 ﾠof	 ﾠvigilance	 ﾠthan	 ﾠdriving	 ﾠat	 ﾠa	 ﾠslow	 ﾠspeed	 ﾠ 6	 ﾠ
along	 ﾠa	 ﾠquiet	 ﾠback	 ﾠroad.	 ﾠ	 ﾠ 7	 ﾠ
	 ﾠ Digit	 ﾠtyping	 ﾠtasks	 ﾠhave	 ﾠalso	 ﾠbeen	 ﾠused	 ﾠin	 ﾠmultitasking	 ﾠresearch	 ﾠconcerned	 ﾠ 8	 ﾠ
with	 ﾠdriver	 ﾠdistraction	 ﾠ[14,24,25,48].	 ﾠPrevious	 ﾠresearch	 ﾠhas	 ﾠshown	 ﾠthat	 ﾠthe	 ﾠway	 ﾠin	 ﾠ 9	 ﾠ
which	 ﾠdigits	 ﾠare	 ﾠtyped	 ﾠis	 ﾠinfluenced	 ﾠby	 ﾠhow	 ﾠthey	 ﾠare	 ﾠrepresented.	 ﾠIf	 ﾠnumbers	 ﾠare	 ﾠ 10	 ﾠ
displayed	 ﾠ or	 ﾠ memorized	 ﾠ in	 ﾠ a	 ﾠ chunked	 ﾠ manner,	 ﾠ people	 ﾠ tend	 ﾠ to	 ﾠ interleave	 ﾠ at	 ﾠ the	 ﾠ 11	 ﾠ
boundaries	 ﾠ between	 ﾠ chunks	 ﾠ [14,24,25,48].	 ﾠ In	 ﾠ our	 ﾠ study	 ﾠ we	 ﾠ control	 ﾠ for	 ﾠ these	 ﾠ 12	 ﾠ
patterns	 ﾠby	 ﾠpresenting	 ﾠthe	 ﾠto-ﾭ‐be-ﾭ‐typed	 ﾠdigits	 ﾠvisually,	 ﾠthereby	 ﾠnot	 ﾠrelying	 ﾠsolely	 ﾠon	 ﾠ 13	 ﾠ
memory	 ﾠof	 ﾠstructured	 ﾠrepresentations.	 ﾠ	 ﾠ 14	 ﾠ
	 ﾠ In	 ﾠaddition,	 ﾠmotor	 ﾠactions	 ﾠcan	 ﾠalso	 ﾠprovide	 ﾠcues	 ﾠfor	 ﾠthe	 ﾠinterleaving	 ﾠof	 ﾠdigits.	 ﾠ 15	 ﾠ
Specifically,	 ﾠif	 ﾠa	 ﾠnumber	 ﾠcontains	 ﾠboth	 ﾠsequences	 ﾠof	 ﾠrepeating	 ﾠdigits	 ﾠand	 ﾠsequences	 ﾠ 16	 ﾠ
of	 ﾠ different	 ﾠ digits	 ﾠ that	 ﾠ require	 ﾠ a	 ﾠ finger	 ﾠ movement,	 ﾠ then	 ﾠ there	 ﾠ is	 ﾠ a	 ﾠ benefit	 ﾠ to	 ﾠ 17	 ﾠ
interleave	 ﾠat	 ﾠpoints	 ﾠwhere	 ﾠthe	 ﾠfinger	 ﾠhad	 ﾠto	 ﾠbe	 ﾠmoved	 ﾠ[24].	 ﾠ	 ﾠIn	 ﾠthe	 ﾠcurrent	 ﾠstudy	 ﾠwe	 ﾠ 18	 ﾠ
control	 ﾠfor	 ﾠthis	 ﾠby	 ﾠusing	 ﾠa	 ﾠlimited	 ﾠset	 ﾠof	 ﾠthree	 ﾠdigits	 ﾠ(1,	 ﾠ2,	 ﾠand	 ﾠ3)	 ﾠand	 ﾠby	 ﾠencouraging	 ﾠ 19	 ﾠ
participants	 ﾠ to	 ﾠ use	 ﾠ dedicated	 ﾠ fingers	 ﾠ for	 ﾠ typing	 ﾠ each	 ﾠ digit.	 ﾠ We	 ﾠ randomized	 ﾠ the	 ﾠ 20	 ﾠ
frequency	 ﾠand	 ﾠpositioning	 ﾠof	 ﾠeach	 ﾠdigit,	 ﾠwith	 ﾠthe	 ﾠadded	 ﾠconstraints	 ﾠthat	 ﾠeach	 ﾠdigit	 ﾠ 21	 ﾠ
occurred	 ﾠat	 ﾠleast	 ﾠsix	 ﾠtimes	 ﾠand	 ﾠthat	 ﾠeach	 ﾠdigit	 ﾠdid	 ﾠnot	 ﾠoccur	 ﾠmore	 ﾠthan	 ﾠthree	 ﾠtimes	 ﾠin	 ﾠ 22	 ﾠ	 ﾠ 9	 ﾠ
sequence.	 ﾠ How	 ﾠ many	 ﾠ digits	 ﾠ are	 ﾠ dialed	 ﾠ in	 ﾠ a	 ﾠ sequence	 ﾠ is	 ﾠ also	 ﾠ influenced	 ﾠ by	 ﾠ the	 ﾠ 1	 ﾠ
priorities	 ﾠthat	 ﾠpeople	 ﾠset	 ﾠ[14,24,25].	 ﾠIn	 ﾠour	 ﾠstudy	 ﾠwe	 ﾠmanipulate	 ﾠpriorities	 ﾠthrough	 ﾠ 2	 ﾠ
the	 ﾠuse	 ﾠof	 ﾠmonetary	 ﾠincentives,	 ﾠwhich	 ﾠare	 ﾠdiscussed	 ﾠnext.	 ﾠ	 ﾠ 3	 ﾠ
Incentives	 ﾠ 4	 ﾠ
Incentives	 ﾠcan	 ﾠinfluence	 ﾠperformance	 ﾠby	 ﾠplacing	 ﾠrelatively	 ﾠmore	 ﾠvalue	 ﾠon	 ﾠone	 ﾠtask	 ﾠ 5	 ﾠ
compared	 ﾠto	 ﾠthe	 ﾠother.	 ﾠIn	 ﾠthis	 ﾠstudy	 ﾠwe	 ﾠuse	 ﾠan	 ﾠexplicit	 ﾠobjective	 ﾠpayoff	 ﾠfunction	 ﾠto	 ﾠ 6	 ﾠ
incorporate	 ﾠincentives.	 ﾠThe	 ﾠpayoff	 ﾠfunction	 ﾠtranslates	 ﾠperformance	 ﾠon	 ﾠeach	 ﾠof	 ﾠthe	 ﾠ 7	 ﾠ
individual	 ﾠ tasks	 ﾠ into	 ﾠ a	 ﾠ single	 ﾠ monetary	 ﾠ value	 ﾠ and	 ﾠ combines	 ﾠ these	 ﾠ values	 ﾠ into	 ﾠ a	 ﾠ 8	 ﾠ
single	 ﾠtotal	 ﾠscore	 ﾠthat	 ﾠis	 ﾠreported	 ﾠto	 ﾠthe	 ﾠparticipant.	 ﾠThe	 ﾠparticipant	 ﾠcan	 ﾠthen	 ﾠuse	 ﾠ 9	 ﾠ
this	 ﾠinformation	 ﾠto	 ﾠtry	 ﾠand	 ﾠmaximize	 ﾠtheir	 ﾠscore.	 ﾠ	 ﾠ 10	 ﾠ
	 ﾠ Payoff	 ﾠfunctions	 ﾠhave	 ﾠbeen	 ﾠused	 ﾠfrequently	 ﾠin	 ﾠempirical	 ﾠstudies,	 ﾠparticularly	 ﾠ 11	 ﾠ
as	 ﾠa	 ﾠway	 ﾠto	 ﾠmotivate	 ﾠparticipants	 ﾠ[49-ﾭ‐51].	 ﾠMore	 ﾠrecently,	 ﾠpayoff	 ﾠfunctions	 ﾠhave	 ﾠbeen	 ﾠ 12	 ﾠ
advocated	 ﾠ as	 ﾠ being	 ﾠ useful	 ﾠ in	 ﾠ combination	 ﾠ with	 ﾠ computational	 ﾠ cognitive	 ﾠ models	 ﾠ 13	 ﾠ
[18,32,52-ﾭ‐56].	 ﾠ In	 ﾠ a	 ﾠ multitasking	 ﾠ setting,	 ﾠ the	 ﾠ use	 ﾠ of	 ﾠ a	 ﾠ payoff	 ﾠ function	 ﾠ has	 ﾠ three	 ﾠ 14	 ﾠ
advantages.	 ﾠFirst,	 ﾠit	 ﾠprovides	 ﾠthe	 ﾠexperimenter	 ﾠand	 ﾠthe	 ﾠparticipant	 ﾠwith	 ﾠan	 ﾠobjective	 ﾠ 15	 ﾠ
criterion	 ﾠto	 ﾠassess	 ﾠoptimal	 ﾠperformance:	 ﾠoptimal	 ﾠperformance	 ﾠis	 ﾠthat	 ﾠwhich	 ﾠleads	 ﾠto	 ﾠ 16	 ﾠ
the	 ﾠ highest	 ﾠ payoff	 ﾠ score.	 ﾠ Second,	 ﾠ performance	 ﾠ on	 ﾠ individual	 ﾠ tasks	 ﾠ might	 ﾠ be	 ﾠ 17	 ﾠ
expressed	 ﾠ in	 ﾠ different	 ﾠ units	 ﾠ (e.g.,	 ﾠ speed,	 ﾠ accuracy)	 ﾠ and	 ﾠ it	 ﾠ might	 ﾠ not	 ﾠ be	 ﾠ trivial	 ﾠ to	 ﾠ 18	 ﾠ
assess	 ﾠhow	 ﾠa	 ﾠ'loss'	 ﾠon	 ﾠone	 ﾠtask	 ﾠshould	 ﾠbe	 ﾠtraded-ﾭ‐off	 ﾠagainst	 ﾠa	 ﾠ'gain'	 ﾠon	 ﾠanother	 ﾠtask	 ﾠ 19	 ﾠ
(but	 ﾠsee	 ﾠ[14,24]	 ﾠfor	 ﾠone	 ﾠway	 ﾠof	 ﾠdoing	 ﾠthis).	 ﾠA	 ﾠpay-ﾭ‐off	 ﾠfunction	 ﾠavoids	 ﾠthis	 ﾠproblem,	 ﾠ 20	 ﾠ
by	 ﾠexplicitly	 ﾠspecifying	 ﾠhow	 ﾠperformance	 ﾠtranslates	 ﾠinto	 ﾠa	 ﾠsingle	 ﾠunit	 ﾠacross	 ﾠtasks.	 ﾠ 21	 ﾠ
Third,	 ﾠ people	 ﾠ are	 ﾠ known	 ﾠ to	 ﾠ have	 ﾠ difficulties	 ﾠ with	 ﾠ maintaining	 ﾠ internal	 ﾠ scales	 ﾠ of	 ﾠ 22	 ﾠ	 ﾠ 10	 ﾠ
variance	 ﾠ[57],	 ﾠfor	 ﾠexample	 ﾠto	 ﾠassess	 ﾠthe	 ﾠexact	 ﾠbrightness	 ﾠof	 ﾠa	 ﾠlight.	 ﾠSuch	 ﾠinternal	 ﾠ 1	 ﾠ
scales	 ﾠare	 ﾠnot	 ﾠrequired	 ﾠwhen	 ﾠscores	 ﾠare	 ﾠmade	 ﾠexplicit	 ﾠby	 ﾠa	 ﾠpayoff	 ﾠfunction.	 ﾠInstead,	 ﾠ 2	 ﾠ
the	 ﾠ objective	 ﾠ monetary	 ﾠ score	 ﾠ can	 ﾠ be	 ﾠ used	 ﾠ to	 ﾠ assess	 ﾠ whether	 ﾠ performance	 ﾠ on	 ﾠ a	 ﾠ 3	 ﾠ
current	 ﾠtrial	 ﾠwas	 ﾠbetter	 ﾠor	 ﾠworse	 ﾠcompared	 ﾠto	 ﾠperformance	 ﾠin	 ﾠother	 ﾠtrials.	 ﾠ 4	 ﾠ
	 ﾠ We	 ﾠ use	 ﾠ payoff	 ﾠ functions	 ﾠ to	 ﾠ investigate	 ﾠ how	 ﾠ flexible	 ﾠ performance	 ﾠ is.	 ﾠ We	 ﾠ 5	 ﾠ
manipulate	 ﾠthe	 ﾠpayoff	 ﾠfunctions	 ﾠbetween	 ﾠparticipants,	 ﾠsuch	 ﾠthat	 ﾠmore	 ﾠor	 ﾠless	 ﾠvalue	 ﾠ 6	 ﾠ
is	 ﾠplaced	 ﾠon	 ﾠeach	 ﾠof	 ﾠthe	 ﾠtwo	 ﾠtasks,	 ﾠand	 ﾠinvestigate	 ﾠhow	 ﾠwell	 ﾠparticipants	 ﾠadjust	 ﾠtheir	 ﾠ 7	 ﾠ
behavior	 ﾠto	 ﾠthe	 ﾠpayoff	 ﾠfunctions.	 ﾠThis	 ﾠcan	 ﾠbe	 ﾠseen	 ﾠas	 ﾠa	 ﾠsystematic	 ﾠway	 ﾠof	 ﾠchanging	 ﾠ 8	 ﾠ
participants'	 ﾠ priorities	 ﾠ [18].	 ﾠ If	 ﾠ participants	 ﾠ are	 ﾠ solely	 ﾠ driven	 ﾠ by	 ﾠ the	 ﾠ task	 ﾠ 9	 ﾠ
characteristics	 ﾠand	 ﾠnot	 ﾠby	 ﾠincentives,	 ﾠthen	 ﾠsuch	 ﾠchanges	 ﾠshould	 ﾠhave	 ﾠlittle	 ﾠeffect	 ﾠon	 ﾠ 10	 ﾠ
performance.	 ﾠThat	 ﾠis,	 ﾠparticipants	 ﾠmight	 ﾠthen	 ﾠbe	 ﾠexpected	 ﾠto	 ﾠuse	 ﾠ"default"	 ﾠways	 ﾠof	 ﾠ 11	 ﾠ
interleaving	 ﾠtasks	 ﾠ[31].	 ﾠHowever,	 ﾠwe	 ﾠsuspect	 ﾠthat	 ﾠpeople	 ﾠare	 ﾠsensitive	 ﾠto	 ﾠincentives.	 ﾠ	 ﾠ 12	 ﾠ
	 ﾠ In	 ﾠ preceding	 ﾠ work,	 ﾠ participants	 ﾠ experienced	 ﾠ one	 ﾠ payoff	 ﾠ function	 ﾠ and	 ﾠ we	 ﾠ 13	 ﾠ
analyzed	 ﾠhow	 ﾠwell	 ﾠthey	 ﾠperformed	 ﾠagainst	 ﾠthat	 ﾠpayoff	 ﾠfunction	 ﾠ[18].	 ﾠ	 ﾠHowever,	 ﾠwe	 ﾠ 14	 ﾠ
have	 ﾠ not	 ﾠ investigated	 ﾠ how	 ﾠ well	 ﾠ participants	 ﾠ perform	 ﾠ in	 ﾠ cases	 ﾠ where	 ﾠ the	 ﾠ payoff	 ﾠ 15	 ﾠ
function	 ﾠ changes.	 ﾠ Here,	 ﾠ we	 ﾠ empirically	 ﾠ test	 ﾠ whether	 ﾠ participants	 ﾠ use	 ﾠ different	 ﾠ 16	 ﾠ
strategies,	 ﾠ and	 ﾠ have	 ﾠ different	 ﾠ performance,	 ﾠ when	 ﾠ different	 ﾠ payoff	 ﾠ functions	 ﾠ are	 ﾠ 17	 ﾠ
being	 ﾠ used.	 ﾠ 	 ﾠ We	 ﾠ then	 ﾠ compare	 ﾠ human	 ﾠ performance	 ﾠ to	 ﾠ predictions	 ﾠ by	 ﾠ a	 ﾠ 18	 ﾠ
computational	 ﾠ cognitive	 ﾠ model	 ﾠ to	 ﾠ see	 ﾠ whether	 ﾠ participants	 ﾠ achieved	 ﾠ the	 ﾠ best	 ﾠ 19	 ﾠ
performance	 ﾠthat	 ﾠwas	 ﾠpossible	 ﾠgiven	 ﾠtheir	 ﾠcharacteristics	 ﾠand	 ﾠthe	 ﾠpayoff	 ﾠfunction	 ﾠ 20	 ﾠ
that	 ﾠthey	 ﾠexperienced.	 ﾠ	 ﾠ 21	 ﾠ	 ﾠ 11	 ﾠ
Individual	 ﾠDifferences	 ﾠ 1	 ﾠ
	 ﾠ We	 ﾠalso	 ﾠinvestigate	 ﾠhow	 ﾠperformance	 ﾠis	 ﾠaffected	 ﾠby	 ﾠindividual	 ﾠdifferences	 ﾠin	 ﾠ 2	 ﾠ
task	 ﾠskill.	 ﾠThere	 ﾠis	 ﾠa	 ﾠgrowing	 ﾠappreciation	 ﾠin	 ﾠthe	 ﾠmultitasking	 ﾠliterature	 ﾠthat	 ﾠtask	 ﾠ 3	 ﾠ
skill	 ﾠcan	 ﾠinfluence	 ﾠmultitasking	 ﾠperformance	 ﾠ(e.g.,	 ﾠ[10,11,41,52]).	 ﾠOne	 ﾠidea	 ﾠis	 ﾠthat	 ﾠ 4	 ﾠ
the	 ﾠbetter	 ﾠan	 ﾠindividual	 ﾠis	 ﾠat	 ﾠperforming	 ﾠa	 ﾠtask	 ﾠin	 ﾠisolation,	 ﾠthe	 ﾠmore	 ﾠable	 ﾠthey	 ﾠare	 ﾠto	 ﾠ 5	 ﾠ
perform	 ﾠthat	 ﾠtask	 ﾠin	 ﾠa	 ﾠdual-ﾭ‐task	 ﾠsetting	 ﾠ(e.g.,	 ﾠsee	 ﾠChapter	 ﾠ6	 ﾠin	 ﾠ[58]).	 ﾠApplying	 ﾠthis	 ﾠto	 ﾠ 6	 ﾠ
our	 ﾠ tracking-ﾭ‐while-ﾭ‐typing	 ﾠ task,	 ﾠ we	 ﾠ might	 ﾠ expect	 ﾠ individual	 ﾠ differences	 ﾠ in	 ﾠ how	 ﾠ 7	 ﾠ
quickly	 ﾠ and	 ﾠ accurately	 ﾠ a	 ﾠ person	 ﾠ can	 ﾠ type	 ﾠ digits.	 ﾠ As	 ﾠ will	 ﾠ be	 ﾠ demonstrated	 ﾠ in	 ﾠ the	 ﾠ 8	 ﾠ
empirical	 ﾠsection,	 ﾠthis	 ﾠindividual	 ﾠdifference	 ﾠin	 ﾠtyping	 ﾠskill	 ﾠwas	 ﾠfound	 ﾠto	 ﾠinfluence	 ﾠ 9	 ﾠ
choice	 ﾠof	 ﾠinterleaving	 ﾠstrategy	 ﾠand	 ﾠdual-ﾭ‐task	 ﾠperformance.	 ﾠWe	 ﾠrefer	 ﾠto	 ﾠtyping	 ﾠas	 ﾠa	 ﾠ 10	 ﾠ
"skill"	 ﾠin	 ﾠthat	 ﾠtyping	 ﾠability	 ﾠis	 ﾠdeveloped	 ﾠthrough	 ﾠyears	 ﾠof	 ﾠpractice	 ﾠ(cf.	 ﾠe.g.,	 ﾠ[59,60]).	 ﾠ 11	 ﾠ
We	 ﾠdid	 ﾠnot	 ﾠexpect	 ﾠthat	 ﾠthere	 ﾠwould	 ﾠbe	 ﾠacquisition	 ﾠor	 ﾠstrong	 ﾠimprovement	 ﾠof	 ﾠthis	 ﾠ 12	 ﾠ
skill	 ﾠduring	 ﾠour	 ﾠexperiment.	 ﾠ 13	 ﾠ
	 ﾠ The	 ﾠperformance	 ﾠon	 ﾠindividual	 ﾠtasks	 ﾠcan	 ﾠinfluence	 ﾠperformance	 ﾠin	 ﾠdual-ﾭ‐task	 ﾠ 14	 ﾠ
settings	 ﾠif	 ﾠthere	 ﾠis	 ﾠtime	 ﾠpressure.	 ﾠFor	 ﾠexample,	 ﾠin	 ﾠour	 ﾠexperiment	 ﾠthe	 ﾠcursor	 ﾠcannot	 ﾠ 15	 ﾠ
be	 ﾠcontrolled	 ﾠwhile	 ﾠparticipants	 ﾠare	 ﾠworking	 ﾠon	 ﾠthe	 ﾠtyping	 ﾠtask.	 ﾠDuring	 ﾠthis	 ﾠtime	 ﾠthe	 ﾠ 16	 ﾠ
cursor	 ﾠwill	 ﾠdrift,	 ﾠand	 ﾠparticipants	 ﾠeventually	 ﾠneed	 ﾠto	 ﾠcheck	 ﾠagain	 ﾠwhether	 ﾠthey	 ﾠneed	 ﾠ 17	 ﾠ
to	 ﾠcorrect	 ﾠthe	 ﾠtrajectory	 ﾠof	 ﾠthe	 ﾠcursor.	 ﾠGiven	 ﾠthe	 ﾠsame	 ﾠtime	 ﾠwindow,	 ﾠvery	 ﾠskilled	 ﾠ 18	 ﾠ
typists	 ﾠmight	 ﾠbe	 ﾠable	 ﾠto	 ﾠtype	 ﾠmore	 ﾠdigits	 ﾠper	 ﾠvisit	 ﾠto	 ﾠthe	 ﾠtyping	 ﾠtask	 ﾠcompared	 ﾠto	 ﾠless	 ﾠ 19	 ﾠ
skilled	 ﾠ typists.	 ﾠ This	 ﾠ is	 ﾠ indeed	 ﾠ what	 ﾠ we	 ﾠ find	 ﾠ in	 ﾠ our	 ﾠ empirical	 ﾠ results.	 ﾠ The	 ﾠ faster	 ﾠ 20	 ﾠ
typists	 ﾠtype	 ﾠmore	 ﾠdigits	 ﾠper	 ﾠvisit	 ﾠto	 ﾠthe	 ﾠtyping	 ﾠwindow,	 ﾠhowever,	 ﾠthe	 ﾠaverage	 ﾠtime	 ﾠ 21	 ﾠ
that	 ﾠis	 ﾠspent	 ﾠin	 ﾠthe	 ﾠtyping	 ﾠwindow	 ﾠis	 ﾠnot	 ﾠaffected	 ﾠby	 ﾠtyping	 ﾠskill	 ﾠ(see	 ﾠresults).	 ﾠSuch	 ﾠ 22	 ﾠ
subtle	 ﾠdifference	 ﾠin	 ﾠskill	 ﾠcan	 ﾠthen	 ﾠalso	 ﾠfurther	 ﾠaffect	 ﾠperformance.	 ﾠFor	 ﾠexample,	 ﾠin	 ﾠ 23	 ﾠ	 ﾠ 12	 ﾠ
our	 ﾠtask	 ﾠparticipants	 ﾠneed	 ﾠto	 ﾠtype	 ﾠa	 ﾠfinite	 ﾠstring	 ﾠof	 ﾠdigits,	 ﾠand	 ﾠfaster	 ﾠtypists	 ﾠmight	 ﾠbe	 ﾠ 1	 ﾠ
faster	 ﾠat	 ﾠcompleting	 ﾠthis	 ﾠtask	 ﾠthan	 ﾠslower	 ﾠtypists	 ﾠ-ﾭ‐	 ﾠthereby	 ﾠachieving	 ﾠa	 ﾠbetter	 ﾠscore.	 ﾠ 2	 ﾠ
	 ﾠ Other	 ﾠ individual	 ﾠ differences	 ﾠ might	 ﾠ also	 ﾠ have	 ﾠ occurred	 ﾠ during	 ﾠ our	 ﾠ 3	 ﾠ
experiment.	 ﾠ In	 ﾠ particular,	 ﾠ there	 ﾠ might	 ﾠ have	 ﾠ been	 ﾠ differences	 ﾠ in	 ﾠ how	 ﾠ well	 ﾠ 4	 ﾠ
participants	 ﾠcould	 ﾠcontrol	 ﾠthe	 ﾠjoystick.	 ﾠHowever,	 ﾠthe	 ﾠexperiment	 ﾠdid	 ﾠnot	 ﾠcontain	 ﾠan	 ﾠ 5	 ﾠ
independent	 ﾠ session	 ﾠ that	 ﾠ could	 ﾠ be	 ﾠ used	 ﾠ to	 ﾠ assess	 ﾠ joystick	 ﾠ control.	 ﾠ Although	 ﾠ 6	 ﾠ
participants	 ﾠpracticed	 ﾠwith	 ﾠthe	 ﾠcontrol	 ﾠof	 ﾠthe	 ﾠjoystick	 ﾠduring	 ﾠthe	 ﾠsingle-ﾭ‐task	 ﾠtracking	 ﾠ 7	 ﾠ
trials,	 ﾠ these	 ﾠ sessions	 ﾠ were	 ﾠ not	 ﾠ systematic	 ﾠ enough	 ﾠ to	 ﾠ assess	 ﾠ participants'	 ﾠ general	 ﾠ 8	 ﾠ
tracking	 ﾠ ability.	 ﾠ We	 ﾠ therefore	 ﾠ did	 ﾠ not	 ﾠ include	 ﾠ tracking	 ﾠ as	 ﾠ a	 ﾠ skill	 ﾠ factor	 ﾠ in	 ﾠ the	 ﾠ 9	 ﾠ
statistical	 ﾠanalyses	 ﾠand	 ﾠthe	 ﾠmodel.	 ﾠ	 ﾠ 10	 ﾠ
Overview	 ﾠ 11	 ﾠ
	 ﾠ In	 ﾠthe	 ﾠremainder	 ﾠof	 ﾠthis	 ﾠpaper	 ﾠwe	 ﾠfirst	 ﾠdescribe	 ﾠa	 ﾠdual-ﾭ‐task	 ﾠexperiment	 ﾠand	 ﾠ 12	 ﾠ
demonstrate	 ﾠ how	 ﾠ participants’	 ﾠ performance	 ﾠ of	 ﾠ these	 ﾠ tasks	 ﾠ is	 ﾠ influenced	 ﾠ by	 ﾠ task	 ﾠ 13	 ﾠ
characteristics,	 ﾠincentives,	 ﾠand	 ﾠindividual	 ﾠdifferences	 ﾠin	 ﾠskill.	 ﾠWe	 ﾠthen	 ﾠdescribe	 ﾠa	 ﾠ 14	 ﾠ
computational	 ﾠcognitive	 ﾠmodel	 ﾠthat	 ﾠis	 ﾠused	 ﾠto	 ﾠmake	 ﾠperformance	 ﾠpredictions	 ﾠfor	 ﾠthe	 ﾠ 15	 ﾠ
range	 ﾠof	 ﾠplausible	 ﾠdual-ﾭ‐task	 ﾠinterleaving	 ﾠstrategies.	 ﾠThe	 ﾠmodel	 ﾠis	 ﾠcalibrated	 ﾠto	 ﾠthe	 ﾠ 16	 ﾠ
constraints	 ﾠof	 ﾠthe	 ﾠtask,	 ﾠthe	 ﾠincentives	 ﾠ(payoff	 ﾠfunction),	 ﾠand	 ﾠthe	 ﾠobserved	 ﾠ(single-ﾭ‐ 17	 ﾠ
task)	 ﾠ typing	 ﾠ speed	 ﾠ of	 ﾠ individual	 ﾠ participants.	 ﾠ The	 ﾠ model	 ﾠ is	 ﾠ used	 ﾠ to	 ﾠ identify	 ﾠ the	 ﾠ 18	 ﾠ
optimal	 ﾠtask	 ﾠinterleaving	 ﾠstrategy	 ﾠ(i.e.,	 ﾠthe	 ﾠstrategy	 ﾠthat	 ﾠmaximizes	 ﾠreward	 ﾠthrough	 ﾠ 19	 ﾠ
the	 ﾠpayoff	 ﾠfunction	 ﾠin	 ﾠeach	 ﾠcondition	 ﾠfor	 ﾠeach	 ﾠparticipant).	 ﾠBy	 ﾠtaking	 ﾠthis	 ﾠapproach	 ﾠ 20	 ﾠ
we	 ﾠwere	 ﾠable	 ﾠto	 ﾠdirectly	 ﾠcompare	 ﾠhow	 ﾠparticipants	 ﾠperformed	 ﾠin	 ﾠthe	 ﾠexperiment	 ﾠ 21	 ﾠ	 ﾠ 13	 ﾠ
against	 ﾠthe	 ﾠprediction	 ﾠof	 ﾠtheir	 ﾠoptimal	 ﾠdual-ﾭ‐task	 ﾠperformance.	 ﾠThis	 ﾠallows	 ﾠus	 ﾠto	 ﾠask,	 ﾠ 1	 ﾠ
in	 ﾠa	 ﾠvery	 ﾠprecise	 ﾠway,	 ﾠwhether	 ﾠpeople	 ﾠare	 ﾠgood	 ﾠmultitaskers	 ﾠor	 ﾠnot.	 ﾠ	 ﾠ 2	 ﾠ
Typing-ﾭ‐while-ﾭ‐tracking	 ﾠexperiment	 ﾠ	 ﾠ 3	 ﾠ
Building	 ﾠon	 ﾠprevious	 ﾠdual-ﾭ‐task	 ﾠexperiments	 ﾠ[18,32],	 ﾠparticipants	 ﾠwere	 ﾠrequired	 ﾠto	 ﾠ 4	 ﾠ
divide	 ﾠtheir	 ﾠefforts	 ﾠbetween	 ﾠtwo	 ﾠconcurrent	 ﾠtasks.	 ﾠOne	 ﾠtask	 ﾠwas	 ﾠto	 ﾠtype	 ﾠa	 ﾠstring	 ﾠof	 ﾠ 5	 ﾠ
twenty	 ﾠdigits	 ﾠusing	 ﾠa	 ﾠkeyboard.	 ﾠIn	 ﾠthe	 ﾠother	 ﾠtask,	 ﾠa	 ﾠrandomly	 ﾠmoving	 ﾠcursor	 ﾠneeds	 ﾠ 6	 ﾠ
to	 ﾠbe	 ﾠkept	 ﾠinside	 ﾠa	 ﾠcircular	 ﾠtarget	 ﾠarea	 ﾠusing	 ﾠa	 ﾠjoystick.	 ﾠBoth	 ﾠtasks	 ﾠwere	 ﾠpresented	 ﾠ 7	 ﾠ
on	 ﾠthe	 ﾠsame	 ﾠdisplay,	 ﾠbut	 ﾠparticipants	 ﾠcould	 ﾠonly	 ﾠsee	 ﾠand	 ﾠcontrol	 ﾠone	 ﾠtask	 ﾠat	 ﾠa	 ﾠtime	 ﾠ 8	 ﾠ
and	 ﾠso	 ﾠneeded	 ﾠto	 ﾠdecide	 ﾠwhen	 ﾠto	 ﾠswitch	 ﾠtheir	 ﾠattention	 ﾠbetween	 ﾠthese	 ﾠtasks.	 ﾠFor	 ﾠ 9	 ﾠ
each	 ﾠ task	 ﾠ it	 ﾠ is	 ﾠ possible	 ﾠ to	 ﾠ define	 ﾠ a	 ﾠ performance	 ﾠ metric	 ﾠ (i.e.,	 ﾠ speed	 ﾠ at	 ﾠ which	 ﾠ the	 ﾠ 10	 ﾠ
typing	 ﾠtask	 ﾠis	 ﾠcompleted	 ﾠand	 ﾠhow	 ﾠwell	 ﾠthe	 ﾠcursor	 ﾠis	 ﾠkept	 ﾠinside	 ﾠthe	 ﾠtarget	 ﾠarea).	 ﾠIt	 ﾠis	 ﾠ 11	 ﾠ
then	 ﾠ possible	 ﾠ to	 ﾠ combine	 ﾠ these	 ﾠ separate	 ﾠ task	 ﾠ performance	 ﾠ metrics	 ﾠ into	 ﾠ a	 ﾠ single	 ﾠ 12	 ﾠ
payoff	 ﾠ function,	 ﾠ thereby	 ﾠ allowing	 ﾠ the	 ﾠ relative	 ﾠ value	 ﾠ of	 ﾠ each	 ﾠ task	 ﾠ to	 ﾠ be	 ﾠ varied	 ﾠ 13	 ﾠ
between	 ﾠ different	 ﾠ experimental	 ﾠ conditions.	 ﾠ Specifically,	 ﾠ in	 ﾠ one	 ﾠ between-ﾭ‐subjects	 ﾠ 14	 ﾠ
condition	 ﾠ ('speed'),	 ﾠ the	 ﾠ payoff	 ﾠ function	 ﾠ puts	 ﾠ relatively	 ﾠ more	 ﾠ value	 ﾠ on	 ﾠ fast	 ﾠ 15	 ﾠ
completion	 ﾠof	 ﾠthe	 ﾠtyping	 ﾠtask.	 ﾠ	 ﾠWhereas,	 ﾠin	 ﾠanother	 ﾠcondition	 ﾠ('accuracy'),	 ﾠthe	 ﾠpayoff	 ﾠ 16	 ﾠ
function	 ﾠputs	 ﾠrelatively	 ﾠmore	 ﾠvalue	 ﾠon	 ﾠkeeping	 ﾠa	 ﾠrandomly	 ﾠmoving	 ﾠcursor	 ﾠinside	 ﾠa	 ﾠ 17	 ﾠ
target	 ﾠ area.	 ﾠ As	 ﾠ we	 ﾠ shall	 ﾠ describe	 ﾠ in	 ﾠ detail	 ﾠ below,	 ﾠ these	 ﾠ payoffs	 ﾠ were	 ﾠ used	 ﾠ as	 ﾠ a	 ﾠ 18	 ﾠ
monetary	 ﾠincentive	 ﾠscheme	 ﾠto	 ﾠreward	 ﾠparticipants	 ﾠin	 ﾠthe	 ﾠexperiment.	 ﾠ	 ﾠ 19	 ﾠ	 ﾠ 14	 ﾠ
Method	 ﾠ 1	 ﾠ
Participants	 ﾠ	 ﾠ 2	 ﾠ
Twenty-ﾭ‐four	 ﾠstudents	 ﾠ(nine	 ﾠfemale)	 ﾠfrom	 ﾠthe	 ﾠUCL	 ﾠpsychology	 ﾠparticipant	 ﾠpool	 ﾠtook	 ﾠ 3	 ﾠ
part	 ﾠfor	 ﾠmonetary	 ﾠcompensation.	 ﾠAll	 ﾠparticipants	 ﾠwere	 ﾠ18	 ﾠyears	 ﾠof	 ﾠage	 ﾠor	 ﾠolder	 ﾠ(M	 ﾠ=	 ﾠ 4	 ﾠ
24.3,	 ﾠSD	 ﾠ=	 ﾠ6.6,	 ﾠMax	 ﾠ=	 ﾠ46	 ﾠyears).	 ﾠPayment	 ﾠwas	 ﾠbased	 ﾠon	 ﾠhow	 ﾠwell	 ﾠeach	 ﾠtask	 ﾠwas	 ﾠ 5	 ﾠ
performed	 ﾠ (details	 ﾠ in	 ﾠ the	 ﾠ Design	 ﾠ section).	 ﾠ Total	 ﾠ payment	 ﾠ ranged	 ﾠ from	 ﾠ £5.00	 ﾠ to	 ﾠ 6	 ﾠ
£13.03	 ﾠ(M	 ﾠ=	 ﾠ£8.72).	 ﾠThe	 ﾠUCLIC	 ﾠEthics	 ﾠCommittee	 ﾠ(the	 ﾠUniversity	 ﾠCollege	 ﾠLondon	 ﾠ 7	 ﾠ
Interaction	 ﾠ Centre's	 ﾠ ethical	 ﾠ committee)	 ﾠ approved	 ﾠ the	 ﾠ study	 ﾠ (approval	 ﾠ number	 ﾠ 8	 ﾠ
Staff/0910/005)	 ﾠand	 ﾠwritten	 ﾠconsent	 ﾠwas	 ﾠobtained	 ﾠfrom	 ﾠeach	 ﾠparticipant.	 ﾠ 9	 ﾠ
	 ﾠMaterials	 ﾠ	 ﾠ 10	 ﾠ
The	 ﾠdual-ﾭ‐task	 ﾠsetup	 ﾠwas	 ﾠidentical	 ﾠto	 ﾠthat	 ﾠin	 ﾠ[18]	 ﾠbut	 ﾠdiffered	 ﾠin	 ﾠthe	 ﾠpayoff	 ﾠfunctions	 ﾠ 11	 ﾠ
used.	 ﾠThe	 ﾠexperiment	 ﾠrequired	 ﾠparticipants	 ﾠto	 ﾠperform	 ﾠa	 ﾠcontinuous	 ﾠtracking	 ﾠtask	 ﾠ 12	 ﾠ
and	 ﾠa	 ﾠdiscrete	 ﾠtyping	 ﾠtask,	 ﾠpresented	 ﾠon	 ﾠa	 ﾠ19-ﾭ‐inch	 ﾠmonitor	 ﾠwith	 ﾠa	 ﾠresolution	 ﾠof	 ﾠ1280	 ﾠ 13	 ﾠ
x	 ﾠ1024	 ﾠpixels	 ﾠ(see	 ﾠFig.	 ﾠ1).	 ﾠThe	 ﾠtyping	 ﾠtask	 ﾠwas	 ﾠpresented	 ﾠon	 ﾠthe	 ﾠleft	 ﾠside	 ﾠand	 ﾠthe	 ﾠ 14	 ﾠ
tracking	 ﾠtask	 ﾠon	 ﾠthe	 ﾠright.	 ﾠEach	 ﾠtask	 ﾠwas	 ﾠpresented	 ﾠwithin	 ﾠa	 ﾠ450	 ﾠx	 ﾠ450	 ﾠpixels	 ﾠarea,	 ﾠ 15	 ﾠ
with	 ﾠa	 ﾠvertical	 ﾠseparation	 ﾠof	 ﾠ127	 ﾠpixels	 ﾠbetween	 ﾠthe	 ﾠtasks.	 ﾠ	 ﾠ 16	 ﾠ
	 ﾠ The	 ﾠtracking	 ﾠtask	 ﾠrequired	 ﾠparticipants	 ﾠto	 ﾠkeep	 ﾠa	 ﾠmoving	 ﾠsquare	 ﾠcursor	 ﾠ(10	 ﾠx	 ﾠ 17	 ﾠ
10	 ﾠpixels)	 ﾠinside	 ﾠa	 ﾠtarget	 ﾠcircle	 ﾠ	 ﾠ(see	 ﾠFig.	 ﾠ1).	 ﾠThe	 ﾠtarget	 ﾠhad	 ﾠa	 ﾠradius	 ﾠof	 ﾠeither	 ﾠ80	 ﾠ 18	 ﾠ
(small	 ﾠradius)	 ﾠor	 ﾠ120	 ﾠpixels	 ﾠ(large	 ﾠradius).	 ﾠThe	 ﾠmovement	 ﾠof	 ﾠthe	 ﾠcursor	 ﾠwas	 ﾠdefined	 ﾠ 19	 ﾠ
by	 ﾠ a	 ﾠ random	 ﾠ walk	 ﾠ function.	 ﾠ The	 ﾠ rate	 ﾠ of	 ﾠ drift	 ﾠ was	 ﾠ varied	 ﾠ between	 ﾠ different	 ﾠ 20	 ﾠ
experimental	 ﾠconditions.	 ﾠIn	 ﾠa	 ﾠlow	 ﾠnoise	 ﾠcondition,	 ﾠthe	 ﾠrandom	 ﾠwalk	 ﾠhad	 ﾠa	 ﾠmean	 ﾠof	 ﾠ 21	 ﾠ
zero	 ﾠand	 ﾠstandard	 ﾠdeviation	 ﾠof	 ﾠ3	 ﾠpixels	 ﾠper	 ﾠupdate,	 ﾠwhile	 ﾠin	 ﾠa	 ﾠhigh	 ﾠnoise	 ﾠcondition	 ﾠ 22	 ﾠ	 ﾠ 15	 ﾠ
the	 ﾠrandom	 ﾠwalk	 ﾠhad	 ﾠa	 ﾠmean	 ﾠof	 ﾠzero	 ﾠand	 ﾠstandard	 ﾠdeviation	 ﾠof	 ﾠ5	 ﾠpixels	 ﾠper	 ﾠupdate.	 ﾠ 1	 ﾠ
Updates	 ﾠoccurred	 ﾠapproximately	 ﾠonce	 ﾠevery	 ﾠ25	 ﾠmilliseconds.	 ﾠParticipants	 ﾠused	 ﾠa	 ﾠ 2	 ﾠ
Logitech	 ﾠExtreme	 ﾠ3D	 ﾠPro	 ﾠjoystick	 ﾠwith	 ﾠtheir	 ﾠright	 ﾠhand	 ﾠto	 ﾠcontrol	 ﾠthe	 ﾠposition	 ﾠof	 ﾠthe	 ﾠ 3	 ﾠ
cursor.	 ﾠThe	 ﾠdrift	 ﾠfunction	 ﾠof	 ﾠthe	 ﾠcursor	 ﾠwas	 ﾠsuspended	 ﾠwhenever	 ﾠthe	 ﾠjoystick	 ﾠangle	 ﾠ 4	 ﾠ
was	 ﾠgreater	 ﾠthan	 ﾠ+/-ﾭ‐	 ﾠ0.08	 ﾠ(the	 ﾠmaximum	 ﾠangle	 ﾠwas	 ﾠ+/-ﾭ‐	 ﾠ1).	 ﾠThe	 ﾠspeed	 ﾠat	 ﾠwhich	 ﾠthe	 ﾠ 5	 ﾠ
cursor	 ﾠcould	 ﾠbe	 ﾠmoved	 ﾠwas	 ﾠscaled	 ﾠby	 ﾠthe	 ﾠangle,	 ﾠwith	 ﾠa	 ﾠmaximum	 ﾠof	 ﾠ5	 ﾠpixels	 ﾠper	 ﾠ25	 ﾠ 6	 ﾠ
milliseconds.	 ﾠ	 ﾠ 7	 ﾠ
The	 ﾠtyping	 ﾠtask	 ﾠrequired	 ﾠparticipants	 ﾠto	 ﾠenter	 ﾠa	 ﾠstring	 ﾠof	 ﾠtwenty	 ﾠdigits	 ﾠ(chosen	 ﾠ 8	 ﾠ
from	 ﾠ digits	 ﾠ 1	 ﾠ to	 ﾠ 3)	 ﾠ using	 ﾠ a	 ﾠ numeric	 ﾠ keypad	 ﾠ with	 ﾠ their	 ﾠ left-ﾭ‐hand.	 ﾠ Digits	 ﾠ were	 ﾠ 9	 ﾠ
presented	 ﾠ in	 ﾠ a	 ﾠ randomized	 ﾠ order	 ﾠ with	 ﾠ the	 ﾠ constraint	 ﾠ that	 ﾠ no	 ﾠ single	 ﾠ digit	 ﾠ was	 ﾠ 10	 ﾠ
presented	 ﾠmore	 ﾠthan	 ﾠthree	 ﾠtimes	 ﾠin	 ﾠa	 ﾠrow	 ﾠin	 ﾠthe	 ﾠsequence.	 ﾠA	 ﾠdigit	 ﾠwas	 ﾠremoved	 ﾠ 11	 ﾠ
from	 ﾠthe	 ﾠstring	 ﾠwhen	 ﾠit	 ﾠwas	 ﾠentered	 ﾠcorrectly	 ﾠand	 ﾠall	 ﾠdigits	 ﾠmoved	 ﾠone	 ﾠposition	 ﾠup.	 ﾠ 12	 ﾠ
In	 ﾠthis	 ﾠway,	 ﾠthe	 ﾠleft-ﾭ‐most	 ﾠdigit	 ﾠwas	 ﾠalways	 ﾠthe	 ﾠnext	 ﾠone	 ﾠto	 ﾠbe	 ﾠentered.	 ﾠWhen	 ﾠan	 ﾠ 13	 ﾠ
incorrect	 ﾠdigit	 ﾠwas	 ﾠtyped,	 ﾠthe	 ﾠstring	 ﾠwould	 ﾠnot	 ﾠprogress.	 ﾠ	 ﾠ 14	 ﾠ
The	 ﾠstudy	 ﾠused	 ﾠa	 ﾠforced	 ﾠinterleaving	 ﾠparadigm,	 ﾠin	 ﾠwhich	 ﾠonly	 ﾠone	 ﾠof	 ﾠthe	 ﾠtwo	 ﾠ 15	 ﾠ
tasks	 ﾠwas	 ﾠvisible	 ﾠand	 ﾠcould	 ﾠbe	 ﾠworked	 ﾠon	 ﾠat	 ﾠany	 ﾠmoment	 ﾠin	 ﾠtime.	 ﾠBy	 ﾠdefault	 ﾠthe	 ﾠ 16	 ﾠ
typing	 ﾠtask	 ﾠwas	 ﾠvisible	 ﾠand	 ﾠthe	 ﾠtracking	 ﾠtask	 ﾠwas	 ﾠcovered	 ﾠby	 ﾠa	 ﾠgray	 ﾠsquare.	 ﾠHolding	 ﾠ 17	 ﾠ
down	 ﾠ the	 ﾠ trigger	 ﾠ of	 ﾠ the	 ﾠ joystick	 ﾠ made	 ﾠ the	 ﾠ tracking	 ﾠ task	 ﾠ visible	 ﾠ and	 ﾠ covered	 ﾠ the	 ﾠ 18	 ﾠ
typing	 ﾠtask.	 ﾠReleasing	 ﾠthe	 ﾠtrigger	 ﾠcovered	 ﾠthe	 ﾠtracking	 ﾠtask	 ﾠand	 ﾠmade	 ﾠthe	 ﾠtyping	 ﾠtask	 ﾠ 19	 ﾠ
visible	 ﾠonce	 ﾠmore.	 ﾠParticipants	 ﾠcould	 ﾠonly	 ﾠcontrol	 ﾠthe	 ﾠtask	 ﾠthat	 ﾠwas	 ﾠvisible	 ﾠ(e.g.,	 ﾠthe	 ﾠ 20	 ﾠ
cursor	 ﾠwould	 ﾠrandomly	 ﾠdrift	 ﾠand	 ﾠits	 ﾠposition	 ﾠcould	 ﾠnot	 ﾠbe	 ﾠcorrected	 ﾠwhen	 ﾠit	 ﾠwas	 ﾠnot	 ﾠ 21	 ﾠ
visible).	 ﾠ 22	 ﾠ	 ﾠ 16	 ﾠ
Design	 ﾠ 1	 ﾠ
The	 ﾠexperiment	 ﾠfollowed	 ﾠa	 ﾠ2	 ﾠx	 ﾠ2	 ﾠx	 ﾠ2	 ﾠmixed	 ﾠfactorial	 ﾠdesign.	 ﾠWithin	 ﾠsubjects,	 ﾠtwo	 ﾠ 2	 ﾠ
factors	 ﾠof	 ﾠtask	 ﾠcharacteristics	 ﾠwere	 ﾠinfluenced:	 ﾠnoise	 ﾠ(high	 ﾠor	 ﾠlow)	 ﾠand	 ﾠradius	 ﾠsize	 ﾠ 3	 ﾠ
(small	 ﾠ or	 ﾠ large).	 ﾠ Between	 ﾠ subjects,	 ﾠ the	 ﾠ payoff	 ﾠ function	 ﾠ was	 ﾠ manipulated	 ﾠ with	 ﾠ 2	 ﾠ 4	 ﾠ
levels.	 ﾠEach	 ﾠpayoff	 ﾠfunction	 ﾠadhered	 ﾠto	 ﾠthe	 ﾠsame	 ﾠbasic	 ﾠstructure	 ﾠ(see	 ﾠbelow),	 ﾠbut	 ﾠ 5	 ﾠ
had	 ﾠdifferent	 ﾠparameters	 ﾠso	 ﾠas	 ﾠto	 ﾠplace	 ﾠdifferent	 ﾠvalue	 ﾠon	 ﾠthe	 ﾠtyping	 ﾠand	 ﾠtracking	 ﾠ 6	 ﾠ
task	 ﾠ(see	 ﾠTable	 ﾠ1	 ﾠfor	 ﾠvalues	 ﾠand	 ﾠFig.	 ﾠ2	 ﾠfor	 ﾠan	 ﾠillustration).	 ﾠ	 ﾠIn	 ﾠboth	 ﾠpayoff	 ﾠconditions,	 ﾠ 7	 ﾠ
both	 ﾠthe	 ﾠspeed	 ﾠof	 ﾠcompleting	 ﾠthe	 ﾠtyping	 ﾠtask	 ﾠand	 ﾠthe	 ﾠaccuracy	 ﾠof	 ﾠperforming	 ﾠthe	 ﾠ 8	 ﾠ
tracking	 ﾠ task	 ﾠ influenced	 ﾠ the	 ﾠ payoff	 ﾠ score.	 ﾠ However,	 ﾠ between	 ﾠ groups	 ﾠ the	 ﾠ relative	 ﾠ 9	 ﾠ
weight	 ﾠof	 ﾠthese	 ﾠtwo	 ﾠcomponents	 ﾠdiffered.	 ﾠFor	 ﾠease	 ﾠof	 ﾠreference	 ﾠwe	 ﾠtherefore	 ﾠrefer	 ﾠto	 ﾠ 10	 ﾠ
the	 ﾠ two	 ﾠ groups	 ﾠ as	 ﾠ "speed"	 ﾠ and	 ﾠ "accuracy".	 ﾠ In	 ﾠ the	 ﾠ 'speed'	 ﾠ payoff	 ﾠ condition,	 ﾠ the	 ﾠ 11	 ﾠ
parameters	 ﾠplaced	 ﾠmore	 ﾠweight	 ﾠon	 ﾠfast	 ﾠcompletion	 ﾠof	 ﾠthe	 ﾠtyping	 ﾠtask,	 ﾠwhereas	 ﾠin	 ﾠ 12	 ﾠ
the	 ﾠ'accuracy'	 ﾠpayoff	 ﾠcondition	 ﾠmore	 ﾠweight	 ﾠwas	 ﾠplaced	 ﾠon	 ﾠkeeping	 ﾠthe	 ﾠcursor	 ﾠinside	 ﾠ 13	 ﾠ
the	 ﾠtarget	 ﾠarea.	 ﾠParticipants	 ﾠwere	 ﾠrandomly	 ﾠassigned	 ﾠto	 ﾠone	 ﾠor	 ﾠthe	 ﾠother	 ﾠpayoff	 ﾠ 14	 ﾠ
condition	 ﾠin	 ﾠthe	 ﾠexperiment.	 ﾠ 15	 ﾠ
	 ﾠ The	 ﾠpayoff	 ﾠfunction	 ﾠhad	 ﾠthree	 ﾠcomponents,	 ﾠas	 ﾠin	 ﾠequation	 ﾠ1:	 ﾠ 16	 ﾠ
Payoff	 ﾠ=	 ﾠGain	 ﾠ+	 ﾠTracking	 ﾠPenalty	 ﾠ+	 ﾠDigit	 ﾠPenalty	 ﾠ	 ﾠ 	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ 	 ﾠ (1)	 ﾠ 17	 ﾠ
Participants	 ﾠ could	 ﾠ gain	 ﾠ points	 ﾠ on	 ﾠ the	 ﾠ typing	 ﾠ task,	 ﾠ where	 ﾠ faster	 ﾠ trial	 ﾠ times	 ﾠ lead	 ﾠ 18	 ﾠ
exponentially	 ﾠto	 ﾠhigher	 ﾠscores,	 ﾠas	 ﾠin	 ﾠEquation	 ﾠ2:	 ﾠ 19	 ﾠ
Gain	 ﾠ=	 ﾠ0.15	 ﾠx	 ﾠe	 ﾠseverityOfTrialTime	 ﾠx	 ﾠ(TotalTrialTimeInSeconds	 ﾠ/	 ﾠ20)	 ﾠ+	 ﾠstartValuegain	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(2)	 ﾠ 20	 ﾠ	 ﾠ 17	 ﾠ
That	 ﾠis,	 ﾠgain	 ﾠhad	 ﾠan	 ﾠexponential	 ﾠrelationship	 ﾠwith	 ﾠthe	 ﾠtotal	 ﾠtime	 ﾠthat	 ﾠwas	 ﾠneeded	 ﾠto	 ﾠ 1	 ﾠ
complete	 ﾠthe	 ﾠtyping	 ﾠtask	 ﾠ(variable	 ﾠ"TotalTrialTimeInSeconds").	 ﾠLonger	 ﾠtrial	 ﾠtimes	 ﾠ 2	 ﾠ
lead	 ﾠto	 ﾠlower	 ﾠgain	 ﾠscores.	 ﾠTo	 ﾠoffset	 ﾠthe	 ﾠimpact,	 ﾠthis	 ﾠscore	 ﾠwas	 ﾠmultiplied	 ﾠwith	 ﾠa	 ﾠ 3	 ﾠ
parameter	 ﾠ that	 ﾠ could	 ﾠ reduce	 ﾠ the	 ﾠ severity	 ﾠ of	 ﾠ longer	 ﾠ trial	 ﾠ times	 ﾠ 4	 ﾠ
("severityOfTrialTime")	 ﾠand	 ﾠthe	 ﾠgain	 ﾠvalue	 ﾠwas	 ﾠgiven	 ﾠa	 ﾠstart	 ﾠvalue	 ﾠ(startValuegain).	 ﾠ 5	 ﾠ
Having	 ﾠa	 ﾠhigher	 ﾠstart	 ﾠvalue	 ﾠand	 ﾠa	 ﾠsmaller	 ﾠvalue	 ﾠfor	 ﾠthe	 ﾠseverity	 ﾠof	 ﾠtrial	 ﾠtime	 ﾠlead	 ﾠto	 ﾠ 6	 ﾠ
higher	 ﾠgain	 ﾠscores.	 ﾠTable	 ﾠ1	 ﾠprovides	 ﾠthe	 ﾠparameter	 ﾠvalues	 ﾠthat	 ﾠwere	 ﾠused	 ﾠin	 ﾠthe	 ﾠtwo	 ﾠ 7	 ﾠ
payoff	 ﾠconditions.	 ﾠThe	 ﾠtop	 ﾠfigure	 ﾠin	 ﾠFig.	 ﾠ2	 ﾠillustrates	 ﾠhow	 ﾠthe	 ﾠ"gain"	 ﾠcomponent	 ﾠof	 ﾠ 8	 ﾠ
the	 ﾠscore	 ﾠchanged	 ﾠas	 ﾠa	 ﾠfunction	 ﾠof	 ﾠthe	 ﾠtotal	 ﾠtrial	 ﾠtime.	 ﾠIt	 ﾠcan	 ﾠbe	 ﾠseen	 ﾠthat	 ﾠin	 ﾠthe	 ﾠ 9	 ﾠ
"speed"	 ﾠcondition	 ﾠthe	 ﾠdecline	 ﾠin	 ﾠgain	 ﾠas	 ﾠa	 ﾠfunction	 ﾠof	 ﾠtrial	 ﾠtime	 ﾠis	 ﾠsteeper.	 ﾠ 10	 ﾠ
	 ﾠ 11	 ﾠ
Table	 ﾠ1.	 ﾠParameter	 ﾠvalues	 ﾠfor	 ﾠthe	 ﾠpayoff	 ﾠfunction.	 ﾠ 12	 ﾠ
	 ﾠ Payoff	 ﾠfunction	 ﾠ
	 ﾠ Speed	 ﾠ Accuracy	 ﾠ
severityOfTrialTime	 ﾠ
-ﾭ‐
4.6209812	 ﾠ -ﾭ‐0.0854888	 ﾠ
StartValuegain	 ﾠ 1.1552453	 ﾠ 0.0170978	 ﾠ
compensation	 ﾠ 0.02294	 ﾠ 0	 ﾠ
severityOfBeingOutside	 ﾠ 1.1090	 ﾠ 2.2180	 ﾠ
startValuetracking	 ﾠ 1.5	 ﾠ 0.6931	 ﾠ
	 ﾠ 13	 ﾠ
A	 ﾠdigit	 ﾠpenalty	 ﾠof	 ﾠ-ﾭ‐	 ﾠ£0.01	 ﾠwas	 ﾠapplied	 ﾠfor	 ﾠevery	 ﾠdigit	 ﾠthat	 ﾠwas	 ﾠtyped	 ﾠincorrectly.	 ﾠ	 ﾠ	 ﾠ 14	 ﾠ	 ﾠ 18	 ﾠ
An	 ﾠexponential	 ﾠtracking	 ﾠpenalty	 ﾠwas	 ﾠapplied	 ﾠwhen	 ﾠthe	 ﾠcursor	 ﾠmoved	 ﾠoutside	 ﾠof	 ﾠthe	 ﾠ 1	 ﾠ
target	 ﾠarea,	 ﾠas	 ﾠin	 ﾠEquation	 ﾠ3:	 ﾠ 2	 ﾠ
Tracking	 ﾠPenalty	 ﾠ=	 ﾠ	 ﾠ 3	 ﾠ
compensation	 ﾠ	 ﾠ-ﾭ‐	 ﾠ0.10	 ﾠx	 ﾠeSecOutside	 ﾠx	 ﾠseverityOfBeingOutside	 ﾠ–	 ﾠstartValuetracking	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ	 ﾠ(3)	 ﾠ 4	 ﾠ
The	 ﾠtracking	 ﾠpenalty	 ﾠfunction	 ﾠhas	 ﾠan	 ﾠexponential	 ﾠrelationship	 ﾠwith	 ﾠthe	 ﾠtotal	 ﾠtime	 ﾠ 5	 ﾠ
that	 ﾠ the	 ﾠ cursor	 ﾠ spent	 ﾠ outside	 ﾠ of	 ﾠ the	 ﾠ target	 ﾠ area	 ﾠ (parameter	 ﾠ SecOutside).	 ﾠ Longer	 ﾠ 6	 ﾠ
times	 ﾠoutside	 ﾠof	 ﾠthe	 ﾠtarget	 ﾠarea	 ﾠlead	 ﾠto	 ﾠstronger	 ﾠpenalties.	 ﾠAgain,	 ﾠthis	 ﾠfunction	 ﾠwas	 ﾠ 7	 ﾠ
offset	 ﾠby	 ﾠa	 ﾠstartvalue	 ﾠ(startValuetracking)	 ﾠand	 ﾠmultiplied	 ﾠwith	 ﾠa	 ﾠparameter	 ﾠto	 ﾠreduce	 ﾠ 8	 ﾠ
the	 ﾠ impact	 ﾠ of	 ﾠ time	 ﾠ outside	 ﾠ (parameter	 ﾠ severityOfBeingOutside).	 ﾠ To	 ﾠ avoid	 ﾠ 9	 ﾠ
participants	 ﾠfrom	 ﾠlosing	 ﾠall	 ﾠtheir	 ﾠmoney	 ﾠon	 ﾠa	 ﾠgiven	 ﾠtrial,	 ﾠthe	 ﾠpayoff	 ﾠfunction	 ﾠhad	 ﾠa	 ﾠ 10	 ﾠ
minimum	 ﾠscore	 ﾠof	 ﾠ–	 ﾠ£0.20.	 ﾠTable	 ﾠ1	 ﾠprovides	 ﾠthe	 ﾠparameter	 ﾠvalues	 ﾠthat	 ﾠwere	 ﾠused	 ﾠin	 ﾠ 11	 ﾠ
the	 ﾠtwo	 ﾠpayoff	 ﾠconditions.	 ﾠFig.	 ﾠ2	 ﾠillustrates	 ﾠhow	 ﾠthe	 ﾠtracking	 ﾠpenalty	 ﾠaccumulated	 ﾠas	 ﾠ 12	 ﾠ
a	 ﾠfunction	 ﾠof	 ﾠtime	 ﾠthat	 ﾠthe	 ﾠcursor	 ﾠwas	 ﾠoutside	 ﾠof	 ﾠthe	 ﾠtarget	 ﾠarea.	 ﾠIn	 ﾠthe	 ﾠ"accuracy"	 ﾠ 13	 ﾠ
payoff	 ﾠcondition,	 ﾠthe	 ﾠpenalty	 ﾠincreases	 ﾠmore	 ﾠrapidly	 ﾠcompared	 ﾠto	 ﾠthe	 ﾠ"speed"	 ﾠpayoff	 ﾠ 14	 ﾠ
condition.	 ﾠ	 ﾠ 15	 ﾠ
Procedure	 ﾠ 16	 ﾠ
Participants	 ﾠwere	 ﾠinformed	 ﾠthat	 ﾠthey	 ﾠwould	 ﾠbe	 ﾠrequired	 ﾠto	 ﾠperform	 ﾠa	 ﾠseries	 ﾠof	 ﾠdual-ﾭ‐ 17	 ﾠ
task	 ﾠtrials	 ﾠand	 ﾠthat	 ﾠthey	 ﾠwould	 ﾠbe	 ﾠpaid	 ﾠbased	 ﾠon	 ﾠtheir	 ﾠperformance.	 ﾠA	 ﾠparticipant’s	 ﾠ 18	 ﾠ
payment	 ﾠ was	 ﾠ based	 ﾠ on	 ﾠ the	 ﾠ cumulative	 ﾠ payoff	 ﾠ over	 ﾠ the	 ﾠ course	 ﾠ of	 ﾠ the	 ﾠ study,	 ﾠ in	 ﾠ 19	 ﾠ
addition	 ﾠto	 ﾠa	 ﾠbase	 ﾠpayment	 ﾠof	 ﾠ£5	 ﾠ(participants	 ﾠin	 ﾠ'speed'	 ﾠpayoff	 ﾠcondition)	 ﾠor	 ﾠ£3	 ﾠ 20	 ﾠ
(participants	 ﾠin	 ﾠ'accuracy'	 ﾠpayoff	 ﾠcondition).	 ﾠDifferent	 ﾠbase	 ﾠpayments	 ﾠwere	 ﾠchosen,	 ﾠ 21	 ﾠ
as	 ﾠthe	 ﾠaverage	 ﾠgain	 ﾠper	 ﾠtrial	 ﾠdiffered	 ﾠbetween	 ﾠconditions.	 ﾠBy	 ﾠchoosing	 ﾠa	 ﾠdifferent	 ﾠ 22	 ﾠ	 ﾠ 19	 ﾠ
base-ﾭ‐rate,	 ﾠ each	 ﾠ participant	 ﾠ had	 ﾠ a	 ﾠ guaranteed	 ﾠ minimum	 ﾠ payment	 ﾠ of	 ﾠ £5	 ﾠ (the	 ﾠ 1	 ﾠ
institute's	 ﾠdefault	 ﾠpayment	 ﾠrate	 ﾠper	 ﾠhour).	 ﾠ 2	 ﾠ
	 ﾠ After	 ﾠ an	 ﾠ explanation	 ﾠ of	 ﾠ the	 ﾠ task,	 ﾠ participants	 ﾠ performed	 ﾠ two	 ﾠ single-ﾭ‐task	 ﾠ 3	 ﾠ
training	 ﾠ trials	 ﾠ for	 ﾠ each	 ﾠ task	 ﾠ and	 ﾠ two	 ﾠ dual-ﾭ‐task	 ﾠ practice	 ﾠ trials.	 ﾠ Participants	 ﾠ were	 ﾠ 4	 ﾠ
instructed	 ﾠthat	 ﾠin	 ﾠdual-ﾭ‐tasks	 ﾠthey	 ﾠcould	 ﾠonly	 ﾠsee	 ﾠand	 ﾠcontrol	 ﾠone	 ﾠtask	 ﾠat	 ﾠa	 ﾠtime	 ﾠand	 ﾠ 5	 ﾠ
had	 ﾠto	 ﾠactively	 ﾠswitch	 ﾠbetween	 ﾠtasks	 ﾠby	 ﾠpressing	 ﾠthe	 ﾠtrigger	 ﾠbutton	 ﾠon	 ﾠthe	 ﾠjoystick.	 ﾠ 6	 ﾠ
	 ﾠ	 ﾠ Participants	 ﾠthen	 ﾠcompleted	 ﾠfour	 ﾠblocks	 ﾠof	 ﾠexperimental	 ﾠtrials	 ﾠ(one	 ﾠfor	 ﾠeach	 ﾠ 7	 ﾠ
experimental	 ﾠcondition).	 ﾠIn	 ﾠthe	 ﾠfirst	 ﾠtwo	 ﾠblocks,	 ﾠparticipants	 ﾠexperienced	 ﾠa	 ﾠsingle	 ﾠ 8	 ﾠ
noise	 ﾠlevel,	 ﾠeither	 ﾠlow	 ﾠor	 ﾠhigh	 ﾠnoise.	 ﾠThe	 ﾠnoise	 ﾠlevel	 ﾠwas	 ﾠrandomly	 ﾠassigned	 ﾠand	 ﾠ 9	 ﾠ
balanced	 ﾠacross	 ﾠparticipants.	 ﾠOn	 ﾠthe	 ﾠfirst	 ﾠblock	 ﾠa	 ﾠradius	 ﾠsize	 ﾠ(small	 ﾠor	 ﾠlarge)	 ﾠwas	 ﾠ 10	 ﾠ
also	 ﾠrandomly	 ﾠassigned,	 ﾠon	 ﾠthe	 ﾠsecond	 ﾠblock	 ﾠthe	 ﾠother	 ﾠradius	 ﾠlevel	 ﾠwas	 ﾠassigned.	 ﾠFor	 ﾠ 11	 ﾠ
the	 ﾠthird	 ﾠand	 ﾠfourth	 ﾠblock	 ﾠthis	 ﾠorder	 ﾠof	 ﾠradius	 ﾠconditions	 ﾠwas	 ﾠrepeated,	 ﾠbut	 ﾠwith	 ﾠ 12	 ﾠ
another	 ﾠ level	 ﾠ for	 ﾠ noise.	 ﾠ For	 ﾠ each	 ﾠ block,	 ﾠ participants	 ﾠ completed	 ﾠ five	 ﾠ single-ﾭ‐task	 ﾠ 13	 ﾠ
tracking	 ﾠtrials,	 ﾠfive	 ﾠsingle-ﾭ‐task	 ﾠtyping	 ﾠtrials,	 ﾠand	 ﾠtwenty	 ﾠdual-ﾭ‐task	 ﾠtrials.	 ﾠThe	 ﾠdual-ﾭ‐ 14	 ﾠ
task	 ﾠtrials	 ﾠwere	 ﾠfurther	 ﾠgrouped	 ﾠinto	 ﾠsets	 ﾠof	 ﾠfive	 ﾠtrials,	 ﾠwith	 ﾠa	 ﾠshort	 ﾠpause	 ﾠbetween	 ﾠ 15	 ﾠ
each	 ﾠset.	 ﾠThe	 ﾠtotal	 ﾠprocedure	 ﾠtook	 ﾠabout	 ﾠone	 ﾠhour	 ﾠto	 ﾠcomplete.	 ﾠ 16	 ﾠ
	 ﾠ Participants	 ﾠwere	 ﾠaware	 ﾠthat	 ﾠthe	 ﾠpayoff	 ﾠthat	 ﾠthey	 ﾠreceived	 ﾠwas	 ﾠinfluenced	 ﾠby	 ﾠ 17	 ﾠ
their	 ﾠperformance	 ﾠon	 ﾠthe	 ﾠtyping	 ﾠtask	 ﾠand	 ﾠby	 ﾠtheir	 ﾠperformance	 ﾠon	 ﾠthe	 ﾠtracking	 ﾠtask.	 ﾠ 18	 ﾠ
Specifically,	 ﾠin	 ﾠall	 ﾠconditions,	 ﾠparticipants	 ﾠwere	 ﾠtold	 ﾠthat	 ﾠthey	 ﾠcould	 ﾠgain	 ﾠpoints	 ﾠby	 ﾠ 19	 ﾠ
completing	 ﾠthe	 ﾠtyping	 ﾠtask	 ﾠas	 ﾠquickly	 ﾠas	 ﾠthey	 ﾠcould	 ﾠand	 ﾠthat	 ﾠfaster	 ﾠtrial	 ﾠcompletion	 ﾠ 20	 ﾠ
times	 ﾠwould	 ﾠlead	 ﾠto	 ﾠhigher	 ﾠscores.	 ﾠAll	 ﾠparticipants	 ﾠwere	 ﾠalso	 ﾠinstructed	 ﾠthat	 ﾠthey	 ﾠ 21	 ﾠ
lost	 ﾠ points	 ﾠ when	 ﾠ the	 ﾠ cursor	 ﾠ went	 ﾠ outside	 ﾠ of	 ﾠ the	 ﾠ target	 ﾠ area.	 ﾠ They	 ﾠ were	 ﾠ also	 ﾠ 22	 ﾠ	 ﾠ 20	 ﾠ
informed	 ﾠthat	 ﾠthey	 ﾠlost	 ﾠpoints	 ﾠwhen	 ﾠthey	 ﾠmade	 ﾠtyping	 ﾠerrors.	 ﾠOr	 ﾠto	 ﾠstate	 ﾠdifferently:	 ﾠ 1	 ﾠ
all	 ﾠparticipants	 ﾠwere	 ﾠinformed	 ﾠthat	 ﾠboth	 ﾠspeed	 ﾠ(on	 ﾠthe	 ﾠtyping	 ﾠtask)	 ﾠand	 ﾠaccuracy	 ﾠ(on	 ﾠ 2	 ﾠ
the	 ﾠ tracking	 ﾠ task)	 ﾠ mattered.	 ﾠ However,	 ﾠ they	 ﾠ were	 ﾠ not	 ﾠ informed	 ﾠ of	 ﾠ the	 ﾠ exact	 ﾠ 3	 ﾠ
equations	 ﾠthat	 ﾠunderlie	 ﾠtheir	 ﾠpayoff,	 ﾠnor	 ﾠof	 ﾠthe	 ﾠrelative	 ﾠweight	 ﾠof	 ﾠeach	 ﾠcomponent	 ﾠ 4	 ﾠ
(i.e.,	 ﾠ whether	 ﾠ fast	 ﾠ completion	 ﾠ or	 ﾠ tracking	 ﾠ accuracy	 ﾠ were	 ﾠ more	 ﾠ valuable).	 ﾠ This	 ﾠ 5	 ﾠ
allowed	 ﾠus	 ﾠto	 ﾠinvestigate	 ﾠhow	 ﾠwell	 ﾠparticipants	 ﾠadapted	 ﾠtheir	 ﾠperformance	 ﾠto	 ﾠthe	 ﾠ 6	 ﾠ
feedback	 ﾠthey	 ﾠreceived	 ﾠon	 ﾠtheir	 ﾠperformance	 ﾠat	 ﾠthe	 ﾠend	 ﾠof	 ﾠeach	 ﾠtrial.	 ﾠDo	 ﾠpeople	 ﾠ 7	 ﾠ
behave	 ﾠ differently	 ﾠ based	 ﾠ on	 ﾠ the	 ﾠ payoff	 ﾠ function,	 ﾠ or	 ﾠ do	 ﾠ they	 ﾠ apply	 ﾠ "default"	 ﾠ 8	 ﾠ
interleaving	 ﾠ strategies	 ﾠ that	 ﾠ are	 ﾠ independent	 ﾠ of	 ﾠ the	 ﾠ payoff	 ﾠ function?	 ﾠ For	 ﾠ ease	 ﾠ of	 ﾠ 9	 ﾠ
reference,	 ﾠwe	 ﾠrefer	 ﾠto	 ﾠour	 ﾠtwo	 ﾠgroups	 ﾠof	 ﾠparticipants	 ﾠas	 ﾠ"speed"	 ﾠand	 ﾠ"accuracy"	 ﾠto	 ﾠ 10	 ﾠ
emphasize	 ﾠ what	 ﾠ task	 ﾠ had	 ﾠ a	 ﾠ relatively	 ﾠ stronger	 ﾠ weight	 ﾠ in	 ﾠ the	 ﾠ payoff	 ﾠ function.	 ﾠ 11	 ﾠ
However,	 ﾠboth	 ﾠaspects	 ﾠmattered	 ﾠin	 ﾠboth	 ﾠpayoff	 ﾠconditions.	 ﾠ 12	 ﾠ
Measures	 ﾠ 13	 ﾠ
In	 ﾠour	 ﾠmain	 ﾠanalysis	 ﾠwe	 ﾠreport	 ﾠresults	 ﾠonly	 ﾠfor	 ﾠthe	 ﾠlast	 ﾠ5	 ﾠtrials	 ﾠof	 ﾠeach	 ﾠblock.	 ﾠThe	 ﾠ 14	 ﾠ
motivation	 ﾠfor	 ﾠthis	 ﾠis	 ﾠthat	 ﾠwe	 ﾠare	 ﾠinterested	 ﾠin	 ﾠparticipants’	 ﾠbehavior	 ﾠafter	 ﾠthey	 ﾠhad	 ﾠ 15	 ﾠ
time	 ﾠto	 ﾠbecome	 ﾠaccustomed	 ﾠto	 ﾠthe	 ﾠpayoff	 ﾠfunction	 ﾠand	 ﾠhave	 ﾠreceived	 ﾠfeedback	 ﾠon	 ﾠ 16	 ﾠ
their	 ﾠperformance.	 ﾠFor	 ﾠeach	 ﾠmetric	 ﾠwe	 ﾠcalculate	 ﾠa	 ﾠscore	 ﾠ(e.g.,	 ﾠtotal	 ﾠtrial	 ﾠtime)	 ﾠper	 ﾠ 17	 ﾠ
trial	 ﾠand	 ﾠreport	 ﾠthe	 ﾠaverage	 ﾠscore	 ﾠacross	 ﾠthe	 ﾠ5	 ﾠtrials.	 ﾠThis	 ﾠaverage	 ﾠscore	 ﾠis	 ﾠalso	 ﾠused	 ﾠ 18	 ﾠ
in	 ﾠstatistical	 ﾠanalyses.	 ﾠ 19	 ﾠ
	 ﾠ Performance	 ﾠ is	 ﾠ expressed	 ﾠ in	 ﾠ three	 ﾠ metrics:	 ﾠ total	 ﾠ trial	 ﾠ time,	 ﾠ maximum	 ﾠ 20	 ﾠ
deviation	 ﾠof	 ﾠthe	 ﾠcursor	 ﾠfrom	 ﾠthe	 ﾠcenter	 ﾠof	 ﾠthe	 ﾠtarget	 ﾠarea,	 ﾠand	 ﾠtotal	 ﾠtime	 ﾠthe	 ﾠcursor	 ﾠ 21	 ﾠ
spent	 ﾠoutside	 ﾠof	 ﾠthe	 ﾠtarget	 ﾠarea.	 ﾠ	 ﾠTotal	 ﾠtrial	 ﾠtime	 ﾠis	 ﾠdefined	 ﾠas	 ﾠthe	 ﾠtime	 ﾠbetween	 ﾠthe	 ﾠ 22	 ﾠ	 ﾠ 21	 ﾠ
start	 ﾠ of	 ﾠ the	 ﾠ trial	 ﾠ and	 ﾠ the	 ﾠ time	 ﾠ at	 ﾠ which	 ﾠ the	 ﾠ last	 ﾠ digit	 ﾠ of	 ﾠ the	 ﾠ string	 ﾠ of	 ﾠ digits	 ﾠ was	 ﾠ 1	 ﾠ
pressed.	 ﾠ	 ﾠ 2	 ﾠ
For	 ﾠ maximum	 ﾠ deviation	 ﾠ of	 ﾠ the	 ﾠ cursor	 ﾠ we	 ﾠ calculated	 ﾠ per	 ﾠ trial	 ﾠ what	 ﾠ the	 ﾠ 3	 ﾠ
furthest	 ﾠ deviation	 ﾠ of	 ﾠ the	 ﾠ cursor	 ﾠ from	 ﾠ the	 ﾠ center	 ﾠ of	 ﾠ the	 ﾠ target	 ﾠ was.	 ﾠ For	 ﾠ each	 ﾠ 4	 ﾠ
participant	 ﾠwe	 ﾠthen	 ﾠcalculated	 ﾠthe	 ﾠaverage	 ﾠvalue	 ﾠacross	 ﾠtrials.	 ﾠThis	 ﾠmeasure	 ﾠis	 ﾠof	 ﾠ 5	 ﾠ
interest	 ﾠgiven	 ﾠits	 ﾠsimilarity	 ﾠto	 ﾠa	 ﾠmetric	 ﾠof	 ﾠdriver	 ﾠdistraction	 ﾠresearch:	 ﾠhow	 ﾠfar	 ﾠdoes	 ﾠa	 ﾠ 6	 ﾠ
car	 ﾠ (here:	 ﾠ cursor)	 ﾠ drift	 ﾠ outside	 ﾠ of	 ﾠ the	 ﾠ lane	 ﾠ boundary	 ﾠ (here:	 ﾠ target	 ﾠ area)	 ﾠ due	 ﾠ to	 ﾠ 7	 ﾠ
inattention?	 ﾠ	 ﾠ 8	 ﾠ
The	 ﾠthird	 ﾠmeasure	 ﾠis	 ﾠthe	 ﾠaverage	 ﾠtotal	 ﾠtime	 ﾠthat	 ﾠthe	 ﾠcursor	 ﾠspent	 ﾠoutside	 ﾠof	 ﾠ 9	 ﾠ
the	 ﾠtarget	 ﾠarea.	 ﾠThe	 ﾠmetric	 ﾠis	 ﾠagain	 ﾠrelated	 ﾠto	 ﾠmeasures	 ﾠof	 ﾠdriver	 ﾠdistraction:	 ﾠhow	 ﾠ 10	 ﾠ
long	 ﾠwas	 ﾠa	 ﾠcar	 ﾠ(here:	 ﾠcursor)	 ﾠoutside	 ﾠof	 ﾠthe	 ﾠlane	 ﾠboundary	 ﾠ(here:	 ﾠtarget	 ﾠarea)	 ﾠdue	 ﾠto	 ﾠ 11	 ﾠ
inattention?	 ﾠ	 ﾠ 12	 ﾠ
	 ﾠ We	 ﾠalso	 ﾠanalyzed	 ﾠfour	 ﾠrelated	 ﾠmetrics	 ﾠthat	 ﾠreflect	 ﾠparticipants'	 ﾠstrategy	 ﾠfor	 ﾠ 13	 ﾠ
interleaving	 ﾠbetween	 ﾠtasks.	 ﾠThe	 ﾠmaximum	 ﾠnumber	 ﾠof	 ﾠdigits	 ﾠtyped	 ﾠper	 ﾠvisit	 ﾠto	 ﾠthe	 ﾠ 14	 ﾠ
typing	 ﾠ window	 ﾠ reflects	 ﾠ how	 ﾠ long	 ﾠ participants	 ﾠ were	 ﾠ willing	 ﾠ to	 ﾠ stay	 ﾠ in	 ﾠ the	 ﾠ typing	 ﾠ 15	 ﾠ
window	 ﾠ while	 ﾠ the	 ﾠ cursor	 ﾠ drifted	 ﾠ out	 ﾠ of	 ﾠ sight.	 ﾠ Only	 ﾠ correctly	 ﾠ typed	 ﾠ digits	 ﾠ were	 ﾠ 16	 ﾠ
considered.	 ﾠThe	 ﾠsecond	 ﾠmetric	 ﾠis	 ﾠthe	 ﾠaverage	 ﾠtime	 ﾠthat	 ﾠwas	 ﾠspent	 ﾠper	 ﾠvisit	 ﾠto	 ﾠthe	 ﾠ 17	 ﾠ
typing	 ﾠwindow.	 ﾠThe	 ﾠthird	 ﾠmetric	 ﾠis	 ﾠthe	 ﾠaverage	 ﾠnumber	 ﾠof	 ﾠvisits	 ﾠto	 ﾠthe	 ﾠtracking	 ﾠ 18	 ﾠ
window.	 ﾠThe	 ﾠfourth	 ﾠmetric	 ﾠis	 ﾠthe	 ﾠaverage	 ﾠtime	 ﾠthat	 ﾠis	 ﾠspent	 ﾠin	 ﾠthe	 ﾠtracking	 ﾠwindow	 ﾠ 19	 ﾠ
per	 ﾠvisit.	 ﾠTaken	 ﾠtogether,	 ﾠthese	 ﾠfour	 ﾠmetrics	 ﾠdescribe	 ﾠhow	 ﾠfrequently	 ﾠparticipants	 ﾠ 20	 ﾠ
visit	 ﾠeach	 ﾠtask	 ﾠand	 ﾠhow	 ﾠlong	 ﾠthey	 ﾠspend	 ﾠon	 ﾠeach	 ﾠtask	 ﾠbefore	 ﾠmoving	 ﾠon	 ﾠto	 ﾠthe	 ﾠnext	 ﾠ 21	 ﾠ
task.	 ﾠ This	 ﾠ again	 ﾠ relates	 ﾠ to	 ﾠ measures	 ﾠ of	 ﾠ driver	 ﾠ distraction	 ﾠ that	 ﾠ investigate	 ﾠ how	 ﾠ 22	 ﾠ	 ﾠ 22	 ﾠ
frequently	 ﾠand	 ﾠhow	 ﾠlong	 ﾠparticipants	 ﾠglance	 ﾠat	 ﾠthe	 ﾠroad	 ﾠ(here:	 ﾠnumber	 ﾠof	 ﾠvisits	 ﾠto	 ﾠ 1	 ﾠ
tracking	 ﾠ task	 ﾠ and	 ﾠ duration	 ﾠ of	 ﾠ that	 ﾠ visit)	 ﾠ and	 ﾠ how	 ﾠ much	 ﾠ time	 ﾠ they	 ﾠ spend	 ﾠ on	 ﾠ a	 ﾠ 2	 ﾠ
distracting	 ﾠtask	 ﾠ(here	 ﾠexpressed	 ﾠas	 ﾠmaximum	 ﾠnumber	 ﾠof	 ﾠsteps	 ﾠcompleted	 ﾠand	 ﾠas	 ﾠ 3	 ﾠ
average	 ﾠvisit	 ﾠtime).	 ﾠ 4	 ﾠ
	 ﾠ In	 ﾠour	 ﾠanalysis	 ﾠwe	 ﾠfound	 ﾠthat	 ﾠparticipants	 ﾠdiffered	 ﾠin	 ﾠtheir	 ﾠtyping	 ﾠspeed	 ﾠand	 ﾠ 5	 ﾠ
that	 ﾠthis	 ﾠaffected	 ﾠperformance	 ﾠand	 ﾠstrategy.	 ﾠTo	 ﾠincorporate	 ﾠthis	 ﾠinto	 ﾠour	 ﾠstatistical	 ﾠ 6	 ﾠ
analysis,	 ﾠwe	 ﾠsplit	 ﾠthe	 ﾠparticipants	 ﾠof	 ﾠeach	 ﾠpayoff	 ﾠcondition	 ﾠinto	 ﾠtwo	 ﾠgroups	 ﾠusing	 ﾠa	 ﾠ 7	 ﾠ
split	 ﾠ mean	 ﾠ procedure	 ﾠ on	 ﾠ the	 ﾠ average	 ﾠ interkeypress	 ﾠ interval	 ﾠ times	 ﾠ (IKI).	 ﾠ This	 ﾠ 8	 ﾠ
resulted	 ﾠin	 ﾠfour	 ﾠequal	 ﾠgroups:	 ﾠfast	 ﾠtypers	 ﾠin	 ﾠthe	 ﾠspeed	 ﾠpayoff	 ﾠcondition	 ﾠ(IKIs	 ﾠof	 ﾠ184,	 ﾠ 9	 ﾠ
184,	 ﾠ198,	 ﾠ264,	 ﾠ286,	 ﾠand	 ﾠ309	 ﾠmsec),	 ﾠslow	 ﾠtypers	 ﾠin	 ﾠthe	 ﾠspeed	 ﾠpayoff	 ﾠcondition	 ﾠ(IKIs	 ﾠof	 ﾠ 10	 ﾠ
317,	 ﾠ382,	 ﾠ384,	 ﾠ394,	 ﾠ394,	 ﾠand	 ﾠ470	 ﾠmsec),	 ﾠfast	 ﾠtypers	 ﾠin	 ﾠthe	 ﾠaccuracy	 ﾠpayoff	 ﾠcondition	 ﾠ 11	 ﾠ
(IKIs	 ﾠof	 ﾠ211,	 ﾠ224,	 ﾠ226,	 ﾠ255,	 ﾠ259,	 ﾠand	 ﾠ276	 ﾠmsec),	 ﾠand	 ﾠslow	 ﾠtypers	 ﾠin	 ﾠthe	 ﾠaccuracy	 ﾠ 12	 ﾠ
payoff	 ﾠcondition	 ﾠ(IKIs	 ﾠof	 ﾠ290,	 ﾠ388,	 ﾠ403,	 ﾠ405,	 ﾠ443,	 ﾠand	 ﾠ451	 ﾠmsec).	 ﾠ	 ﾠ 13	 ﾠ
	 ﾠ For	 ﾠstatistical	 ﾠanalysis	 ﾠwe	 ﾠused	 ﾠa	 ﾠ2	 ﾠ	 ﾠ(payoff	 ﾠfunction:	 ﾠspeed/accuracy)	 ﾠx	 ﾠ2	 ﾠ 14	 ﾠ
(cursor	 ﾠnoise:	 ﾠlow/high)	 ﾠ x	 ﾠ 2	 ﾠ (target	 ﾠ size:	 ﾠ small,	 ﾠ large)	 ﾠ x	 ﾠ 2	 ﾠ (typing	 ﾠ speed:	 ﾠ 15	 ﾠ
relatively	 ﾠ slow/fast)	 ﾠ ANOVA.	 ﾠ We	 ﾠ only	 ﾠ considered	 ﾠ main	 ﾠ effects	 ﾠ and	 ﾠ two-ﾭ‐way	 ﾠ 16	 ﾠ
interactions.	 ﾠA	 ﾠsignificance	 ﾠlevel	 ﾠof	 ﾠ.05	 ﾠwas	 ﾠapplied	 ﾠthroughout.	 ﾠTable	 ﾠ2	 ﾠgives	 ﾠan	 ﾠ 17	 ﾠ
overview	 ﾠof	 ﾠthe	 ﾠstatistical	 ﾠeffects	 ﾠfound.	 ﾠThese	 ﾠare	 ﾠdiscussed	 ﾠin	 ﾠmore	 ﾠdetail	 ﾠin	 ﾠthe	 ﾠ 18	 ﾠ
text.	 ﾠ	 ﾠ 19	 ﾠ	 ﾠ 23	 ﾠ
Results	 ﾠand	 ﾠdiscussion	 ﾠ 1	 ﾠ
Overall	 ﾠperformance	 ﾠ	 ﾠ 2	 ﾠ
Fig.	 ﾠ3	 ﾠplots	 ﾠthe	 ﾠperformance	 ﾠspace	 ﾠof	 ﾠtotal	 ﾠtrial	 ﾠtime	 ﾠversus	 ﾠthe	 ﾠmaximum	 ﾠdistance	 ﾠ 3	 ﾠ
that	 ﾠthe	 ﾠcursor	 ﾠmoved	 ﾠaway	 ﾠfrom	 ﾠthe	 ﾠcenter	 ﾠof	 ﾠthe	 ﾠtarget	 ﾠin	 ﾠone	 ﾠplot	 ﾠfor	 ﾠall	 ﾠeight	 ﾠ 4	 ﾠ
conditions.	 ﾠThe	 ﾠmajority	 ﾠof	 ﾠthe	 ﾠeight	 ﾠconditions	 ﾠroughly	 ﾠtake	 ﾠup	 ﾠa	 ﾠunique	 ﾠpoint	 ﾠin	 ﾠ 5	 ﾠ
this	 ﾠ performance	 ﾠ space,	 ﾠ suggesting	 ﾠ that	 ﾠ performance	 ﾠ was	 ﾠ different	 ﾠ in	 ﾠ each	 ﾠ 6	 ﾠ
condition.	 ﾠ	 ﾠ 7	 ﾠ
	 ﾠ In	 ﾠ general,	 ﾠ the	 ﾠ cursor	 ﾠ deviated	 ﾠ more	 ﾠ for	 ﾠ the	 ﾠ 'speed'	 ﾠ (of	 ﾠ typing)	 ﾠ payoff	 ﾠ 8	 ﾠ
condition	 ﾠ(Fig.	 ﾠ3:	 ﾠblack	 ﾠpoints)	 ﾠthan	 ﾠfor	 ﾠthe	 ﾠ'accuracy'	 ﾠ(of	 ﾠtracking)	 ﾠcondition	 ﾠ(grey	 ﾠ 9	 ﾠ
points).	 ﾠ The	 ﾠ cursor	 ﾠ also	 ﾠ deviated	 ﾠ more	 ﾠ when	 ﾠ the	 ﾠ noise	 ﾠ was	 ﾠ high	 ﾠ (squares)	 ﾠ 10	 ﾠ
compared	 ﾠto	 ﾠlow	 ﾠ(circles),	 ﾠand	 ﾠwhen	 ﾠthe	 ﾠradius	 ﾠwas	 ﾠlarge	 ﾠ(open	 ﾠpoints)	 ﾠcompared	 ﾠ 11	 ﾠ
to	 ﾠsmall	 ﾠ(closed	 ﾠpoints).	 ﾠFor	 ﾠtrial	 ﾠtime,	 ﾠperformance	 ﾠwas	 ﾠmostly	 ﾠaffected	 ﾠby	 ﾠtask	 ﾠ 12	 ﾠ
difficultly,	 ﾠas	 ﾠtrial	 ﾠtimes	 ﾠwere	 ﾠshorter	 ﾠwhen	 ﾠnoise	 ﾠwas	 ﾠlow	 ﾠ(circles),	 ﾠor	 ﾠwhen	 ﾠthe	 ﾠ 13	 ﾠ
radius	 ﾠwas	 ﾠlarge	 ﾠ(open	 ﾠpoints).	 ﾠStatistical	 ﾠanalysis	 ﾠconfirmed	 ﾠthese	 ﾠfindings.	 ﾠThe	 ﾠ 14	 ﾠ
effects	 ﾠare	 ﾠsummarized	 ﾠin	 ﾠTable	 ﾠ2,	 ﾠand	 ﾠdiscussed	 ﾠin	 ﾠmore	 ﾠdetail	 ﾠbelow.	 ﾠThe	 ﾠraw	 ﾠdata	 ﾠ 15	 ﾠ
is	 ﾠincluded	 ﾠtogether	 ﾠwith	 ﾠan	 ﾠR	 ﾠanalysis	 ﾠscript	 ﾠas	 ﾠsupplementary	 ﾠmaterial,	 ﾠS1	 ﾠfile.	 ﾠ 16	 ﾠ
	 ﾠ 17	 ﾠ
	 ﾠ 18	 ﾠ
	 ﾠ 19	 ﾠ
	 ﾠ 20	 ﾠ
	 ﾠ 21	 ﾠ	 ﾠ 24	 ﾠ
	 ﾠ 1	 ﾠ
	 ﾠ 2	 ﾠ
	 ﾠ 3	 ﾠ
	 ﾠ 4	 ﾠ
	 ﾠ 5	 ﾠ








































































































































































































Payoff	 ﾠfunction	 ﾠ(P)	 ﾠ 	 ﾠ **	 ﾠ .	 ﾠ ***	 ﾠ ***	 ﾠ **	 ﾠ 	 ﾠ
Noise	 ﾠ(N)	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ
Radius	 ﾠ(R)	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ
IKI	 ﾠgroup	 ﾠ(I)	 ﾠ ***	 ﾠ ***	 ﾠ **	 ﾠ ***	 ﾠ 	 ﾠ **	 ﾠ *	 ﾠ
P	 ﾠx	 ﾠN	 ﾠ 	 ﾠ **	 ﾠ *	 ﾠ .	 ﾠ *	 ﾠ 	 ﾠ 	 ﾠ
P	 ﾠx	 ﾠR	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ *	 ﾠ 	 ﾠ
N	 ﾠx	 ﾠR	 ﾠ *	 ﾠ *	 ﾠ **	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ
P	 ﾠx	 ﾠI	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ *	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ
N	 ﾠx	 ﾠI	 ﾠ *	 ﾠ 	 ﾠ .	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ
R	 ﾠx	 ﾠI	 ﾠ *	 ﾠ 	 ﾠ **	 ﾠ 	 ﾠ 	 ﾠ .	 ﾠ 	 ﾠ
.:	 ﾠ	 ﾠ	 ﾠ	 ﾠ.05	 ﾠ<	 ﾠp	 ﾠ<=	 ﾠ.10;	 ﾠ	 ﾠ 7	 ﾠ
*:	 ﾠ	 ﾠ	 ﾠ.01	 ﾠ<	 ﾠp	 ﾠ<	 ﾠ.05;	 ﾠ	 ﾠ 8	 ﾠ	 ﾠ 25	 ﾠ
**:	 ﾠ.001	 ﾠ<	 ﾠp	 ﾠ<	 ﾠ.01;	 ﾠ 1	 ﾠ
***:	 ﾠp	 ﾠ<=	 ﾠ.001	 ﾠ 2	 ﾠ
	 ﾠ 3	 ﾠ
	 ﾠ Trial	 ﾠtime	 ﾠwas	 ﾠaffected	 ﾠby	 ﾠthe	 ﾠcharacteristics	 ﾠof	 ﾠthe	 ﾠtask.	 ﾠSpecifically,	 ﾠthe	 ﾠtrial	 ﾠ 4	 ﾠ
time	 ﾠwas	 ﾠlonger	 ﾠwhen	 ﾠthere	 ﾠwas	 ﾠhigh	 ﾠnoise	 ﾠ(M	 ﾠ=	 ﾠ13.62	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ6.71	 ﾠsec)	 ﾠcompared	 ﾠ 5	 ﾠ
to	 ﾠlow	 ﾠnoise	 ﾠ(M	 ﾠ=	 ﾠ9.76	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ3.89	 ﾠsec),	 ﾠF(1,	 ﾠ21)	 ﾠ=	 ﾠ26.38,	 ﾠp	 ﾠ<	 ﾠ.001,	 ﾠηp2	 ﾠ=0.557.	 ﾠ 6	 ﾠ
Similarly,	 ﾠtrial	 ﾠtime	 ﾠwas	 ﾠlonger	 ﾠwhen	 ﾠthe	 ﾠradius	 ﾠof	 ﾠthe	 ﾠtarget	 ﾠwas	 ﾠsmall	 ﾠ(M	 ﾠ=	 ﾠ13.20	 ﾠ 7	 ﾠ
sec,	 ﾠSD	 ﾠ	 ﾠ=	 ﾠ6.54	 ﾠsec)	 ﾠcompared	 ﾠto	 ﾠlarge	 ﾠ(M	 ﾠ=	 ﾠ10.19	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ3.99	 ﾠsec),	 ﾠF(1,	 ﾠ21)	 ﾠ=	 ﾠ 8	 ﾠ
21.93,	 ﾠp	 ﾠ<	 ﾠ.001,	 ﾠηp2	 ﾠ=	 ﾠ0.511.	 ﾠ	 ﾠThat	 ﾠis,	 ﾠpeople	 ﾠwere	 ﾠslower	 ﾠwhen	 ﾠthe	 ﾠtask	 ﾠconditions	 ﾠ 9	 ﾠ
were	 ﾠmore	 ﾠdifficult.	 ﾠTotal	 ﾠtrial	 ﾠtime	 ﾠwas	 ﾠalso	 ﾠaffected	 ﾠby	 ﾠtyping	 ﾠspeed,	 ﾠF(1,	 ﾠ20)	 ﾠ=	 ﾠ 10	 ﾠ
31.68,	 ﾠp	 ﾠ<	 ﾠ.001,	 ﾠηp2	 ﾠ=0.613.	 ﾠPerhaps	 ﾠnot	 ﾠsurprisingly,	 ﾠparticipants	 ﾠthat	 ﾠwere	 ﾠfaster	 ﾠat	 ﾠ 11	 ﾠ
typing	 ﾠhad	 ﾠa	 ﾠshorter	 ﾠtrial	 ﾠtime	 ﾠ(M	 ﾠ=	 ﾠ7.87	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ1.74	 ﾠsec)	 ﾠcompared	 ﾠto	 ﾠthose	 ﾠthat	 ﾠ 12	 ﾠ
were	 ﾠslower	 ﾠat	 ﾠtyping	 ﾠ(M	 ﾠ=	 ﾠ15.52	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ4.47	 ﾠsec).	 ﾠThat	 ﾠis,	 ﾠtrial	 ﾠtime	 ﾠwas	 ﾠalmost	 ﾠ 13	 ﾠ
twice	 ﾠas	 ﾠshort	 ﾠfor	 ﾠthose	 ﾠthat	 ﾠwere	 ﾠfaster	 ﾠat	 ﾠtyping	 ﾠcompared	 ﾠto	 ﾠthose	 ﾠthat	 ﾠwere	 ﾠ 14	 ﾠ
slower.	 ﾠSurprisingly,	 ﾠthere	 ﾠwas	 ﾠno	 ﾠmain	 ﾠeffect	 ﾠof	 ﾠpayoff	 ﾠfunction.	 ﾠThere	 ﾠwere	 ﾠalso	 ﾠ 15	 ﾠ
significant	 ﾠ two-ﾭ‐way	 ﾠ interaction	 ﾠ effects.	 ﾠ The	 ﾠ level	 ﾠ of	 ﾠ noise	 ﾠ on	 ﾠ the	 ﾠ tracking	 ﾠ task	 ﾠ 16	 ﾠ
interacted	 ﾠwith	 ﾠinterkeypress	 ﾠinterval	 ﾠgroup,	 ﾠF(1,	 ﾠ21)	 ﾠ=	 ﾠ4.66,	 ﾠp	 ﾠ=	 ﾠ.043,	 ﾠηp2	 ﾠ=	 ﾠ.181.	 ﾠ 17	 ﾠ
Target	 ﾠradius	 ﾠalso	 ﾠinteracted	 ﾠwith	 ﾠinterkeypress	 ﾠinterval	 ﾠgroup,	 ﾠF(1,	 ﾠ21)	 ﾠ=	 ﾠ5.03,	 ﾠp	 ﾠ=	 ﾠ 18	 ﾠ
.036,	 ﾠηp2	 ﾠ=	 ﾠ.193.	 ﾠFinally,	 ﾠthere	 ﾠwas	 ﾠan	 ﾠinteraction	 ﾠbetween	 ﾠcursor	 ﾠnoise	 ﾠand	 ﾠtarget	 ﾠ 19	 ﾠ
radius,	 ﾠF(1,	 ﾠ23)	 ﾠ=	 ﾠ4.893,	 ﾠp	 ﾠ=	 ﾠ.037,	 ﾠηp2	 ﾠ=	 ﾠ.175.	 ﾠThere	 ﾠwere	 ﾠno	 ﾠother	 ﾠsignificant	 ﾠeffects.	 ﾠ	 ﾠ 20	 ﾠ
	 ﾠ For	 ﾠ maximum	 ﾠ deviation,	 ﾠ the	 ﾠ cursor	 ﾠ deviated	 ﾠ more	 ﾠ in	 ﾠ the	 ﾠ speed	 ﾠ payoff	 ﾠ 21	 ﾠ
condition	 ﾠ (M	 ﾠ =	 ﾠ 93.23	 ﾠ pixels,	 ﾠ SD	 ﾠ =	 ﾠ 7.84	 ﾠ pixels)	 ﾠ compared	 ﾠ to	 ﾠ the	 ﾠ accuracy	 ﾠ payoff	 ﾠ 22	 ﾠ
condition	 ﾠ(M	 ﾠ=	 ﾠ83.48	 ﾠpixels,	 ﾠSD	 ﾠ=	 ﾠ8.77	 ﾠ),	 ﾠF(1,	 ﾠ20)	 ﾠ=	 ﾠ14.55,	 ﾠp	 ﾠ=	 ﾠ.001,	 ﾠηp2	 ﾠ=	 ﾠ.421	 ﾠThat	 ﾠis,	 ﾠ 23	 ﾠ	 ﾠ 26	 ﾠ
when	 ﾠ the	 ﾠ penalty	 ﾠ for	 ﾠ being	 ﾠ outside	 ﾠ of	 ﾠ the	 ﾠ target	 ﾠ area	 ﾠ was	 ﾠ harsher	 ﾠ (accuracy	 ﾠ 1	 ﾠ
condition),	 ﾠparticipants	 ﾠkept	 ﾠthe	 ﾠcursor	 ﾠcloser	 ﾠto	 ﾠcenter.	 ﾠNot	 ﾠsurprisingly,	 ﾠthe	 ﾠcursor	 ﾠ 2	 ﾠ
also	 ﾠdeviated	 ﾠmore	 ﾠin	 ﾠthe	 ﾠhigh	 ﾠnoise	 ﾠcondition	 ﾠ(M	 ﾠ=	 ﾠ103.77	 ﾠpixels,	 ﾠSD	 ﾠ=	 ﾠ13.76	 ﾠpixels)	 ﾠ 3	 ﾠ
compared	 ﾠto	 ﾠthe	 ﾠlow	 ﾠnoise	 ﾠcondition	 ﾠ(M	 ﾠ=	 ﾠ72.93	 ﾠpixels,	 ﾠSD	 ﾠ=	 ﾠ8.21	 ﾠpixels),	 ﾠF(1,	 ﾠ21)	 ﾠ=	 ﾠ 4	 ﾠ
200.334,	 ﾠp	 ﾠ<	 ﾠ.001,	 ﾠηp2	 ﾠ=	 ﾠ.905.	 ﾠThe	 ﾠcursor	 ﾠalso	 ﾠdeviated	 ﾠmore	 ﾠin	 ﾠthe	 ﾠlarge	 ﾠradius	 ﾠ 5	 ﾠ
condition	 ﾠ (M	 ﾠ =	 ﾠ 93.78	 ﾠ pixels,	 ﾠ SD	 ﾠ =	 ﾠ 10.53	 ﾠ pixels)	 ﾠ compared	 ﾠ to	 ﾠ the	 ﾠ small	 ﾠ radius	 ﾠ 6	 ﾠ
condition	 ﾠ(M	 ﾠ=	 ﾠ82.92	 ﾠpixels,	 ﾠSD	 ﾠ=	 ﾠ11.00	 ﾠpixels),	 ﾠF(1,	 ﾠ21)	 ﾠ=	 ﾠ29.50,	 ﾠp	 ﾠ<	 ﾠ.001,	 ﾠηp2	 ﾠ=	 ﾠ.584.	 ﾠ 7	 ﾠ
The	 ﾠcursor	 ﾠalso	 ﾠdeviated	 ﾠmore	 ﾠfor	 ﾠslow	 ﾠtypers	 ﾠ(M	 ﾠ=	 ﾠ93.85	 ﾠpixels,	 ﾠSD	 ﾠ=	 ﾠ8.74	 ﾠpixels)	 ﾠ 8	 ﾠ
than	 ﾠfor	 ﾠfast	 ﾠtypers	 ﾠ(M	 ﾠ=	 ﾠ82.85	 ﾠpixels,	 ﾠSD	 ﾠ=	 ﾠ6.92	 ﾠpixels),	 ﾠF(1,	 ﾠ20)	 ﾠ=	 ﾠ18.55,	 ﾠp	 ﾠ<	 ﾠ.001,	 ﾠηp2	 ﾠ 9	 ﾠ
=	 ﾠ .481.	 ﾠ There	 ﾠ were	 ﾠ two	 ﾠ significant	 ﾠ interaction	 ﾠ effects.	 ﾠ First,	 ﾠ payoff	 ﾠ function	 ﾠ 10	 ﾠ
interacted	 ﾠwith	 ﾠnoise	 ﾠlevel,	 ﾠF(1,	 ﾠ21)	 ﾠ=	 ﾠ9.07,	 ﾠp	 ﾠ=	 ﾠ.007,	 ﾠηp2	 ﾠ=	 ﾠ.302	 ﾠ.	 ﾠSecond,	 ﾠnoise	 ﾠand	 ﾠ 11	 ﾠ
radius	 ﾠ interacted,	 ﾠ F(1,	 ﾠ 23)	 ﾠ =	 ﾠ 5.00,	 ﾠ p	 ﾠ =	 ﾠ .035,	 ﾠ ηp2	 ﾠ =	 ﾠ .179.	 ﾠ There	 ﾠ were	 ﾠ no	 ﾠ other	 ﾠ 12	 ﾠ
significant	 ﾠeffects.	 ﾠ 13	 ﾠ
	 ﾠ For	 ﾠtotal	 ﾠtime	 ﾠthat	 ﾠthe	 ﾠcursor	 ﾠspent	 ﾠoutside	 ﾠof	 ﾠthe	 ﾠtarget	 ﾠarea,	 ﾠthere	 ﾠwas	 ﾠa	 ﾠ 14	 ﾠ
marginal	 ﾠeffect	 ﾠof	 ﾠpayoff	 ﾠfunction,	 ﾠF(1,	 ﾠ20)	 ﾠ=	 ﾠ4.12,	 ﾠp	 ﾠ=.056,	 ﾠηp2	 ﾠ=	 ﾠ.171,	 ﾠsuch	 ﾠthat	 ﾠmean	 ﾠ 15	 ﾠ
time	 ﾠthat	 ﾠthe	 ﾠcursor	 ﾠwas	 ﾠoutside	 ﾠof	 ﾠthe	 ﾠtarget	 ﾠarea	 ﾠwas	 ﾠlonger	 ﾠin	 ﾠthe	 ﾠspeed	 ﾠpayoff	 ﾠ 16	 ﾠ
condition	 ﾠ(M	 ﾠ=	 ﾠ0.57	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ0.34	 ﾠsec),	 ﾠcompared	 ﾠto	 ﾠthe	 ﾠaccuracy	 ﾠpayoff	 ﾠcondition	 ﾠ 17	 ﾠ
(M	 ﾠ=	 ﾠ0.33	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ0.32	 ﾠsec).	 ﾠThe	 ﾠtotal	 ﾠtime	 ﾠoutside	 ﾠwas	 ﾠalso	 ﾠaffected	 ﾠby	 ﾠthe	 ﾠtask	 ﾠ 18	 ﾠ
difficulty.	 ﾠ The	 ﾠ cursor	 ﾠ was	 ﾠ longer	 ﾠ outside	 ﾠ of	 ﾠ the	 ﾠ target	 ﾠ area	 ﾠ in	 ﾠ the	 ﾠ high	 ﾠ noise	 ﾠ 19	 ﾠ
condition	 ﾠ(M	 ﾠ=	 ﾠ0.74	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ0.63	 ﾠsec)	 ﾠcompared	 ﾠto	 ﾠthe	 ﾠlow	 ﾠnoise	 ﾠcondition	 ﾠ(M	 ﾠ=	 ﾠ 20	 ﾠ
0.16	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ0.16),	 ﾠF(1,	 ﾠ21)	 ﾠ=	 ﾠ26.616,	 ﾠp	 ﾠ<	 ﾠ.001,	 ﾠηp2	 ﾠ=	 ﾠ.559.	 ﾠThe	 ﾠcursor	 ﾠwas	 ﾠalso	 ﾠ 21	 ﾠ
longer	 ﾠoutside	 ﾠof	 ﾠthe	 ﾠtarget	 ﾠarea	 ﾠwhen	 ﾠthe	 ﾠradius	 ﾠwas	 ﾠsmall	 ﾠ(M	 ﾠ=	 ﾠ0.71	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ0.58	 ﾠ 22	 ﾠ
sec)	 ﾠcompared	 ﾠto	 ﾠwhen	 ﾠit	 ﾠwas	 ﾠlarge	 ﾠ(M	 ﾠ=	 ﾠ0.19	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ0.19	 ﾠsec),	 ﾠF(1,	 ﾠ21)	 ﾠ=34.41,	 ﾠp	 ﾠ<	 ﾠ 23	 ﾠ	 ﾠ 27	 ﾠ
.001,	 ﾠηp2	 ﾠ=	 ﾠ.621.	 ﾠFinally,	 ﾠthe	 ﾠtime	 ﾠoutside	 ﾠwas	 ﾠalso	 ﾠaffected	 ﾠby	 ﾠtyping	 ﾠspeed,	 ﾠF(1,	 ﾠ20)	 ﾠ 1	 ﾠ
=	 ﾠ10.08,	 ﾠp	 ﾠ=	 ﾠ.005,	 ﾠηp2	 ﾠ=	 ﾠ.335.	 ﾠThe	 ﾠtime	 ﾠoutside	 ﾠof	 ﾠthe	 ﾠtarget	 ﾠarea	 ﾠwas	 ﾠalmost	 ﾠtwice	 ﾠas	 ﾠ 2	 ﾠ
long	 ﾠfor	 ﾠslow	 ﾠtypers	 ﾠ(M	 ﾠ=	 ﾠ0.63	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ0.37	 ﾠsec)	 ﾠcompared	 ﾠto	 ﾠfast	 ﾠtypers	 ﾠ(M	 ﾠ=	 ﾠ0.27	 ﾠ 3	 ﾠ
sec,	 ﾠSD	 ﾠ=	 ﾠ0.20	 ﾠsec).	 ﾠThese	 ﾠpatterns	 ﾠwere	 ﾠaffected	 ﾠby	 ﾠthree	 ﾠinteraction	 ﾠeffects,	 ﾠnamely	 ﾠ 4	 ﾠ
between	 ﾠpayoff	 ﾠfunction	 ﾠand	 ﾠnoise	 ﾠ(F(1,	 ﾠ21)	 ﾠ=	 ﾠ4.64,	 ﾠp	 ﾠ=	 ﾠ.043,	 ﾠηp2	 ﾠ=	 ﾠ.181),	 ﾠbetween	 ﾠ 5	 ﾠ
noise	 ﾠlevel	 ﾠand	 ﾠradius	 ﾠ(F(1,	 ﾠ23)	 ﾠ=	 ﾠ8.86,	 ﾠp	 ﾠ=	 ﾠ.007,	 ﾠηp2	 ﾠ=	 ﾠ.278),	 ﾠand	 ﾠbetween	 ﾠradius	 ﾠand	 ﾠ 6	 ﾠ
typing	 ﾠspeed	 ﾠ(F(1,	 ﾠ21)	 ﾠ=	 ﾠ10.62,	 ﾠp	 ﾠ=	 ﾠ.004,	 ﾠηp2	 ﾠ=	 ﾠ.336).	 ﾠFinally,	 ﾠthere	 ﾠwas	 ﾠa	 ﾠmarginal	 ﾠ 7	 ﾠ
significant	 ﾠinteraction	 ﾠeffect	 ﾠbetween	 ﾠnoise	 ﾠlevel	 ﾠand	 ﾠinterkeypress	 ﾠinterval	 ﾠgroup,	 ﾠ 8	 ﾠ
F(1,	 ﾠ21)	 ﾠ=	 ﾠ3.211,	 ﾠp	 ﾠ=	 ﾠ.088,	 ﾠηp2	 ﾠ=	 ﾠ.133.	 ﾠThere	 ﾠwere	 ﾠno	 ﾠother	 ﾠsignificant	 ﾠeffects.	 ﾠ 9	 ﾠ
	 ﾠ Taken	 ﾠtogether,	 ﾠthe	 ﾠanalysis	 ﾠshows	 ﾠthat	 ﾠthe	 ﾠdifficulty	 ﾠof	 ﾠthe	 ﾠtracking	 ﾠtask	 ﾠ(i.e.,	 ﾠ 10	 ﾠ
noise	 ﾠ and	 ﾠ radius)	 ﾠ consistently	 ﾠ affected	 ﾠ performance	 ﾠ on	 ﾠ each	 ﾠ task.	 ﾠ 	 ﾠ Similarly,	 ﾠ 11	 ﾠ
individual	 ﾠ difference	 ﾠ in	 ﾠ participants’	 ﾠ typing	 ﾠ speed	 ﾠ affected	 ﾠ performance	 ﾠ on	 ﾠ each	 ﾠ 12	 ﾠ
task.	 ﾠManipulation	 ﾠof	 ﾠthe	 ﾠdual-ﾭ‐task	 ﾠpayoff	 ﾠfunction	 ﾠhad	 ﾠan	 ﾠeffect	 ﾠon	 ﾠhow	 ﾠparticipants	 ﾠ 13	 ﾠ
performed	 ﾠon	 ﾠthe	 ﾠtracking	 ﾠtask	 ﾠ(i.e.,	 ﾠmaximum	 ﾠcursor	 ﾠdeviation	 ﾠand	 ﾠtotal	 ﾠtime	 ﾠthat	 ﾠ 14	 ﾠ
the	 ﾠcursor	 ﾠwas	 ﾠleft	 ﾠoutside	 ﾠof	 ﾠthe	 ﾠtarget).	 ﾠMore	 ﾠspecifically,	 ﾠparticipants	 ﾠtended	 ﾠto	 ﾠ 15	 ﾠ
allow	 ﾠthe	 ﾠcursor	 ﾠto	 ﾠdrift	 ﾠfurther,	 ﾠand	 ﾠlet	 ﾠit	 ﾠremain	 ﾠoutside	 ﾠof	 ﾠthe	 ﾠtarget	 ﾠarea	 ﾠfor	 ﾠ 16	 ﾠ
longer,	 ﾠ when	 ﾠ the	 ﾠ payoff	 ﾠ function	 ﾠ rewarded	 ﾠ faster	 ﾠ completion	 ﾠ of	 ﾠ the	 ﾠ typing	 ﾠ task	 ﾠ 17	 ﾠ
compared	 ﾠto	 ﾠaccurate	 ﾠtracking	 ﾠperformance.	 ﾠHowever,	 ﾠthere	 ﾠwas	 ﾠno	 ﾠeffect	 ﾠof	 ﾠpayoff	 ﾠ 18	 ﾠ
manipulation	 ﾠ on	 ﾠ total	 ﾠ trial	 ﾠ time.	 ﾠ To	 ﾠ better	 ﾠ understand	 ﾠ these	 ﾠ results,	 ﾠ we	 ﾠ next	 ﾠ 19	 ﾠ
consider	 ﾠmetrics	 ﾠrelated	 ﾠto	 ﾠhow	 ﾠparticipants	 ﾠchoose	 ﾠto	 ﾠinterleave	 ﾠtasks.	 ﾠ 20	 ﾠ	 ﾠ 28	 ﾠ
Dual-ﾭ‐Task	 ﾠInterleaving	 ﾠStrategies	 ﾠ	 ﾠ 1	 ﾠ
Fig.	 ﾠ4	 ﾠplots	 ﾠtwo	 ﾠmeasures	 ﾠof	 ﾠdual-ﾭ‐task	 ﾠinterleaving	 ﾠstrategy:	 ﾠthe	 ﾠmaximum	 ﾠnumber	 ﾠ 2	 ﾠ
of	 ﾠdigits	 ﾠthat	 ﾠparticipants’	 ﾠchoose	 ﾠto	 ﾠtype	 ﾠduring	 ﾠa	 ﾠvisit	 ﾠto	 ﾠthe	 ﾠtyping	 ﾠwindow,	 ﾠand	 ﾠ 3	 ﾠ
the	 ﾠduration	 ﾠof	 ﾠtime	 ﾠthat	 ﾠwas	 ﾠspent	 ﾠin	 ﾠthe	 ﾠtracking	 ﾠwindow	 ﾠper	 ﾠvisit	 ﾠto	 ﾠthis	 ﾠwindow.	 ﾠ 4	 ﾠ
Again,	 ﾠeach	 ﾠexperimental	 ﾠcondition	 ﾠhas	 ﾠa	 ﾠrelatively	 ﾠunique	 ﾠpoint	 ﾠin	 ﾠthis	 ﾠstrategy	 ﾠ 5	 ﾠ
space,	 ﾠespecially	 ﾠwhen	 ﾠcomparing	 ﾠthe	 ﾠtwo	 ﾠpayoff	 ﾠconditions	 ﾠ(i.e.,	 ﾠcompare	 ﾠthe	 ﾠblack	 ﾠ 6	 ﾠ
with	 ﾠthe	 ﾠgrey	 ﾠpoints	 ﾠin	 ﾠFig.	 ﾠ4).	 ﾠA	 ﾠsummary	 ﾠof	 ﾠstatistical	 ﾠeffects	 ﾠis	 ﾠgiven	 ﾠin	 ﾠTable	 ﾠ2,	 ﾠ 7	 ﾠ
and	 ﾠdiscussed	 ﾠin	 ﾠmore	 ﾠdetail	 ﾠbelow.	 ﾠ 8	 ﾠ
	 ﾠ For	 ﾠthe	 ﾠmaximum	 ﾠnumber	 ﾠof	 ﾠdigits	 ﾠtyped	 ﾠper	 ﾠvisit	 ﾠto	 ﾠthe	 ﾠtyping	 ﾠwindow,	 ﾠ 9	 ﾠ
more	 ﾠdigits	 ﾠwere	 ﾠtyped	 ﾠin	 ﾠthe	 ﾠspeed	 ﾠpayoff	 ﾠcondition	 ﾠ(M	 ﾠ=	 ﾠ12.48	 ﾠdigits,	 ﾠSD	 ﾠ=	 ﾠ3.67	 ﾠ 10	 ﾠ
digits)	 ﾠcompared	 ﾠto	 ﾠthe	 ﾠaccuracy	 ﾠpayoff	 ﾠcondition	 ﾠ(M	 ﾠ=	 ﾠ8.19	 ﾠdigits,	 ﾠSD	 ﾠ=	 ﾠ1.33	 ﾠdigits),	 ﾠ 11	 ﾠ
F(1,	 ﾠ20)	 ﾠ=29.56,	 ﾠp	 ﾠ<	 ﾠ.001,	 ﾠηp2	 ﾠ=	 ﾠ0.596.	 ﾠThat	 ﾠis,	 ﾠmore	 ﾠdigits	 ﾠwere	 ﾠtyped	 ﾠwhen	 ﾠthe	 ﾠ 12	 ﾠ
payoff	 ﾠ condition	 ﾠ encouraged	 ﾠ fast	 ﾠ completion	 ﾠ of	 ﾠ the	 ﾠ typing	 ﾠ task	 ﾠ (speed	 ﾠ payoff	 ﾠ 13	 ﾠ
condition).	 ﾠThe	 ﾠmaximum	 ﾠnumber	 ﾠof	 ﾠdigits	 ﾠwas	 ﾠalso	 ﾠaffected	 ﾠby	 ﾠtask	 ﾠcharacteristics,	 ﾠ 14	 ﾠ
such	 ﾠthat	 ﾠmore	 ﾠdigits	 ﾠwere	 ﾠtyped	 ﾠper	 ﾠvisit	 ﾠto	 ﾠthe	 ﾠtyping	 ﾠwindow	 ﾠwhen	 ﾠthe	 ﾠtask	 ﾠ 15	 ﾠ
environment	 ﾠconditions	 ﾠwere	 ﾠeasier	 ﾠ(i.e.,	 ﾠlow	 ﾠnoise,	 ﾠlarge	 ﾠradius).	 ﾠSpecifically,	 ﾠmore	 ﾠ 16	 ﾠ
digits	 ﾠwere	 ﾠtyped	 ﾠwhen	 ﾠnoise	 ﾠwas	 ﾠlow	 ﾠ(M	 ﾠ=	 ﾠ12.38	 ﾠdigits,	 ﾠSD	 ﾠ=	 ﾠ4.03	 ﾠdigits),	 ﾠcompared	 ﾠ 17	 ﾠ
to	 ﾠwhen	 ﾠnoise	 ﾠwas	 ﾠhigh	 ﾠ(M	 ﾠ=	 ﾠ8.29	 ﾠdigits,	 ﾠSD	 ﾠ=	 ﾠ3.25	 ﾠdigits),	 ﾠF(1,	 ﾠ21)	 ﾠ=	 ﾠ85.26,	 ﾠp	 ﾠ<	 ﾠ.001,	 ﾠ 18	 ﾠ
ηp2	 ﾠ=	 ﾠ0.802.	 ﾠMore	 ﾠdigits	 ﾠwere	 ﾠalso	 ﾠtyped	 ﾠwhen	 ﾠthe	 ﾠradius	 ﾠwas	 ﾠlarge	 ﾠ(M	 ﾠ=	 ﾠ12.08	 ﾠdigits,	 ﾠ 19	 ﾠ
SD	 ﾠ=	 ﾠ3.53	 ﾠdigits)	 ﾠcompared	 ﾠto	 ﾠwhen	 ﾠthe	 ﾠradius	 ﾠwas	 ﾠsmall	 ﾠ(M	 ﾠ=	 ﾠ8.58	 ﾠdigits,	 ﾠSD	 ﾠ=	 ﾠ3.69	 ﾠ 20	 ﾠ
digits),	 ﾠF(1,	 ﾠ21)	 ﾠ=	 ﾠ73.11,	 ﾠp	 ﾠ<	 ﾠ.001,	 ﾠηp2	 ﾠ=	 ﾠ0.777	 ﾠ.	 ﾠThe	 ﾠnumber	 ﾠof	 ﾠdigits	 ﾠwas	 ﾠalso	 ﾠaffected	 ﾠ 21	 ﾠ
by	 ﾠtyping	 ﾠspeed,	 ﾠF(1,	 ﾠ20)	 ﾠ=	 ﾠ17.39,	 ﾠp	 ﾠ<	 ﾠ.001,	 ﾠηp2	 ﾠ=	 ﾠ0.465.	 ﾠFast	 ﾠtypers	 ﾠtyped	 ﾠmore	 ﾠdigits	 ﾠ 22	 ﾠ
per	 ﾠvisit	 ﾠto	 ﾠthe	 ﾠtyping	 ﾠtask	 ﾠ(M	 ﾠ=	 ﾠ11.98	 ﾠdigits,	 ﾠSD	 ﾠ=	 ﾠ4.07	 ﾠdigits)	 ﾠthan	 ﾠthe	 ﾠslow	 ﾠtypers	 ﾠ 23	 ﾠ	 ﾠ 29	 ﾠ
(M	 ﾠ=	 ﾠ8.69	 ﾠdigits,	 ﾠSD	 ﾠ=	 ﾠ1.67	 ﾠdigits).	 ﾠTwo	 ﾠinteraction	 ﾠeffects	 ﾠfurther	 ﾠinfluenced	 ﾠthese	 ﾠ 1	 ﾠ
results.	 ﾠ There	 ﾠ was	 ﾠ a	 ﾠ significant	 ﾠ interaction	 ﾠ between	 ﾠ payoff	 ﾠ function	 ﾠ and	 ﾠ 2	 ﾠ
interkeypress	 ﾠinterval	 ﾠgroup,	 ﾠF(1,	 ﾠ20)	 ﾠ=	 ﾠ7.53,	 ﾠp	 ﾠ=	 ﾠ.012,	 ﾠηp2	 ﾠ=	 ﾠ.273,	 ﾠand	 ﾠthere	 ﾠwas	 ﾠa	 ﾠ 3	 ﾠ
marginal	 ﾠsignificant	 ﾠinteraction	 ﾠeffect	 ﾠbetween	 ﾠnoise	 ﾠlevel	 ﾠand	 ﾠinterkeypress	 ﾠgroup,	 ﾠ 4	 ﾠ
F(1,	 ﾠ21)	 ﾠ=	 ﾠ2.993,	 ﾠp	 ﾠ=	 ﾠ.098,	 ﾠηp2	 ﾠ=	 ﾠ.125.	 ﾠThere	 ﾠwere	 ﾠno	 ﾠother	 ﾠsignificant	 ﾠeffects.	 ﾠ 5	 ﾠ
	 ﾠ That	 ﾠ participants	 ﾠ chose	 ﾠ different	 ﾠ strategies	 ﾠ for	 ﾠ the	 ﾠ maximum	 ﾠ number	 ﾠ of	 ﾠ 6	 ﾠ
digits	 ﾠis	 ﾠalso	 ﾠreflected	 ﾠin	 ﾠthe	 ﾠaverage	 ﾠtime	 ﾠthat	 ﾠthey	 ﾠspent	 ﾠin	 ﾠthe	 ﾠtyping	 ﾠwindow	 ﾠper	 ﾠ 7	 ﾠ
visit.	 ﾠMore	 ﾠtime	 ﾠper	 ﾠvisit	 ﾠwas	 ﾠspent	 ﾠin	 ﾠthe	 ﾠspeed	 ﾠpayoff	 ﾠcondition	 ﾠ(M	 ﾠ=	 ﾠ3.31	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ 8	 ﾠ
0.80	 ﾠsec)	 ﾠcompared	 ﾠto	 ﾠthe	 ﾠaccuracy	 ﾠpayoff	 ﾠcondition	 ﾠ(M	 ﾠ=	 ﾠ2.03	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ0.53	 ﾠsec),	 ﾠ 9	 ﾠ
F(1,	 ﾠ20)	 ﾠ=	 ﾠ20.86,	 ﾠp	 ﾠ<	 ﾠ.001,	 ﾠ	 ﾠηp2	 ﾠ=	 ﾠ.511.	 ﾠThat	 ﾠis,	 ﾠmore	 ﾠtime	 ﾠper	 ﾠvisit	 ﾠwas	 ﾠspent	 ﾠon	 ﾠthe	 ﾠ 10	 ﾠ
typing	 ﾠ task	 ﾠ when	 ﾠ the	 ﾠ payoff	 ﾠ function	 ﾠ weighed	 ﾠ fast	 ﾠ completion	 ﾠ of	 ﾠ the	 ﾠ task	 ﾠ more	 ﾠ 11	 ﾠ
strongly.	 ﾠThe	 ﾠtime	 ﾠwas	 ﾠalso	 ﾠaffected	 ﾠby	 ﾠthe	 ﾠtask	 ﾠdifficulty,	 ﾠsuch	 ﾠthat	 ﾠshorter	 ﾠvisits	 ﾠ 12	 ﾠ
were	 ﾠmade	 ﾠwhen	 ﾠthe	 ﾠtracking	 ﾠtask	 ﾠwas	 ﾠharder	 ﾠ(e.g.,	 ﾠdue	 ﾠto	 ﾠa	 ﾠsmall	 ﾠradius	 ﾠor	 ﾠhigh	 ﾠ 13	 ﾠ
noise).	 ﾠVisit	 ﾠtimes	 ﾠto	 ﾠthe	 ﾠtyping	 ﾠwindow	 ﾠwere	 ﾠshorter	 ﾠfor	 ﾠthe	 ﾠhigh	 ﾠnoise	 ﾠcondition	 ﾠ 14	 ﾠ
(M	 ﾠ=	 ﾠ1.95	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ0.68	 ﾠsec)	 ﾠcompared	 ﾠto	 ﾠthe	 ﾠlow	 ﾠnoise	 ﾠcondition	 ﾠ(M	 ﾠ=	 ﾠ3.39	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ 15	 ﾠ
1.38	 ﾠsec),	 ﾠF(1,	 ﾠ21)	 ﾠ=	 ﾠ44.30,	 ﾠp	 ﾠ<	 ﾠ.001,	 ﾠηp2	 ﾠ=	 ﾠ.678.	 ﾠ	 ﾠVisit	 ﾠtimes	 ﾠto	 ﾠthe	 ﾠtyping	 ﾠwindow	 ﾠ 16	 ﾠ
were	 ﾠ also	 ﾠ shorter	 ﾠ for	 ﾠ the	 ﾠ small	 ﾠ radius	 ﾠ condition	 ﾠ (M	 ﾠ =	 ﾠ 2.19	 ﾠ sec,	 ﾠ SD	 ﾠ =	 ﾠ 0.98	 ﾠ sec)	 ﾠ 17	 ﾠ
compared	 ﾠto	 ﾠthe	 ﾠlarge	 ﾠradius	 ﾠcondition	 ﾠ(M	 ﾠ=	 ﾠ3.14	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ1.19	 ﾠsec),	 ﾠF(1,	 ﾠ21)	 ﾠ=	 ﾠ 18	 ﾠ
17.62,	 ﾠp	 ﾠ<	 ﾠ.001,	 ﾠηp2	 ﾠ=	 ﾠ	 ﾠ.456.	 ﾠFinally,	 ﾠthere	 ﾠwas	 ﾠan	 ﾠinteraction	 ﾠeffect	 ﾠbetween	 ﾠpayoff	 ﾠ 19	 ﾠ
function	 ﾠand	 ﾠnoise	 ﾠlevel,	 ﾠF(1,	 ﾠ21)	 ﾠ=	 ﾠ5.117,	 ﾠp	 ﾠ=	 ﾠ.034,	 ﾠηp2	 ﾠ=	 ﾠ.196.	 ﾠThere	 ﾠwere	 ﾠno	 ﾠother	 ﾠ 20	 ﾠ
significant	 ﾠeffects.	 ﾠSpecifically,	 ﾠthere	 ﾠwas	 ﾠno	 ﾠsignificant	 ﾠeffect	 ﾠof	 ﾠtyping	 ﾠspeed.	 ﾠWhen	 ﾠ 21	 ﾠ
comparing	 ﾠthese	 ﾠresults	 ﾠwith	 ﾠthe	 ﾠanalysis	 ﾠof	 ﾠmaximum	 ﾠnumber	 ﾠof	 ﾠdigits	 ﾠtyped	 ﾠper	 ﾠ 22	 ﾠ
visit,	 ﾠthe	 ﾠlack	 ﾠof	 ﾠa	 ﾠsignificant	 ﾠeffect	 ﾠof	 ﾠtyping	 ﾠspeed	 ﾠon	 ﾠmean	 ﾠvisit	 ﾠtime	 ﾠto	 ﾠthe	 ﾠtyping	 ﾠ 23	 ﾠ	 ﾠ 30	 ﾠ
window	 ﾠsuggests	 ﾠthat	 ﾠparticipants	 ﾠhad	 ﾠset	 ﾠan	 ﾠobjective	 ﾠcriterion	 ﾠfor	 ﾠhow	 ﾠlong	 ﾠthey	 ﾠ 1	 ﾠ
could	 ﾠ spend	 ﾠ in	 ﾠ the	 ﾠ typing	 ﾠ task	 ﾠ and	 ﾠ that	 ﾠ this	 ﾠ criterion	 ﾠ depended	 ﾠ on	 ﾠ the	 ﾠ payoff	 ﾠ 2	 ﾠ
condition	 ﾠand	 ﾠthe	 ﾠtask	 ﾠdifficulty.	 ﾠGiven	 ﾠthis	 ﾠcriterion,	 ﾠa	 ﾠparticipant	 ﾠcan	 ﾠtype	 ﾠmore	 ﾠor	 ﾠ 3	 ﾠ
less	 ﾠdigits	 ﾠdepending	 ﾠon	 ﾠtheir	 ﾠtyping	 ﾠskill	 ﾠ-ﾭ‐	 ﾠbut	 ﾠstill	 ﾠspends	 ﾠroughly	 ﾠthe	 ﾠsame	 ﾠtime	 ﾠ 4	 ﾠ
per	 ﾠvisit	 ﾠindependent	 ﾠof	 ﾠtyping	 ﾠskill.	 ﾠ 5	 ﾠ
	 ﾠ These	 ﾠdifferences	 ﾠin	 ﾠthe	 ﾠlength	 ﾠof	 ﾠeach	 ﾠvisit	 ﾠto	 ﾠthe	 ﾠtyping	 ﾠtask	 ﾠand	 ﾠin	 ﾠthe	 ﾠ 6	 ﾠ
maximum	 ﾠnumber	 ﾠof	 ﾠdigits	 ﾠtyped	 ﾠper	 ﾠvisit	 ﾠto	 ﾠthe	 ﾠtyping	 ﾠtask	 ﾠalso	 ﾠaffected	 ﾠhow	 ﾠoften	 ﾠ 7	 ﾠ
participants	 ﾠvisited	 ﾠthe	 ﾠtracking	 ﾠtask.	 ﾠParticipants	 ﾠmade	 ﾠmore	 ﾠvisits	 ﾠto	 ﾠthe	 ﾠtracking	 ﾠ 8	 ﾠ
window	 ﾠwhen	 ﾠthe	 ﾠpayoff	 ﾠfunction	 ﾠpromoted	 ﾠaccuracy	 ﾠ(M	 ﾠ=	 ﾠ3.59	 ﾠvisits,	 ﾠSD	 ﾠ=	 ﾠ1.70	 ﾠ 9	 ﾠ
visits)	 ﾠcompared	 ﾠto	 ﾠwhen	 ﾠit	 ﾠpromoted	 ﾠspeed	 ﾠ(M	 ﾠ=	 ﾠ2.01	 ﾠvisits,	 ﾠSD	 ﾠ=	 ﾠ1.38	 ﾠvisits),	 ﾠF(1,	 ﾠ 10	 ﾠ
20)	 ﾠ=	 ﾠ9.05,	 ﾠp	 ﾠ=	 ﾠ.007,	 ﾠηp2	 ﾠ=	 ﾠ.311.	 ﾠThe	 ﾠnumber	 ﾠof	 ﾠvisits	 ﾠwas	 ﾠalso	 ﾠaffected	 ﾠby	 ﾠtask	 ﾠ 11	 ﾠ
difficulty.	 ﾠMore	 ﾠvisits	 ﾠwere	 ﾠmade	 ﾠwhen	 ﾠnoise	 ﾠwas	 ﾠhigh	 ﾠ(M	 ﾠ=	 ﾠ3.79	 ﾠvisits,	 ﾠSD	 ﾠ=	 ﾠ2.52	 ﾠ 12	 ﾠ
visits)	 ﾠcompared	 ﾠto	 ﾠwhen	 ﾠnoise	 ﾠwas	 ﾠlow	 ﾠ(M	 ﾠ=	 ﾠ1.81	 ﾠvisits,	 ﾠSD	 ﾠ=	 ﾠ1.21	 ﾠvisits),	 ﾠF(1,	 ﾠ21)	 ﾠ=	 ﾠ 13	 ﾠ
25.32,	 ﾠp	 ﾠ<	 ﾠ.001,	 ﾠηp2	 ﾠ=	 ﾠ.547.	 ﾠMore	 ﾠvisits	 ﾠwere	 ﾠalso	 ﾠmade	 ﾠwhen	 ﾠthe	 ﾠradius	 ﾠof	 ﾠthe	 ﾠtarget	 ﾠ 14	 ﾠ
area	 ﾠwas	 ﾠsmall	 ﾠ(M	 ﾠ=	 ﾠ3.63	 ﾠvisits,	 ﾠSD	 ﾠ=	 ﾠ2.40	 ﾠvisits)	 ﾠcompared	 ﾠto	 ﾠwhen	 ﾠit	 ﾠwas	 ﾠlarge	 ﾠ(M	 ﾠ=	 ﾠ 15	 ﾠ
1.98	 ﾠvisits,	 ﾠSD	 ﾠ=	 ﾠ1.14	 ﾠvisits),	 ﾠF(1,	 ﾠ21)	 ﾠ=	 ﾠ35.92,	 ﾠp	 ﾠ<	 ﾠ.001,	 ﾠηp2	 ﾠ=	 ﾠ.631.	 ﾠFinally,	 ﾠmore	 ﾠvisits	 ﾠ 16	 ﾠ
were	 ﾠmade	 ﾠby	 ﾠslow	 ﾠtypists	 ﾠ(M	 ﾠ=	 ﾠ3.71	 ﾠvisits,	 ﾠSD	 ﾠ=	 ﾠ1.65	 ﾠvisits)	 ﾠcompared	 ﾠto	 ﾠfast	 ﾠtypists	 ﾠ 17	 ﾠ
(M	 ﾠ=	 ﾠ1.89	 ﾠvisits,	 ﾠSD	 ﾠ=	 ﾠ1.27	 ﾠvisits),	 ﾠF(1,	 ﾠ20	 ﾠ)	 ﾠ=	 ﾠ12.15,	 ﾠp	 ﾠ	 ﾠ=	 ﾠ.002,	 ﾠ	 ﾠηp2	 ﾠ=	 ﾠ.378.	 ﾠ	 ﾠThese	 ﾠ 18	 ﾠ
results	 ﾠwere	 ﾠfurther	 ﾠinfluenced	 ﾠby	 ﾠtwo	 ﾠinteraction	 ﾠeffects:	 ﾠa	 ﾠsignificant	 ﾠinteraction	 ﾠ 19	 ﾠ
between	 ﾠpayoff	 ﾠfunction	 ﾠand	 ﾠradius	 ﾠ(F(1,	 ﾠ21)	 ﾠ=	 ﾠ5.15,	 ﾠp	 ﾠ=	 ﾠ.034,	 ﾠηp2	 ﾠ=	 ﾠ.197)	 ﾠand	 ﾠa	 ﾠ 20	 ﾠ
marginally	 ﾠsignificant	 ﾠinteraction	 ﾠbetween	 ﾠradius	 ﾠand	 ﾠtyping	 ﾠspeed	 ﾠ(F(1,	 ﾠ21)	 ﾠ=	 ﾠ3.41,	 ﾠ 21	 ﾠ
p	 ﾠ=	 ﾠ.079,	 ﾠ	 ﾠηp2	 ﾠ=	 ﾠ.140.	 ﾠ 22	 ﾠ	 ﾠ 31	 ﾠ
	 ﾠ Finally,	 ﾠwe	 ﾠalso	 ﾠanalyzed	 ﾠthe	 ﾠaverage	 ﾠtime	 ﾠspent	 ﾠin	 ﾠthe	 ﾠtracking	 ﾠwindow	 ﾠper	 ﾠ 1	 ﾠ
visit	 ﾠto	 ﾠthis	 ﾠwindow.	 ﾠThis	 ﾠtime	 ﾠwas	 ﾠaffected	 ﾠby	 ﾠtask	 ﾠdifficulty,	 ﾠsuch	 ﾠthat	 ﾠmore	 ﾠtime	 ﾠ 2	 ﾠ
was	 ﾠspent	 ﾠin	 ﾠdifficult	 ﾠsituations	 ﾠ(e.g.,	 ﾠsmall	 ﾠradius,	 ﾠhigh	 ﾠnoise).	 ﾠMore	 ﾠtime	 ﾠwas	 ﾠalso	 ﾠ 3	 ﾠ
spent	 ﾠin	 ﾠthe	 ﾠtracking	 ﾠwindow	 ﾠwhen	 ﾠnoise	 ﾠwas	 ﾠhigh	 ﾠ(M	 ﾠ=	 ﾠ1.53	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ1.14	 ﾠsec)	 ﾠ 4	 ﾠ
compared	 ﾠto	 ﾠwhen	 ﾠnoise	 ﾠwas	 ﾠlow	 ﾠ(M	 ﾠ=	 ﾠ0.99	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ0.80	 ﾠsec),	 ﾠF(1,	 ﾠ21)	 ﾠ=16.13,	 ﾠp	 ﾠ<	 ﾠ 5	 ﾠ
.001,	 ﾠηp2	 ﾠ=	 ﾠ.434.	 ﾠMore	 ﾠtime	 ﾠwas	 ﾠalso	 ﾠspent	 ﾠin	 ﾠthe	 ﾠtracking	 ﾠtask	 ﾠper	 ﾠvisit	 ﾠwhen	 ﾠthe	 ﾠ 6	 ﾠ
radius	 ﾠwas	 ﾠsmall	 ﾠ(M	 ﾠ=	 ﾠ1.40	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ0.96	 ﾠsec)	 ﾠcompared	 ﾠto	 ﾠwhen	 ﾠthe	 ﾠradius	 ﾠwas	 ﾠ 7	 ﾠ
large	 ﾠ(M	 ﾠ=	 ﾠ1.11	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ0.92	 ﾠsec)	 ﾠ,	 ﾠF(1,	 ﾠ21)	 ﾠ=	 ﾠ19.82,	 ﾠp	 ﾠ<	 ﾠ.001,	 ﾠηp2	 ﾠ=	 ﾠ.486	 ﾠSurprisingly,	 ﾠ 8	 ﾠ
the	 ﾠtime	 ﾠspent	 ﾠin	 ﾠthe	 ﾠtracking	 ﾠwindow	 ﾠper	 ﾠvisit	 ﾠalso	 ﾠchanged	 ﾠwith	 ﾠtyping	 ﾠspeed,	 ﾠF(1,	 ﾠ 9	 ﾠ
20)	 ﾠ=5.36,	 ﾠp	 ﾠ=	 ﾠ.031,	 ﾠηp2	 ﾠ=	 ﾠ.211.	 ﾠSlow	 ﾠtypers	 ﾠspent	 ﾠmore	 ﾠtime	 ﾠin	 ﾠthe	 ﾠtracking	 ﾠwindow	 ﾠ 10	 ﾠ
(M	 ﾠ=	 ﾠ1.66	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ1.14	 ﾠsec)	 ﾠcompared	 ﾠto	 ﾠfast	 ﾠtypers	 ﾠ(M	 ﾠ=	 ﾠ0.86	 ﾠsec,	 ﾠSD	 ﾠ=	 ﾠ0.40	 ﾠsec).	 ﾠ 11	 ﾠ
This	 ﾠresult	 ﾠmight	 ﾠbe	 ﾠdue	 ﾠto	 ﾠa	 ﾠfloor	 ﾠeffect:	 ﾠsome	 ﾠfast	 ﾠtypers	 ﾠcould	 ﾠcomplete	 ﾠthe	 ﾠtyping	 ﾠ 12	 ﾠ
task	 ﾠwithout	 ﾠever	 ﾠvisiting	 ﾠthe	 ﾠtracking	 ﾠwindow	 ﾠin	 ﾠsome	 ﾠof	 ﾠthe	 ﾠconditions	 ﾠ(e.g.,	 ﾠlarge	 ﾠ 13	 ﾠ
radius	 ﾠwith	 ﾠlow	 ﾠnoise).	 ﾠIn	 ﾠcontrast,	 ﾠthe	 ﾠslow	 ﾠtypers	 ﾠalways	 ﾠhad	 ﾠto	 ﾠvisit	 ﾠthe	 ﾠtracking	 ﾠ 14	 ﾠ
task.	 ﾠThis	 ﾠmight	 ﾠhave	 ﾠmade	 ﾠtheir	 ﾠaverage	 ﾠtime	 ﾠon	 ﾠthe	 ﾠtracking	 ﾠtask	 ﾠ(i.e.,	 ﾠthe	 ﾠmain	 ﾠ 15	 ﾠ
effect	 ﾠof	 ﾠtyping	 ﾠgroup)	 ﾠslightly	 ﾠhigher.	 ﾠ 16	 ﾠ
	 ﾠ Taken	 ﾠ together,	 ﾠ the	 ﾠ above	 ﾠ analyses	 ﾠ show	 ﾠ that	 ﾠ participants’	 ﾠ dual-ﾭ‐task	 ﾠ 17	 ﾠ
interleaving	 ﾠstrategy	 ﾠwas	 ﾠaffected	 ﾠby	 ﾠthe	 ﾠthree	 ﾠfactors	 ﾠof	 ﾠinterest:	 ﾠchanges	 ﾠto	 ﾠthe	 ﾠ 18	 ﾠ
payoff	 ﾠfunction,	 ﾠchanges	 ﾠto	 ﾠthe	 ﾠdifficulty	 ﾠof	 ﾠthe	 ﾠtracking	 ﾠtask	 ﾠ(noise	 ﾠand	 ﾠradius),	 ﾠand	 ﾠ 19	 ﾠ
individual	 ﾠ differences	 ﾠ in	 ﾠ participants’	 ﾠ typing	 ﾠ speed.	 ﾠ For	 ﾠ example,	 ﾠ participants	 ﾠ 20	 ﾠ
dedicated	 ﾠmore	 ﾠof	 ﾠtheir	 ﾠtime	 ﾠto	 ﾠthe	 ﾠtyping	 ﾠtask	 ﾠand	 ﾠpaid	 ﾠfewer	 ﾠvisits	 ﾠto	 ﾠthe	 ﾠtracking	 ﾠ 21	 ﾠ
task	 ﾠwhen	 ﾠthe	 ﾠpayoff	 ﾠfunction	 ﾠrewarded	 ﾠfast	 ﾠcompletion	 ﾠof	 ﾠthe	 ﾠtyping	 ﾠtask	 ﾠmore	 ﾠ 22	 ﾠ
strongly.	 ﾠSimilarly,	 ﾠwhen	 ﾠthe	 ﾠtracking	 ﾠtask	 ﾠwas	 ﾠeasier	 ﾠ(i.e.,	 ﾠwhen	 ﾠthe	 ﾠcursor	 ﾠmoved	 ﾠ 23	 ﾠ	 ﾠ 32	 ﾠ
slower	 ﾠand	 ﾠthe	 ﾠtarget	 ﾠwas	 ﾠlarger),	 ﾠvisit	 ﾠtimes	 ﾠto	 ﾠthe	 ﾠtyping	 ﾠtasks	 ﾠwere	 ﾠlonger	 ﾠand	 ﾠ 1	 ﾠ
fewer	 ﾠ visits	 ﾠ were	 ﾠ made	 ﾠ to	 ﾠ the	 ﾠ tracking	 ﾠ task.	 ﾠ Typing	 ﾠ speed	 ﾠ only	 ﾠ affected	 ﾠ some	 ﾠ 2	 ﾠ
metrics.	 ﾠFor	 ﾠexample,	 ﾠit	 ﾠdid	 ﾠnot	 ﾠinfluence	 ﾠhow	 ﾠlong	 ﾠeach	 ﾠvisit	 ﾠto	 ﾠthe	 ﾠtyping	 ﾠtask	 ﾠwas,	 ﾠ 3	 ﾠ
but	 ﾠit	 ﾠdid	 ﾠinfluence	 ﾠhow	 ﾠproductive	 ﾠeach	 ﾠvisit	 ﾠwas:	 ﾠfast	 ﾠtypers	 ﾠcompleted	 ﾠmore	 ﾠof	 ﾠthe	 ﾠ 4	 ﾠ
letter	 ﾠstring	 ﾠthan	 ﾠslow	 ﾠtypers	 ﾠin	 ﾠthe	 ﾠsame	 ﾠtime	 ﾠwindow.	 ﾠ	 ﾠ 5	 ﾠ
Discussion	 ﾠof	 ﾠresults	 ﾠ 6	 ﾠ
The	 ﾠ results	 ﾠ of	 ﾠ this	 ﾠ experiment	 ﾠ show	 ﾠ what	 ﾠ performance	 ﾠ metrics	 ﾠ and	 ﾠ dual-ﾭ‐task	 ﾠ 7	 ﾠ
interleaving	 ﾠ strategy	 ﾠ were	 ﾠ affected	 ﾠ by	 ﾠ our	 ﾠ three	 ﾠ factors	 ﾠ of	 ﾠ interest:	 ﾠ task	 ﾠ 8	 ﾠ
characteristics	 ﾠ (noise,	 ﾠ radius),	 ﾠ individual	 ﾠ differences	 ﾠ in	 ﾠ skill	 ﾠ (typing	 ﾠ speed),	 ﾠ and	 ﾠ 9	 ﾠ
incentives	 ﾠ(payoff	 ﾠfunction).	 ﾠWhat	 ﾠthese	 ﾠdata	 ﾠdo	 ﾠnot	 ﾠreveal	 ﾠis	 ﾠwhether	 ﾠparticipants	 ﾠ 10	 ﾠ
adopted	 ﾠstrategies	 ﾠthat	 ﾠwould	 ﾠresult	 ﾠin	 ﾠthe	 ﾠhighest	 ﾠpossible	 ﾠmonetary	 ﾠreward	 ﾠover	 ﾠ 11	 ﾠ
the	 ﾠtrial	 ﾠ-ﾭ‐	 ﾠgiven	 ﾠthe	 ﾠconstraints	 ﾠthat	 ﾠthese	 ﾠfactors	 ﾠplace	 ﾠon	 ﾠperformance.	 ﾠTo	 ﾠbetter	 ﾠ 12	 ﾠ
understand	 ﾠthis	 ﾠaspect	 ﾠof	 ﾠthe	 ﾠdata	 ﾠwe	 ﾠdeveloped	 ﾠa	 ﾠcomputational	 ﾠcognitive	 ﾠmodel	 ﾠof	 ﾠ 13	 ﾠ
task	 ﾠperformance.	 ﾠThe	 ﾠmodel	 ﾠis	 ﾠused	 ﾠto	 ﾠexplore	 ﾠthe	 ﾠperformance	 ﾠof	 ﾠvarious	 ﾠdual-ﾭ‐ 14	 ﾠ
task	 ﾠinterleaving	 ﾠstrategies	 ﾠso	 ﾠas	 ﾠto	 ﾠidentify	 ﾠthe	 ﾠrange	 ﾠof	 ﾠstrategies	 ﾠthat	 ﾠwould	 ﾠyield	 ﾠ 15	 ﾠ
the	 ﾠhighest	 ﾠpossible	 ﾠreward,	 ﾠgiven	 ﾠthe	 ﾠconstraints	 ﾠimposed	 ﾠon	 ﾠperformance	 ﾠby	 ﾠthe	 ﾠ 16	 ﾠ
task	 ﾠ(e.g.,	 ﾠcursor	 ﾠnoise,	 ﾠradius	 ﾠsize,	 ﾠpayoff	 ﾠfunction)	 ﾠand	 ﾠthe	 ﾠindividual	 ﾠ(e.g.,	 ﾠtyping	 ﾠ 17	 ﾠ
speed).	 ﾠ	 ﾠ 18	 ﾠ	 ﾠ 33	 ﾠ
Model	 ﾠ 1	 ﾠ
Model	 ﾠdevelopment	 ﾠ 2	 ﾠ
Our	 ﾠ model	 ﾠ of	 ﾠ dual-ﾭ‐task	 ﾠ performance	 ﾠ is	 ﾠ a	 ﾠ modification	 ﾠ of	 ﾠ the	 ﾠ model	 ﾠ of	 ﾠ average	 ﾠ 3	 ﾠ
performance	 ﾠ in	 ﾠ [18].	 ﾠ The	 ﾠ refinements	 ﾠ are	 ﾠ that	 ﾠ the	 ﾠ current	 ﾠ model	 ﾠ can	 ﾠ capture	 ﾠ 4	 ﾠ
individual	 ﾠdifferences	 ﾠin	 ﾠtyping	 ﾠspeed	 ﾠand	 ﾠcan	 ﾠaccount	 ﾠfor	 ﾠtyping	 ﾠerrors.	 ﾠA	 ﾠdetailed	 ﾠ 5	 ﾠ
description	 ﾠ of	 ﾠ model	 ﾠ development	 ﾠ and	 ﾠ parameter	 ﾠ choices	 ﾠ is	 ﾠ given	 ﾠ in	 ﾠ [54].	 ﾠ The	 ﾠ 6	 ﾠ
model	 ﾠ is	 ﾠ used	 ﾠ to	 ﾠ predict	 ﾠ performance	 ﾠ for	 ﾠ various	 ﾠ strategies	 ﾠ for	 ﾠ interleaving	 ﾠ 7	 ﾠ
attention	 ﾠbetween	 ﾠtasks.	 ﾠ 8	 ﾠ
	 ﾠ The	 ﾠmodel	 ﾠcaptures	 ﾠeach	 ﾠtask	 ﾠ(typing,	 ﾠtracking)	 ﾠas	 ﾠa	 ﾠseries	 ﾠof	 ﾠdiscrete	 ﾠsteps.	 ﾠ 9	 ﾠ
This	 ﾠis	 ﾠsimilar	 ﾠto	 ﾠother	 ﾠprocedural	 ﾠmodels	 ﾠof	 ﾠdual-ﾭ‐task	 ﾠperformance	 ﾠ(e.g.,	 ﾠ[31,41]).	 ﾠ 10	 ﾠ
However,	 ﾠcompared	 ﾠto	 ﾠthe	 ﾠpreceding	 ﾠmodels,	 ﾠwe	 ﾠmodel	 ﾠactions	 ﾠat	 ﾠthe	 ﾠkeystroke	 ﾠ 11	 ﾠ
level	 ﾠ (cf.,	 ﾠ [43,61])	 ﾠ and	 ﾠ don't	 ﾠ make	 ﾠ strong	 ﾠ assumptions	 ﾠ about	 ﾠ actions	 ﾠ at	 ﾠ the	 ﾠ 12	 ﾠ
millisecond	 ﾠ level.	 ﾠ This	 ﾠ level	 ﾠ of	 ﾠ abstraction	 ﾠ has	 ﾠ been	 ﾠ valuable	 ﾠ in	 ﾠ other	 ﾠ dual-ﾭ‐task	 ﾠ 13	 ﾠ
models	 ﾠ[14,18,24,32].	 ﾠ	 ﾠ 14	 ﾠ
	 ﾠ We	 ﾠ refer	 ﾠ to	 ﾠ our	 ﾠ model	 ﾠ as	 ﾠ a	 ﾠ 'computational	 ﾠ cognitive	 ﾠ model'.	 ﾠ The	 ﾠ term	 ﾠ 15	 ﾠ
"cognitive"	 ﾠ is	 ﾠ used	 ﾠ in	 ﾠ reference	 ﾠ to	 ﾠ Newell's	 ﾠ definition	 ﾠ of	 ﾠ the	 ﾠ "cognitive	 ﾠ band"	 ﾠ of	 ﾠ 16	 ﾠ
cognition	 ﾠ([62],	 ﾠsee	 ﾠalso	 ﾠ[63]).	 ﾠNewell	 ﾠdescribes	 ﾠdifferent	 ﾠtypes	 ﾠof	 ﾠhuman	 ﾠbehavior	 ﾠ 17	 ﾠ
that	 ﾠtake	 ﾠplace	 ﾠover	 ﾠdifferent	 ﾠtime	 ﾠscales	 ﾠ(i.e.,	 ﾠranging	 ﾠfrom	 ﾠmicroseconds	 ﾠto	 ﾠmonths	 ﾠ 18	 ﾠ
or	 ﾠyears).	 ﾠWithin	 ﾠthis	 ﾠframework	 ﾠthe	 ﾠ'cognitive	 ﾠband'	 ﾠtakes	 ﾠplace	 ﾠbetween	 ﾠa	 ﾠfew	 ﾠ 19	 ﾠ
hundred	 ﾠmilliseconds	 ﾠto	 ﾠseveral	 ﾠseconds.	 ﾠSimilarly,	 ﾠour	 ﾠmodel	 ﾠcaptures	 ﾠbehavior	 ﾠ 20	 ﾠ
that	 ﾠtakes	 ﾠplace	 ﾠat	 ﾠthis	 ﾠtimescale	 ﾠby	 ﾠspecifying	 ﾠactions	 ﾠthat	 ﾠtake	 ﾠseveral	 ﾠhundreds	 ﾠof	 ﾠ 21	 ﾠ	 ﾠ 34	 ﾠ
milliseconds	 ﾠ(the	 ﾠkeystroke	 ﾠlevel,	 ﾠcf.	 ﾠ[43,61]).	 ﾠWe	 ﾠcall	 ﾠour	 ﾠmodel	 ﾠa	 ﾠcomputational	 ﾠ 1	 ﾠ
model,	 ﾠas	 ﾠit	 ﾠis	 ﾠimplemented	 ﾠas	 ﾠexecutable	 ﾠcode;	 ﾠwhich	 ﾠis	 ﾠdistinct	 ﾠfrom	 ﾠMarr's	 ﾠnotion	 ﾠ 2	 ﾠ
of	 ﾠcomputational	 ﾠexplanation	 ﾠ[64].	 ﾠWe	 ﾠwill	 ﾠnow	 ﾠdescribe	 ﾠthe	 ﾠstructure	 ﾠof	 ﾠthe	 ﾠmodel	 ﾠ 3	 ﾠ
in	 ﾠmore	 ﾠdetail.	 ﾠ 4	 ﾠ
Typing	 ﾠmodel	 ﾠ	 ﾠ 5	 ﾠ
The	 ﾠtyping	 ﾠmodel	 ﾠtypes	 ﾠin	 ﾠdigits	 ﾠaccording	 ﾠto	 ﾠa	 ﾠpre-ﾭ‐specified	 ﾠstrategy	 ﾠthat	 ﾠis	 ﾠset	 ﾠby	 ﾠ 6	 ﾠ
the	 ﾠmodeler	 ﾠ(see	 ﾠsection	 ﾠon	 ﾠStrategy	 ﾠspace	 ﾠbelow).	 ﾠThe	 ﾠtyping	 ﾠspeed	 ﾠis	 ﾠcalibrated	 ﾠto	 ﾠ 7	 ﾠ
each	 ﾠindividual	 ﾠparticipant’s	 ﾠaverage	 ﾠinterkeypress	 ﾠinterval	 ﾠas	 ﾠmeasured	 ﾠin	 ﾠsingle-ﾭ‐ 8	 ﾠ
task	 ﾠtrials.	 ﾠ	 ﾠ 9	 ﾠ
	 ﾠ The	 ﾠ model	 ﾠ also	 ﾠ makes	 ﾠ typing	 ﾠ errors,	 ﾠ at	 ﾠ the	 ﾠ same	 ﾠ rate	 ﾠ as	 ﾠ individual	 ﾠ 10	 ﾠ
participants	 ﾠin	 ﾠsingle-ﾭ‐task	 ﾠtyping	 ﾠtrials.	 ﾠErrors	 ﾠare	 ﾠinserted	 ﾠat	 ﾠrandom	 ﾠpositions	 ﾠin	 ﾠ 11	 ﾠ
the	 ﾠstring	 ﾠof	 ﾠdigits	 ﾠon	 ﾠeach	 ﾠmodel	 ﾠrun.	 ﾠIt	 ﾠwas	 ﾠassumed	 ﾠthat	 ﾠtyping	 ﾠan	 ﾠerroneous	 ﾠdigit	 ﾠ 12	 ﾠ
required	 ﾠthe	 ﾠsame	 ﾠtime	 ﾠas	 ﾠa	 ﾠcorrect	 ﾠdigit.	 ﾠIn	 ﾠaddition,	 ﾠit	 ﾠwas	 ﾠassumed	 ﾠthat	 ﾠa	 ﾠpost-ﾭ‐ 13	 ﾠ
error	 ﾠslowing	 ﾠcost	 ﾠ[65]	 ﾠslowed	 ﾠdown	 ﾠtyping	 ﾠspeed	 ﾠon	 ﾠthe	 ﾠimmediately	 ﾠfollowing	 ﾠ 14	 ﾠ
correct	 ﾠdigit.	 ﾠThe	 ﾠmean	 ﾠpost-ﾭ‐error	 ﾠslowing	 ﾠtime	 ﾠwas	 ﾠestimated	 ﾠby	 ﾠsubtracting	 ﾠthe	 ﾠ 15	 ﾠ
normal	 ﾠinterkeypress	 ﾠinterval	 ﾠtime	 ﾠfrom	 ﾠthe	 ﾠaverage	 ﾠtime	 ﾠobserved	 ﾠin	 ﾠthe	 ﾠinterval	 ﾠ 16	 ﾠ
for	 ﾠ the	 ﾠ first	 ﾠ correct	 ﾠ digit	 ﾠ after	 ﾠ an	 ﾠ erroneous	 ﾠ digit.	 ﾠ This	 ﾠ model	 ﾠ captures	 ﾠ the	 ﾠ core	 ﾠ 17	 ﾠ
features	 ﾠof	 ﾠinterest	 ﾠand	 ﾠis	 ﾠsufficient	 ﾠfor	 ﾠmaking	 ﾠdetailed	 ﾠpredictions	 ﾠof	 ﾠtyping	 ﾠtime	 ﾠ 18	 ﾠ
across	 ﾠa	 ﾠrange	 ﾠof	 ﾠdifferent	 ﾠdual-ﾭ‐task	 ﾠinterleaving	 ﾠstrategies..	 ﾠ 19	 ﾠ
Tracking	 ﾠmodel	 ﾠ	 ﾠ 20	 ﾠ
The	 ﾠtracking	 ﾠmodel	 ﾠfocuses	 ﾠon	 ﾠtwo	 ﾠcore	 ﾠaspects	 ﾠof	 ﾠthe	 ﾠexperimental	 ﾠtask:	 ﾠ(1)	 ﾠthat	 ﾠ 21	 ﾠ
the	 ﾠ cursor	 ﾠ can	 ﾠ only	 ﾠ be	 ﾠ controlled	 ﾠ when	 ﾠ the	 ﾠ tracking	 ﾠ window	 ﾠ is	 ﾠ open,	 ﾠ and	 ﾠ (2)	 ﾠ 22	 ﾠ	 ﾠ 35	 ﾠ
whenever	 ﾠthe	 ﾠcursor	 ﾠis	 ﾠnot	 ﾠcontrolled	 ﾠit	 ﾠdrifts	 ﾠaccording	 ﾠto	 ﾠthe	 ﾠdrift	 ﾠfunction	 ﾠof	 ﾠthe	 ﾠ 1	 ﾠ
experiment	 ﾠ(see	 ﾠMethods	 ﾠsection).	 ﾠAt	 ﾠtimes	 ﾠwhen	 ﾠthe	 ﾠmodel	 ﾠcontrolled	 ﾠthe	 ﾠcursor	 ﾠ 2	 ﾠ
movement,	 ﾠthis	 ﾠwas	 ﾠdone	 ﾠas	 ﾠfollows.	 ﾠEvery	 ﾠ250	 ﾠmsec	 ﾠthe	 ﾠposition	 ﾠof	 ﾠthe	 ﾠcursor	 ﾠ 3	 ﾠ
relative	 ﾠto	 ﾠthe	 ﾠcenter	 ﾠof	 ﾠthe	 ﾠtarget	 ﾠarea	 ﾠwas	 ﾠdetermined.	 ﾠA	 ﾠlinear	 ﾠfunction	 ﾠwas	 ﾠthen	 ﾠ 4	 ﾠ
used	 ﾠto	 ﾠdetermine	 ﾠthe	 ﾠangle	 ﾠof	 ﾠthe	 ﾠjoystick	 ﾠto	 ﾠmove	 ﾠthe	 ﾠcursor	 ﾠtowards	 ﾠthe	 ﾠcenter	 ﾠ 5	 ﾠ
(this	 ﾠfunction	 ﾠwas	 ﾠdetermined	 ﾠin	 ﾠ[18]):	 ﾠ	 ﾠ 6	 ﾠ
	 ﾠAngle	 ﾠ=	 ﾠ-ﾭ‐0.01	 ﾠ*	 ﾠcurrent	 ﾠdistance	 ﾠfrom	 ﾠtarget	 ﾠcenter	 ﾠ 	 ﾠ	 ﾠ	 ﾠ-ﾭ‐1	 ﾠ<=	 ﾠangle	 ﾠ<=	 ﾠ1	 ﾠ 	 ﾠ 	 ﾠ 7	 ﾠ
Based	 ﾠ on	 ﾠ the	 ﾠ angle,	 ﾠ the	 ﾠ position	 ﾠ of	 ﾠ the	 ﾠ cursor	 ﾠ was	 ﾠ updated	 ﾠ every	 ﾠ 25	 ﾠ msec	 ﾠ by	 ﾠ 8	 ﾠ
multiplying	 ﾠthe	 ﾠangle	 ﾠvalue	 ﾠwith	 ﾠ5	 ﾠpixels.	 ﾠBoth	 ﾠthe	 ﾠfrequency	 ﾠof	 ﾠthe	 ﾠupdate	 ﾠand	 ﾠthe	 ﾠ 9	 ﾠ
angle	 ﾠmultiplication	 ﾠwere	 ﾠidentical	 ﾠto	 ﾠhow	 ﾠthis	 ﾠwas	 ﾠimplemented	 ﾠin	 ﾠthe	 ﾠexperiment.	 ﾠ	 ﾠ 10	 ﾠ
Dual-ﾭ‐task	 ﾠmodel	 ﾠ	 ﾠ 11	 ﾠ
On	 ﾠeach	 ﾠtrial,	 ﾠthe	 ﾠdual-ﾭ‐task	 ﾠmodel	 ﾠtyped	 ﾠa	 ﾠseries	 ﾠof	 ﾠdigits	 ﾠusing	 ﾠthe	 ﾠtyping	 ﾠmodel	 ﾠ 12	 ﾠ
before	 ﾠ switching	 ﾠ to	 ﾠ the	 ﾠ tracking	 ﾠ task.	 ﾠ The	 ﾠ number	 ﾠ of	 ﾠ to-ﾭ‐be-ﾭ‐typed	 ﾠ digits	 ﾠ was	 ﾠ 13	 ﾠ
specified	 ﾠas	 ﾠan	 ﾠexplicit	 ﾠstrategy	 ﾠchoice.	 ﾠWhen	 ﾠthe	 ﾠmodel	 ﾠswitches	 ﾠbetween	 ﾠtyping	 ﾠ 14	 ﾠ
and	 ﾠtracking,	 ﾠa	 ﾠswitch	 ﾠcost	 ﾠwas	 ﾠincurred	 ﾠ(250	 ﾠmsec,	 ﾠtaken	 ﾠfrom	 ﾠ[18]).	 ﾠThe	 ﾠmodel	 ﾠ 15	 ﾠ
then	 ﾠpursued	 ﾠactive	 ﾠtracking	 ﾠof	 ﾠthe	 ﾠcursor,	 ﾠbased	 ﾠon	 ﾠthe	 ﾠtracking	 ﾠmodel	 ﾠfor	 ﾠa	 ﾠpre-ﾭ‐ 16	 ﾠ
determined	 ﾠfixed	 ﾠperiod	 ﾠof	 ﾠtime.	 ﾠAfter	 ﾠthis	 ﾠtime	 ﾠhad	 ﾠpassed,	 ﾠanother	 ﾠswitch	 ﾠcost	 ﾠwas	 ﾠ 17	 ﾠ
incurred	 ﾠ(180	 ﾠmsec,	 ﾠtaken	 ﾠfrom	 ﾠ[18]).	 ﾠThe	 ﾠhigher	 ﾠswitch	 ﾠcost	 ﾠto	 ﾠswitch	 ﾠfrom	 ﾠtyping	 ﾠ 18	 ﾠ
to	 ﾠtracking	 ﾠintuitively	 ﾠreflects	 ﾠthe	 ﾠneed	 ﾠto	 ﾠfirst	 ﾠlocate	 ﾠthe	 ﾠcursor	 ﾠon	 ﾠthe	 ﾠscreen	 ﾠ-ﾭ‐	 ﾠthe	 ﾠ 19	 ﾠ
digits	 ﾠare	 ﾠalways	 ﾠin	 ﾠthe	 ﾠsame	 ﾠposition	 ﾠand	 ﾠtherefore	 ﾠrequire	 ﾠless	 ﾠtime	 ﾠto	 ﾠlocate.	 ﾠ 20	 ﾠ	 ﾠ 36	 ﾠ
	 ﾠ Once	 ﾠthe	 ﾠmodel	 ﾠswitched	 ﾠback	 ﾠfrom	 ﾠtracking	 ﾠto	 ﾠtyping,	 ﾠit	 ﾠwould	 ﾠcontinue	 ﾠ 1	 ﾠ
typing	 ﾠuntil	 ﾠit	 ﾠwas	 ﾠtime	 ﾠto	 ﾠswitch	 ﾠagain.	 ﾠIt	 ﾠwould	 ﾠcontinue	 ﾠthis	 ﾠpattern	 ﾠuntil	 ﾠall	 ﾠ20	 ﾠ 2	 ﾠ
digits	 ﾠwere	 ﾠtyped	 ﾠin	 ﾠcorrectly.	 ﾠ	 ﾠ 3	 ﾠ
Strategy	 ﾠSpace	 ﾠ 4	 ﾠ
We	 ﾠ explored	 ﾠ how	 ﾠ different	 ﾠ explicit	 ﾠ strategies	 ﾠ for	 ﾠ interleaving	 ﾠ tasks	 ﾠ affected	 ﾠ 5	 ﾠ
performance.	 ﾠ A	 ﾠ strategy	 ﾠ was	 ﾠ determined	 ﾠ by	 ﾠ two	 ﾠ variables	 ﾠ (1)	 ﾠ a	 ﾠ basic	 ﾠ strategy	 ﾠ 6	 ﾠ
determined	 ﾠ how	 ﾠ many	 ﾠ digits	 ﾠ were	 ﾠ typed	 ﾠ per	 ﾠ visit	 ﾠ to	 ﾠ the	 ﾠ typing	 ﾠ window	 ﾠ before	 ﾠ 7	 ﾠ
switching	 ﾠto	 ﾠthe	 ﾠtracking	 ﾠtask,	 ﾠand	 ﾠ(2)	 ﾠa	 ﾠstrategy	 ﾠalternative	 ﾠdetermined	 ﾠhow	 ﾠmuch	 ﾠ 8	 ﾠ
time	 ﾠwas	 ﾠspent	 ﾠin	 ﾠthe	 ﾠtracking	 ﾠwindow	 ﾠon	 ﾠeach	 ﾠvisit	 ﾠbefore	 ﾠswitching	 ﾠback	 ﾠto	 ﾠthe	 ﾠ 9	 ﾠ
typing	 ﾠtask.	 ﾠ	 ﾠ 10	 ﾠ
	 ﾠ For	 ﾠ the	 ﾠ basic	 ﾠ strategies	 ﾠ (number	 ﾠ of	 ﾠ digits	 ﾠ typed	 ﾠ per	 ﾠ visit),	 ﾠ we	 ﾠ explored	 ﾠ 11	 ﾠ
performance	 ﾠfor	 ﾠa	 ﾠrelatively	 ﾠsimple	 ﾠset	 ﾠof	 ﾠtwenty	 ﾠstrategies	 ﾠin	 ﾠwhich	 ﾠa	 ﾠconsistent	 ﾠ 12	 ﾠ
number	 ﾠof	 ﾠdigits	 ﾠwas	 ﾠtyped	 ﾠper	 ﾠvisit	 ﾠto	 ﾠthe	 ﾠtyping	 ﾠwindow.	 ﾠFor	 ﾠexample,	 ﾠa	 ﾠstrategy	 ﾠ 13	 ﾠ
to	 ﾠalways	 ﾠtype	 ﾠ1	 ﾠdigit	 ﾠper	 ﾠvisit	 ﾠwould	 ﾠmake	 ﾠtwenty	 ﾠvisits;	 ﾠa	 ﾠstrategy	 ﾠto	 ﾠalways	 ﾠtype	 ﾠ2	 ﾠ 14	 ﾠ
digits	 ﾠper	 ﾠvisit	 ﾠwould	 ﾠmake	 ﾠten	 ﾠvisits;	 ﾠa	 ﾠstrategy	 ﾠto	 ﾠalways	 ﾠtype	 ﾠ8	 ﾠdigits	 ﾠper	 ﾠvisit	 ﾠ 15	 ﾠ
would	 ﾠmake	 ﾠtwo	 ﾠvisits	 ﾠin	 ﾠwhich	 ﾠ8	 ﾠdigits	 ﾠwere	 ﾠtyped	 ﾠand	 ﾠone	 ﾠin	 ﾠwhich	 ﾠthe	 ﾠremaining	 ﾠ 16	 ﾠ
4	 ﾠdigits	 ﾠwere	 ﾠtyped.	 ﾠ	 ﾠ 17	 ﾠ
	 ﾠ For	 ﾠeach	 ﾠof	 ﾠthese	 ﾠtwenty	 ﾠbasic	 ﾠstrategies,	 ﾠwe	 ﾠexplored	 ﾠthe	 ﾠperformance	 ﾠof	 ﾠ 18	 ﾠ
various	 ﾠstrategy	 ﾠalternatives.	 ﾠStrategy	 ﾠalternatives	 ﾠvaried	 ﾠin	 ﾠhow	 ﾠmuch	 ﾠtime	 ﾠwas	 ﾠ 19	 ﾠ
spent	 ﾠin	 ﾠthe	 ﾠtracking	 ﾠwindow	 ﾠper	 ﾠvisit	 ﾠto	 ﾠthis	 ﾠwindow.	 ﾠWe	 ﾠexplored	 ﾠthis	 ﾠfor	 ﾠ12	 ﾠ 20	 ﾠ
alternatives,	 ﾠbetween	 ﾠ250	 ﾠand	 ﾠ3,000	 ﾠmsec,	 ﾠin	 ﾠsteps	 ﾠof	 ﾠ250	 ﾠmsec.	 ﾠWithin	 ﾠa	 ﾠsingle	 ﾠ 21	 ﾠ
simulation	 ﾠwe	 ﾠkept	 ﾠthe	 ﾠtime	 ﾠspent	 ﾠin	 ﾠthe	 ﾠtracking	 ﾠwindow	 ﾠper	 ﾠvisit	 ﾠconstant	 ﾠ(i.e.,	 ﾠif	 ﾠ 22	 ﾠ	 ﾠ 37	 ﾠ
the	 ﾠmodel	 ﾠspent	 ﾠ250	 ﾠmsec	 ﾠduring	 ﾠthe	 ﾠfirst	 ﾠvisit	 ﾠin	 ﾠthe	 ﾠtracking	 ﾠwindow,	 ﾠa	 ﾠsimilar	 ﾠ 1	 ﾠ
time	 ﾠwas	 ﾠused	 ﾠthe	 ﾠsecond	 ﾠvisit).	 ﾠ	 ﾠ 2	 ﾠ
For	 ﾠeach	 ﾠof	 ﾠthese	 ﾠdistinct	 ﾠstrategy	 ﾠvariants	 ﾠthe	 ﾠmodel	 ﾠwas	 ﾠrun	 ﾠmultiple	 ﾠtimes	 ﾠ 3	 ﾠ
and	 ﾠperformance	 ﾠpredictions	 ﾠwere	 ﾠmade.	 ﾠIn	 ﾠtotal	 ﾠthis	 ﾠlead	 ﾠto	 ﾠthe	 ﾠuse	 ﾠof	 ﾠ229	 ﾠstrategy	 ﾠ 4	 ﾠ
alternatives.	 ﾠFor	 ﾠ19	 ﾠstrategies	 ﾠ(typing	 ﾠ1	 ﾠto	 ﾠ19	 ﾠdigits	 ﾠper	 ﾠvisit),	 ﾠwe	 ﾠexplored	 ﾠthe	 ﾠeffect	 ﾠ 5	 ﾠ
of	 ﾠ 12	 ﾠ alternatives	 ﾠ for	 ﾠ time	 ﾠ on	 ﾠ the	 ﾠ tracking	 ﾠ task	 ﾠ (giving	 ﾠ 12	 ﾠ x	 ﾠ 19	 ﾠ =	 ﾠ 228	 ﾠ strategy	 ﾠ 6	 ﾠ
alternatives).	 ﾠThere	 ﾠwas	 ﾠone	 ﾠstrategy	 ﾠwithout	 ﾠinterleaving	 ﾠ(typing	 ﾠall	 ﾠ20	 ﾠdigits	 ﾠin	 ﾠ 7	 ﾠ
one	 ﾠvisit).	 ﾠWe	 ﾠran	 ﾠ50	 ﾠsimulations	 ﾠ(i.e.,	 ﾠ50	 ﾠsimulated	 ﾠtrials)	 ﾠfor	 ﾠeach	 ﾠindividual,	 ﾠeach	 ﾠ 8	 ﾠ
experimental	 ﾠcondition	 ﾠ(noise,	 ﾠradius,	 ﾠpayoff),	 ﾠand	 ﾠeach	 ﾠstrategy	 ﾠalternative.	 ﾠThis	 ﾠ 9	 ﾠ
gave	 ﾠa	 ﾠtotal	 ﾠof	 ﾠ12	 ﾠ(participants	 ﾠper	 ﾠpayoff	 ﾠfunction)	 ﾠx	 ﾠ2	 ﾠ(payoff	 ﾠfunctions)	 ﾠx	 ﾠ2	 ﾠ(noise)	 ﾠ 10	 ﾠ
x	 ﾠ2	 ﾠ(radius)	 ﾠx	 ﾠ229	 ﾠ(strategy	 ﾠalternative)	 ﾠx	 ﾠ50	 ﾠ(simulations)	 ﾠ=	 ﾠ1,099,200	 ﾠsimulations.	 ﾠ 11	 ﾠ
For	 ﾠ each	 ﾠ model	 ﾠ simulation	 ﾠ we	 ﾠ were	 ﾠ able	 ﾠ to	 ﾠ derive	 ﾠ performance	 ﾠ measures	 ﾠ 12	 ﾠ
equivalent	 ﾠto	 ﾠthose	 ﾠgathered	 ﾠfor	 ﾠhuman	 ﾠparticipants	 ﾠ(i.e.,	 ﾠtotal	 ﾠtrial	 ﾠtime,	 ﾠmaximum	 ﾠ 13	 ﾠ
deviation	 ﾠof	 ﾠthe	 ﾠcursor,	 ﾠtotal	 ﾠtime	 ﾠthat	 ﾠthe	 ﾠcursor	 ﾠspent	 ﾠoutside	 ﾠof	 ﾠthe	 ﾠtarget	 ﾠarea).	 ﾠ 14	 ﾠ
Given	 ﾠthese	 ﾠperformance	 ﾠmeasures	 ﾠit	 ﾠwas	 ﾠpossible	 ﾠto	 ﾠcalculate	 ﾠthe	 ﾠpayoff	 ﾠachieved	 ﾠ 15	 ﾠ
by	 ﾠthe	 ﾠmodel	 ﾠon	 ﾠeach	 ﾠsimulated	 ﾠtrial	 ﾠusing	 ﾠthe	 ﾠsame	 ﾠobjective	 ﾠfunction	 ﾠfor	 ﾠrating	 ﾠ 16	 ﾠ
human	 ﾠperformance	 ﾠin	 ﾠthe	 ﾠexperiment	 ﾠ(see	 ﾠEquations	 ﾠ1	 ﾠ-ﾭ‐	 ﾠ3).	 ﾠ	 ﾠ 17	 ﾠ
Model	 ﾠResults	 ﾠand	 ﾠDiscussion	 ﾠ 18	 ﾠ
Comparison	 ﾠ of	 ﾠ human	 ﾠ performance	 ﾠ with	 ﾠ predicted	 ﾠ 19	 ﾠ
optimal	 ﾠperformance	 ﾠ 20	 ﾠ
The	 ﾠempirical	 ﾠresults	 ﾠdemonstrated	 ﾠthat	 ﾠparticipants	 ﾠadapted	 ﾠtheir	 ﾠstrategies	 ﾠto	 ﾠthe	 ﾠ 21	 ﾠ
payoff	 ﾠfunction,	 ﾠthe	 ﾠtask	 ﾠcharacteristics,	 ﾠand	 ﾠtheir	 ﾠindividual	 ﾠtyping	 ﾠskill.	 ﾠWith	 ﾠthe	 ﾠ 22	 ﾠ	 ﾠ 38	 ﾠ
model,	 ﾠwe	 ﾠnow	 ﾠwant	 ﾠto	 ﾠask	 ﾠa	 ﾠdifferent	 ﾠquestion,	 ﾠnamely:	 ﾠwere	 ﾠparticipants	 ﾠgood	 ﾠ 1	 ﾠ
multitaskers?	 ﾠ	 ﾠ 2	 ﾠ
	 ﾠ To	 ﾠaddress	 ﾠthis	 ﾠquestion,	 ﾠwe	 ﾠselected	 ﾠfor	 ﾠeach	 ﾠindividual	 ﾠparticipant,	 ﾠin	 ﾠeach	 ﾠ 3	 ﾠ
experimental	 ﾠcondition,	 ﾠthe	 ﾠstrategy	 ﾠalternative	 ﾠthat,	 ﾠon	 ﾠaverage,	 ﾠwas	 ﾠpredicted	 ﾠto	 ﾠ 4	 ﾠ
achieve	 ﾠthe	 ﾠhighest	 ﾠpayoff.	 ﾠWe	 ﾠcompared	 ﾠperformance	 ﾠof	 ﾠthis	 ﾠstrategy	 ﾠon	 ﾠvarious	 ﾠ 5	 ﾠ
metrics	 ﾠwith	 ﾠhuman	 ﾠperformance	 ﾠ(as	 ﾠreported	 ﾠabove).	 ﾠ	 ﾠFor	 ﾠsome	 ﾠindividuals,	 ﾠin	 ﾠ 6	 ﾠ
some	 ﾠ conditions,	 ﾠ the	 ﾠ model	 ﾠ predicted	 ﾠ that	 ﾠ multiple	 ﾠ strategies	 ﾠ could	 ﾠ achieve	 ﾠ the	 ﾠ 7	 ﾠ
highest	 ﾠscore	 ﾠ(i.e.,	 ﾠno	 ﾠone	 ﾠstrategy	 ﾠalternative	 ﾠwas	 ﾠbetter	 ﾠthan	 ﾠall	 ﾠother	 ﾠstrategy	 ﾠ 8	 ﾠ
alternatives).	 ﾠIn	 ﾠthese	 ﾠcases,	 ﾠperformance	 ﾠfor	 ﾠall	 ﾠmeasures	 ﾠof	 ﾠinterest	 ﾠ(e.g.,	 ﾠtrial	 ﾠtime,	 ﾠ 9	 ﾠ
maximum	 ﾠdeviation	 ﾠof	 ﾠthe	 ﾠcursor,	 ﾠnumber	 ﾠof	 ﾠdigits	 ﾠtyped	 ﾠper	 ﾠvisit)	 ﾠwas	 ﾠaveraged	 ﾠ 10	 ﾠ
across	 ﾠthe	 ﾠset	 ﾠoptimal	 ﾠstrategies.	 ﾠThis	 ﾠmethod	 ﾠallowed	 ﾠfor	 ﾠa	 ﾠcomparison	 ﾠbetween	 ﾠ 11	 ﾠ
model	 ﾠ and	 ﾠ data	 ﾠ without	 ﾠ additional	 ﾠ assumptions	 ﾠ about	 ﾠ how	 ﾠ participants	 ﾠ might	 ﾠ 12	 ﾠ
choose	 ﾠbetween	 ﾠstrategies	 ﾠthat	 ﾠare	 ﾠotherwise	 ﾠequivalent	 ﾠin	 ﾠterms	 ﾠof	 ﾠtheir	 ﾠexpected	 ﾠ 13	 ﾠ
payoff.	 ﾠFor	 ﾠexample,	 ﾠalternative	 ﾠselection	 ﾠmethods	 ﾠmight	 ﾠbe	 ﾠto	 ﾠ'bracket'	 ﾠthe	 ﾠrange	 ﾠof	 ﾠ 14	 ﾠ
good	 ﾠ performance	 ﾠ [42,43]	 ﾠ or	 ﾠ to	 ﾠ select	 ﾠ the	 ﾠ strategy	 ﾠ that	 ﾠ achieved	 ﾠ the	 ﾠ best	 ﾠ mean	 ﾠ 15	 ﾠ
value	 ﾠon	 ﾠsome	 ﾠother	 ﾠmeasure	 ﾠof	 ﾠperformance	 ﾠ(e.g.,	 ﾠtrial	 ﾠtime,	 ﾠor	 ﾠmaximum	 ﾠdeviation	 ﾠ 16	 ﾠ
of	 ﾠ the	 ﾠ cursor).	 ﾠ This	 ﾠ would	 ﾠ require	 ﾠ additional	 ﾠ assumptions	 ﾠ about	 ﾠ what	 ﾠ the	 ﾠ most	 ﾠ 17	 ﾠ
representative/best	 ﾠ metric	 ﾠ is.	 ﾠ Our	 ﾠ approach	 ﾠ does	 ﾠ not	 ﾠ require	 ﾠ such	 ﾠ additional	 ﾠ 18	 ﾠ
assumptions.	 ﾠ 19	 ﾠ
	 ﾠ Fig.	 ﾠ5	 ﾠshows	 ﾠthe	 ﾠperformance	 ﾠfor	 ﾠthe	 ﾠmodel	 ﾠ(white	 ﾠbars)	 ﾠand	 ﾠhuman	 ﾠdata	 ﾠ 20	 ﾠ
(grey	 ﾠ bars)	 ﾠ side	 ﾠ by	 ﾠ side	 ﾠ for	 ﾠ four	 ﾠ measures:	 ﾠ total	 ﾠ trial	 ﾠ time	 ﾠ (top-ﾭ‐left),	 ﾠ maximum	 ﾠ 21	 ﾠ
deviation	 ﾠof	 ﾠthe	 ﾠcursor	 ﾠ(top-ﾭ‐right),	 ﾠaverage	 ﾠmaximum	 ﾠnumber	 ﾠof	 ﾠdigits	 ﾠtyped	 ﾠper	 ﾠ 22	 ﾠ	 ﾠ 39	 ﾠ
visit	 ﾠ(bottom-ﾭ‐left),	 ﾠand	 ﾠmean	 ﾠtime	 ﾠspent	 ﾠin	 ﾠthe	 ﾠtracking	 ﾠwindow	 ﾠper	 ﾠvisit	 ﾠ(bottom-ﾭ‐ 1	 ﾠ
right).	 ﾠTable	 ﾠ3	 ﾠsummarizes	 ﾠthe	 ﾠfit	 ﾠof	 ﾠthese	 ﾠmetrics	 ﾠ(and	 ﾠfour	 ﾠother	 ﾠmetrics,	 ﾠsee	 ﾠ[54]	 ﾠ 2	 ﾠ
for	 ﾠselected	 ﾠgraphs)	 ﾠon:	 ﾠR2,	 ﾠRMSE	 ﾠ(and	 ﾠRMSE%),	 ﾠand	 ﾠthe	 ﾠnumber	 ﾠof	 ﾠconditions	 ﾠfor	 ﾠ 3	 ﾠ
which	 ﾠthe	 ﾠerror	 ﾠbars	 ﾠbetween	 ﾠmodel	 ﾠand	 ﾠhuman	 ﾠdata	 ﾠoverlap.	 ﾠFollowing	 ﾠ[66],	 ﾠan	 ﾠ 4	 ﾠ
ANOVA	 ﾠwas	 ﾠapplied	 ﾠto	 ﾠthe	 ﾠmodel	 ﾠdata	 ﾠto	 ﾠexplore	 ﾠwhether	 ﾠthe	 ﾠsame	 ﾠpatterns	 ﾠof	 ﾠ 5	 ﾠ
statistical	 ﾠeffects	 ﾠwere	 ﾠpresent	 ﾠin	 ﾠthe	 ﾠdata	 ﾠas	 ﾠobserved	 ﾠin	 ﾠthe	 ﾠhuman	 ﾠdata.	 ﾠIn	 ﾠthis	 ﾠ 6	 ﾠ
ANOVA,	 ﾠthe	 ﾠmodel	 ﾠpredictions	 ﾠfor	 ﾠthe	 ﾠbest	 ﾠstrategy	 ﾠalternative	 ﾠfor	 ﾠeach	 ﾠindividual	 ﾠ 7	 ﾠ
and	 ﾠ each	 ﾠ condition	 ﾠ were	 ﾠ treated	 ﾠ as	 ﾠ if	 ﾠ generated	 ﾠ by	 ﾠ a	 ﾠ participant.	 ﾠ We	 ﾠ applied	 ﾠ a	 ﾠ 8	 ﾠ
similar	 ﾠANOVA	 ﾠstructure	 ﾠas	 ﾠwas	 ﾠused	 ﾠfor	 ﾠthe	 ﾠanalysis	 ﾠof	 ﾠthe	 ﾠempirical	 ﾠdata	 ﾠ-ﾭ‐	 ﾠusing	 ﾠa	 ﾠ 9	 ﾠ
split	 ﾠ mean	 ﾠ analysis	 ﾠ on	 ﾠ typing	 ﾠ speed	 ﾠ to	 ﾠ distinguish	 ﾠ relatively	 ﾠ fast	 ﾠ typers	 ﾠ from	 ﾠ 10	 ﾠ
relatively	 ﾠslow	 ﾠtypers.	 ﾠTable	 ﾠ4	 ﾠreports	 ﾠthese	 ﾠANOVA	 ﾠresults.	 ﾠIn	 ﾠTable	 ﾠ3	 ﾠwe	 ﾠcount	 ﾠ 11	 ﾠ
what	 ﾠproportion	 ﾠof	 ﾠeffects	 ﾠin	 ﾠthe	 ﾠANOVA	 ﾠof	 ﾠmodel	 ﾠdata	 ﾠ(Table	 ﾠ4)	 ﾠwas	 ﾠsimilar	 ﾠto	 ﾠthe	 ﾠ 12	 ﾠ
ANOVA	 ﾠresults	 ﾠof	 ﾠthe	 ﾠempirical	 ﾠdata	 ﾠ(Table	 ﾠ2).	 ﾠIn	 ﾠcases	 ﾠwhere	 ﾠone	 ﾠdata	 ﾠset	 ﾠ(i.e.,	 ﾠ 13	 ﾠ
model	 ﾠor	 ﾠhuman	 ﾠdata)	 ﾠpredicted	 ﾠa	 ﾠmarginal	 ﾠeffect	 ﾠand	 ﾠthe	 ﾠother	 ﾠdataset	 ﾠpredicted	 ﾠ 14	 ﾠ
no	 ﾠeffect	 ﾠor	 ﾠa	 ﾠsignificant	 ﾠeffect,	 ﾠthis	 ﾠwas	 ﾠcounted	 ﾠas	 ﾠexplaining	 ﾠ“half”	 ﾠof	 ﾠthe	 ﾠeffect.	 ﾠ 15	 ﾠ
ANOVAs	 ﾠwere	 ﾠnot	 ﾠapplied	 ﾠto	 ﾠthe	 ﾠpayoff	 ﾠscore	 ﾠdata,	 ﾠas	 ﾠthe	 ﾠpayoff	 ﾠfunction	 ﾠwas	 ﾠan	 ﾠ 16	 ﾠ
independent	 ﾠvariable.	 ﾠAn	 ﾠeffect	 ﾠwas	 ﾠcounted	 ﾠas	 ﾠ"wrong"	 ﾠin	 ﾠcases	 ﾠwhere	 ﾠthe	 ﾠmodel	 ﾠ 17	 ﾠ
predicted	 ﾠan	 ﾠeffect	 ﾠthat	 ﾠdid	 ﾠnot	 ﾠoccur	 ﾠin	 ﾠthe	 ﾠhuman	 ﾠresults.	 ﾠ 18	 ﾠ
	 ﾠ 19	 ﾠ
Table	 ﾠ3.	 ﾠMeasures	 ﾠof	 ﾠfit	 ﾠbetween	 ﾠhuman	 ﾠperformance	 ﾠand	 ﾠmodel	 ﾠpredictions	 ﾠ 20	 ﾠ
for	 ﾠoptimal	 ﾠstrategies.	 ﾠSee	 ﾠtext	 ﾠfor	 ﾠdetail.	 ﾠ	 ﾠ 21	 ﾠ









inter-ﾭ‐action	 ﾠ	 ﾠ 40	 ﾠ




correct	 ﾠ wrong	 ﾠ




0.90	 ﾠ 11.11	 ﾠ 13	 ﾠ 2/8	 ﾠ 4/4	 ﾠ 0	 ﾠ 1.5/2	 ﾠ 1.5	 ﾠ
Time	 ﾠoutside	 ﾠof	 ﾠ
target	 ﾠ
0.63	 ﾠ 0.34	 ﾠ 101	 ﾠ 3/8	 ﾠ 2.5/3.5	 ﾠ 0	 ﾠ 1.5/3.5	 ﾠ 3	 ﾠ
Maximum	 ﾠnr	 ﾠof	 ﾠ
digits	 ﾠtyped	 ﾠ
0.97	 ﾠ 2.83	 ﾠ 27	 ﾠ 4/8	 ﾠ 4/4	 ﾠ 0	 ﾠ 1/1.5	 ﾠ 0	 ﾠ
Typing	 ﾠvisit	 ﾠtime	 ﾠ 0.91	 ﾠ 0.56	 ﾠ 21	 ﾠ 3/8	 ﾠ 3/3	 ﾠ 0	 ﾠ 0/1	 ﾠ 0.5	 ﾠ
Nr	 ﾠvisits	 ﾠto	 ﾠ
tracking	 ﾠ
0.94	 ﾠ 4.58	 ﾠ 164	 ﾠ 0/8	 ﾠ 4/4	 ﾠ 0	 ﾠ 1/1.5	 ﾠ 2.5	 ﾠ
Tracking	 ﾠtime	 ﾠ 0.90	 ﾠ 0.79	 ﾠ 63	 ﾠ 0/8	 ﾠ 3/3	 ﾠ 1	 ﾠ 0/0	 ﾠ 0	 ﾠ
Payoff	 ﾠscore	 ﾠ 0.76	 ﾠ 5.3	 ﾠ 93	 ﾠ 2/8	 ﾠ NA	 ﾠ NA	 ﾠ NA	 ﾠ NA	 ﾠ
Mean	 ﾠ 0.86	 ﾠ 	 ﾠ 66	 ﾠ 2.3/8	 ﾠ 96%	 ﾠ 0.3	 ﾠ
effects	 ﾠ
64%	 ﾠ 1.4	 ﾠeffects	 ﾠ
	 ﾠ 1	 ﾠ
Table	 ﾠ4.	 ﾠSummary	 ﾠof	 ﾠstatistical	 ﾠeffects	 ﾠin	 ﾠmodel.	 ﾠPredictions	 ﾠare	 ﾠgenerated	 ﾠby	 ﾠ 2	 ﾠ
treating	 ﾠmodel	 ﾠpredictions	 ﾠfor	 ﾠthe	 ﾠbest	 ﾠstrategy	 ﾠalternatives	 ﾠas	 ﾠif	 ﾠthey	 ﾠare	 ﾠgenerated	 ﾠ 3	 ﾠ
by	 ﾠ the	 ﾠ corresponding	 ﾠ participants	 ﾠ (i.e.,	 ﾠ one	 ﾠ datapoint	 ﾠ per	 ﾠ participant,	 ﾠ per	 ﾠ 4	 ﾠ







































































































































































































	 ﾠ	 ﾠ 41	 ﾠ
Payoff	 ﾠfunction	 ﾠ(P)	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ
Noise	 ﾠ(N)	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ
Radius	 ﾠ(R)	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ
IKI	 ﾠgroup	 ﾠ(I)	 ﾠ ***	 ﾠ ***	 ﾠ 	 ﾠ ***	 ﾠ 	 ﾠ ***	 ﾠ ***	 ﾠ
P	 ﾠx	 ﾠN	 ﾠ ***	 ﾠ ***	 ﾠ ***	 ﾠ 	 ﾠ 	 ﾠ ***	 ﾠ 	 ﾠ
P	 ﾠx	 ﾠR	 ﾠ ***	 ﾠ 	 ﾠ ***	 ﾠ 	 ﾠ 	 ﾠ ***	 ﾠ 	 ﾠ
N	 ﾠx	 ﾠR	 ﾠ ***	 ﾠ .	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ ***	 ﾠ 	 ﾠ
P	 ﾠx	 ﾠI	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ **	 ﾠ .	 ﾠ 	 ﾠ 	 ﾠ
N	 ﾠx	 ﾠI	 ﾠ **	 ﾠ .	 ﾠ .	 ﾠ 	 ﾠ 	 ﾠ .	 ﾠ 	 ﾠ
R	 ﾠx	 ﾠI	 ﾠ **	 ﾠ *	 ﾠ 	 ﾠ 	 ﾠ 	 ﾠ *	 ﾠ 	 ﾠ
	 ﾠ 1	 ﾠ
.:	 ﾠ	 ﾠ	 ﾠ	 ﾠ.05	 ﾠ<	 ﾠp	 ﾠ<=	 ﾠ.10;	 ﾠ	 ﾠ 2	 ﾠ
*:	 ﾠ	 ﾠ	 ﾠ.01	 ﾠ<	 ﾠp	 ﾠ<	 ﾠ.05;	 ﾠ	 ﾠ 3	 ﾠ
**:	 ﾠ.001	 ﾠ<	 ﾠp	 ﾠ<	 ﾠ.01;	 ﾠ 4	 ﾠ
***:	 ﾠp	 ﾠ<=	 ﾠ.001	 ﾠ 5	 ﾠ
	 ﾠ Our	 ﾠanalysis	 ﾠshows	 ﾠthat	 ﾠon	 ﾠat	 ﾠleast	 ﾠtwo	 ﾠmetrics	 ﾠthe	 ﾠhuman	 ﾠperformance	 ﾠdata	 ﾠ 6	 ﾠ
was	 ﾠconsistent	 ﾠwith	 ﾠthe	 ﾠperformance	 ﾠpredictions	 ﾠof	 ﾠthe	 ﾠoptimal	 ﾠmodel.	 ﾠFirst,	 ﾠR2	 ﾠ 7	 ﾠ
values	 ﾠ were	 ﾠ generally	 ﾠ high	 ﾠ (i.e.,	 ﾠ six	 ﾠ out	 ﾠ of	 ﾠ nine	 ﾠ measures	 ﾠ were	 ﾠ 0.89	 ﾠ or	 ﾠ higher).	 ﾠ 8	 ﾠ
Second,	 ﾠthe	 ﾠANOVA	 ﾠanalysis	 ﾠof	 ﾠthe	 ﾠmodel	 ﾠdata	 ﾠproduced	 ﾠsimilar	 ﾠmain	 ﾠeffects	 ﾠand	 ﾠ 9	 ﾠ
interaction	 ﾠeffects	 ﾠas	 ﾠthe	 ﾠhuman	 ﾠdata	 ﾠ(e.g.,	 ﾠ96%	 ﾠof	 ﾠmain	 ﾠeffects	 ﾠcorrect).	 ﾠPerhaps	 ﾠ 10	 ﾠ
more	 ﾠimportantly,	 ﾠthe	 ﾠmodel	 ﾠpredicts	 ﾠthat	 ﾠon	 ﾠalmost	 ﾠall	 ﾠthe	 ﾠdependent	 ﾠvariables	 ﾠ 11	 ﾠ
there	 ﾠshould	 ﾠbe	 ﾠeffects	 ﾠof	 ﾠpayoff	 ﾠfunction,	 ﾠtask	 ﾠcharacteristics	 ﾠ(noise,	 ﾠradius),	 ﾠand	 ﾠ 12	 ﾠ
individual	 ﾠdifferences	 ﾠin	 ﾠtyping	 ﾠskill.	 ﾠTaken	 ﾠtogether,	 ﾠthis	 ﾠanalysis	 ﾠshows	 ﾠthat	 ﾠthe	 ﾠ 13	 ﾠ
participants	 ﾠin	 ﾠthe	 ﾠstudy	 ﾠwere	 ﾠadopting	 ﾠstrategies	 ﾠthat	 ﾠwere	 ﾠconsistent	 ﾠwith	 ﾠthe	 ﾠ 14	 ﾠ
predicted	 ﾠoptimal	 ﾠperformance	 ﾠmodel.	 ﾠ	 ﾠ 15	 ﾠ	 ﾠ 42	 ﾠ
	 ﾠ However,	 ﾠthe	 ﾠmodel	 ﾠpredictions	 ﾠof	 ﾠoptimal	 ﾠperformance	 ﾠdid	 ﾠnot	 ﾠalways	 ﾠalign	 ﾠ 1	 ﾠ
perfectly	 ﾠwith	 ﾠthe	 ﾠhuman	 ﾠdata.	 ﾠFirst,	 ﾠonly	 ﾠin	 ﾠfew	 ﾠconditions	 ﾠdid	 ﾠthe	 ﾠstandardized	 ﾠ 2	 ﾠ
error	 ﾠ bars	 ﾠ of	 ﾠ the	 ﾠ model	 ﾠ and	 ﾠ human	 ﾠ data	 ﾠ overlap	 ﾠ (on	 ﾠ average	 ﾠ 2.3	 ﾠ out	 ﾠ of	 ﾠ 8),	 ﾠ 3	 ﾠ
suggesting	 ﾠa	 ﾠdifference	 ﾠbetween	 ﾠhuman	 ﾠand	 ﾠmodel	 ﾠdata.	 ﾠSecond,	 ﾠRMSE	 ﾠpercentage	 ﾠ 4	 ﾠ
scores	 ﾠ were	 ﾠ relatively	 ﾠ high.	 ﾠ Fig.	 ﾠ 5	 ﾠ helps	 ﾠ in	 ﾠ exploring	 ﾠ where	 ﾠ these	 ﾠ differences	 ﾠ 5	 ﾠ
occurred.	 ﾠFor	 ﾠmost	 ﾠmeasures,	 ﾠthe	 ﾠlargest	 ﾠdiscrepancy	 ﾠwas	 ﾠin	 ﾠthe	 ﾠhardest	 ﾠcondition:	 ﾠ 6	 ﾠ
high	 ﾠnoise,	 ﾠsmall	 ﾠradius.	 ﾠOther	 ﾠdiscrepancies	 ﾠalso	 ﾠoccurred	 ﾠin	 ﾠthe	 ﾠhigh	 ﾠnoise,	 ﾠlarge	 ﾠ 7	 ﾠ
radius	 ﾠ condition.	 ﾠ Inspection	 ﾠ of	 ﾠ the	 ﾠ figures	 ﾠ suggests	 ﾠ that	 ﾠ participants	 ﾠ could	 ﾠ have	 ﾠ 8	 ﾠ
spent	 ﾠless	 ﾠtime	 ﾠon	 ﾠthe	 ﾠtracking	 ﾠtask.	 ﾠThis	 ﾠdiscrepancy	 ﾠmight	 ﾠbe	 ﾠattributed	 ﾠto	 ﾠthe	 ﾠ 9	 ﾠ
relative	 ﾠ simplicity	 ﾠ of	 ﾠ the	 ﾠ tracking	 ﾠ model.	 ﾠ For	 ﾠ example,	 ﾠ the	 ﾠ model	 ﾠ immediately	 ﾠ 10	 ﾠ
started	 ﾠ tracking	 ﾠ when	 ﾠ the	 ﾠ tracking	 ﾠ window	 ﾠ opened,	 ﾠ whereas	 ﾠ participants	 ﾠ might	 ﾠ 11	 ﾠ
have	 ﾠneeded	 ﾠsome	 ﾠtime	 ﾠto	 ﾠlocate	 ﾠthe	 ﾠcursor	 ﾠfirst.	 ﾠThe	 ﾠmodel	 ﾠcan	 ﾠbe	 ﾠconsidered	 ﾠa	 ﾠ 12	 ﾠ
model	 ﾠ of	 ﾠ idealized	 ﾠ tracking	 ﾠ performance,	 ﾠ as	 ﾠ it	 ﾠ does	 ﾠ not	 ﾠ take	 ﾠ these	 ﾠ effects	 ﾠ into	 ﾠ 13	 ﾠ
account.	 ﾠMore	 ﾠfine-ﾭ‐grained	 ﾠdata	 ﾠof	 ﾠhuman	 ﾠperformance	 ﾠ(e.g.,	 ﾠeye-ﾭ‐tracking	 ﾠdata)	 ﾠis	 ﾠ 14	 ﾠ
needed	 ﾠto	 ﾠmodel	 ﾠthese	 ﾠeffects.	 ﾠMore	 ﾠdetailed	 ﾠassumptions	 ﾠabout	 ﾠtracking	 ﾠbehavior	 ﾠ 15	 ﾠ
would	 ﾠ go	 ﾠ beyond	 ﾠ the	 ﾠ level	 ﾠ of	 ﾠ granularity	 ﾠ of	 ﾠ the	 ﾠ measurements	 ﾠ in	 ﾠ the	 ﾠ current	 ﾠ 16	 ﾠ
experiment.	 ﾠ 17	 ﾠ
	 ﾠ 	 ﾠ	 ﾠ	 ﾠ 18	 ﾠ
Exploratory	 ﾠ analysis	 ﾠ of	 ﾠ learning	 ﾠ to	 ﾠ achieve	 ﾠ optimum	 ﾠ 19	 ﾠ
performance	 ﾠ 20	 ﾠ
We	 ﾠalso	 ﾠexplored	 ﾠhow	 ﾠthe	 ﾠstrategies	 ﾠthat	 ﾠparticipants	 ﾠapplied	 ﾠchanged	 ﾠover	 ﾠtime	 ﾠ 21	 ﾠ
and	 ﾠhow	 ﾠthis	 ﾠrelates	 ﾠto	 ﾠexpected	 ﾠperformance	 ﾠas	 ﾠpredicted	 ﾠby	 ﾠthe	 ﾠmodel.	 ﾠFig.	 ﾠ6	 ﾠplots	 ﾠ 22	 ﾠ	 ﾠ 43	 ﾠ
data	 ﾠ for	 ﾠ 6	 ﾠ representative	 ﾠ participants,	 ﾠ one	 ﾠ participant	 ﾠ per	 ﾠ Figure	 ﾠ (plots	 ﾠ of	 ﾠ all	 ﾠ 1	 ﾠ
individuals	 ﾠcan	 ﾠbe	 ﾠfound	 ﾠin	 ﾠChapter	 ﾠ4	 ﾠof	 ﾠ[54]).	 ﾠThe	 ﾠpoints	 ﾠplot	 ﾠthe	 ﾠmaximum	 ﾠnumber	 ﾠ 2	 ﾠ
of	 ﾠdigits	 ﾠper	 ﾠvisit	 ﾠthat	 ﾠwas	 ﾠtyped	 ﾠper	 ﾠtrial	 ﾠover	 ﾠall	 ﾠtrials	 ﾠ(recall	 ﾠthat	 ﾠthe	 ﾠpreceding	 ﾠ 3	 ﾠ
analysis	 ﾠfocused	 ﾠon	 ﾠperformance	 ﾠduring	 ﾠthe	 ﾠlast	 ﾠ5	 ﾠtrials	 ﾠof	 ﾠeach	 ﾠcondition;	 ﾠhere	 ﾠwe	 ﾠ 4	 ﾠ
show	 ﾠdata	 ﾠfor	 ﾠall	 ﾠ20	 ﾠtrials	 ﾠof	 ﾠa	 ﾠcondition).	 ﾠA	 ﾠred	 ﾠdashed	 ﾠline	 ﾠshows	 ﾠthe	 ﾠtrend	 ﾠline	 ﾠin	 ﾠ 5	 ﾠ
the	 ﾠhuman	 ﾠdata	 ﾠper	 ﾠcondition,	 ﾠas	 ﾠpredicted	 ﾠby	 ﾠa	 ﾠlinear	 ﾠregression	 ﾠmodel.	 ﾠ	 ﾠ 6	 ﾠ
	 ﾠ Behind	 ﾠ the	 ﾠ data	 ﾠ of	 ﾠ the	 ﾠ participant,	 ﾠ rectangular	 ﾠ areas	 ﾠ show	 ﾠ the	 ﾠ model's	 ﾠ 7	 ﾠ
prediction	 ﾠof	 ﾠrelative	 ﾠsuccess	 ﾠfor	 ﾠeach	 ﾠstrategy	 ﾠin	 ﾠa	 ﾠparticular	 ﾠcondition.	 ﾠThe	 ﾠthree	 ﾠ 8	 ﾠ
grey	 ﾠtones	 ﾠshow	 ﾠstrategies	 ﾠfor	 ﾠwhich	 ﾠthe	 ﾠbest	 ﾠscoring	 ﾠstrategy	 ﾠalternative	 ﾠ(i.e.,	 ﾠtime	 ﾠ 9	 ﾠ
spent	 ﾠon	 ﾠtracking)	 ﾠhad	 ﾠa	 ﾠscore	 ﾠthat	 ﾠwas	 ﾠmaximum	 ﾠ0.5	 ﾠpence	 ﾠ(black),	 ﾠ0.1	 ﾠpence	 ﾠ(dark	 ﾠ 10	 ﾠ
grey),	 ﾠor	 ﾠ0.2	 ﾠpence	 ﾠ(light	 ﾠgrey)	 ﾠfrom	 ﾠthe	 ﾠpredicted	 ﾠmaximum	 ﾠscore	 ﾠfor	 ﾠthat	 ﾠspecific	 ﾠ 11	 ﾠ
condition	 ﾠand	 ﾠparticipant.	 ﾠ	 ﾠGrey	 ﾠshade	 ﾠwas	 ﾠalways	 ﾠrelative	 ﾠto	 ﾠa	 ﾠspecific	 ﾠparticipant	 ﾠ 12	 ﾠ
and	 ﾠa	 ﾠspecific	 ﾠcondition.	 ﾠHence,	 ﾠa	 ﾠcomparison	 ﾠof	 ﾠgrey	 ﾠlevels	 ﾠshould	 ﾠbe	 ﾠmade	 ﾠwithin	 ﾠa	 ﾠ 13	 ﾠ
participant	 ﾠ and	 ﾠ within	 ﾠ a	 ﾠ condition.	 ﾠ Across	 ﾠ conditions,	 ﾠ different	 ﾠ absolute	 ﾠ scores	 ﾠ 14	 ﾠ
might	 ﾠhave	 ﾠbeen	 ﾠachieved.	 ﾠ 15	 ﾠ
	 ﾠ If	 ﾠparticipants	 ﾠadopted	 ﾠoptimal	 ﾠstrategies,	 ﾠthen	 ﾠtheir	 ﾠperformance	 ﾠshould	 ﾠlie	 ﾠ 16	 ﾠ
inside	 ﾠthe	 ﾠgrey	 ﾠrectangular	 ﾠareas,	 ﾠespecially	 ﾠinside	 ﾠthe	 ﾠdark	 ﾠgrey	 ﾠareas.	 ﾠHowever,	 ﾠ 17	 ﾠ
the	 ﾠdegree	 ﾠof	 ﾠoverlap	 ﾠvaried	 ﾠbetween	 ﾠparticipants	 ﾠand	 ﾠconditions.	 ﾠSome	 ﾠparticipants	 ﾠ 18	 ﾠ
(e.g.,	 ﾠ participant	 ﾠ 101	 ﾠ in	 ﾠ the	 ﾠ speed	 ﾠ and	 ﾠ participant	 ﾠ 203	 ﾠ in	 ﾠ the	 ﾠ accuracy	 ﾠ payoff	 ﾠ 19	 ﾠ
condition,	 ﾠsee	 ﾠFig.	 ﾠ6)	 ﾠadapted	 ﾠvery	 ﾠwell	 ﾠby	 ﾠalmost	 ﾠalways	 ﾠapplying	 ﾠstrategies	 ﾠthat	 ﾠ 20	 ﾠ
fell	 ﾠin	 ﾠthe	 ﾠoptimum	 ﾠregion.	 ﾠAlthough	 ﾠthese	 ﾠparticipants	 ﾠdid	 ﾠnot	 ﾠalways	 ﾠapply	 ﾠoptimal	 ﾠ 21	 ﾠ	 ﾠ 44	 ﾠ
strategies	 ﾠ on	 ﾠ all	 ﾠ trials,	 ﾠ in	 ﾠ general	 ﾠ the	 ﾠ trend	 ﾠ lines	 ﾠ suggest	 ﾠ that	 ﾠ over	 ﾠ time	 ﾠ they	 ﾠ 1	 ﾠ
gradually	 ﾠreached	 ﾠoptimal	 ﾠperformance.	 ﾠ 2	 ﾠ
	 ﾠ	 ﾠ Some	 ﾠparticipants	 ﾠshowed	 ﾠeffects	 ﾠof	 ﾠstrategy	 ﾠtransfer	 ﾠbetween	 ﾠconditions.	 ﾠ 3	 ﾠ
For	 ﾠexample,	 ﾠparticipants	 ﾠ106	 ﾠ(speed	 ﾠpayoff)	 ﾠand	 ﾠ202	 ﾠ(accuracy	 ﾠpayoff)	 ﾠseemed	 ﾠto	 ﾠ 4	 ﾠ
apply	 ﾠ very	 ﾠ similar	 ﾠ strategies	 ﾠ across	 ﾠ conditions,	 ﾠ which	 ﾠ in	 ﾠ general	 ﾠ lead	 ﾠ to	 ﾠ good	 ﾠ 5	 ﾠ
performance,	 ﾠbut	 ﾠnot	 ﾠnecessarily	 ﾠoptimal	 ﾠperformance.	 ﾠFinally,	 ﾠsome	 ﾠparticipants'	 ﾠ 6	 ﾠ
strategy	 ﾠdid	 ﾠnot	 ﾠmatch	 ﾠpredictions	 ﾠof	 ﾠthe	 ﾠoptimal	 ﾠstrategy.	 ﾠFor	 ﾠexample,	 ﾠparticipant	 ﾠ 7	 ﾠ
201	 ﾠconsistently	 ﾠapplied	 ﾠsub-ﾭ‐optimal	 ﾠstrategies	 ﾠon	 ﾠthree	 ﾠblocks	 ﾠand	 ﾠdid	 ﾠnot	 ﾠvary	 ﾠ 8	 ﾠ
strategies	 ﾠbetween	 ﾠconditions.	 ﾠ	 ﾠ 9	 ﾠ
	 ﾠ To	 ﾠquantify	 ﾠthese	 ﾠresults,	 ﾠwe	 ﾠcounted	 ﾠon	 ﾠhow	 ﾠmany	 ﾠtrials	 ﾠthe	 ﾠparticipants'	 ﾠ 10	 ﾠ
chosen	 ﾠstrategy	 ﾠfell	 ﾠin	 ﾠa	 ﾠgrey	 ﾠarea	 ﾠ(i.e.,	 ﾠwhere	 ﾠpredicted	 ﾠscore	 ﾠwas	 ﾠless	 ﾠthan	 ﾠ2	 ﾠpence	 ﾠ 11	 ﾠ
away	 ﾠfrom	 ﾠthe	 ﾠoptimum	 ﾠscore)	 ﾠand	 ﾠapplied	 ﾠan	 ﾠANOVA	 ﾠanalysis	 ﾠwith	 ﾠpayoff	 ﾠfunction,	 ﾠ 12	 ﾠ
noise,	 ﾠand	 ﾠradius	 ﾠas	 ﾠfactors.	 ﾠHigh	 ﾠscores	 ﾠwere	 ﾠachieved	 ﾠon	 ﾠthree	 ﾠtimes	 ﾠas	 ﾠmany	 ﾠtrials	 ﾠ 13	 ﾠ
in	 ﾠ the	 ﾠ low	 ﾠ noise	 ﾠ condition	 ﾠ (M	 ﾠ =	 ﾠ 15.04,	 ﾠ SD	 ﾠ =	 ﾠ 3.64)	 ﾠ compared	 ﾠ to	 ﾠ the	 ﾠ high	 ﾠ noise	 ﾠ 14	 ﾠ
condition	 ﾠ(M	 ﾠ=	 ﾠ5.73,	 ﾠSD	 ﾠ=	 ﾠ4.35),	 ﾠF(1,	 ﾠ22)	 ﾠ=	 ﾠ121.57,	 ﾠp	 ﾠ<	 ﾠ.001,	 ﾠηp2	 ﾠ=	 ﾠ0.847.	 ﾠPerformance	 ﾠ 15	 ﾠ
was	 ﾠbetter	 ﾠwhen	 ﾠthe	 ﾠradius	 ﾠwas	 ﾠlarge	 ﾠ(M	 ﾠ=	 ﾠ14.04,	 ﾠSD	 ﾠ=	 ﾠ3.36),	 ﾠcompared	 ﾠto	 ﾠwhen	 ﾠit	 ﾠ 16	 ﾠ
was	 ﾠsmall	 ﾠ(M	 ﾠ=	 ﾠ6.73,	 ﾠSD	 ﾠ=	 ﾠ4.36),	 ﾠF(1,	 ﾠ22)	 ﾠ=	 ﾠ73.07,	 ﾠp	 ﾠ<	 ﾠ.001,	 ﾠ	 ﾠηp2	 ﾠ=	 ﾠ0.769.	 ﾠThere	 ﾠwas	 ﾠno	 ﾠ 17	 ﾠ
effect	 ﾠof	 ﾠpayoff	 ﾠfunction,	 ﾠF	 ﾠ<	 ﾠ1.	 ﾠThere	 ﾠwas	 ﾠa	 ﾠsignificant	 ﾠinteraction	 ﾠeffect	 ﾠbetween	 ﾠ 18	 ﾠ
payoff	 ﾠfunction	 ﾠand	 ﾠnoise,	 ﾠF(1,	 ﾠ22)	 ﾠ=	 ﾠ7.23,	 ﾠp	 ﾠ=	 ﾠ.013,	 ﾠ	 ﾠηp2	 ﾠ=	 ﾠ0.247.	 ﾠThere	 ﾠwere	 ﾠno	 ﾠother	 ﾠ 19	 ﾠ
significant	 ﾠinteraction	 ﾠeffects.	 ﾠVery	 ﾠsimilar	 ﾠeffects	 ﾠwere	 ﾠfound	 ﾠwhen	 ﾠthe	 ﾠanalysis	 ﾠwas	 ﾠ 20	 ﾠ
performed	 ﾠwhen	 ﾠonly	 ﾠcounting	 ﾠstrategies	 ﾠthat	 ﾠachieved	 ﾠa	 ﾠscore	 ﾠwithin	 ﾠ0.5	 ﾠpence	 ﾠof	 ﾠ 21	 ﾠ
the	 ﾠmaximum	 ﾠstrategy	 ﾠ(i.e.,	 ﾠthat	 ﾠfall	 ﾠinside	 ﾠthe	 ﾠdark	 ﾠblack	 ﾠbars,	 ﾠsee	 ﾠ[54]	 ﾠfor	 ﾠanalysis).	 ﾠ 22	 ﾠ	 ﾠ 45	 ﾠ
	 ﾠ These	 ﾠresults	 ﾠsuggest	 ﾠthat	 ﾠhow	 ﾠwell	 ﾠparticipants	 ﾠperformed	 ﾠin	 ﾠcomparison	 ﾠ 1	 ﾠ
with	 ﾠ their	 ﾠ own	 ﾠ payoff	 ﾠ curve	 ﾠ (i.e.,	 ﾠ with	 ﾠ the	 ﾠ location	 ﾠ of	 ﾠ the	 ﾠ maximum	 ﾠ strategy)	 ﾠ 2	 ﾠ
depended	 ﾠon	 ﾠthe	 ﾠtask	 ﾠcharacteristics,	 ﾠbut	 ﾠnot	 ﾠon	 ﾠthe	 ﾠpayoff	 ﾠfunction.	 ﾠWhen	 ﾠthe	 ﾠtasks	 ﾠ 3	 ﾠ
were	 ﾠrelatively	 ﾠeasy,	 ﾠdue	 ﾠto	 ﾠlow	 ﾠnoise	 ﾠor	 ﾠa	 ﾠlarge	 ﾠradius,	 ﾠparticipants	 ﾠon	 ﾠaverage	 ﾠ 4	 ﾠ
achieved	 ﾠ a	 ﾠ maximum	 ﾠ score	 ﾠ on	 ﾠ more	 ﾠ than	 ﾠ half	 ﾠ of	 ﾠ the	 ﾠ trials.	 ﾠ The	 ﾠ absence	 ﾠ of	 ﾠ a	 ﾠ 5	 ﾠ
significant	 ﾠ effect	 ﾠ of	 ﾠ payoff	 ﾠ function	 ﾠ in	 ﾠ this	 ﾠ analysis	 ﾠ is	 ﾠ good.	 ﾠ It	 ﾠ implies	 ﾠ that	 ﾠ the	 ﾠ 6	 ﾠ
manipulation	 ﾠof	 ﾠpayoff	 ﾠfunction	 ﾠdid	 ﾠnot	 ﾠpose	 ﾠany	 ﾠlimitations	 ﾠon	 ﾠparticipants’	 ﾠability	 ﾠ 7	 ﾠ
to	 ﾠ adapt	 ﾠ performance	 ﾠ to	 ﾠ the	 ﾠ payoff	 ﾠ function.	 ﾠ Stated	 ﾠ differently,	 ﾠ if	 ﾠ there	 ﾠ were	 ﾠ a	 ﾠ 8	 ﾠ
significant	 ﾠeffect	 ﾠof	 ﾠpayoff	 ﾠfunction,	 ﾠit	 ﾠwould	 ﾠsuggest	 ﾠthat	 ﾠparticipants	 ﾠapplied	 ﾠmore	 ﾠ 9	 ﾠ
optimal	 ﾠstrategies	 ﾠin	 ﾠone	 ﾠpayoff	 ﾠcondition	 ﾠcompared	 ﾠto	 ﾠanother	 ﾠpayoff	 ﾠcondition.	 ﾠ 10	 ﾠ
This	 ﾠis	 ﾠnot	 ﾠthe	 ﾠcase;	 ﾠparticipants	 ﾠwere	 ﾠequally	 ﾠgood	 ﾠin	 ﾠboth	 ﾠpayoff	 ﾠconditions.	 ﾠ 11	 ﾠ
	 ﾠ As	 ﾠa	 ﾠfinal	 ﾠanalysis,	 ﾠwe	 ﾠinvestigated	 ﾠwhether	 ﾠthere	 ﾠwere	 ﾠindividual	 ﾠdifferences	 ﾠ 12	 ﾠ
in	 ﾠhow	 ﾠfrequently	 ﾠthe	 ﾠoptimum	 ﾠstrategy	 ﾠwas	 ﾠapplied	 ﾠon	 ﾠthe	 ﾠlast	 ﾠfive	 ﾠtrials	 ﾠof	 ﾠeach	 ﾠ 13	 ﾠ
block	 ﾠ(i.e.,	 ﾠ20	 ﾠtrials	 ﾠin	 ﾠtotal).	 ﾠOptimum	 ﾠstrategy	 ﾠwas	 ﾠapplied	 ﾠhere	 ﾠas	 ﾠa	 ﾠstrategy	 ﾠthat	 ﾠ 14	 ﾠ
fell	 ﾠin	 ﾠthe	 ﾠgrey	 ﾠzone	 ﾠof	 ﾠFig.	 ﾠ 6	 ﾠ(i.e.,	 ﾠwith	 ﾠa	 ﾠpredicted	 ﾠscore	 ﾠwithin	 ﾠ2	 ﾠpence	 ﾠof	 ﾠthe	 ﾠ 15	 ﾠ
predicted	 ﾠoptimal	 ﾠscore).	 ﾠThe	 ﾠresulting	 ﾠhistogram	 ﾠin	 ﾠFig.	 ﾠ7	 ﾠsuggest	 ﾠthat	 ﾠin	 ﾠgeneral,	 ﾠ 16	 ﾠ
21	 ﾠout	 ﾠof	 ﾠthe	 ﾠ24	 ﾠparticipants	 ﾠapplied	 ﾠan	 ﾠoptimal	 ﾠstrategy	 ﾠon	 ﾠat	 ﾠleast	 ﾠhalf	 ﾠof	 ﾠthe	 ﾠtrials.	 ﾠ 17	 ﾠ
Within	 ﾠ each	 ﾠ bar,	 ﾠ the	 ﾠ percentage	 ﾠ of	 ﾠ participants	 ﾠ from	 ﾠ each	 ﾠ payoff	 ﾠ condition	 ﾠ is	 ﾠ 18	 ﾠ
highlighted	 ﾠin	 ﾠa	 ﾠdifferent	 ﾠcolor	 ﾠ(accuracy:	 ﾠblue,	 ﾠright	 ﾠtilted	 ﾠlines;	 ﾠspeed:	 ﾠred,	 ﾠleft	 ﾠ 19	 ﾠ
tilted	 ﾠ lines).	 ﾠ Participants	 ﾠ in	 ﾠ the	 ﾠ speed	 ﾠ payoff	 ﾠ condition	 ﾠ applied	 ﾠ the	 ﾠ optimal	 ﾠ 20	 ﾠ
strategies	 ﾠmore	 ﾠfrequently.	 ﾠAn	 ﾠanalysis	 ﾠof	 ﾠthe	 ﾠaverage	 ﾠminimum	 ﾠdistance	 ﾠto	 ﾠthe	 ﾠbest	 ﾠ 21	 ﾠ
strategy	 ﾠ(i.e.,	 ﾠthe	 ﾠshortest	 ﾠdistance	 ﾠbetween	 ﾠthe	 ﾠapplied	 ﾠstrategy	 ﾠand	 ﾠthe	 ﾠblack	 ﾠbars	 ﾠ 22	 ﾠ
in	 ﾠFig.	 ﾠ6)	 ﾠacross	 ﾠparticipants	 ﾠis	 ﾠplotted	 ﾠas	 ﾠhistogram	 ﾠin	 ﾠFig.	 ﾠ8.	 ﾠThis	 ﾠdata	 ﾠsuggests	 ﾠthat	 ﾠ 23	 ﾠ	 ﾠ 46	 ﾠ
participants	 ﾠ on	 ﾠ average	 ﾠ were	 ﾠ only	 ﾠ 2	 ﾠ digits	 ﾠ away	 ﾠ from	 ﾠ a	 ﾠ strategy	 ﾠ that	 ﾠ can	 ﾠ be	 ﾠ 1	 ﾠ
considered	 ﾠoptimal	 ﾠgiven	 ﾠthe	 ﾠconstraints	 ﾠon	 ﾠperformance.	 ﾠ	 ﾠ 2	 ﾠ
General	 ﾠdiscussion	 ﾠ 3	 ﾠ
Summary	 ﾠof	 ﾠresults	 ﾠ 4	 ﾠ
In	 ﾠan	 ﾠempirical	 ﾠstudy	 ﾠwe	 ﾠdemonstrated	 ﾠhow	 ﾠdual-ﾭ‐task	 ﾠinterleaving	 ﾠperformance	 ﾠis	 ﾠ 5	 ﾠ
systematically	 ﾠ influenced	 ﾠ by	 ﾠ task	 ﾠ characteristics,	 ﾠ monetary	 ﾠ incentives,	 ﾠ and	 ﾠ 6	 ﾠ
individual	 ﾠdifferences	 ﾠin	 ﾠskill.	 ﾠPeople	 ﾠspend	 ﾠlonger	 ﾠon	 ﾠtasks	 ﾠif	 ﾠthis	 ﾠis	 ﾠneeded	 ﾠeither	 ﾠ 7	 ﾠ
because	 ﾠ of	 ﾠ the	 ﾠ task's	 ﾠ difficulty	 ﾠ (e.g.,	 ﾠ when	 ﾠ the	 ﾠ cursor	 ﾠ moved	 ﾠ fast),	 ﾠ or	 ﾠ when	 ﾠ this	 ﾠ 8	 ﾠ
matched	 ﾠtheir	 ﾠpriorities	 ﾠas	 ﾠformalized	 ﾠthrough	 ﾠan	 ﾠincentive	 ﾠ(e.g.,	 ﾠwhen	 ﾠthis	 ﾠtask	 ﾠis	 ﾠ 9	 ﾠ
more	 ﾠrewarding).	 ﾠ	 ﾠThey	 ﾠalso	 ﾠcalibrate	 ﾠtheir	 ﾠstrategies	 ﾠto	 ﾠtheir	 ﾠown	 ﾠskill	 ﾠ(e.g.,	 ﾠtyping	 ﾠ 10	 ﾠ
speed).	 ﾠ	 ﾠ 11	 ﾠ
	 ﾠ Using	 ﾠa	 ﾠcomputational	 ﾠcognitive	 ﾠmodel	 ﾠwe	 ﾠassessed	 ﾠhow	 ﾠwell	 ﾠparticipants	 ﾠ 12	 ﾠ
chose	 ﾠstrategies	 ﾠthat	 ﾠwere	 ﾠbest	 ﾠsuited	 ﾠfor	 ﾠthem	 ﾠgiven	 ﾠtask	 ﾠcharacteristics,	 ﾠincentives,	 ﾠ 13	 ﾠ
and	 ﾠindividual	 ﾠtyping	 ﾠskill.	 ﾠThe	 ﾠmodel	 ﾠanalysis	 ﾠsuggested	 ﾠthat	 ﾠparticipants	 ﾠadapted	 ﾠ 14	 ﾠ
their	 ﾠperformance	 ﾠin	 ﾠsuch	 ﾠa	 ﾠway	 ﾠas	 ﾠto	 ﾠachieve	 ﾠan	 ﾠ(for	 ﾠthem)	 ﾠoptimum	 ﾠscore,	 ﾠas	 ﾠ 15	 ﾠ
evidenced	 ﾠby	 ﾠhigh	 ﾠcorrespondence	 ﾠbetween	 ﾠthe	 ﾠtrend	 ﾠin	 ﾠthe	 ﾠmodel	 ﾠand	 ﾠhuman	 ﾠdata	 ﾠ 16	 ﾠ
(e.g.,	 ﾠhigh	 ﾠR2	 ﾠand	 ﾠcorrespondence	 ﾠin	 ﾠANOVA	 ﾠresults).	 ﾠHowever,	 ﾠthe	 ﾠexact	 ﾠstrategies	 ﾠ 17	 ﾠ
that	 ﾠ participants	 ﾠ applied	 ﾠ were	 ﾠ not	 ﾠ yet	 ﾠ the	 ﾠ ones	 ﾠ that,	 ﾠ on	 ﾠ average,	 ﾠ achieved	 ﾠ the	 ﾠ 18	 ﾠ
highest	 ﾠmean	 ﾠscore,	 ﾠas	 ﾠevident	 ﾠin	 ﾠfor	 ﾠexample	 ﾠrelatively	 ﾠhigh	 ﾠRMSE	 ﾠvalues.	 ﾠ 19	 ﾠ	 ﾠ 47	 ﾠ
	 ﾠ An	 ﾠ analysis	 ﾠ of	 ﾠ the	 ﾠ learning	 ﾠ path	 ﾠ gave	 ﾠ three	 ﾠ explanations	 ﾠ for	 ﾠ why	 ﾠ 1	 ﾠ
performance	 ﾠdid	 ﾠnot	 ﾠalways	 ﾠachieve	 ﾠthe	 ﾠbest	 ﾠscores.	 ﾠFirst,	 ﾠparticipants	 ﾠsometimes	 ﾠ 2	 ﾠ
were	 ﾠstill	 ﾠadapting	 ﾠtheir	 ﾠperformance	 ﾠto	 ﾠthe	 ﾠtask	 ﾠat	 ﾠhand	 ﾠby	 ﾠthe	 ﾠend	 ﾠof	 ﾠthe	 ﾠblock.	 ﾠ 3	 ﾠ
Second,	 ﾠsome	 ﾠparticipants	 ﾠtransferred	 ﾠstrategies	 ﾠfrom	 ﾠone	 ﾠblock	 ﾠto	 ﾠthe	 ﾠnext	 ﾠand	 ﾠ 4	 ﾠ
hardly	 ﾠ adapted	 ﾠ it	 ﾠ to	 ﾠ the	 ﾠ circumstances.	 ﾠ For	 ﾠ some	 ﾠ participants	 ﾠ this	 ﾠ was	 ﾠ because	 ﾠ 5	 ﾠ
these	 ﾠ strategies	 ﾠ optimized,	 ﾠ or	 ﾠ at	 ﾠ least	 ﾠ satisficed	 ﾠ [67],	 ﾠ performance	 ﾠ (e.g.,	 ﾠ see	 ﾠ 6	 ﾠ
performance	 ﾠof	 ﾠparticipants	 ﾠ106	 ﾠand	 ﾠ202	 ﾠin	 ﾠFig.	 ﾠ6),	 ﾠfor	 ﾠothers	 ﾠthere	 ﾠwas	 ﾠno	 ﾠclear	 ﾠ 7	 ﾠ
explanation	 ﾠfor	 ﾠwhy	 ﾠthese	 ﾠstrategies	 ﾠwere	 ﾠapplied.	 ﾠThird,	 ﾠthe	 ﾠnumber	 ﾠof	 ﾠtimes	 ﾠthat	 ﾠa	 ﾠ 8	 ﾠ
participant	 ﾠapplied	 ﾠthe	 ﾠoptimal	 ﾠstrategy	 ﾠwas	 ﾠinfluenced	 ﾠby	 ﾠthe	 ﾠtask	 ﾠcharacteristics.	 ﾠ 9	 ﾠ
On	 ﾠharder	 ﾠtasks	 ﾠ(e.g.,	 ﾠsmall	 ﾠradius,	 ﾠhigh	 ﾠcursor	 ﾠspeed),	 ﾠparticipants	 ﾠwere	 ﾠrelatively	 ﾠ 10	 ﾠ
less	 ﾠsuccessful	 ﾠin	 ﾠachieving	 ﾠthe	 ﾠoptimum	 ﾠscore.	 ﾠ	 ﾠ 11	 ﾠ
Relationship	 ﾠto	 ﾠexisting	 ﾠliterature	 ﾠ 12	 ﾠ
Systematic	 ﾠinfluence	 ﾠof	 ﾠtask	 ﾠcharacteristics,	 ﾠin	 ﾠparticular	 ﾠtask	 ﾠdifficulty	 ﾠ(e.g.,	 ﾠ[21,26-ﾭ‐ 13	 ﾠ
28]),	 ﾠ on	 ﾠ dual-ﾭ‐task	 ﾠ performance	 ﾠ has	 ﾠ been	 ﾠ well-ﾭ‐documented.	 ﾠ Consistent	 ﾠ with	 ﾠ this	 ﾠ 14	 ﾠ
work,	 ﾠ we	 ﾠ show	 ﾠ how	 ﾠ task	 ﾠ characteristics	 ﾠ influences	 ﾠ performance	 ﾠ in	 ﾠ our	 ﾠ set-ﾭ‐up:	 ﾠ 15	 ﾠ
performance	 ﾠ declines	 ﾠ when	 ﾠ tasks	 ﾠ are	 ﾠ more	 ﾠ demanding.	 ﾠ In	 ﾠ addition,	 ﾠ task	 ﾠ 16	 ﾠ
characteristics	 ﾠ influence	 ﾠ the	 ﾠ strategies	 ﾠ that	 ﾠ participants	 ﾠ choose	 ﾠ to	 ﾠ interleave	 ﾠ 17	 ﾠ
between	 ﾠtasks.	 ﾠMore	 ﾠtime	 ﾠis	 ﾠspent	 ﾠon	 ﾠthe	 ﾠmore	 ﾠchallenging	 ﾠtasks.	 ﾠ 18	 ﾠ
	 ﾠ Incentives	 ﾠwere	 ﾠused	 ﾠhere	 ﾠto	 ﾠformalize	 ﾠparticipants'	 ﾠobjective	 ﾠ(cf.	 ﾠ[18]	 ﾠ)	 ﾠand	 ﾠ 19	 ﾠ
to	 ﾠassess	 ﾠin	 ﾠan	 ﾠobjective	 ﾠway	 ﾠwhether	 ﾠparticipants	 ﾠachieved	 ﾠthe	 ﾠbest	 ﾠscores	 ﾠthey	 ﾠ 20	 ﾠ
could.	 ﾠ This	 ﾠ provides	 ﾠ support	 ﾠ for	 ﾠ the	 ﾠ notion	 ﾠ that	 ﾠ rational	 ﾠ agents	 ﾠ optimize	 ﾠ their	 ﾠ 21	 ﾠ
performance	 ﾠ so	 ﾠ as	 ﾠ to	 ﾠ maximize	 ﾠ their	 ﾠ payoff	 ﾠ [18,35,53-ﾭ‐56,68].	 ﾠ We	 ﾠ showed	 ﾠ that	 ﾠ 22	 ﾠ	 ﾠ 48	 ﾠ
incentives	 ﾠhave	 ﾠconsequences	 ﾠfor	 ﾠthe	 ﾠstrategies	 ﾠthat	 ﾠare	 ﾠselected	 ﾠfor	 ﾠinterleaving	 ﾠ 1	 ﾠ
attention	 ﾠand	 ﾠfor	 ﾠperformance	 ﾠon	 ﾠeach	 ﾠof	 ﾠthe	 ﾠindividual	 ﾠtask	 ﾠ(e.g.,	 ﾠtotal	 ﾠtime	 ﾠspent	 ﾠ 2	 ﾠ
typing,	 ﾠand	 ﾠmaximum	 ﾠdeviation	 ﾠof	 ﾠa	 ﾠcursor).	 ﾠAlthough	 ﾠparticipants	 ﾠadapted	 ﾠtheir	 ﾠ 3	 ﾠ
performance	 ﾠtowards	 ﾠoptimal	 ﾠperformance,	 ﾠthey	 ﾠdid	 ﾠnot	 ﾠreach	 ﾠthe	 ﾠoverall	 ﾠoptimum	 ﾠ 4	 ﾠ
strategy	 ﾠin	 ﾠall	 ﾠcases.	 ﾠThe	 ﾠcomputational	 ﾠmodels	 ﾠallowed	 ﾠus	 ﾠto	 ﾠidentify	 ﾠreasons	 ﾠwhy	 ﾠ 5	 ﾠ
this	 ﾠhappened:	 ﾠstrategy	 ﾠtransfer	 ﾠand	 ﾠlonger	 ﾠlearning	 ﾠtimes.	 ﾠ 6	 ﾠ
	 ﾠ We	 ﾠalso	 ﾠfound	 ﾠthat	 ﾠindividual	 ﾠdifferences	 ﾠin	 ﾠskill	 ﾠinfluenced	 ﾠperformance,	 ﾠ 7	 ﾠ
building	 ﾠ on	 ﾠ recent	 ﾠ observations	 ﾠ to	 ﾠ include	 ﾠ these	 ﾠ in	 ﾠ our	 ﾠ understanding	 ﾠ of	 ﾠ 8	 ﾠ
multitasking	 ﾠ(e.g.,	 ﾠ[10,11,41,52]).	 ﾠOur	 ﾠmodeling	 ﾠwork	 ﾠis	 ﾠamong	 ﾠthe	 ﾠfirst	 ﾠefforts	 ﾠto	 ﾠ 9	 ﾠ
demonstrate	 ﾠhow	 ﾠindividual	 ﾠskills	 ﾠsystematically	 ﾠinfluence	 ﾠthe	 ﾠstrategies	 ﾠwith	 ﾠwhich	 ﾠ 10	 ﾠ
tasks	 ﾠare	 ﾠinterleaved,	 ﾠand	 ﾠthereby	 ﾠperformance	 ﾠ[41,52,54].	 ﾠ 11	 ﾠ
	 ﾠ It	 ﾠcan	 ﾠsometimes	 ﾠbe	 ﾠhard	 ﾠto	 ﾠdetermine	 ﾠ"task	 ﾠdifficulty"	 ﾠindependently	 ﾠfrom	 ﾠ 12	 ﾠ
"skill".	 ﾠFor	 ﾠexample,	 ﾠcooking	 ﾠa	 ﾠsteak	 ﾠexactly	 ﾠmedium	 ﾠrare	 ﾠis	 ﾠeasy	 ﾠfor	 ﾠa	 ﾠseasoned	 ﾠchef,	 ﾠ 13	 ﾠ
but	 ﾠmight	 ﾠpose	 ﾠa	 ﾠsignificant	 ﾠchallenge	 ﾠfor	 ﾠa	 ﾠnovel	 ﾠcook.	 ﾠIn	 ﾠthe	 ﾠlater	 ﾠcase	 ﾠwe	 ﾠwould	 ﾠ 14	 ﾠ
perhaps	 ﾠcall	 ﾠthe	 ﾠpreparation	 ﾠof	 ﾠa	 ﾠsteak	 ﾠa	 ﾠ"difficult"	 ﾠtask,	 ﾠrelative	 ﾠto	 ﾠthe	 ﾠ(lower)	 ﾠskill	 ﾠ 15	 ﾠ
level	 ﾠof	 ﾠthe	 ﾠnovel	 ﾠcook.	 ﾠIn	 ﾠgeneral,	 ﾠexperience	 ﾠand	 ﾠtraining	 ﾠcan	 ﾠhelp	 ﾠto	 ﾠdevelop	 ﾠskills	 ﾠ 16	 ﾠ
and	 ﾠcan	 ﾠturn	 ﾠa	 ﾠdifficult	 ﾠtask	 ﾠinto	 ﾠa	 ﾠsimpler	 ﾠone.	 ﾠ	 ﾠVarious	 ﾠstudies	 ﾠhave	 ﾠlooked	 ﾠat	 ﾠhow	 ﾠ 17	 ﾠ
the	 ﾠacquisition	 ﾠof	 ﾠnew	 ﾠskills	 ﾠcan	 ﾠimpact	 ﾠperformance	 ﾠin	 ﾠdual-ﾭ‐task	 ﾠsettings	 ﾠ(e.g.,	 ﾠfor	 ﾠ 18	 ﾠ
recent	 ﾠexamples	 ﾠsee	 ﾠ[69,70]).	 ﾠ 19	 ﾠ
	 ﾠ In	 ﾠour	 ﾠexperiment,	 ﾠskill	 ﾠand	 ﾠtask	 ﾠdifficulty	 ﾠcan	 ﾠmore	 ﾠeasily	 ﾠbe	 ﾠdistinguished	 ﾠin	 ﾠ 20	 ﾠ
an	 ﾠobjective	 ﾠmanner.	 ﾠWe	 ﾠmanipulate	 ﾠinherent	 ﾠproperties	 ﾠof	 ﾠthe	 ﾠtracking	 ﾠtask,	 ﾠthat	 ﾠ 21	 ﾠ
make	 ﾠ the	 ﾠ task	 ﾠ relatively	 ﾠ more	 ﾠ easy	 ﾠ (e.g.,	 ﾠ low	 ﾠ noise,	 ﾠ large	 ﾠ radius	 ﾠ conditions)	 ﾠ or	 ﾠ 22	 ﾠ	 ﾠ 49	 ﾠ
relatively	 ﾠmore	 ﾠhard	 ﾠ(e.g.,	 ﾠhigh	 ﾠnoise,	 ﾠsmall	 ﾠradius	 ﾠconditions).	 ﾠFor	 ﾠthe	 ﾠtyping	 ﾠtask,	 ﾠ 1	 ﾠ
we	 ﾠ do	 ﾠ not	 ﾠ manipulate	 ﾠ the	 ﾠ difficulty	 ﾠ (e.g.,	 ﾠ no	 ﾠ strings	 ﾠ are	 ﾠ harder	 ﾠ than	 ﾠ others).	 ﾠ 2	 ﾠ
However,	 ﾠwe	 ﾠobserve	 ﾠthat	 ﾠthere	 ﾠare	 ﾠdifferences	 ﾠin	 ﾠtyping	 ﾠskill:	 ﾠsome	 ﾠparticipants	 ﾠ 3	 ﾠ
type	 ﾠfaster	 ﾠthan	 ﾠothers.	 ﾠAs	 ﾠtyping	 ﾠis	 ﾠa	 ﾠskill	 ﾠthat	 ﾠis	 ﾠacquired	 ﾠover	 ﾠyears	 ﾠof	 ﾠpractice	 ﾠwe	 ﾠ 4	 ﾠ
did	 ﾠnot	 ﾠexpect	 ﾠthat	 ﾠthere	 ﾠis	 ﾠsignificant	 ﾠtyping	 ﾠskill	 ﾠacquisition	 ﾠduring	 ﾠour	 ﾠexperiment	 ﾠ 5	 ﾠ
(cf.	 ﾠe.g.,	 ﾠ[59,60]).	 ﾠ 6	 ﾠ
Limitations	 ﾠand	 ﾠfuture	 ﾠwork	 ﾠ 7	 ﾠ
The	 ﾠ modeling	 ﾠ analysis	 ﾠ suggested	 ﾠ that	 ﾠ participants	 ﾠ did	 ﾠ not	 ﾠ consistently	 ﾠ apply	 ﾠ 8	 ﾠ
strategies	 ﾠthat	 ﾠthe	 ﾠmodel	 ﾠpredicted	 ﾠto	 ﾠbe	 ﾠoptimal	 ﾠfor	 ﾠthem	 ﾠgiven	 ﾠthe	 ﾠconstraints	 ﾠon	 ﾠ 9	 ﾠ
performance.	 ﾠIf	 ﾠwe	 ﾠassume	 ﾠthat	 ﾠthe	 ﾠmodel	 ﾠis	 ﾠcorrect,	 ﾠthis	 ﾠdiscrepancy	 ﾠmight	 ﾠbe	 ﾠdue	 ﾠ 10	 ﾠ
to	 ﾠseveral	 ﾠshortcomings	 ﾠin	 ﾠthe	 ﾠexperiment.	 ﾠFirst,	 ﾠsome	 ﾠparticipants	 ﾠneeded	 ﾠmore	 ﾠ 11	 ﾠ
trials	 ﾠ to	 ﾠ learn	 ﾠ the	 ﾠ optimal	 ﾠ strategy.	 ﾠ Providing	 ﾠ more	 ﾠ trials	 ﾠ for	 ﾠ learning	 ﾠ would	 ﾠ 12	 ﾠ
specifically	 ﾠ be	 ﾠ successful	 ﾠ if	 ﾠ during	 ﾠ some	 ﾠ of	 ﾠ these	 ﾠ trials	 ﾠ participants	 ﾠ had	 ﾠ time	 ﾠ to	 ﾠ 13	 ﾠ
freely	 ﾠexplore	 ﾠthe	 ﾠvalue	 ﾠof	 ﾠdifferent	 ﾠstrategies	 ﾠwithout	 ﾠbeing	 ﾠpenalized	 ﾠfor	 ﾠthis.	 ﾠThis	 ﾠ 14	 ﾠ
can	 ﾠfor	 ﾠexample	 ﾠbe	 ﾠdone	 ﾠby	 ﾠusing	 ﾠa	 ﾠno-ﾭ‐choice/choice	 ﾠparadigm	 ﾠ(e.g.,	 ﾠ[71-ﾭ‐74])	 ﾠin	 ﾠ 15	 ﾠ
which	 ﾠ the	 ﾠ participant	 ﾠ is	 ﾠ first	 ﾠ forced	 ﾠ to	 ﾠ apply	 ﾠ specific	 ﾠ strategies	 ﾠ (no-ﾭ‐choice)	 ﾠ to	 ﾠ 16	 ﾠ
explore	 ﾠperformance	 ﾠof	 ﾠvarious	 ﾠspecific	 ﾠstrategies,	 ﾠand	 ﾠthen	 ﾠallowed	 ﾠto	 ﾠchoose	 ﾠtheir	 ﾠ 17	 ﾠ
own	 ﾠstrategies	 ﾠ(choice),	 ﾠgiven	 ﾠtheir	 ﾠknowledge	 ﾠof	 ﾠlikely	 ﾠsuccess-ﾭ‐rate.	 ﾠ	 ﾠ 18	 ﾠ
	 ﾠ Performance	 ﾠfeedback	 ﾠwas	 ﾠonly	 ﾠgiven	 ﾠat	 ﾠthe	 ﾠend	 ﾠof	 ﾠthe	 ﾠtrial.	 ﾠMore	 ﾠfeedback	 ﾠ 19	 ﾠ
might	 ﾠbe	 ﾠneeded	 ﾠto	 ﾠguide	 ﾠthe	 ﾠlearning	 ﾠof	 ﾠnew	 ﾠstrategies.	 ﾠProviding	 ﾠfeedback	 ﾠduring	 ﾠ 20	 ﾠ
trials	 ﾠ (instead	 ﾠ of	 ﾠ only	 ﾠ at	 ﾠ the	 ﾠ end)	 ﾠ increases	 ﾠ the	 ﾠ amount	 ﾠ of	 ﾠ information	 ﾠ that	 ﾠ is	 ﾠ 21	 ﾠ
available,	 ﾠas	 ﾠin	 ﾠ[32].	 ﾠSuch	 ﾠfeedback	 ﾠis	 ﾠparticularly	 ﾠuseful	 ﾠin	 ﾠthe	 ﾠhigh	 ﾠnoise	 ﾠcondition,	 ﾠ 22	 ﾠ	 ﾠ 50	 ﾠ
where	 ﾠmore	 ﾠvariability	 ﾠin	 ﾠthe	 ﾠposition	 ﾠof	 ﾠthe	 ﾠcursor	 ﾠmakes	 ﾠthe	 ﾠoutcome	 ﾠof	 ﾠspecific	 ﾠ 1	 ﾠ
strategies	 ﾠmore	 ﾠvariable	 ﾠfrom	 ﾠone	 ﾠtrial	 ﾠto	 ﾠthe	 ﾠnext.	 ﾠ	 ﾠ 2	 ﾠ
	 ﾠ More	 ﾠgenerally,	 ﾠthe	 ﾠtiming,	 ﾠobjective	 ﾠfunction,	 ﾠand	 ﾠmagnitude	 ﾠof	 ﾠrewards	 ﾠcan	 ﾠ 3	 ﾠ
influence	 ﾠ a	 ﾠ model's	 ﾠ predictions	 ﾠ of	 ﾠ optimal	 ﾠ behavior	 ﾠ [33]	 ﾠ and	 ﾠ influence	 ﾠ whether	 ﾠ 4	 ﾠ
participants	 ﾠ can	 ﾠ find	 ﾠ the	 ﾠ optimum	 ﾠ (as	 ﾠ for	 ﾠ example	 ﾠ studied	 ﾠ in	 ﾠ the	 ﾠ context	 ﾠ of	 ﾠ 5	 ﾠ
melioration	 ﾠand	 ﾠmaximization	 ﾠof	 ﾠperformance,	 ﾠsee	 ﾠe.g.,	 ﾠ[75,76]	 ﾠ).	 ﾠStated	 ﾠdifferently,	 ﾠ 6	 ﾠ
different	 ﾠperformance	 ﾠmight	 ﾠoccur	 ﾠwhen	 ﾠrewards	 ﾠare	 ﾠonly	 ﾠa	 ﾠcouple	 ﾠof	 ﾠcents	 ﾠ(as	 ﾠin	 ﾠ 7	 ﾠ
our	 ﾠstudy)	 ﾠversus	 ﾠhundreds	 ﾠof	 ﾠdollars	 ﾠ(i.e.,	 ﾠa	 ﾠdifference	 ﾠin	 ﾠmagnitude).	 ﾠTo	 ﾠreduce	 ﾠ 8	 ﾠ
ambiguity	 ﾠfor	 ﾠthe	 ﾠparticipant	 ﾠand	 ﾠthe	 ﾠmodeler	 ﾠon	 ﾠwhat	 ﾠshould	 ﾠbe	 ﾠoptimized,	 ﾠwe	 ﾠ 9	 ﾠ
provided	 ﾠexplicit	 ﾠnumeric	 ﾠfeedback,	 ﾠso	 ﾠas	 ﾠto	 ﾠhave	 ﾠa	 ﾠ"golden	 ﾠstandard"	 ﾠ(cf.	 ﾠ[18,32,52-ﾭ‐ 10	 ﾠ
56]).	 ﾠ	 ﾠ 11	 ﾠ
	 ﾠ One	 ﾠconclusion	 ﾠfrom	 ﾠour	 ﾠanalysis	 ﾠis	 ﾠthat	 ﾠhuman	 ﾠparticipants	 ﾠdo	 ﾠnot	 ﾠalways	 ﾠ 12	 ﾠ
seem	 ﾠto	 ﾠperform	 ﾠoptimally.	 ﾠHowever,	 ﾠit	 ﾠmight	 ﾠalso	 ﾠbe	 ﾠthat	 ﾠhuman	 ﾠperformance	 ﾠwas	 ﾠ 13	 ﾠ
optimal,	 ﾠbut	 ﾠthat	 ﾠour	 ﾠmodel	 ﾠwas	 ﾠnot	 ﾠaccurate.	 ﾠFor	 ﾠexample,	 ﾠalthough	 ﾠwe	 ﾠassumed	 ﾠ 14	 ﾠ
that	 ﾠparticipants	 ﾠoptimized	 ﾠthe	 ﾠobjective	 ﾠpayoff	 ﾠfunction,	 ﾠperhaps	 ﾠinternally	 ﾠother	 ﾠ 15	 ﾠ
factors	 ﾠ(e.g.,	 ﾠmotivation,	 ﾠinterest)	 ﾠwere	 ﾠoptimized.	 ﾠFollowing	 ﾠthis	 ﾠline	 ﾠof	 ﾠreasoning,	 ﾠ 16	 ﾠ
our	 ﾠ model	 ﾠ can	 ﾠ be	 ﾠ seen	 ﾠ as	 ﾠ a	 ﾠ method	 ﾠ of	 ﾠ capturing	 ﾠ important	 ﾠ aspects	 ﾠ of	 ﾠ the	 ﾠ task	 ﾠ 17	 ﾠ
environment,	 ﾠ individual	 ﾠ differences,	 ﾠ and	 ﾠ the	 ﾠ payoff	 ﾠ and	 ﾠ providing	 ﾠ a	 ﾠ detailed,	 ﾠ 18	 ﾠ
normative	 ﾠ assessment	 ﾠ of	 ﾠ what	 ﾠ should	 ﾠ constitute	 ﾠ "rationally	 ﾠ bounded	 ﾠ behavior"	 ﾠ 19	 ﾠ
given	 ﾠthese	 ﾠconstraints.	 ﾠThe	 ﾠdeviations	 ﾠof	 ﾠthe	 ﾠoptimal	 ﾠpredictions	 ﾠare	 ﾠinteresting,	 ﾠas	 ﾠ 20	 ﾠ
they	 ﾠpose	 ﾠnew	 ﾠquestions	 ﾠfor	 ﾠstudy	 ﾠof	 ﾠhuman	 ﾠmultitasking	 ﾠbehavior.	 ﾠ	 ﾠ 21	 ﾠ	 ﾠ 51	 ﾠ
	 ﾠ The	 ﾠ above	 ﾠ consideration	 ﾠ reflects	 ﾠ a	 ﾠ broader	 ﾠ concern	 ﾠ within	 ﾠ the	 ﾠ cognitive	 ﾠ 1	 ﾠ
science	 ﾠcommunity	 ﾠof	 ﾠidentifying	 ﾠthe	 ﾠappropriate	 ﾠnormative	 ﾠtheory	 ﾠ(or	 ﾠusing	 ﾠMarr’s	 ﾠ 2	 ﾠ
parlance:	 ﾠ computational	 ﾠ level	 ﾠ of	 ﾠ explanation	 ﾠ [64]).	 ﾠ Take	 ﾠ for	 ﾠ example	 ﾠ the	 ﾠ classic	 ﾠ 3	 ﾠ
problem	 ﾠof	 ﾠthe	 ﾠWason	 ﾠselection	 ﾠtask	 ﾠ[77,78].	 ﾠIn	 ﾠthis	 ﾠtask,	 ﾠparticipants	 ﾠneed	 ﾠto	 ﾠturn	 ﾠ 4	 ﾠ
around	 ﾠa	 ﾠset	 ﾠof	 ﾠcards	 ﾠto	 ﾠtest	 ﾠa	 ﾠlogical	 ﾠrule	 ﾠthat	 ﾠis	 ﾠprovided	 ﾠby	 ﾠthe	 ﾠexperimenter	 ﾠ(e.g.,	 ﾠ 5	 ﾠ
"All	 ﾠcards	 ﾠthat	 ﾠhave	 ﾠa	 ﾠvowel	 ﾠon	 ﾠone	 ﾠside,	 ﾠhave	 ﾠan	 ﾠeven	 ﾠnumber	 ﾠon	 ﾠthe	 ﾠother	 ﾠside").	 ﾠA	 ﾠ 6	 ﾠ
consistent	 ﾠfinding	 ﾠis	 ﾠthat	 ﾠparticipants	 ﾠdo	 ﾠnot	 ﾠfollow	 ﾠthe	 ﾠrules	 ﾠof	 ﾠlogic	 ﾠin	 ﾠthis	 ﾠtask.	 ﾠ 7	 ﾠ
Although	 ﾠ this	 ﾠ could	 ﾠ be	 ﾠ interpreted	 ﾠ as	 ﾠ a	 ﾠ deviation	 ﾠ from	 ﾠ rational	 ﾠ behavior,	 ﾠ later	 ﾠ 8	 ﾠ
analyses	 ﾠ using	 ﾠ a	 ﾠ different	 ﾠ model	 ﾠ and	 ﾠ theory	 ﾠ demonstrated	 ﾠ that	 ﾠ behavior	 ﾠ in	 ﾠ the	 ﾠ 9	 ﾠ
selection	 ﾠtask	 ﾠcan	 ﾠactually	 ﾠbe	 ﾠcast	 ﾠas	 ﾠoptimal	 ﾠdata	 ﾠsampling	 ﾠbehavior	 ﾠ([79,80],	 ﾠfor	 ﾠa	 ﾠ 10	 ﾠ
more	 ﾠrecent	 ﾠversion	 ﾠsee	 ﾠ[56]).	 ﾠThat	 ﾠis,	 ﾠthis	 ﾠwork	 ﾠdemonstrated	 ﾠthat	 ﾠbehavior	 ﾠthat	 ﾠ 11	 ﾠ
was	 ﾠinitially	 ﾠbelieved	 ﾠto	 ﾠshow	 ﾠ(and	 ﾠwas	 ﾠmodeled	 ﾠas)	 ﾠa	 ﾠdeviation	 ﾠfrom	 ﾠoptimality	 ﾠ 12	 ﾠ
could	 ﾠ in	 ﾠ fact	 ﾠ be	 ﾠ seen	 ﾠ as	 ﾠ optimal.	 ﾠ In	 ﾠ a	 ﾠ similar	 ﾠ vein,	 ﾠ rational	 ﾠ explanations	 ﾠ have	 ﾠ 13	 ﾠ
recently	 ﾠbeen	 ﾠdeveloped	 ﾠfor	 ﾠother	 ﾠtasks	 ﾠwere	 ﾠthe	 ﾠassumption	 ﾠhas	 ﾠbeen	 ﾠthat	 ﾠpeople	 ﾠ 14	 ﾠ
act	 ﾠsuboptimally	 ﾠ(e.g.,	 ﾠthe	 ﾠgambler's	 ﾠfallacy	 ﾠ[81]	 ﾠ	 ﾠand	 ﾠanchoring	 ﾠ[82]).	 ﾠ	 ﾠ 15	 ﾠ
	 ﾠ It	 ﾠis	 ﾠpossible	 ﾠthat	 ﾠbehavior	 ﾠin	 ﾠour	 ﾠtask	 ﾠis	 ﾠalso	 ﾠmore	 ﾠfrequently	 ﾠoptimal	 ﾠwhen	 ﾠ 16	 ﾠ
judged	 ﾠon	 ﾠa	 ﾠdifferent	 ﾠcriterion	 ﾠthan	 ﾠwhat	 ﾠwas	 ﾠused	 ﾠin	 ﾠour	 ﾠanalysis.	 ﾠTo	 ﾠavoid	 ﾠstrong	 ﾠ 17	 ﾠ
assumptions	 ﾠon	 ﾠhuman	 ﾠbehavior,	 ﾠthe	 ﾠcomponents	 ﾠof	 ﾠthe	 ﾠmodel	 ﾠwere	 ﾠgrounded	 ﾠin	 ﾠ 18	 ﾠ
measurements	 ﾠthat	 ﾠwere	 ﾠtaken	 ﾠin	 ﾠsingle-ﾭ‐task	 ﾠ(e.g.,	 ﾠfor	 ﾠinterkeypress	 ﾠintervals)	 ﾠor	 ﾠ 19	 ﾠ
that	 ﾠwere	 ﾠspecified	 ﾠin	 ﾠpreceding	 ﾠmodels	 ﾠof	 ﾠthis	 ﾠtask	 ﾠsetting	 ﾠin	 ﾠwhich	 ﾠa	 ﾠdifferent	 ﾠ 20	 ﾠ
payoff	 ﾠfunction	 ﾠwas	 ﾠused	 ﾠ(e.g.,	 ﾠparameters	 ﾠfor	 ﾠthe	 ﾠcontrol	 ﾠof	 ﾠthe	 ﾠjoystick	 ﾠand	 ﾠfor	 ﾠ 21	 ﾠ
switch	 ﾠcosts	 ﾠ[18]).	 ﾠIn	 ﾠthis	 ﾠway,	 ﾠwe	 ﾠattempted	 ﾠto	 ﾠcraft	 ﾠa	 ﾠmodel	 ﾠthat	 ﾠdid	 ﾠnot	 ﾠgo	 ﾠbeyond	 ﾠ 22	 ﾠ
the	 ﾠempirical	 ﾠdata.	 ﾠ	 ﾠ 23	 ﾠ	 ﾠ 52	 ﾠ
	 ﾠ That	 ﾠsaid,	 ﾠmore	 ﾠdetailed	 ﾠinsights	 ﾠmight	 ﾠbe	 ﾠgained	 ﾠwhen	 ﾠthe	 ﾠmodel	 ﾠis	 ﾠrefined	 ﾠ 1	 ﾠ
further.	 ﾠDepending	 ﾠon	 ﾠthe	 ﾠnature	 ﾠof	 ﾠthe	 ﾠrevision,	 ﾠalternative	 ﾠpredictions	 ﾠregarding	 ﾠ 2	 ﾠ
optimality	 ﾠmight	 ﾠarise.	 ﾠWe	 ﾠsee	 ﾠfour	 ﾠgeneral	 ﾠways	 ﾠin	 ﾠwhich	 ﾠthe	 ﾠmodel	 ﾠcan	 ﾠbe	 ﾠrefined.	 ﾠ 3	 ﾠ
First,	 ﾠmore	 ﾠdetails	 ﾠof	 ﾠthe	 ﾠunderlying	 ﾠpsychological	 ﾠprocesses	 ﾠand	 ﾠthe	 ﾠmoment-ﾭ‐to-ﾭ‐ 4	 ﾠ
moment	 ﾠ performance	 ﾠ could	 ﾠ be	 ﾠ given	 ﾠ for	 ﾠ most	 ﾠ components	 ﾠ of	 ﾠ the	 ﾠ model.	 ﾠ Such	 ﾠ 5	 ﾠ
theories	 ﾠcan	 ﾠprovide	 ﾠan	 ﾠaccount	 ﾠof	 ﾠperformance	 ﾠat	 ﾠdifferent	 ﾠlevels	 ﾠof	 ﾠabstraction	 ﾠ 6	 ﾠ
[62].	 ﾠ For	 ﾠ example,	 ﾠ Zhang	 ﾠ and	 ﾠ Hornof	 ﾠ [41]	 ﾠ have	 ﾠ developed	 ﾠ models	 ﾠ that	 ﾠ predict	 ﾠ 7	 ﾠ
performance	 ﾠ of	 ﾠ various	 ﾠ 'microstrategies'	 ﾠ for	 ﾠ dual-ﾭ‐tasking	 ﾠ (i.e.,	 ﾠ systematic	 ﾠ 8	 ﾠ
combinations	 ﾠ of	 ﾠ cognitive	 ﾠ processes	 ﾠ at	 ﾠ the	 ﾠ millisecond	 ﾠ to	 ﾠ second	 ﾠ level	 ﾠ [83]).	 ﾠ 9	 ﾠ
Similarly,	 ﾠ our	 ﾠ model	 ﾠ does	 ﾠ not	 ﾠ incorporate	 ﾠ a	 ﾠ theory	 ﾠ of	 ﾠ effort	 ﾠ or	 ﾠ motivation.	 ﾠ It	 ﾠ 10	 ﾠ
provided	 ﾠa	 ﾠnormative	 ﾠaccount	 ﾠfor	 ﾠwhat	 ﾠperformance	 ﾠmight	 ﾠlook	 ﾠlike	 ﾠfor	 ﾠdifferent	 ﾠ 11	 ﾠ
strategies	 ﾠfor	 ﾠinterleaving	 ﾠbetween	 ﾠtasks.	 ﾠIt	 ﾠdid	 ﾠnot	 ﾠaccount	 ﾠfor	 ﾠdifferent	 ﾠeffort	 ﾠlevels	 ﾠ 12	 ﾠ
that	 ﾠ can	 ﾠ be	 ﾠ applied,	 ﾠ given	 ﾠ the	 ﾠ choice	 ﾠ for	 ﾠ a	 ﾠ specific	 ﾠ strategy.	 ﾠ It	 ﾠ is	 ﾠ possible	 ﾠ that	 ﾠ 13	 ﾠ
participants	 ﾠadhered	 ﾠto	 ﾠgeneral	 ﾠprinciples	 ﾠsuch	 ﾠas	 ﾠa	 ﾠminimization	 ﾠof	 ﾠeffort	 ﾠ[84,85]	 ﾠ	 ﾠ 14	 ﾠ
and	 ﾠa	 ﾠricher	 ﾠmodel,	 ﾠwith	 ﾠmore	 ﾠassumptions,	 ﾠis	 ﾠneeded	 ﾠto	 ﾠaccount	 ﾠfor	 ﾠthis.	 ﾠ	 ﾠ 15	 ﾠ
	 ﾠ Second,	 ﾠ the	 ﾠ model	 ﾠ could	 ﾠ be	 ﾠ calibrated	 ﾠ to	 ﾠ take	 ﾠ more	 ﾠ variability	 ﾠ of	 ﾠ 16	 ﾠ
performance	 ﾠinto	 ﾠaccount.	 ﾠFor	 ﾠexample,	 ﾠmost	 ﾠof	 ﾠthe	 ﾠmodel's	 ﾠparameters	 ﾠare	 ﾠset	 ﾠto	 ﾠa	 ﾠ 17	 ﾠ
mean	 ﾠ value	 ﾠ (e.g.,	 ﾠ mean	 ﾠ typing	 ﾠ speed).	 ﾠ This	 ﾠ can	 ﾠ be	 ﾠ changed	 ﾠ to	 ﾠ take	 ﾠ trial-ﾭ‐to-ﾭ‐trial	 ﾠ 18	 ﾠ
variability	 ﾠinto	 ﾠaccount	 ﾠ(e.g.,	 ﾠby	 ﾠsampling	 ﾠvalues	 ﾠfrom	 ﾠa	 ﾠdistribution).	 ﾠ	 ﾠ 19	 ﾠ
	 ﾠ Third,	 ﾠthe	 ﾠstrategy	 ﾠspace	 ﾠmight	 ﾠbe	 ﾠbroadened	 ﾠin	 ﾠtwo	 ﾠways.	 ﾠFirst,	 ﾠthe	 ﾠmodel	 ﾠ 20	 ﾠ
was	 ﾠonly	 ﾠused	 ﾠto	 ﾠexplore	 ﾠsimple	 ﾠstrategies	 ﾠin	 ﾠwhich	 ﾠa	 ﾠconsistent	 ﾠnumber	 ﾠof	 ﾠdigits	 ﾠ 21	 ﾠ
was	 ﾠ typed	 ﾠ during	 ﾠ each	 ﾠ visit.	 ﾠ However,	 ﾠ participants	 ﾠ might	 ﾠ have	 ﾠ used	 ﾠ more	 ﾠ 22	 ﾠ	 ﾠ 53	 ﾠ
complicated	 ﾠstrategies.	 ﾠFor	 ﾠexample,	 ﾠthey	 ﾠmight	 ﾠhave	 ﾠvaried	 ﾠthe	 ﾠnumber	 ﾠof	 ﾠdigits	 ﾠ 1	 ﾠ
they	 ﾠtyped	 ﾠper	 ﾠvisit,	 ﾠor	 ﾠthey	 ﾠmight	 ﾠhave	 ﾠchanged	 ﾠthe	 ﾠnumber	 ﾠof	 ﾠdigits	 ﾠthey	 ﾠtyped	 ﾠ 2	 ﾠ
based	 ﾠon	 ﾠthe	 ﾠoccurrence	 ﾠof	 ﾠ"structure"	 ﾠin	 ﾠthe	 ﾠnumber	 ﾠ(e.g.,	 ﾠsee	 ﾠ[24]	 ﾠfor	 ﾠan	 ﾠexample	 ﾠ 3	 ﾠ
where	 ﾠ task	 ﾠ structure	 ﾠ influences	 ﾠ interleaving).	 ﾠ More	 ﾠ fine-ﾭ‐grained	 ﾠ measurements	 ﾠ 4	 ﾠ
(e.g.,	 ﾠeye-ﾭ‐tracking)	 ﾠare	 ﾠneeded	 ﾠto	 ﾠaccurately	 ﾠmodel	 ﾠsuch	 ﾠstrategies.	 ﾠAs	 ﾠthe	 ﾠcurrent	 ﾠ 5	 ﾠ
model	 ﾠ explored	 ﾠ performance	 ﾠ of	 ﾠ extreme	 ﾠ strategies	 ﾠ (e.g.,	 ﾠ no	 ﾠ interleaving,	 ﾠ and	 ﾠ 6	 ﾠ
interleaving	 ﾠafter	 ﾠevery	 ﾠdigit),	 ﾠas	 ﾠwell	 ﾠas	 ﾠmany	 ﾠstrategies	 ﾠin	 ﾠbetween	 ﾠthese	 ﾠextremes,	 ﾠ 7	 ﾠ
it	 ﾠis	 ﾠexpected	 ﾠthat	 ﾠperformance	 ﾠof	 ﾠmore	 ﾠ"complex"	 ﾠstrategies	 ﾠfalls	 ﾠin	 ﾠthe	 ﾠsame	 ﾠrange	 ﾠ 8	 ﾠ
as	 ﾠthe	 ﾠcurrent	 ﾠmodel	 ﾠpredicted	 ﾠ(cf.	 ﾠthe	 ﾠbracketing	 ﾠapproach	 ﾠsee	 ﾠ[43,86]).	 ﾠ 9	 ﾠ
	 ﾠ Fourth,	 ﾠthe	 ﾠmodel	 ﾠcould	 ﾠbe	 ﾠimproved	 ﾠby	 ﾠincorporating	 ﾠa	 ﾠformal	 ﾠtheory	 ﾠof	 ﾠ 10	 ﾠ
how	 ﾠ people	 ﾠ learn	 ﾠ to	 ﾠ adapt	 ﾠ to	 ﾠ constraints	 ﾠ over	 ﾠ time.	 ﾠ Although	 ﾠ some	 ﾠ theories	 ﾠ of	 ﾠ 11	 ﾠ
learning	 ﾠin	 ﾠmultitasking	 ﾠhave	 ﾠbeen	 ﾠproposed	 ﾠ(e.g.,	 ﾠ[58,87]),	 ﾠthese	 ﾠtheories	 ﾠare	 ﾠnot	 ﾠ 12	 ﾠ
yet	 ﾠat	 ﾠa	 ﾠlevel	 ﾠof	 ﾠsophistication	 ﾠsuch	 ﾠthat	 ﾠthey	 ﾠcan	 ﾠdirectly	 ﾠbe	 ﾠapplied	 ﾠto	 ﾠthe	 ﾠcurrent	 ﾠ 13	 ﾠ
context.	 ﾠ In	 ﾠ particular,	 ﾠ it	 ﾠ is	 ﾠ unclear	 ﾠ at	 ﾠ what	 ﾠ level	 ﾠ of	 ﾠ granularity	 ﾠ feedback	 ﾠ on	 ﾠ 14	 ﾠ
performance	 ﾠ is	 ﾠ cognitively	 ﾠ processed,	 ﾠ and	 ﾠ how	 ﾠ experience	 ﾠ with	 ﾠ one	 ﾠ strategy	 ﾠ is	 ﾠ 15	 ﾠ
generalized	 ﾠto	 ﾠother	 ﾠstrategies.	 ﾠInsights	 ﾠfrom	 ﾠhierarchical	 ﾠreinforcement	 ﾠlearning	 ﾠ 16	 ﾠ
might	 ﾠprove	 ﾠvaluable	 ﾠhere,	 ﾠas	 ﾠsuch	 ﾠmodels	 ﾠlearn	 ﾠboth	 ﾠthe	 ﾠutility	 ﾠof	 ﾠsmall	 ﾠconsistent	 ﾠ 17	 ﾠ
action	 ﾠ units,	 ﾠ while	 ﾠ at	 ﾠ the	 ﾠ same	 ﾠ time	 ﾠ learning	 ﾠ the	 ﾠ utility	 ﾠ of	 ﾠ larger	 ﾠ units	 ﾠ (e.g.,	 ﾠ 18	 ﾠ
strategies)	 ﾠthat	 ﾠare	 ﾠformed	 ﾠout	 ﾠof	 ﾠthese	 ﾠsmaller	 ﾠunits	 ﾠ[88].	 ﾠ 19	 ﾠ	 ﾠ 54	 ﾠ
Conclusion	 ﾠ 1	 ﾠ
We	 ﾠprovided	 ﾠa	 ﾠdetailed	 ﾠanalysis	 ﾠof	 ﾠhow	 ﾠpeople	 ﾠadapt	 ﾠtheir	 ﾠinterleaving	 ﾠstrategies	 ﾠin	 ﾠ 2	 ﾠ
a	 ﾠdual-ﾭ‐task	 ﾠsetting	 ﾠto	 ﾠthree	 ﾠfactors:	 ﾠtask	 ﾠcharacteristics	 ﾠ(noise,	 ﾠradius),	 ﾠindividual	 ﾠ 3	 ﾠ
differences	 ﾠin	 ﾠskill	 ﾠ(e.g.,	 ﾠtyping	 ﾠspeed),	 ﾠand	 ﾠincentives	 ﾠ(a	 ﾠformal	 ﾠway	 ﾠof	 ﾠcapturing	 ﾠ 4	 ﾠ
objective	 ﾠ or	 ﾠ priority).	 ﾠ The	 ﾠ modeling	 ﾠ analysis	 ﾠ suggests	 ﾠ that	 ﾠ people	 ﾠ adapt	 ﾠ their	 ﾠ 5	 ﾠ
performance	 ﾠin	 ﾠsuch	 ﾠa	 ﾠway	 ﾠas	 ﾠto	 ﾠtry	 ﾠand	 ﾠmaximize	 ﾠthe	 ﾠpayoff	 ﾠvalue.	 ﾠThis	 ﾠis	 ﾠnot	 ﾠto	 ﾠsay	 ﾠ 6	 ﾠ
that	 ﾠperformance	 ﾠwas	 ﾠoptimal	 ﾠon	 ﾠevery	 ﾠtrial.	 ﾠSeveral	 ﾠexplanations	 ﾠhave	 ﾠbeen	 ﾠgiven	 ﾠ 7	 ﾠ
for	 ﾠ this.	 ﾠ Some	 ﾠ are	 ﾠ related	 ﾠ to	 ﾠ the	 ﾠ learning	 ﾠ process	 ﾠ (e.g.,	 ﾠ strategy	 ﾠ transfer	 ﾠ and	 ﾠ 8	 ﾠ
exploitation	 ﾠof	 ﾠsuccessful	 ﾠstrategies),	 ﾠothers	 ﾠmight	 ﾠhave	 ﾠto	 ﾠdo	 ﾠwith	 ﾠthe	 ﾠdifficulty	 ﾠof	 ﾠ 9	 ﾠ
the	 ﾠtask	 ﾠ(e.g.,	 ﾠthe	 ﾠnoise	 ﾠin	 ﾠthe	 ﾠfeedback).	 ﾠ	 ﾠ 10	 ﾠ
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Figure	 ﾠlegends	 ﾠ 1	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Fig.	 ﾠ1.	 ﾠLayout	 ﾠof	 ﾠthe	 ﾠtasks.	 ﾠParticipants	 ﾠperformed	 ﾠa	 ﾠtyping	 ﾠtask,	 ﾠwhich	 ﾠinvolved	 ﾠ 2	 ﾠ
typing	 ﾠa	 ﾠstring	 ﾠof	 ﾠ20	 ﾠdigits	 ﾠ(left),	 ﾠand	 ﾠa	 ﾠtracking	 ﾠtask	 ﾠ(right),	 ﾠwhich	 ﾠinvolved	 ﾠkeeping	 ﾠ 3	 ﾠ
a	 ﾠblue	 ﾠcursor	 ﾠinside	 ﾠa	 ﾠcircular	 ﾠtarget	 ﾠarea	 ﾠ(yellow).	 ﾠParticipants	 ﾠcould	 ﾠonly	 ﾠsee	 ﾠ1	 ﾠtask	 ﾠ 4	 ﾠ
at	 ﾠa	 ﾠtime	 ﾠand	 ﾠneeded	 ﾠto	 ﾠdetermine	 ﾠwhen	 ﾠto	 ﾠswitch	 ﾠtheir	 ﾠattention	 ﾠbetween	 ﾠtasks.	 ﾠ 5	 ﾠ
	 ﾠ 6	 ﾠ
	 ﾠ 7	 ﾠ
	 ﾠ 8	 ﾠ
	 ﾠ 	 ﾠ 9	 ﾠ	 ﾠ 70	 ﾠ
Fig.	 ﾠ2.	 ﾠIllustration	 ﾠof	 ﾠhow	 ﾠthe	 ﾠtwo	 ﾠpayoff	 ﾠfunctions	 ﾠaffect	 ﾠscore	 ﾠon	 ﾠeach	 ﾠtask.	 ﾠ 1	 ﾠ
The	 ﾠ top	 ﾠ figure	 ﾠ shows	 ﾠ how	 ﾠ score	 ﾠ diminishes	 ﾠ as	 ﾠ total	 ﾠ typing	 ﾠ time	 ﾠ increases.	 ﾠ The	 ﾠ 2	 ﾠ
bottom	 ﾠfigure	 ﾠshows	 ﾠhow	 ﾠscore	 ﾠdiminishes	 ﾠas	 ﾠthe	 ﾠcursor	 ﾠspends	 ﾠmore	 ﾠtime	 ﾠoutside	 ﾠ 3	 ﾠ
of	 ﾠthe	 ﾠtarget	 ﾠarea.	 ﾠThe	 ﾠFigure	 ﾠshows	 ﾠtwo	 ﾠlines,	 ﾠone	 ﾠfor	 ﾠeach	 ﾠpayoff	 ﾠcondition.	 ﾠ 4	 ﾠ
	 ﾠ 5	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 ﾠ 6	 ﾠ	 ﾠ 71	 ﾠ
Fig.	 ﾠ3.	 ﾠPlot	 ﾠof	 ﾠthe	 ﾠperformance	 ﾠtrade-ﾭ‐off	 ﾠspace	 ﾠfor	 ﾠall	 ﾠeight	 ﾠconditions.	 ﾠData	 ﾠ 1	 ﾠ
shows	 ﾠ total	 ﾠ time	 ﾠ against	 ﾠ maximum	 ﾠ deviation	 ﾠ of	 ﾠ the	 ﾠ cursor.	 ﾠ 	 ﾠ Error	 ﾠ bars	 ﾠ show	 ﾠ 2	 ﾠ
standard	 ﾠerrors.	 ﾠ	 ﾠ 3	 ﾠ
	 ﾠ 4	 ﾠ
	 ﾠ 5	 ﾠ
	 ﾠ 	 ﾠ 6	 ﾠ	 ﾠ 72	 ﾠ
Fig.	 ﾠ4.	 ﾠPlot	 ﾠof	 ﾠthe	 ﾠstrategy	 ﾠtrade-ﾭ‐off	 ﾠspace.	 ﾠData	 ﾠshows	 ﾠmaximum	 ﾠnumber	 ﾠof	 ﾠdigits	 ﾠ 1	 ﾠ
typed	 ﾠand	 ﾠtime	 ﾠspent	 ﾠtracking	 ﾠper	 ﾠvisit.	 ﾠError	 ﾠbars	 ﾠshow	 ﾠstandard	 ﾠerrors.	 ﾠ	 ﾠ 2	 ﾠ
	 ﾠ 3	 ﾠ
	 ﾠ 4	 ﾠ
	 ﾠ 	 ﾠ 5	 ﾠ	 ﾠ 73	 ﾠ
Fig.	 ﾠ 5.	 ﾠ Correspondence	 ﾠ between	 ﾠ human	 ﾠ mean	 ﾠ performance	 ﾠ and	 ﾠ model	 ﾠ 1	 ﾠ
predictions	 ﾠof	 ﾠthe	 ﾠoptimal	 ﾠstrategies.	 ﾠData	 ﾠshown	 ﾠfor	 ﾠ(top-ﾭ‐left)	 ﾠtotal	 ﾠtrial	 ﾠtime,	 ﾠ 2	 ﾠ
(top-ﾭ‐right)	 ﾠmaximum	 ﾠdeviation	 ﾠof	 ﾠthe	 ﾠcursor,	 ﾠ(bottom-ﾭ‐left)	 ﾠmaximum	 ﾠnumber	 ﾠof	 ﾠ 3	 ﾠ
digits	 ﾠtyped	 ﾠper	 ﾠvisit	 ﾠto	 ﾠthe	 ﾠtyping	 ﾠwindow,	 ﾠand	 ﾠ(bottom-ﾭ‐right)	 ﾠaverage	 ﾠtime	 ﾠspent	 ﾠ 4	 ﾠ
in	 ﾠthe	 ﾠtracking	 ﾠwindow	 ﾠper	 ﾠvisit.	 ﾠError	 ﾠbars	 ﾠshow	 ﾠstandard	 ﾠerrors.	 ﾠ 5	 ﾠ
	 ﾠ 6	 ﾠ
	 ﾠ 7	 ﾠ	 ﾠ 74	 ﾠ
	 ﾠ 1	 ﾠ
Fig.	 ﾠ6.	 ﾠProgression	 ﾠof	 ﾠstrategy	 ﾠchoice	 ﾠover	 ﾠtime	 ﾠversus	 ﾠmodel	 ﾠpredictions	 ﾠof	 ﾠ 2	 ﾠ
optimal	 ﾠchoice.	 ﾠData	 ﾠpoints	 ﾠshow	 ﾠstrategy	 ﾠper	 ﾠtrial.	 ﾠRed	 ﾠlines	 ﾠprovide	 ﾠfitted	 ﾠlinear	 ﾠ 3	 ﾠ
trend	 ﾠline.	 ﾠDark	 ﾠrectangles	 ﾠhighlight	 ﾠmodel	 ﾠpredictions	 ﾠof	 ﾠoptimal	 ﾠstrategies,	 ﾠthe	 ﾠ 4	 ﾠ
darker	 ﾠthe	 ﾠrectangle,	 ﾠthe	 ﾠcloser	 ﾠthe	 ﾠstrategy	 ﾠis	 ﾠto	 ﾠthe	 ﾠoptimal	 ﾠscore	 ﾠ(see	 ﾠtext	 ﾠfor	 ﾠ 5	 ﾠ
details).	 ﾠData	 ﾠis	 ﾠshown	 ﾠfor	 ﾠfive	 ﾠillustrative	 ﾠparticipants,	 ﾠsee	 ﾠheadings	 ﾠand	 ﾠtext	 ﾠfor	 ﾠ 6	 ﾠ
description.	 ﾠ	 ﾠ 7	 ﾠ	 ﾠ 75	 ﾠ
	 ﾠ 1	 ﾠ	 ﾠ 76	 ﾠ
	 ﾠ 1	 ﾠ
Fig.	 ﾠ7.	 ﾠHistogram	 ﾠof	 ﾠhow	 ﾠfrequent	 ﾠparticipants	 ﾠapplied	 ﾠthe	 ﾠoptimum	 ﾠstrategy.	 ﾠ 2	 ﾠ
Optimum	 ﾠstrategies	 ﾠare	 ﾠthose	 ﾠthat	 ﾠachieved	 ﾠa	 ﾠscore	 ﾠthat	 ﾠwas	 ﾠpredicted	 ﾠto	 ﾠfall	 ﾠwithin	 ﾠ 3	 ﾠ
2	 ﾠpence	 ﾠof	 ﾠthe	 ﾠmaximum	 ﾠscore	 ﾠ(i.e.,	 ﾠthat	 ﾠwere	 ﾠhighlighted	 ﾠin	 ﾠgrey	 ﾠin	 ﾠFig.	 ﾠ6).	 ﾠWithin	 ﾠ 4	 ﾠ
each	 ﾠ bar	 ﾠ the	 ﾠ proportion	 ﾠ of	 ﾠ participants	 ﾠ from	 ﾠ each	 ﾠ payoff	 ﾠ condition	 ﾠ group	 ﾠ is	 ﾠ 5	 ﾠ
highlighted.	 ﾠ For	 ﾠ each	 ﾠ participant	 ﾠ only	 ﾠ the	 ﾠ last	 ﾠ five	 ﾠ trials	 ﾠ of	 ﾠ each	 ﾠ condition	 ﾠ are	 ﾠ 6	 ﾠ
considered.	 ﾠ 7	 ﾠ
	 ﾠ 8	 ﾠ
	 ﾠ 9	 ﾠ








Histogram of optimal strategy use























Speed Payoff	 ﾠ 77	 ﾠ
Fig.	 ﾠ8.	 ﾠHistogram	 ﾠof	 ﾠaverage	 ﾠminimum	 ﾠdistance	 ﾠfrom	 ﾠthe	 ﾠpredicted	 ﾠoptimum	 ﾠ 1	 ﾠ
strategies.	 ﾠOptimum	 ﾠstrategies	 ﾠare	 ﾠthose	 ﾠthat	 ﾠwere	 ﾠpredicted	 ﾠto	 ﾠachieve	 ﾠa	 ﾠscore	 ﾠthat	 ﾠ 2	 ﾠ
fell	 ﾠwithin	 ﾠ0.5	 ﾠpence	 ﾠof	 ﾠthe	 ﾠoverall	 ﾠbest	 ﾠstrategy.	 ﾠWithin	 ﾠeach	 ﾠbar	 ﾠthe	 ﾠproportion	 ﾠof	 ﾠ 3	 ﾠ
participants	 ﾠfrom	 ﾠeach	 ﾠpayoff	 ﾠcondition	 ﾠgroup	 ﾠis	 ﾠhighlighted.	 ﾠFor	 ﾠeach	 ﾠparticipant	 ﾠ 4	 ﾠ
only	 ﾠthe	 ﾠlast	 ﾠfive	 ﾠtrials	 ﾠof	 ﾠeach	 ﾠcondition	 ﾠare	 ﾠconsidered.	 ﾠ 5	 ﾠ
	 ﾠ 6	 ﾠ
	 ﾠ 	 ﾠ 7	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Speed Payoff	 ﾠ 78	 ﾠ
Supporting	 ﾠMaterial	 ﾠ 1	 ﾠ
S1	 ﾠFile.	 ﾠScript	 ﾠand	 ﾠdata	 ﾠfor	 ﾠanalysis	 ﾠof	 ﾠthe	 ﾠempirical	 ﾠdata.	 ﾠThe	 ﾠzip-ﾭ‐file	 ﾠcontains	 ﾠa	 ﾠ 2	 ﾠ
R	 ﾠscript	 ﾠand	 ﾠ.Rdata	 ﾠfile	 ﾠthat	 ﾠcan	 ﾠbe	 ﾠused	 ﾠto	 ﾠanalyze	 ﾠthe	 ﾠempirical	 ﾠdata.	 ﾠThe	 ﾠscript	 ﾠ 3	 ﾠ
explains	 ﾠthe	 ﾠstructure	 ﾠof	 ﾠthe	 ﾠdata	 ﾠfile.	 ﾠ 4	 ﾠ
	 ﾠ 5	 ﾠ
	 ﾠ 6	 ﾠ
	 ﾠ 7	 ﾠ