Graph labeling problems have been widely studied in the last decades and have a vast area of application. In this work, we study the recently introduced S-labeling problem, in which the nodes get labeled using labels from 1 to |V | and for each edge the contribution to the objective function, called S-labeling number of the graph, is the minimum label of its end-nodes. The goal is to find a labeling with minimum value. The problem is NP-hard for planar subcubic graphs, although for many other graph classes the complexity status is still unknown.
Introduction and motivation
Graph labeling problems have been widely studied in the last decades and they have a vast area of application, e.g., coding theory [4] , computational biology [18] , computer networks [17] , design of error-correcting codes [21] radio channel assignment [23] and more (we refer the reader to the surveys [8, 7, 15] for further details). In such problems, we are typically interested in assigning distinct positive integers (i.e., labels) to the nodes and/or edges of the graph subject to some constraints, such that a given objective function is optimized. In this work, we concentrate on the S-labeling problem, which is defined as follows.
Definition 1 (The S-labeling problem (S-LP)). Let G = (V, E) be a graph and φ : V → {1, . . . , |V |} be a labeling of the nodes. The S-labeling number SL φ (G) with respect to the labeling φ(G) is defined as {u,v}∈E min{φ(u), φ(v)}. The goal of the S-labeling problem (S-LP) is to find a labeling φ * (G), such that SL φ * (G) has minimum value amongst all possible labelings for G.
In the remainder of this paper, we simply write φ * and SL φ * , when the graph is clear from the context. The S-LP was introduced in [24] in the context of packing (0, 1)-matrices, where it was shown to be NPcomplete for planar subcubic graphs. It is studied in detail in a series of papers [11, 12, 13] , which focused on deriving properties of optimal labelings. Based on these properties, exact and approximation algorithms for some graph classes are developed: Polynomial-time exact algorithms are given for caterpillar graphs (trees, where all nodes are at most distance one from the central path) and split graphs (graphs which can be partitioned into a clique and an independent set). Moreover, a greedy approximation algorithm, which gives a labeling φ with SL φ < |E|(|V |+1) 3
(resp.,
|E|(|V |+1) 4
if the graph is acyclic with the maximum degree of a node at least three) is presented. This algorithm is shown to be a 4|E|∆ 3|V | approximation algorithm for general graphs, where ∆ is the maximum degree of a node in the graph, and a 4/3 approximation algorithm for regular graphs; for some other special graphs, the approximation factor is further refined. Additionally, a fixed-point parameter tractable algorithm is also presented; this approach is based on partial enumeration, where the parameters is a positive integer k and the question is whether there is a labeling with SL φ < |E|+k. Finally, closed formulas for SL φ * for complete graphs, paths and cycles are given, but without proof. We note that one result of [12] (Lemma 3) claims that in any optimal labeling φ * , the node i with label one is a node with maximum degree in the graph. We have a counter-example to this result, see Section 3.
Contribution and paper outline In this paper, we develop different modeling and algorithmic approaches to characterize and solve the S-LP. The paper is organized as follows. In Section 2, we present two Mixed-Integer Programming (MIP) formulations (denoted as (F1) and (F2)) for the problem. We describe an exact solution framework based on these MIPs, which includes starting and primal heuristics to construct high-quality feasible solutions during the solution process as well as a specialized branching-scheme. Moreover, we show that formulation (F1) can be obtained as projection of formulation (F2). In Section 3 we investigate the Linear Programming (LP) relaxation of the MIPs presented in Section 2, and show that for paths, cycles and perfect n-ary trees the LP-relaxation exhibits no integrality gap. This is done by presenting a combinatorial procedure for solving the dual of the LP-relaxation and ad-hoc polynomial-time primal algorithms. To the best of our knowledge, we present the first polynomial-time algorithm for solving the S-LP on perfect n-ary trees. We also give a closed formula to compute SL φ * for perfect n-ary trees.
In Section 4, we present further solution methods, namely a Lagrangian heuristic and a constraint programming approach. Section 5 contains a computational study. The purpose of this study is twofold: (i) to computationally investigate, if there are additional classes of graphs, where the LP-relaxation of our MIP formulation may have no integrality gap; and (ii) to assess the performance of the presented approaches for solving the S-LP on general graphs. Finally, Section 6 concludes the paper.
Mixed-Integer Programming approaches for the S-LP
In this section, we present MIP (exact) approaches for solving the S-LP. We first provide two MIP formulations for the problem and show that one of them is the projection of the other. After this, we describe branch-and-cut schemes based on these MIPs.
For the proposed formulations, let x k i , with i, k ∈ {1, . . . , |V |}, be a binary variable such that x k i = 1, if node i (or, more formally, the node with index i) gets labeled with the number k, and x k i = 0, otherwise. The following constraints (UNIQUE) and (ONELABEL) ensure that each label gets used exactly once, and that each node gets one label, i∈{1,...,|V |}
To define the first formulation, for each edge e ∈ E we introduce continuous variables θ e ≥ 0, which are used to measure the contribution of edge e to the objective. Using these variables, our first formulation (F1) for the S-LP is given by
Constraints (F1.2) ensure that for each edge e the correct contribution is counted in the objective function:
For an edge e = {i, i }, let k 1 and k 2 (assume wlog k 1 < k 2 ) be the labels of the two end-nodes i and i for a given solution encoded byx. For each k ≤ k 1 , the right-hand-side (rhs) of (F1.2) is k, for k 1 < k < k 2 , the rhs is k 1 , and for k ≥ k 2 , the rhs is k 1 − k 2 < k 1 . Thus, θ e takes the value k 1 . For the second model (F2), instead of using continuous variables θ e ≥ 0 to measure the contribution of edge e, we introduce binary variables d k e , with k ∈ {1, . . . , |V |}, such that d k e = 1 iff the contribution of edge e to the objective is k, d k e = 0 otherwise (as the contribution of an edge is the minimum of the label of its two end-nodes, it is enough to have these variables with k up to |V | − 1, but for ease of readability we include all of them in the formulation). With these variables, we can formulate the problem as follows,
∀e ∈ E, k ∈ {1, . . . , |V |}.
Constraints (F2.2) ensure that exactly one of the variables d k e is taken for each edge e, and constraints (F2.3) make sure that one of the two end nodes of edge e has label k, if the associated d k e -variable is chosen as one (and thus the contribution of the edge in the objective is k).
We observe that (F 1) has O(|V | 2 ) variables, and O(|V ||E|) constraints, while (F 2) has O(|V | 2 + |V ||E|) variables, and O(|V ||E|) constraints. Thus (F 2) has considerably more variables, on the other hand, constraints (F2.3) are much sparser than their counterpart (F1.2). Note that the integrality of the variables d k e can be relaxed, as for fixed variables x ∈ {0, 1} |V |×|V | the remaining coefficient matrix in d k e becomes totally unimodular.
Finally, the following family of inequalities is valid for (F2); Theorem 1. Suppose the three nodes i, i , i ∈ V form a triangle e = {i, i }, e = {i, i }, e = {i , i } in G and let V ⊂ {1, . . . , |V |} be a subset of labels. Then
is valid for (F2).
Proof. Clearly, the sum on the left-hand-side (lhs) can be at most three. If the sum is zero or one, validity is trivial and validity for two follows easily due to constraints (F2.3). Thus, suppose the sum on the lhs is three, this means all three edges of the triangle are in some of the label-levels given in V . However, in this case, at least two of the variables on the right-hand-side must be one, as clearly not all three edges can be on the same labeling-level in any feasible solution.
As there is an exponential number of (TRIANGLE) inequalities, we do not add them in the beginning, but separate them on-the-fly, i.e., we embed their separation in a branch-and-cut scheme; the separation is described in Section 2.3. The computational results in Section 5.2 reveal that these inequalities can be quite helpful in some instances.
Comparison between (F 1) and (F 2)
In this section, we show that formulation (F 1) can be obtained from (F 2) by using Benders decomposition to project out the d k e -variables using Benders optimality cuts, i.e., consider a Benders master problem consisting of (UNIQUE), (ONELABEL) and variables θ e that account for the contribution of edge e to the objective function, the obtained optimality cuts are exactly inequalities (F1.2).
In order to show this equivalence, we relax the integrality of the d k e -variables, and consider the dual of (F 2) for a fixed solution encoded by vectorx ∈ {0, 1} |V |×|V | . In the following, for ease of readability, when we refer to dual of some formulation, we mean the dual of the corresponding LP-relaxation (with possible some subset of the variables fixed as mentioned). Observe that for fixed solution given byx, the problem decomposes into one problem for each edge e. Let γ e be the dual-variables associated with constraint (F2.2), and let δ k e be the dual variables associated with constraints (F2.3). The dual (D (F 2)(x,i,i ) ) of (F 2), for a givenx and an edge e = {i, i }, then reads as
Note that using standard duality rules, we would obtain δ k e ≤ 0 and positive coefficients associated with these variables in the objective and constraints. For ease of exposition, we write these dual variables as δ The optimal solution of (D (F 2)(x,i,i ) ) can be derived as follows. It is easy to see that in order to maximize the objective function (D (F 2)(x,i,i ) .1), γ e needs to be increased. However, due to constraints (D (F 2)(x,i,i ) .2), if γ e is increased to k, to ensure feasibility we need to compensate this, by setting δ l e = k − l, whenever l < k. Due to constraints (UNIQUE) and (ONELABEL), the coefficients ( e would need to be increased by one to ensure feasibility, i.e., for each increase of γ e by one, two variables with coefficient minus one in the objective must also be increased by one. Thus, the optimal solution value of the dual for the givenx is k 1 , and it is achieved by applying above procedure for any k with
The values of the dual variables in an optimal solution are γ e = k and δ l e = k − l for l < k and zero otherwise. Thus, the associated Benders optimality cuts are inequalities (F1.2).
Starting and primal heuristic
In order to construct a feasible starting solution to initialize the branch-and-cut framework , we use the greedy algorithm proposed in [13] , which works as follows. We pick any unlabeled node, say i, with maximum degree (ties broken randomly), and we label it with the smallest available label; then, we remove i from the graph and repeat the procedure until all nodes are labeled. After this, we try to improve the obtained solution with a local search-phase which is based on exchanging the label of pairs of nodes. The complete scheme is described in Algorithm 1. In the algorithm, φ −1 H (k) denotes the node with label k. In the local search-phase (lines 10-35), we exploit the fact that an exchange of labels between pairs of nodes i, i does not require to recalculate the labeling number from scratch, as it is enough to recalculate the contribution of the edges e ∈ E such that e : {i, ·} or e : {i , ·}. We also do not try all label-pair-exchanges, but for a given label k limit the change to labels k ≤ min(k, maxContribLabel), where maxContribLabel is the maximum contribution to the objective of any edge, where one end-node is labeled with k.
input : instance G = (V, E) of the S-LP output: feasible labeling φ H with labeling number z
Based on this algorithm, we also designed a primal heuristic, guided by the LP-relaxation, which is embedded within the branch-and-cut search framework. Letx be the value of the x-variables of the LP-relaxation at a branch-and-cut node. We solve the minimum assignment problem induced by constraints (UNIQUE) and (ONELABEL), setting the coefficient of variable x k i in the objective tox k i , the obtained solution gives a feasible labeling. Afterwards, we attempt to improve the obtained solution by applying the local search-part of the heuristic described in Algorithm 1.
Further enhancements
We now describe the additional ingredients that are part of the developed branch-and-cut algorithm, namely a branching strategy, an initialization procedure and separation procedures for violated inequalities.
Branching Constraints (ONELABEL) (and also (UNIQUE) and (F2.2)) are generalized-upper-bound (GUB) constraints (also known as special-ordered-sets). It is well-known that in presence of such constraints, branching on a single variable x k i may not be very efficient, as it will often lead to an "unbalanced" search tree: in one part of the search tree, one variable x k i is fixed to zero and in the other part, all other variables x k i , k = k are fixed to zero. Instead, branching on a subset of the variables appearing in such a constraint could be more efficient, this strategy is often called GUB-branching (see, e.g., [6, 20, 25] or also [5] for more details on implementing such a branching-scheme). In our case, we implemented GUB-branching based on constraints (ONELABEL), i.e., at every branch-and-cut node, we select a node i to branch on, and then make two children-nodes where we enforce
where K ⊂ {1, . . . , |V |}. This is a valid branching scheme, as in one child, node i must take a label in {1, . . . , |V |} \ K, and in the other it must take a label in K. Letx be the value of the LP-relaxation at a branch-and-cut node and suppose we already selected a node i. The partition K is found by calculating B = k∈{1,...,|V |} kx
and putting every k ≤ B in K. To select node i to branch on, for each node i, with fractional variablesx k i , we calculate the following score sc i based on up-pseudocosts ψ
, and select the node with the maximum score. If the maximum score is under 0.001, we then proceed with the default branching of the branch-and-cut solver. In preliminary tests during implementation, we also briefly tried other scores, i.e., only using the (1 −x k i ) orx k i part, but did not see any improvements compared to using the sum of both parts. Pseudocosts are a concept often used for branching decisions and are provided by CPLEX, which is the branch-and-cut solver we use (see, e.g., [1, 6] for more on pseudocosts).
Initialization While both (F 1) and (F 2) have polynomially many constraints, for some instances, the size of the resulting models may still become prohibitive for efficient solving. Removing constraints initially, and only adding them on the fly when needed (i.e., using branch-and-cut) could be a useful option in such a case. However, in preliminary computations, for formulation (F 2), such a strategy did not turn out to be computationally successful. This may be explained in the structure of the constraints. Suppose that for some edge e, only a subset of the constraints (F2.3) is added. Then the d k e -variable with the smallest k, for which no constraint was added will be take value of one in the resulting relaxation. Thus, to ensure that the correct variable d k e is set to one, all constraints (F2.3) with k ≤ k must be present. On the contrary, for formulation (F 1), a branch-and-cut approach was more useful. In this case, adding a single constraint (F1.2), for each edge e, is enough for having an effect on the objective value of the resulting relaxation. In our initialization approach for (F1), the set of initial constraints consists of all constraints (ONELABEL) and (UNIQUE), and a single-constraint (F1.2) for each e. The latter are determined by heuristically solving the dual problem of (F 2) with the algorithm described in the next section. For each edge e, we add the constraint (F1.2) for the largest k, for which the dual multiplier for d k e ≤ x k i + x k i is non-zero. Separation of constraints (F1.2) is done by enumeration. During each separation round, we add one violated inequality (if there is any) for each e; if there is more than one violated, we add the one with the largest violation. By checking the potential violation of (F1.2) for each e increasingly by k, we do not need to re-calculate it from scratch for each k.
Separation of inequalities (TRIANGLE) We do not separate the inequalities for all subsets of labels V ⊂ {1, . . . , |V |}, but simply check for all increasing subsets, starting with {1, 2} until {1, 2, . . . |V |−1}. The separation is then done by enumeration, i.e., we enumerate all triangles in the beginning and store them; afterwards, during a separation round at a given node of the branch-and-cut tree, we check the inequalities for each of the above mentioned subsets of V . By performing this in an increasing order, we do not need to re-separate from scratch, but just need to add the contribution from the current label. For each triangle, we stop either when a violated inequality is found, or when the sum of fractional variables on the right-hand-side of the inequality has reached the value of three (since it cannot grow larger than that).
Analyzing the MIP-formulation for special classes of graphs
Clearly, any feasible solution to the dual of an LP-relaxation of a MIP gives a lower bound, which can be used in, e.g., a branch-and-bound algorithm to solve the MIP. Depending on the structure and size of the resulting dual, a high-quality dual solution can potentially be found using a combinatorial procedure instead of solving the corresponding LP model directly using, e.g., the simplex-algorithm. For example, for the facility location problem [10] , the Steiner tree problem [26] , or the network design problem [2] , there exist so-called dual ascent algorithms, which (heuristically) solve the dual by starting with a solution, where all variables are zero (such a solution is feasible for these problems), and then systematically increase the dual variables in order to get a good dual solution. In this section we present a combinatorial algorithm for solving (D (F 2) ), which is inspired by these approaches. We show that for paths, cycles and perfect n-ary trees, the dual solution produced by our heuristic algorithm is in fact optimal.
A heuristic algorithm for solving the dual of formulation (F2)
In addition to the dual multipliers defined in the previous section, let α k be the dual multipliers associated with (UNIQUE), and let β i be the dual multipliers associated with (ONELABEL). The dual of (F2) denoted as (D (F 2) ), is as follows (again changing the coefficients of δ k e to get δ k e ≥ 0);
Algorithm 2 outlines a (greedy) heuristic to solve (D (F 2) ). We denote the degree of a node i with δ(i). While Algorithm 2 is a heuristic for general graphs, it gives the optimal dual solution for paths, cycles and perfect n-ary trees due to the particular structure of these graphs. At the end of the section, we discuss an extended version of the algorithm, which can produce better dual bounds for other graphs and also give a small example of this. Note that in both variants of our algorithm the dual variables are always kept integral, so in case the optimal dual solution has fractional values, it cannot be achieved with our algorithms.
We start with (α, β, δ) set to zero, and all γ e set to one, which is a feasible solution, and we iteratively try to increase the values of some γ e (which appear with coefficient one in the objective function (D (F 2) .1)) by one. Due to constraints (D (F 2) .2) and (D (F 2) .3), increasing some γ e by one implies the increase of some δ k e and also the decrease of α k or β i to preserve feasibility of the solution. In our algorithm, we only decrease α k and keep β i at zero. As α k appears with a coefficient of minus one in the objective function, our goal is to iteratively set the variables in such a way, that the net-change in the objective is positive at each step, and we stop, when the change is non-positive.
The key observations used in the design of the algorithm are the following: i) when we want to increase some γ e fromk tok + 1, all δ k e with 1 ≤ k ≤k + 1 need to be increased by one to keep feasibility, which in input : instance G = (V, E) of the S-LP output: feasible solution (α, β, γ, δ) of (D (F 2) ) with value z turn implies decreasing by one all α k with 1 ≤ k ≤k + 1; ii) when α k is set to some valueᾱ k , for all adjacent edges e of any node i we can setᾱ k variables δ k e to one and the solution remains feasible. In our algorithm, we start withk = 1 and a step consists of setting α k , δ k e and γ e for all k ≤k and some or all e ∈ E, then we proceed to the next step withk =k + 1. In the simplified version, we set α k always to the maximum degree ∆ of a node in the graph. Thus, we can always increase all γ e at a step (as all δ k e can be increased), i.e., the positive change in the objective due to γ e is |E| at every step. Moreover, the negative change in the objective at every step due to setting the α k is ∆ ·k, as all α k up tok need to be increased by ∆ to keep the feasibility. Thus, the algorithm stops, whenk · ∆ ≥ |E|, and at each step before, the dual objective gets increased by |E| −k · ∆ > 0. Observe that the increase gets smaller at every step, as ∆ ·k grows with every step. The runtime of Algorithm 2 is O(|V | 2 |E|) In the extended version of the algorithm, we do not just increase by ∆ at a step, but try all the values up to ∆. If α k is set to a valueᾱ k lower than ∆, for some i ∈ V , not all δ k e with i ∈ e can be increased, which in turn means not all γ e can be increased. Thus, a subset of e to increase needs to be chosen in these cases. We do this in a heuristic fashion: A list active of active edges is kept, and only such edges are considered for the remaining steps (i.e., increasing γ e , δ k e and calculation of ∆ which is re-calculated before every step considering only active edges). For eachᾱ k < ∆, we do the following: Make a temporary copy active(ᾱ k ) of active. Let δ a (i) be the degree of node i considering only edges in active(ᾱ k ). We sort the nodes by δ a (i), and then for each node i, we sort the adjacent active edges e = {i, i } ∈ active(ᾱ k ) by decreasing δ a (i ). We iterate through this list and set edges to be inactive in active(ᾱ k ) until δ a (i) ≤ᾱ k and then proceed to the next node. After this procedure, increasing all γ e in active(ᾱ k ) (and also increasing resp., decreasing the associated δ k e , resp., α k , k ≤k) by one gives a feasible solution with a net-change |active(ᾱ k )| −k ·ᾱ k in the objective. At each step, we choose the valueᾱ k giving the largest positive net-change and set the dual variables and active accordingly (in case of ties, we take the smallestᾱ k among the values giving the largest positive net-change). We stop, when there is noᾱ k giving positive net-change at a stepk (observe that as in the simplified variant, the net-change gets smaller in every step). The runtime of the extended version is O(∆|V | 2 |E|). The following example illustrates both versions of the algorithm and also is a counter-example to Lemma 3 in [12] , which claims that a node with maximum degree gets label one in any optimal labeling. Example 1. Consider the grid graph given in Figure 1a . The graph has |V | = 9, |E| = 12 and ∆ is four and achieved by the node "E". An optimal labeling φ * is given in Figure 1b with SL φ * = 30. Note that only the nodes with label one, two, three and four contribute to the objective and node "E" does not have label one. Moreover, for this instance, when solving the LP-relaxation of (F2) we do not obtain SL φ * but 29.6667, i.e., (F2) has an integrality gap for this instance. The simplified variant of our algorithm proceeds as follows:
The extended variant of our algorithm proceeds as follows:
Thus, the extended variant gives a better objective value of the dual solution.
Paths and Cycles
In [11, 12, 13] , the following closed formulas for SL φ * for paths P n and cycles C n with n nodes are given without proof:
if n is odd. We observe that paths are a special variant of caterpillar graphs, thus [12, 13] give a polynomial-time algorithm for paths. In Algorithm 3, we give a linear-time algorithm for paths and in Algorithm 4 we do the same for cycles. We show that the objective value of the solution obtained by the respective algorithm (which is of course feasible for (F2) since it is a labeling) is the same value as the objective value of the solution for D (F 2) produced by Algorithm 2. By strong duality this implies, that the solution is optimal and also means, that for paths and cycles, (F2) has no integrality gap.
input : instance G = (V, E) of the S-LP, with G being a path output: optimal labeling φ * (G)
1 start from an end of the path and label each even node with the smallest unused label 2 label the odd nodes arbitrarily Algorithm 3: Optimal solution algorithm for the S-LP when the instance is a path Theorem 2. Suppose G is a path. Let z P be the solution value obtained by Algorithm 3 and z D be the solution value of (D (F 2) ) for the dual solution obtained by Algorithm 2. We have z P = z D .
Proof. We first calculate the value for z P and then the value for z D , and in both cases make a case distinction whether |V | is even or odd.
• z P -|V | is odd By labeling every even node, we need |V |−1 2 labels to cover every edge, and each label covers two edges (the remaining labels do not contribute to the objective). Thus, φ = z P for this labeling is
-|V | is even By labeling every even node, we need |V | 2 labels to cover every edge, and each label except the last covers two edges, and the last one covers one edge (the remaining labels do not contribute to the objective). Thus, φ = z P for this labeling is
• z 
As at each step k before termination, the net-change in z D was (|V | − 1) − 2 ·k and the initial dual solution has value |E|, we obtain
Theorem 3. Suppose G is a cycle. Let z P be the solution value obtained by Algorithm 4 and z D be the solution value of (D (F 2) ) for the dual solution obtained by Algorithm 2. We have
Proof. Similar to the proof for paths.
input : instance G = (V, E) of the S-LP, with G being a cycle output: optimal labeling φ * (G)
1 start with an arbitrary node and label each even node with the smallest unused label 2 label the odd nodes arbitrarily Algorithm 4: Optimal solution algorithm for the S-LP when the instance is a cycle
Perfect n-ary trees
A perfect n-ary tree is a rooted tree, where all internal (i.e., non-leaf) nodes have k children and all leaf nodes are at the same depth d [3] . Algorithm 5 gives a linear-time algorithm to solve the S-LP to optimality, and Theorem 4 shows that (F2) has no integrality gap for such trees and that SL φ * = Proof. We first calculate the value for z P and then the value for z D , and in both cases make a case distinction whether d is even or odd.
•
The nodes on the even depths cover every edge in the graph exactly once and each node covers n + 1 edges (the edges going to its n children nodes, and the edge going to its parent node). Thus only these nodes contribute to the objective function and φ = z P for this labeling is
The nodes on the odd depths cover every edge in the graph exactly once and each node except the root node covers n + 1 edges (the edges going to its n children nodes, and the edge going to its parent node), while the root node covers n edges (the edges going to its n children nodes). Thus only these nodes contribute to the objective function and φ = z P for this labeling is
We have ∆ = n+1 and |V | = |E|+1. Thus, Algorithm 2 stops at stepk, when
n+1 . As at each step k before termination, the net-change in z D was (|V | − 1) − (n + 1) · k and the initial dual solution has value |E|, we obtain
As at each step k before termination, the net-change in z D was (|V | − 1) − (n + 1) · k and the initial dual solution has value |E|, we obtain
Additional solution approaches
In this section, we describe a Lagrangian heuristic and a constraint programming formulation for the S-LP.
Lagrangian heuristic
be combinatorial optimization problem (COP), which can be formulated as MIP with a set of easy constraints Ax ≤ b and complicating constraints Hx ≤ h. Easy and complicating constraints means, that the problem (COP) without constraints Hx ≤ h is easy to solve, e.g., using a combinatorial algorithm. Lagrangian relaxation (see, e.g., [14, 25] ) is an attractive way to solve solve such problems.
Let λ ≥ 0 be a vector of dual multipliers for Hx ≤ h. The Lagrangian relaxation of (COP) for a given λ is defined as
The value z R (λ) gives a lower bound for the objective of (COP), i.e., z * ≥ z R (λ), and to find the best lower bound, a maximization problem in λ, called the Lagrangian dual problem,
is solved. We use a subgradient method to solve (LD). Within the subgradient method, the Lagrangian relaxation (LR) gets iteratively solved for different multipliers λ and the best value of z R (λ) is taken as lower bound z LB . The value of λ t+1 at iteration t + 1 of the subgradient method, is obtained from the current solution x t with the help of a subgradient g t , which is calculated as g t = h − Hx t . We use a standard variant for updating the multipliers, which we describe in the following (see, e.g., [6, 25] for more details): The value of λ t+1 is calculated as λ t+1 = max{0, λ t − µ t g t }, with the step-size
, where z I is the value of the best feasible solution found so far, and β a given parameter in (0, 2]. We initialize β with two, and if there are τ = 7 iterations without an improvement of z R (λ t ), we set β = β/2. We have an iteration limit of 500 iterations as stopping criterion, moreover, we stop when either z I − z LB < 1, µ t < 10 −5 or ||g t || < 10 −6 . To apply Lagrangian relaxation to the S-LP, we take formulation (F2), and relax constraints (F2.3), let δ k e ≥ 0 be the associated dual multipliers. We obtain the following relaxed problem (LR (F 2) ). F 2) ).1)
For a fixed set of multipliersδ k e , it is easy to see, that the problem decomposes into a maximum assignment problem in the x-variables, i.e., max i∈V 1≤k≤|V | e∈E:i∈eδ k e x k i (UNIQUE), (ONELABEL)
and for each edge e ∈ E into a simple problem, where the index k with minimum objective coefficient needs to be selected, i.e.,
Every solution of the assignment problem during the course of the subgradient algorithm gives a feasible labeling φ H and we use the local-search phase of Algorithm 1 and try to improve the obtained φ H . We initialize the multipliers δ k e with the values obtained by the extended version of the dual heuristic described in Algorithm 2. We also use inequalities (TRIANGLE), by adding and relaxing all of them for the increasing subsets of the labels up to {1, 2, . . . , |V | − 1}. To generate an initial starting solution, we use Algorithm 1.
A Constraint Programming formulation
Let y i be an integer variable denoting the label of node i ∈ V . Using the min-constraint and the alldif f erentconstraint, S-LP can be formulated as constraint programming problem as follows
Computational results
All approaches were implemented in C++, the branch-and-cut frameworks were implemented using CPLEX 12.7, and the constraint programming solver was also implemented using the same CPLEX version. To solve the assignment problems arising as subproblems in the Lagrangian relaxation, and also in the primal heuristic of the branch-and-cut framework, we used the algorithm available at http://dlib.net/, which implements the Hungarian method [19] . The runs were made over an Intel Xeon E5 v4 CPU with 2.2 GHz and 3GB memory and using a single thread. The timelimit for a run was set to 600 seconds and all CPLEX-settings were left at default, except when solving (F1), details of the changed settings in this case are given in Section 5.2.
Computational tests for special graph classes
First, we are interested, if there may be additional graph classes, for which the LP-relaxation of our MIPs exhibits no integrality gap. Thus we generated the following sets of graphs using the graph generators of the NetworkX-package [16] . The instances are available at https://msinnl.github.io/pages/ instancescodes.html.
• grid: We generated |V | × |V | grid graphs for |V | ∈ {3, 4, . . . , 12} using the grid graph-function.
• bipartite graphs: We generated (n, m) bipartite graphs, with edge probability p, for (n, m) ∈ {(5, 5), (10, 10) , (15, 15) , (20, 20) , (25, 25) } and p ∈ {0.25, 0.5} using the random graph-function of the bipartite-module.
• caterpillar: A caterpillar is a tree, which reduces to a path, when all leaf nodes are deleted. In [12, 13] a polynomial-time algorithm for the S-LP on caterpillar graphs is given. We generated caterpillars with the expected number of nodes in the path in {10, 20, 30, 40, 50} and the probability of adding edges to the underlying path in {0.25, 0.5} using the random lobster-function (and setting the probability of adding a second level edges to zero).
• lobster: A lobster graph is a tree, which reduces to a caterpillar, when all leaf nodes are deleted. We generated lobsters with the expected number of nodes in the path in {10, 20, 30, 40, 50} and the probability of adding edges to the underlying path in {0.25, 0.5} and also the same probability of adding a second level of edges using the random lobster-function
• tree: We generated trees with |V | = {10, 15, 20, 25, 30, 35, 40, 50, 75 , 100} using the random treefunction Tables 1a to 1e show the value of the LP-relaxation (columns z LP ) of (F 2) (recall that both formulations have the same strength, as shown in Section 2.1) and the value of the optimal solution (columns z * ), obtained by solving the MIP, a bold entry in z LP means there is no gap. Only for three of the tested graphs, there is a gap. Two of these three are grid graphs, and one is a lobster graph. Hence, for grid graphs and trees (as a lobster is a special case of a tree), (F 2) has an integrality gap. Interestingly, while for a lobster there is a gap, for the instances in tree, there is no gap. Thus, clearly caution is advised when drawing conclusions from these results regarding the integrality gap of (F 2). Regarding the instances without a gap, we observe that for caterpillars the problem is known to be polynomial-time solvable. For bipartite graphs, it is also interesting to see that for the tested instances, there is no gap, as the complexity of the S-LP is still unknown for these graphs. Unfortunately, we were unable to prove results regarding the integrality gap for both graph types when using a similar approach as we did in Section 3 for paths, cycles and n-ary trees. For caterpillars, this was due to the dual side, i.e., we found no rule for updating the dual multipliers within the dual ascent which gave a dual optimal solution. For bipartite graphs, this was due to both dual and also primal reasons, i.e., there is no (polynomial time) algorithm known to solve the problem (and we were not able to design one). individual graphs are given in the results-tables in columns |V | and |E|. For testing, we partitioned the set into small and large graphs, denoted by the suffixes sm and lg in the names of the set. Graphs with |V | ≤ 118 are considered as small, and all others are considered as large. There are 28 graphs in total, and 12 are large. The instances are available at https://www.researchgate.net/publication/ 272022702_Harwell-Boeing_graphs_for_the_CB_problem.
• RND: Random graphs with |V | nodes and |E| edges, generated using the gnm random graph-function of the NetworkX-package. We generated five graphs each for the following (|V |, |E|)-pairs: (|V |, |E|) ∈ {(50, 100), (50, 150), (50, 200), (500, 1000), (500, 1500), (500, 2000)}, the graphs with 50 nodes are considered as small (sm) and the ones with 500 nodes as large (lg). The instances are available at https://msinnl.github.io/pages/instancescodes.html.
We first tested different configurations of our MIP approaches:
• F1: The branch-and-cut based on (F1) with the starting and primal heuristic described in Section 2.2; without the branching-scheme and initialization-scheme described in Section 2.3
• F1I: Setting F1 and the initialization-scheme as described in Section 2.3
• F1IB: Setting F1I and the branching-scheme as described in Section 2.3
• F2: The branch-and-cut based on (F2) with the starting and primal heuristic described in Section 2.2; without the branching-scheme described in Section 2.3 and the valid inequalities (TRIANGLE)
• F2V: Setting F2 and the valid inequalities (TRIANGLE)
• F2VB: Setting F2V and the branching-scheme as described in Section 2.3
Figures 2a and 2b show the runtime and optimality gap for these settings and the small instances (i.e., HB-sm and RND-sm). The optimality gap g[%] is calculated as 100 · (z D − z * )/z * , where z D is the value of the dual bound and z * is the value of the best solution found by the setting. In the figures, we see that F2VB is the most effective setting, managing to solve about 75% of the instances within the given timelimit, and the maximum gap is under 2.5%. Settings F2V and F1IB also manage to solve over 50% of the instances. In terms of optimality gap, F2VB and F2V are quite similar, while F1IB has gaps up to 7.5%. The remaining settings are also quite similar, with about 37.5% of solved instances and gap of up to 10%. Thus, the valid inequalities (TRIANGLE) (used in F2VB and F2V) and the branching-scheme (used in F2VB and F1IB) seem to be quite helpful for solving the problem.
In the remainder of this section, aside from F1IB and F2VB, we also report results for the following approaches:
• DUAL: The extended version of Algorithm 2
• LAG: The Lagrangian heuristic described in Section 4.1
• CP: The Constraint Programming approach described in Section 4.2
• HEUR: The starting heuristic described in Section 2. 2   Tables 2 and 3 give detailed results for these approaches. We note that the values z D of DUAL and z * of HEUR are always worse than the corresponding values obtained by F1IB, F2VB, LAG, as the latter are initialized based on DUAL and HEUR (see Sections 2.2, 2.3, 4.1). For F1IB and F2VB we also report the LP-bound at the root node in column z R . Bold entries in the columns mean that the method found the best values of z D and z * amongst all considered methods. We see that on the primal side (i.e., z * ), F1IB, F2VB, LAG all find the best solution value for all instances, while CP and the stand-alone heuristic HEUR only find the best solution value for some instances. Looking at the runtime, LAG takes at most five seconds, compared with the MIP-based methods F1IB and F2VB, which sometimes run until the timelimit, thus LAG can be a good option, if one wants to find a good solution value quickly. Looking at the dual side, we see that F2VB provides the best lower bound for all instances and the root-bound z R is better than the root-bound of F1IB for nearly all instances, so the valid inequalities (TRIANGLE) seem quite helpful. LAG, which also uses (TRIANGLE) sometimes has better bounds than z R of F1IB (the MIP-approaches also benefit from the general-purpose cuts of CPLEX). The bounds provided by DUAL are about 10% worse than z R of F1IB for most of the instances, however, for some they are also considerably smaller (e.g., instance D-bcsstk01), and for instance rgg010 DUAL even manages to find the LP-bound. Regarding the runtime for the MIP-approaches, the size of the instance seems to be important, as for all except one of the largest instances (i.e., the ones with |E| = 200) of RND-sm, both F1IB and F2VB terminate due to the timelimit, and also for HB-sm, there is a connection between termination due to timelimit and number of edges of an instance. 
Conclusions
In this work, we studied the recently introduced S-labeling problem, in which the nodes get labeled using labels from 1 to |V | and for each edge the contribution to the objective function, called S-labeling number of the graph, is the minimum label of its end-nodes. The goal is to find a labeling φ * with minimum value. We presented two Mixed-Integer Programming (MIP) formulations (denoted as (F1) and (F2)) for the problem and developed branch-and-cut solution frameworks based on them. These frameworks were enhanced with valid inequalities, starting and primal heuristics, and specialized branching rules. We showed that formulation (F1) is the projection of formulation (F2). Moreover, we also showed that our MIP formulations have no integrality gap for paths, cycles and perfect n-ary trees. We proved this with the help of a (heuristic) algorithm to solve the dual of (F2). We gave, to the best of our knowledge, the first polynomial-time algorithm for the problem on n-ary trees as well as a closed formula for the S-labeling number. Finally, we also presented a Lagrangian heuristic and a constraint programming approach.
We assessed the efficiency of our proposed solution methods in a computational study. The study reveals, that for caterpillar graphs and bipartite graphs our formulation may also have no integrality gap, unfortunately, we were not able to prove any results on this. Moreover, our MIP-approaches are quite effective for solving the S-LP to optimality on general graphs with up to around 100 nodes within the timelimit of 600 seconds, and the proposed enhancements, especially the valid inequalities, are helpful. For larger graphs with up to 1000 nodes, the Lagrangian heuristic produces solutions with an optimality gap of about 5-15% for most of the considered instances and the smaller-sized MIP formulation also provides good results (the size of the MIP formulations becomes burdensome for these larger graphs). There are various avenues for further work: i) further enhancing the presented MIP-approaches by e.g., additional valid inequalities or other techniques; ii) development of approaches to deal with large-scale instances. For the exact solution of large-scale instances, trying to find alternative (smaller-sized) MIP-approaches or developing a (combinatorial) branch-and-bound based on the dual heuristic or the Lagrangian relaxation could be interesting. Aside from exact algorithms, the design of (meta-)heuristic approaches for large-scale instances could also be a worthwhile topic; iii) further investigation, if there are additional graph classes, where the problem can be solved in polynomial-time, in particular, bipartite graphs could be an interesting class, as our presented MIP may have no integrality gap.
