Abstract: An accurate and computationally efficient lithium-ion battery model is beneficial when developing state-of-charge (SOC) and state-of-health (SOH) algorithms for battery management systems (BMS). These models allow for software-in-the-loop (SIL) and hardware-in-the-loop (HIL) testing, where the battery pack is simulated in software. However, development of these battery models can be time-consuming, especially when trying to model the effects of temperature and SOC on the equivalent circuit model (ECM) parameters. Estimation of this relationship is often accomplished by carrying out many experiments, which can be costly and time consuming for BMS manufacturers. To address these issues, this paper makes two contributions to literature. First, a comprehensive battery model is developed, where the ECM parameter surface is generated using a design of experiments (DOE) approach. Second, replication runs are conducted to accurately estimate the measurement noise and determine which model parameters are significant. The technique is then compared with existing approaches from the literature, and it is shown that, by using the proposed method, the same degree of accuracy can be obtained while requiring significantly fewer experimental runs. This can be advantageous for BMS manufacturers that require a high-fidelity model but cannot afford to carry out many experiments.
Introduction
The rapid depletion of fossil-fuel sources coupled with environmental concerns has resulted in an increased demand for renewable and sustainable energy sources. Lithium-ion (Li-Ion) batteries are emerging as a prominent energy storage device for applications in smart grid and electric vehicles [1] . They have a significant advantage over other battery chemistries, such as lead acid (LA) and nickel metal hydride (NiMH), due to their high efficiency, large energy and power density, and long service life [2, 3] . These properties make them ideal for electric vehicles (EVs), plug-in hybrid electric vehicles (PHEVs) and hybrid electric vehicles (HEVs).
Although the popularity of electrified vehicles has increased significantly in the last few years, research is still required to improve the durability, performance and service life of lithium-ion batteries. In addition, safe and reliable control of large battery packs demands a battery management system (BMS) that can accurately predict battery state-of-charge (SOC) and state-of-health (SOH). Improving Charging and discharging of the sample cells was carried out using a Bitrode FTV:300/50-20 unit. The cell cycler has an upper voltage limit of 20 V and a maximum current limit of 300 A. The voltage and current measurements were sampled at a frequency of 1 Hz using the VisualCN software. The ambient temperature of the battery was maintained at a constant value using the Cincinnati Sub-Zero Micro Climate unit. The temperature measurements were recorded using the National Instruments (NI) 8-channel thermocouple module at the same sampling frequency as the Bitrode. The experimental set-up is shown in Figure 1 .
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Cell Characterization Experiments

Open Circuit Voltage
The term open circuit voltage (OCV) refers to the voltage measured across the battery when no current is applied. There is a well-established relationship between the OCV and the battery SOC. Development of any model that predicts the voltage response requires estimation of this potential at all SOC points. One approach to determine this curve is to slowly charge and discharge the battery and record the output voltage. The OCV at each SOC is then determined by averaging the charge and discharge voltages. The OCV characterization protocol is as follows:
1. Charge the battery to full using a constant current of 1C and maintain the battery at 3.65 V until the current drops to below C/25. This is referred to as constant current constant voltage (CCCV) protocol. 
Cell Characterization Experiments
Open Circuit Voltage
The ECM parameters change with SOC and temperature; therefore, to identify these parameters, the HPPC test needs to be carried out at different temperature and SOC values. Since discharging to a new SOC point or temperature value requires 1-2 hour of rest, characterization of these models can be time consuming. To resolve this issue, a DOE approach will be proposed in the next section, where HPPC runs will be carried out at select temperature and SOC points.
It should be noted that the experiments described above have been previously used when characterizing the battery. The novelty of this paper lies in determining the optimal conditions where the HPPC experiments should be carried out. By using a central composite design (CCD), the goal is to obtain the maximum amount of information about the response surface while using a minimal number of runs.
Algorithm Development
The voltage and temperature response of the battery can be modeled using four smaller sub-models that are coupled together. A heat generation and thermal model is used to predict the temperature rise within the battery, while a voltage response model is used to estimate the terminal voltage of the battery under load. The models are connected to one another through the ECM parameter model. Figure 4 illustrates these four sub-models and how they are linked to each other. to obtain the maximum amount of information about the response surface while using a minimal number of runs.
The voltage and temperature response of the battery can be modeled using four smaller submodels that are coupled together. A heat generation and thermal model is used to predict the temperature rise within the battery, while a voltage response model is used to estimate the terminal voltage of the battery under load. The models are connected to one another through the ECM parameter model. Figure 4 illustrates these four sub-models and how they are linked to each other. Figure 4 shows that there are two inputs into the overall model: the ambient temperature and the applied current. Using these variables, the terminal voltage and temperature of the battery is predicted at each time step. It should be noticed in Figure 4 that both voltage and temperature predictions rely on the accuracy of the ECM parameter model. Therefore, accurately determining the response surface for the ECM parameter model is essential for developing a reliable battery simulator. 
Voltage Response Sub-Model
The voltage response of a lithium-ion battery can be modeled using the ECM shown in Figure 5 . Figure 4 shows that there are two inputs into the overall model: the ambient temperature and the applied current. Using these variables, the terminal voltage and temperature of the battery is predicted at each time step. It should be noticed in Figure 4 that both voltage and temperature predictions rely on the accuracy of the ECM parameter model. Therefore, accurately determining the response surface for the ECM parameter model is essential for developing a reliable battery simulator.
The voltage response of a lithium-ion battery can be modeled using the ECM shown in Figure 5 . 
The voltage response of a lithium-ion battery can be modeled using the ECM shown in Figure 5 . The ohmic resistor, represented by R o , accounts for the electrical ionic resistance in the current collector, electrode, electrolyte and battery tabs. It represents the instantaneous drop in voltage observed when a current is initially applied to the battery. In addition to this drop, the battery's voltage changes as a function of time due to polarization effect. This dynamic behavior is modeled using the resistor-capacitor pairs shown in Figure 5 . The first RC pair, with a time constant τ 1 , represents the polarization resulting from the interfacial charge-transfer reactions at the electrode. The second RC pair, with a longer time constant τ 2 , is used to represent the polarization resistances due to concentration related effects. Additional RC pairs can be added to improve the predictive capability of the model at the expense of computational time. Finally, the open circuit voltage represents the thermodynamic potential in the battery when no current is flowing. This paper will use a first order ECM with one RC pair. The electrical elements used in the model are highlighted in blue in Figure 5 and the governing equations are shown below.
It should be noted that the current is positive during discharge and negative during charge. Since the OCV is a function of the battery's SOC, the voltage response model needs an accurate estimate of the battery's SOC. The SOC can be determined by integrating the current flowing through the battery and the coulomb counting equation is shown below.
where SOC b is the battery SOC at a given time step, I L,k is the current at the time step, C n is the battery capacity and SOC 0 is the initial SOC. The algorithm requires an initial SOC value, and it is assumed that no measurement error is present in the current for the duration of the test.
ECM Parameter Sub-Model
As previously mentioned in Section 1, the temperature and SOC dependence on the model parameters is usually described using a two-dimensional look-up table. This approach is time consuming, however, as the accuracy of the look-up table is dependent on the size of the grid. Many tests need to be carried out to accurately model the region between sampling points. This is especially true if an additional, third, variable such as SOH is included in the modeling approach. Therefore, this work proposes a DOE approach in developing the empirical model, where experiments are only conducted at optimal points. Although the design in this work only considers battery temperature and SOC, the proposed framework could be easily extended to include battery SOH in future works.
When designing an experiment with multiple independent variables or factors, it is important to vary the factors simultaneously instead of one at a time. This type of strategy is referred to as factorial design and has been applied to various applications [22] . One type of factorial design is 2 k , where the experiments are selected at the high and low levels of each factor. For example, suppose one is interested in studying the effect of temperature on the response, where the temperature values range between 5 • C and 45 • C. The high level refers to running the experiment at 45 • C, while the low level refers to carrying the test out at 5 • C. The model regression coefficients, obtained using this design, can be shown to have minimum variance [23] . The 2 k factorial design can be used to fit the following first-order empirical model.
It should be noted that the first-order model shown above is only accurate if the response surface is a plane. Since ECM parameter response can be highly non-linear with respect to temperature and SOC [17] , a more advanced model is required to account for this curvature. Therefore, this paper uses a face-centered CCD, shown in Figure 6 , for developing the response surface. In Figure 6 , the corner points, shown in red, represent the 2 k design. The levels of the two factors are shown in coded form, where the values of −1 and +1 represent the min and max of each individual variable and the value of zero represents the mid-point of the two levels. Since 2 k designs cannot accurately account for non-linear trends, additional star points (shown in blue) can be added to the experimental design. The value of these star points, represented by α, can range from ±1 for facecentered CCD to ±1.414 for rotatable CCD. In this paper, a face-centered CCD is utilized, resulting in the star points at ±1. Finally, using this design, a second-order empirical model can be fitted, and is shown in Equation (5) . For a more in-depth analysis on experimental design, please refer to the review written by Candioti et al. [24] . 
With regards to operational limits, since it is difficult to get precise HPPC curves when the battery is close to empty or full, the maximum and minimum value of battery SOC are taken as 90% and 10%, respectively. The temperature range for this work is between 45 °C and 5 °C . Using the operating range, the experimental conditions for the corner and star points can be determined (Table  2) .
In addition to the star and corner points shown in Figure 6 , center points need to be carried out to get an estimate of the measurement noise. In this work, five HPPC experiments were carried out at the middle temperature of 25 °C and middle SOC of 50%. To ensure that the experiments are true replicates, the battery was brought to the same equilibrium point for each run. Measurement error can be obtained by finding the standard deviation of the estimated parameters, R0, R1, and C. The equation for standard deviation is shown below: In Figure 6 , the corner points, shown in red, represent the 2 k design. The levels of the two factors are shown in coded form, where the values of −1 and +1 represent the min and max of each individual variable and the value of zero represents the mid-point of the two levels. Since 2 k designs cannot accurately account for non-linear trends, additional star points (shown in blue) can be added to the experimental design. The value of these star points, represented by α, can range from ±1 for face-centered CCD to ±1.414 for rotatable CCD. In this paper, a face-centered CCD is utilized, resulting in the star points at ±1. Finally, using this design, a second-order empirical model can be fitted, and is shown in Equation (5) . For a more in-depth analysis on experimental design, please refer to the review written by Candioti et al. [24] .
With regards to operational limits, since it is difficult to get precise HPPC curves when the battery is close to empty or full, the maximum and minimum value of battery SOC are taken as 90% and 10%, respectively. The temperature range for this work is between 45 • C and 5 • C. Using the operating range, the experimental conditions for the corner and star points can be determined (Table 2) . In addition to the star and corner points shown in Figure 6 , center points need to be carried out to get an estimate of the measurement noise. In this work, five HPPC experiments were carried out at the middle temperature of 25 • C and middle SOC of 50%. To ensure that the experiments are true replicates, the battery was brought to the same equilibrium point for each run. Measurement error can be obtained by finding the standard deviation of the estimated parameters, R 0 , R 1 , and C. The equation for standard deviation is shown below:
where X i,rep represents the obtained parameter value, X rep is the average parameter value and N is the total number of runs. In the literature, where a statistical analysis has been carried out on the parameters, it is often common practice to use the mean squared error (MSE) to obtain an estimate of the noise variance [17] . This assumption is only valid, however, if the model is assumed to fit the data perfectly and the residuals are found to contain only noise. Using replicate runs would allow for a more accurate estimation of the noise variance, which can then be used to determine if the parameters in the model are significant. Finally, based on the experimental procedure described in Section 2, the hybrid pulse power characterization test was conducted at the following test points.
Developing the ECM parameter model presents a two-level regression approach. First, a non-linear regression analysis needs to be carried out on the HPPC test to identify the circuit parameters at the different operating conditions. Next, a second-order empirical model is used to describe how the ECM parameters change with temperature and SOC. The second-order empirical model is shown below:
where T c represents the surface temperature of the cell. The results from the empirical model are described in Section 4.2 and the developed model is incorporated into the comprehensive model.
Thermal Response Sub-Model
Predicting the battery temperature first requires carrying out an energy balance around the cell. The energy balance reveals that the change in the battery's internal energy is equal to the amount of heat generated within the cell minus the heat lost to the environment.
where m c is the mass of the cell, C p is the specific heat capacity, T ∞ is the ambient temperature, h is the overall heat transfer coefficient and A is the area across which heat transfer occurs. The terms on the left-hand side of the equation describe the change in temperature of the cell, while the other two terms represent the heat generated within the cell and heat transferred to the environment. It is assumed in this study that heat loss through the current-carrying wires as well as the radiation from the surface of the cell is incorporated within the overall heat transfer coefficient. Application of the above equation first requires determining the overall heat transfer coefficient within the cell. The value of this constant depends on the thermal chamber parameters and is assumed to be constant throughout this experiment. The heat transfer coefficient can be estimated using the above equation in situations where no heat generation is present. This occurs when there is no current following through the cell, so the above equations can be simplified as follows:
where T f is the final temperature after the rest period, T 0 is the initial temperature, t rest is the total time of rest and hA m c C p is a constant that depends on the cell parameters. Assuming hA m c C p = ∝, the cell temperature during the rest period can be modeled as:
The value of α can be estimated by first cycling the cell until it reaches a higher than ambient temperature. The cell is then allowed to cool and the measured temperature can be used to estimate the value of α.
In addition to the heat transfer coefficient, the heat generated within the cell also needs to be quantified. The heat produced is the result of two terms, shown in the equation below [25] [26] [27] .
The first term on the right-hand side of Equation (11) represents the irreversible heat generation due to the internal resistance of the battery. The value of R 0 is obtained from the ECM parameter model and is found to change with temperature and SOC. The second term represents the reversible heat generation, also known as entropic heat. Depending on the current direction and the battery's SOC, the value of this term can be either negative or positive. The experimental procedure for determining dU ocv /dT c is described in Section 2 and the results are summarized in Section 4.
Results and Discussion
The following section examines the battery characterization results from the OCV curve, the heat generation model and the thermal model. The experimental data obtained from the DOE approach is utilized to develop a response surface that is a function of temperature and SOC. Replication runs are conducted and analyzed to estimate the measurement noise. This noise estimate is then used to determine which parameters in the response surface are significant. The developed surface is incorporated into the electro-thermal model and compared against the experimental values. Finally, the predictive capability of the proposed response surface is compared with currently existing approaches from the literature.
Cell Characterization Results
The OCV of the battery was determined by performing the procedure outlined in Section 2.1. The results are shown in Figure 7 .
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Cell Characterization Results
The OCV of the battery was determined by performing the procedure outlined in Section 2.1. The results are shown in Figure 7 . The deviation between the charge and discharge curve is a result of two factors. First, although the current is small, a voltage drop will be observed during the charge and discharge cycle due to the internal resistance of the battery. Second, battery hysteresis has been documented before in LFP batteries, and this effect is clearly visible in Figure 7 . For the purposes of this work, the hysteresis will not be modeled, and will be left as future work. The deviation between the charge and discharge curve is a result of two factors. First, although the current is small, a voltage drop will be observed during the charge and discharge cycle due to the internal resistance of the battery. Second, battery hysteresis has been documented before in LFP batteries, and this effect is clearly visible in Figure 7 . For the purposes of this work, the hysteresis will not be modeled, and will be left as future work.
The entropic heat generation experiments, described in Section 2.2.2, were carried out for the LFP battery. The work done by Jalkanen et al. [28] presents a more detailed analysis of how the dU ocv /dT c curve can be obtained. The results obtained in this work for LFP are shown below.
By examining Figure 8 , it is evident that the value of the entropic heat generation term can be either positive or negative depending on the SOC of the battery. Therefore, incorporation of this term in the heat generation model can provide more accurate prediction results. It should be noted that the curve shown above can be used for any LFP chemistry, regardless of capacity or geometry. The entropic heat generation experiments, described in Section 2.2.2, were carried out for the LFP battery. The work done by Jalkanen et al. [28] presents a more detailed analysis of how the dUocv/dTc curve can be obtained. The results obtained in this work for LFP are shown below.
By examining Figure 8 , it is evident that the value of the entropic heat generation term can be either positive or negative depending on the SOC of the battery. Therefore, incorporation of this term in the heat generation model can provide more accurate prediction results. It should be noted that the curve shown above can be used for any LFP chemistry, regardless of capacity or geometry. Finally, cooling curves can be generated for the current experimental set-up. The LFP cell, which was initially at 0% SOC, was charged to 100% SOC and allowed to rest for an hour. The heat lost to the environment was measured during the resting period, and the measured temperature values were used to estimate the heat transfer coefficient using Equation (10) . The results are provided in Figure 9 . Finally, cooling curves can be generated for the current experimental set-up. The LFP cell, which was initially at 0% SOC, was charged to 100% SOC and allowed to rest for an hour. The heat lost to the environment was measured during the resting period, and the measured temperature values were used to estimate the heat transfer coefficient using Equation (10) . The results are provided in Figure 9 . Finally, cooling curves can be generated for the current experimental set-up. The LFP cell, which was initially at 0% SOC, was charged to 100% SOC and allowed to rest for an hour. The heat lost to the environment was measured during the resting period, and the measured temperature values were used to estimate the heat transfer coefficient using Equation (10) . The results are provided in Figure 9 . Upon fitting the thermal model to the experimental data during the rest period, an average value of 0.00175 s −1 was observed for α. Figure 9 shows good agreement between model and experiment providing further confidence in the estimated value of the heat transfer coefficient. Upon fitting the thermal model to the experimental data during the rest period, an average value of 0.00175 s −1 was observed for α. Figure 9 shows good agreement between model and experiment providing further confidence in the estimated value of the heat transfer coefficient.
ECM Parameter Results
The hybrid pulse power characterization test was carried out at the experimental conditions shown in Table 2 . The HPPC test was used to extract the battery impedance parameters at different operating conditions. The non-linear model shown in Equations (1) and (2) can be used in the identification procedure, where the parameter values are obtained by minimizing the mean sum of squared error.
where U L,i represents the model voltage and U exp is the experimental voltage. The parameter identification procedure was executed in MATLAB using the Levenberg-Maruardt non-linear least squares method.
The estimated battery impedance parameters will then be used as dependent variables in the second regression model. Since the second-order model, shown in Equation (7), is linear in the parameters, linear regression approaches can be utilized. It should be noted that three different response surfaces were generated in this work, one for each ECM parameter. The following equation can be used to find the parameters in the second-order model.
whereβ represents the estimated parameters, X represents the design matrix based on the independent variables and y represents the response variable. In addition to the parameters, the standard error of each individual parameter can be obtained using the equation below.
S.E β = (X T X)
where s 2 p.e is the pooled error variance for each specific parameter, determined using center point runs. Using the proposed regression approach, the center point runs can first be analyzed to determine the measurement error for each of the three response surfaces. The values are shown in Table 3 . By examining Table 3 , it is evident that, although both the ohmic and Thevenin resistance values are in the same order of magnitude, the variance for estimating the Thevenin resistance is substantially higher than the ohmic resistance. Therefore, accurate analysis of how the ECM parameters change with temperature and SOC requires consideration of the noise error. Failure to do so would result in incorrect conclusions about which effects are significant.
Once an estimate of the noise error is obtained, the next step is to determine which parameters in the second order model are significant. A hypothesis test was conducted at a confidence level of 95% to determine if any of the model parameters could be removed. The p-values are shown in Table 4 , where a value below 0.025 means that the estimated parameter is significant. Table 4 shows that, for the ohmic resistance response surface, all parameters except for SOC 2 were found to be significant. The results reveal that the temperature has a significant effect on the ohmic resistance and second order quadratic terms are required to adequately capture this trend. This significant temperature effect stems from the fact that the battery transport properties such as ionic diffusion in electrode particles are highly temperature dependent. There are also significant interaction effects between temperature and SOC, which translates to saying that the effect of SOC on the ohmic resistance is dependent on the temperature.
The parameters for the Thevenin resistance empirical model were found to only contain linear temperature and SOC terms. As temperature and SOC decrease, the Thevenin resistance was found to increase in a linear fashion. Finally, the capacitance was found to change with both temperature and SOC, where a decrease in temperature was found to decrease the Thevenin capacitance. The parameters that were found to be insignificant can be removed and the remaining parameters can be re-estimated. These parameter values are summarized in Table 5 . The values obtained can be used to generate the response surface and the graphs are shown below. Figure 10 shows good agreement between the model output and the experimental data points. The ohmic resistance and Thevenin capacitance surfaces contain a good amount of curvature and therefore a second-order model is required for these parameters. The Thevenin resistance, on the other hand, only requires a linear model in temperature and SOC. Although it is possible that other correlations are present for this parameter, they cannot be statistically identified due to the higher measurement noise that was present when estimating the Thevenin resistance. Therefore, the results reveal the importance of carrying out a thorough statistical analysis before any conclusions are made.
Temperature Validation Results
Once the ECM parameter sub-model was developed, it was incorporated into the overall battery modeling framework to estimate the temperature and voltage response. To validate the temperature, the Li-Ion battery was charged to full and brought to empty using the US-06 drive cycle. The US-06 drive cycle is used to simulate aggressive highway and city driving and can be converted to a current profile using Autonomie software. A Malibu plug-in hybrid, with a 19.7 kWh battery pack consisting of seven 15s3p modules, was used to generate the profile. Although the battery pack was sized for AMP20 pouch batteries, it can be scaled to any size. The current profile for one US-06 cycle is shown in Figure 11 .
therefore a second-order model is required for these parameters. The Thevenin resistance, on the other hand, only requires a linear model in temperature and SOC. Although it is possible that other correlations are present for this parameter, they cannot be statistically identified due to the higher measurement noise that was present when estimating the Thevenin resistance. Therefore, the results reveal the importance of carrying out a thorough statistical analysis before any conclusions are made. the Li-Ion battery was charged to full and brought to empty using the US-06 drive cycle. The US-06 drive cycle is used to simulate aggressive highway and city driving and can be converted to a current profile using Autonomie software. A Malibu plug-in hybrid, with a 19.7 kWh battery pack consisting of seven 15s3p modules, was used to generate the profile. Although the battery pack was sized for AMP20 pouch batteries, it can be scaled to any size. The current profile for one US-06 cycle is shown in Figure 11 . The validation test was carried out at ambient temperatures of 10 °C , 25 °C and 40 °C and the temperature was monitored using the set-up described in Section 2. The temperature predicted by the model was compared to that obtained from the validation experiment, and the results are illustrated in Figure 12 .
(a) (b) Figure 11 . Current profile for a US-06 drive cycle simulated in Autonomie.
The validation test was carried out at ambient temperatures of 10 • C, 25 • C and 40 • C and the temperature was monitored using the set-up described in Section 2. The temperature predicted by the model was compared to that obtained from the validation experiment, and the results are illustrated in Figure 12 . Figure 11 . The validation test was carried out at ambient temperatures of 10 °C , 25 °C and 40 °C and the temperature was monitored using the set-up described in Section 2. The temperature predicted by the model was compared to that obtained from the validation experiment, and the results are illustrated in Figure 12 . Figure 12 shows good agreement between the predicted temperature and the experimental data for experiments carried out at 25 • C and 40 • C. To report the error quantitatively, the root mean squared error (RMSE) can be calculated. The equation for calculating the RMSE for N samples is shown below.
where Y i,pred and Y i,exp are used to represent the predicted and experimental voltage or temperature. The RMSE value reported in this work will be calculated between the 90% and 10% SOC interval since the models were identified for this particular region.
For the experiments carried out at 25 • C and 40 • C, the RMSE was determined to be 0.32 K and 0.18 K, respectively. The largest deviation between experimental data and model data was detected at 10 • C, where an RMSE value of 1 • C was observed. Although the error is higher for low temperatures, the accuracy of the model is similar to predictive models that have been proposed in the literature [17, 29] . Finally, it should be noted that the sudden drop in temperature at the end of the test is due to the entropic heat generation term that resembles an endothermic process at low SOC values.
In addition to a drive cycle, the predictive capability of the comprehensive model was further validated by conducting a constant current 1C and 3C discharge experiment. Before discharging, the battery was allowed to rest for 1 h to ensure it reached thermal equilibrium. The results are summarized in Figure 13 . Figure 12 shows good agreement between the predicted temperature and the experimental data for experiments carried out at 25 °C and 40 °C . To report the error quantitatively, the root mean squared error (RMSE) can be calculated. The equation for calculating the RMSE for N samples is shown below.
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where Yi,pred and Yi,exp are used to represent the predicted and experimental voltage or temperature. The RMSE value reported in this work will be calculated between the 90% and 10% SOC interval since the models were identified for this particular region.
For the experiments carried out at 25 °C and 40 °C , the RMSE was determined to be 0.32 K and 0.18 K, respectively. The largest deviation between experimental data and model data was detected at 10 °C , where an RMSE value of 1 °C was observed. Although the error is higher for low temperatures, the accuracy of the model is similar to predictive models that have been proposed in the literature [17, 29] . Finally, it should be noted that the sudden drop in temperature at the end of the test is due to the entropic heat generation term that resembles an endothermic process at low SOC values.
In addition to a drive cycle, the predictive capability of the comprehensive model was further validated by conducting a constant current 1C and 3C discharge experiment. Before discharging, the battery was allowed to rest for 1 h to ensure it reached thermal equilibrium. The results are summarized in Figure 13 . When examining Figures 12 and 13 , it is apparent that the temperature response dips slightly at the mid SOC region. This dip is a result of the positive dUocv/dT values observed in Figure 13 at the middle SOC region, resulting in a lower heat generation and thus a smaller temperature rise. Therefore, the results demonstrate the importance of using the reversible heat generation term when exact prediction of temperature is required. In addition, strong agreement is found between model and experiment at all temperatures and C-rates. Therefore, the results from these validation experiments suggest that the proposed framework can be utilized by future researchers to accurately When examining Figures 12 and 13 , it is apparent that the temperature response dips slightly at the mid SOC region. This dip is a result of the positive dU ocv /dT values observed in Figure 13 at the middle SOC region, resulting in a lower heat generation and thus a smaller temperature rise. Therefore, the results demonstrate the importance of using the reversible heat generation term when exact prediction of temperature is required. In addition, strong agreement is found between model and experiment at all temperatures and C-rates. Therefore, the results from these validation experiments suggest that the proposed framework can be utilized by future researchers to accurately predict the temperature response of the battery under dynamic load.
Voltage Validation Results
A comprehensive battery simulator should not only be able to predict the cell temperature but also accurately capture the voltage drops across the battery terminal. The voltage profiles for the US-06 drive cycle and the 1C/3C discharge cycle are shown in Figures 14 and 15, respectively. (c) Figure 13 . Temperature response of a LFP battery subjected to constant current 1C and 3C discharge at ambient temperatures of: (a) 40 °C; (b) 25 °C; and (c) 10 °C.
When examining Figures 12 and 13 , it is apparent that the temperature response dips slightly at the mid SOC region. This dip is a result of the positive dUocv/dT values observed in Figure 13 at the middle SOC region, resulting in a lower heat generation and thus a smaller temperature rise. Therefore, the results demonstrate the importance of using the reversible heat generation term when exact prediction of temperature is required. In addition, strong agreement is found between model and experiment at all temperatures and C-rates. Therefore, the results from these validation experiments suggest that the proposed framework can be utilized by future researchers to accurately predict the temperature response of the battery under dynamic load.
A comprehensive battery simulator should not only be able to predict the cell temperature but also accurately capture the voltage drops across the battery terminal. The voltage profiles for the US-06 drive cycle and the 1C/3C discharge cycle are shown in Figures 14 and 15 , respectively. Inspection of the discharge curves ( Figure 15 ) indicates strong agreement between the model and experimental data for most voltage profiles. Within the 90% to 10% SOC range, the maximum RMSE value was determined to be 38 mV, which is similar to the values obtained by Lin et al. [17] . The model does deviate from the experimental data, however, towards the end of the cycle. One possible reason for this discrepancy could be that the capacity of the battery is not being modeled as a function of temperature. The drive cycle profiles reveal a similar trend, where the model deviates from experimental data at 10 • C. Future work can be carried out to determine whether this effect at cold temperatures can be incorporated by using additional RC pairs that are dependent on the battery temperature. Inspection of the discharge curves ( Figure 15 ) indicates strong agreement between the model and experimental data for most voltage profiles. Within the 90% to 10% SOC range, the maximum RMSE value was determined to be 38 mV, which is similar to the values obtained by Lin et al. [17] . The model does deviate from the experimental data, however, towards the end of the cycle. One possible reason for this discrepancy could be that the capacity of the battery is not being modeled as a function of temperature. The drive cycle profiles reveal a similar trend, where the model deviates from experimental data at 10 °C. Future work can be carried out to determine whether this effect at cold temperatures can be incorporated by using additional RC pairs that are dependent on the battery temperature.
Comparison to Existing Approaches
The results reported in Sections 4.3 and 4.4 show that the proposed model can sufficiently capture the temperature and voltage response of an LFP battery under dynamic loads. By using a DOE approach, an accurate battery model can be developed without the need to run an inordinate number of experiments. However, it is important to understand how accurate the ECM parameter surface is in comparison to existing techniques. Therefore, additional experiments were carried out at temperatures from 5 °C to 45 °C in intervals of 10 °C and from 90% to 10% SOC in intervals of 10%.
As previously mentioned, there are two techniques that are frequently used to model the ECM parameter response surface. The first method uses a look-up table (LUT), where sample points inbetween are determined through linear interpolation. The second approach, referred to in this work as Non-DOE approach, uses all the data points to develop an empirical model. The approach proposed in this work uses a total of 14 runs, whereas the two commonly used techniques require 50 runs in total. Assuming each experiment takes 2 h to conduct, this translates to reducing the characterization time from 100 h to just 28 h.
Using the additional 50 experiments, a LUT model and Non-DOE empirical model were developed and added to the existing battery simulation framework. The same validation profiles shown in Sections 4.3 and 4.4 were run through the simulator and the root mean squared error for both temperature and voltage were determined. The RMSE for the temperature response from the battery simulator is shown in Table 6 . 
The results reported in Sections 4.3 and 4.4 show that the proposed model can sufficiently capture the temperature and voltage response of an LFP battery under dynamic loads. By using a DOE approach, an accurate battery model can be developed without the need to run an inordinate number of experiments. However, it is important to understand how accurate the ECM parameter surface is in comparison to existing techniques. Therefore, additional experiments were carried out at temperatures from 5 • C to 45 • C in intervals of 10 • C and from 90% to 10% SOC in intervals of 10%.
As previously mentioned, there are two techniques that are frequently used to model the ECM parameter response surface. The first method uses a look-up table (LUT), where sample points in-between are determined through linear interpolation. The second approach, referred to in this work as Non-DOE approach, uses all the data points to develop an empirical model. The approach proposed in this work uses a total of 14 runs, whereas the two commonly used techniques require 50 runs in total. Assuming each experiment takes 2 h to conduct, this translates to reducing the characterization time from 100 h to just 28 h.
Using the additional 50 experiments, a LUT model and Non-DOE empirical model were developed and added to the existing battery simulation framework. The same validation profiles shown in Sections 4.3 and 4.4 were run through the simulator and the root mean squared error for both temperature and voltage were determined. The RMSE for the temperature response from the battery simulator is shown in Table 6 .
First, examining the temperature errors from the proposed approach (CCD), the highest error is observed for the US-06 drive cycle at a temperature of 10 • C. This error value is consistent with electro-thermal models proposed by Damay et al. [19] , Lin et al. [17] and Sun et al. [30] , where maximum RMSE values around 1 K were observed. Therefore, the results from this table further confirm the fact that the electro-thermal model can adequately predict the temperature rise in the battery. This is true for both drive cycles as well as constant current discharges. Next, it should be noted that similar RMSE values are observed in all three approaches. In some situations, the CCD design fares better, and, in others, it fares worse. Therefore, by using the CCD technique, the same degree of accuracy can be obtained while significantly reducing the time required to identify the model. The same analysis can be carried out for the voltage response of the battery and the results are summarized in Table 7 . The highest voltage RMSE errors, observed for 3C discharge, are similar in values to those obtained by Lin et al. [17] , where the maximum RMSE value was found to be 45 mV. In addition, no difference is observed between the three approaches, leading to the conclusion that additional experiments will not yield more accurate results.
Conclusions
This work developed a compressive battery simulator for predicting the voltage and temperature response of an LFP battery under load. An ECM was used for modeling the battery voltage change while a thermal and heat generation model was developed for describing the temperature change. A DOE approach was used for generating the ECM parameter response surface.
The main conclusions from this works are as follows:
1.
The model developed in this paper can accurately predict the temperature and voltage profiles of an LFP battery.
2.
All three ECM parameters were highly dependent on temperature and SOC, although only a linear dependence was observed for the Thevenin resistance. 3.
Replication runs are essential for accurately quantifying measurement noise and identifying which parameters in the model are significant. Conducting a statistical analysis is important as it allows one to draw conclusions on which factors affect the ECM parameters. This knowledge can be useful when developing robust state estimators that require determining the ECM parameters in real time.
4.
Using a DOE approach, the same degree of accuracy as existing techniques can be achieved while reducing the characterization time from 100 h to just 28 h. This time reduction is even more substantial if an additional SOH variable is added. Therefore, the DOE approach proposed in this paper provides a framework that future researchers can use to develop a comprehensive battery model that includes battery degradation.
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