We consider the relative merits of various saddlepoint approximations for the c.d.f. of a statistic with a possibly non-normal limit distribution. In addition to the usual Lugannani-Rice approximation we also consider approximations based on higher-order expansions, including the case where the base distribution for the approximation is taken to be non-normal. This extends earlier work by Wood et al. (1993) . These approximations are applied to the distribution of the Anderson-Darling test statistic. While these generalizations perform well in the middle of the distribution's support, a conventional normal-based Lugannani-Rice approximation (Giles, 2001 ) is superior for conventional critical regions. 
INTRODUCTION
The problem of approximating the density or distribution function of a statistic is of great practical importance. Saddlepoint approximations can be obtained for any statistic that admits a cumulant generating function. In principle, knowledge of the cumulant generating and characteristic functions allows us to obtain the density and distribution functions using the inversion theorem. However, in practice the complexity of the associated integration may make it very costly (or impossible) to obtain an exact analytic result. Compared with other asymptotic approximations, saddlepoint approximations (Daniels, 1954) have the advantages of always generating positive probabilities; being very accurate in the tails of the distribution; and being accurate with small samples, sometimes even with only one observation.
Saddlepoint approximations have proved useful for a range of problems, and hence have attracted considerable interest. With an appropriate renormalization to ensure that the saddlepoint density function integrates to unity over its support, the accuracy of the approximation can sometimes be improved, and in certain cases it even reproduces the exact density. Daniels (1980) showed that the normal, gamma and inverse normal are the only cases for which the renormalized saddlepoint approximation reproduces the exact density in the scalar case. This also occurs for normal and inverse normal densities without renormalization. Lugannani and Rice (1980) proposed a saddlepoint approximation for the cumulative distributive function that is very accurate in the tails. Of course, this is of great interest in testing problems. Other approaches for approximating the tail areas are discussed by Barndorff-Nielsen (1991) , and Daniels (1987) provides a full discussion of this issue. Routledge and Tsao (1997) prove that the derivation of Lugannani and Rice's asymptotic expansion for the cumulative distribution function is the same as Daniels's asymptotic approximation for the corresponding density function. A comprehensive review of the application of saddlepoint approximations can be found in Reid (1988 Reid ( , 1991 and Field and Ronchetti (1990) , and useful introductory discussions are provided by Goustis and Casella (1999) and Huzurbazar (1999) .
All of the approximations noted above use a normal base distribution, and are generally accurate when the statistic has a normal limiting distribution. Wood, et al. (1993) proposed a generalization involving a non-normal-based saddlepoint approximation and showed that it can be more accurate than the normal-based approximation in some important cases when the limit distribution is non-normal. In this paper we consider four saddlepoint approximations -those of Lugannani and Rice and Wood et al., together with their counterparts that include higher order terms in the underlying expansions. The higher-order variant of Wood et al.'s non-normal-based approximation appears not to have been considered previously. These approximations are compared by applying them to the distribution of the widely used Darling (1952, 1954) goodness-of-fit test statistic.
The structure of this paper is as follows. In section 2, we present some saddlepoint theory. In section 3 we discuss the Anderson-Darling (A-D) test and some of its properties, and derive the various saddlepoint approximations for the distribution of the A-D statistic. We compare some numerical evaluations of these saddlepoint approximations with Lewis's (1961) numerical results in section 4. Concluding comments follow in section 5.
2.
SADDLEPOINT APPROXIMATIONS
Background
The Lugannani-Rice (L-R) (normal-based) approximation for the distribution of the random variable X at point y is:
where Φ and φ are the c.d.f. and p.d.f of the standard normal distribution, and
Here, ) (t K is the cumulant generating function (c.g.f.) of the variable X , ) (
is its i th derivative, and t is the solution to the saddlepoint equation:
where
, û and ŵ are zero, and (1) collapses. Applying L'Hôpital's rule in this case, (1) reduces to:
The existence of a unique real root to the saddlepoint equation is established by Daniels (1954).
2.2
Non-normal-based saddlepoint approximation Wood et al. (1993) generalize the L-R formula to a non-normal-based (WBB) saddlepoint approximation, by first making the transformation:
where t is obtained from equation (4), εŵ is the solution to the saddlepoint equation:
and ) (
The WBB formula is:
where Γ and γ are the c.d.f. and p.d.f. of the base distribution whose c.g.f. is G. εˆ and εŵ are defined by (6) and (7). Clearly, we need to solve the root t before we calculate εˆ and εŵ . After finding t , we can express εŵ as a function of εˆ based on (7), then we substitute this function into (6) to solve for εˆ numerically. Finally, we can solve for εŵ .
The left-hand side of (6) is the Legendre-Frenchel transformation of G., which is concave in εˆ. Therefore there are at most two solutions for εˆ, and the choice for the solution of εˆ is:
where û is defined by (3).
the same reason as with the L-R formula. Therefore, at the mean value, we should calculate the limit of (8), which is:
2.3
Higher-order saddlepoint approximations Daniels (1987, p.42 ) extended the Lugannani-Rice formula to incorporate higher-order terms for the mean of n independent identically distributed random variables: 
To get a higher-order approximation for the c.d.f. we retain both b 0 and b 1 terms in (14):
At the mean, (15) reduces to 
A higher-order WBB formula can also be obtained in an analogous manner, the details of which appear in the Appendix: At the mean, it can be shown that (17) reduces to
THE ANDERSON-DARLING TEST STATISTIC

Background
The Anderson-Darling (A-D) test is widely used for testing the hypothesis that a sample of size n has been drawn from a population with a specified continuous cumulative distribution function. Anderson and Darling (1952) based their test on the discrepancies between the empirical cumulative distribution function ) (x F n and the null cumulative
is the empirical distribution function based on n observations; ) (t
The test can be applied from the order statistics,
The distribution function of the A-D statistic is complicated, even asymptotically.
Consequently, Anderson and Darling (1954) used a numerical method previously applied
by Birnbaum (1952) to the Kolmogorov-Smirnov test, to obtain the asymptotic critical points for significance levels of 1%, 5% and 10% for the A-D test. Lewis (1961) found between the gamma and log-normal distributions.
Saddlepoint Approximations
Giles (2001) 
and its derivatives are
Equations (1) - (4) then provide the basic L-R saddlepoint approximation to the c.d.f. of (5) is used. For any y, the saddlepoint equation
, and is unique. The saddlepoint equation (21) is easily and rapidly solved numerically, for example, by the Newton-Raphson algorithm (which we use), or by a line-search.
Turning to a non-normal-based saddlepoint approximation for the c.d.f. of the A-D statistic, we can apply equations (6) -(10), and equation (11) at the mean. Specifically, we choose a chi-squared base distribution, Γ . Its c.g.f. (for α degrees of freedom) is:
whose derivatives are
To obtain the approximation we first solve for the root t , using Giles's approximation.
Equations (7) and (22) are solved for εŵ in terms of εˆ:
Then we substitute (23) into (6) to solve for the root εˆ: 24) and substitute εˆ back into (23) to get εŵ .
After solving for t , εˆ and εŵ , we can get εû based on (3) and (10) and evaluate (8). We follow Wood et al.' s suggestion as to the choice of α . Matching the derivatives of
Evaluating (25) 
We also consider 2 = α , because the support for the associated chi-squared distribution is close to that of the A-D test statistic. Other choices of α could be considered. The higher-order approximations are implemented directly, using the results of section 2.
NUMERICAL EVALUATIONS
We provide some numerical results to compare the accuracies of the various saddlepoint approximations discussed in section 3. The associated programs were written in double precision FORTRAN, use the Lahey (1992) compiler, and incorporate routines from Press et al. (1992) . Table 1 compares the saddlepoint approximations with Lewis's full set of 'exact' results. Chi-Squared (1) (2) (3) denote the chi-squared base with α defined by equations (26) and (27), and α = 2 respectively. Table 1 illustrates that Giles's approximation is excellent not only in the tails but also over the whole support of the distribution. The maximum absolute difference between
Lewis's and the normal-based approximation is 0.0169, when the value for the A-D statistic is 0.75 or 0.8. The chi-squared-based saddlepoint approximations are strictly better than the normal-based saddlepoint approximation in the middle part of the distribution. However, the normal-based approximation performs better in the tail areas, especially in the important right tail area.
Each higher-order approximation performs better (in terms of absolute error) than its loworder counterpart in the middle part of the support (except at the mean of the distribution), and for the first chi-squared base, the higher-order approximation is superior over almost the whole range. However for the other cases, although the higherorder approximations perform better in the middle part of the distribution (except at the mean), they are strictly worse in the right tail. Overall, in the case of the A-D test statistic, although higher-order saddlepoint approximations with either a normal or non-normal base distribution can out-perform Giles's standard Luannani-Rice approximation over much of the support, in the crucial right tail the latter approximation is preferred. Wood et al. (1993) introduced the use of non-normal base distributions for saddlepoint approximations of the type proposed by Lugannani and Rice (1980) . Regardless of the base distribution, higher-order approximations of the type considered in this paper are worthy of consideration. Interestingly, this extension appears not to have been discussed or applied previously in the case of a non-normal-based saddlepoint approximation.
CONCLUDING REMARKS
Using a higher-order saddlepoint approximation in any context does not necessarily guarantee an improvement for any particular fixed finite sample size -it is possible for the corrections from the extra terms to worsen the approximation. The improvement from the extra terms is guaranteed only beyond a certain sample size, but we do not know the exact value of the sample size that is needed for this to occur in practice, as it will vary according to the characteristics of the problem at hand.
This issue has been explored in the context of the Anderson-Darling goodness-of-fit test.
We find that while the use of a chi-square base distribution and/or a higher-order expansion can yield improvements over part of the support of the test statistic's distribution, the standard normal-based approximation discussed by Giles (2001) performs commendably well. Most importantly, though the latter approximation is preferred for the right tail critical regions. While there is good intuition to suggest the use of a chi-square base distribution for saddlepoint approximations for this particular test statistic, other choices would be worthy of consideration.
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APPENDIX: PROOF OF HIGHER-ORDER WBB SADDLEPOINT APPROXIMATION
From the inversion formula for the tail probability:
and let Using Daniels's (1987) result (3.3) we get:
Daniels's saddlepoint approximation to the density function at any specified point y up to b 1 term is: Then, . Therefore, we need to take the limit of (A6). We can see 1 S is the same as the formula of Wood et al. (1993) . Therefore the limit of 1 S is (8). Comparing the expressions for 2 S and 3 S with that for 1 b in (13), using Daniels's results we can get the limit of 2 S and 3 S as: 
Differentiating both denominator and numerator of (A8):
Differentiating again and applying L'Hôpital's rule a second time : , we obtain the formula in (18).
