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СТРУКТУРНО-ПАРАМЕТРИЧЕСКАЯ НЕЧЕТКАЯ КОРРЕКЦИЯ 
АЛГОРИТМА ФИЛЬТРАЦИИ
Решается задача комплексирования измерителей случайных процессов и фильтров их оценки с помощью 
алгоритмов нечеткой логики. Приводится пример, иллюстрирующий работоспособность предложенных тео-
ретических положений.
We solve the problem of integration of meters of random processes and filters evaluation using fuzzy logic. The 
example illustrating working capacity of offered theoretical positions is resulted.
Современный этап развития систем управ-
ления характеризуется разработкой методов 
и систем обработки и получения информации, 
а также алгоритмов синтеза управляющих сиг-
налов в условиях наличия большого числа не-
определенностей в виде внешних и внутрен-
них случайных воздействий. При этом синтез 
оптимальных систем управления производит-
ся на основе математических моделей систем. 
Неопределенности, входящие в состав матема-
тических моделей, представляют собой фор-
мализованный вид внешних случайных воз-
действий на систему и внутренних шумов си-
стемы.
Можно выделить два подхода к обработке 
информации в таких системах. Оба подхода 
основаны на математическом моделировании 
процессов с помощью современных информа-
ционных технологий.
Первый подход основан на аналитическом 
(точном) решении задачи получения опти-
мальной оценки сигнала управления при точ-
ном математическом описании процессов, 
происходящих в элементах системы, включая 
датчики – измерители параметров управления. 
К данному подходу относятся методы опти-
мальной фильтрации и прогнозирования, на-
пример – фильтр Калмана-Бьюси [1].
Второй подход предполагает, что имеется 
ряд неопределенностей, не позволяющих по-
лучить аналитическую модель элементов си-
стемы. Однако при этом имеется дополнитель-
ная информация, включая априорную и опыт 
эксперта – человека-исследователя. Решение 
задачи определения требуемого сигнала управ-
ления в данном случае основано на использо-
вании методов теории нечетких множеств (не-
четкой логики) [2].
Оба подхода основаны на использовании 
современных информационных технологий 
и дополняют друг друга, так как каждый и них 
используется в зависимости от конкретной по-
становки задачи.
Рассмотрим классическую постановку за-
дачи, когда динамическая стохастическая си-
стема описывается векторным нелинейным 
уравнением в виде
 0 0( ) ( , ) ( ), ( )X t X t t X t X= j + x =
 ,  (1)
где ( )X t  – в общем случае n-мерный случай-
ный вектор (матрица-столбец); ( , )X tj  – век-
торная детерминированная нелинейная функ-
ция с компонентами j1, j2, ..., jn; x(t) – вектор 
белого гауссова шума, имеющий математиче-
ское ожидание mx(t) и матрицу интенсивно-
стей G(t). 
Компоненты вектора ( )X t  используются 
для управления системой на основе показаний 
датчиков-измерителей, математическая модель 
которых имеет вид
 ( ) ( , ) ( )Z t h X t t= + ζ,  (2)
где ( )Z t  – вектор измерений размерности m ≤ n, 
( )tζ  – вектор белых шумов измерителя. 
Следует заметить, что практически любую 
математическую модель системы с небелыми 
шумами можно преобразовать в математиче-
скую модель с векторным аддитивным белым 
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шумом путем расширения вектора состояния 
фазовых координат рассматриваемой системы 
и введением в математическую модель систе-
мы формирующего фильтра, представляющего 
собой систему стохастических уравнений, 
описывающих случайный процесс с заданны-
ми характеристиками.
При точном математическом описании си-
стемы, измерителя и характеристик шумов 
(адекватности математической модели) задача 
определения оптимальной оценки ( )X t  векто-
ра ( )X t  решается путем применения упомяну-
того выше первого подхода – методов опти-
мальной (калмановской) фильтрации. При 
этом нелинейную математическую модель си-
стемы преобразуют в линейную математиче-
ской модель путем рассмотрения линейных 
режимов работы системы или применением 
различных методов линеаризации нелинейно-
стей. В данном случае математическая модель 
оцениваемого процесса и измерителя записы-
ваются в виде [3]
( ) ( ) ( ) ( ) ( ) ( )X t A t X t U t B t t= ⋅ + + x , 
 0 0( )X t X= ,  
(3)
 ( ) ( ) ( ) ( ) ( )Z t C t X t H t t= ⋅ + ⋅ ζ ,  (4)
где ( )X t  – n-мерный вектор фазовых коорди-
нат системы, 0X  – случайный вектор началь-
ного состояния, ( )U t  – детерминированный 
вектор управлений (внешних воздействий), 
( )Z t  – m-мерный вектор измерений, ( )A t , ( )B t , 
( )C t  ( )H t  – матрицы коэффициентов, ( )tx , 
( )tζ - векторы некоррелированных белых гаус-
совых шумов с нулевыми математическими 
ожиданиями и матрицами интенсивностей ( )G t  
и ( )N t , соответственно.
Для моделей процесса и измерителя (3), (4) 
справедлив алгоритм оптимального оценива-
ния – фильтр Калмана-Бьюси (ФКБ) в виде 
апостериорного уравнения [1, 3]
 
  ( )X A X K Z C X
⋅
= ⋅ + − ,  00( )X t X= ,  (5)
где X  – апостериорная оптимальная оценка 
процесса X при наличии измерений Z и извест-
ных математических моделях процесса и изме-
рителя. Здесь аргумент t для упрощения запи-
си опущен. В выражении (3) второе слагаемое 
представляет собой апостериорную модель 
шума процесса (1) K ⋅ η , где ( )Z C Xη = −  – 
так называемая функция «невязки», характе-
ризующая разность показаний измерителя Z 
и его апостериорной математической модели 
C X . K – коэффициент усиления «невязки», вы-
числяемый по формуле
 
1TK RC Q−= ,  (6)
где R – матрица апостериорных корреляцион-
ных моментов вида  [( )( ) ]TR M X X X X= − − . 
M[...] – символ операции математического ожи-
дания.
Для вычисления матрицы R необходимо ре-
шить векторно-матричное уравнение Риккати 
вида
1T T TR AR RA RC Q CR BGB−= + − + , 
 0(0)R R= .  
(7)
Одной из основных проблем при реализа-
ции алгоритма фильтрации (5)–(7) является 
неадекватность математических моделей объ-
екта управления и измерителя реальным физи-
ческим процессам. Эта неадекватность может 
быть представлена в виде аддитивных неопре-
деленностей математических моделей (1)–(2).
 0 0( ) ( , ) ( ) ( ), ( )X t X t t t X t X= j + x + η =
 ,  (8)
 ( ) ( , ) ( ) ( )Z t h X t t t= + ζ + m ,  (9)
где ( )tη  и ( )tm  случайные функции времени 
с ненулевыми в общем случае математически-
ми ожиданиями ( )m tη  и ( )m tm  и корреляцион-
ными функциями 1 2( , )R t tη  и 1 2( , )R t tm .
Если математическую модель измерителя 
на основе экспериментальных данных можно 
получить с высокой степенью адекватности 
реальному объекту (4) ( ( )tm ↔0), то математи-
ческая модель процесса X(t) как правило при-
ходится представлять в виде (8). Отличие ре-
альной модели (8) от используемой для калма-
новской фильтрации модели (3) приводит к рас-
ходимости алгоритма фильтрации (5)-(7). От 
нежелательного явления расходимости алго-
ритма фильтрации можно избавиться приме-
нением различных методов адаптации ФКБ: 
структурной или параметрической. Структур-
ная адаптация представляет собой комплекси-
рование различных источников информации 
о процессе X(t) [4]. 
Частично снизить расходимость ФКБ мож-
но применением параметрической адаптации, 
при которой в процессе фильтрации произво-
дится искусственное изменение параметров 
ФКБ: матриц коэффициентов математической 
модели и матриц интенсивностей шумов. В свя-
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зи с тем, что формализовать неопределенности 
( )tη  и ( )tm  практически невозможно, то пред-
ставляет интерес применение параметриче-
ской адаптации (коррекции) ФКБ с помощью 
системы нечеткой логики – СНЛ (fuzzy-
коррекция). На рис. 1 представлена блок-схема 
дискретного ФКБ с fuzzy-коррекцией [5].
В предлагаемом алгоритме адаптации прин-
ципы нечеткой логики применяются для на-
стройки матрицы шумов G процесса, описыва-
емого выражением (3). На каждом шаге дис-
кретной реализации алгоритма ФКБ произво-
дится изменение матрицы ковариаций шумов 
G в соответствии с заданными на основе апри-
орных исследований функциями принадлеж-
ности входных и выходных переменных блока 
fuzzy-коррекции и правилами импликации (не-
четкой базой правил СНЛ). Таким образом, 
применение параметрической fuzzy-кор рек-
ции ФКБ дает положительный эффект только 
в ограниченном диапазоне изменения параме-
тров и условий работы системы. Реализация 
алгоритмов нечеткой логики с помощью 
Simulink-схем подробно описана в [6].
Рассмотрим использование fuzzy–коррек-
ции ФКБ при наличии дополнительного изме-
рителя. При такой постановке задачи исполь-
зуются более одного измерителя процесса X(t) 
и соответствующих им фильтров. На рис. 2 
представлена блок-схема структурно-параме-
трической нечеткой коррекции алгоритма филь-
трации для случая использования двух измери-
телей процесса X(t). На рис. 2 обозначено: И1 
и И2 – измерители процесса X(t); ФКБ1 и ФКБ2 – 
фильтры Калмана-Бьюси; БФ1 и БФ2 – блоки 
фаззификации; БВ-НБП – блок вывода с нечет-
кой базой правил; БД – блок дефаззификации. 
Заметим, что решение уравнений (5) и (7) 
позволяет получить вектор апостериорных ма-
тематических ожиданий mx(t) и матрицу апо-
стериорных корреляционных моментов qx(t). 
Если считать, что плотность вероятности рас-
пределения процесса ( )X t  гауссова, что в боль-
шинстве практических задач вполне допусти-
мо, то этого вполне достаточно для определе-
ния n-мерной плотности вероятности ( )f X , 
которая имеет вид [7]
 

1 ( )
( , ) exp
2 ( )2 ( )n n
t
f X t
tt
∗ ∆
=  
∆ π ∆  
,  (10)
где ( )t∆  – определитель матрицы qx(t), ( )t
∗∆  – 
окаймленный определитель, получаемый из 
( )t∆  путем приписывания одного (n+ 1) столбца 
и (n+ 1) строки, состоящих из членов 1 1xx m− , 
2 2xx m− , ..., n xnx m− , 0. 
Переход от плотности вероятности ( )f X  
к функции принадлежности m( X )предлагает-
Рис. 1. Блок-схема ФКБ с fuzzy-коррекцией
Рис. 2. Блок-схема структурно-параметрической нечеткой коррекции
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Рис. 3. Результаты математического моделирования
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ся производить путем нормирования ( )f X  [8]. 
При этом предполагается, что

1 2
1 1 2 2
( , ,..., , )
( )
( , ,..., , )
n
x x n xn
f x x x tX
f x m x m x m t
m =
= = =
.  (11)
На рис. 3 представлены качественные ре-
зультаты моделирования работоспособности 
алгоритма структурно-параметрической адап-
тации. В качестве примера рассматривалось 
оценивание навигационного параметра мо-
бильной робототехнической системы, описы-
ваемой выражениями (3)–(4) с гипотетиче-
скими параметрами. На рис. 3, а, б в соответ-
ствии с блок-схемой (рис. 2) представлены 
процессы Z1(t) и Z2(t) с выхода измерителей. 
На рис. 3, б, г – оценки фильтрации 1( )X t  
и  2 ( )X t , на рис. 3, д – процесс X(t), на рис. 3, е – 
результат комплексной оцени результатов филь-
трации ( )X t . 
 Как видно из рис. 3, е результат комплекси-
рования двух каналов ( )X t  ближе к процессу 
X(t) по сравнению с 1( )X t  или  2 ( )X t . Резуль-
таты моделирования показывают перспектив-
ность данного подхода, особенно с учетом того, 
что в данном случае имеется возможность в ал-
горитме нечеткой логики учесть априорный 
опыт эксперта, не поддающийся формализо-
ванному описанию.
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