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I. INTRODUCTION
Due to their inherent energy, cost and footprint constraints, Wireless Sensor Networks (WSNs) generally have limited computation, storage and communication resources. Moreover, lack of physical access and the anticipated large-scale deployments of sensor nodes prohibit battery recharging/replacement. Most practical WSN deployments employ clustering to conserve energy. In a clustered WSN topology, local nodes in a cluster communicate only with a clusterhead. Clusterheads form a tier-2 overlay networks which is used to rely packets to the base station.
Topology control (TC) for a clustered WSN is divided into two phases: 1) topology construction, in which a desired topology property is established in the network; and 2) topology maintenance, in which nodes switch their roles to cater for topological changes. The graph-theoretic Connected Dominating Set (CDS) principle has emerged as the most popular method for energy-efficient topology discovery [1] , [7] , [8] , [9] , [10] , [11] . In CDS-based routing, a set of rich connectivity nodes acts as a virtual backbone for relaying Part of this work appeared in the Proceedings of the 44th Annual Conference on Information Sciences and Systems (CISS), Princeton, USA, March 2010 [18] . packets in the network, while non-CDS nodes conserve energy by turning off their transceivers.
While it is well-established that CDS-based topology control has good energy efficiency [1] , [7] - [11] , a comprehensive comparative evaluation of these protocols has not been performed. Since the protocols have not been compared with each other, we do not understand the strengths and weaknesses of each protocol and good design principles that we should be mindful of when design CDS-based topology discovery protocols. Moreover, a set of meaningful performance metrics, which can be used for judicious performance evaluation, have not been established; each protocol uses its own metrics which are generally inconsistent with other studies. Finally, all of the existing studies focus solely on energy efficiency and connectivity during topology construction only and ignore the topology maintenance phase which is bound to arise as sensors switch roles due to energy depletion or other causes. Finally, scalability of CDS-based topology is not evaluated on varyingsized sensor fields 1 , which again limits our understanding of the usefulness of these protocols in different deployments.
In this paper, we evaluate and compare three prominent CDS based protocols using simulation studies on different network topologies. 2 The objectives of this study are: 1) to analyze the performance of CDS-based protocols over a large operational landscape in order to understand their strengths and weaknesses; 2) investigate the reasons behind the superior or inferior performances of these protocols; 3) identify a set of judicious performance evaluation metrics; and 4) utilize these insights to propose a new CDS-based protocol that exploits the lessons learnt by the performance evaluation and performs well in most operational scenarios.
We compare the performances of three prominent topology construction protocols, namely CDS-Rule K, EECDS and A3 [9] , [10] , [11] , on the basis of five relevant metrics: message overhead, residual energy, energy overhead, number 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   2 of unconnected nodes and convergence time. Our performance evaluation reveals several interesting insights. For instance, the protocols provide reasonable performance during topology construction, but they fail to maintain the same performance in the topology maintenance phase. We also observe that the performances of these protocols differ considerably in static and dynamic scenarios. Moreover, we show that a lack of consistent performance metrics can be very misleading because a protocol performing well on one metric might incur serious performance degradations for another metric. Finally, we observe that protocols using link/physical layer side-information (e.g., use of signal strength in A3) lead to a non-uniform distribution of energy resources during the topology maintenance phase.
Using the insights from the results of simulation studies, we propose a Clique-based CDS (CCDS) discovery/maintenance protocol which exploits the broadcast nature of the wireless transmissions to reduce the message complexity. To improve the scalability and energy efficiency of the protocol, we use the number of 2-cliques present in the network. We demonstrate through simulations that CCDS performs considerably and consistently better than EECDS, A3 and CDS-Rule K protocols in most operational scenarios.
The rest of this paper is organized as follows. Section II provides background information on topology construction and maintenance. Section III summarizes the empirical evaluation process with discussions on simulation results for CDS-Rule K, EECDS and A3 protocols. Section IV summarizes the performance guidelines for CDS-based topology construction protocols. Section V describes the CCDS protocol. We summarize salient findings of this paper in Section VI.
II. BACKGROUND
In this section, we provide background on the topology construction and maintenance phases of a topology control protocol. We also describe three existing topology construction protocols-CDS-Rule K, A3 and EECDS-used for comparative study in this paper. To the best of the authors' knowledge, there are no existing studies on comparison of topology control protocols.
A. Topology Construction Protocols
Historically, energy conserving topologies for WSNs were constructed by adjusting the transmission powers of sensor nodes [1] , [5] . Some other techniques preserve energy using the nodes' geographical location information [6] . However, power control and location awareness are expensive propositions (in terms of energy consumption, footprint and cost) and hence are difficult to realize in practical WSN deployments. As an alternative to power/location awareness, a CDS-based graph-theoretic solution was proposed in [7] in which a vertex dominating itself and all the adjacent vertices forms a cluster in the graph. Energy is then conserved by routing data through these clusterheads. A similar solution was proposed in [8] which uses independent dominating sets with lower IDs node acting as the cluster heads. Since these seminal papers, CDSbased WSN clustering has received significant attention and is now widely considered the predominant method for energyefficient topology construction in WSNs.
In the rest of this section, we only focus on the three protocols used in this study. Other protocols are derived from these three base protocols.
1) CDS-Rule K and EECDS Protocols:
In [9] , the authors propose a CDS-Rule K protocol by utilizing the marking and pruning rules. CDS-Rule K starts with a big set of nodes and allows nodes to exchange their neighbors lists. A node remains marked if there is at least one pair of unconnected neighbors and un-marks itself if it determines that all of its neighbors are covered with higher priority. This is indicated by a level of the node in the tree. Similarly, the authors of [10] propose an Energy-Efficient CDS (EECDS) protocol for finding a CDS in an arbitrary connected graph. The node elects itself as a clusterhead and all its neighbors are marked as covered for finding a Maximal Independent Set (MIS). The covered nodes further pass this message to 2-hop neighbors which are uncovered and start competing to become clusterheads. Once the clusterhead is chosen, the process repeats with the 4-hop neighbors until no uncovered node is left. Finally, all the covered non-clusterhead nodes compete to become gateways to form a CDS. In EECDS, nodes maintain the clusterhead role by gathering neighbor information which results in large message overhead.
2) The A3 Protocol: A3 is a topology construction protocol [11] that forms a sub-optimal connected dominating set (CDS) acting as a virtual backbone. A3 uses a selection metric based on the remaining energy of the nodes. The nodes at the farthest distance from the parent are selected as active nodes. Consequently, fewer nodes are selected in the CDS tree based on the received signal strength which in turn leads to an overhead of long distance communication. The nodes may enter into active/ dormant states based on the messages exchanged between them.
The protocols described above build the reduced topology but do not maintain it. Consequently, the optimal topology deplete the battery of CDS nodes rapidly which directly reduces the network lifetime. There are other protocols [13] - [16] which improve the overall lifetime of the network through different topology maintenance techniques. However, we skip discussion on these protocols as they are not usable in context of topology construction protocols.
B. Topology Maintenance
Topology maintenance techniques are classified as static, dynamic and hybrid techniques and can be further subdivided on the basis of time and energy triggering mechanisms. In this paper, we only focus on maintenance of the protocols based on energy thresholds. In this section, we present the topology maintenance techniques which we subsequently use in the evaluation of the selected CDS-based protocols.
1) Static Topology Maintenance: Static topology maintenance techniques calculate all the possible set of CDS trees 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   3 during the initial topology construction time and then rotate the possible set of CDS trees. However, the set of CDS trees can be restricted based on the nodes density.
Static techniques can be triggered based on energy and time thresholds which allow the rotation between the a priori constructed CDS trees. If the network is sparse, static techniques do not build completely disjoint CDS trees. Static techniques make use of notification and reset messages sent to a sink node which then selects a new CDS tree. The performance of static techniques mainly depends on the topology construction protocol. If a topology construction protocol is energy efficient then it is more likely that it will perform better with static maintenance techniques.
2) Dynamic Topology Maintenance: Dynamic topology maintenance methods do not make a priori calculations to determine the next possible set of nodes that form a CDS tree after the current set of nodes is no longer optimal, e.g. when the energy threshold is reached. Dynamic techniques are generally more time and energy consuming because they switch the topology based on the actual status of the CDS tree. On the other hand, they are better in terms of selecting the most capable set of nodes in the network. Dynamic techniques can also be time/energy triggered. An example of dynamic topology maintenance can be found in [17] in which network topology is changed in rounds based on a time-based triggering criterion.
3) Hybrid Topology Maintenance: In a hybrid mechanism, a set of potential CDS sets are pre-constructed and rotated based on time and energy thresholds. If existing CDS sets degrade performance, a new topology is built by invoking a dynamic technique. This process allows new CDS set in the possible combination that was built at the start with static method. Hybrid methods work best with energy-based triggering because time-based methods invoke CDS tree updates too frequently, thereby resulting in large message overhead.
III. PERFORMANCE EVALUATION OF CDS-RULE K, EECDS AND A3 PROTOCOLS
Simulation-based performance evaluation is the most widely-used method to ascertain properties of ad-hoc protocols. While topology construction protocols have been an active research for the past few years, several shortcomings exist in the simulation environment which is used to evaluate these protocols. We summarize a few of these shortcomings in the following.
• Lack of consistent evaluation metrics: Existing studies evaluate the performance of their protocols on the basis of a few metrics which are not even used consistently across different studies [9] - [11] . This impacts the credibility of the evaluation process in two ways. First, biases in the performance analysis go unnoticed. Second, the proposed protocols may not be performing well in terms of other metrics thereby limiting their scope.
• Lack of evaluation on diverse network topologies:
The reported simulation studies of topology construction protocols assume -in general -a fixed network topology and report the selected metric values. On one hand, it represents a biased evaluation affecting the credibility of the whole process. On the other hand, it does not unveil the performance of a protocol on diverse network topologies under topology maintenance. Consequently, its overall standings remains in the shadow.
• Lack of one-to-one comparative evaluation: Mutual comparison of the prominent protocols over a range of relevant metrics has not been done before for different topology construction protocols using maintenance techniques. This is the prime objective of this work as such comparative analysis should help one to identify and learn from the strengths and weaknesses of each protocol. In the following subsections, we provide a comprehensive performance analysis of the selected protocols. In this context, we first describe our evaluation framework which is followed by the definitions of the metrics used for performance evaluation. Subsequently, we discuss the results obtained from simulation of each protocol in different network topologies.
A. Simulation Setup
We used the Atarraya Simulator [12] designed specifically for the evaluation of WSN topology control protocols. The simulator allows the scalability of the underlying network with the ease of selecting different network parameters, such as area, transmission range, etc. We report results for experiments with varying node densities while keeping the transmission range of nodes to a fixed value of 42m. We also performed experiments with varying transmission ranges, but we skip those results as they did not provide any new insight. We assumed that the nodes are deployed randomly on a twodimensional plane of 600m×600m. The network size was varied from 50-250 nodes. The nodes can communicate with each other using full duplex wireless radios that conform to 802.15.4 wireless standard.
Each reported result is averaged over 50 simulation runs and the data packet size equals 25 bytes with no packet loss at the data link layer. Each node was assigned initial energy level of 1 Joule. The energy consumed during actuation equals 50nJ/bit while the energy consumed during communication is 100P J/m 2 . We assume a energy threshold of 10% for energy triggered technique.
In case of static maintenance, total number of reduced topologies were restricted to three. We do not report results of time-based triggering due to its very minor impact on the performance criteria. We now provide the definitions of the metrics used to compare the performance of the protocols in the following subsections.
B. Performance Evaluation Metrics
The major function of a topology construction protocol is to build a routing backbone so that the data can be collected from each individual nodes. The function needs to be carried out under a set of constraints posed by the ad hoc nature of wireless networks and resource-constrained sensor nodes. Therefore, topology must be built with minimum of the 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 signaling overhead in order to keep the network operational for an extended period of time. Secondly, we would also like to gain maximum network connectivity under topology maintenance. Keeping in view of all these considerations, we carefully select a set of metrics that cover almost every aspect of topology control protocols. The definition of performance metrics are given below.
Definition 1:
Message overhead is defined as the total number of control packets-sent or received-generated during one run of an experiment.
Definition 2:
Energy overhead is defined as the fraction (or percentage) of the total network energy consumed during one run of an experiment.
Definition 3:
Unconnected nodes refers to the number of nodes which are disconnected from the sink node at the end of an experiment.
Definition 4:
Residual energy is defined as the minimum node energy in the CDS tree at the end of an experiment.
Definition 5:
Convergence time is defined as the time taken for the execution of a protocol until the finishing criteria.
C. Simulation Results
We have divided our discussion on simulation results into four subsections. First, we discuss the results of message overhead for all the three protocols using static, dynamic and hybrid topology maintenance techniques. Subsequently, we elaborate the performance of the protocols under the remaining (energy efficiency, number of unconnected nodes and convergence time) metrics. 1) Message overhead: Fig. 1 shows the metric values for energy-based maintenance techniques. As the network size and node density grow, message overhead of all the three protocols rises exponentially under static, dynamic and hybrid maintenance. Moreover, the number of exchanged messages are greater in dynamic and hybrid cases. Message overhead of EECDS and CDS-Rule K is significantly higher than A3. This is caused by the two phase topology construction process utilized by these protocols. In comparison, A3 generates fewer messages because it chooses the distant nodes which consequently leads to quick convergence of the protocol. For CDS-Rule K, the number of messages starts decreasing with increase in the number of nodes as shown in Fig. 1(b) . This is because of only a few nodes remain in the network or CDS 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 tree (see Fig.4(b) ).
2) Energy Overhead and Residual Energy:
Figs. 2 and 3 show energy overhead and residual energy for the three protocols under static, dynamic and hybrid topology maintenance with energy-based triggering.
The CDS-Rule K protocol uses marking and pruning rules while EECDS uses a two-phase process for topology construction which leads to higher energy overhead. This trend is visible in Fig. 2(a) . Remember that in static maintenance we restricted the number of reduced topologies to three. Moreover, in static topology maintenance the reduced topologies are pre-constructed. A3 protocol constructs the topology more efficiently when compared with the other two protocols. This process allows A3 protocol to have more residual energy when compared with EECDS and CDS-Rule K protocol as shown in Fig.3(a) . Therefore it can be concluded that protocols with efficient topology construction techniques are well suited with static maintenance techniques. Fig. 2(b) shows the energy overhead for all the three protocols under dynamic topology maintenance. An interesting observation is that, although EECDS consumes higher total energy, it has significantly better residual energy (Fig.3(b) ). On the other hand, A3 consumes lesser total energy but its residual energy is lower than EECDS and CDS-Rule K. This is due to non-uniform distribution of communication overhead which drains the battery of fewer nodes resulting in lower residual energy level. The energy overhead of EECDS and CDS-Rule K increases with an increase in the number of nodes, while for A3 it starts decreasing with an increase in the number of nodes as shown in Fig. 2(c) . As the node density rises, energy overhead of A3 decreases because it generates less message overhead in both static and dynamic cases. In comparison, rest of the protocols generated higher message overhead. Similarly, Fig.3(c) shows that the residual energy decreases with increase in the number of nodes for all the three protocols. As hybrid maintenance uses the properties of static and dynamic maintenance, the trends are similar when compared with dynamic maintenance technique. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64 
3) Number of unconnected nodes:
The number of unconnected nodes with energy-based triggering for all the three protocols are shown in Fig. 4 . A3 protocol have less number of unconnected nodes in the case of static and dynamic topology maintenance schemes. In CDS-Rule K, nodes remained marked if there is at least one pair of unconnected neighbor. The energy depletion of the marked node causes more number of unconnected nodes as shown in Fig. 4(a) and Fig. 4(b) respectively. On the other hand, new nodes become part of CDS due to maximal independent set formation in EECDS which allows to have more connected neighbors. Fig. 4(c) shows the number of unconnected nodes for hybrid topology maintenance. The number of unconnected nodes increases exponentially for all the three protocols and shows almost similar trend in case of all the three protocols.
4) Convergence time:
The convergence time for all the three protocols are tabulated in Table.I. A3 takes less execution time due to its nodes selection procedure which is based on signal strength. Since A3 converges quickly, its message overhead in the topology construction process is low as well. Consequently, it incurs less energy overhead leading to longer network lifetime.
IV. PERFORMANCE GUIDELINES FOR CDS-BASED TOPOLOGY CONSTRUCTION PROTOCOLS
To learn from the performance evaluation of the last section, we now rephrase and summarize our deductions in terms of design guidelines that should be followed by a CDS-based topology control protocol.
Guideline 1: CDS must be formed with a large set of nodes-preferably proportional to the network size-in order to extend the network lifetime. Inclusion of fewer nodes in the CDS tree results in a nonuniform distribution of energy overhead. Consequently, the active nodes run out of battery leading to a network partition.
Guideline 2: Instead of relying only on connectivity properties of nodes, it is important that CDS nodes are chosen based on high energy nodes. For instance, EECDS forms a maximal independent set and then nodes form a CDS which is more energy efficient than A3.
Guideline 3: Network connectivity can be improved by choosing diverse nodes to form the CDS. Network connectivity depends on the protocols which provides better coverage in terms of number of unconnected nodes under varying node density. This can be achieved by selecting 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 new set of nodes under maintenance operation. The CDS-Rule K (through marking and pruning rule) form a new CDS by selecting a similar set of nodes which remain active causing more unconnected nodes.
Guideline 4: Dynamic topology maintenance must be considered during the design of a topology control protocol. Most contemporary protocols only focus on energy efficiency during topology construction protocols under static maintenance. However, it is equally important for a protocol to consider the dynamic maintenance operation. Recall that A3 performs differently under static and dynamic environment [see Fig.3 ].
Guideline 5: Message overhead is a critical parameter which must be reduced by an efficient topology control protocol. Message overhead is an extremely important parameter and sensor network protocols should be optimized in this respect. It will not only result in optimal usage of network resources but also lead to stable and efficient protocol performance. EECDS and CDS-Rule K has highest message overhead which is partly responsible for their poor (unstable) performance.
In the following section, we utilize these insights to propose a new CDS-based topology construction protocol that outperforms existing protocols under different evaluation metrics.
V. THE CCDS PROTOCOL
In this section, we introduce a Clique-based CDS Discovery (CCDS) protocol which is inspired from the performance guidelines learnt from existing protocols.
A. CCDS Protocol Description
Cliques comprise parts of a graph in which all nodes are connected with each other. A simple arrangement for a node is to form a clique with its one hop neighbors by message broadcast which reduces the number of messages. A CCDS assumes no prior knowledge about the position or orientation of the nodes. However, nodes are aware of other nodes' IDs contained in the received network messages. This information is used to select a clique on first-come-first-serve basis; i.e., nodes in the selected clique receive and process messages in the order of delivery. The CCDS protocol is executed by selecting a node called an initiator node to be a clique of size 1. As the nodes get aware of the total number of nodes in the network, the initiator node then covers the clique of size 2, as discussed below, which is ultimately transformed into an active clique set henceforth referred to as the backbone nodes or CDS.
The CCDS protocol starts with an initiator node which can, for instance, be the sink node. CDS discovery then propagates by message rebroadcasting which is illustrated by 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65 the example shown in Fig. 5 . In this example, Node A acts as an initiator node and broadcasts a clique discovery message to all its neighbors to announce itself as a clique node. The message will be received by node B and node D located in the transmission range of Node A (see Fig. 5(b) ). The nodes on reception of the discovery message, append their IDs and residual energy level to the message and broadcast it further. Note that neighbors of node A do not send any explicit response to node A. Instead, they simply repeat the broadcast of clique discovery message which allows node A to be aware of its neighbors. In this way, CCDS takes advantage of the broadcast mechanism for reducing the total number of messages exchanged during CDS discovery.
The broadcasts of nodes B and D are received by their neighbors enabling node A to recognize the clique of size 2 with node B and node D as shown in Fig. 5(c) . Neighbors of node B and node D repeat the broadcast in a similar way and the process continues till the network is completely covered. We also point out here that the node sending a clique discovery message sets a timeout period to be aware of their neighbors. If no discovery message is received during this time interval, the node assumes itself as a leaf node. As the messages are exchanged, nodes send a recognition message back to the nodes from which they first received the message; in Fig.  5(d) , uncovered nodes (e.g., nodes E, F and C in the present example) send a clique discovery message back to node B. Similarly, nodes G and H form a clique of size 2 after the exchange of messages with node D. As the nodes get aware of different cliques, they may go into sleep mode by setting up a wakeup timer. This is shown in Fig. 5 (e) in which nodes H, G, E, F and C send a sleep message to backbone nodes by setting up a wakeup timer.
This completes the description of the protocol. We now provide the results for all the three protocols with CCDS in the next subsection.
B. Performance Evaluation of CCDS
We evaluated the CCDS protocol with dynamic topology maintenance on the performance metrics defined earlier. Re- sults shown in Fig. 6 demonstrate that the underlying protocol achieves energy efficiency with low message complexity. The use of the broadcast nature of wireless channels allows the protocol to cover the end nodes, providing better information in constructing a new CDS tree. It also leads to uniform distribution of energy resources [see Fig. 6 (b) and Fig. 6(c) ].
Moreover, it has less number of unconnected nodes when compared with the other three protocols as shown in Fig. 6(d) .
As discussed before, if a protocol constructs the reduced topologies efficiently then it is likely to perform better under static maintenance as CDS trees are rotated. The results shown in Fig.7 demonstrate that CCDS has low message complexity and hence is energy efficient. The convergence time of CCDS is also much lower than the other three protocols [see Table  II ].
VI. CONCLUSION
Performance evaluation is one of the critical component of a protocol engineering cycle. In this paper, we performed simulations to compare the performance of three prominent topology construction protocols; CDS-Rule K, A3 and EECDS over a large operational landscape. Our extensive empirical results demonstrated that A3 consumes less amount of energy due to its low message overhead. On the other hand, EECDS and CDS-Rule K, although consume higher energy than A3, achieve better residual levels that extend the overall network lifetime. We also showed that A3 converges quickly than the other two protocols.
Based on the simulation analysis of existing topology construction protocols, we formulated a set of guidelines that can be used to design efficient -in terms of energy and performance -CDS-based clustered WSN topologies. As a   1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63  64  65   9 proof of concept, we utilized these guidelines to propose a novel CDS-based protocol using 2-cliques in the network. We have shown through simulations that CCDS -the proposed protocol -performs efficiently and have less associated message overhead. 
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