Friction Force in Strongly Magnetized Plasmas by Bernstein, David J. et al.
Friction Force in Strongly Magnetized Plasmas
David J. Bernstein,1 Trevor Lafleur,2 Je´roˆme Daligault,3 and Scott D. Baalrud1, ∗
1Department of Physics and Astronomy, University of Iowa, Iowa City, Iowa 52242, USA
2PlasmaPotential-Physics Consulting and Research, Canberra, ACT 2601, Australia
3Los Alamos National Laboratory, Los Alamos, New Mexico 87545, USA
(Dated: August 26, 2020)
A charged particle moving through a plasma experiences a friction force that commonly acts an-
tiparallel to its velocity. It was recently predicted that in strongly magnetized plasmas, in which the
plasma particle gyro-frequency exceeds the plasma frequency, the friction also includes a transverse
component that is perpendicular to both the velocity and Lorentz force. Here, this prediction is
confirmed using molecular dynamics simulations, and it is shown that the relative magnitude of
the transverse component increases with plasma coupling strength. This result influences single
particle motion and macroscopic transport in strongly magnetized plasmas found in a broad range
of applications.
Friction influences the dynamics of projectiles as they
travel through a medium. It also determines how interac-
tions at microscopic scales influence the macroscopic rate
of particle, momentum, and energy transfer. In plasmas,
as in other media, friction is commonly thought to act an-
tiparallel to the velocity of a projectile, here considered to
be a single charged particle. Recent work has predicted
that a qualitatively different effect arises in strongly mag-
netized plasmas, which are characterized by the property
that the gyro-frequency of the plasma species (ωc) re-
sponsible for slowing the projectile significantly exceeds
its plasma frequency (ωp) [1]. The predicted effect is a
component of the friction force that is perpendicular to
both the projectile velocity and Lorentz force vectors.
This transverse force depends on the orientation of the
velocity vector with respect to the magnetic field, and
causes the total friction force to shift with respect to the
particle’s velocity vector in the plane of the velocity and
magnetic field.
Here, the prediction of a transverse component of fric-
tion is confirmed using first-principles molecular dynam-
ics simulations. Plasmas with a strongly magnetized
component are found in many instances, some of which
are summarized in Table I. For example, electrons and
positrons in antimatter traps and non-neutral plasmas
are strongly magnetized [2–5]. Key steps in these ex-
periments include slowing and cooling antiprotons on
strongly magnetized electrons via friction, and mixing
antiprotons with strongly magnetized positrons to cre-
ate anti-hydrogen. The transverse force will alter the
trajectory of the antiprotons and may influence the con-
finement rate as it increases the gyro-radius of particles
moving faster than the thermal speed of the background
plasma [1]. Magnetized ultra-cold neutral plasmas are
a new experimental platform in which electrons can ac-
cess the strongly magnetized regime at modest applied
magnetic field strengths because of the low plasma den-
sity and temperature [6]. The transverse friction force
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will influence the dynamics of ions in these experiments,
which in turn influences the macroscopic expansion of the
plasma. In astrophysics, the atmosphere of neutron stars
and electrons in the magnetosphere of Jupiter, and likely
many exoplanets, are strongly magnetized [7, 8]. The
transverse friction force will influence the rate of parti-
cle and momentum transport in these systems. Finally,
we note that even in magnetic confinement fusion exper-
iments, the electrons can be in a modestly strongly mag-
netized regime [9]. The transverse force may influence
the trajectory of fusion products, or runaway electrons,
in these experiments [10, 11].
Accounting for the transverse component, the total
friction force on a test charge can be expressed as [1]
F = FvVˆ + F×Vˆ × nˆ (1)
in which nˆ = (Vˆ × Bˆ)/ sin θ, where θ is the angle be-
tween the velocity V and magnetic field B (Vˆ = V/|V|
and Bˆ = B/|B|). In a weakly magnetized plasma, the
friction force can be computed using traditional plasma
kinetic equations [12], such as the Landau-Boltzmann
equation [13] or the Lenard-Balescu equation [14, 15].
These have collision operators that do not depend on
the magnetic field because the gyro-radius is assumed to
be much larger than the Debye scale over which par-
ticle interactions occur. These lead to the prediction
that F× = 0, and the friction is entirely determined by
Fv (−Fv is commonly referred to as the stopping power
[12]). A significant body of work has been developed to
extend both the Landau-Boltzmann and Lenard-Balescu
approaches to the strongly magnetized regime [16–19].
These have shown that the stopping power (−Fv) is sig-
nificantly altered by the magnetic field in the strongly
magnetized regime [18]. However, they considered only
Fv rather than the full friction vector. It was only re-
cently suggested that there is a second transverse com-
ponent of the friction force that is perpendicular to the
velocity vector [1]. This prediction was made using a lin-
ear response approximation, which has never been vali-
dated in the strongly magnetized regime. Validation is
a critical step to acceptance of this predicted physical
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2System ne (cm
−3) kBTe (eV) B (T) βe Γe Ref.
antimatter traps 108 10−3 1 300 0.1 [5]
neutron star atmospheres 1024 100 108 300 0.3 [7]
Jupiter magnetosphere 103 100 4× 10−4 30 10−8 [8]
ultra-cold neutral plasmas 107 4× 10−4 0.01 10 0.1 [6]
magnetic confinement fusion 1014 2 × 104 5 2 10−7 [9]
TABLE I. A sample of systems for which the electrons (or positrons) are strongly magnetized. Columns list electron density
(ne), electron temperature (kBTe), external field strength (B), magnetization parameter (βe = ωce/ωpe), and electron coupling
strength (Γe). For more antimatter trap parameters, see Table I in [5].
effect.
The goal of this work is to verify the existence of the
transverse force using molecular dynamics (MD) simula-
tions. These simulations provide a means of validation
because they are based only on first-principles. As long as
numerical convergence is obtained, they make no approx-
imation other than the validity of Newton’s equations of
motion, the Coulomb force law, and the Lorentz force
operator in the presence of an external magnetic field.
Friction is an average force. Therefore, many projectiles
traveling through a plasma were simulated for a short
period of time, and the average force exerted on them
by the plasma was computed. By analyzing the force
parallel and perpendicular to the projectile velocity, the
presence of the transverse component was verified.
The background plasma was modeled using the mag-
netized one-component plasma (OCP) model, which con-
sists of a single species of charged particles interacting
via the Coulomb force, as well as the Lorentz force asso-
ciated with the external field, in which the neutralizing
background is non-interacting [20–22]. It is fully charac-
terized by two parameters. The first is the Coulomb cou-
pling parameter Γ = (q2/a)/(kBT ), which is the ratio of
the potential energy at the average inter-particle spacing
(a = (3/4pin)1/3 where n is the density) to the average
kinetic energy (kBT ) [23, 24]. The second is the magneti-
zation parameter β = ωc/ωp, where ωc = q|B|/cm is the
gyro-frequency and ωp =
√
4pinq2/m is the plasma fre-
quency. When β  1, the plasma is considered strongly
magnetized [20]. When this condition is met, the parti-
cle gyration occurs on the same time and length scales
as microscopic collisions [20]. Although the OCP is a
model system, it is well adapted to validate the friction
force because a particle of a given energy predominately
interacts only with the plasma species of a similar kinetic
energy. For instance, these simulations accurately repre-
sent a fast ion slowing on the electrons of a background
neutral plasma.
Here, the projectile has a mass of M = 1000m and
charge Q = q. Its gyro-frequency is therefore 1000 times
smaller than that of the plasma particles. The simula-
tion duration of a few plasma periods is sufficiently short
that the gyro-motion of the projectile is negligible. The
magnetic field only indirectly affects the projectile via
the friction force exerted by the magnetized background.
The simulations were conducted using the code de-
scribed in [25], which utilizes the particle-particle-
particle-mesh method [26]. They evolved 5×104 particles
in a cubic periodic domain, corresponding to a domain
length of 59a. First, an unmagnetized plasma was equili-
brated for 3.05× 104ω−1p with a velocity scaling thermo-
stat [26]. The magnetic field was not included during the
equilibration phase because the relaxation to equilibrium
is faster without it, and the magnetic field does not influ-
ence the equilibrium state (the Bohr-van Leeuwen theo-
rem [27]). Particle velocities and positions were recorded
every 1ω−1p after the first 500ω
−1
p , yielding 3 × 104 in-
dependent particle configurations. Time was discretized
into timesteps of 0.001ω−1p , which is much smaller than
the timescale at which close collisions and particle gyra-
tions occur.
From each of the 3 × 104 configurations collected, an
individual simulation was conducted consisting of three
steps. 1) The thermostat was turned off and a magnetic
field oriented along the +z direction was imposed with
magnetic field strength corresponding to either β = 0
or 10. 2) A projectile was introduced and launched
in the x − z plane with speed V0 and angle θ between
the velocity and magnetic field, where V0 is in units of
the plasma thermal speed vT =
√
2kBT/m. There is a
short transient period in which the plasma responds to
the abrupt introduction of the projectile which lasts for
about 1− 2ω−1p . After this period, the projectile energy
loss is steady [28]. To remove effects from the transient
period, the projectile’s momentum was held constant for
2ω−1p . Particle positions were recorded at the end of this
step, and used for potential distribution calculations. 3)
After the transient period passed, the projectile’s mo-
mentum was no longer held constant, letting the pro-
jectile fully interact with the plasma. The total force
induced by the plasma particles on the projectile was
tracked over time. The forces in cartesian coordinates
(Fx, Fy, and Fz) were recorded every 0.01ω
−1
p (every 10
timesteps) for a total time of 1ω−1p . A time average of
the forces was calculated for each simulation. The re-
sults of the time averages were then averaged over the
3×104 simulations, and used in F× = Fx cos θ−Fz sin θ,
Fv = Fx sin θ+ Fz cos θ, and −Fn = Fy to yield the final
results for the transverse and stopping forces, and the
force perpendicular to the plane defined by the velocity
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FIG. 1. A comparison between theoretical predictions and simulation results for the transverse force (F×) [panels (a), (d) and
(g)], stopping force (−Fv) [(b), (e), and (h)], and force in the Lorentz force direction (−Fn) [(c), (f), and (i)]. Parameters β
and θ for each row are indicated. The black dotted line marks 0. Γ = 0.1 for these simulations.
and magnetic field (Fig. 1). The stopping power is −Fv,
which describes the average energy loss with respect to
distance, and the forces are displayed in units of kBT/a
[12].
The main result of this study is shown in Fig. 1(a): A
transverse force on the projectile is present in the simu-
lations when β = 10 and θ = 22.5◦ [Fig. 1(a)], in good
agreement with the theoretical prediction (the transverse
force is predicted to be largest when θ ≈ 22.5◦ [1]). MD
simulation results are shown as data points, and theoret-
ical predictions from [1] are shown as dashed lines. No
transverse force was observed when β = 10 and θ = 0◦,
or when β = 0 [Figs. 1(d) and (g)], which is also con-
sistent with the theory. The simulations and theoretical
predictions quantitatively agree. The theory is based on
a linear response approximation, whereas the MD simula-
tions are first-principles non-linear computations. They
provide validation of the prediction of the transverse fric-
tion force.
The predictions and MD results for the stopping forces
also agree well [Figs. 1(b), (e), and (h)]. The MD data
is slightly lower than the predictions around the Bragg
peak, which was previously seen in simulations of unmag-
netized plasmas at the same coupling strength [28, 29].
The friction force in the direction perpendicular to the
velocity-magnetic field plane (the nˆ−direction) is also
shown [Figs. 1(c), (f), and (i)]. Theory predicts −Fn = 0,
which the simulation results fluctuate about with no dis-
cernible signal.
In linear response theory, the friction force is computed
from the electric field induced by the electrostatic poten-
tial wake that forms about the projectile [23]. The wake
is distorted in the presence of a magnetic field [30–34],
and can be asymmetric about V0 if θ is not 0
◦ or 90◦ [1].
The transverse force arises from the induced electric field
associated with this asymmetry [1]. To see this, wakes
were calculated with the particle positions recorded at
the end of step 2 (Fig. 2).
To calculate the wakes, a two-dimensional grid in the
x−z plane consisting of 250×250 points was established
for each simulation centered at the projectile’s final posi-
tion. The Coulomb potential at each grid point was cal-
culated from particles within a sphere of radius 52a about
the grid point. To account for quasi-neutrality, the OCP
model includes an immobile, non-interacting, neutraliz-
ing background [22]. The constant potential from this
theoretical background was subtracted at each grid point
in order to compare the MD results with theory. The po-
tential values on the grids were then averaged across the
simulations, yielding the results shown in Fig. 2(a) and
(c).
When θ = 0◦, the wakes from both the simulations
and theory are symmetric about the z− axis [Fig. 2(a)
and (b)]. Since the friction force can be attributed to
the electric field induced by the charge distribution, a
wake that is symmetric about the velocity vector implies
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linear response theory in the large β limit [1] are shown in
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FIG. 3. (a) Individual force time series (along the z-direction)
for four different simulations (with β = 10, θ = 0◦, and
V0 = 2vT ). (b) Distribution of 3 × 104 time-averaged force
measurements compared with a best fit Gaussian. (c) Cumu-
lative average of the time-averaged force measurements with
simulation number. Γ = 0.1 for all panels.
that F× = 0. When θ = 22.5◦, an asymmetry about
V0 is observed in the wakes in both the simulations and
predictions [Figs. 2(c) and (d)]; suggesting that F× is
non-zero, as is confirmed in Fig. 1(a).
A large number of simulations was needed to verify the
presence of the transverse force by reducing the relatively
large statistical noise. A large range of time-averaged
force values was observed [examples of the force time se-
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FIG. 4. Simulation results (blue dots) for forces when Γ = 1
and β = 10. The dotted line marks 0. Panels (a) and (b)
show F×, (c) and (d) show −Fv, and (e) and (f) show −Fn.
1×104 particles were used for these simulations (less than the
Γ = 0.1 simulations).
ries are given in Fig. 3(a)], forming a broad distribution
[an example of this is given in Fig. 3(b)]. The histogram
in Fig. 3(b) does not show the full extent of one of the
tails, which extends to −Fz ≈ 4kBT/a. By comparing
the distribution of time averages to a best fit Gaussian
[Fig. 3(b)], one can see that the distribution is skewed
and the tails are heavily populated. A large number of
simulations was needed to populate the distribution and
accurately calculate the mean. This is shown in Fig. 3(c),
where the cumulative average is displayed. The error bars
for each data point have a size of one standard deviation
of the mean, which are smaller than the data markers in
Fig. 1. There are both small fluctuations that occur over
small numbers of simulations, and drifts that occur over
large numbers of simulations [Fig. 3(c)]. It is the latter
of these that could be contributing to the fluctuations in
the simulation results.
Some strongly magnetized plasmas, such as non-
neutral plasmas, exist at conditions of moderate to strong
Coulomb coupling. Previous work has suggested that for
a fixed value of β the magnetic field more strongly influ-
ences transport as the coupling strength increases from
a weak to moderate value [20]; e.g., if Γ increases from
0.1 to 1 at β = 10. The reason is that the gyro-radius
transitions from being larger than the distance of closest
approach in a binary collision, to being shorter than it.
Although the theory from [1] only applies to weakly cou-
pled plasmas, it also predicts that the transverse force
becomes a larger component of the total friction force as
this regime is approached. Figure 4 shows that, as ex-
pected, the ratio of the maximum transverse force com-
pared to the maximum stopping force in the Γ = 1 case
is larger than in the Γ = 0.1 case [compare Fig. 4(a) with
Fig. 4(c), and compare Fig. 1(a) with Fig. 1(b)]. Like-
5wise, the stopping power exhibits previously predicted
behavior as the angle increases, i.e. the maximal stop-
ping force shifts to lower speeds and the magnitude de-
creases [18]. In addition, a statistically significant com-
ponent of the friction force in the Lorentz force direction
(−Fn) is observed for θ = 22.5◦. This is not predicted by
the linear response theory, indicating that a non-linear
effect becomes important at these moderately coupled
and strongly magnetized conditions. Molecular dynam-
ics simulations are first principles, whereas the linear re-
sponse theory is based upon a weak interaction approxi-
mation. The mechanism responsible for this observation
will be studied in greater detail in future work.
In conclusion, this work has confirmed a predicted
transverse friction force in strongly magnetized plasmas
using first-principles MD simulations. This is associated
with gyro-motion at the microscopic scale of collisions,
and significantly alters the average trajectory on macro-
scopic scales [1]. This could affect how well particles are
contained in experiments that rely on magnetic confine-
ment, such as anti-matter traps, non-neutral plasmas,
and fusion experiments. The existence of the transverse
force exemplifies shortcomings of traditional plasma ki-
netic theory. Kinetic theories that are adapted to accu-
rately account for strong magnetization can be tested by
calculating this force.
This material is based upon work supported by the
U.S. Department of Energy, Office of Science, Office
of Fusion Energy Sciences under Award Number DE-
SC0016159 under Award Number DE-NA0003868 and by
the National Science Foundation under Grant No. PHY-
1453736. It used the Extreme Science and Engineering
Discovery Environment (XSEDE), which is supported by
NSF Grant No. ACI-1053575, under Project Award No.
PHYS-150018. The work of JD was performed under the
auspices of the U.S. Department of Energy under Con-
tract No. 89233218CNA000001 and was supported in
part by the U.S. Department of Energy LDRD program,
Grant No. 20170073DR, at Los Alamos National Labo-
ratory.
[1] T. Lafleur and S. D. Baalrud, Plasma Phys. Control. Fu-
sion 61 125004 (2019).
[2] J. S. deGrassie and J. H. Malmberg, Phys. Rev. Lett. 39,
1077 (1977).
[3] J. H. Malmberg and C. F. Driscoll, Phys. Rev. Lett. 44,
654 (1980).
[4] J. S. deGrassie and J. H. Malmberg, Phys. Fluids 23, 63
(1980).
[5] J. Fajans and C. M. Surko, Phys. Plasmas 27 030601
(2020).
[6] Private communication; to be published.
[7] A. J. Harding and D. Lai, Rep. Prog. Phys. 69, 2631
(2006).
[8] K. K. Khurana, M. G. Kivelson, V. M. Vasyliunas, N.
Krupp, J. Woch, A. Lagg, B. H. Mauk, and W. S. Kurth,
The configuration of Jupiter’s magnetosphere, in Jupiter:
The Planet, Satellites and Magnetosphere, edited by F.
Bagenal, T. E. Dowling, and W. B. McKinnon, (Cam-
bridge University Press, New York, 2004).
[9] R. Aymar, P. Barabaschi, and Y. Shimomura, Plasma
Phys. Control. Fusion 44, 519 (2002).
[10] ITER Physics Expert Group on Energetic Particles,
ITER Physics Expert Group on Heating and Current
Drive and ITER Physics Basis Editors, ITER Physics
Basis, Chapter 5, Nucl. Fusion 39, 2471 (1999).
[11] C. Paz-Soldan, N. W. Eidietis, R. Granetz, E. M. Holl-
mann, R. A. Moyer, J. C. Wesley, J. Zhang, M. E. Austin,
N. A. Crocker, A. Wingen, and Y. Zhu, Phys. Plasmas
21, 022514 (2014).
[12] G. Zwicknagel, C. Toepffer, and P. G. Reinhard, Phys.
Rep. 309, 117 (1999).
[13] L. Landau, Phys. Z. Sowjetunion 10, 154 (1936).
[14] A. Lenard, Ann. Phys. 10, 3 (1960).
[15] R. Balescu, Phys. Fluids 3, 52 (1960).
[16] T. M. O’Neil, Phys. Fluids 23, 2216 (1980).
[17] N. Rostoker, Phys. Fluids 3, 922 (1960).
[18] H. Nersisyan, C. Toepffer, and G. Zwicknagel, Inter-
actions Between Charged Particles in a Magnetic Field
(Springer, Verlag Berlin Heidelberg, 2007).
[19] D. Montgomery, L. turner, and G. Joyce, Phys. Fluids
17, 954 (1974).
[20] S. D. Baalrud and J. Daligault, Phys. Rev. E 96, 043202
(2017).
[21] T. Ott and M. Bonitz, Phys. Rev. Lett. 107, 135003
(2011).
[22] M. Baus and J.-P. Hansen, Phys. Rep. 59, 1 (1980).
[23] S. Ichimaru, Statistical Plasma Physics Volume 1: Basic
Principles (Westview Press, Boulder, 2004).
[24] This work is done in Gaussian centimeter-gram-second
units.
[25] G. Dimonte, J. Daligault, Phys. Rev. Lett. 101, 135001
(2008).
[26] D. Frenkel and B. Smit, Understanding Molecular Simu-
lations (Academic Press, San Diego, 2002).
[27] R. K. Pathria and P. D. Beale, Statistical Mechanics
Third Edition (Elsevier Ltd., Oxford, 2011). Third edi-
tion.
[28] D. J. Bernstein, S. D. Baalrud, and J. Daligault, Phys.
Plasmas 26, 082705 (2019).
[29] The theory includes integrals over k-space that diverge
at small distances [1, 23]. An ad-hoc cutoff is needed,
which is usually related to the inverse distance of clos-
est approach between the projectile and particles [23].
Different models for this can alter the result.
[30] P. K. Shukla and M. Salimullah, Phys. Plasmas 3, 3858
(1996).
[31] D. Darian, W.J. Miloch, M. Mortensen, Y. Miyake, and
H. Usui, Phys. Plasmas 26, 043701 (2019).
[32] A. Piel, F. Greiner, H. Juang, and W.J. Miloch, Phys.
Plasmas 25, 083702 (2018).
[33] A. A. Ware and J. C. Wiley, Phys. Fluids B 5, 2764
(1993).
[34] J.P. Joost, P. Ludwig, H. Ka¨hlert, C. Arran, and M.
Bonitz, Plasma Phys. Control. Fusion 57, 025004 (2014).
