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La presencia de anómalos en series temporales pue-
de causar sesgos considerables en elementos tales como: 
a) las funciones muestrales de autocorrelación y 
autocorrelación parcial, Chang (1982), 
etc. 
b) los estimadores de los parámetros, Guttman y 
Tiao (1978), Miller (1980), Chang (1982), etc. 
c) las prediccicnes, Hillmer (1984), etc. 
Como es habitual,tarr.poco en series temporales exis 
te información respecto a que observacicnes están contarr.ir,a-
das. La solución al problema ha ccnducido el desarro110,por 
una parte,de métodos de esti~8ción robustos que protejan cOE 
tra los positles anó~alos, Devlin, Gnanadesikan y Kattenring 
(1975), Denby y Martin (1979), West (1981), Masreliez y Mar-
tin (1977), etc., y,por otra,de procedimientos de localización 
que permitan descubrirlos, Fox (1972), Chernick, Downing y Pike 
(1982), de Alba y Van Ryzin (1980), Martin, Samarov y Vandae1e 
(1983), Chang y Tiao (1983), etc. 
Una vez identificados los anómalos conviene intentar 
aislar e investigar las causas subyacentes. El tratamieeto del 
anómalo deberá incorJorar la infcrmación relevante. 
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En general, la localizaci6n de an6malos debe plan-
tearse en el contexto de un modelo que se supone ha generado 
los datos. Fox (1972) escribe: "En el pasado la localiza-
ci6n de an6malos en series temporales se ha basado en el su-
puesto de que las observaciones están normal, idéntica e inde-
pendientemente distribt'.idas". Se prescindía por consiguiente 
de la estructura de correlaci6n del modelo básico. 
2. PROCEDIIGE;;TO ITERATIVO APOYADC El'i UN lWDElO. 
Considerando el carácter específico de las observa-
ciones de series temporales HillmEr, Bell y Tiao (1983) defi-
nen siguiendo a Chang y Tiao (1983), que a su vez se apoyan en 
Fox (1972), dos tiJos de an6malos: 
Un an6malo aditivo (AO) se modeliza de la siguiente 
forma, 
e(B) (t ) 
Zt = -~rBj- a t ~ w 1t o = 
= 'Yo at ~ 'rl at _l ~ ... ~'W ~ito) 
Un an6malo inovacional (rO) se modeliza de la siguieg 
te manera, 
.... . .. 
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donde, 
Zt' t = 1, '" , n, es la serie observada 
~ t o : o ( ) { 
1 para t=t 
¡ ° en los demás casos. 
e(B), es invertible. 
Por consiguiente, mientras en el primer caso sola-
mente queda afectado el nivel de la observaci6n Zt ' en el 
o 
segundo lo sor, las observaciones Zt ' Zt ~l' •• , 
. o o e(B) 
s~stema representada por ~~B}-' 
a través de 
la memoria del 
Los autores propor.en pa.a hecer frente a kna situa-
ci6n dende puede existir un número desc::,r.ocido de an6malos AO 
e 10, el siguiente procedimiento iterativo: 




el estimador inicial de ü
a
' 
Calcv.lar para t = 1 , ' .. , 
A 
A 
et Alt = .. 
Cia 




"" ... ) 
donde 1 Y A son des estadísticos que 
''1 t 2t 
en Ho=~Zt no es an6malaJ se distribuyen N(O,l) 
y sirven para ccntrastar frente a la hip6tesis n~ 
la H1=\Zt es 105 y H2=\Zt es AO~, respectivame~ 
te. 
Sea c una ccns:snte positiva predeter-
minaoa usualmente igual a 3. 
sil At ¿ = m~x. m~x. ( \ ~i t \ ) = \ Á¡ t l ;> c , 
existe la posibilidad de un 10 en t
o 
y el ~ejor 






Por consiguiente, se elimina el efecto de 
N positle 10 definiendo un nuevo residuc e = O. t o 
Si por otra parte 1 At\ = max. max. 
o t i 
(lA:tt 1) = I ~tl ~c existe la posibilidad de un 
o 
AO en t o y el mejor estimador del efecto corres-
pondiente es 
vos' residuos 
2 "'2 Un nuevo estimsdor de Ga , Va' se compu-
- 5 -
ta a partir de los reEiduos modificados. 
c) Se vuelven a repetir los dos puntos anteriores 
utilizando los mismos valores para ;r(B) y e(B) 
-2 pero con los residuos modificados y ~a' 
d) Supongamos que los anómalos han sido identificados 
en los instantes tI' ••• , t k , se trata de esti-
mar los parámetros ARlMA y los de los 'anómalos 
\.01 ' ••• ,\.)) k' utilizando modelos de la forma: 
Zt = ~ Wj Lj(B) fitj) ~ -ja~- a t 
donde 
{
l para AO en t=t j 
= e(B) -~TB)- para 10 en t=t j • 
El proceso es repetido hssta qUé todos los anó~alos 
son identificados y sus efectos simultáneamente estimados. 
3. APLICACION. 
La metOdología propuesta por Hillmer, Bell y Tiao 
(1983) ha sido utilizada para la localización de anómalos en 
el periodo 1977-1981 de cuatro series decenales: el Efectivo 
, 
en manos del público sin moneda metálica, los Depósitos en 
las Cajas y el Tipo de interés interbancsrio a un mes. 
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Efectivo en manos del público sin moneda metálica. 
Se considera razonable paY'a la serie original el 
siguiente modelo estimado: 
<Ta = .00690601 
Los residuos del modelo figuran en la Tabla 1 del Apéndice. 
En la primera iteraci6n se localizaron por orden de 
aparici6n los siguientes posibles an6malos: 
!!EQ OBS. >-t 
-o-
10 121 2.87 
10 57 -2.84 
10 119 2.70 
AO 57 2.54 
AO 53 -2.60 
10 56 -2.70 
Estimamos el modelo incluyendo el primer an6malo con 
el siguiente resultado, 
( 3)-1 = .0065 1 - .3506B flt ~ 
(.0035) (.49) 
aa = .007, RETROPREVISION, 8 lTZR. 
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Los residuos, la autocorrelación y autocorrelación parcial 
del modelo figuran~re6pectivaEente.en la Tabla 2, 3 Y 4 del 
Apéndice. 
A continuación incluimos los dos anómalos siguie~ 
tes con valores para Ai próximos a 3. estimando el nuevo 
modelo de forma que: 
(1_B)(1_B36) ln Zt = .0063 (1 -
(.0040) 
.Jo .0040 (1 -
(.0032) 
3 -1 





.Jo .0068 (1 - .1832B) ~3t.Jo 
(.0035) (.58) \ 
G-
a 
= .00692820, RETRCPREVISICI" 
1 ITER. 
Alta correlación alrededor de .5 entre los estima-
dores de los parámetros (~01,J33) y (w02 'Ó32 ). 
Los residuos, la autocorrelación y autocorrelaciónparcial 
del modelo figuran, respectivamente, en la Tabla 5, 6 Y 7 del 
Apéndice. 
Denósitos en las Cajas. 
Se acepta para la serie el siguiente modelo e"ti-
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mado: 
(1_B)(1_B36) In Zt = (1 ~ .1719B - .1543B2)(1 ~ 
~ .1704B9 ~ .1487B18 ~ .5472B27)at 
Ita = .00247808 
Los residuos del modelo figursn en la Tabla 8 del Apéndice. 
En la primera iteración se localizaron por orden de 
aparición los siguientes posibles anóm:los: 
A 
TIPO OBS. At 
-0-
10 109 -4.05 
10 108 3.17 
10 162 3.00 
10 47 -3.04 
10 136 3.07 
AO 82 -2.90 
Estimamos el ~odelo incluyendo el primer anómslo 
con el siguiente resultado, 
(-.0035 - .0044B - .0024B2 ~ 
(.0016) (.0020) (.0015) 
~ .0040B9 ~ .0025B10 ~ .0004B11 
(.0014) (.0017) (.0014) 
_ .0009B18_ .0030B19_ .0028B20 ~ 
(.0014) (.0018) (.0014) 
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~ (1 ~ .2530B -
(.09) 
• 0581B2 ) (1 ~ 
( .09) 




G'a = .00223607, RETROPR:inSIOI" 
27 ITER., MA(9)3 NO INVERTIELE. 
Alta correlaci6n alrededor de .7 entre los estimado-
dores de los parámetros (wO,Wl ), (1.IJ1 ,W2 )¡ (w9 ,ú\0)' 
(wlO 'Wll )' (w18 ,1.'\9)' ~lS'W20)' (W27 'W28) y (~28,'.J29)· 
Los residuos, la autocorrelaci6n y autocorre13ci6n parcial del 
modelo figuran, reEpectivamente, en ls Tatla 9, 10 Y 11 del 
Apéndice. 
Tipo de interés int~rbanc3rio a un rr.es. 
MODELO A 
Se aceptaron dos modelos ARL:;. parE. este. serie: 
(l-B) ln Zt = (1 ~ .3761B)(1 ~ .2791B36) at 
~a = .10361675 
Los residuos del wodelo figuran en la Tabla 12 del Apéndice. 
En la primera iteraci6n se localizaron por orden de 
/ 









TIPO OBS. \ 
-
-0-
AO 83 3.87 
ro 70 -3.06 
10 58 2.99 
10 40 -2.93 
10 50 2.95 
AO 74 2.89 
Estimamos el mojel o incluyer.do el primer an6~~10 
con el siguiente resultado, 
(l-B) ln Zt = (.2448 ~ .1762B ~ 
(.06) (.06) 




J..1 ts. correl8.cién ,1r'edec1or de .7 entre los séti.::-.:dores 
de los parámstrcs (WO'~l) y (w36 ,w37 ). 
Los residuos, la autocorrelación y autocorrelaci6n parci:c,l del 
modelo figuran, respectivamente, en la Tabla 13, 14 Y 15 del 
Apéndice. 
A continuaci6n incluimos el segundo an6malo y sl mo-
delo estims.do preser..~2 le.s sig.;,ien:es ce.racterísticas: 
(l-B) 1n Zt = (.2483 ~ .1713B ~ 




(1+.4720B)(1+.8648B36 ) a t (.05) (.02) 
6a = .06169279, RETROPREVISION, 14 ITER. 
Alta correlación alrededor de .7 entre los estimado-
res de los parámetros (I<lO'wl ), (wO,w36 ) , (1.0_\ '~7) Y 
(w36 '~7)' 
Posteriormente incluimos los tres anóm&los siguientes 
y lE. estimE.ción cen retroprevisión se interrumpe a la t8rcera 
iteración después del mensaje: "alta correlsción entre los es-
timadores de los pará:netros ~ 
L;ODELO B 
cTa = .11077100 
Los residuos del modelo figur~ en la Tabla 16 del Apéndice. 
En la p,::..mera iteración se 10cE.:izarén po::: orden de 
aparición los sig,üentes posibles anó:-,alos: 
npo ~. '-t 0-
10 46 3.67 
AO 83 3.70 
10 64 3.91 
10 70 -3.21 
10 50 2.85 
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Incluimos el primer an6malo y el modelo estimado 
queda de la sig~iente forma, 
(.2232 ~ .1128B ~ 
(.06) (.06) 
~ .2771B37)71t ~ (1 





~a = .07025667, RETROPR~VISICN, 
6 ITER. 
Al ta correlaci6n alrededor de .7 entre los estimé!do-
res de los parámetrcs (wO,LOl ) y (V36''-v37 ). 
Los residuos, la autocorrelaci6n y autocorr¿laci6n parcial del 
modelo figuran, resp~ctivam~nte, en la Tabla 17, 18 Y 19 del 
Apéndice. 
A continuaci6n incluimos el segundo an6malo y la es-
timaci6n co~ retroprevisi6n se interrumpe a la tercera itera-
ci6n después del mensaje:~alta correlacién entre los estima-
dOl'es de los parámetros~ 
4. COMENTARIO. 
/ 
En la serie de Efectivo en manos del público sin mo-
neda metálica todos los valores de At Bon inferiores a 3. 
o 
La estimaci6n posterior de las intervenciones correspondientes 
- 13 -
ha resultado no significativa. 
En la serie de Depósitos en las Cajas la estima-
ción del modelo con la inclusión del primer posible anómalo 
cuestiona la especificación ARIMA inicial, tanto en su parte 
regular como estacional. ResUlta estadísticamente aoeptable 
una intervenoión,que después de afeotar las dos observaoiones 
conseoutivas,vuelve seis y quinoe periodos más tarde a 
influir en la serie durante tres deoenas consecutivas. 
En el Tipo de interés intsrbancario a un mes los 
dos modelos ARIMA aceptados son muy similares: los factores 
(1 - .9079B36) se cancelan aproximadamente. Sin y 
embargo, sólo algunos de los posibles anómalos son comunes a 
ambos, con valores inferiores para ~o en el modelo B. La 
intervenci6n correspondiente al primer anómalo, común a am-
bos, después de afectar a la observación sig~ien"e vuelve a 
hacerse notar treinta y cua~ periodos más tarde durante dos 
decenas consecutivas. Su estimación es significativa tanto en 
el modelo A como en el B y afecta sensiblemente a la especifi-
cación ARIMA inicial, especialmente la parte estacional del 
modelo A. La inclusi6n de sucesivos anómalos resulta prcnto 
, 
en el mensaje: "alta oorrelaoión entre los estimadores de los 
parámetros", y en la paralizaoión de la estimación. 
Para la estimación de los modelos ~ue incorporan 
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los posibles anómalos se ha utilizado el BMDP en su versi6n 
1981. Una primera cuestión respecto al procedimiento exami-
nado se refiere a la forma de Lj(B) para los anómalos 10, que 
presenta una especificación multiplicativa. El programa men-
cionado parece admitir la modelización de la estructura de 
los intervenciones como producto de factores. Sin embargo, 
los intentos de estimación especificando Lj(B) de esta forma 
han terminado, después de algunas iteracicnes, con.el mensa-
je: "alta oorrelación entre los estimadores de los parámetros". 
Como alternativa hemos prooedido a desarrollar w.Lj(B) en el 
w . (B) J 
cociente de dos polinomios 
-ÓJrBJ ' donde Wj(B) = Wje(B) = 
j 
= (w . .¡. \.01 .B '¡' ••• .¡. oJ J w .~) y Ó.(B) = ~(B) = (1 - 61 .B -mJ J J 
Ó
2
.B2 _ ... _ ¿ .Bn ), 
J nJ 
con algunos términos oportunamente 
eliminados. 
Conviene observar que una práotioa comúnmente utili-
zada para localizar anómalos,y que consiste en considerar como 
tales aquellos cuyo valor absoluto supere dos veces la desvia-
ción típica de los residuos,coincide con la 100alización de 
anómalos 10 para c=2. 
La modelizaoión de series decenales requiere modelos 
ARIMA con retardos estacionales muy elevados. Esta estructura 
es arrastrada por el. procedimiento a la parametrización de 
la intervención correspondiente a un anómalo 10. Así, los 
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modelos ensayados son, desde un principio, dificilmente acep-
tables a la vista de la experiencia habitual en series tempo-
rales. Utilizar el procedimiento de forma automática no pare-
ce conducir a resultados incontrovertibles. En este sent:do, 
tanto en el trabajo de Hillmer, Bell y Tiao, 1983, como en el 
de Tsay, 1986, se ha procedido a elaborar la estructura de 
las intervenciones incorporando consideraciones adicionales 
que simplifican los modelos. 
Una Última ob~ervaci6n se refiere al probleffia de 
interrupci6n de la estimaci6n que se presenta en el proce-
diffiiento estudiado al aumentar el número de an6~alos inclui-
dos, y que 10 paraliza. Es razonable esperar que la práctiC2 
de Tsay, 1986, que trata unic~7.ente un an6malo modificando 
el modelo para la siguiente iteraci6n, atenuará esta dificul-
tad. 
A modo de ocnClusi6n, si el procedirriento ha de uti-
lizarse de forma automática para la localizaci6n de an6malos 
debe ser respaldado por trabajos de simulaci6n que,entre otros 
resultados,eliminen los prejuicios respecto a modelos para las 
~tervenciones con retardos muy elevados. 
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