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Abstract—Although studying in multiple-deletion correcting
codes has made great progress in recent years, studying in codes
correcting multiple deletions and substitutions simultaneously
still in its beginning. Recent work by Smagloy et al. [12] gives a
construction of single-deletion and single-substitution codes with
redundancy 6 log n + 8, where n is the length of the codes.
In this paper, we propose a family of systematic 1-deletion s-
substitution correcting code with asymptotical redundancy at
most 4(s + 1) log n + o(log n) for constant s such that s ≥ 1.
I. INTRODUCTION
The problem of constructing deletion/insertion correcting
codes was introduced by Levenshtein [1] and recently has
attracted increasing attention due to their relevance to DNA-
based data storage [2]. In [1], Levenshtein proved that a code
can correct up to t deletions if and only if it can correct up
to t insertions, if and only if it can correct the combination
of t1 insertions and t2 deletions for any non-negative integers
t1 and t2 with t1 + t2 ≤ t. Levenshtein also proved that the
redundancy of a t-deletion correcting code is asymptotically
at least t logn, where n is the length of the code.
The first class of single-deletion correcting codes with
redundancy logn + O(1) are the well-known Varshamov-
Tenengolts (VT) codes [3], which are defined as
VTa(n) = {c ∈ {0, 1}
n; c · v ≡ a mod (n+ 1)} ,
where v = (1, 2, · · · , n), a ∈ [0, n] and · is the standard inner
product. A decoding algorithm of the VT codes to correct a
single deletion was proposed in [1], and a systematic encoding
algorithm of the VT codes was proposed in [4], both have
linear-time complexity.
The VT construction was generalized in [5], [6] by replacing
the weight vector v = (1, 2, · · · , n) in the parity check
equation with a t-order recursive sequence. The resulted codes
are capable of correcting t deletions. However, the asymptotic
rate of such codes is bounded away from 1.
Multiple-deletion correcting codes with small asymptotical
redundancy were studied in several recent works. In [7], Brak-
ensiek et al. presented a family of t-deletion correcting codes
with asymptotical redundancy O(t2 log t logn). For t = 2, the
redundancy was improved by the parallel works of Gabrys
et al. [8] and Sima et al. [9]. Specifically, the code in [8]
has redundancy 8 logn+O(log log n) and the code in [9] has
redundancy 7 logn+o(logn). More recently, Sima and Bruck
generalized the construction in [9] to t-deletion correcting
codes with redundancy 8t logn+ o(logn) [10].
However, in many application scenarios, such as DNA data
storage and file synchronization, it is necessary to correct
edit errors (i.e., the combination of insertions, deletions and
substitutions), which motivates the problem of constructing
codes that can correct insertions, deletions and/or substitutions.
A modified VT construction with redundancy logn + O(1)
was presented in [1] to correct a single insertion, deletion or
substitution, which is also referred to as an edit. Quaternary
codes that can correct a single edit for DNA data storage was
considered in [11]. In [12], a single-deletion single-substitution
correcting codes with redundancy 6 logn+8 was constructed
using 4 VT-like parity check equations.
In this paper, we study the problem of constructing 1-
deletion s-substitution correcting codes. Note that a substitu-
tion error can be seen as a deletion followed by an insertion.
Therefore, a (2s+ 1)-deletion correcting code is a 1-deletion
s-substitution correcting code. The best known construction
for (2s + 1)-deletion correcting codes was given by Sima
and Bruck in [10], which has asymptotic redundancy roughly
8(2s + 1) logn + o(log n). On the other hand, it was shown
in [12] that the redundancy R of a 1-deletion s-substitution
correcting code satisfies
R ≥ (s+ 1) logn+ o(log n).
The main result of this paper is a construction of 1-deletion
s-substitution correcting codes with a systematic encoding
function and with redundancy at most 4(s+1) logn+o(logn),
which bridges the gap between the lower bound and the
existing constructions. A systematic code is desirable since
the information sequence can be extracted directly from a
codeword when decoding.
Our construction uses a set of higher order weight vec-
tors a(j), j = 0, 1, · · · , 2s + 1, to construct parity checks,
where a(0) is the all-ones vector of length n and a(j) =(
1j−1, 1j−1 + 2j−1, · · · ,
∑n
i=1 i
j−1
)
, j = 1, 2, · · · , 2s + 1.
Similar higher order weight vectors are used in the construc-
tion of single-deletion single-substitution correcting codes [12]
and the construction of t-deletion correcting codes [10]. How-
ever, for t-deletion codes with t > 1, the parity checks from
such higher order weight vectors can be used to protect only
those sequences where consecutive 1 entries have distance at
least t [10]. Interestingly, in this paper, we find that they can
be used to protect all length n sequences in constructing 1-
deletion s-substitution correcting codes. The construction in
[12] is just the special case of s = 1.
A. Organization
The t-deletion s-substitution correcting codes and relevant
concepts are introduced in Section II. Our construction of 1-
deletion s-substitution correcting codes is presented in Section
III, and the related lemmas used by our construction are proved
in Section IV. Finally, the paper is concluded in Section V.
B. Notations
The following notations will be used in this paper:
1) For any integers m and n such that m ≤ n, denote
[m,n] = {m,m + 1, · · · , n}. If m > n, let [m,n] = ∅. For
simplicity, denote [1, n] = [n] for any positive integer n.
2) For any set S, |S| is the size (cardinality) of S, and
(
S
t
)
is the set of all size t subsets of S.
3) For any vector x ∈ An and i ∈ [n], where A is
some fixed alphabet, unless otherwise stated, xi is the ith
coordinate of x. In other words, x = (x1, · · · , xn). For any
D = {i1, · · · , id} ⊆ [n] such that i1 < · · · < id, we denote
xD = (xi1 , · · · , xid). Superscript is allowed in this notation.
For example, if a(i) ∈ An, then a(i) = (a
(i)
1 , a
(i)
2 , · · · , a
(i)
n ).
II. DELETION AND SUBSTITUTION CORRECTING CODES
In this paper, for any positive integer n, a vector x ∈ {0, 1}n
will also be called an n-sequence. For m ≤ n, a sequence
y ∈ {0, 1}m is called an m-subsequence of x if y = xD for
some D ∈
(
[n]
m
)
; we say that y is an m-subsequence of x with
at most s substitutions if y ∈ {0, 1}m and dH(y, xD) ≤ s for
some D ∈
(
[n]
m
)
, where s ≤ m and dH(·, ·) is the Hamming
distance between two vectors of the same dimension. In other
words, y is anm-subsequence of x with at most s substitutions
if y can be obtained from x by n −m deletions and at most
s substitutions.
Let t and s be positive integers such that t + s < n. For
any x ∈ {0, 1}n, let Bt,s(x) be the set of all sequences that
can be obtained from x by at most t deletions and at most
s substitutions. Note that Bt,s(x) ⊆
⋃t
i=0{0, 1}
n−i. A code
C ⊆ {0, 1}n is a t-deletion s-substitution correcting code if
Bt,s(c)∩Bt,s(c′) = ∅ for any distinct c, c′ ∈ C. In other words,
C ⊆ {0, 1}n is a t-deletion s-substitution correcting code if
for any c ∈ C, c can be recovered from any y ∈ Bt,s(c).
For each t′ ∈ [0, t], let Bt′,s(x) be the set of all (n − t′)-
subsequences y of x with at most s substitutions. (Note that
this means that y can be obtained from x by exactly t′ deletions
and at most s substitutions.) Then Bt′,s(x) ⊆ {0, 1}n−t
′
and
Bt,s(x) =
⋃t
t′=0 Bt′,s(x). It is easy to see that C ⊆ {0, 1}
n
is a t-deletion s-substitution correcting code if and only if
Bt,s(c)∩Bt,s(c′) = ∅ for any distinct c, c′ ∈ C, if and only if
dH(c[n]\D, c
′
[n]\D′) ≥ 2s+1 for any distinct c, c
′ ∈ C and any
(not necessarily distinct) D,D′ ∈
(
[n]
t
)
.
Let C ⊆ {0, 1}n be a code of length n and k ∈ [n]. A set
I ∈
(
[n]
k
)
is said to be an information set of C if for every
u ∈ {0, 1}k, there is at least one codeword c ∈ C such that
cI = u. Clearly, k ≤ log |C|.1 We are interested in the largest
1In this paper, we consider binary codes, and hence all logarithms are taken
base two.
k for which C has an information set of size k. An encoding
function E : {0, 1}k → {0, 1}n is said to be systematic on I
if for every u ∈ {0, 1}k, cI = u, where c = E(u).
In this paper, we consider 1-deletion s-substitution correct-
ing codes, where s ≥ 1. Hence, it is reasonable to assume
n > 2s+ 1 ≥ 3. For each x ∈ {0, 1}n, denote
N (x) , {x′ ∈ {0, 1}n;B1,s(x) ∩ B1,s(x
′) 6= ∅}.
Then C ⊆ {0, 1}n is a 1-deletion s-substitution correcting code
if and only if c′ /∈ N (c) for any distinct c, c′ ∈ C.
Remark 1: Clearly, for each x ∈ {0, 1}n, N (x) is the set
of all x′ ∈ {0, 1}n such that dH(x[n]\{λD}, x
′
[n]\{λ′
D
}) ≤ 2s for
some (not necessarily distinct) λD, λ
′
D ∈ [n]. Note that each
x′ ∈ N (x) can be obtained by the following three steps: in step
1, delete one of {x1, x2, · · · , xn} to obtain a y ∈ {0, 1}n−1;
in step 2, insert an x′ ∈ {0, 1} to y in one of n positions in
y; in step 3, substitute some s′ (s′ ∈ [0, 2s]) elements of the
n− 1 elements of y. Hence, we have
|N (x)| ≤ 2n2
2s∑
s′=0
(
n− 1
s′
)
< n2s+2. (1)
The following lemma will also be used in our discussions.
Lemma 2: Suppose k, n1, n2, · · · , nk are positive integers
such that ni > s for each i ∈ [k] and N =
∑k
i=1 ni. Suppose
x = (x(1), x(2), · · · , x(k)) ∈ {0, 1}N such that x(i) ∈ {0, 1}ni
for each i ∈ [k]. If y ∈ B1,s(x), then for each i ∈ [k], we have
y(i) , y[Ni−1+1,Ni−1+ni−1] ∈ B1,s(x
(i)), where N0 = 0 and
Ni =
∑i
ℓ=1 nℓ for each i ∈ [k].
Proof: If y ∈ B0,s(x), the conclusion is obvious. If y ∈
B1,s(x), then y is a length N − 1 subsequence of x with at
most s substitutions, so each y[Ni−1+1,Ni−1+ni−1] is a length
ni − 1 subsequence of x(i) with at most s substitutions, that
is, y[Ni−1+1,Ni−1+ni−1] ∈ B1,s(x
(i)) ⊆ B1,s(x(i)).
III. CONSTRUCTION OF 1-DELETION s-SUBSTITUTION
CORRECTING CODES
In this section, we construct a family of systematic 1-
deletion s-substitution correcting code. Let n > 2s + 1 be
an integer. The encoding function E is given by
E(x) =
(
x, g(x),Rep2s+2
(
h
(
g(x)
)))
, ∀ x ∈ {0, 1}n, (2)
where Rep2s+2(·) is the encoding function of the (2s + 2)-
fold repetition code. The functions g and h, which will be
constructed later, satisfy the following two conditions:
(C1) Every x ∈ {0, 1}n can be recovered from g(x) and any
sequence in B1,s(x);
(C2) Every g(x) can be recovered from h(g(x)) and any
sequence in B1,s(g(x)).
On receiving y ∈ B1,s(E(x)), by Lemma 2, we can obtain
three sequences y(1), y(2), y(3) such that y(1) ∈ B1,s(x),
y(2) ∈ B1,s(g(x)) and y(3) ∈ B1,s(Rep2s+2(h(g(x)))). Note
that h(g(x)) can always be recovered from y(3), then g(x)
can be recovered from h(g(x)) and y(2), and finally x can be
recovered from g(x) and y(1). Hence, the resulted code is a
1-deletion s-substitution correcting code.
The functions g and h must be carefully constructed so that
the conditions (C1) and (C2) are satisfied and the lengths of
g(x) and h(g(x)) are as small as possible. In the rest of this
section, we will give three lemmas for constructing g and h,
and then present our main result. All lemmas in this section
will be proved in Section IV.
We start our construction by defining a set of VT-like re-
dundancies f(x)0, f(x)1, · · · , f(x)2s+1 for each x ∈ {0, 1}n.
Let a(j) ∈ Zn, j ∈ [0, 2s+1], be such that a(0) = (1, 1, · · · , 1)
is the all-ones vector of length n, and
a(j) =
(
1j−1, 1j−1 + 2j−1, · · · ,
n∑
i=1
ij−1
)
for j ∈ [2s + 1]. For each x ∈ {0, 1}n, define f(x) =
(f(x)0, f(x)1, · · · , f(x)2s+1) such that for each j ∈ [0, 2s+1],
f(x)j = x · a
(j) mod (2s+ 2)nj , (3)
where · is the standard inner product. Clearly, we have f(x) ∈∏2s+1
j=0 [0, (2s+ 2)n
j − 1].
The following lemma shows that x can be protected by f(x)
from 1-deletion s-substitution.
Lemma 3: For any x, x′ ∈ {0, 1}n, if x′ ∈ N (x) and
f(x) = f(x′), then x = x′.
Remark 4: For any fixed r = (r0, r1, · · · , r2s+1) ∈∏2s+1
j=0 [0, (2s+ 2)n
j − 1], let
Cr = {c ∈ {0, 1}
n; f(c) = r}.
By Lemma 3, c′ /∈ N (c) for any distinct c, c′ ∈ Cr. Hence, Cr
is a 1-deletion s-substitution correcting code. Note that [12,
Construction 11] is just the special case of Cr with s = 1.
Since the number of r ∈
∏2s+1
j=0 [0, (2s+ 2)n
j − 1] is∣∣∣∣∣∣
2s+1∏
j=0
[0, (2s+ 2)nj − 1]
∣∣∣∣∣∣ =
2s+1∏
j=0
(2s+ 2)nj ,
then by the pigeonhole principle, there exists an r such that
|Cr| ≥
2n∏2s+1
j=0
(2s+2)nj
. Hence, the redundancy R(Cr) of Cr
satisfies
R(Cr) ≤
2s+1∑
j=0
j logn+ o(log n)
= (s+ 1)(2s+ 1) logn+ o(log n).
Unfortunately, for s > 8, R(Cr) is larger than the redundancy
of the best known (2s + 1)-deletion correcting code, which
is 8(2s + 1) [10]. (Note that a (2s + 1)-deletion correcting
code is also a 1-deletion s-substitution correcting code.) In the
following Lemma 5, by using the same compression technique
as in [10, Lemma 2], we will construct a function g from f ,
and then use g to construct 1-deletion s-substitution correcting
code with smaller redundancy.
Lemma 5: There exists a function
g : {0, 1}n → {0, 1}4(s+1) logn+o(logn)
such that any x ∈ {0, 1}n can be recovered from g(x) and any
y ∈ B1,s(x).
By Lemma 5, each x ∈ {0, 1}n can be protected by the
(4(s+1) logn+ o(log n))-bit sequence g(x). We will further
construct a function h to protect g(x) using a o(logn)-bit
sequence (see Lemma 6 and Remark 7).
Lemma 6: For any positive integer L, there exists a function
h : {0, 1}L → {0, 1}⌈
L
⌈logn⌉⌉((2s+2) log logn+O(1))
such that any y ∈ {0, 1}L can be recovered from h(y) and
any z ∈ B1,s(y).
Remark 7: Take L = 4(s+1) logn+o(log n), then for each
x ∈ {0, 1}n, by Lemma 6, g(x) can be protect by h(g(x)),
whose length satisfies
length of h(g(x)) =
⌈
L
⌈logn⌉
⌉
((2s+ 2) log logn+O(1))
= 4(s+ 1)((2s+ 2) log logn+O(1))
= o(logn).
Now, we can present our main result.
Theorem 8: Let g and h be functions constructed in Lemma
5 and Lemma 6 respectively. The code C with its encod-
ing function E given by (2) is a systematic 1-deletion s-
substitution correcting code. The redundancy R(C) of C is
R(C) = 4(s+ 1) logn+ o(log n).
Proof: Clearly, the encoding function E defined by (2) is
systematic, so C is a systematic code. Moreover, by Lemma 5
and Lemma 6, the functions g and h satisfy conditions (C1)
and (C2), so C is a 1-deletion s-substitution correcting code.
Note that for every x ∈ {0, 1}n, by Lemma 5, the length
of g(x) is 4(s + 1) logn + o(log n), and by Remark 7, the
length of Rep2s+2(h(g(x))) is (2s + 2)o(logn) = o(log n).
Hence, the redundancy R(C) of C is R(C) = 4(s+1) logn+
o(logn) + o(log n) = 4(s+ 1) logn+ o(logn).
For s = 1 the code Cr constructed in Remark 4 has a smaller
redundancy than the code constructed in Theorem 8. However,
for s > 1, Theorem 8 gives a better construction than Remark
4 with respect to redundancy.
IV. PROOF OF LEMMAS
In this section, we prove the three lemmas presented in
Section III (i.e., Lemma 3, Lemma 5 and Lemma 6).
A. Proof of Lemma 3
Since x′ ∈ N (x), by Remark 1, we have
dH(x[n]\{λD}, x
′
[n]\{λ′
D
}) ≤ 2s (4)
for some λD, λ
′
D ∈ [n]. Note that x
′ ∈ N (x) if and only
if x ∈ N (x′). Then by the symmetry of x and x′, we can
assume, without loss of generality, that λD ≤ λ′D.
We first partition the index set [n] into 2s + 3 subsets,
denoted by T1, T2, · · · , T2s+3, as follows. By (4), there ex-
ist an E˜ ⊆ [n]\{λD} and an E˜′ ⊆ [n]\{λ′D} such that
x[n]\(E˜∪{λD}) = x
′
[n]\(E˜′∪{λ′
D
})
. Let E = E˜ ∪ {λD} and
E′ = E˜′ ∪ {λD}. Then we have
x[n]\E = x
′
[n]\E′ . (5)
Moreover, denoting E = {λ1, λ2, · · · , λ2s+1} and E′ =
{λ′1, λ
′
2, · · · , λ
′
2s+1} such that λ1 < λ2 < · · · < λ2s+1 and
λ′1 < λ
′
2 < · · · < λ
′
2s+1, then (4) implies that
λ′i =
{
λi for i ∈ [1, s1 − 1] ∪ [s2 + 1, 2s+ 1],
λi+1 − 1 for i ∈ [s1, s2 − 1],
(6)
where 1 ≤ s1 ≤ s2 ≤ 2s+1 such that λs1 = λD and λs2 = λ
′
D.
(See Example 10 for an illustration.) Let
Tk =


[λk−1 + 1, λk] for k ∈ [1, s1 − 1],
[λk−1 + 1, λk − 1] for k = s1,
[λk−1, λ
′
k−1] for k ∈ [s1 + 1, s2 + 1],
[λ′k−2 + 1, λ
′
k−1] for k ∈ [s2 + 2, 2s+ 3],
(7)
where we take λ0 = 1 and λ
′
2s+2 = n. (See also Example
10 for an illustration.) The collection {T1, T2, · · · , T2s+3}
satisfies the following four properties:
(P1) For all k ∈ [2s+3]\{s1− 1, 2s+3}, Tk 6= ∅. (Note that
by (7), Ts1−1 = ∅ if and only if λs1−1 = λs1 − 1.)
(P2) {T1, T2, · · · , T2s+3} is a partition of [n]. That is, T1, T2,
· · · , T2s+3 are pairwise disjoint and
⋃2s+3
k=1 Tk = [n].
(P3) If k < k′ such that Tk 6= ∅ and Tk′ 6= ∅, then for any
ik ∈ Tk and any ik′ ∈ Tk′ , ik < ik′ .
(P4) If T2s+3 6= ∅, then xT2s+3 = x
′
T2s+3
.
Note that by (6), we have λ′i = λi for every i ∈ [1, s1 − 1] ∪
[s2+1, 2s+1] and λi ≤ λ′i = λi+1−1 for every i ∈ [s1, s2−1].
Then the properties (P1), (P2) and (P3) can be easily obtained
from (7). Furthermore, the property (P4) holds because by (5)
and (6), xi = x
′
i for all i > λ2s+1 = λ
′
2s+1.
Let
∆ , {i ∈ [n];xi = 1}
and
∆′ , {i ∈ [n];x′i = 1}.
Moreover, for every i ∈ [n], let
ui , |∆ ∩ [i, n]| − |∆
′ ∩ [i, n]|.
Then to prove x = x′, it suffices to prove that ui = 0 for
all i ∈ [n]. Further, according to properties (P2) and (P4),
{Tk; k ∈ [2s+ 3]} is a partition of [n] and xT2s+3 = x
′
T2s+3
,
then it suffices to prove that ui = 0 for all i ∈
⋃2s+2
k=1 Tk.
Let S = ∆ ∩ E and S = ∆\E, and similarly, let S′ =
∆′ ∩ E′ and S′ = ∆′\E′. Then for each i ∈ [n], we have
ui = |S∩ [i, n]|+
∣∣S∩ [i, n]∣∣− (|S′∩ [i, n]|+ ∣∣S′∩ [i, n]∣∣)
= |S∩ [i, n]| − |S′∩ [i, n]|+
∣∣S∩ [i, n]∣∣− ∣∣S′∩ [i, n]∣∣ .
(8)
Remark 9: By the definition, |S∩ [i, n]| is the number of 1
entries in x[i,n]∩E and
∣∣S∩ [i, n]∣∣ is the number of 1 entries
in x[i,n]\E . Similarly, |S
′∩ [i, n]| is the number of 1 entries in
x′[i,n]∩E′ and
∣∣S′∩ [i, n]∣∣ is the number of 1 entries in x′[i,n]\E′ .
For each j ∈ [0, 2s+ 1] and i ∈ [n], we denote
w
(j)
i = a
(j)
i − a
(j)
i−1,
where we take a
(j)
0 = 0. Note that by the definition of a
(j), we
have w
(0)
1 = 1 and w
(0)
i = 0 for i ∈ [2, n], and w
(j)
i = i
j−1 for
j ∈ [2s+1] and i ∈ [n]. Then similar to [10, Proposition 2], for
each j ∈ [0, 2s+1], we can compute D(j) , x ·a(j)− x′ ·a(j)
as follows:
D(j) =
∑
ℓ∈∆
a
(j)
ℓ −
∑
ℓ∈∆′
a
(j)
ℓ
=
∑
ℓ∈∆
(
ℓ∑
i=1
w
(j)
i
)
−
∑
ℓ∈∆′
(
ℓ∑
i=1
w
(j)
i
)
=
n∑
i=1

 ∑
ℓ∈∆∩[i,n]
w
(j)
i

− n∑
i=1

 ∑
ℓ∈∆′∩[i,n]
w
(j)
i


=
n∑
i=1
(|∆ ∩ [i, n]| − |∆′ ∩ [i, n]|)w
(j)
i
=
2s+3∑
k=1
∑
i∈Tk
(|∆ ∩ [i, n]| − |∆′ ∩ [i, n]|)w
(j)
i
(i)
=
2s+2∑
k=1
∑
i∈Tk
(|∆ ∩ [i, n]| − |∆′ ∩ [i, n]|)w
(j)
i
=
2s+2∑
k=1
∑
i∈Tk
uiw
(j)
i (9)
where (i) holds because by the property (P4), xT2s+3 = x
′
T2s+3
.
Moreover, we have the following two claims.
Claim 1: For each k ∈ [1, s1] ∪ [s2 + 2, 2s + 2] and each
i ∈ Tk, ui = umk , where mk = max{i
′; i′ ∈ Tk}. (In fact, by
(7), we have mk = λk for k ∈ [1, s1]; ms1 = λs1 − 1; and
mk = λ
′
k−1 for k ∈ [s2 + 2, 2s+ 2].)
Claim 2: For each k ∈ [s1+1, s2+1], either ui ≥ 0 for all
i ∈ Tk, or ui ≤ 0 for all i ∈ Tk.
Proof of Claim 1: For each k ∈ [1, s1]∪ [s2 +2, 2s+2]
and each i ∈ Tk, by (6) and (7), we can obtain |[i, n] ∩ E| =
|{λk, · · · , λ2s+1}| = |{λ′k, · · · , λ
′
2s+1}| = |[i, n] ∩ E
′|. Note
that |E| = |E′|. Then we have |[i, n]\E| = |[i, n]\E′|. More-
over, since by (5), x[n]\E = x
′
[n]\E′ , then x[i,n]\E = x
′
[i,n]\E′ ,
which implies that the number of 1 entries in x[i,n]\E equals
to the number of 1 entries in x′[i,n]\E′ . By Remark 9,∣∣S ∩ [i, n]∣∣ = ∣∣S′ ∩ [i, n]∣∣ . (10)
Again by (6) and (7), we have [i, n] ∩ E = [mk, n] ∩ E,
from which we have x[i,n]∩E = x[mk,n]∩E . So the number
of 1 entries in x[i,n]∩E equals to the number of 1 entries in
x[mk,n]∩E and by Remark 9, we obtain
S ∩ [i, n] = S ∩ [mk, n]. (11)
Similarly, by (6) and (7), we have [i, n] ∩E′ = [mk, n] ∩E′,
and so x′[i,n]∩E′ = x
′
[mk,n]∩E′
. Hence, by counting the number
of 1 entries in x′[i,n]∩E′(= x
′
[mk,n]∩E′
), and by Remark 9, we
obtain
S′ ∩ [i, n] = S′ ∩ [mk, n]. (12)
Now, we have
ui
(i)
= |S ∩ [i, n]| − |S′ ∩ [i, n]|+
∣∣S ∩ [i, n]∣∣− ∣∣S′ ∩ [i, n]∣∣
(ii)
= |S ∩ [i, n]| − |S′ ∩ [i, n]|
(iii)
= |S ∩ [mk, n]| − |S
′ ∩ [mk, n]|
(iv)
= |S ∩ [mk, n]| − |S
′ ∩ [mk, n]|+
∣∣S ∩ [mk, n]∣∣
−
∣∣S′ ∩ [mk, n]∣∣
(v)
= umk ,
where (i) and (v) come from (8), (ii) comes from (10), and
(iii) comes from (11) and (12). Thus, Claim 1 is proved.
Proof of Claim 2: Suppose k ∈ [s1 + 1, s2 + 1]. By (6)
and (7), Tk = [λk−1, λ
′
k−1], where λk−1 ≤ λ
′
k−1 = λk − 1.
For i ∈ [λk−1 + 1, λ′k−1], by (6), we have [i, n] ∩ E =
{λk, · · · , λ2s+1} and [i, n] ∩ E′ = {λ′k−1, λk, · · · , λ2s+1}.
Note that |E| = |E′|. Then we can obtain |[i, n]\E| =
|[i, n]\E′|+1. Moreover, since by (5), x[n]\E = x
′
[n]\E′ , then
x′[i,n]\E′ is a subsequence of x[i,n]\E obtained by deleting the
first element of x[i,n]\E . By counting the number of 1 entries
in x[i,n]\E and x
′
[i,n]\E′ , and by Remark 9, we have
0 ≤
∣∣S ∩ [i, n]∣∣− ∣∣S′ ∩ [i, n]∣∣ ≤ 1, ∀i ∈ [λk−1 + 1, λ′k−1].
(13)
For i ∈ [λk−1, λ′k−1 − 1], by (6) and (7), we can obtain
[i, n] ∩ E′ = [λ′k−1, n] ∩ E
′. Similar to (12), we have
|S′ ∩ [i, n]| =
∣∣S′ ∩ [λ′k−1, n]∣∣ , ∀i ∈ [λk−1, λ′k−1 − 1] (14)
By a similar discussion, we can obtain
|S ∩ [i, n]| =
∣∣S ∩ [λ′k−1, n]∣∣ , ∀i ∈ [λk−1 + 1, λ′k−1 − 1]
(15)
By (6) and (7), we have |[λk−1, n]\E| = |[λk−1, n]\E′|.
Then similar to (10), we have∣∣S ∩ [λk−1, n]∣∣ = ∣∣S′ ∩ [λk−1, n]∣∣ . (16)
Again by (6) and (7), we have
[λk−1, n] ∩ E = (λ
′
k−1, n] ∩ E) ∪ {λk−1}.
Then by counting the number of 1 entries in x[λk−1,n]∩E and
x[λ′
k−1,n]∩E
, and by Remark 9, we have
0 ≤ |S ∩ [λk−1, n]| −
∣∣S ∩ [λ′k−1, n]∣∣ ≤ 1. (17)
Now, let
α ,
∣∣S ∩ [λ′k−1, n]∣∣− ∣∣S′ ∩ [λ′k−1, n]∣∣ . (18)
For each i ∈ [λk−1 + 1, λ
′
k−1 − 1], we have
ui
(i)
= |S∩ [i, n]| − |S′∩ [i, n]|+
∣∣S∩ [i, n]∣∣− ∣∣S′∩ [i, n]∣∣
(ii)
=
∣∣S∩ [λ′k−1, n]∣∣− ∣∣S′∩ [λ′k−1, n]∣∣+ ∣∣S∩ [i, n]∣∣
−
∣∣S′∩ [i, n]∣∣
(iii)
= uλ′
k−1
− α+
∣∣S∩ [i, n]∣∣− ∣∣S′∩ [i, n]∣∣ , (19)
where (i) and (iii) come from (8), and (ii) come from (14).
Combining (13) and (19), we have
uλ′
k−1
− α ≤ ui ≤ uλ′
k−1
− α+ 1, ∀i ∈ [λk−1 + 1, λ
′
k−1 − 1]
(20)
For i = λk−1, we have
uλk−1
(i)
= |S∩ [λk−1, n]| − |S
′∩ [λk−1, n]|+
∣∣S∩ [λk−1, n]∣∣
−
∣∣S′∩ [λk−1, n]∣∣
(ii)
= |S∩ [λk−1, n]| − |S
′∩ [λk−1, n]|
= |S∩ [λk−1, n]| −
∣∣S∩ [λ′k−1, n]∣∣+ ∣∣S∩ [λ′k−1, n]∣∣
− |S′∩ [λk−1, n]|
(iii)
= |S∩ [λk−1, n]| −
∣∣S∩ [λ′k−1, n]∣∣+ ∣∣S∩ [λ′k−1, n]∣∣
−
∣∣S′∩ [λ′k−1, n]∣∣
(iv)
= |S∩ [λk−1, n]| −
∣∣S∩ [λ′k−1, n]∣∣+ uλ′k−1 − α,
(21)
where (i) and (iv) come from (8), and (ii) come from (16),
and (iii) comes from (14). Combining (21) and (17), we have
uλ′
k−1
− α ≤ uλk−1 ≤ uλ′k−1 − α+ 1. (22)
Combining (20) and (22), we have
uλ′
k−1
− α ≤ ui ≤ uλ′
k−1
− α+ 1, ∀i ∈ [λk−1, λ
′
k−1 − 1].
(23)
By (18) and (13), we have
0 ≤ α =
∣∣S ∩ [λ′k−1, n]∣∣− ∣∣S′ ∩ [λ′k−1, n]∣∣ ≤ 1.
Hence, if α = 0, then (23) implies that
uλ′
k−1
≤ ui ≤ uλ′
k−1
+ 1, ∀i ∈ [λk−1, λ
′
k−1 − 1];
if α = 1, then (23) implies that
uλ′
k−1
− 1 ≤ ui ≤ uλ′
k−1
, ∀i ∈ [λk−1, λ
′
k−1 − 1].
In both cases, we have either ui ≥ 0 for all i ∈ Tk, or ui ≤ 0
for all i ∈ Tk, which proves Claim 2.
By Claim 1 and Claim 2, for each k ∈ [2s+2], either ui ≥ 0
for all i ∈ Tk or ui ≤ 0 for all i ∈ Tk. Let v ∈ {1,−1}2s+2
be such that vk = 1 if ui ≥ 0 for some i ∈ Tk, and vk = −1
otherwise. Then by (9), we have
x · a(j) − x′ · a(j) =
2s+2∑
k=1
(∑
i∈Tk
|ui|w
(j)
i
)
vk.
2 (24)
Since x′ ∈ N (x), then x and x′ have a common
subsequence of length 2s + 1, and so we can obtain
||∆ ∩ [i, n]| − |∆′ ∩ [i, n]|| ≤ 2s + 1 for all i ∈ [n]. By (9),
we have∣∣∣x · a(j) − x′ · a(j)∣∣∣ = n∑
i=1
||∆ ∩ [i, n]| − |∆′ ∩ [i, n]||w
(j)
i
≤
n∑
i=1
(2s+ 1)w
(j)
i
≤ n(2s+ 1)nj−1
≤ (2s+ 1)nj
< (2s+ 2)nj . (25)
Suppose f(x) = f(x′). Then by (3) and (25), we have
x · a(j) = x′ · a(j), ∀j ∈ [0, 2s+ 1].
Hence, by (24), we have Av⊺ = 0, where A is a (2s + 2) ×
(2s + 2) matrix given by (26) and v⊺ is the transpose of v.
We will prove that Av⊺ = 0 only when A = 0.
Let {k1, · · · , kQ} ⊆ [2s + 2] be the set of indices of the
columns of A that are non-zero. We need to consider the
following two cases.
Case 1: Q = 2s + 2. Then all columns of A are non-zero
and we have
det(A) = det


∑
i∈T2
|ui|i0 · · ·
∑
i∈T2s+2
|ui|i0
...
. . .
...∑
i∈T2
|ui|i2s · · ·
∑
i∈T2s+2
|ui|i2s


=
∑
ij∈Tj
j∈[2s+2]
det


|ui1 |i
0
1 · · · |ui2s+2 |i
0
2s+2
...
. . .
...
|ui1 |i
2s
1 · · · |ui2s+2 |i
2s
2s+2


=
∑
ij∈Tj
j∈[2s+2]
(
2s+2∏
ℓ=2
|uiℓ |
) ∏
2≤m<m′≤2s+2
(im′ − im)
> 0,
where the last inequality holds because by the Property (P3),
im′ < im for all im ∈ Tk and im′ ∈ Tm′ such that Tm 6= ∅,
Tm′ 6= ∅ and m < m′. In this case, Av⊺ = 0 implies v = 0,
which contradicts to the definition of v.
Case 2: 1 ≤ Q < 2s + 2. Consider the submatrix B of
A, formed by the intersection of rows 2, · · · , Q + 1 of A
and columns k1, · · · , kQ of A. Then Av⊺ = 0 implies that
Bv⊺{k1,··· ,kQ} = 0. Similar to Case 1, we can find det(B) >
0, so in this case Av⊺ = 0 implies v{k1,··· ,kQ} = 0, which
contradicts to the definition of v.
2In (24), we assume Ts1−1 6= ∅. However, if Ts1−1 = ∅, then (24) should
be replaced by
x · a(j) − x′ · a(j) =
∑
k∈[2s+2]\{s1−1}

∑
i∈Tk
|ui|w
(j)
i

 vk.
.
For both cases, we must have A = 0. Now, consider the
last row of A. Since i2s 6= 0 and Tk 6= ∅ for all k ∈ [2s+ 2],
we have ui = 0 for all i ∈
⋃
k=1 T2s+2. Hence, x = x
′, which
proves Lemma 3.
The following example is an illustration of how to find the
subsets E, E′ and Tj, j ∈ [2s+ 3].
Example 10: Consider the sequences x and x′ as given
in (27), where n = 20 and s = 3. Let λD = 7 and
λ′D = 14. Then dH(x[n]\{λD}, x
′
[n]\{λ′
D
}) ≤ 6, where x[n]\{λD}
and x′[n]\{λ′
D
} are given in (28). According to (6) , we have
E = {2, 4, 7, 9, 12, 17, 18} and E′ = {2, 4, 8, 11, 14, 17, 18},
where λD = λ3, λ
′
D = λ
′
5, λ
′
i = λi for i ∈ {1, 2, 6, 7} and
λ′i = λi+1− 1, i ∈ {3, 4}. Moreover, according to (7), we can
obtain T1 = {1, 2}, T2 = {3, 4}, T3 = {5, 6}, T4 = {7, 8},
T5 = {9, 10, 11}, T6 = {12, 13, 14}, T7 = {15, 16, 17},
T8 = {18} and T9 = {19, 20}. In (27), for the sake of clarity,
the elements of each Tk is marked by a common underline.
B. Proof of Lemma 5
For γ = (γ0, γ1, · · · , γ2s+1) ∈
∏2s+1
j=0 [0, (2s + 2)n
j − 1],
define
M(γ) =
2s+1∑
j=0
(
γj
j−1∏
i=0
(2s+ 2)ni
)
.
Then
M :
2s+1∏
j=0
[0, (2s+2)nj−1]→ [0, (2s+2)2s+2n(2s+1)(s+1)−1]
is a bijective mapping. Moreover, we have the following claim.
Claim 3: There exists a function
P : {0, 1}n → [1, 2(2s+2) logn+o(logn)]
such that for any x, x′ ∈ {0, 1}n, if x′ ∈ N (x) and
(M(f(x)) mod P (x), P (x)) = (M(f(x′)) mod P (x′), P (x′)),
then x = x′.
Proof of Claim 3: For any x′ ∈ N (x)\{x}, by Lemma
3, we have f(x) 6= f(x′), so by definition of M , we have
0 < |M(f(x))−M(f(x′))| < (2s+ 2)2s+2n(2s+1)(s+1).
(29)
Let
P(x) = {p; p is a divisor of |M(f(x))−M(f(x′))|
for some x′ ∈ N (x)\{x}}.
For every x′ ∈ N (x)\{x}, by [10, Lemma 7], the number of
divisors of |M(f(x))−M(f(x′))| is upper bounded by
2ln n˜/ ln ln n˜ = 2o(logn),
where n˜ = (2s + 2)2s+2n(2s+1)(s+1) is the upper bound
of |M(f(x)) − M(f(x′))| given by (29). Moreover, by (1),
|N (x)| < n2s+2. Then we obtain
|P(x)| < n2s+22o(logn) = 2(2s+2) log n+o(logn),
A =


∑
i∈T1
|ui|w
(0)
i
∑
i∈T2
|ui|w
(0)
i · · ·
∑
i∈T2s+2
|ui|w
(0)
i∑
i∈T1
|ui|w
(1)
i
∑
i∈T2
|ui|w
(1)
i · · ·
∑
i∈T2s+2
|ui|w
(1)
i
...
...
. . .
...∑
i∈T1
|ui|w
(2s+1)
i
∑
i∈T2
|ui|w
(2s+1)
i · · ·
∑
i∈T2s+2
|ui|w
(2s+1)
i


=


1 0 · · · 0∑
i∈T1
|ui|i0
∑
i∈T2
|ui|i0 · · ·
∑
i∈T2s+2
|ui|i0
...
...
. . .
...∑
i∈T1
|ui|i2s
∑
i∈T2
|ui|i2s · · ·
∑
i∈T2s+2
|ui|i2s

 . (26)
x = (x1, x2, x3, x4, x5, x6, x7, x8, x9, x10, x11, x12, x13, x14, x15, x16, x17, x18, x19, x20),
x′ = (x1, x
′
2, x3, x
′
4, x5, x6, x8, x
′
8, x10, x11, x
′
11, x13, x14, x
′
14, x15, x16, x
′
17, x
′
18, x19, x20). (27)
x[n]\{λD} = (x1, x2, x3, x4, x5, x6, x8, x9, x10, x11, x12, x13, x14, x15, x16, x17, x18, x19, x20),
x′[n]\{λD} = (x1, x
′
2, x3, x
′
4, x5, x6, x8, x
′
8, x10, x11, x
′
11, x13, x14, x15, x16, x
′
17, x
′
18, x19, x20). (28)
which implies that there exists a number P (x) ∈
[1, 2(2s+2) logn+o(logn)] such that
P (x) ∤ |M(f(x))−M(f(x′))|
for all x′ ∈ N (x)\{x}. That is,
M(f(x)) 6≡M(f(x′)) mod P (x)
for all x′ ∈ N (x)\{x}. In other words, if x′ ∈ N (x) and
M(f(x)) ≡ M(f(x′)) mod P (x), then x = x′. There-
fore, if x′ ∈ N (x) and (M(f(x)) mod P (x), P (x)) =
M(f(x′)) mod P (x′), P (x′)), then we have x = x′.
Now, let g : {0, 1}n → {0, 1}4(s+1) log n+o(logn) be such
that g(x) = (g1(x), g2(x)), where g1(x) is the binary repre-
sentation of M(f(x)) mod P (x) and g2(x) is the binary rep-
resentation of P (x). Then by Claim 3, for any x, x′ ∈ {0, 1}n,
if x′ ∈ N (x) and g(x) = g(x′), then x = x′. Therefore, given
g(x) and any y ∈ B1,s(x), x is uniquely determined by g(x)
and y. In other words, x ∈ {0, 1}n can be recovered from g(x)
and any y ∈ B1,s(x), which proves Lemma 5.
C. Proof of Lemma 6
We first prove the following Claim 4.
Claim 4: There exists a function
h˜ : {0, 1}⌈logn⌉ → {0, 1}(2s+2) log log n+O(1),
computable in O(n log2s+2 n) time, such that any y˜ ∈
{0, 1}⌈logn⌉ can be recovered, given h˜(y˜) and a z˜ ∈ B1,s(y˜).
Proof of Claim 4: We need to construct a function
h˜ : {0, 1}⌈logn⌉ → {0, 1}(2s+2) log logn+O(1) such that h˜(y˜) 6=
h˜(y˜′) for all y˜′ ∈ N (y˜)\{y˜}. Viewing h˜(y˜) as the binary
representation of a color of y˜ and each y˜
′ ∈ N (y˜) as a
neighbor of y˜, h˜ can be constructed by the greedy coloring
algorithm: Color the sequences in {0, 1}⌈logn⌉ one by one,
assigning to each y˜ the smallest positive integer not yet
assigned to any one of its already-colored neighbors. The
complexity of constructing h˜ is O(n log2s+2 n) and the length
of h˜(y˜) is log(∆+1) ≤ (2s+2) log logn+O(1), where ∆ =
max{|N (y˜)|; y˜ ∈ {0, 1}⌈logn⌉} and by (1), ∆ < ⌈logn⌉2s+2.
To construct h, for each y ∈ {0, 1}L, we split (y, 0L
′
) into
k =
⌈
L
⌈logn⌉
⌉
blocks, denoted as y(1), y(2), · · · , y(k), where
L′ =
⌈
L
⌈log n⌉
⌉
⌈logn⌉ − L. Let
h(y) = (h˜(y(1)), h˜(y(2)), · · · , h˜(y(k))).
Then the length of h(y) is
⌈
L
⌈logn⌉
⌉
((2s+2) log logn+O(1))
and the computing complexity is O
(⌈
L
⌈logn⌉
⌉
n log2s+2 n
)
.
For any z ∈ B1,s(y), by Lemma 2 and Claim 4,
each y(i) can be recovered from h˜(y(i)) and z(i) ,
z[(i−1)⌈logn⌉+1,i⌈log n⌉−1]. Hence, y can be recovered from
h(y) and z, which proves Lemma 6.
V. CONCLUSIONS AND DISCUSSIONS
We proposed a family of systematic 1-deletion s-
substitution correcting code with asymptotical redundancy at
most 4(s+1) logn+ o(logn) for constant s such that s ≥ 1.
Our construction bridges the gap between the lower bound of
such codes and the best known (2s + 1)-deletion correcting
codes, which are also a family of 1-deletion s-substitution cor-
recting codes. Construction of optimal t-deletion s-substitution
correcting codes for t, s ≥ 2 is still an open problem.
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