We study bracketing numbers for spaces of bounded convex functions in the L p norms. We impose no Lipschitz constraint. Previous results gave bounds when the domain of the functions is a hyperrectangle. We extend these results to the case wherein the domain is a polytope. Bracketing numbers are crucial quantities for understanding asymptotic behavior for many statistical nonparametric estimators. Our results are of interest in particular in many multidimensional estimation problems based on convexity shape constraints.
Introduction and Motivation
To quantify the size of an infinite dimensional set, the pioneering work of Kolmogorov and Tihomirov (1961) studied the metric covering number of the set and its logarithm, the metric entropy. Metric entropy quantifies the amount of information it takes to recover any element of a set with a given accuracy ǫ. This quantity is important in many areas of statistics and information theory; in particular, the asymptotic behavior of empirical processes and thus of many statistical estimators is fundamentally tied to the entropy of the class under consideration (Dudley, 1978) .
In this paper, we are interested not in the metric entropy but the related bracketing entropy for a class of functions. Let F be a set of functions and let d be a metric on F. We call a pair of functions [l, u] a bracket if l ≤ u pointwise. For ǫ > 0, the ǫ-bracketing number of F, denoted N [ ] (ǫ, F, d), is the smallest N such that there exist brackets [l i , u i ], i = 1, . . . , N , such that for all f ∈ F, there exists i with l i (x) ≤ f (x) ≤ u i (x) for all x. Like metric entropies, bracketing entropies are fundamentally tied to rates of convergence of certain estimators (see e.g., Birgé and Massart (1993) , van der Vaart and Wellner (1996) , van de Geer (2000) ).
In this paper, we study the bracketing entropy of classes of convex functions. Our interest is motivated by the study of nonparametric estimation of functions satisfying D f (x) p dx 1/p for 1 ≤ p < ∞, and let L ∞ (f ) = sup x∈D |f (x)|. Since convex functions are Lebesgue almost everywhere two-times differentiable their entropies correspond to the entropy for twice differentiable function classes, namely ǫ −d/2 . When D is a hyperrectangle d [−1, 1], and B = 1, Γ i = 1, Bronshtein (1976) and Dudley (1984) , chapter 8, indeed show that log N (ǫ,
Here, N (ǫ, F, ρ) is the ǫ-covering number of F in the metric ρ, i.e. the smallest number of balls of ρ-radius ǫ that cover F. Bracketing entropies govern the suprema of corresponding empirical processes and thus govern the rates of convergence of certain statistical estimators. In many problems, including some of the statistical ones mentioned above, the classes that arise do not naturally have Lipschitz constraints, and so the class C (D, B, Γ) is not of immediate use. Without Lipschitz constraints, the L ∞ bracketing numbers are not bounded, but one can use the L p metrics, 1 ≤ p < ∞, instead: Dryanov (2009) and Guntuboyina and Sen (2013) found bounds when d = 1 and d > 1, respectively, for metric entropies of C (D, 1): they found that log N (ǫ, C (D, 1) , L p ) ǫ −d/2 , again with D a hyperrectangle. The d = 1 case (from Dryanov (2009) ) was the fundamental building block in computing the rate of convergence of the univariate log-concave and s-concave MLEs in Doss and Wellner (2015a) . In the corresponding statistical problems when d > 1, the domain of the functions under consideration is not a hyperrectangle but rather is a polytope, and thus the results of Guntuboyina and Sen (2013) are not always immediately applicable, and there is need for results on more general convex domains D. It is not immediate that previous results will apply, since D may have a complicated boundary. In this paper we are able to indeed find bracketing entropies for all polytopes D, attaining the bound
with 1 ≤ p < ∞, D a polytope, and 0 < B < ∞. Note we work with bracketing entropy rather than metric entropy. Bracketing entropies are larger than metric entropies (van der Vaart and Wellner, 1996) , so bracketing entropy bounds imply metric entropy bounds of the same order. Along the way, we also generalize the results of Bronshtein (1976) to bound the L ∞ bracketing numbers of C (D, B, Γ) when D is arbitrary. One of the benefits of our method is its constructive nature. We initially study only simple polytopes and in that case attempt to keep track of how constants depend on D.
This paper is organized as follows. In Section 2 we prove bounds for bracketing entropy of classes of convex functions with Lipschitz bounds, using the L ∞ metric. We use these to prove our main result for the bracketing entropy of classes of convex functions without Lipschitz bounds in the L p metrics, 1 ≤ p < ∞, which we do in Section 3. We defer some of the details of the proofs to Section 4.
Bracketing with Lipschitz Constraints
If we have sets
where, for a class of functions F and a set G, we let F| G denote the class {f | G : f ∈ F} where f | G is the restriction of f to the set G. We will apply (1) to a cover of D by sets G with the property that
for some Γ < ∞, so that we can apply bracketing results for classes of convex functions with Lipschitz bounds. Thus, in this section, we develop the needed bracketing results for such Lipschitz classes, for arbitrary domains G. Recall C (D, 1, Γ, v) is the class of convex functions ϕ defined on D, uniformly bounded by B and with Lipschitz parameter Γ i in the direction v i . When v i are the standard basis of R d , we just write C (D, 1, Γ). When we have Lipschitz constraints on convex functions, we will see that the situation for forming brackets for C (D, 1, Γ) with D ⊆ [0, 1] d is essentially the same as for forming brackets for
For B > 0 and a convex function f defined on a convex set D, define the epigraph Bronshtein (1976) found entropy estimates in the Hausdorff distance for classes of ddimensional convex sets (see also Dudley (1999) , chapter 8). These entropy bounds for classes of convex sets are the main tool for Bronshtein (1976) 's entropy bounds for classes of convex functions, and they will also be the main tool in our bracketing bounds for convex functions (with Lipschitz constraints). The following lemma connects the Hausdorff distance on sets of epigraphs of Lipschitz functions to the supremum distance for those functions.
Proof. For ease of notation, let
by the Cauchy-Schwarz inequality. Thus, again by Cauchy-Schwarz,
Theorem 3.2 from (Guntuboyina and Sen, 2013) gives the following result when
we now extend it to the case of a general D. When we consider convex functions without Lipschitz constraints, we will partition D into sets that are similar to parallelotopes. Note that if P ⊂ R ⊂ R d where R is a hyperrectangle and P is a parallelotope defined by vectors v 1 , . . . , v d , then if A is a linear map with v 1 , . . . , v d as its eigenvectors (thus rescaling P ), then AR will not necessarily still be a hyperrectangle, i.e. its axes may no longer be orthogonal. Thus, we cannot argue by simple scaling arguments that bracketing numbers for P scale with the lengths along the vectors v i .
Proof. The first inequality of the theorem is elementary. We will show the second. First we note the following scaling relationship. For f ∈ C (D, B, Γ) we can definef :
. This shows that
Thus, we now let a i = 0 and b i = 1 and consider a convex domainD
, where
Using (2), we see that
It is immediate that the left side of (3) equals
which are basic facts about l p norms in R d , we are done showing the second inequality of the theorem.
Bracketing without Lipschitz Constraints
In the previous section we bounded bracketing entropy for classes of functions with Lipschitz constraints. In this section we remove those Lipschitz constraints.
Notation and Assumptions
With Lipschitz constraints we could consider arbitrary domains D, but without the Lipschitz constraints we need more restrictions. We will now require that D is a polytope, and, to begin with, we also assume that D is simple. We will consider only the case d ≥ 2 since the result is given when d = 1 in Dryanov (2009) .
It is well-known that the simplicial polytopes are dense in the class of all polytopes in the Hausdorff distance. The simple polytopes are dual to the simplicial ones, and are also dense in the class of all polytopes in the Hausdorff distance (page 82 of Grünbaum (1967) ). Any convex polytope can be triangulated into O(n ⌊d/2⌋ ) simplices (which are simple polytopes) if the polytope has n vertices, see e.g. Dey and Pach (1998) , and so one can translate our results to a general polytope D. However, then any geometric intuition provided by the constants in the bounds is lost.
We let D = ∩ N j=1 E j where E j := x ∈ R d : v j , x ≥ p j are halfspaces with (inner) normal vectors v j , and where p j ∈ R, for j = 1, . . . , N . Let
and so, by Fritz John's theorem (John (1948) , see also Ball (1992) or Ball (1997) 
for some point x j ∈ G j . Let e k+1 , . . . , e d be the orthonormal basis given by the axes of the ellipsoid A j − x j and let γ j,α /2 be the radius of A j in the direction e α , meaning that x j ± γ j,α e α /2 lies in the boundary of A j . We will rely heavily on Fritz John's theorem to understand the size of
where
andf γ are defined in Proposition 4.2. Then let
be a sequence to be defined later. Let Lin P be the translated affine span of P , i.e. the space of all linear combinations of elements of (P − x), for any x ∈ P . Note that lin P is commonly used to refer to the linear span of P rather than of P − x, and thus to distinguish from this case, we use the notation "Lin" rather than "lin." For a point x, a set H, and a unit vector v, let d(x, H, v) := inf {|k| : x + kv ∈ H} be the distance from x to H in direction v, and for a set E, d(E, H, v) := inf x∈E d(x, H, v).
where for α > k we let i α = A + 1. These sets are not parallelotopes, since for
Main Results
We want to bound the slope of functions f ∈ C (D, 1) | G i,j , so that we can apply bracketing bounds on convex function classes with Lipschitz bounds. Note that each G i,j is distance δ iα in the direction of v jα from H jα , which means that if f ∈ C (D, 1) | G i,j then f has Lipschitz constant bounded by 2/δ iα along the direction v jα towards H jα . However, the vectors v jα are not orthonormal, so the distance from G i,j along v jα to a hyperplane other than H jα may be smaller than δ iα . For each G i,j we will find an orthonormal basis such that G i,j is contained in a rectangle R whose axes are given by the basis and whose lengths along those axes (i.e., widths) is bounded by a constant times the width of one of the normal vectors v jα . Furthermore, the distance from R along each basis vector to ∂D will be bounded by the distance from G i,j along v jα to H jα . This will give us control of both the Lipschitz parameters and the widths corresponding to the basis, and thus control of the size of bracketing for classes of convex functions.
Proposition 3.1. Let Assumption 1 hold for a convex polytope D. For each k ∈ {0, . . . , d}, i ∈ I k , j ∈ J k , and each G i,j , there is an orthornormal basis e i,j ≡ e := (e 1 , . . . , e d ) of R d such that for any f ∈ C (D, B) | G i,j , f has Lipschitz constant 2B/δ iα in the direction e α , where δ iα = δ A+1 if k + 1 ≤ α ≤ d. Furthermore, for α = 1, . . . , k, e i,j,α ≡ e α satisfies e α ∈ span {v j 1 , . . . , v jα } , e α ⊥ span v j 1 , . . . , v j α−1 , and e α , v α > 0, and for α ∈ {k + 1, . . . , d}, e α ⊥ span {v j 1 , . . . , v j k }.
Proof. Without loss of generality, for ease of notation we assume in this proof that j β = β for β = 1, . . . , k, and then that
where we let i α = A + 1 for k < α ≤ N . That is, we assume that H 1 , . . . , H k are the nearest hyperplanes to G i,j , in order of increasing distance. To define the orthonormal basis vectors, we will use a Gram-Schmidt orthonormalization, proceeding according to increasing distances from G i,j to the hyperplanes H j . Define e 1 := v 1 and for 1 < j ≤ k, define e j inductively by e j ∈ span {v 1 , . . . , v j } , e j ⊥ span {v 1 , . . . , v j−1 } , e j , v j > 0, and e j = 1, and let {e j } d j=k+1 be any orthonormal basis of span {v 1 , . . . , v k } ⊥ .
For α ∈ {1, . . . , k}, for any
since e α ⊥ span {v 1 , . . . , v α−1 }. Similarly, for α ∈ {k + 1, . . . , d},
, for all N ≥ j ≥ k + 1, and
since e α ⊥ span {v 1 , . . . , v k }. Thus, we have d(G i,j , H j , e α ) ≥ δ iα for α ∈ {1, . . . , d} and for j ∈ {1, . . . , N }. That is, we have shown
Thus, if f ∈ C (D, B) | G i,j , then for any x ∈ G i,j , let z 1 = x−γ 1 e α and z 2 = x+γ 2 e α , γ 1 , γ 2 > 0, both be elements of ∂G i,j , so that by convexity we have
using (9). Thus, f satisfies a Lipschitz constraint in the direction of e α .
Here is our main theorem. It gives a bracketing entropy of ǫ −d/2 when D is a fixed simple polytope. Its proof relies on embedding G i,j in a rectangle R i,j with axes given by Proposition 3.1. We need to control the distance of G i,j to ∂D, and we need to control the size of R i,j in terms of the widths along its axes. Then we can use the results of Section 2 on R i,j and thus on G i,j . Our studying the size of R i,j is somewhat lengthy so we defer that until Section 4. The constant S has an explicit form given in the proof of the theorem. 
, where S is a constant depending on d and D (and on u, which is fixed by (5)). 
Thus, 
as in (1). Now by Lemma 4.3, we can ignore all terms with j ∈ J k \ J D k , where
First we compute the sum over I k for a fixed j ∈ J k . Thus by Proposition 3.1,
where (25). That is, let ρ j,α = w(G j , e α ), L k,1 be given by (22), and let
so that G i,j ⊆ x + R i,j for any x ∈ G i,j by (26). Then by (10) (and the first inequality of Theorem 2.2) we bound
We use the trivial bracket [−1, 1] for any G i,j where i α = 0 for any α ∈ {1, . . . , k}, and otherwise we use Theorem 2.2, which shows us that (11) is bounded by
For i ∈ I k , we will let a (i 1 ,...,i k ) = 1 if i α = 0 for any α ∈ {1, . . . , k}, and otherwise we let
log ǫ for i = 1, . . . , A,
which is
For i = 1, . . . , A, let
by Lemma (3.1).
Next, we will relate the term c(d
to Vol d−k (G j ). Recall A j is the ellipsoid defined in (4) which has diameter (and width) in the e α direction given by γ j,α . By (4),
, we have
Then we have shown that (14) is bounded above by
Then, gathering the constants together intoc d , we have shown
Then the cardinality of the collection of brackets covering the entire domain D is given by summing over j ∈ J k and k ∈ {0, . . . , d}.
We have computed the cardinality of the brackets. Now we bound their size. We have
by Proposition 4.2, withf α defined there. Fixing k, we have
where L j,3 := max α∈{1,...,k} 1/ f α , v jα . We have
where A u ≤ 1 + 2u 1/(p+1) 2 by Lemma 3.1. Thus
. Lemma 3.1. For any γ ≥ 1, with A and u given by (7),
Since simplices are simple polytopes, by triangulating any convex polytope D into simplices, we can extend our theorem to any polytope D. The constant in the bound then depends on the triangulation of D. 
Proof. By the same scaling argument as in the proof of Theorem 3.1 we may assume [a i , b i ] = [0, 1] and B = 1. The d = 1 case is given by Dryanov (2009) . Any convex polytope D can be triangulated into d-dimensional simplices (see e.g. Dey and Pach (1998) , Rothschild and Straus (1985) ). We are done by applying Theorem 3.1 to each of those simplices, by (1).
4 Proofs: Relating G i,j to a Hyperrectangle 4.1 Inscribing G i,j in a Hyperrectangle Theorem 2.2 shows that the bracketing entropy of C (D, B, Γ) depends on the diameters of the hyperrectangle
This is part of why bounding entropies on hyperrectangular domains is more straightforward than on non-hyperrectangular domains. In this section we prove Propositions 4.1 and 4.2, which show how to embed the domains G i,j , which partition D, into hyperrectangles. We used this in the proof of Theorem 3.1 so we could apply Theorem 2.2.
The support function for a convex set D is, for
Then the width function is, for u = 1,
which gives the distance between supporting hyperplanes of D with inner normal vectors u and −u, respectively, and let
Theorem 2.2 says that the bracketing entropy of convex functions on domain D with Lipschitz constraints along directions e 1 , . . . , e k depends on w(D, e i ) (since that gives the maximum "rise" in "rise over run"). In our proof of Theorem 3.1 we partitioned D into sets related to parallelotopes. Thus we will study the widths of parallelotopes. We know the width of G i,j in the directions v jα , which are δ iα+1 −δ iα , by definition.
Lemma 4.1. Let V be a vector space of dimension j ∈ N containing linearly independent vectors v 1 , . . . , v j . Let d i > 0 for i = 1, . . . , j, and let P be the parallelotope defined by having w(P, v i ) = d i . Then P satisfies
Proof. The proof is by induction. The case j = 1 is trivial. Now assume the statement holds for j − 1 and we want to show it for j. For any x, y ∈ ∂P we can find a path x = x 0 , x 1 , . . . , x n = y from x to y such that x i and x i+1 are elements of (the boundary of) the same facet of P . P has 2j facets; if n > j, then we can find a path through the complementary 2j − n facets, so that we may assume n ≤ j. By the induction hypothesis, x i+1 − x i ≤ (j − 1)! max 1≤i≤j d i , since any (j − 1)-dimensional facet is a parallelotope lying in a hyperplane with normal vector v i and widths
This gives a bound on the width of G i,j in the direction of each basis vector e α , α = 1, . . . , k, from Proposition 3.1.
Proposition 4.1. Let Assumption 1 hold for a convex polytope D. Fix k ∈ {0, . . . , d}, i ∈ I k , j ∈ J k , and let G i,j be as in (8). Let e i,j ≡ e := (e 1 , . . . , e d ), with e α ∈ R d , be the orthornormal basis from Proposition 3.1. Then
Proof. Let α ∈ {1, . . . , k} and let w(G i,j , e α ) be given by the distance between the parallel supporting hyperplanes H 1 and H 2 . The distance between H 1 and H 2 is equal to the distance between H 1 ∩A and H 2 ∩A where A is any linear subspace containing the normal vector of H 1 and H 2 . Thus, let A = span {v j 1 , . . . , v jα } ∋ e α . G i,j is contained in a parallelotope,
Then P is a parallelotope contained in the α-dimensional vector space V = span {v j 1 , . . . , v jα } with widths w(P, v j β ) = δ i β +1 −δ i β , for β = 1, . . . , α. Thus we can apply Lemma 4.1 and conclude that
For the first inequality, we use the fact that w ∩ α β=1H j β , e α ≥ w ∩ k β=1H j β , e α , and that w ∩ α β=1H j β , e α = w(P, e α ) since the distance between any two supporting hyperplanes H 1 and H 2 of ∩ k β=1H j β is equal to the distance between H 1 ∩ A and H 2 ∩ A where A is any linear subspace containing the normal vector of H 1 and H 2 .
We will rely on the following representation for a k-dimensional parallelotope. For sets A and B, let A + B = {a + b : a ∈ A, b ∈ B} .
Lemma 4.2. Let V be a k-dimensional vector space, and P := ∩ k β=1Ẽ β be a parallelotope whereẼ β := {x ∈ V : 0 ≤ x, v β ≤ d β } for k linearly independent normal unit vectors v β . LetH Grünbaum (1967) . Note that f β satisfy f β , v β = d β so thatf β ∈ H + β ; thus the k intervals are given by [0, f β ], β = 1, . . . , k.
The next proposition combines the previous ones to bound the widths of G i,j (i.e., to embed G i,j in a hyperrectangle). 
which is finite since G j is bounded. Then
since H j β is the closest hyperplane to x in the direction e. Now, by (5) and (6), we have shown
meaning that
so we can conclude that w(G i,j −z, e α ) ≤ 2L k,1 w(G j , e α ) and w(G i,j , e α ) ≤ 2L k,1 w(G j , e α ) since z, e α = 0 for all d jγ given by the range (21), α = k + 1, . . . , d, for k = 1, . . . , d − 1. It then also follows that
where f α = (δ iα+1 − δ iα )f α / f α , v jα andf α given in the statement of the proposition. This yields (20).
Lemma 4.3. Let Assumption 1 hold and let G i,j be as in (8). If G j = ∅, then G i,j = ∅.
Proof. This follows from Proposition 4.2 and its proof.
The above provides a hyperrectangle containing G i,j . Let A+B = {a + b : a ∈ A, b ∈ B} for sets A, B. Let ρ j,α := w(G j , e α ) and then let
[−2L k,1 ρ j,α e α , 2L k,1 ρ j,α e α ] .
(25) Then, for any x ∈ G i,j we have shown
