forecasts than those generated by competing models.
Introduction
Many economic and financial time series are characterized by periods in which the behaviour of the series seems to change quite dramatically. Such apparent changes are often captured through the use of models with time-varying parameters. One notable class of models is given by the switching regression models where the whole set of parameters moves over a finite number of value sets. The switches between the sets of values are controlled by an unobserved state variable. Important methodological contributions include the work of Quandt (1958) and the more recent work of Le et al. (1996) and Li and Wong (2000) , which extend the switching regression model to the case of dependent data or more specifically an autoregression. A related class of models are the hidden Markov model regressions (Hamilton, 1994) , which differ from the switching regression models in that the unobserved state variable follows a latent Markov structure.
The switching regression models assume that there is only one state variable in each period which controls the switches in the model parameters. More specifically, these models are based on the assumption that the data generating process changes over time, and there is a latent model 456 A. Preminger et al. selection procedure dependent on a discrete state variable which randomly picks a parametric model each time. This procedure is characterized by defining a set or a subset of the model parameters to be mutually dependent on the state variable. Preminger et al. (2004a) introduced the extended switching regression (ESR) model, which is characterized by several state variables that independently influence the model selection procedure through the picking of a partial and disjoint group of the model parameters. The advantage of formulating state variables in such a way is that interesting qualitative information may result from the nature of the state variables. Furthermore, the assumption of independence among the state variables allows us to provide a parsimonious parameterization of the model, while expanding the possible number of states the model can assume.
In the ESR model, we assume that the state probabilities are constant, whereas economic as well as financial considerations suggest the desirability of allowing the state probabilities to vary over time. In this paper, we introduce the time-varying extended switching regression, TV-ESR, model in which the probability distribution changes over time. The ESR models are nested in the TV-ESR models; this implies that use of the TV-ESR models may allow for better description and prediction for the variables of interest. A related class of models is the switching regression model (i.e. models with one state variable) with time-varying probabilities, proposed by Li and Wong (2001) and which can be traced back to Goldfeld and Quandt (1972) .
We apply the TV-ESR models to combine forecasts of exchange rate volatility and investigate the incremental value of going from the traditional linear forecast combining methods and other methods for combining forecasts, derived from switching regression models, to the class of TV-ESR models. The motivation for using such models is that when one performs a linear combination of several individual forecasts to obtain a single forecast, the weights which are given to each individual forecast may change over time. The changes in the weights may be associated with the realization of several independent latent state variables.
A detailed comparison of the forecast combination methods on the basis of the root mean squared error (RMSE), mean absolute error (MAE), Theil-U statistic, the correct direction change prediction and the forecast encompassing tests, is performed. We show that the TV-ESR modelling procedure performs at least, as well, and often better than, forecasts based on rival combining methods.
The layout of this paper is as follows: the next section describes the model with relation to switching regression models. The following section presents forecast combining models, one of which is the TV-ESR model. The fourth section describes the data set and discusses empirical findings, and the final section concludes.
The Model
Switching regression models were developed as a way of allowing data to arise from a combination of two or more distinct data generation processes. At each time t, the actual process generating the data is determined by the realization of an unobserved random discrete variable denoted by s t which is called a state variable. A switching regression model is described by:
where µ t : X × → are known functions which satisfy standard measurability and continuity requirements 1 for all t, the error term ε t is a zero-mean white noise and s t is a state variable that can assume one of k integer values {1, 2, . . . , k} and x t ∈ X is a vector of explanatory variables.
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The function ψ(s t ) ∈ associates with each realization of the state variable, a parameter vector which is chosen from the set {ψ 1 , ψ 2 , . . . , ψ k }.
On the other hand, in the Extended Switching Regression (ESR) model, which was proposed by Preminger et al. (2004a) In other words, the ESR model is characterized by p independent selections from the disjoint parameter sets. From each set we select one element among k possible ones. The selection is random and dependent on the realization of latent state variables. A concise comparison between the latent structures of the ESR and the switching regression (SR) models is given in Fig. 1 .
From Figure 1 we can see that the ESR models have the advantage that they take into account situations where disjoint groups of the model parameters change independently over time. This assumption allows us to provide a parsimonious parameterization of the model while allowing us to consider a variety of k p states which our model can assume, and hence describe more efficiently structural changes in the data. However, the probabilities governing these changes are constant over time. The time-varying ESR (TV-ESR) model relaxes this assumption.
In addition, we assume for simplicity, and without loss of generality, that k = 2. The distribution of the state variable is assumed to be time varying, and given by logistic functions:
where the (l i × 1) conditioning vector z it contains explanatory variables that affect the state probabilities and γ i ∈ i is an unknown set of logistic function parameters. It will be convenient to stack the parameters governing the probabilities of the state variables into one vector,
, and let z t be a vector containing all the information in the z it . It is obvious, but worth noting, that when the last (l i − 1) terms of the (l i × 1) state variable vector γ i , are set to zero, the probability distribution of the state variables is time-invariant and our model reduces 
is the vector of all model parameters and under the normality assumption, the density of y t conditional upon x t , {s
where β ij i ∈ {β i1 , β i2 }. The log-likelihood function of the sample is
The maximum likelihood estimates (MLE) are obtained by maximizing Equation 7 with respect to the unknown model parameters. We can obtain under mild regularity assumptions the consistency and the asymptotic normality of the MLE (see Preminger et al., 2004b for more details). From the conditional density (Equation 6) it is straightforward to predict y t conditional on knowing {x t , z t , {s
Since the state variables are not observable, there are 2 d conditional predictions associated with 2 d possible states. Therefore, the unconditional prediction based on the data, is calculated as follows:
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Thus, the prediction for y t is a weighted average of the predictions given in Equation 8. In addition it is a nonlinear function of the observations although our model is linear, since the state probabilities depend nonlinearly on the data. In the simple case where the state variables are perfectly correlated our model reduces to the time-varying switching regression model (Li and Wong, 2001) . In order to estimate the parameters of a linear TV-ESR model, we use the EM algorithm popularized by Dempster et al. (1977) -see also McLachlan and Krishnan (1997) . This algorithm is particularly suitable to our model since the fact that the TV-ESR likelihood function is not concave hinders the performance of Newton-Raphson based optimization methods. In the EM algorithm, on the other hand, the likelihood values increase (weakly) in each iteration, thus ensuring the algorithm will converge to a local maximum in almost all cases. The development of the EM algorithm for the proposed model can be found in the Appendix.
TV-ESR Model for Combining Conditional Volatility Forecasts
Forecasting the exchange rate volatility has been a challenging area of research ever since the collapse of the Bretton Woods system of fixed parties. Volatility is important to policymakers and financial market participants because it can be used as a measure of risk. From the theoretical perspective, volatility plays a central role in pricing of derivative securities. Furthermore, for the purpose of forecasting, confidence intervals may be time varying so that more accurate intervals can be obtained by modelling the volatility of returns.
There is a vast literature on forecasting volatility, and many econometric models, most of which are likely to be misspecified, have been used. However, as noted by Hu and Tsoukalas (1999) , no single model was found to be superior. This raises the question: how should volatility forecasts, if at all, be combined into a single forecast with better forecasting performance. The rationale behind combining forecasts is that in practice, forecasting models are intentional abstractions of a much more complex reality (hence the individual forecasts might be biased at times). By combining individual forecasts based on different specifications and/or information sets, we can improve the forecast accuracy. Granger (1989) summarizes the usefulness of combining forecasts: "The combination of forecasts is a simple, pragmatic and sensible way to possibly produce better forecasts".
A common approach for combining forecasts is the simple average of the individual forecasts, which according to Clemen (1989) tends to outperform more complicated combining methods. Another method of combining forecasts suggested by Granger and Ramanathan (1984) is a linear regression on a set of forecasts, where the dependent variable is the true value. Other combination methods such as the Bayesian time-varying weight methods see Min and Zellner (1993) have been proposed as well. However, for the forecasting horizon we investigate in this work, the same authors have demonstrated that there is no substantial benefit in using Bayesian techniques rather than linear regression. 460 A. Preminger et al. In this work, we illustrate the use of the TV-ESR models as a forecast combining tool for exchange rates volatility forecasts and compare their performances to other common combining methods. We employ five alternative models of combining forecasts given by: the simple average of the individual forecasts (Average), the linear regression where the coefficients are estimated by ordinary least squares (OLS), the switching regression (SR) model with constant and time-varying probabilities, the extended switching regression (ESR) model and the time-varying extended switching regression (TV-ESR) model.
We expect the SR\ESR models to perform better relative to the traditional linear combining methods because these models would account for situations where the "best" model switches over time, by allowing one to change the weighting scheme for each of the individual forecasts over time. The ESR model allows the individual weights to shift at different unknown change-points (according to the realization of several latent state variables). However, if we assume that all the change-points are the same, the ESR model reduces to the traditional switching regression model in which all the combining weights shift at the same point in time. Thus, the switching regression incorporates a potentially binding constraint; all the individual combining weights are mutually dependent on one state variable. Practical considerations suggest the desirability of allowing the individual weights to switch independently over time and to describe more efficiently structural changes which can be related to shifts in the relative performances of the individual forecasts. Furthermore, in the TV-ESR we induce more flexibility by allowing the probability distributions of the latent state variables to change over time.
We consider two models for forecasting the conditional volatility. The GARCH(1, 1) and the moving average variance (MAV) model. Our choice is motivated by the fact that these models are widely employed in the financial econometric literature. Hansen and Lunde (2004) , compare the out-of-sample performances of 330 different volatility models to the GARCH(1, 1) model, concluding: "Interestingly, the best models do not provide a significantly better forecast than the GARCH(1, 1) model". See also Donaldson and Kamstra (1997) and Pagan and Schwert (1990) for similar results regarding the simple GARCH and MAV models, respectively.
In the GARCH(1, 1) model, the current conditional volatility of the currency's return depends on the lagged squared error term of the return, and the conditional volatility in the previous period. That is σ 2 t = ω + λσ 2 t−1 + δε 2 t−1 ; where σ 2 t and ε 2 t are the conditional variance and the squared error term of the return at time t respectively. The model (GARCH) parameters are estimated jointly by maximum likelihood methods assuming conditional normality. Previous studies (Bollerslev et al., 1992) have shown that lower order GARCH models in general and the GARCH (1,1) in particular, provide a parsimonious representation of the temporal dependence in conditional volatility. The second model we use is the MAV model (Pagan and Schwert, 1990) where the volatility is modelled as a simple average of the lagged squared error terms σ
where H , the number of lags, is chosen to minimize the Schwarz criterion (1978) . In order to combine our individual volatility forecasts we estimate the following TV-ESR model:
where ε t is a Gaussian white noise, β it ∈ {β i1 , β i2 } for i = 1, 2 and σ 2 t is the actual volatility for time t, andσ individual forecasts are combined through Equations 8 and 9 to produce a one-step-ahead volatility forecast. The EM algorithm, mentioned above, is used for estimating the weighting scheme of the individual forecasts. The application of TV-ESR models for combining forecasts requires modelling the dynamics which characterize the probabilities of the state variables. In the absence of a specific theory for modelling, we consider two simple alternative models for the dynamics.
In the first model, we assume that the probability distribution of the state variables is a function of the sign of the lagged return of the exchange rate, thus the probabilities which correspond to each of the state variables respond asymmetrically to changes in past returns.
2 This variable was shown to be important in modeling conditional mean and the conditional variance in exchange rate markets (Laopodis, 2001 ) and in stock markets (Koutmos, 1998 (Koutmos, , 1999 . Therefore, it seems reasonable to assume that this variable influences unobserved state variables of the model. We denote this model as TV-ESR1 and the state probabilities are given as follows:
In the second model, we assume that the probability distribution of the state variables depends on the performance of our individual forecasts relative to each other. The performance is measured by the absolute forecast error of the forecasting models. Such a model could be useful since information about the forecast errors could aid considerably in determining the states. We denote this model as TV-ESR2. Let e t,1 , e t,2 denote the forecast errors of the first (GARCH) and second (MAV) forecasting models respectively, the state variable probabilities are then given by
I t = 1 when e t,1 e t,2 > 1 I t = 0, otherwise. Now, when the combination of forecasts is derived from the usage of switching regression models, with time-varying probabilities, we will estimate the parameters of Equations 11 and 12 under the restriction that s 1 t = s 2 t . Thus, there exists only one state variable which influences simultaneously the weights given to each of the individual forecasts. The model resulting from Equation 11 is denoted by TV-SR1. The model, where the probability distribution of the state variable changes according to Equation 12, is denoted by TV-SR2 and when the probability of the state variable is constant we denote the model as SR.
Results

Data and the Estimation Procedure
The exchange rate data, used in the empirical analysis, consist of noon bid rates on the Japanese yen (JPY), the British pound (GBP) and the Swiss franc (CHF). All rates are against the US dollar (USD). Let E t be the exchange rate at time t where the returns are measured as r t = ln(E t /E t−1 ) and are calculated for each exchange rate on a weekly frequency. Our exchange rate data is from the first week of January 1980 to the last week of December 1996. These rates have been taken from the BIS database, giving us 889 observations per exchange rate. Each r t series is plotted in Fig. 2 . In order to calculate the volatility we follow the standard approach suggested by Pagan and Schwert (1990) and Day and Lewis (1992) . A proxy for the true volatility is given byσ t =| r t −r |, wherer is the average return over the sample period. The exchange rates are modeled as a random walk, in line with the analysis of the data and many extensive empirical studies (Meese and Rogoff, 1983; Diebold and Nerlove, 1989; West and Cho, 1995) . Visual inspection of the series, which are presented in Figure 2 , reveals no evidence of serial correlation, although the conditional variances are characterized by typical "volatility clustering", that is, periods of high volatility followed by periods of low volatility.
The descriptive statistics, presented in Table 1 , clearly indicate that all the series have excessive kurtosis and asymmetry and the Bera and Jarque (1982) normality test strongly rejects the normality hypothesis for all series. The first three autocorrelations (r1, r2, r3) along with their standard errors (in parentheses), calculated for each exchange rate, indicate white noise for each series. For the joint test of autocorrelation, we compute the Ljung-Box statistic (LB1) up to the 24th-order serial correlation. Under the null hypothesis of no autocorrelation, the statistic is distributed chi-square asymptotically with 24 degrees of freedom. The test does not reject the white noise hypothesis for all currencies at the 10% significance level. Since our currencies have a mean very close to zero, we can use the squared returns as a measure of their variance and the absolute return as a measure for a standard deviation. The squared returns are clearly not uncorrelated over time, as reflected by the highly significant Ljung-Box (LB2) test for 12th serial correlation, implying conditional heteroscedasticity.
The 17-year study period is split up into three subsamples; the first subsample contains 574 observations from the years 1980 to 1990, which we use to estimate the MAV and the GARCH parameters and then produce a one-step-ahead volatility forecast. Next, the data is updated by adding the first week of 1991 and dropping the last week of 1980, and the model parameters are re-estimated again in order to produce a one-step-ahead forecast from our models for the second week of 1991. This procedure is repeated until we get volatility forecasts for each week for the period 1991-1996. The correlation coefficient between the MAV and GARCH models is low The data is from the first week of January 1980 to the last week of December 1996 (889 observations). Q1 and Q3 are the first and third quartile respectively and BJ test is the Bera and Jarque (1982) joint test of normality, based on skewness and kurtosis and follows chi-square distribution with two degrees of freedom. r1, r2 and r3 are the first three autocorrelations along with their standard errors in parentheses. LB1(24) is the Ljung and Box (1978) test for the 24th serial correlation. LB2 (12) is the same test estimated for the 12th serial correlation for the squared returns of our data.
(0.46), since we use different information sets for the two models. The MAV model uses a longer lag structure than the GARCH to avoid any overlapping effects. Thus, there may be an advantage to using a combined forecast as opposed to either of the individual volatility forecasts.
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The second subsample is from the first week of 1991 to the last week of 1994 and is used to estimate the parameters of our combining models. The estimation results from this subsample show that the weighing scheme given to each of the individual forecasts shifts between a highweight state with low probability (5-10% for both forecasting models) and a low-weight state with high probability. The weights in the high-weight state are substantially higher than the ones in the low-weight state. In addition, some of the weights assigned to the individual forecasts are not significantly different from zero, which indicates that in some periods the information from one volatility forecasting model would add no information beyond that provided by the other model. For the SR\ESR models, the combined forecasts are generated by multiplying our GARCH and MAV volatility forecasts by their expected weights. In the time-varying SR\ESR models, the expected weights vary over time, and in the forecast combining method derived from Equation 12, the better individual forecast, that is the one who performs better relative to the other model in the previous period, receives a higher expected weight and vise versa. Due to space constraints the in-sample estimation results for all our combining methods are available upon request from the authors. The third subsample, from the period 1995-1996, which contains 464 A. Preminger et al. 106 observations, serves as the out-of-sample forecasting period. Given our estimation results, we calculated the one-step-ahead combined volatility forecasts for this period.
Forecasting Accuracy
We use four measures to compare the one-step-ahead volatility forecasts obtained from our models. The statistics are the root mean square error (RMSE), the mean absolute error (MAE), the Theil-U statistic (Theil-U), 4 and the "correct directional change" (CDC) statistic which measures the ability of our models to correctly predict the actual change which has subsequently occurred in the volatility. These statistics are given as follows:
The RMSE and the MAE are two popular measures to test the forecasting power of a model. However, these measures are not invariant to scale transformations. In the Theil-U statistic, the forecasting error is standardized by the error from a random walk. For the random walk, the Theil-U statistic equals one. Of course, the random walk is not a naïve rival, particularly in many financial and economic series; therefore, a value of the Theil-U statistic close to one is not necessarily an indication of bad forecasting performance. The advantage of the Theil-U statistic is that it is independent of the scale of the variables.
When comparing different models, it can also be useful to measure the number of times a given model correctly predicts the direction of change of the actual values being forecast. Furthermore, as was noted by Dunis and Huang (2002) , the RMSE, MAE and Theil-U statistics are important measures for forecasting accuracy of the model concerned, but ignore the profitability point of view. There are, however, cases when the forecaster is less interested in the forecasting accuracy of his volatility models and cares more about the ability of these models to correctly forecast the direction of the change. This is an important issue in trading strategy that relies on the direction of a forecast rather than its level. The CDC statistic, as a measure of the direction, addresses this issue. Table 2 reports the RMSE, MAE, Theil-U and the CDC statistics for each of the individual forecasts and our combining methods. In terms of the RMSE the ESR and TV-ESR1/TV-ESR2 models as a group show superior out-of-sample forecasting performance compared to other models, for the JPY/USD and the GBP/USD volatility. Conversely, on the basis of the MAE criterion MAV, GARCH and the Average perform as well as, or better than the other models for the GBP/USD volatility. The TV-SR1 and TV-SR2 combination methods provide the most accurate forecasts for the JPY/USD volatility, while the SR model is ranked second. For the CHF/USD volatility, RMSE is the squared root of the mean squared deviation between the volatility forecasted by our combining methods and the actual volatility. MAE is the mean of absolute deviation of the volatility forecasted by our combining method and the actual volatility. Theil-U is the ratio between the squared forecasting error of our models and the squared error from the random walk forecast. CDC is a measure of the ability of our models to forecast changes in the direction of the actual volatility. The results are calculated on weekly data in the period 1995-1996. the GARCH, MAV and the Average combining methods outperform the other models under all forecast accuracy measures and they also provide the best combining models of the directional change for all the exchange rates. Examining the Theil-U statistic shows only one model performs worse than the random walk model. This is the OLS combined forecast for the CHF/USD volatility for which the Theil-U is greater than one. The ESR and the TV-ESR models as a group provide the best forecasting performance for the JPY/USD and GBP/USD volatility.
It is hard to identify the best combining model overall since the simple average, the GARCH and the MAV models, perform quite well under any statistic for the CHF/USD volatility. There is also no clear preference between the ESR model and the TV-ESR models, where comparisons across different measures and currencies yield different conclusions. However, on the basis of RMSE, Theil-U and the CDC statistics, the ESR and TV-ESR emerge as the best forecast combining methods in comparison to the OLS and SR models.
The Encompassing Test
Although useful, the forecasting evaluation measures, discussed in the previous section, cannot determine whether a given forecasting model is in fact "significantly" better than another. In order to evaluate the statistical significance of rival models, we conduct a Chong and Hendry (1986) forecast encompassing test. Applications of this test for the out-of-sample comparison of forecasts in financial markets, can be found in Donaldson and Kamstra (1997) and Darrat and Zhong (2000) . To clarify the notion of forecast encompassing, note that the forecast error from a correctly specified model should be orthogonal to any additional information available to the forecaster. Thus, a model claiming to congruently represent the data generating process must be able to account for the salient features of rival models. In more specific terms, model 
in which η t and υ t are random errors. The null hypothesis is that neither model encompasses the other. If δ jk is not significant at some predetermined level, but π kj is significant, we reject the null hypothesis in favour of the alternative hypothesis that model j encompasses model k. Conversely, if δ jk is significant but π kj is not significant, we say that model k encompasses model j . If both δ jk and π kj are not significant, or if δ jk and π kj are significant, we accept the null hypothesis that neither model encompasses the other.
The encompassing tests results are presented in Table 3 for the JPY/USD, GBP/USD and CHF/USD exchange rates, respectively. The name of the dependent variable, the model forecasting error, is listed down the left side of the table, while the independent variable which is the model forecast, is listed at the top of the table. The entries in the table contain p-values associated with the heteroscedasticity robust t-statistics (White, 1980) Consider first the results for the JPY/USD data as reported in Table 3 . The absence of any p-values less than 0.1 in the GARCH, Average, OLS, ESR and TV-ESR1/TV-ESR2 rows reveals that none of these models'forecast errors can be explained by other models'forecasts and therefore these models are not encompassed by other models. Conversely, these models (except the OLS) can explain at the 10% significance level, the forecast errors for the MAV, and the switching regression models. Therefore, we conclude that the GARCH, Average, ESR and the TV-ESR1/TV-ESR2 encompass the MAV, SR, TV-SR1, and TV-SR2 models.
We now consider the results for the GBP/USD data. Pair-wise comparisons show that the ESR, TV-ESR1 and the TV-ESR2 forecast errors are not explained by any other model at 10% significance level, therefore they are not encompassed, while these model forecasts explain significantly the forecast errors from other models. Finally, the last section of Table 3 reports the results for the CHF/USD data. The GARCH, OLS, ESR and the TV-ESR models are superior to other models without being encompassed.
The results from the encompassing tests imply that the ESR and the TV-ESR models often encompass rival models in terms of out-of-sample forecasting ability. But these models are not encompassed by rival models while every other model is encompassed at least once. Therefore, we conclude that the TV-ESR, which nests the ESR, tends to be better than other forecast combining techniques on the basis of the encompassing tests.
Summary and Conclusions
This paper presents a new class of models which generalize the concept of switching regression models, and develops an EM algorithm in order to estimate their parameters. These models, denoted by ESR and TV-ESR, can capture occasional but recurrent independent switches in disjoint subsets of the model parameters, which are determined by latent state variables. This approach increases the number of states of the model with parsimonious parameterization. In the ESR model, the probability distribution underlying the parameter switches is constant over time, while in the TV-ESR model, it is allowed to vary over time as a function of relevant explanatory variables.
The new methodology is used to combine forecasts of exchange rate volatility. For simplicity, the individual forecasts used are those given by GARCH and MAV forecasting models. Alternative methods of combining forecasts that are considered are the linear regression (OLS), the simple average (Average) and the switching regression (SR) models. The forecasts obtained are compared on the basis of forecast accuracy measures and encompassing tests. The results presented suggest the ESR and TV-ESR models are overall preferred to a variety of competing models.
We should note that although the TV-ESR model nests the ESR model and the traditional linear combining methods as special cases, there is no guarantee that the TV-ESR model would dominate out-of-sample, especially if it over-fits the in-sample data. The empirical findings which suggest that the TV-ESR model performs overall better than the rival models indicates that this model should be preferred to more restrictive forecasts combining methods such as the OLS or the SR models.
Further empirical work should apply these models to the study of other financial time series. This approach can also be used to estimate the relationships between financial variables, e.g. the transmission of volatility across financial markets. In addition, the approach adopted in this Extended Switching Regression Models for Combining Forecasts 469 paper can be extended to allow for more than two latent state variables as well as other types of probability distributions for the state variables (e.g., the probit function). Furthermore, our model can also be used to generate volatility forecasts. These extensions leave several interesting and challenging areas for future research.
