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vsem mojim kolegom iz avtomatike, s katerimi sem delala projekte in reševala
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3.2.1 Hierahično planiranje v enofaznih sistemih . . . . . . . . . 34
3.3 Zgodnost / Zamuda (Earliness / Tardiness) . . . . . . . . . . . . 36
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5.4 Numerična predstavitev in opis problema . . . . . . . . . . . . . . 78
5.4.1 Definicija problema 1: Maksimizacija skupnega profita . . 78
5.4.2 Definicija problema 2: Minimizacija skupnih stroškov za-
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5.9 Dodelitev opravil celicam v rešitvi 1 . . . . . . . . . . . . . . . . . 83
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5.16 Izračun zamude po uvedbi nadurnega dela za rešitev 3 . . . . . . 87
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5.19 Seznam opravil za problem 2 . . . . . . . . . . . . . . . . . . . . . 89
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Seznam uporabljenih simbolov
V pričujočem zaključnem delu so uporabljeni naslednje veličine in simboli:
Veličina / oznaka Enota
Ime Simbol
čas t sekunda s
izdelki i - -
stroški za postavitev izdelka i ci evro
časi postavitve za izrabo virov za izdelek i ai ure h
stopnja izrabe virov za izdelek i bi ure / enotah h / enotah
število identičnih celic m - -
število opravil n - -
funkcija optimizacije Z - -
roki dokončanja opravila i di ure h
čas izvajanja opravila i pi ure h
stroški na enoto zamud ct evro
stroški na enoto nadurnega dela cwd evro
trajanje nadurnega dela otwd ure h
izmena shift - -
Tabela 1: Veličine in simboli
xiii
xiv Seznam uporabljenih simbolov
Povzetek
Obstaja velika konkurenčnost med podjetji v proizvodnem okolju. Glavni ci-
lji podjetja so izbolǰsava odzivnega časa, povečanje ponudbe izdelkov in storitev,
upravljanje z variabilnimi povpraševanji z ene strani, z druge pa cenovna konku-
renčnost. Podjetja so osredotočena na zmanǰsevanje stroškov obratovanja ter na
optimizacijo uporabe razpoložljvih virov. Glavno vprašanje je, kako zmanǰsati
skupne stroške in povečati profit ter vzdrževati odzivnost na zahteve strank.
Predmet te naloge je obravnava potencialnih koristi proizvodnega planiranja
in razvrščanja v proizvodni industriji z uporabo matematičnih modelov, ko imamo
kratko obdobje planiranja. Cilj je raziskati prednosti ter koristi proizvodnega
planiranja in razvrščanja v kompleksnem proizvodnem okolju. Uporabljeni ma-
tematični modeli kot rešitev dajejo istočasno planiranje kapacitete in optimalno
razvrščanje v poljubno število proivodnih celic po izmenah z uvedbo nadurnega
dela.
V tej nalogi je poudarjen problem proizvodnega planiranja in razvrščanja, po-
gled v teoretično ozadje te raziskave ter pregled matematičnih modelov. Obrav-
navan je praktičen primer planiranja in razvrščanja, za katerega so podani seznam
možnih rešitev, opis implementacije rešitve in analiza rezultatov.





Nowadays, there is high competitiveness between companies in the manufac-
turing environment. Companies’ main goals are better customer response time,
better demand variability management, increased product and service offerings
on the one hand and price competitiveness on the other hand. Companies are
focused on reducing operational costs and optimal resource usage. The main que-
stion is how to find the right balance between cutting total costs and maintaining
customer responsiveness.
This master thesis’ subject is researching the potential advantages of industrial
planning and scheduling in industrial environment using mathematical models
when we have short planning horizon. The aim is to research the advantages and
disadvantages of industrial planning and scheduling in complex manufacturing
environment. Mathematical models, that are being used in this master thesis,
provide capacity planning and optimal scheduling at the same time as solution.
A solution is given when we are having different number of production cells, wor-
kers, that are working in shifts and we assume overtime work.
In this master thesis the problem of industrial planning and scheduling is empha-
sized, as well as the theoretical overview of different mathematical models. Also,
a practical example of planning and scheduling is being addressed and studied.
A set of possible solutions, description of the solution implementation, as well as
analysis of the results are given in this thesis.




Današnje poslovno okolje je postalo precej konkurenčno. Proizvodna podjetja
so začela prepoznavati pomembnost proizvodne strategije za uspešnost podje-
tja. Podjetja morajo izbolǰsati strankin odzivni čas, povečati ponudbo izdelkov,
upravljati z različnimi povpraševanji in biti cenovno konkurenčna. Da bi izpolnila
te izzive, se podjetja pogosto znajdejo v situaciji, ko imajo deficit od nekaterih
izdelkov ter suficit od ostalih. Pri tem se zastavlja vprašanje, kako najti pravo
ravnotežje med zmanǰsevanjem stroškov in vzdrževanjem odzivnosti strank. Pod-
jetja se soočajo tudi z notranjim pritiski, kot so povečanje dobičkonosnosti skozi
izbolǰsevanje proizvodne uspešnosti in redukcija operativnih stroškov. Obstaja
več primerov v industriji, kjer so prej omenjene spremembe v poslovnem okolju
vplivale na dobičkonosnost podjetja. IBM je imel rekordne izgube v letu 1993
v proizvodnem in distribucijskem oddelku zaradi visokih operativnih stroškov.
Težava je bila v tem, da niso bili pripravljeni na visoko variabilnost povpraševanj
po njihovih izdelkih. Zato so imeli velike stroške zaloge, ali pa so ostali brez
zaloge po zahtevanih izdelkih. Posledično je narasel strankin odzivni čas, ki je
rezultiral v izgube v prodaji. Danes je Kitajska vodilna sila v svetu na področju
proizvodnje [1], [2].
Posledice omenjenih izzivov v poslovnem okolju so naslednje: proizvodna podje-
tja so zdaj prisiljena, da se osredotočijo na vprašanja v zvezi s stroški vodenja,
da optimizirajo uporabo razpoložljivih virov, in da zmanǰsajo stroške poslovanja.
Konstantno morajo raziskovati proizvodne strategije, da bi izpolnili te cilje. Začeli
so tudi z usklajevanjem z drugimi podjetji v njihovi dobavni verigi. Na primer
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namesto, da odgovarjajo na variabilnosti (spremenljivost) povpraševanj, podje-
tja izmenjujejo informacije s svojimi partnerji za analizo vzorcev povpraševanja.
Večina managerjev predvideva, da bodo novi nivoji uspešnosti doseženi samo z
izmenjavo informacij in oblikovanjem zaveznǐstev s svojimi partnerji. Ne zavedajo
pa se, da se morajo informacije in podatki uporabljati z zelo jasnimi cilji. Tukaj
je predstavljena vloga upravljanja zalog, planiranja proizvodnje in razvrščanja.
Razvijanje strategij o proizvodnem planiranju in razvrščanju se mogoče zdi pre-
prosto v primerjavi s formulacijo strategije, ampak poudariti moramo, da so te
strategije ključne za dolgoročno preživetje in konkurenčne prednosti podjetja [1],
[3].
Planiranje proizvodnje in razvrščanje znatno pomagata pri redukciji opera-
tivnih stroškov, pri izbolǰsavi storitev za stranke in optimalni uporabi virov. Z
uporabo proizvodnega planiranja in razvrščanja je prǐslo do znatnih prihrankov.
V zadnjih treh dekadah je operativni raziskovalni tim v IBM-u razvil sisteme
za planiranje proizvodnje in pomagal prihraniti stotine milijonov dolarjev ter
izbolǰsal operativne in konkurenčne strategije [1].
Planiranje proizvodnje in razvrščanje je našlo svojo uporabnost tako v dis-
kretni kot v procesni industriji. Prve pomembne uporabe metode proizvodnega
planiranja in razvrščanja v procesni industriji so bile v naftnih rafinerijah, pre-
delavi hrane in proizvodnji jekla. Z leti so bile metode proizvodnega planiranja
in razvrščanja razvite in uporabljene v procesu proizvodnje izdelkov, kot so ke-
mikalije, papir, mila in industrijski plini.
Glavna motivacija te naloge je opazovanje potencialnih koristi proizvodnega
planiranja in razvrščanja v proizvodni industriji. Cilj je raziskati prednosti ter
koristi proizvodnega planiranja in razvrščanja v kompleksnem proizvodnem oko-
lju.
Preostali del naloge je organiziran na naslednji način. V sledečem poglavju
bomo bolj podrobno opisali probleme proizvodnega planiranja in razvrščanja.
V tretjem poglavju je prikazan pogled v teoretično ozadje te naloge. Naredili
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bomo pregled literature o proizvodnem planiranju in razvrščanju, ki je bila upo-
rabljena v tej nalogi. Četrto poglavje daje pregled matematičnih modelov in
njihovih značilnosti. V petem poglavju bomo opisali problem razvrščanja, podali
pregled možnih rešitev, numerično ilustrirali te rešitve in opisali implementacijo
predlagane rešitve. V šestem poglavju bomo rezultate podali tabelarno in nare-
dili podrobno analizo rezultatov. V sedmem poglavju bomo naredili povzetek in
prispevek te raziskave ter odprli nekatera vprašanja, ki se nanašajo na nadaljnje
raziskave.
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2 Problem proizvodnega planiranja in
razvrščanja
Tukaj bo opisan problem proizvodnega planiranja in razvrščanja, ki je obrav-
navan v tej raziskavi. Začeli bomo z opisom proizvodnega okolja, nato bomo
opisali njegovo kompleksnost. Kasneje se bomo osredotočili na odločanje, ki je
obravnavano v problemu proizvodnega planiranja in razvrščanja.
2.1 Proizvodno okolje
Predpostavimo, da eno večfazno okolje proizvaja oboje, vmesne in končne
izdelke. Faza v enem proizvodnem okolju ustreza proizvodnji enega vmesnega
ali končnega izdelka. Koncept večfaznostosti v okolju, ki je prikazan na sliki
2.1, je enak večnivojski strukturi izdelka. Izdelki na nivoju 1 so končni izdelki
(K1, K2, K3, K4), izdelki na nivoju 2 in 3 so vmesni izdelki (V1, V2, ... , V8).
Nivoji, ki so podani na strukturnem diagramu izdelka, predstavljajo različne
faze njegovega proizvodnega procesa. Nivoja 2 in 3 sta faze vmesnih izdelkov.
Vmesni izdelki nivoja 3 so vhodi vmesnih izdelkov nivoja 2. Vmesni izdelki
nivoja 2 so vhodi končnih izdelkov na nivoju 1 [1], [2], [4].
Proizvodno okolje je sestavljeno iz številnih obratov, ki proizvajajo vmesne in
končne izdelke. Obrat je sestavljen iz opreme, ki je sestavljena iz strojev. Vmesni
in končni izdelki so obdelani na strojih v določenem vrstnem redu. Proces obde-
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Slika 2.1: Večnivojska strukura izdelka
Slika 2.2: Stroji, pot obdelave izdelkov, operacij
lave izdelka na stroju je imenovan ’operacija’. Zaporedje strojev, ki so uporabljeni
za obdelavo izdelka, je imenovano ’pot’. Za ilustracijo koncepta uporabljamo sliko
2.2. Imamo 6 strojev (M1,M2,M3,M4,M5,M6) v tovarni. Pri drugi operaciji, kot
je vidno s slike, obstaja izbira strojev M2 in M3. Odvisno od izbire stroja (M2 ali
M3) obstajata dve poti, Pot 1 in Pot 2 za proizvodnjo izdelka P. Pot 1 uporablja
stroje M1, M2, M4, M5 in M6. Pot 2 uporablja stroje M1, M3, M4, M5 in M6
[1].
Obstajata dva tipa obratov v proizvodnem procesu. En tip je namenski obrat,
drugi tip je fleksibilni obrat. V namenskem obratu se proizvaja samo en tip iz-
delka. Vmesni in končni izdelki uporabljajo iste stroje v fleksibilnem obratu.
Stranski izdelek je narejen, ko je en vmesni ali končni izdelek proizveden v to-
varni. Stranski izdelek je sestavljen iz večkratno uporabljivih surovih materialov
in je obdelovan v zasebnem obratu za recikliranje. Pri tem so povrnjeni nekateri
od večkratno uporabljivih surovih materialov. Del surovih meterialov, ki niso
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Slika 2.3: Vhodi in izhodi proizvodnega procesa
povrnjeni za ponovno uporabo, postanejo odpadki. Slika 2.3 prikazuje vhode in
izhode proizvodnega procesa in povezave med proizvodnim obratom in obratom
za reciklažo [1].
Na sliki 2.3 vidimo, da so vhodi proizvodnega procesa sveži surovi materiali,
surovi materiali za večkratno uporabo in vmesni izdelki. Izhodi proizvodnega pro-
cesa so vmesni, končni in stranski izdelki. Stranski izdelki so predelani v obratu
za recikliranje z namenom pridobitve večkratno uporabljivih surovih materialov.
Ti materiali se potem ponovno uporabljajo kot vhodi proizvodnega procesa [1].
Obravnavali bomo nastavitve za tekočo obdelavo (flow shop) za končne izdelke v
proizvodnem okolju.
2.2 Kompleksnosti v proizvodnem okolju
V tem podpoglavju bomo opisali nekatere kompleksnosti, ki obstajajo v proizvo-
dnem okolju. Proizvodno okolje, ki smo ga opisali v preǰsnjem podpoglavju, in
12 Problem proizvodnega planiranja in razvrščanja
komplekstnosti v proizvodnem okolju tvorijo osnovo za proizvodno planiranje in
razvrščanje.
Kot smo že videli na sliki 2.3, so surovi materiali pridobljeni iz stranskih iz-
delkov preko procesa recikliranja. Proces recikliranja je pomembno orodje pri
redukciji operativnih stroškov, ker je cena surovih materialov precej visoka. Z
maksimalnim vračanjem obnovljivih surovih materialov dosežemo manǰso upo-
rabo svežih surovih materialov v proizvodnem procesu. Zaželjeno je, da obrati,
ki reciklirajo, delajo v istem času kot obrati, ki proizvajajo izdelke. Razlog za
to je, da imajo stranski izdelki in večkratno uporabljivi materiali omejene ka-
pacitete za skladǐsčenje. Istočasna proizvodnja in recikliranje stranskih izdelkov
bi zmanǰsala skladǐsčenje stranskih izdelkov in obnovljenih surovih materialov.
To pomeni tudi vzdrževanje manǰsih zalog svežih surovih materialov, saj se v
proizvodnem procesu bolj uporabljajo večkratno uporabljivi surovi materiali. To
zahteva usklajevanje proizvodnega procesa in procesa recikliranja. Proizvodni
plani obratov morajo biti sinhronizirani z obrati za recikliranje, da bi prǐslo do
zmanǰsavanja operativnih stroškov. V večfaznem okolju je zaloga sestavljena iz
vmesnih in končnih izdelkov. S ciljem, da se zmanǰsajo proizvodni stroški, mora
zaloga izdelkov biti minimizirana. Ta cilj povzroča zapletenost razvrščanja iz-
delkov po proizvodnih obratih. Če so bili proizvodni obrati med razvrščanjem
med seboj ločeni, bi bila potrebna precej velika količina zalog, da bi se preprečilo
nastajanje zamud. Ko je en vmesni ali končni izdelek na vrsti za izdelavo, morajo
biti vmesni izdelki, ki so hkrati vhodi, na voljo. Zaloga izdelkov bo reducirana,
če so proizvodni obrati sinhronizirani, t.j. ko je proizveden vmesni izdelek, mora
njegov izdelek, ki je na vǐsjem nivojem (tam kjer je vhod), že biti pripravljen za
obdelavo. Razpoložljivost surovih materialov z njihovo minimalno zalogo mora
biti zagotovljena pred razporejanjem izdelkov [4], [5], [6], [7].
V proizvodnem procesu so dolgi časi nastavitve. Med preklopom izdelka na
fleksibilnem stroju pride do časa neaktivnosti. Zaradi kemijskih lastnosti izdelkov
morajo v kemijskih obratih biti ostanki temeljito odstranjeni ob vsakem prehodu.
To rezultira v preceǰsnjem času neaktivnosti. Obstajajo kompromisi med stroški
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nastavitve in stroški zalog. Večja proizvodnja podobnih izdelkov, ki uporabljajo
določeno skupino proizvodnih postopkov, procesov ali se proizvajajo pri določenih
pogojih, bi povzročila visoke stroške zaloge, medtem ko bi se stroji nastavljali za
proizvodnjo določenih izdelkov. Takšne nastavitve bi porabljale preceǰsno količino
kapacitete [2], [8].
Vmesni in končni izdelki so pokvarljivi. Uporabljeni morajo biti v določenem
časovnem obdobju, da ne bi postali odpadek. Da bi zmanǰsali izgube in da bi se
izognili zamudam v proizvodnji, ki izhajajo iz odpadkov, morajo biti proizvodni
plani v proizvodnih obratih sinhronizirani na osnovi roka uporabnosti izdelkov.
Vmesni izdelki se prenašajo v drug proizvodni obrat ali v isti proizvodni obrat
za naslednjo fazo proizvodnje preko prenosa velikosti serije izdelkov. Šele po
proizvodnji določene količine, ki je podana z velikostjo serije, je izdelek prenesen
za porabo. To spet vodi do potrebe za usklajevanje proizvodnih obratov na
podlagi velikosti serij. Obstaja tudi kompromis med nakupom vmesnih izdelkov
in njihovo interno proizvodnjo. Posledice nakupa vmesnih izdelkov so dvojne.
Nakup bi seveda povečal stroške proizvodnje, ampak bi pomagal pri zmanǰsevanju
zamude v proizvodnji [5], [8].
Variabilnost povpraševanja povečuje kompleksnost v sistemu. Planiranje pro-
izvodnje je narejeno na podlagi kombinacije sigurnih naročil in napovedi pov-
praševanja preko omejenega planskega obdobja. Posledica variabilnosti pov-
praševanja in napačne napovedi je lahko prevelika zaloga nekaterih izdelkov ozi-
roma nerazpoložljivost nekaterih zahtevanih izdelkov. Druga posledica nihanja
povpraševanja so pogosti pregledi v času planiranja in razvrščanja z namenom
odprave variacij v povpraševanju [2], [4], [5].
Na osnovi proizvodnega okolja in njegovih zgoraj omenjeni kompleksnosti
bomo v naslednjem podpoglavju opisali problem proizvodnega planiranja in
razvrščanja. Osredotočili se bomo tudi na odločitve vezane na proizvodno plani-
ranje in razvrščanje.
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2.3 Planiranje proizvodnje in odločanje pri razvrščanju
V tem podpoglavju, bomo predstavili problem proizvodnega planiranja in
razvrščanja na osnovi odločitev, ki bodo obravnavane. Obstajata dve skupini
odločitev. Ena skupina odločitev je povezana z odločitvami o proizvodnem plani-
ranju. Druga skupina pa so odločitve, ki so povezane z razvrščanjem v proizvodnji
[4], [9].
Odločitve v proizvodnem planiranju so skupne odločitve taktične narave. Ena
od odločitev v proizvodnem planiranju določa količino vmesnih in končnih iz-
delkov v vsakem časovnem intervalu planskega obdobja. Proizvodno planiranje
določa tudi skupne zmogljivosti virov, ki so potrebni za izpolnitev proizvodnega
plana za vsak časovni interval posebej [9].
Stroški proizvodnega planiranja so stroški zalog in stroški postavitve, ki na-
stanejo preko celega planskega obdobja. Cilj proizvodnega planiranja je določiti
odločitve, s katerimi bomo dosegli minimalne stroške. Odločitve pri razvrščanju
so bolj podrobne in imajo operativni značaj. Časovno obdobje razporejanja
odločitev je relativno kratko. Za vsak izdelek je določen začetni čas in čas
zaključka za vsak stroj, ki je del njegovega proizvodnega procesa. Stroški pri
razvrščanju so sestavljeni iz stroškov zalog in stroškov, ki nastanejo zaradi zamude
pri neizpolnjevanju naročil kupcev. Cilj proizvodnega razvrščanja je določitev
odločitev o razvrščanju ter s tem doseči minimalne stroške. Ukvarjali se bomo
z determinističnim razvrščanjem, t.j. v času razvrščanja so vse informacije, ki
določajo problem, znane z gotovostjo, kot na primer čas obdelave izdelkov ali
razpoložljivost strojev [1], [10].
2.4 Povzetek
V tem poglavju smo obravnavali nekatere spremembe, ki se pojavljajo v poslov-
nem okolju kot posledica povečanja globalne konkurenčnosti podjetij. Poudarili
smo naraščajoči pomen redukcije operativnih stroškov podjetij v spreminjajočem
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okolju. Razpravljali smo o proizvodnem planiranju in razvrščanju kot enem od
pomembnih orodij pri redukciji operativnih stroškov podjetij. Zagotovili smo po-
drobni opis problema proizvodnega planiranja in razvrščanja, ki je obravnavan v
tej nalogi. Bolj podrobno smo se osredotočili na proizvodno okolje in njegove kom-
pleksnosti ter na odločitve, povezane s proizvodnim planiranjem in razvrščanjem.
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3 Teoretično ozadje in zgodovinski
pregled
V tem poglavju bomo pregledali raziskave problemov, povezane s proizvodnim
planiranjem in razvrščanjem v diskretni proizvodnji in procesni industriji. Zaradi
napredkov na področju informacijske tehnologije obstaja zanimanje za uporabo
matematičnega modeliranja na področju proizvodnega planiranja in razvrščanja.
To dovoljuje proizvodnim managerjem, da pridobijo in obdelajo podatke o proi-
zvodnem procesu v realnem času. Posledica tega je, da managerji aktivno ǐsčejo
sisteme za podporo pri odločanju, da bi izbolǰsali samo odločanje. Pregledali
bomo nekatere razvite modele matematičnega programiranja, ki so uporabljeni
pri reševanju problemov v industriji.
Primarno obstajata dva tipa pristopov pri obravnavi odločitev pri proizvodnem
planiranju in razvrščanju. En je integrirani (celostni) pristop, kjer so odločitve o
proizvodnem planiranju in odločanju določene istočasno v enem monolitnem mo-
delu. Drugi pristop je hierarhični pristop, kjer so te odločitve določene zaporedno
preko ločenih modelov na podrobneǰsem nivoju. Oba pristopa se uporabljata za
rešitev problemov pri proizvodnem planiranju in razvrščanju. V tem poglavju
bomo preučili matematične modele v obeh pristopih [1], [11].
Na splošno je proizvodnja definirana kot proces pretvorbe surovih materialov v
končne izdelke. Proizvodni sistemi so tipično sestavljeni iz velikega števila kom-
ponent, ki morajo biti uspešno upravljane, da bi proizvedli potrebno količino
izdelkov pravočasno in s primernimi stroški. V sistemih, v katerih se proizva-
jajo različni tipi izdelkov in se izvaja več različnih proizvodnih operacij, ki so
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sestavljene iz več obratov in skladǐsč, ter imajo raznovrstno opremo, upravlja-
nje proizvodnje vključuje številne odločitve, ki vplivajo na več organizacijskih
položajev. Potrebno in uporabno je razvrstiti odločitve po taksonomiji, ki jo je
predlagal Antony leta 1965 [12]. On razvršča odločitve v tri kategorije, in sicer:
strateško planiranje, taktično planiranje in vodenje operacij.
Odločitve strateškega planiranja se v glavnem ukvarjajo z vzpostavitvijo mana-
gerske politike in z razvojem sredstev za zadostitev zunanjim zahtevam na način,
ki je skladen s cilji organizacije. Na področju proizvodnega managementa so te
odločitve povezane z načrtom proizvodnih objektov in vključujejo naslednje:
• lokacijo in velikost novih obratov,
• nakup nove opreme,
• izbor novih proizvodnih linij izdelkov,
• oblikovanje logističnih sistemov.
Te odločitve so zelo pomembne, saj v veliki meri opredeljujejo konkurenčni
položaj podjetja, njegovo rast in sčasoma določajo njegov uspeh ali neuspeh.
Tudi na te odločitve, ki se sprejemajo na dokaj visokih managerskih nivojih in
vključujejo velike investicije ter imajo dolgoročne posledice, vplivajo tako zunanje
kot notranje informacije. Zato bi vsak sistem, ki temelji na modelu in podpira te
odločitve, moral imeti široko področje, dolgo plansko obdobje, sposobnost razpo-
znavanja vpliva negotovosti in odnosa do tveganja [2], [12].
Odločitve taktičnega planiranja se osredotočajo na proces izkorǐsčanja virov. V
tej fazi, ko so bile odločitve o lokalizaciji proizvodnih objektov že narejene, je
osnovni problem, ki ga je treba rešiti, dodelitev virov, kot so zmogljivost, raz-
položljivost delovne sile, skladǐsčenje in distribucija virov. Tipične odločitve v tej
kategoriji vključujejo uporabo redne in nadurne delovne sile, dodeljevanje zmo-
gljivosti za družine izdelkov, kopičenje sezonske zaloge, definicijo distribucijskih
kanalov in izbire transportne alternative. Te odločitve vključujejo srednjeročno
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planiranje in združevanje artiklov v proizvodni družini. V literaturi so modeli,
ki obravnavajo takšne zadeve, klasificirani kot agregirani, združeni modeli [2].
Odločitve v kategoriji vodenja operacij se ukvarjajo z dnevnimi problemi v ope-
racijah in razvrščanju. Ti problemi zahtevajo popolno razčlenitev informacij, ki
so pridobljene na vǐsjih nivojih. Tipične odločitve na tem nivoju vključujejo:
• proizvodno sekvencioniranje in določanje velikost lota na nivoju izdelka,
• dodeljevanje naročil kupcev individualnim strojem,
• popis računovodstva in nadzor dejavnosti, povezanih z zalogo,
• razporejanje, pospeševanje in obdelava naročil,
• razporejanje vozil.
Trije tipi odločitev, ki jih je identificiral Antony, in sicer strateške, taktične
odločitve in odločitve v povezavi z vodenjem operacij, se izrazito razlikujejo v
več dimenzijah, ki imajo pomembne posledice v razvoju reševanja problemov,
povezanih s proizvodnim planiranjem in razvrščanjem. Medsebojna odvisnost
med temi vrstami odločitev je zelo močna in zato je potreben integrirani pristop
za zmanǰsanje pod-optimizacije. Razvoj modelov za integrirane odločitve, ki se
ukvarjajo z vsemi odločitvami hkrati, je privlačen pristop, čeprav ima načeloma
hude pomanjkljivosti. Ti modeli so namreč ponavadi zelo veliki. Zato je v večini
praktičnih situacij zelo težko, če ne celo nemogoče, dobiti optimalne rešitve z razu-
mnim naporom. Tudi če bi računalnǐska moč in metodološke zmožnosti omogočale
rešitev velikega podrobnega modela, je ta pristop neprikladen. Razlog za to je
nezmožnost zadovolitve potreb managementa na vsakem nivoju organizacije ter
preprečitev interakcije med modelom in managerji na vsakem organizacijskem
položaju [2], [5], [12].
Hierarhični pristop k proizvodnem planiranju in razvrščanju prepoznava te raz-
like. V tem okviru so odločitve razgrajene na podprobleme, ki v kontekstu orga-
nizacijske hierarhije povezujejo odločitve, ki so na vǐsjem nivoju, z odločitvami,
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ki so na nižjem nivoju, na učinkovit način. Odločitve, ki so narejene na vǐsjem ni-
voju, nalagajo omejitve odločitvam na nižjem nivoju. Po drugi strani podrobne
odločitve zagotavljajo potrebne povratne informacije za ocenjevanje kakovosti
agregiranega odločanja [12], [13], [14].
Večina raziskav na področju razvrščanja z upoštevanjem rokov izdelave je osre-
dotočenih na minimizacijo zamude pri naročilih strank (zamuda je razlika med
časom dokončanja zamujenega opravila in njegovim rokom izdelave). Nedavno
so začeli raziskovalci, ki se ukvarjajo z raziskovanjem razvrščanja, preiskovati
vprašanja v zvezi z zamudo. Filozofija Just-In-Time (JIT) je bila glavna gonilna
sila za to zanimanje. Preučili bomo več razlogov za obravnavo zamud kot enega
izmed ciljev razvrščanja v nadaljevanju tega poglavja [12].
Plan za to poglavje je naslednji. V naslednjem podpoglavju bomo obravnavali
integrirane matematične modele, ki so bili razviti v diskretni proizvodnji in proce-
sni industriji. Potem se bomo osredotočili na modele, uporabljane v hierarhičnem
planiranju proizvodnje in razvrščanja v podpoglavju 3.2. V zadnjem podpoglavju
3.3 bomo opisali potek razvrščanja s kaznimi, ki pridejo iz zgodnosti in zamud.
3.1 Integrirano proizvodno planiranje in modeli
razvrščanja
Najprej bomo začeli s pregledom integriranih modelov, ki se uporabljajo v eno-
faznem ali večfaznem proizvodnem okolju v diskretni industriji. Potem bomo
obravnavali te modele v procesni industriji.
3.1.1 Enofazni modeli za več izdelkov (multi-item single stage models)
Manne je leta 1958 prvi predlagal model za ta razred problemov [11]. Razvil je
linearni program, ki zagotavlja dobro aproksimacijo, ko je število izdelkov, ki se
proizvedejo, veliko v primerjavi s številom časovnih intervalov. Ta predlagana
rešitev ne zagotavlja optimalne rešitve problema. Nato se je ta model razvijal
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v en ekvivalentni, glavni (master) program, ki je imel manǰse število omejitev
in spremenljivk, s čimer so se zmanǰsali časi izračunavanja. Rešitev še vedno ni
bila optimalna. Drugi avtorji so uporabili proceduro generiranja stolpcev za pro-
blem integriranega proizvodnega planiranja in razvrščanja za situacijo, ko imamo
enofazne modele za več izdelkov. Ta rešitev prav tako še ni optimalna, ven-
dar zmanǰsuje število iteracij. Vse prej omenjene rešitve niso vedno izvedljive
in sporočeni stroški niso vedno točni. Avtorji so aproksimirali te stroške, saj
ima veliko izdelkov, proizvedenih v vsakem obdobju, ponavadi majhen odstotek
neevidentiranih časov postavitve. S tem so stroški podcenjeni in kapacitete ne
zadostujejo časom postavitve v nekaterih obdobjih. To bo včasih povzročilo ne-
izvedjive plane [11], [15].
Za bolǰso predstavitev uporabljena verzija predpostavlja obstoj samo ene vrste
kapacitete (npr. časi obdelave izdelkov na strojih, delovni časi), ki je skupna v
proizvodnji izdelkov v vseh intervalih. Formulacija modela je prevzeta iz [11].
Uporabljeni so naslednji parametri, indeksi in spremenljivke:
Indeksi:
• i : izdelki (i = 1, 2, ..., I),
• j: poskusne proizvodne strategije,
• Ji : indeks poskusne strategije za izdelek i,
• t : časovni intervali (t = 1, 2, ..., T ).
Parametri:
• ci : stroški za postavitev izdelka i (evro),
• ai : časi postavitve za izrabo virov za izdelek i (ure),
• bi : stopnja izrabe virov za izdelek i (ure / enotah),
• hi : stroški na enoto za izdelek i (evro / enoto),
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• yi0 : začetna zaloga za izdelek i (enotah),
• rit : povpraševanje za izdelek i v intervalu t (enotah),
• qt : skupna razpoložljivost virov v intervalu t (ure),
• Mit : zgornja meja proizvodnje izdelka i v intervalu t.
Spremenljivke:
• xit : količina izdelka i proizvedenega v intervalu t,
• yit : količine izdelka i, ki je dana na zalogo na koncu intervala t,
• δit : 1, če je xit ≥ 0 ; 0, drugače.
Definicija tega problema implicira na to, da imajo vsi intervali iste dolžine,
npr. en teden. Model predpostavlja, da bo povpraševanje zadovoljeno za vsak
interval ali od zaloge ali od proizvodnje. Zaostanki niso dovoljeni. Variabilni pro-
izvodni stroški so ignorirani, ker je predpostavljeno, da so enaki za vsak interval.
Vključili smo stroške nastavitve, tako kot čase nastavitve izrabe virov za vsak
izdelek. Stroški nastavitve so lahko enaki stroškom neuporabne proizvodnje na
začetku. Časi nastavitve izrabe virov so lahko izgubljeni časi, ki pridejo, ko se













aiδit + bixit ≤ qit, y = 1, 2, ..., T, i = 1, 2, , ..., I (3.2)
yit = yi,t−1 + xit − rit, t = 1, 2, ..., T (3.3)
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xit −Mitδit ≤ 0 (3.4)
xit ≥ 0, yit ≥ 0, δit = 0ali1 (3.5)
To je model MIP (Mixed Integer Programing) s potencialno veliko velikostjo.
Ima (2I + 1)T omejitev in 3IT spremenjljivk, tako da če je I = 500 in T = 10,
imamo model z 10,010 omejitvami in 15000 spremenljivkami. Nato lahko določimo
Ni = (xit, yit, δit), ki zadovoljuje (3.3), (3.4), (3.5). Cenovno orientirani pristop
dekompozicije tega modela je podvojitev omejitev kapacitete, s katero bi dovolili










{(ci + aiπt)δit + (biπit)xit + hiyit} (3.6)













{(ci + aiπt)δit + (biπit)xit + hiyit}. (3.8)
Z besedami povedano, vsak Fi(π) je model z dinamično velikostjo lota, ki
je določen za množico Ni. Da bi izrazili ceno πt za uporabo skupnih virov v
intervalu t, so bili časi nastavitve, ki so povezani z δit, povečani na ci + aiπt. V
nadaljevanju so bili dodani časovno odvisni variabilni stroški proizvodnje biπit. Za
vsak i predpostavljamo, da imamo poskusne proizvodne strategije (xit, yit, δit) ∈
Ni, r = 1, 2, . . . , Ri, t = 1, 2, . . . , T in imamo:
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CirΩir ≤ qt, t = 1, 2, ..., T (3.12)
Ri∑
r=1
Ωir = 1, i = 1, 2, ..., I,Ωir ≥ 0 (3.13)
Ta model je namenjem izbiri razporeda r za vsak izdelek med do zdaj že
narejenimi poskusnimi razporedi ter minimizaciji skupnih stroškov brez presega
razpoložljive kapacitete [11].
Eppen in Martin sta leta 1987 razvila strožje linearno programiranje [16]. V
njuni rešitvi je razvidno, da linearno programiranje ustvarja meje, enake tistim,
ki se pridobivajo s pomočjo Langrangeve relaksacije ali z generiranjem stolpcev.
Naredili so uspešne poskuse z modeli, ki so bili sestavljeni iz 200 izdelkov in 10
časovnih obdobij. Trigeiro, Thomas in McClain so izbolǰsali slabosti glede podce-
njevanja časov nastavitve in stroškov med časom nastavitve, ki so bile omenjene
pri preǰsnjih rešitvah, ampak njihova metoda ne jamči izvedljivosti odločitve o
razvrščanju [17], [18].
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3.1.2 Večfazni modeli za več izdelkov (multi-item multi stage models)
Modeli, ki jih bomo obravnavali v tem podpoglavju, so mešane celoštevilske po-
splošitve prej omenjenih enofaznih modelov. Ti modeli imajo široko uporabo v
reševanju problemov v diskretni industriji, čeprav so doslej našli majhno uporabo
v reševanju realnih problemov. Pomanjkanje uporabe teh modelov je delno posle-
dica njihove velikosti in kompleksnosti, zaradi česar jih je težko zgraditi in opti-
mizirati. Ta tehnična težava naj bi izginila z izbolǰsavo računalnǐske tehnologije.
Poleg tega lahko pri praktični uporabi teh proizvodnih modelov izkorǐsčamo ne-
davni napredek na področju oblikovanja modela s strogim mešanim celoštevilskim
programiranjem in učinkoviteǰse mešane celoštevilske algoritme [11].
Večfazno proizvodno okolje ima odvisno povpraševanje izdelkov, kar pomeni, da
so količine izdelkov in razvrščanje na en določen nivo odvisni od odločitev, ki se
sprejemajo na vǐsjem nivoju.
Ostali avtorji so reševali problem preko konstruiranja algoritma, ki predstavlja
dinamično programiranje za serijsko proizvodno strukturo. Računske zahteve se
znatno povečajo z velikostjo problema. Problemi, ki so jih analizirali, so bili
različni in so se nanašali na serijske in sestavljalne proizvodne strukture. Neka-
teri avtorji so obravnavali konstantno povpraševanje v neskončno velikem plan-
skem obdobju, drugi so obravnavali znana, ampak različna povpraševanja preko
končnega planskega obdobja, tretji pa so obravnavali ta problem za nekapacitetni
proizvodni obrat. Čas izvajanja algoritma se povečuje eksponentno s povečanjem
števila časovnih intervalov ter linearno s povečanjem števila faz [11].
Ena od največjih pomanjkljivosti vseh prej omenjenih rešitev je to, da ne
upoštevajo skupnosti komponent, t.j. izdelka z več kot enim naslednikom ali
staršem. Steinberg in Napier sta leta 1980 prva upoštevala skupnost izdelkov
[19]. Njuno delo poudarja pomembnost skupnih značilnosti in služi kot merilo za
ocenjevanje hevrističnih algoritmov. Ta model je rešen kot mešani celoštevilski
program, kar omejuje njegovo uporabo samo v primerih manǰsih problemov. Bil-
lington, McClain in Thomas so leta 1983 naredili celoštevilski program za pro-
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bleme proizvodnega razvrščanja, ki obravnava odločitve o velikosti lota, proizvo-
dnih časih obdelave zahtev (lead times, def. čas obdelave zahtev je zakasnitev
med sprožitvijo in izvedbo procesa) in planiranju kapacitete [20]. Dovoljujejo sku-
pnost izdelkov v proizvodni strukturi, lastnost, ki je v veliki meri zanemarjena
v preǰsnjih rešitvah. Razvili so hevristične procedure, da bi reducirali velikost
problema na podlagi števila skupnih izdelkov. Hevristični pristop ni optimalen
pri velikih problemih [11].
Razviti so bili algoritmi, ki zagotavljajo optimalne rešitve za sestavljalne pro-
izvodne strukture ter za nekapacitetne sisteme. Ta problem rešujejo na vsaki
fazi z uporabo algoritma za najkraǰso pot. Ta dekompozicija se je izkazala kot
učinkovita metoda za določanje spodnje meje za optimalno rešitev. Z uporabo
Lagrangeve relaksacije, ki daje enostavno rešljive podprobleme, ampak s tem se
precej poveča število spremenjljivk, se transformira problem o generalni proizvo-
dni strukturi, ki je kompleksneǰsi, v večji, enostavneǰsi in ekvivalentni sestavljalni
sistem. Nekateri avtorji so upoštevali odločitve glede velikost lota v večfaznih
kapacitetnih sistemih s sestavljalno in splošno proizvodno strukturo. Razvili so
hevristične algoritme, ki dajejo dobre rešitve samo v primerih, ko imamo velike
kapacitete, redke čase nastavitve in sestavljalne proizvodne strukture. Obravna-
van je bil tudi problem proizvodnega planiranja in razvrščanja pri sestavljalnih
proizvodnih strukturah. Uporabljena je bila hevristika, ki temelji na genetskih
algoritmih, vendar dajejo rezultate samo za majhne probleme [11].
Vendar ovire za uporabo teh modelov so bolj matematične kot tehnične. Sis-
temi za planiranje materialnih potreb MRP (Materials Requirements Planning)
se veliko uporabljajo v industriji v zadnjih letih. Modeli, ki smo jih prej omenili,
morajo biti konceptualno in praktično integrirani v MRP. Trenutno je napoved za
nove aplikacije modeliranja obetavna, ker so se managerji zavedali omejitev njiho-
vih MRP-sistemov. Ti sistemi niso v resnici nič več kot informativni programi, ki
zagotavljajo podrobno kosovnico iz vnaprej določenih glavnih razporedov. Poleg
tega bodo nekateri MRP-sistemi izračunali obremenitve kapacitete, ki rezultirajo
iz podrobnega razvrščanja. Ti sistemi ne poskušajo določiti učinkovitega osnov-
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nega plana proizvodnje z dodelitvijo kapacitet ter virov na optimalni in učinkovit
način. Modeli, ki so tukaj obravnavani, naj bi zapolnili ta vakuum planiranja.
Večina proizvodnih managerjev se mora naučiti njihovega praktičnega pomena
[11].
V sredǐsču MRP-sistema in v matematičnih modelih, ki so uporabljeni pri pro-
gramiranju rešitve problemov v diskretni industriji, je struktura izdelka. Tipična
struktura izdelka je prikazana na sliki 3.1. Vsako polje se nanaša na izdelek, ki bo
proizveden, število v polju predstavlja indeks izdelka. Vsi izdelki so povezani z
vsemi ostalimi izdelki, ki to zahtevajo. Na primer izdelek 17 je povezan z izdelki
12, 8, 5, 2, in 3. Vsak izdelek je točno povezan z enim nivojem v proizvodni
strukturi, ta nivo je enak dolžini najdalǰse povezave, ki se začne pri izdelku. Ni-
voji so indeksirani od 0 do L − 1, kjer so izdelki na nivoju 0 imenovani končni
izdelki in izdelki na nivoju L− 1 surovi materiali [11], [12].
S takšnim ozadjem, lahko ugotovimo matematični model za optimizacijo kot so
predlagali Billington, McLain in Thomas leta 1983 ter Chapman leta 1985 [20],
[21].
Indeksi:
• i : indeks končnih izdelkov (i = 1, 2, ...,M),
• j: indeks vmesnih izdelkov (j = M + 1, ..., N),
• t : indeks časovnih intervalov planiranja (t = 1, 2, ..., T ),
• k : indeks obratov (k = 1, 2, ..., K).
Parametri:
• hi : stroški zaloge (evrov na enote izdelka i),
• csi : stroški postavitve (evrov za postavitvi izdelka i),
• cokt : stroški nadure (evrov na enoto kapacitete v intervalu t v obratu k),
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Slika 3.1: Struktura izdelka
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• Li : minimalni čas obdelave zahtev za izdelek i,
• fi : donos izdelka i (delež),
• ait : število potrebnih enot izdelka i, potrebnih za proizvodnjo enote izdelka
j,
• rit : izraba kapacitete izdelka i v obratu k,
• bik : zgornja meja proizvodnje izdelka i v intervalu t,
• sik : izraba kapacitete obrata k pri postavitvi s proizvodnjo izdelka i (enote
kapacitete),
• CAPkt : kapaciteta obrata k v intervalu t (enote kapacitete),
• qit : zgornja meja proizvodnje izdelka i, ki se lahko inicializira v intervalu
t.
Spremenljivke:
• Yit : količina zaloge izdelka i na koncu intervala t,
• δit : 1, če je izdelek narejen v intervalu t, ; 0, drugače,
• Okt : kapaciteta nadur obrata k v intervalu t,
• xit : proizvodnja izdelka i, ki je inicializirana v intervalu t.













30 Teoretično ozadje in zgodovinski pregled
Yi,t−1 + fixi,t−Li − yt −
N∑
j=1
aijxjt = rit, i = 1, ..., N, t = 1, ..., T (3.15)
N∑
i=1
(bikxit + sikδit) +Okt ≤ CAPkt, k = 1, ..., K, t = 1, ..., T (3.16)
xit − qitδit ≤ 0, i = 1, ..., N, t = 1, ..., T (3.17)
δit = 0 ali 1, xit ≥ 0, yit ≥ 0, Okt ≥ 0 (3.18)
Formulacija modela je prevzeta iz [11]. Optimizacijska funkcija (3.14) poskuša
optimizirati stroške zalog, postavitve in nadur. Tem stroškom se hočemo izogniti
ter jih čimbolj zmanǰsati. Omejitve (3.15) so splošne omejitve bilance zaloge.
Končna zaloga vsakega izdelka I v vsakem obdobju t je enaka začetni zalogi plus
neto proizvodnji izdelka v obdobju t−Li minus notranje in zunanje povpraševanje
po tem izdelku v tem intervalu. Čas Li bi moral biti enak minimalnemu času,
ki je potreben, da bi se izdelek proizvedel ali pridobil. Omejitve zmogljivosti ali
omejitve postavitve so dane v (3.16) in (3.17) [11].
Model za več izdelkov v večfaznem okolju lahko postane zelo velik. Npr. če
je N = 1000, T = 13, in K = 50, bi imel model 26650 omejitev, 52650 zveznih
spremenljivk in 26000 diskretnih spremenljivk.
Obravnavali bomo dva razllična pristopa dekompozicije razstavljenega mo-
dela na dva upravljiva pod-modela. En pristop je vgnezdena shema dekompo-
zicije, ki jo je predlagal Chapman, drug pristop je hierarhično planiranje, ki bo
obravnavano v naslednjem pod-poglavju [21]. Čeprav oba pristopa zahtevata
dodatne raziskave in računalnǐsko eksperimentiranje, ponujata učinkovit način
pri reševanju problemov z velikostjo in kompleksnostjo monolitičnega modela (z
3.2 Hierarhično proizvodno planiranje in modeli razvrščanja 31
uporabo mešanega celoštevilskega programiranja za podporo MRP-sistemov) [1],
[11].
Matematično programiranje v proizvodnem planiranju se uporablja tudi v
procesni industriji, kot naftna, jeklena, predelava hrane itd. Eilon je leta 1969
predlagal MIP za proizvodno razvrščanje v enofaznem okolju z večimi izdelki
in z omejitvami [22]. Razvil je hevristične algoritme, ki temeljijo na serijskem
pristopu razvrščanja. V dvofaznem proizvodnem okolju je Prabhakar preučeval
velikost lota in sekvenciranje odvisnega časa postavitve v kemijski industriji [23].
To je naredil z uporabo MIP, da bi zagotovil proizvodni razpored samo za en
interval planiranja. Pri tem je upošteval delitev obdelave, hkrati pa tudi določal
odločitve razvrščanja. Uporabljal je algoritma razveji in omeji (branch and bo-
und), da bi rešil MIP ter prikazal rezultate za majhne probleme. Zanakis in Smith
sta leta 1980 predstavila pristop z matematičnim programiranjem za odločitve
v proizvodnem planiranju v kemijski industriji [24]. Obstajajo nelinearnosti v
stroškovnih strukturah in proizvodnih procesih v kemijskih obratih. Te nelinear-
nosti naraščajo pri združevanju izdelkov, pri mešanju končnih izdelkov, če kako-
vost komponent vpliva na mešan izdelek na nelinearen način. Baker in Lasdon
zagotavljata obravnano nelinearnosti z uporabo zaporednega linearnega progra-
miranja SLP (Successive Linear Programming) [25]. Vickery in Markland sta
razvila pristop s celoštevilskim programiranjem v kapacitetnem proizvodnem oko-
lju z več izdelki v serijskem proizvodnem sistemu za farmacevtsko podjetje [26].
Razvila sta hevristične algoritme za rešitev velikih problemov [11], [12].
3.2 Hierarhično proizvodno planiranje in modeli
razvrščanja
Hierarhično planiranje zagotavlja platformo (framework), ki ni uporabljiva le na
področjih proizvodnega planiranja in upravljanja operacij. Winkofsky, Baker
in Sweeny so leta 1981 obravnali ta pristop na področju upravljanja razvoja in
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raziskave virov [27]. Ruefli in Storbeck sta preučevala hierarhično odločanje v
neproizvodnem kontekstu [28]. Geoffrion je predlagal uporabo hierahičnega pri-
stopa v strukturiranem modeliranju, česar cilj je zagotavljanje formalnega ma-
tematičnega okvira in računalnǐskega okolja za snovanje, predstavljanje in mani-
puliranje različnih modelov [29]. Strukturirano modeliranje uporablja hierarhični
organiziran, porazdeljen in atributski acikličen graf za predstavitev strukture mo-
dela [30].
Hierahični pristop v proizvodnem planiranju so leta 1960 prvi predstavili Holt in
ostali [13]. V tem pristopu je podrobna monolitna formulacija proizvodnega pla-
niranja in vodenja zamenjana z zaporedjem modelov. Ti so usklajeni s hierarhijo
odločitev, ki jih je treba izvesti. Najprej se sprejemajo agregirane (strateške in
taktične) odločitve, nato se naložijo omejitve, znotraj katerih se sprejemajo bolj
podrobne (operacijske) odločitve. Te podrobne odločitve zagotavljajo povratne
informacije o oceni kakovosti agregiranih odločitev [13].
Odločitve na vǐsjih nivojih vselej temeljijo na agregiranih modelih. Uspeh hie-
rarhičnega pristopa je v veliki meri odvisen od skladnosti med modeli na različnih
nivojih. Vsak hierarhični nivo ima svoje lastnosti. Na metode agregacije običajno
vplivajo številni dejavniki, ki vključujejo:
• dolžino planskega obdobja,
• nivo podrobnosti zahtevanih informacij in napovedi,
• obseg dejavnosti planiranja,
• avtoriteto in odgovornost managerja, ki je odgovoren za izvedbo plana.
Zgodnje delo, ki je uporabljalo hierarhični pristop, je bilo spodbujeno s pro-
blemi, povezanimi s planiranjem in razvrščanjem v diskretnih serijskih proizvo-
dnih sistemih [31], [32]. V teh aplikacijah so končni izdelki bili agregirani v
družine, družine izdelkov pa so bile združene v tipe izdelkov. Modeli na vǐsjem
nivoju so bili tipično linearni in mešano linearni celoštevilski programi, medtem
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ko so modeli na nižjem nivoju bili izbočeni preprosti problemi nahrbtnika (convex
knapsack problems). Ta pristop je podrobno opisan kasneje v tem podpoglavju
[12], [13] .
Hierarhični pristop je dokaj splošen in je prilagojen na različne sisteme z ustre-
znimi izbirami shem ter na podmodele agregacije in deagregacije. Npr. takšno
uporabo tega pristopa v zveznem proizvodnem procesu in v posamični obdelavi
so naredili Bradley, Hax in Magnanti [33]. Axsater in Johnson sta uporabljala ta
pristop, da bi zagotovila agregirani model za podporo pri odločanju pri planira-
nju kapacitete v MRP-sistemih [13]. Njun model temelji na skupinah izdelkov in
strojev ter je izdelan z namenom zagotoviti skladnost med kapacitetami strojev
in zahtevami, ki jih nalagajo natančni razporedi dobljeni iz MRP-procedure. Bi-
tran in Tirupati opisujeta uporabo razvrščanja v enofaznem okolju na vzporednih
strojih, kjer je dodelitev virov določena preko agregiranega modela [34]. Agrega-
cija je dosežena z združevanjem obdelave v družine izdelkov. Na vǐsjem nivoju se
nahaja model kot mešani celoštevilski kvadratični program, ki je lahko interpreti-
ran kot problem združevanje strojev in agregirane obremenitve. Rezultat tega so
poenostavljeni problemi razvrščanja. Kusiak in Finke sta predstavljala uporabo
hierarhičnega pristopa v procesu planiranja v fleksibilnih proizvodnih sistemih
[35].
Hierarhično planiranje predstavlja filozofijo reševanja kompleksnih problemov,
kot specifično tehniko reševanja. V naslednjem podpoglavju bomo nadaljevali s
podrobnim opisom metode, ki so jo predlagali Hax in Meal leta 1975, ter Bitran in
Hax leta 1977 [31], [32]. Predlagali so hierarhični pristop proizvodnega planiranja
in razvrščanja za enofazne serijske proizvodne sisteme. Nato bomo razpravljali
o metodah agregacije in deagregacije. Opažamo, da je enofazni model poena-
stavitev proizvodnega procesa. V tem modelu se ne upoštevajo podrobnosti o
proizvodnem procesu. Sistem je modeliran kot črna škatla s kritičnimi viri, ki
omejujejo njegovo kapaciteto. Vendar se hierarhični pristop lahko prilagodi za
uporabo pri podrobneǰsih modelih. Kot bo opisano v naslednjem podpoglavju o
hierarhičnem pristopu v večfaznih proizvodnih sistemih, razlikujemo v podrob-
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neǰsih večfaznih modelih različne faze proizvodnje (proizvodnja delov, sestavljalna
proizvodnja – assembly production). Vključili bomo omejitve virov na vsaki fazi
[13], [30].
3.2.1 Hierahično planiranje v enofaznih sistemih
Hax in Meal sta predstavila koncept hierarhičnega planiranja s prepoznavo razlike
med taktičnimi in operacijskimi odločitvami [31]. Taktične odločitve so povezane
z agregiranim proizvodnim planiranjem, medtem ko so operacijske odločitve izhod
procesa deagregacije. Hierarhična struktura, ki sta jo predlagala Hax in Meal leta
1977 ter uporabljala Bitran in Hax leta 1981, temelji na treh nivojih agregacije
izdelka [13], [32], [36].
Končni izdelki se dostavljajo naročniku in predstavlajo najvǐsjo stopnjo spe-
cifičnosti proizvedenih izdelkov. Določen izdelek lahko ustvari veliko število iz-
delkov, ki se razlikujejo po lastnostih, kot so barva, embalaža, nalepke, velikost
itd. Skupine, ki imajo podobne stroške na enoto, direktne stroške ali pa stroške
na časovno obdobje ter podobne produktivnosti (npr. koliko ur je potrebnih za
izdelavo enega izdelka?) in sezonskosti, se imenujejo vrste izdelkov. Skupine iz-
delkov, ki spadajo v iste vrste izdelkov in imajo podobne postavitve, se imenujejo
družine. To pomeni, če je stroj pripravljen izdelati en izdelek iz ene določene
družine, so vsi ostali izdelki te družine lahko izdelani z manǰsimi spremembami
postavitve. To razvrstitev lahko ilustriramo s proizvodno linijo proizvajalca pr-
tljage. Izdelki iste velikosti so lahko grupirani v isto vrsto izdelka. Znotraj ene
vrste izdelka se lahko izdelki v istem okviru proizvajajo z isto postavitvijo in tvo-
rijo eno družino izdelkov. Izdelki v isti družini imajo različne lastnosti, kot so:
barva, manǰse variacije v materialu itd [13], [37], [38].
Proces planiranja je sestavljen iz treh korakov. V prvem koraku so določeni agre-
girani plani za vrsto izdelka. Plansko obdobje za ta model je običajno eno celo
leto, da bi upoštevali vsa nihanja zahtev povpraševanj po izdelkih. Drugi korak je
posledica deagregacije agregiranega plana za vsako vrsto, da bi pridobili količino
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izdelkov za vsako družino. Nadaljnja deagregacija proizvodnje lotov te družine z
namenom določitve količine izdelkov se izvaja v tretjem koraku.
Pomembno je omeniti, da se med izvajanjem agregiranega plana za vsako ob-
dobje implementirajo samo rezultati prvega obdobja. Deagregacija (koraka 2
in 3) je potrebna samo za prvi interval planskega obdobja. Posledica tega je
zmanǰsevanje količine zbranih podatkov in časa obdelave teh podatkov v pri-
merjavi s podrobnimi formulacijami problema proizvodnega planiranja. Bitran
in Hax sta formalizirala hevristiko za hierarhično planiranje z uporabo prepro-
stih problemov nahrbtnika, da bi deagregirali količino vrst izdelkov in družin v
količino družin in izdelkov [32]. Ta metoda se imenuje regularna metoda nahrb-
tnika (knapsack). Da bi poenostavili predstavitev teh modelov, v veliko primerih
predpostavljamo, da so proizvodni časi dobave enaki nič. Ta omejitev ni vedno
potrebna, saj lahko formulacije modela in njegovih ustreznih rezultatov spreme-
nimo na ta način, da jih razširimo tudi na primere s konstantnimi proizvodnimi
časi dobave. Bitran in Hax sta izvedla več poskusov, da bi preučila delovanje
enofaznega hierarhičnega sistema za določanje velikosti napak napovedi, zmo-
gljivosti, obsega stroškov postavitve in narave planskega obdobja [32]. Bitran,
Haas in Hax so razvijali različne hevristične modele za proizvodno planiranje in
razvrščanje v enofazem proizvodnem okolju z več izdelki [36]. Podani so bili line-
arni matematični program za odločanje pri proizvodnem planiranju ter mešano
celoštevilski model za dnevna odločanja pri razvrščanju. Bitran in Tirupati sta
razvila mešan celoštevilski kvadratični matematični program agregacije za plani-
ranje, da bi homogenizirala skupino izdelkov [34]. S tem sta dosegla redukcijo
kompleksnosti pri problemu razvrščanja. Opisala sta tudi dodelitev virov v eni
fazi in uporabo razvrščanja na vzporednih strojih. Trofazni modeli, ki sta jih pre-
dlagala Bowers in Jarvis, uporabljajo hierarhičen pristop za enofazno planiranje
proizvodnje in razvrščanje za več različnih izdelkov [39]. Izvajajo tudi planiranje
zalog, kratkoročno planiranje proizvodnje in dnevne zaporedne naloge. Razvili so
se modeli za planiranje na nivoju vrste izdelka, na nivoju družine izdelka in na
nivoju končnega izdelka za proizvodno planiranje v proizvodnji delov in v pro-
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cesu sestavljanja v diskretni industriji. Postopki deagregacije v tej raziskavi ne
zagotavljajo izvedljivosti [1], [37].
Razviti so bili matematični modeli za farmacevtsko, jeklarsko in petrokemično in-
dustrijo. Razvit je bil trofazni hierarhični model. Preko linearnega programiranja
so bili določeni velikost lota, naloge proizvodnih linij in nivo zaloge za posamezne
izdelke. Skozi hevristike razvrščanja je bilo doseženo končno zaporedje obdelave.
Pristop pomičnega planskega obdobja je bil široko uporabljen, da bi se zmanǰsala
računska obremenitev. Ta strategija sprejema odločitve samo za kraǰsa obdobja
planiranja. Večina obstoječih pristopov je omejena zaradi preveč poenostavljenih
nivojev načrtovanja, pomanjkanja upoštevanja negotovosti in upoštevanja izve-
dljivosti zaporedja nalog [13], [40].
V kontekstu hierarhičnega planiranja je bila obravnavana tudi stabilnost. Pre-
dlagan je bil dvonivojski pristop agregracije v diskretni industriji. Prvi nivo
se uporablja za določanje količine družin po dalǰsih obdobjih v več planih, ki
ustrezajo končnim izdelkom po dalǰsih obdobjih. Drugi nivo deagregacije MPS
(Material Planing System) se ukvarja z enostavno hevristiko, ki določa število
izdelkov, proizvedenih v določenih časovnih obdobjih [38].
3.3 Zgodnost / Zamuda (Earliness / Tardiness)
Mera zgodnost/zamuda (earliness-tardiness (E/T) ) je bila predmet raziskav na
področju razvrščanja zaradi vse večjega poslovnega poudarka na pravočasno pro-
izvodnjo izdelka v predvidenem roku izvajanja. Navedene razlage o zgodnosti in
zamude v tem podpoglavju so prevzete iz [41], [42].
Pomembna lastnost moderne proizvodnje je obsežna uporaba koncepta Just-in-
time (JIT) pri upravljanju zalog in proizvodnje, kjer mora biti vsako opravilo
pravočasno zaključeno, kar pomeni pred svojim rokom izdelave. V takšnem okolju
sta zgodnost in zamuda pomembni. Zato je potrebno, da vsaka množica opravil
teži k minimizaciji skupne zgodnosti in zamude. Pri tem se zamuda odraža na
zadovoljstvu stranke, medtem ko zgodnost vpliva na nivoje zaloge. Koncept JIT
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je bil uporabljen z namenom minimizacije količin izdelkov s slabšo kakovostjo ali
izdelkov z napako v proizvodnji plastike, stekla, kemikalij in polprevodnikov. V
teh proizvodnih dejavnostih lahko surovi materiali ali izdelki v izdelavi zgubijo na
kakovosti ali postanejo neuporabni zaradi zgodnje ali pozne obdelave. Ta potreba
za pravočasno predelavo se je pojavila tudi pri proizvodnji polprevodnikov, kjer
nekateri kemijski procesi ne bi mogli biti izvedeni niti zgodaj niti pozno, saj lahko
pride do poslabšanja kakovosti polprevodnika. V tem primeru nista zaželjeni niti
zgodnost niti zamuda [42].
Prvi, ki je delal na področju zgodnosti in zamud ter kazni, ki izhajajo iz tega, je
bil Sidney leta 1977 [43]. On je razvil polinomni algoritem s kompleksnostjo (n2),
da bi minimiziral maksimuma (zgodnosti, zamude) za probleme enega stroja. La-
kshminarayan je izbolǰsal postopek in razvil algoritem z (nlogn) kompleksnostjo
[44]. Kanet je obravnal problema zmanǰsevanja vsote E/T v enem strojnem oko-
lju s skupnim časom dokončanja [45]. Podobne raziskave sta naredila Bagchi in
Hall [46], [47]. Oba sta obravnavala E/T-probleme na enem stroju s skupnim
časom dokončanja [42], [48].
Nato so se obravnavali problemi na več strojih s skupnim časom dokončanja ter
tudi na nepovezanih vzporednih strojih. Narejeni so bili algoritmi za makespan
(čas za dokončanje skupine opravil), totalno uteženo vsoto časov končanja, ma-
ksimalno zamujanje, vsoto zamud, vsoto zgodnosti in druge različne kriterije kot
merilo uspešnosti.
Pregled obstoječih algoritmov je omejen na deterministične probleme brez na-
stavitev, prisvajanj ali stranskih pogojev problema. Problemi, ki vključujejo
značilnosti obdelave, kot so časi sprostitve, zaporedno odvisne postavitve in pri-
svajanja, so še vedno v veliki meri neraziskani, medtem ko je bila veliko razi-
skovana minimizacija skupnega časa dokončanja opravil (makespan). Raziskava
o rešitvi problema razvrščanja na nepovezanih vzporednih strojih, ki vključuje
minimizacijo števila zamujenih opravil, uteženo število zamujenih opravil, vsoto
zamude in uteženo vsoto zamud, je precej omejena.
Razviti so bili modeli z MinMax cilji, ki minimizirajo vsoto maksimalne zgodnosti
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in zamude, imenovano kot ETmax. Predlagan je bil algoritem razveji in omeji,
da bi našli optimalno zaporedje opravil pri problemu razvrščanja na enem stroju.
Drugi avtorji so razvili nov algoritem omeji in razveji, ki vključuje učinkovita
pravila dominantnostni in hevristične metode kot zgornjo mejo za zmanǰsevanje
vsote maksimalne zgodnosti in zamude ETmax pri problemu razvrščanja na enem
stroju z različnimi časi dokončanja. Razvit je bil zelo učinkovit hevrističen po-
stopek DYNA. Dokazano je, da je bil algoritem sposoben optimalno rešiti 100 %
primerov in da je bolj učinkovit od obstoječih metod.
V zadnjem času je pozornost usmerjena k upoštevanju zgornjih pogojev v na-
stavitvah realnih proizvodnih okoljih, kot so opravila z neenakimi časi sprostitve.
Problemi razvrščanja z različnimi časi sprostitve so prisotni v številnih praktičnih
primerih. To je privlačno, ker so v večini nastavitev v realni proizvodnji naročila
(prihodnja opravila) dana v delavnici v dalǰsem časovnem obdobju. Predstavljen
je bil algoritem razveji in omeji za minimizacijo ETmax pri problemu razvrščanja
na enem stroju z neenakimi časi sprostitve in neprisiljenih časih brez dela. V tem
algoritmu so spremenjena pravila razporejanja, ki temeljijo na različnih časih
sprostitve, predlagana kot zgornja meja, medtem ko je postopek, ki upošteva
predpostavke prisvajanja, uporabljen za zagotovitev dobre spodnje meje. Tudi
pravila dominantnosti, ki ne temeljijo na nobenem neprisiljenem času brez dela
ter sosednji izmenjavi med pari v osnovnem problemu, se uporabljajo pri elimi-
naciji vozlǐsča [48].
Dali bomo primer razvrščanja opravil s skupnim časom dokončanja na enem
stroju. Iz praktičnega vidika so naročila strank sestavljena iz izdelkov, ki morajo
biti dostavljeni v specifičnem, določenem času. Sestavljeni so lahko iz kemijskih
ali fizikalnih zmesi, ki vsebujejo nekatere sestavine s kratkim razpolovnim (half
life) obdobjem.
V tem problemu obstaja na voljo n opravil v času nič (na začetku, ki jih je treba
predelati na enem stroju in dostaviti pred rokom dokončanja). Vsako opravilo
i zahteva točno eno operacijo, njegov čas obdelave pi je znan. Če je opravilo i
končano pred rokom dokončanja, je zgodnost podana z Ei = d–Ci, kjer je Ci čas
3.3 Zgodnost / Zamuda (Earliness / Tardiness) 39
zaključka opravila i. Nasprotno, če je opravilo končano po želenem datumu, je
njegova zamuda podana s Ti = Ci–d. Vsako opravilo ima svojo kazen za zgo-
dnost na enoto αi in svojo kazen za zamudo βi. Prevzem ni dovoljen, začetni čas
obdelave ni nujno v času nič, ko so vsa opravila razpoložljiva. Cilj tega problema
je dobiti optimalen razpored, ki bo minimiziral vsoto kazni zaradi zgodnosti in
zamud.
Skupni čas dokončanja je lahko omejen ali neomejen. Čas dokončanja se ime-
nuje neomejen, če se mora izračunati njegova optimalna vrednost ali če njegove
podane vrednosti ne vplivajo na optimalen urnik. V primerih, ko je podani čas
dokončanja večji ali enak vsoti časa obdelave vseh razpoložljivih opravil, je ta
čas dokončanja neomejen. N.G. Hall in M.E. Posner sta demonstrirarala problem
razvrščanja kot NP-hard (nondeterministic polynomial time), celo z neomejenim
časom dokančanja in αi = βi [41]. H.G. Kahlbacher je obravnaval en poseben
primer z neomejenimi časi dokončanja, kjer je αi = βi = 1 in βi = β za vsa opra-
vila [41]. Ta primer se lahko reši s polinomskim algoritmom s kompleksnostjo
O(nlogn). Primeri, kjer imamo kazni neodvisne od opravil, kar pomeni, da za
vsa opravila velja αi = α in βi = β, se lahko rešujejo s polinomskimi algoritmi.
Za splošen primer brez omejitev kazni je predlagan algoritem razveji in omeji,
ki je sposoben rešiti 15 opravil. Za ta problem je bil predlagan 0-1 kvadratični
model in rešen s predlaganim algoritmom. Drugi pristop, ki vključuje generira-
nje stolpcev in algoritem z Lagrangevo relaksacijo, rešuje problem z največ 125
opravili [41].
Druga verzija tega problema z omejenimi časi dokončanja je NP-hard celo z
αi = βi = 1. Zaradi njegove kompleksnosti, je veliko avtorjev obravnavalo ta
problem z uporabo hevrističnih in metahevrističnih pristopov. Večina teh mode-
lov temelji na svojih iskalnih strategijah z naslednjimi lastnostmi. Pogledali bomo
optimalno rešitev problema pri omejenem času dokončanja s splošnimi kaznimi
in nasednjimi lastnostmi:
1. Časi brez dela med zaporednimi opravili niso vključeni.
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2. Razpored je V-oblike, kar pomeni, da so opravila, ki se dokončujejo na točno
določen datum dokončanja ali pred njim, v zaporedju v nenaraščajočem
vrstem redu glede na razmerje pi/αi. Opravila, ki se začnejo točno na
datum dokončanja ali po njim, so v zaporedju v nepadajočem vrstnem redu
glede na razmerje pi/βi. Upoštevati moramo, da lahko pride do čezconskega
opravila, to je opravilo, katerega čas obdelave se je začel prej in se je končal
po izteku datuma dokončanja.
3. Obstaja optimalni razpored, v katerem se niti prvo opravilo ne začne obde-
lovati v času nič ter se niti eno opravilo ne konča pravočasno.
Nekateri avtorji so razvili natančne algoritme za primere, ko imamo omejen čas
dokončanja s specialnimi lastnostmi. Predstavljen je psevdopolinomni dinamično
programiran algoritem z αi = βi za vsa opravila in psevdopolinomski algoritem z
omejitvami (čas brez dela je prepovedan za stroje) z αi = α in βi = β. Avtorji so
predstavili algoritem razveji in omeji, ki omogoča uporabo spodnje meje temelječ
na Lagrangeevi relaksaciji, in algoritmov, ki uporabljajo dinamično programira-
nje in sheme razveji in omeji za probleme brez omejitev z enotnimi kaznimi α in
β [41].
Da bi raziskali ta problem z omejenimi skupnimi roki izdelave in splošnimi ka-
znimi, bomo v nadaljevanju obravnavali sprecifični algoritem razveji in omeji.
Spodnje meje in pravila obrezovanja, ki izkorǐsčajo lastnosti, so uvedena. Najprej
bomo predstavili matematični model, nato bomo nadeljavali z iskalnimi strategi-
jami algoritma razveji in omeji in predlaganimi spodnjimi mejami [41].
3.3.1 Matematični model
Naslednjo formulacijo mešanega MIP celoštevilskega matematičnega programa
uporabljamo, da bi zagotovili optimalno rešitev problema z omejenimi skupnimi
roki izdelave. Formulacija je prevzeta iz [42].
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Parametri:
• d : skupni rok izdelave,
• αi : kazen za zgodnost opravila i na časovno enoto,
• βi : kazen za zamudo opravila i na časovno enoto,
• pi : čas izvajanja opravila i,
• R : dovolj veliko število.
Spremenljivke:
• Xik : 1, če je opravilo (ni nujno direktno) pred opravilom k, 0 drugače,
• Ci : čas zaključka opravila i,
• Ei : zgodnost opravila i ,










Ti − Ei = Ci − d, i = 1, 2, ..., n (3.20)
Ci ≤ Ck − pk +R(1− xik), i = 1, 2, ..., n, k = i+ 1, ..., n (3.21)
Ck ≤ Ci − pi +Rxik, i = 1, 2, ..., n, k = i+ 1, ..., n (3.22)
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Ci − pi ≥ 0, i = 1, 2, ..., n (3.23)
Ti ≥ 0, i = 1, 2, ..., n (3.24)
Ei ≥ 0, i = 1, 2, ..., n (3.25)
xik ∈ {0, 1}, i = 1, 2, ..., n, k = i+ 1, ..., n (3.26)
Enačba (3.19) predstavlja optimizacijsko funkcijo, ki jo je treba minimizirati,
t.j. minimizirati vsoto kazni zaradi zgodnosti in zamud. Zamuda in zgodnost sta
obračunana preko naslednje omejitve:
Ti ≥ d− Ci, Ei ≥ Ci − d, i = 1, 2, ..., n (3.27)
Druga možnost je izračun zamud preko omejitev v izrazu (3.20). Upoštevati
moramo, da ima predstavljeni model n omejitev manj kot originalni model. Ome-
jitve v izrazih (3.21) in (3.22) kažejo na čase zaključka vsakega opravila, če je
opravilo i v zaporedju pred opravilom k, xik = 1. Posledično omejitve v iz-
razu (3.21) dajejo Ci ≤ Ck−pk zaradi dodajanja konstante R, omejitev v izrazu
(3.22) ni omejujoča. Omejitev v izrazu (3.23) zagotavlja, da je začetni čas vsakega
opravila i nenegativen. Množica omejitev (3.24) in (3.25) določa nenegativnost
spremenljivk Ti in Ei, medtem ko omejitev v izrazu (3.26) določa spremenljivko
xik kot binarno.
3.3.2 Algoritem razveji in omeji (Branch-and-bound algorithm)
Predlagani algoritem je sestavljen iz dveh različnih strategij. Ta ločitev temelji
na lastnosti, iz katere izhaja obstoj optimalne rešitve, kjer se bodisi prvo opravilo
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začne ob času nič bodisi se prvo opravilo končna pravočasno. Pregledali bomo dve
strategiji. V prvi strategiji so raziskovani razporedi, ki so sestavljeni iz opravil,
končanih točno do roka dokončanja. V drugi strategiji se bomo osredotočili na
opravila, ki se začnejo točno ob času nič. Te strategije se uporabljajo v zaporedni
obliki. Njihova kombinirana izvedba jamči, da algoritem pokriva celotni prostor
rešitev. Prvotna rešitev je bila zagotovljena s konstruktivno hevristitiko.
3.3.2.1 Prva iskalna strategija
Ta strategija iskanja ǐsče najbolǰso rešitev z opravili, ki so končana točno do nji-
hovega časa izvajanja, njihov začetni čas izvajanja pa je lahko drugačen od nič.
Zaporedje opravil se obravnava kot dve podzaporedji v enem zaporedju. Pri tem
se zadnje opravilo konča točno do roka izvajanja, po drugi strani pa se prvo opra-
vilo začne točno ob času roka izvajanja.
Prvi nivo iskalnega drevesa ustreza številu opravil nfb, ki so se končala pred ali
točno do roka izvajanja. Za vse preostale nivoje se bosta generirali dve vozlǐsči, ki
predstavljata relativno pozicijo opravila v primerjavi z rokom izvajanja. Te pozi-
cije so prikazane z napisoma Prej ali Potem in simbolizirajo čas začetka izvajanja
opravila glede na rok izvajanja. Predvideno je, da nivo 2 ustreza opravilu 1, nivo
3 opravilu 2 in tako naprej. Ko je vozlǐsče ’Prej’ ustvarjeno, algoritem preverja,
če je dovolj prostora, da bi dodelil novo opravilo. Vrstni red opravil v vsakem
zaporedju sledi V-obliki, kar je druga zgoraj omenjena lastnost. Slika 3.2 ilustrira
primer predlaganega iskalnega drevesa s štirimi opravili. Upoštevamo, da na pr-
vem nivoju rešitve z nfb = 4 in nfb = 0 niso del drevesa. Če je mogoče zagotoviti
izvedljive razporede z vsemi nezamujanimi opravili, je upoštevani rok izvajanja
neomejen. Po drugi strani se lahko razpored z vsemi zamujenimi opravili izbolǰsa
s premikom zaporedja opravil na levo.
Na prvem nivoju drevesa bo vozlǐsče staršev tisto z največjim številom ne-
zamujanih opravil. Namen tega kriterija je eliminacija tistih rešitev, ki imajo
minimalno vsoto nfb časa obdelave večjo od časovnega obdobja pred rokom izva-
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Slika 3.2: Primer drevesa s 4 opravili ustvarjenimi z iskalno strategijo 1. A pomeni
potem, B pomeni prej
janja. Poddrevo pod izbranega vozlǐsča bo preiskano pred izbiro drugega vozlǐsča
na tem nivoju. Za vsako vozlǐsče staršev je izračunana spodnja meja. Predlagana
spodnja meja LB1a je predstavljena v naslednji tezi:
Teza 1: Upoštevali bomo množico J iz n opravil sestavljeno iz dveh podzapo-
redij, eno iz nfb neznanih opravil, ki se začnejo pred rokom izvajanja, in drugo
podzaporedje z n − nfb neznanimi opravili, ki so se končala po roku izvajanja.
Predpostavljamo, da ni časa brez dela med zaporednimi opravili in opravilo na
poziciji nfb se končuje točno do roka izvajanja. Sledi, da je utežena vsota kazni












kjer je pminq q-it najmanǰsi čas obdelave med opravili v množici J .
V naslednjih nivojih bo razvejano vozlǐsče vsebovalo podzaporedja, ki so naj-
bližje koncu izvajanja. Ta aproksimacija je merjena z najmanǰsim številom opra-
vil, ki se morajo pozicionirati v vsakem podzaporedju. Da bi jo izračunali za
vsako vozlǐsče, uporabljamo naslednji izraz:
proximility = min{nfb − xb, n− n
fb − xa}, (3.29)
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kjer so xb in xa števila opravila, ki so že pozicionirana pred ali po roku izvaja-
nja. Če so fiksirana vsa opravila na katerikoli strani roka izvajanja, je zaporedje
preostalih opravil določeno z zgoraj omenjeno lastnostjo 2. V primeru, da pride
do nedoločenega izida, algoritem izbira ta vozlǐsča z maksimalno spodnjo mejo
LB1b, ki upošteva, da so opravila že pozicionirana in je ovrednotena z naslednjim
izrazom:










+ + βπ(i)(Cπ(i) − d)
+]. (3.31)
Vozlǐsče je eliminirano, če je njegova spodnja meja večja ali enaka trenutni
vrednosti rešitve.
3.3.2.2 Iskalna strategija dva
Ta strategija obravnava rešitve, katerih začetni čas je enak nič. Algoritem gradi
drevo, kjer vsako vozlǐsče predstavlja parcialno zaporedje. Ko je vozlǐsče razve-
jano, je eno ali več vozlǐsč ustvarjenih z dodajanjem dodatnega opravila v parcial-
nem zaporedju, povezanem z vozlǐsčem, ki se razveja. To zaporedje je izdelano od
začetka do konca. Izgradnja zaporedja se začne s pozicioniranjem zadnjega opra-
vila, ki ga je treba izvajati, in nadaljuje s fiksiranjem opravilla enega ob drugega,
dokler ne pride do prvega opravila, ki ga je treba izvajati. Prvo fiksno opravilo
bo vedno končalo svoje izvajanje z vsoto vseh časov izvajanja, medtem ko bo za-
dnje fiksirano opravilo začelo z izvajanjem ob času nič. Ta pristop prinaša bolǰse
rezultate kot naravni način (zgradnja zaporedja od začetka do konca). Slika 3.3
ilustrira vrstni red zgradnje zaporedja.
Da bi zmanǰsali prostor iskanja, so sestavljeni samo razporedi, katerih opravila
so pozicionirana v V-obliki in brez časa brez dela med zaporednimi opravili. Vo-
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Slika 3.3: Konstrukcija zaporedje v iskalni strategiji 2
zlǐsče, ki bo razvejano, ima največjo vsoto časa izvajanja od vseh že fiksiranih
opravil. Namen tega kriterija je dati prednost parcialnim zaporedjem, katerih
začetni časi so bližji roku izvajanja. V primeru nedoločenega izida algoritem iz-
bere vozlǐsče z največjo spodnjo mejo. Najbolǰsa pozicija preostalih opravil je
določena z lastnostjo 2, ko je začetni čas parcialnega zaporedja enak ali manǰsi
roku izvajanja. Takrat je vozlǐsče eliminirano.
Pri ustvarjanju vsakega vozlǐsča se izračuna spodnja meja utežene vsote
kazni zaradi zgodnosti ali zamud. Vozlǐsče je eliminirano, če je ta ocena večja ali
enaka trenutni, prvotni rešitvi.
Predlagana spodnja meja LB2 upošteva kazni, provzročene iz znanih opravil
v parcialnem zaporedju, kot tudi ustvarjene ocene za kazni opravila, ki bodo
končala svoje izvajanje ob začetnem času parcialnega zaporedja ter podzaporedja
neznanih opravil, ki se začnejo ob času nič. Naslednje lema je potrebna za
vzpostavitev spodnje meje.
Lema 1: Če je A = a1, a2, ..., at in B = b1, b2, ...., bt, zaporedje sestavljeno
iz celih števil ter določimo Z(A,B) =
∑t
i=1 atbt. Če je a1 ≥ a2 ≥ ... ≥ at in
b1 ≤ b2 ≤ ... ≤ bt, potem je Z(A,B) minimizirana.
Teza 2: Imamo n opravil in znano podzaporedje R sestavljeno iz teh opravil,




i∈R pi > d in se konča ob
∑n
i=1 pi. Z
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D označimo množico preostalih opravil. Utežena vsota kazni zaradi zgodnosti in








+ +mink∈D{βk}(S − d) +
∑
i∈R
βi(Ci − d), (3.32)
kjer je ‖D‖ število elementov v množici D in αminq , je q najmanǰsa kazen za
zgodnost in pmaxb b največja kazen za najdalǰsi čas obdelave.
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4 Modeli pri proizvodnem planiranju
V tem poglavju bomo opisali najpomembneǰse elemente modeliranja in obravna-
vali primere z mešano celoštevilsko formulacijo, ki ustrezajo problemom odločanja
v sistemih MRP (Material Requirements Planning), sistemih MPS (Master Pro-
duction Schedule) in integiriranih sistemih MPS/MRP. Opis modelov v tem po-
glavju, ki jih uporabljamo pri proizvodnem planiranju, njihova klasifikacija in
podrobna razlaga so prevzeta iz [49].
4.1 Elementi modeliranja in klasifikacija modelov
Obstajajo številni elementi modeliranja, prisotni v večini problemov proizvodnega
planiranja. Problemi proizvodnega planiranja se ukvarjajo z:
• odločanjem o velikosti in času proizvodnih lotov,
• določanjem razpoložljivosti virov (ure strojev, delovna sila, podizvedba),
• dodelitvijo virov proizvodnih lotov,
• zadovoljevanjem napovedi povpraševanja in naročil strank,
• povečevanjem zmogljivosti, izraženi v proizvodnih stroških, stroških zalog,
nivo storitev za stranke
preko celotnega, končnega planskega obdobja.
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Obstajajo tudi številni komplicirani elementi modeliranja, ki niso vedno pri-
sotni v vseh modelih.
• Več izdelkov je v interakciji preko uporabe skupnih virov (V tem primeru,
ne obstaja tok materialov med izdelki).
• Več izdelkov je v interakciji preko večnivojske strukture izdelka (V tem pri-
meru obstajajo dodatne omejitve toka materiala, ker je en izdelek lahko
vhod določene faze proizvodnje in hkrati izhod druge faze proizvodnje ali
pa ga lahko dostavi zunanji dobavitelj. S tem pride do ustvarjanja predno-
stne omejitve med dobavo in porabo tega izdelka. Te omejitve so običajno
modelirane preko omejitev bilanc zaloge.)
• Zahteva za beleženje nazaj (V tem primeru imamo negativni učinek na
zadovoljstvo kupcev).
• Uporaba kapacitete pri zagonu ali pri preklapljanju kapacitete (V mnogih
primerih je potrebno točno modelirati izkorǐsčenost kapacitete, da bi zago-
tovili izvedljive proizvodne plane. To včasih zahteva modeliranje porabljene
kapacitete na začetku proizvodne serije ali pa ko se stroj preklopi z enega
izdelka na drugega. V takšnih primerih moramo zagotoviti naslednje mo-
dele: model postavitve, časovni model postavitve, modele preklopov ali pa
modele z zaporednimi omejitvami. V nekaterih primerih so modeli preveč
kompleksni, da bi jih rešili s takšnimi omejitvami postavitve ali s časovnimi
omejitvami postavitve. Bolj enostavni modeli običajno vklučujejo stroške
pri postavitvi.)
Klasifikacijo determinističnih modelov so naredili Kuik in ostali [49]. Podana
je tabela, kjer so modeli klasificirani po treh kriterijih:
• kapacitivni ali nekapacitivni modeli,
• konstantno ali spremenljivo povpraševanje,
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• en ali več izdelkov.
Tabela 4.1: Klasifikacija modelov
Nekapacitivni modeli Kapacitivni modeli
(fiksni proizvodni časi (spremenljivi proizvodni časi
obdelave zahtev) obdelave zahtev)
Stacionarno ali En Kontrola zalog,
konstantno izdelek EOQ (surovi materiali),
povpraševanje EPQ (proizvodnja)
Stacionarno ali Več Velikost lota v seriji, Ekonomsko razvrščanje lota
povpraševanje izdelkov velikost lota v sestavljalni (en nivo, skupni viri)
konstantno liniji (večnivojsko)
Spremenljivo En Nekapacitivno Kapacitivno
povpraševanje izdelek določanje velikost lota določanje velikost lota
Spremenljivo Več Velikost lota v seriji, Model velikih časovnih sklopov,
povpraševanje izdelkov velikost lota v sestavljalni liniji, model malih časovnih sklopov
velikost lota na splošno (en nivo, skupni viri)
4.1.1 Nekapacitivni model za določanje velikosti lota
Ta model je jedro podproblema v proizvodnem planiranju, saj lahko problem
večkrat rešimo za vsak izdelek posebej (od končnega izdelka do surovih materia-
lov) v sistemu zaporednega planiranja materialnih zahtev (MRP-I).
Definiramo čas t = 1, ..., n, da bi predstavili diskretne časovne intervale.
Končni časovni interval n predstavlja konec planskega obdobja. Naš cilj je pla-
niranje proizvodnje preko celotnega planskega obdobja, da bi zadovoljili pov-
praševanje in da bi minimizirali vsote stroškov proizvodnje in stroškov zalog.
Fiksirati oziroma določiti moramo velikost lota za vsak časovni interval plan-
skega obdobja. Stroški proizvodnje so modelirani preko fiksne stroškovne funk-
cije. Stroški proizvodnje lota so razdeljeni na fiksne stroške, ki so neodvisni od
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velikosti lota, in stroške enote, ki nastanejo pri proizvodnji vsake enote v enem
lotu. Stroški zalog so modelirani z izračunavanjem stroškov hrambe enote zaloge
na koncu vsakega časovnega intervala. Kakršnakoli povpraševanja v katerem-
koli intervalu so lahko izpolnjena s strani proizvodnje ali zaloge, ampak beleženje
za nazaj ni dovoljeno. Kapaciteta proizvodnje ni upoštevana za vsako obdobje
zaradi tega lahko predpostavimo, da je neskončna.
Spremenljivke odločanja za vsaki časovni interval xt, yt, in st predstavljajo
velikost lota v časovnem intervalu t. Binarna spremenljivka kaže, ali sta bili
proizvodnja in zaloga v intervalu t (npr. yt = 1, če je xt > 0) pozitivni. S pt
označimo stroške proizvodnje enote, s ft fiksne stroške proizvodnje na enoto, s ht
stroške enote zalog in s dt označimo povpraševanje, ki se mora zadovoljiti za vse
časovne intervale t.
Formulacija nekapacitivnega modela za določanje velikosti lota (uncapacitated




(pt, xt + fiyt + htst) (4.1)
st−1 + xt + dt + st, ∀t (4.2)
s0 = sn = 0 (4.3)
xt ≤ Myt, ∀t (4.4)
xt, st ≥ 0, yt ∈ 0, 1 ∀t, (4.5)
kjer je M veliko pozitivno število.
Omejitev (4.2) izraža izpolnjeno povpraševanje za vsaki časovni interval in
je imenovana omejitev ravnotežnega toka ali omejitev ohranjanja toka. Do tega
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Slika 4.1: Nekapacitivna mreža z n=4
pride, ko vsaka izvedljiva rešitev tega modela ustreza toku v mreži, ki je prikazana
na sliki 4.1, kjer je d14 =
∑4
i=1 di totalno povpraševanje. Omejitev (4.3) izraža,
da ne obstajata začetna in končna zaloga. Omejitev (4.4) prisili spremenljivke
postavitve, da so v intervalu t 1, če imamo v tem intervalu pozitivno proizvodnjo
(xt > 0). Omejitev (4.5) določa nenegativnosti in binarne omejitve spremenljivk.
Optimizacijska funkcija je definirana z izrazom (4.1) in predstavlja vsoto stroškov
proizvodnje enote, fiksne proizvodnje, in stroške enote zalog. Množica izvedljivih
rešitev je podana z izrazi od (4.3) do (4.5) in se označuje kot XULS.
4.1.2 Glavni proizvodni model razvrščanja
Ta model je znan kot kapacitivni model za več izdelkov (eno nivojski) in za
določanje velikosti lota. Model ustreza problemu, ki se rešuje na nivoju proizvo-
dnega razvrščanja v sistemu MPC (Manufacturing planning and control system).
Cilj je narediti plan za množico izdelkov, običajno za končne izdelke v krat-
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koročnem planskem obdobju. Za vsak izdelek je model isti kot ULS-model glede
na stroške in izpolnitve povpraševanja. Poleg tega so proizvodni plani različnih
izdelkov medsebojno povezani preko omejitev kapacitet, ki izhajajo iz uporabe
skupnih virov za proizvodnjo izdelkov.
Da bi opisali ta model, uporabljamo naslednje indekse, spremenljivke in po-
datke. Z indeksi i = 1, . . . , I predstavljamo množico izdelkov, katerih proizvodnja
mora biti planirana. S k = 1, . . . , K predstavljamo množico skupnih virov z ome-
jeno kapaciteto in s t = 1, . . . , n predstavljamo časovne intervale. Spremenljivke
x, y, s, in podatke p, f, h, d imajo isti pomen za vsak izdelek i kot v modelu ULS.
Lkt predstavlja razpoložljivo kapaciteto vira k ob času t. S podatki α
ik in βik
označujemo količine kapacitete vira k, ki se uporabi za vsako proizvedeno enoto
izdelka i. βik je pogosto imenovan čas postavitve izdelka i za vir k in predstavlja
uporabljeni čas za pripravo vira k, pred proizvajanjem lota izdelka i. αik in βik
se lahko skupaj uporabljata za izračun faktorja produktivnosti izdelka i za vir k.























t, ∀i, t (4.7)
xit ≤ My
i








t , ∀i, t (4.9)
xit, s
i
t ≥ 0, y
i
t{0, 1} ∈ 0, 1 ∀i, t, (4.10)
kjer so omejitve (4.6) do (4.8) in (4.10) iste kot pri ULS-modelu in omejitev (4.9)
izraža omejitve kapacitete za vsak vir k za vsak časovni interval t.
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Slika 4.2: Vrste izdelka v večnivojskih modelih
4.1.3 Model planiranja materialnih potreb
Opisali bomo kapacitivni model za več izdelkov in za več nivojev z določanjem
velikosti lota. Ta model lahko predstavimo kot integracijo preǰsnjih dveh modelov,
preǰsnega MPS-modela za končne izdelke in ULS-modela za vse vmesne izdelke
in surove materiale v en monolitičen model. Namen tega modela je optimizacija
proizvodnje in nabave vseh izdelkov, od surovih materialov do končnih izdelkov,
da bi bila zadovoljena zunanje ali neodvisno povpraševanje strank ter notranja ali
odvisna povpraševanja, ki izhajajo iz proizvodnje drugih izdelkov za kratkoročno
plansko obdobje. Odvisnost med izdelki je modelirana preko definicije proizvodne
strukture, ki se imenuje kosovnica (bill of materials – BOM). Proizvodne strukture
so običajno klacificirane v serijah, sestavi ali v splošni strukturi, kot je prikazano
na sliki 4.2.
Indeksi, spremenljivke in podatki so isti kot v preǰsnjih modelih, uporabljamo
še dodaten indeks j = 1, . . . , I za identifikacijo izdelkov.
Za izdelek i uporabljamo dodatno oznako S(i), da bi predstavili množico
naslednikov izdelka i.
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To so izdelki, ki direktno uporabljajo določeno količino izdelka i med proizvo-
dnjo. Upoštevati moramo, da so za serijske in sestavljalne stukture te množice
S(i) singularne za vse izdelke i. Za končne izdelke i imamo vedno S(i) = ∅. Za
j ∈ S(i) količino izdelka i, ki je potrebna za izdelavo ene enota izdelka j, označimo
z rij. Vrednosti rij so navedene vzdolž robov (i, j) na sliki 4.2. Parameter r se
uporablja za identifikacijo odvisnega povpraševanja, ker dit ustreza neodvisnemu
povpraševanju. Za vsak izdelek i, z γi označujemo lead time (čas obdelave zahtev
je zakasnitev med sprožitvijo in izvedbo procesa), ki je potreben za proizvodnjo
ali dostavo lota izdelka i. Bolj natančno xit predstavlja velikost proizvodnje ali
naročilo izdelka i v intervalu t, dostavljenega v intervalu t+ γi.
Formulacija kapacitivnega večnivojskega modela s splošno proizvodno struk-


























t, ∀i, t (4.12)
xit ≤ My
i








t , ∀i, t (4.14)
xit, s
i
t ≥ 0, y
i
t ∈ {0, 1}∀i, t, (4.15)
kjer je oblika omejitve toka (4.12) edina razlika med tem modelom in preǰsnim
MPS-modelom. Za vsak izdelek i in za vsak interval t je dostavljena količina
iz proizvodnje ali od prodajalcev označena z xt−y2t
i in je naročena v intervalu
t − yt. Povpraševanja, ki jih je treba izpolniti, so dejansko vsota neodvisnega
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Zaradi večnivojske strukture je prisotnost enega ULS-modela manj očitna kot
podmodela.
4.1.4 Razredi kapacitivnih modelov
Kapacitivni modeli so bili razviti za zagotovitev izvedljivih in optimiziranih proi-
zvodnih planov ter potrebne fleksibilnosti in potrebna orodja za prilagajanje pro-
izvodnega plana za povpraševanje in potrebe trga. Obstajata dva glavna razreda
kapacitivnih modelov, ki se razlikujeta po velikosti ali dolžini časa proizvodnih
obdobij. Ta razreda modelov sta znana kot model velikih časovnih sklopov (big
buckets) in model malih časovnih sklopov (small buckets) in ustrezata povsem
različnim okoljem in problemom planiranja. Diskretni časovni modeli planiranja
so modeli, kjer je plansko obdobje razdeljeno na diskretne časovne intervale in
kjer se vsi dogodki (proizvodnja, prodaja, ...) dogajajo v določenem časovnem
intervalu. Ti se agregirajo v času, kot da bi se vsi dogajali istočasno. Vsi modeli,
ki smo jih do zdaj obravnavali, so te vrste.
Modeli velikih časovnih sklopov planiranja so diskretni časovni modeli za
dalǰsi čas planiranja, kjer je cilj sprejeti globalne odločbe o virih, ki se bodo
uporabljali in pridobili, in o dodelitvi izdelkov obratom ali oddelkom. Niso pa
namenjeni planiranju proizvodnje za izpolnitev naročil strank ali za nadzor krat-
koročnega izhoda proizvodnje. Zato ni potrebna podrobna predstavitev časa, saj
ta nima smisla, ker ta podrobna informacija zelo pogosto ni na voljo. Takšni mo-
deli se uporabljajo za rešitev taktičnih srednjeročnih problemov planiranja virov.
Dolžina časovnih intervalov je običajno en teden ali pa en mesec, odvisno od po-
sameznega problema. Plansko obdobje je lahko veliko nekaj tednov ali mesecev,
največ pa eno leto.
Modeli malih časovnih sklopov planiranja so diskretni časovni modeli s
kraǰsimi časovnimi obdobji. Cilj takšnih modelov je sprejeti podrobne odločitve
o toku materialov v obdelavi, zaporedju proizvodnih lotov na strojih, nadzor
nad kratkoročnim izhodom in uporabi virov. Podrobna predstavitev časa je po-
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trebna, da bi natančno predstavili te dogodke. Takšni modeli se uporabljajo
za reševanje kratkoročnih operacijskih problemov planiranja materiala. Dolžina
časovnih intervalov je običajno en teden, en dan ali pa najmanj do ene ure, od-
visno od posameznega problema. Plansko obdobje je veliko največ nekaj tednov,
najmanj pa en dan. V nekaterih primerih se morajo podrobni modeli uporabljati
za dolgoročne probleme z dalǰsimi časovnimi intervali. Npr. podrobno zaporedje
izdelkov ima velik vpliv na srednjeročne uporabe kapacitete kot v kemijski in-
dustriji, kjer časi preklopa lahko predstavljajo izgube v proizvodnji. Te izgube
lahko trajajo nekaj dni.
Zaradi poenostavitve bomo smatrali, da so modeli velikih časovnih sklopov
diskretni časovni modeli, kjer ni potrebe predstavljati zaporedja dogodkov znotraj
časovnega intervala in med različnimi časovnimi intervali. Pri modelu malih
časovnih sklopov je potrebno predstaviti zaporedje dogodkov od enega časovnega
intervala do drugega. V nadaljevanju bomo najprej začeli s kapacitivnimi modeli
velikih časovnih sklopov ter nato s kapacitivnimi modeli malih časovnih sklopov.
4.1.4.1 Modeli velikih časovnih sklopov (Big Buckets modeli)
Osnovni model velikih časovnih sklopov za več izdelkov
Glavni model proizvodnega planiranja, ki smo ga prej definirali, je znan kot
kapacitivni model za več izdelkov, ki definira velikost lota. Hkrati je ta model
tudi primer modela velikih časovnih sklopov. V nadaljevanju bomo formulirali
























t, ∀i, t (4.17)
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xit ≤ Mt





t , ∀t (4.19)
xit, s
i
t ≥ 0, y
i
t ∈ {0, 1} ∀i, t, (4.20)
kjer je omejitev (4.17) omejitev kapacitete za en izdelek in je omejitev (4.18)
omejitev kapacitete za več izdelkov. Moramo upoštevati, da je v primeru, ko je
C it = L
t/αi, uporabljena omejitev (4.18), da bi definirali spremenljivke postavitve
yti brez uvedbe druge omejitve kapacitete kot povezujočo omejitev (4.19).
Predlaganih je bilo več pristopov za problem MICLS, ki temeljijo na ULS-
podproblemih za nekapacitetne primere enega izdelka. Thizy in Van Wassenhove,
Chen in Thizy so testirali in primerjali več Lagrangeevih shem relaksacije. Eppen
in Martin sta rešila problem z uporabo algoritma ločitve in ovrednotenja ter z
uporabo linearne formulacije za ULS-probleme. Van Roy, Wolsey in Pochet, Wol-
sey uporabljajo pristopa razvejevanja in rezanja (branch and cut). Constantino
tudi rešuje MICLS s pristopom razvejevanja in rezanja.
Model velikih časovnih sklopov za več izdelkov s časi postavitve
Klasična formulacija MICLS-problema, ki smo jo zgoraj opisali, ne vsebuje
časa postavitve, ampak samo postavitve, ki se upoštevajo samo, ko so stroški
kazni v optimizacijski funkciji (4.16).
Stroški priložnosti so definirani kot dodatni ali mejni stroški, do katerih pride
zaradi postavitve. Te stroške je težko oceniti a priori, ker so odvisni od podatkov,
uporabe in razpoložljivosti kapacitet ter od produktivnosti v obdobju t. Zato
morajo stroški postavitve vsebovati stroške priložnosti za postavitve izdelka i v
intervalu t. Zaradi težav pri ocenjevanju stroškov postavitve optimalna rešitev
MICLS ni garantirana.
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Poleg tega se pri postavitvi uporablja del razpoložljive kapacitete, s katero
se vpliva na produktivnost. Zato ne pride vedno do izvedljive rešitve, ker so
uporabljene kapacitete zanemarjene pri postavitvi.
Pomembno je čim bolǰse in čim natančneǰse modelirati produktivnost, t.j.
uporabljene kapacitete kot funkcijo velikosti lota proizvodnje. Povezujoča omeji-









kjer je βi uporabljena kapaciteta za postavitve izdelka i, pogosto je imenova
čas postavitve za izdelek i. MICLS-model za več izdelkov, kjer omejitev kapacitete
s časi postavitve (4.21) zamenja originalne omejitve kapacitete (4.19), je imenovan
MICLSS-model.
Zelo malo metod optimizacije MICLSS-modela je bilo predlaganih in testi-
ranih. Trigeiro, Thomas, McClain in Diaby, ter Bahl, Karwan so testirali he-
vristične pristope, ki uporabljajo Lagrangeeve relaksacije, temeljene na rešitvah
ULS-podproblemov in na relaksacijo omejitev povezanih kapacitet (4.21).
Goemans je predlagal osnovno formulacijo MICLSS-modela za en interval t









0 ≤ xit ≤ My
i
t, ∀i, yt ∈ {0, 1} ∀i. (4.23)
Constantino zagotavlja celoten linearen opis te relaksacije za en interval, ko
so časi postavitve konstantni za vse izdelke, torej βi = β za vse i. Te formulacije
so bile testirane na podproblemih z več izdelki za en časovni interval, niso pa bili
testirani za takšne podprobleme s časi postavitve. Druga relaksacija MICLSS
za en interval poskuša kombinirati povezujoče omejitve kapacitete za izpolnitev
povpraševanja za vsak izdelek. Formulirana je kot:












0 ≤ xit ≤ My
i
t ∀i. (4.26)
sit−1 ≥ 0, ∀i, y
i
t ∈ {0, 1} ∀i. (4.27)
Miller, Nemhauser in Savelsbergh so reševali ta problem in testirali
učinkovitost reševanja MICLSS-primerkov z uporabo pristopa razvejevanja in re-
zanja.
Model malih časovnih sklopov
Modeli malih časovnih sklopov se uporabljajo, ko ima spreminjanje posta-
vitve strojev pomemben vpliv na uporabljene kapacitete in proizvodne stroške.
Tipično za te modele je, da na vsakem stroju proizvajajo isti izdelek določeno
število časovnih intervalov. Do stroškov in časa postavitve pride, ko začne stroj
proizvajati druge vrste izdelkov. Ko so uporabljene kapacitete in stroški neodvi-
sni od zaporedja izdelkov med časom spremembe postavitve, temveč so odvisni
od dejstva, da so spremenjene postavitve stroja, takrat govorimo o modelih časa
začetne postavitve ali o modelih stroškov postavitve. Ko so stroški ali čas posta-
vitve odvisni od zaporedja izdelkov, t.j. od izdelkov, ki so bili proizvedeni pred
ali po spremembi postavitve, takrat govorimo o času in stroških preklopa.
Opisali bomo osnovne modele, njihove matematične formulacije in uporabe v
takšnih modelih malih časovnih sklopov ter probleme planiranja s stroški in časi
začetne postavitve ali s stroški in časi preklopa.
62 Modeli pri proizvodnem planiranju
Modeli malih časovnih sklopov za več izdelkov
Klasična formulacija za en stroj, ki predstavlja odločitve v zvezi s postavitvijo
začetne postavitve ali preklopa v model malega časovnega sklopa planiranja, do-
voljuje postavitve samo za en izdelek za en časovni interval. Samo en izdelek, za
katerega je stroj postavljen, je lahko proizvajan v kateremkoli časovnem inter-
valu. To pomeni, da če se postavitev stroja spremeni od časa t − 1 do t, se ta
sprememba zgodi na začetku intervala t.
S spremenljivko yit izražamo odločitve o postavitvi. Ta spremenjlivka ima vre-
dnost 1, ko je stroj postavljen za proizvodnjo izdelka i v času celotnega intervala
t, drugače ima vrednost 0. Spremenljivka zit je spremenljivka začetne postavitve
in ima vrednost 1, če stroj začne proizvajati izdelek i v intervalu t in ni bil posta-
vljen za izdelek i v intervalu t− 1, drugače ima vrednost 0. Spremenljivka wij je
spremenljivka preklopa in ima vrednost 1, ko stroj začne proizvajati izdelek j v
intervalu t in je bil postavljen za izdelek i v intervalu t− 1, drugače ima vrednost
0.
Neodvisno od nivoja proizvodnje in od izpolnitve povpraševanja je formula-



















t ∈ {0, 1} ∀i, j, t. (4.31)
Konstanta (4.28) določa, da se stroj postavi samo za en izdelek v enem
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časovnem intervalu. Omejitev (4.29) določa začetne postavitve izdelka i v in-
tervalu t, ko je yit = 1 in y(t−1)
i = 0. Omejitev (4.30) zahteva preklop od izdelka
i v intervalu t− 1 na izdelek j v intervalu t, ko je y(t− 1)
i = yjt = 1.
Da bi zagotovili kompletno formulacijo za problema planiranja pri modelih
malih časovnih sklopov, uporabljamo klasične omejitve za ohranitev toka, da bi
modelirali zadovoljevanje povpraševanja kot tudi omejitve kapacitet. V modelu,







izit, ∀i, t. (4.32)
V modelu s časom preklopa γji za preklapanje od izdelka j na izdelek i je








γjiWtji, ∀i, t. (4.33)
Karmarkar in Scharge sta na majhnih primerkih predlagala in testirala La-
grangeevo relaksacijo in specializiran pristop razveji in omeji za model s stroški
začetne postavitve. Wolsey je reševal problem stroškov preklopa z uporabo pri-
stopa razveji in omeji ter podalǰsano reformulacijo toka (extended unit flow re-
formulation), da bi modeliral odločitve postavitve. Constantino se je ukvarjal
z večjimi primerki, ki so imeli 5 izdelkov in 38 časovnih intervalov. Reševal je
probleme stroškov začetne postavitve z uporabo pristopa razvejevanja in rezanja.
Vanderbeck je reševal te iste probleme z uporabo pristopa generiranja stolpcev
skupaj z generiranjem rezov (cut generation).
Kapacitivni modeli za istočasno planiranje kapacitete in razvrščanje
1.Maksimizacija profita
Süer, Mathur in Ji so razširili modele, ki minimizirajo število zamujanih opra-
vil pri razvrščanju na vzporedne stroje in so adaptirali ta model za proizvodni
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sistem, kjer se opravila in delovna sila istočasno dodelujejo celicam. Te spre-
membe dovoljujejo odločitve o nadurnem delu skupaj z dodelitvijo opravil celi-
cam in razvrščanja opravil. Glavna logika je, da se rok izvajanja opravila poveča
s skupno količino nadur, ki so bile planirane pred tem opravilom. Formulacija je
prevzeta iz [50]. Podali bomo celoštevilsko formulacijo matematičnega modela.
Uporabljamo naslednje indekse, parametre, spremenljivke:
Indeksi:
• i : indeks opravila,
• j : indeks celice,
• t: indeks dneva,
• q : indeks izmene.
Parametri:
• n : število opravil,
• m : število identičnih celic,
• pi : čas izvajanja opravila i (v urah),
• di : rok izvajanja opravila i (v urah),
• shift[i]v : izmena, v kateri mora biti dokončano i-to opravilo,
• si : cena opravila i,
• cwd : stroški nadur na izmeno med tednom,
• cwe : stroški nadur na izmeno med vikendom,
• dayi : dan, ko se mora opravilo i dokončati, odvisno od roka dokončanja,
• otwd : količina nadur med tednom (3 ure),
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• otwe : količina nadur med vikendom (8 ur).
Spremenjivke odločanja:
• xij : je 1, če je opravilo dodeljeno celici j, drugače 0,
































∀k = 1, 2, ..., n, ∀j = 1, 2, ...,m, (4.36)
m∑
j=1
xij ≤ 1∀i = 1, 2, ..., n. (4.37)
Predlagani model ima unikatno lastnost, to je, da dovoljuje nadure v različnih
delavnikih in med vikendi glede na različne celice. Delavci so plačani za celotne
nadure ne glede na to, da so prej končali. Model je sposoben izvesti razvrščanje
opravil za vsako celico posebej hkrati pa tudi določiti potrebne kapacitete za
vsako celico. To je omogočeno z odločitvami o uvedbi nadurnega dela. Cilj je
maksimizirati neto profit, kot je prikazano v enačbi (4.34). To je izračunano na
ta način, da odštevamo stroške nadur med tednom in med vikendom od prihod-
kov prodaje izdelkov, ki so pravočasno končani in dostavljeni. Nadure se lahko
uvedejo v kateremkoli delavniku ali pa v soboto ali nedeljo. Prve omejitve (4.36)
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zahtevajo, da se zgodnja opravila končajo pred njihovim rokom obdelave. Druge
omejitve (4.37) garantirajo, da se eno opravilo dodeli samo eni celici. Spremen-
ljivke odločanja dobijo vrednost, ko dobi matematični model svojo rešitev.
2.Minimizacija skupnih stroškov
Model za rešitev problema minimizacije skupnih stroškov zamud in nadur, ki
ga bomo uporabili v tej raziskavi, sta predlagala Mathur in Suer [51]. Njegova
pomembna značilnost je to, da dovoljuje različne odločitve o uvedbi nadurnega
dela glede na različne celice. Delavci so plačani za celotno trajanje nadurnega
dela ne gleda na to ali so prej končali. Model je sposoben določiti razpored
opravil za vsako celico in tudi določiti kapaciteto za vsako celico preko odločanja
o uvedbi nadurnega dela. Formulacija je prevzeta iz [51]. Indeksi, parametri,
spremenljivke odločanja, ki jih uporablja predlagan model, so naslednje:
Parametri:
• n : število opravil,
• m : število identičnih celic,
• pi : čas izvajanja opravila i (v urah),
• di : roki dokončanja opravila i (v urah),
• ct : stroški na enoto zamud,
• cwd : stroški na enoto nadurnega dela,
• otwd : trajanje nadurnega dela (v urah),
• M : veliko pozitivno število izmene.
Spremenjivke odločanja:
• xijk : je 1, če je opravilo dodeljeno poziciji j v celici k, 0 drugače,
• otdk : 1 če so nadure v dnevu d v celici k, 0 drugače,
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• Tjk : vrednost zamude opravila j v celici k,
• Cjk : čas zaključka opravila na poziciji j v celici k,
• Yjdk : 1, če so nadure za opravila v poziciji j v dnevu d v celici k, 0 drugače,
• adk : spremenljivka ima vrednost 0 ali 1,
• zjkd : spremenljivka ima vrednost 0 ali 1,
• wjdk : spremenljivka ima vrednost 0 ali 1.
Funkcija optimizacije:
















Xijk = 1, ∀i = 1, 2, ..., n (4.39)
n∑
j=1




pi −Xi1k, ∀j = 2, 3, ..., n, ∀k = 1, 2, ...,m (4.41)
Cjk = C(j−1)k +
n∑
i=1




(di ∗Xijk) + otwd ∗
5∑
d=1
Yjdk) ≤ Tjk, ∀j = 2, 3, ..., n, ∀k = 1, 2, ...,m
(4.43)
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8.001+otwd∗ot1k−Cjk ≤ M ∗ (1−zj2k), ∀j = 1, 2, ..., n, ∀k = 1, 2, ...,m (4.44)
16.001+otwd∗(ot1k+ot2k)−Cjk ≤ M ∗(1−zj3k), ∀j = 1, 2, ..., n, ∀k = 1, 2, ...,m
(4.45)
24.001+otwd∗(ot1k+ot2k+ot3k)−Cjk ≤ M∗(1−zj4k), ∀j = 1, 2, ..., n, ∀k = 1, 2, ...,m
(4.46)




Yjdc ≤ M ∗ zjkc, ∀j = 1, 2, ..., n, ∀k = 2, 3, 4, 5∀c = 1, 2, ...m (4.48)




Yjdc ≤ M∗w(k+1)dc, ∀j = 1, 2, ..., n−1, ∀d = 1, 2, 3, 4, 5∀k = 0, 1, 2, ...n−2
(4.50)
1− otdk ≤ M ∗ adk, ∀k = 1, 2, ...,m, ∀d = 1, 2, 3, 4, 5 (4.51)
n∑
j=1
Yjdk ≤ M ∗ (1− adk), ∀k = 1, 2, ...,m, ∀d = 1, 2, 3, 4, 5 (4.52)
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Cilj funkcije optimizacije (4.38) je minimizirati skupne stroške zamud in
nadur. Enačba (4.39) pravi, da je vsako opravilo lahko dodeljeno samo eni
celici. Neenačba (4.40) zagotavlja, da je lahko največ eno opravilo dodeljeno
samo eni poziciji v vsaki celici. Enačbi (4.41) in (4.42) dajeta izračun časa do-
končanja opravila. Neenačba (4.43) izračuna zamudo na podlagi časa zaključka
in roka dokončanja (originalnega ali podalǰsanega po uvedbi nadur). Neenačbe
(4.44),(4.45),(4.46),(4.47) in (4.48) določajo nadure preko časa zaključka, traja-
nja regularne izmene in trajanja nadur. Regularna izmena traja 8 ur, kot kaže
konstanta. Če se opravilo konča ob 8,001, to pomeni, da se je končalo v dru-
gemu dnevu, če ni uvedeno nadurno delo. Neenačbi (4.49) in (4.50) sta omejitvi,
ki dajeta vrednost 1 odločitvenim spremenljivkam za vsa naslednja opravila v
dnevu. Neenačbi (4.51) in (4.52) sta omejitvi, ki določata, da imajo spremen-
ljivke odločitev o nadurah vrednost 1, če je opravilo potrebuje nadurno delo, in
0 drugače. To se ponavlja za vsako opravilo v vsaki celici.
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5 Opis obravnavanega problema
planiranja in razvrščanja
Obravnavani problem planiranja in razvrščanja v okviru te naloge je razvrščanje
v enemu obratu. Problem je relativno kompleksneǰsi od običajnih problemov
planiranja in razvrščanja, ker bomo obračunali tudi nadure in istočasno delali
odločitve o razvrščanju. Nadure moramo uvesti, saj zamujana opravila niso
zaželjena. Obravnavani problem je prevzet iz [50], [51]. Bolj podrobno bomo
obravnavali naslednja dva podproblema:
1. Maksimizacija profita kot posledica pravočasne dostave izdelkov.
2. Minimizacija skupnih stroškov kot posledica kazni zaradi zamud.
Pri prvem podproblemu ni dovoljeno imeti zamujenih opravil in zaradi tega
pride do nadurnega dela. Pri drugem imamo zamujena opravila, zmanǰsati mo-
ramo stroške zaradi zamud. Najti moramo ravnovesje med nadurnim delom in
stroški zamud.
Obravnavani problem v tej nalogi poudarja izračun nadurnega dela in
istočasno odločanje o razvrščanju z namenom maksimizacije profita pravočasno
proizvedenih izdelkov in pravočasne dostave ter o minimizaciji skupnih stroškov
zamud in nadur. Zavedamo se, da je s povečanjem kapacitete in nadurnega dela
proizvedenih več izdelkov, kar posledično pomeni povečanje prihodkov. S tem
se tudi zmanǰsujejo stroški zaradi zamud, povečajo pa se stroški zaradi uvedbe
nadurnega dela.
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Naš cilj je najti optimalno rešitev, ki bi podala optimalno količino nadurnega
dela, pri tem pa bi maksimizirala profit (pravočasna dostava) in minimizirala
stroške zaradi zamude. Podali bomo torej rešitev podproblemov, ki smo jih zgoraj
omenili.
5.1 Podrobna definicija problema in sistema proizvodnje
Problem, ki je podan v tej raziskavi, je planiranje in razvrščanje v enem obratu.
Kot obdobje planiranja bomo vzeli en teden. Za to obdobje planiranja se mora
izvesti n opravil. Opravila se izvajajo z uporabo m identičnih proizvodnih celic.
V našem primeru lahko vsaka celica izvede določeno število operacij. Do-
mnevamo, da ima vsako opravilo svoj indivudualni rok dokončanja. Modeliranje
se zakomplicira, ko se odloča o dodatni kapaciteti, hkrati moramo narediti še
odločitve o razvrščanju.
Prikazali bomo razpored opravil za vsako celico. V teh prikazih bomo po-
dali čase zaključkov opravil v vsaki celici. Če se eno opravilo večkrat ponavlja,
pomeni, da njegovo izvajanje traja več dni. Proizvodne celice so popularne v
industriji zaradi številnih koristi kot so: manǰsi časi postavitve, manǰse velikosti
lotov, enostavneǰsi tok dela, manǰsa medprocesna zaloga WIP (work-in-process),
izbolǰsana preglednost in kakovost ter poenostavljeno razvrščanje. Proizvodnja z
uporabo proizvodnih celic poenostavlja planiranje in vodenje različnih nalog.
Celice imajo vso potrebno opremo, da bi proizvedli en izdelek ali celotno
družino izdelkov. Sistem proizvodnje z uporabo celic združuje podobne izdelke
in jih skupaj obdeluje v isti proizvodni celici. Te skupine izdelkov se obravna-
vajo kot družine izdelkov. S takšno proizvodnjo, ki izkorǐsča podobnosti med
deli proizvodnje, izbolǰsujemo proizvodnjo ter reduciramo medprocesne zaloge,
prepustnost, stroške materiala.
Ta predlagani sistem ima običajno tok obdelave v eni smeri kot v tekoči ob-
delavi. Lahko pa ima tok obdelave tudi v več smeri kot v posamični obdelavi. V
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takšnemu tipu proizvodnje imamo dva glavna vidika dodelitve opravila v katego-
rijo celic, in sicer:
1. Odločitve o planiranju proizvodnje z več proizvodnimi celicami (Opravila
se dodelujejo proizvodnim celicam na podlagi povpraševanj, njihovih rokov
izdelave, časov obdelave in kapacitet celic).
2. Odločitve o razvrščanju opravila v vsaki proizvodni celici. To vključuje
čas začetka in čas zaključka opravila v eni celici. Ko imamo informacije o
času zaključka, lahko izračunamo zamude in zgodnosti vsakega opravila na
podlagi njihovih rokov izdelave.
Planiranje kapacitete v enem proizvodnem sistemu s celicami je dejansko pla-
niranje potrebne kapacitete za izpolnitev povpraševanj. V enem takšnem sis-
temu s proizvodnimi celicami je kapaciteta variabilna, tako kot so variabilna pov-
praševanja. Kapaciteta lahko varira s spremembo števila celic, strojev, regularnih
delavcev, izmen in uvedbo nadurnega dela. Tradicionalni način procesa planira-
nja najprej planira kapacitete, šele nato se izvede razvrščanje. Ko je razvrščanje
končano, se glede na to, ali so rezultati zadovoljivi, konča proces. V primeru
nesprejemljivih rezultatov se morajo spremeniti nivoji kapacitet in razvrščanje še
enkrat izvesti. Naš primer obravnava oboje, planiranje kapacitete in odločitve o
uvedbi nadurnega dela ter hkrati razvrščanje.
Odločitve o uvedbi nadurnega dela so povezane z vprašanjama ’kdaj?’ in ’kje?’
so potrebne nadure, da bi prilagodili kapacitete in dosegli zaželjen izhod. ’Kdaj?’
se nanaša na dan in na izmeno, kadar so potrebne nadure. ’Kje?’ se nanaša na ce-
lico, kjer je potrebno uvesti nadure. Imamo dva tipa nadur, in sicer: nadure med
tednom in nadure med vikendom. Tako so razdeljene zaradi različnih stroškov, ti
so večji za nadure med vikendom kot za nadure med tednom. Nadure so direktno
proporcionalne s kapaciteto sistema.
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5.2 Pristopi za rešitev
Obstajajo različni pristopi, s katerimi lahko rešujemo kompleksne probleme. Te
pristope lahko razdelimo v naslednje kategorije:
• Pristopi optimizacije (Ti pristopi garantirajo optimalno rešitev, ampak
potrebujejo precej računskega časa. Iščejo rešitev v velikem iskalnem
prostoru, ki narašča eksponentno s povečanjem števila opravil in stro-
jev. Primeri takšnih pristopov so: razveji in omeji, linearno programira-
nje, celoštevilsko programiranje, mešano celoštevilsko programiranje, sto-
hastično in dinamično programiranje).
• Hevristika (Ti pristopi hitro najdejo rešitev za kompleksne probleme, am-
pak ne garantirajo optimalnosti rešitve. Dajejo skoraj optimalno rešitev.
Hevristični pristopi so specifični za določene probleme. Dajejo hitro in do-
bro rešitev. Ni jih mogoče posplošiti na več različnih problemov.).
• Metahevristika (Imajo iste lastnosti kot hevristični pristopi. Zagotavljajo
hitro rešitev, ampak ne garantirajo optimalnosti. Razlika je v tem, da za-
gotavljajo posplošene rešitve za veliko različnih problemov z manǰsimi spre-
membami. Primeri: genetski algoritem (GA), iskanje s tabuji, simulirano
ohlajanje).
• Hibridni pristopi (Takšni pristopi uporabljajo različne metahevristične pri-
stope, da bi dosegli končno rešitev. Obstajajo različni načini integracije
različnih metahevrističnih pristopov. Na primer izhod Tabu iskanja je lahko
vhod genetskega algosritma. Na ta način bi hitreje prǐsli do skoraj opti-
malne rešitve. Problem lahko razdelimo tudi na več manǰsih problemov in
potem vsak manǰsi problem posebej obravnavamo in lokalno optimiziramo.
To tudi ne garantira, da bi dobili skupno končno optimalno rešitev.).
Probleme, ki smo jih zgoraj definirali, bomo reševali z uporabo mešanega
celoštevilskega linearnega programiranja in genetskega algoritma.
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5.3 Implementacija
Za zgradnjo matematičnih modelov bomo uporabili IBM ILOG OPL 12.6.3.0
Optimization Studio. Za implementacijo genetskega algoritma bomo uporabili
MATLAB R2013a. Genetski algoritem je prevzet iz [51] in modificiran, da bi
ustrezal formulacijam naših modelov.
Matematični modeli
Matematični modeli so sestavljeni iz funkcije optimizacije, spremenljivk in omeji-
tev. Model daje optimalno rešitev na podlagi funkcije optimizacije z izpolnitvijo
vseh podanih omejitev. Ti modeli lahko postanejo počasni, če obravnavamo večje
probleme in imamo več podatkov. Zaradi tega se pojavi potreba po razvoju hi-
treǰsih procedur, kot je genetski algoritem.
Modeli, ki jih implementiramo in obravnavamo v tej raziskavi, služijo za maksi-
mizacijo profita ali za minimizacijo stroškov. Naredili bomo tudi primerjavo med
temi matematičnimi modeli in razvitim genetskim algoritmom.
Genetski algoritmi
Genetski algoritem je dobro znano metahevristično iskanje. Zbirka genov je ime-
novana kromosom in predstavlja kompletne možne rešitve problema. Ni nujno,
da je ta rešitev optimalna. Ideja genetskega algoritma je zgraditi množico možnih
različnih in veljavnih rešitev. Te rešitve med seboj tekmujejo na podlagi njihove
kriterijske funkcije (funkcija, ki jo optimiziramo). Bolǰsa rešitev je rešitev, ki
ima večjo vrednost kriterijske funkcije. Genetski algoritem je sestavljen iz več
korakov:
1. začetna populacija – zgraditi naključno množico veljavnih rešitev ekvivale-
tno zaželjeni velikosti populacije,
2. križanje – izbira partnerjev in nastanek generacije novih potomcev,
3. mutacija – mutiranje nekaterih genov potomcev,
4. in selekcija – izbira najbolǰsega kromosoma z največjo vrednostjo kriterijske
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funkcije iz množice staršev in potomcev ter jim pustiti, da napredujejo v
naslednjo generacijo.
Ti koraki se večkrat ponovijo in na koncu je izbran kromosom z največjo vredno-
stjo kriterijske funkcije.
Ta metahevristični pristop je precej močan in hiter pri računanju, vendar ne
zagotavlja optimalne rešitve. Najde lahko skoraj optimalno rešitev za velike,
kompleksneǰse probleme, ko imamo veliko podatkov.
5.3.1 Predlagani matematični modeli
Uporabili bomo dva matematična modela, ki sta bila razložena v preǰsnjem po-
glavju in rešujeta zgoraj omenjena podroblema. Za matematični model, ki rešuje
prvi podproblem, bomo predstavili različne modifikacije. Te označujejo različne
politike zaposlovanja v industriji. Podali bomo tudi genetski algoritem kot rešitev
prvega podproblema. Sledi primerjava obeh prostopov, uporaba matematičnega
modela in genetskega algoritma. Preizkuse bomo izvedli na različnih velikostih
problema za različno število opravil.
Modeli, ki jih predlagamo za rešitev našega problema, spadajo v kategorijo
kapacitetnih modelov, točneje v modele malih časovnih sklopov. Definicijo teh
modelov smo podali v poglavju 4. Te modele smo izbrali, ker naš obravnavani
problem zahteva naslednje:
1. obdobje planiranja je 1 teden (kratkoročno planiranje),
2. vedeti moramo točno zaporedje opravil v celicah,
3. med razvrščanjem se moramo hkrati odločiti o dodelitvi dodatnih kapacitet
(nadurnega dela).
V nadaljevanju bomo predlagali še tri modifikacije zgoraj navedenega mate-
matičnega modela za maksimizacijo profita (podproblem 1). Do teh sprememb
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pride zaradi različne politike podjetja o plačilu in trajanju nadurnega dela. Nato
bomo še predlagali matematični model za minimizacijo skupnih stroškov (pod-
problem 2).
5.3.1.1 Prva modifikacija modela 1
Predlagani model je originalnemu modelu podoben v tem, da dovoljuje uvedbe
nadur v kateremkoli dnevu glede na različne celice. Razlika je v tem, da so delavci
plačani samo za nadure, ki so bile potrebne za dokončanje izvajanja opravil,
ne pa za celotne nadure kot v originalnem modelu. Spremenljivka odločanja je
spremenjena v naslednje: ottjq : delež nadur, ki se morajo izvesti v dnevu t v
izmeni q v celici j, ima vrednost med 0 in 1
5.3.1.2 Druga modifikacija modela 1
Značilnost druge modifikacije tega modela je, da se iste nadure uvedejo v vseh
celicah. Delavci so plačani na isti način kot v originalnem modelu, torej za celotno
trajanje nadur, tudi če so končali prej. Vsi delavci imajo isto priložnost, da
delajo nadure in da več zaslužijo. Spremenljivka odločanja je poenostavljena kot
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∀k = 1, 2, ..., n, ∀j = 1, 2, ...,m (5.3)
m∑
j=1
xij ≤ 1∀i = 1, 2, ..., n (5.4)
5.3.1.3 Tretja modifikacija modela 1
Tretja modifikacija je podobna drugi modifikaciji. Razlika je v tem, da so delavci
plačani samo za delež nadur, ki je bil potreben, da se dokonča z izvajanjem
opravil, ne pa za celotne uvedene nadure kot v drugi modifikaciji. Spremenljivka
odločanja je spremenjena na naslednji način: ottq : delež nadur, ki se morajo
izvesti v dnevu t v izmeni q; vrednost med 0 in 1.
5.3.1.4 Matematični model za problem 2
Model za rešitev problema minimizacije skupnih stroškov zamud in nadur, ki
ga bomo uporabili v tej raziskavi, je že bil opisan v 4 poglavju in predstavlja
kapacitivni model za istočasno planiranje kapacitete in razvrščanja. Cilj tega
modela je minimizirati skupne stroške zaradi skupnih kazni zaradi zamud ter
skupnega uvedenega nadurnega dela.
5.4 Numerična predstavitev in opis problema
5.4.1 Definicija problema 1: Maksimizacija skupnega profita
Zamuda v proizvodnji ni zaželena. Direktno vpliva na odnose s strankami in
dolgoročen ugled podjetja. Nadure dovoljujemo, da bi zmanǰsali število zamujanih
opravil. Odločitve o nadurah se naredijo vsak dan za vsako izmeno posebej.
Imamo nadure med tednom in nadure med vikendom. Za nadure med vikendom
se odločamo na podlagi naslednjega delovnega tedna. Nadure med vikendom so
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dražje. Naš skupni cilj je povečanje profita. Nadurno delo dovoljujemo, dokler
je profit, ki ga naredimo, večji od stroškov nadur in proizvodnje. Obstajajo tudi
omejitve količine nadur. Za delavnike so dovoljene 3 ure, za soboto in nedeljo 8 ur.
V obratu se dela v dveh izmenah. Če gre za prvo izmeno, se nadure obračunajo
na začetku. Če gre za drugo, se obračunajo na koncu izmene. Predlagani model
se lahko spremeni, da bi deloval za obrat, ki dela samo v eni izmeni. Če pa
imamo obrat, ki dela v treh izmenah, spremembe niso možne, ker se takrat nadure
dovoljujejo samo za vikend. Moramo omeniti, da razdelitev lotov ni dovoljena.
Podali bomo numerični primer. Zgoraj smo omenili, da imamo proizvodni sistem
sestavljen iz 2 celic in 10 opravil. V tabeli 5.1 bomo podali razvrščanje opravil brez
dovoljenja nadur. S takšnim razvrščanjem bo zadnje opravilo končano pozno.
Nato bomo uvedli nadure (3 ur) v ponedeljek v drugi izmeni. S tem se bomo
znebili zamude. To je prikazano v tabeli 5.3.
Tabela 5.1: Primer 2 celic in 10 opravil
Opravila 1 2 3 4 5 6 7 8 9 10
Časi obdelave 2.10 8 1.90 5.10 3,50 4.80 4.70 2.8 7.10 5
Roki dokončanja 7.50 12.50 13.00 15.00 16.50 18.00 18.80 20. 21.10 21.50
Prihodki 150 200 300 250 150 300 400 550 450 350
Tabela 5.2: Razpored opravil
Dan Ponedeljek Torek Sreda Četrtek Petek
Izmena Prva Druga Prva Druga Prva Druga Prva Druga Prva Druga
Celica 1 1,3,4 4,6,9 9
Celica 2 2 5,7 7,8,10
5.4.2 Definicija problema 2: Minimizacija skupnih stroškov zaradi
zamud in nadur
Opravilo, ki se ne more pravočasno končati, povzroča kazen zaradi zamude. Ta-
krat pride do stroškov zaradi zamud, ki niso zaželjeni. Da bi minimizirali stroške
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Tabela 5.3: Izračun zamude/zgodnosti
Opravila Časi obdelave Roki dokončanja Časi zaključka Zgodnost/Zamuda
1 2.10 7.5 2.10 Zgodno
2 8 12.5 8 Zgodno
3 1.9 13 4 Zgodno
4 5.1 15 9.1 Zgodno
5 3.5 416.5 11.5 Zgodno
6 4.8 18 13.9 Zgodno
7 3.7 18.8 15.2 Zgodno
8 2.8 20.2 18 Zgodno
9 5.1 21.1 19 Zgodno
10 4 21.5 22 Pozno
Tabela 5.4: Razpored opravil z uvedbo nadurnega dela
Dan Ponedeljek Torek Sreda Četrtek Petek
Izmena Prva Druga + nadure Prva Druga Prva Druga Prva Druga Prva Druga
Celica 1 1,3,4 4,6,9 9
Celica 2 2 5,7 8,10
Tabela 5.5: Novi izračun zamude/zgodnosti
Opravila Časi obdelave Roki dokončanja Novi roki dokončanja Časi zaključka Zgodnost/Zamuda
1 2.10 7.5 7.5 2.10 Zgodno
2 8 12.5 12.5 8 Zgodno
3 1.9 13 13 4 Zgodno
4 5.1 15 15 9.1 Zgodno
5 3.5 16.5 16.5 11.5 Zgodno
6 4.8 18 18 13.9 Zgodno
7 3.7 18.8 18.8 15.2 Zgodno
8 2.8 20.2 23.2 18 Zgodno
9 5.1 21.1 21.1 19 Zgodno
10 4 20 23 22 Zgodno
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zamud, dovoljujemo nadure, čeprav nadure predstavljajo nove stroške za podje-
tje. Skupni cilj je minimizirati skupne stroše zaradi zamud in nadur. Zamudam
se lahko izogibamo, dokler so prihranjeni stroški večji od odgovarjajočih stroškov
nadur. V tem problemu imamo samo nadure med tednom. Nadure so lahko
največ 3 ure na dan, izvajajo se po koncu izmene. Imamo samo eno izmeno. Raz-
delitev lota ni dovoljena. Imamo samo eno celico. Spodaj bomo v tabeli 5.6 in
5.7 podali numerično ilustracijo problema 2. Najprej bomo podali tabelo opravil
5.6 skupaj s časi obdelave, časi zaključka in roki dokončanja.
Tabela 5.6: Izračun zamude/zgodnosti
Opravila Časi obdelave Roki dokončanja Časi zaključka Zgodnost/Zamuda
1 2 3 2 Zgodno
2 4 7 6 Zgodno
3 8 11 14 Pozno
4 3 15 17 Pozno
5 5 17 22 Pozno
6 6 22 28 Pozno
7 5 25 33 Pozno
8 4 30 37 Pozno
9 5 34 42 Pozno
10 4 35 46 Pozno
Uvedli bomo tri dni nadurnega dela. Potem tabela 5.7 predstavlja novi izračun
zgodnosti in zamude.
V ponedeljek, torek in sredo po koncu izmene smo uvedli 3 ure nadurnega
dela. Eno opravilo bomo pustili, da zamudi, ker je kazen za to opravilo manǰsa
od uvedbe nadur v četrtek. Če je na primer kazen zaradi zamud 150 evrov, uvedba
nadurnega dela po dnevu pa stane 500 evrov, se nam bolj obrestuje plačati kazen,
kot uvesti nadurno delo. V tej raziskavi bomo uporabljali zgornje podatke kot
stroške zamud in nadur.
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Tabela 5.7: Novi izračun zamude/zgodnosti
Opravila Časi obdelave Roki Novi roki dokončanja Časi zaključka Zgodnost/Zamuda
1 2 3 3 2 Zgodno
2 4 7 7 6 Zgodno
3 8 11 14 14 Pravočasno
4 3 15 18 17 Zgodno
5 5 17 23 22 Zgodno
6 6 22 28 28 Zgodno
7 5 25 34 33 Zgodno
8 4 30 39 37 Zgodno
9 5 34 43 42 Zgodno
10 4 35 44 46 Pozno
5.5 Predstavitev rešitve in prikaz rezultatov postopkovno
Predstavili bomo praktičen problem razvrščanja 15 opravil. Ta opravila bomo do-
delili dvema celicama. Problem bomo rešili z originalnim modelom in njegovimi
tremi modifikacijami. Za vsako rešitev bomo posebej podali tabelo opravil, nato
tabelo z razporedom opravil in na koncu odločitve o uvedbi nadurnega dela. Ome-
niti moramo, da se nadure med vikendom lahko uvedejo pred začetkom tekočega
tedna, saj imajo opravila roke dokončanja do petka tekočega tedna. Nadure med
tednom se izvajajo pred začetka prve izmene ali po koncu izmene druge izmene.
Najprej bomo predstavili rešitve prvega problema.
5.5.1 Rešitev (originalni model)
Da se izognemo zamujanim opravilom, bomo uvedli nadure med vikendom in
med tednom. Za prvo celico bomo uvedli nadure v nedeljo (8 ur), v ponedeljek v
drugi izmeni (3 ur) in v torek v drugi izmeni (3 ur). Za drugo celico bomo uvedli
nadure v ponedeljek v drugi izmeni (3 ur) in v torek v drugi izmeni (3 ur). Naše
odločitve o uvedbi nadur so podane v tabelah 5.10 in 5.11.
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Tabela 5.8: Izračun zamude/zgodnosti v rešitvi 1
Opravila Celica Izmena Čas Roki Čas Prihodki Zgodno
obdelave dokončanja zaključka Pozno
1 1 1 5 6 5 200 Zgodno
2 2 2 10 12 10 450 Zgodno
3 1 1 7 18 12 650 Zgodno
4 2 2 18 25 28 500 Pozno
5 1 1 11 20 23 250 Pozno
6 2 1 16 40 44 1000 Pozno
7 1 2 19 45 51 1500 Zgodno
8 2 1 14 50 58 900 Pozno
9 1 1 9 55 51 750 Zgodno
10 1 2 7 58 58 1500 Pravočasno
11 2 2 7 60 65 850 Pozno
12 1 1 15 68 73 850 Pozno
13 2 1 15 70 80 1250 Pozno
14 2 2 12 80 85 1200 Pozno
15 1 2 14 80 94 1000 Pozno




Tabela 5.10: Prikaz nadurnega dela v rešitvi 1
Sobota Nedelja Ponedeljek Torek Sreda Četrtek Petek
Celica 1 Izmena 1 8 ur
Izmena 2 3 ur 3 ur
Celica 2 Izmena 1
Izmena 2 3 ur 3 ur
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Tabela 5.11: Izračun zamude po uvedbi nadurnega dela v rešitvi 1
Opravila Celica Izmena Čas Novi roki Čas Prihodki Zgodno
obdelave dokončanja zaključka Pozno
1 1 1 5 14 5 200 Zgodno
2 2 2 10 12 10 450 Zgodno
3 1 1 7 29 12 650 Zgodno
4 2 2 18 35 28 500 Zgodno
5 1 1 11 23 33 250 Zgodno
6 2 1 16 54 44 1000 Zgodno
7 1 2 19 51 52 1500 Zgodno
8 2 1 14 64 58 900 Zgodno
9 1 1 9 57 61 750 Zgodno
10 1 2 3 64 68 1500 Zgodno
11 2 2 7 74 65 850 Zgodno
12 1 1 11 79 79 850 Zgodno
13 2 1 15 84 80 1250 Zgodno
14 2 2 12 86 85 1200 Zgodno
15 1 2 14 94 94 1000 Pravočasno
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5.5.2 Rešitev 2 (prva modifikacija)
Ta rešitva je podobna preǰsnji glede uvedbe nadurnega dela glede na dan, celico
in izmeno. Razlika je v tem, da so delavci plačani samo za del nadurnega dela,
ki je bil potreben, da se izognemo zamudam. Naše odločitve o uvedbi nadur so
podane v tabelah 5.12 in 5.13.
Tabela 5.12: Prikaz nadurnega dela v rešitvi 2
Sobota Nedelja Ponedeljek Torek Sreda Četrtek Petek
Celica 1 Izmena 1 8 ur
Izmena 2 3 ur 3 ur
Celica 2 Izmena 1
Izmena 2 2 ur 3 ur
Tabela 5.13: Izračun zamude po uvedbi nadurnega dela v rešitvi 2
Opravila Celica Izmena Čas Novi roki Čas Prihodki Zgodno
obdelave dokončanja zaključka Pozno
1 1 1 5 14 5 200 Zgodno
2 2 2 10 12 10 450 Zgodno
3 1 1 7 18 12 650 Zgodno
4 2 2 18 35 28 500 Zgodno
5 1 1 11 23 23 250 Pravočasno
6 2 1 16 54 44 1000 Zgodno
7 1 2 19 50 51 1500 Zgodno
8 2 1 14 64 58 900 Zgodno
9 1 1 9 56 51 750 Zgodno
10 1 2 7 63 58 1500 Zgodno
11 2 2 7 74 65 850 Zgodno
12 1 1 15 78 73 850 Zgodno
13 2 1 15 84 80 1250 Zgodno
14 2 2 12 85 85 1200 Pravočasno
15 1 2 14 94 94 1000 Pravočasno
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5.5.3 Rešitev 3 (Druga modifikacija)
Glavna razlika med preǰsnjimi rešitvami in to rešitvijo je v tem, da ko se uvedejo
nadure, te veljajo za obe celici. Opravila so dodeljena celicam, kot je prikazano
v tabeli 5.14. Naše odločitve o uvedbi nadur so podane v tabelah 5.15 in 5.16.




Tabela 5.15: Prikaz nadurnega dela v rešitvi 3
Sobota Nedelja Ponedeljek Torek Sreda Četrtek Petek
Celica 1, 2 Izmena 1 8 ur
Izmena 2 3 ur
5.5.4 Rešitev 4 (Tretja modifikacija)
Ta rešitev je podobna preǰsnji glede uvedbe nadurnega dela glede na dan in
izmeno. Razlika je v tem, da so delavci plačani samo za del nadurnega dela, ki
je bil potreben za izogib zamudam. Naše odločitve o uvedbi nadur so podane v
tabelah 5.17 in 5.18.
Sledi rešitev drugega problema, minimizacija skupnih stroškov zaradi zamud
in nadur.
5.5.5 Rešitev (Problem 2)
Pregledali bomo primer razvrščanja 15 opravil v proizvodnem sistemu, sestavlje-
nem iz ene celice. Delavci delajo samo v eni izmeni. Dovoljene so 3 ure nadurnega
dela po koncu izmene. Problem bomo rešili z zgoraj opisanim matematičnim mo-
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Tabela 5.16: Izračun zamude po uvedbi nadurnega dela za rešitev 3
Opravila Celica Izmena Čas Novi roki Čas Prihodki Zgodno
obdelave dokončanja zaključka Pozno
1 1 1 5 14 5 200 Zgodno
2 2 2 10 20 10 450 Zgodno
3 1 1 7 29 12 650 Zgodno
4 2 2 18 36 28 500 Zgodno
5 2 1 11 46 39 250 Zgodno
6 1 1 16 51 28 1000 Zgodno
7 1 2 19 56 47 1500 Zgodno
8 2 1 14 61 53 900 Zgodno
9 1 1 9 66 56 750 Zgodno
10 1 2 7 69 63 1500 Zgodno
11 2 2 7 71 60 850 Zgodno
12 1 1 15 79 78 850 Zgodno
13 2 1 15 81 75 1250 Zgodno
14 1 2 12 91 90 1200 Zgodno
15 2 2 14 91 89 1000 Zgodno
Tabela 5.17: Prikaz nadurnega dela v rešitvi 4
Sobota Nedelja Ponedeljek Torek Sreda Četrtek Petek
Celica 1, 2 Izmena 1 8 ur
Izmena 2 2 ur
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Tabela 5.18: Izračun zamude po uvedbi nadurnega dela v rešitvi 4
Opravila Celica Izmena Čas Novi roki Čas Prihodki Zgodno
obdelave dokončanja zaključka Pozno
1 1 1 5 14 5 200 Zgodno
2 2 2 10 20 10 450 Zgodno
3 1 1 7 28 12 650 Zgodno
4 2 2 18 35 28 500 Zgodno
5 2 1 11 45 39 250 Zgodno
6 1 1 16 50 28 1000 Zgodno
7 1 2 19 55 47 1500 Zgodno
8 2 1 14 60 53 900 Zgodno
9 1 1 9 65 56 750 Zgodno
10 1 2 7 68 63 1500 Zgodno
11 2 2 7 70 60 850 Zgodno
12 1 1 15 78 78 850 Zgodno
13 2 1 15 80 75 1250 Zgodno
14 1 2 12 90 90 1200 Pravočasno
15 2 2 14 90 89 1000 Zgodno
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delom, ki minimizira skupne stroške. Podana je tabela 5.19 z opravili, njihovimi
časi obdelave in roki dokončanja.
Tabela 5.19: Seznam opravil za problem 2
Opravila 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Čas obdelave 2 4 6 3 5 1 2 4 5 4 2 2 2 3 7
Roki dokončanja 3 7 15 15 18 18 20 20 24 24 26 28 30 36 40
Tabela 5.20: Izračun zamude v problemu 2
Opravila Čas obdelave Roki dokončanja Čas zaključka Prihodki Zgodno/Pozno
1 2 3 2 200 Zgodno
2 4 7 6 450 Zgodno
3 6 15 12 650 Zgodno
4 3 15 15 500 Zgodno
5 5 18 20 250 Pozno (2 ur)
6 1 18 21 1000 Pozno (3 ur)
7 2 20 23 1500 Pozno (3 ur)
8 4 20 27 900 Pozno (7 ur)
9 5 24 32 750 Pozno (8 ur)
10 4 27 36 1500 Pozno (9 ur)
11 2 29 38 850 Pozno (11 ur)
12 2 30 40 850 Pozno (10 ur)
13 2 32 42 1250 Pozno (10 ur)
14 3 36 45 1200 Pozno (9 ur)
15 6 40 51 1000 Pozno (11 ur)
V ponedeljek, torek in sredo bomo uvedli 3 ure nadurnega dela po koncu
izmene. Stroški nadur so 500 evrov na dan. V četrtek ne bomo uvedli nadur,
ker bi takrat strošek nadurnega dela bil večji od profita pravočasno končanih
opravil. Kazen zaradi zamude znaša 150 evrov. Na koncu bomo imeli dve opravili
z zamudo, to sta opravili 13 in 15. Tabela 5.21 izračuna zamude po uvedbi
nadurnega dela skupaj z novimi roki dokončanja.
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Tabela 5.21: Novi izračun zamude v problemu 2
Opravila Čas obdelave Novi roki dokončanja Čas zaključka Prihodki Zgodno/Pozno
1 2 3 2 200 Zgodno
2 4 7 6 450 Zgodno
3 6 18 12 650 Zgodno
4 3 18 15 500 Zgodno
5 5 24 20 250 Zgodno
6 1 24 21 1000 Zgodno
7 2 26 23 1500 Zgodno
8 4 29 27 900 Zgodno
9 5 33 32 750 Zgodno
10 4 36 36 1500 Pravočasno
11 2 38 38 850 Pravočasno
12 2 39 40 850 Zgodno
13 2 41 42 1250 Pozno (1 ur)
14 3 45 45 1200 Pravočasno
15 6 49 51 1000 Pozno (2 ur)
6 Analiza rezultatov in primerjava
modelov
Zgoraj opisane matematične modele in predlagane rešitve bomo uporabili pri več
različnih preizkusih, tudi ko imamo več opravil (15, 20, 30, 40) in za več različnih
podatkov. Uporabili bomo vse variacije modela. Za vsako posamezno rešitev
bomo podali optimalno vrednost optimizicijske funkcije, število spremenljivk in
omejitev ter čas trajanja izračuna. Na koncu bomo podali primerjavo med vsemi
rešitvami. Najbolǰso rešitev bomo primerjali z rezultatom, ki ga daje predlagani
genetski algoritem za določen problem.
Za izgradnjo matematičnih modelov smo uporabili programsko orodje IBM ILOG
CPLEX Optimization Studio 12.6.3.0. Modele smo zgradili v jeziku OPL za ma-
tematično modeliranje. MATLAB R2013a smo uporabili za izgradnjo genetskega
algoritma.
Vsi rezultati so podani v tabelah od 6.1 do 6.8, nato sledi komentar in analiza
rezultatov.
Rešitev problema 2 (minimizacija skupnih stroškov), ko imamo 10, 15, 20
opravil, je podana v tabeli 6.5.
Iz podanih rezultatov je razvidno, da vse predlagane rešitve dajejo zelo hi-
tro rešitev. V tabeli 6.6 je narejena primerjava med modeli glede na vrednosti
optimizacijske funkcije.
Opazimo, da pri nekaterih podatkih pride do iste ali približno iste vrednosti
optimizacijske funkcije. Do tega pride zaradi različne politike podjetja o uvedbi
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Tabela 6.1: Rezultati originalnega modela za rešitev prvega problema
Število Podatki Število Število Vrednost Čas
opravil spremenljivk odločanja omejitev optimizacijske funkcije izračuna
15 podatki 1 58 - binarni 45 11150 0.31s
15 podatki 2 58 - binarni 45 13200 0.28s
15 podatki 3 58 - binarni 45 12300 0.29s
20 podatki 1 68 - binarni 60 14280 0.23s
20 podatki 2 68 - binarni 60 15130 0.46s
20 podatki 3 68 - binarni 60 14830 0.26s
30 podatki 1 88 - binarni 90 23330 0.26s
30 podatki2 88 - binarni 90 25230 0.25s
30 podatki 3 88 - binarni 90 26180 0.23s
40 podatki 1 108 - binarni 120 39390 0.21s
40 podatki 2 108 - binarni 120 35620 0.29s
40 podatki 3 108 - binarni 120 30990 0.28s
Tabela 6.2: Rezultati prve modifikacije za rešitev prvega problema
Število Podatki Število Število Vrednost Čas
opravil spremenljivk odločanja omejitev optimizacijske funkcije izračuna
15 podatki 1 58 - binarni 45 11150 0.31s
15 podatki 2 58 - binarni 45 13200 0.28s
15 podatki 3 58 - binarni 45 12300 0.29s
20 podatki 1 68 - binarni 60 14280 0.23s
20 podatki 2 68 - binarni 60 15130 0.46s
20 podatki 3 68 - binarni 60 14830 0.26s
30 podatki 1 88 - binarni 90 23330 0.26s
30 podatki 2 88 - binarni 90 25230 0.25s
30 podatki 3 88 - binarni 90 26180 0.23s
40 podatki 1 108 - binarni 120 39390 0.21s
40 podatki 2 108 - binarni 120 35620 0.29s
40 podatki 3 108 - binarni 120 30990 0.28s
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Tabela 6.3: Rezultati druge modifikacije za rešitev prvega problema
Število Podatki Število Število Vrednost Čas
opravil spremenljivk odločanja omejitev optimizacijske funkcije izračuna
15 podatki 1 44 - binarni 45 10850 0.28s
15 podatki 2 44 - binarni 45 13200 0.28s
15 podatki 3 44 - binarni 45 12050 0.29s
20 podatki 1 54 - binarni 60 14280 0.21s
20 podatki 2 54 - binarni 60 15130 0.40s
20 podatki 3 54 - binarni 60 14830 0.21s
30 podatki 1 74 - binarni 90 23280 0.25s
30 podatki 2 74 - binarni 90 24930 0.34s
30 podatki 3 74 - binarni 90 26180 0.18s
40 podatki 1 94 - binarni 120 41390 0.21s
40 podatki 2 94 - binarni 120 35620 0.29s
40 podatki 3 94 - binarni 120 30690 0.35s
in plačila nadurnega dela.
V tabeli 6.7 bomo podali vrednosti kriterijske funkcije genetskega algoritma.
Obravnavali smo velikost populacije 500 in število generacij 500 pri istih podat-
kih kot pri modelih. Opazimo lahko, da genetski algoritem daje skoraj optimalne
rešitve.
V tabeli 6.8 je prikazana primerjava med rezultati genetskega algoritma in
rezultati z uporabo matematičnih modelov.
94 Analiza rezultatov in primerjava modelov
Tabela 6.4: Rezultati tretje modifikacije za rešitev prvega problema
Število Podatki Število Število Vrednost Čas
opravil spremenljivk odločanja omejitev optimizacijske funkcije izračuna
15 podatki 1 44(30 binarni ostali 14) 45 10850 0.24s
15 podatki 2 44(30 binarni ostali 14) 45 13200 0.40s
15 podatki 3 44(30 binarni ostali 14) 45 12100 0.23s
20 podatki 1 54(40 binarni ostali 14) 60 14280 0.45s
20 podatki 2 54(40 binarni ostali 14) 60 15130 0.37s
20 podatki 3 54(40 binarni ostali 14) 60 14930 0.21s
30 podatki 1 74(60 binarni ostali 14) 90 23280 9.54s
30 podatki 2 74(60 binarni ostali 14) 90 25130 15s
30 podatki 3 74(60 binarni ostali 14) 90 26180 6.75s
40 podatki 1 94(80 binarni ostali 14) 120 41390 0.28s
40 podatki 2 94(80 binarni ostali 14) 120 35690 0.67s
40 podatki 3 94(80 binarni ostali 14) 120 30690 0.29s
Tabela 6.5: Rezultati za rešitev drugega problema
Število Podatki Število Število Vrednost Čas
opravil spremenljivk odločanja omejitev optimizacijske funkcije izračuna
10 podatki 1 265 ( 245 binarni ostali 20) 220 1200 0.45s
10 podatki 2 265 ( 245 binarni ostali 20) 220 1500 0.46s
10 podatki 3 265 ( 245 binarni ostali 20) 220 1200 0.48s
15 podatki 1 470 ( 440 binarni ostali 30) 330 1200 0.26s
15 podatki 2 470 ( 440 binarni ostali 30) 330 1200 0.93s
15 podatki 3 470 ( 440 binarni ostali 30) 330 1200 1.06s
20 podatki 1 725 ( 685 binarni ostali 40) 440 1200 6.97s
20 podatki 2 725 ( 685 binarni ostali 40) 440 1200 5.42s
20 podatki 3 725( 685 binarni ostali 40) 440 3450 51s
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Tabela 6.6: Primerjava vrednosti optimizacijske funkcije vseh modelov
Število opravil Podatki Originalni model 1 .modifikacija 2. modifikacija 3. modifikacija
15 podatki 1 11150 12200 10850 10850
15 podatki 2 13200 12450 13200 13200
15 podatki 3 12300 14050 12050 12100
20 podatki 1 14280 14830 14280 14280
20 podatki 2 15130 15130 15130 15130
20 podatki 3 14830 14980 14830 14930
30 podatki 1 23330 22590 23280 23280
30 podatki 2 25230 23990 24930 25130
30 podatki 3 26180 25040 26180 26180
40 podatki 1 39390 41390 41390 41390
40 podatki 2 35620 36390 35620 35690
40 podatki 3 30990 33070 30690 30690
Tabela 6.7: Rešitve dobljene z GA
Število Podatki Število Velikost Vrednost Čas
opravil generacij populacije kriterijske funkcije izračuna
15 podatki 1 500 500 10800 690.15s
15 podatki 2 500 500 12150 752.65s
15 podatki 3 500 500 12050 768.45s
20 podatki 1 500 500 13880 995.71s
20 podatki 2 500 500 14780 931.14s
20 podatki 3 500 500 14830 1014.22s
30 podatki 1 500 500 22130 1272.29s
30 podatki 2 500 500 24230 1237.13s
30 podatki 3 500 500 25880 1244.14s
40 podatki 1 500 500 38290 1591.96s
40 podatki 2 500 500 34490 1591.51s
40 podatki 3 500 500 30090 1560.51s
96 Analiza rezultatov in primerjava modelov
Tabela 6.8: Primerjava matematičnih modelov in GA
Število Podatki Originalni 1. 2. 3. GA
opravil model modifikacija modifikacija modifikacija
15 podatki 1 11150 12200 10850 10850 10800
15 podatki 2 13200 12450 13200 13200 12150
15 podatki 3 12300 14050 12050 12100 12050
20 podatki 1 14280 14830 14280 14280 13880
20 podatki 2 15130 15130 15130 15130 14780
20 podatki 3 14830 14980 14830 14930 14830
30 podatki 1 23330 22590 23280 23280 22130
30 podatki 2 25230 23990 24930 25130 24230
30 podatki 3 26180 25040 26180 26180 25880
40 podatki 1 39390 41390 41390 41390 38290
40 podatki 2 35620 36390 35620 35690 34490
40 podatki 3 30990 33070 30690 30690 30090
7 Zaključek
V tej raziskavi smo obravnavali potencial proizvodnega planiranja in razvrščanja
v redukciji operativnih stroškov v kompleksnem proizvodnem okolju. Obravnavali
smo tudi sam problem proizvodnega planiranja in razvrščanja in se osredotočili
na odločitve, povezane s tem problemom. Podali smo probleme, s katerimi se
soočajo podjetja, kot so: povečevanje variabilnosti izdelka, povpraševanja, od-
zivni čas strank. Kot rezultat teh težav podjetja poudarjajo značaj operativnih
stroškov. V tem konteksu smo pokazali, kakšen prispevek ima proizvodno plani-
ranje in razvrščanje v zmanǰsevanju operativnih stroškov.
Podali smo pregled različnih matematičnih modelov, nato smo podrobno opi-
sali obravnavane probleme razvrščanja. Predlagali smo model za rešitev teh
problemov in implementirali te rešitve. Modelirali smo odločitve v povezavi s
proizvodnim planiranjem in razvrščanjem preko razvoja modelov za proizvodno
planiranje. Ta dva modela sta mešana celoštevilska linearna programa. Prvi
model istočasno določa kapacitete obrata (odločitve o uvedbi nadurnega dela) in
razvrščanje. Njegov cilj je maksimizirati profit preko celega obdobja planiranja.
Drugi model rešuje problem minimizacije stroškov (kompromis med uvedbo nadur
in kaznijo zaradi zamud). Rezultate teh modelov smo analizirali in primerjali. Za
primerjavo smo uporabili genetski algoritem.
Oba problema obravnavata planiranje in razvrščanje v obratu, za katerega pred-
postavljamo, da ima identične celice. Planiranje in razvrščanje je bilo narejeno




Za nadaljnje raziskave bi predlagali obravnavanje problema planiranja in
razvrščanja v obratu, ki nima identičnih celic, ampak celice, različne po veli-
kosti za dalǰse obdobje planiranja kot npr. več tednov, en mesec, več mesecev.
Obravnavali bi tudi različno število izmen (npr. 3 čez teden, 2 čez vikend). Da
bi to dosegli, bi modificirali preǰsnja dva obravnavana modela.
Literatura
[1] P. Mehta, Production planning and scheduling in multi-stage batch produc-
tion environment. PhD thesis, Indian Institute od Management Ahmedavad,
2004.
[2] M. L. Pinedo, Planning and scheduling in manifacturing and services. Sprin-
ger, 2009.
[3] N. M. Kenneth in C. W. Vincent, “The human factor in planning and sche-
duling,” v Handbook of production scheduling, str. 23–59, Springer, 2006.
[4] S. C. Graves, “Manufacturing planning and control,” v Handbook of Applied
Optimization, str. 728–746, Oxford University Press New York, 2002.
[5] G. E. Vieira, “A practical view of the complexity in developing master pro-
duction schedules: fundamentals, examples,and implementation,” v Han-
dbook of production scheduling, str. 161–176, Springer, 2009.
[6] L. Audrone, D. Gintautas, K. Ferenc in C. Albertas, “Advanced planning and
scheduling systems: Modeling and implementation challenges,” Informatica,
vol. 25, no. 4, str. 581–616, 2014.
[7] N. C. Okoli in N. S.P. Obuka, “Modeling of production plan and scheduling
of manufacturing, process for a plastic industry in nigeria,” IISTE, vol. 2,
no. 8, 2012.
[8] E. Cölova, Chocolate production line scheduling: a case study. PhD thesis,
99
100 Literatura
The graduate school of natural and applied sciences ff middle east technical
university, 2006.
[9] J. W. Herrmann, “Decision-making systems in production scheduling,” v
Handbook of production scheduling, str. 59–91, Springer, 2009.
[10] Y. Hong-Sen in Z. Xiao-Dong, “A case study on integrated production plan-
ning and scheduling in a three-stage manufacturing system,” IEEE Transac-
tions on Automation Science and Engineering, vol. 4, str. 86–92, Jan 2007.
[11] J. F. Shapiro, Mathematical Programming Models and Methods for Produc-
tion Planning and Scheduling. Massachusetts Institute of Technology, Ope-
rations Research Center, 1989.
[12] J. W. Herrmann, “A history of production scheduling,” v Handbook of pro-
duction scheduling, str. 1–23, Springer, 2009.
[13] R. B. Gabriel in T. Devanath, Hierarchical Production Planning. Elsevier,
1989.
[14] T. Aouam in N. Brahimi, “An integrated production planning and order
acceptance model with flexible due dates,” 2013 IEEE International Con-
ference on Industrial Engineering and Engineering Management, str. 1214–
1218, Dec 2013.
[15] T. Christas in S. Charles, “Integration of production planning and schedu-
ling:overview, challenges and opportunities,” Elsevier, vol. 33, no. 12, 2009.
[16] G. D. Eppen in R. K. Martin, “Mathematical models to simultaneously de-
termine overtime requirements and schedule cells,” Operations and research,
vol. 35, str. 874–890, 1987.
[17] W. Trigiero, L. J. Thomas in J. O. McClain, “Capacitated lot-sizing with
set-up times,” Management Science, vol. 35, str. 353–366, 1989.
Literatura 101
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