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Abstract
Motivated by its application in ecology, we consider an extended Klausmeier model, a singularly perturbed
reaction-advection-diffusion equation with spatially varying coefficients. We rigorously establish existence of
stationary pulse solutions by blending techniques from geometric singular perturbation theory with bounds
derived from the theory of exponential dichotomies. Moreover, the spectral stability of these solutions is
determined, using similar methods. It is found that, due to the break-down of translation invariance, the
presence of spatially varying terms can stabilize or destabilize a pulse solution. In particular, this leads to
the discovery of a pitchfork bifurcation and existence of stationary multi-pulse solutions.
1 Introduction
Since Alan Turing’s revolutionary insight that patterns can emerge spontaneously in systems with multiple
species if these diffuse at different rates [43], systems of reaction-diffusion equations have served as prototypical
pattern forming models. Scientists have been using these reaction-diffusion models successfully to describe for
instance animal markings [28], embryo development [32] and the faceted eye of Drosophila [31]. Special interest
has been given to localized solutions (e.g. pulses, fronts), that arise when the diffusivity of species involved is
very different. The prototypical (two-component) model (in one spatial dimensional) is a singularly perturbed
equation of the (scaled) form {
∂tU = ∂
2
xU + H1 (x, u, ux, v, vx; ε˜) ,
∂tV = ε˜
2∂2xV + H2 (x, u, ux, v, vx; ε˜) , (1)
where 0 < ε˜ 1 is a measure for the ratio of diffusion constants, and H1, H2 are sufficiently smooth functions.
Because of the singular perturbed nature of (1), it is possible to establish existence and determine (linear)
stability of localized patterns in these models. In the past, this has been done successfully for the Gray-Scott
model [14, 15, 17, 10, 29, 41], the Gierer-Meinhardt model [16, 45, 17, 41], and in several other settings [12, 22, 36,
33]. However, these studies are usually limited to models with constant coefficients. Some research has focused
on the introduction of localized spatial inhomogeneities [44, 34, 35, 48, 49, 21]; also (often formal) research has
been done on reaction-diffusion equations with (less restricted) spatially varying coefficients [9, 8, 2, 47, 46, 7]. In
this article, we aim to expand the knowledge of such systems, by studying a reaction-diffusion system with fairly
generic spatially varying coefficients rigorously; motivated by its use in ecology (see Remark 2), we consider the
following extended Klausmeier model with spatially varying coefficients [27, 4]:{
∂tU = ∂
2
xU +f(x)∂xU + g(x)U + a− U − UV 2 ,
∂tV = D
2∂2xV − mV + UV 2 ,
(2)
with x ∈ R, t ≥ 0, U = U(x, t), V = V (x, t) ∈ R, parameters D, a,m > 0 and functions f, g ∈ C1b (R). Certain
conditions are imposed on the parameters and functions f and g – these will be explained in section 1.1.
Remark 1. The model (2) can be brought into the form of (1) by a series of scalings – see section 2 and [17].
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(c) h(x) = 0.1 cos(2x)
Figure 1 – Numerical simulation resulting in a stationary pulse solution for (2) with f(x) = h′(x), g(x) = h′′(x),
where h(x) = 0 (a), h(x) = exp(−x2/2) (b) and h(x) = 0.1 cos(2x) (c). U, V components are blue and red respectively,
while the orange curve depicts the bounded solution ub to which the U -component converges for |x| → ∞.
Remark 2 (Application of the extended Klausmeier model). This system of equations is used as a model in
ecology to describe the dynamics of vegetation (U) and water (V ). The extended Klausmeier model (2) takes into
account the amount of rainfall (a > 0) and mortality rate of the vegetation (m > 0) and goes beyond its classical
version by modeling a smooth, spatially varying terrain h = h(x) which then enters (2) as f(x) = h′(x), g(x) =
h′′(x) (see [4]). Variants of the Klausmeier model have been studied in various articles ranging from ecological
studies [27, 5] to mathematical analysis [4, 40, 38, 39]. The focus of all these studies are vegetation patterns,
which have been found to play a crucial role in the process of desertification. A starting point for the analysis of
more complicated patterns is a thorough understanding of their building blocks, namely, localized solutions. The
present paper is motivated by observations – both in numerical simulations and in real ecosystems [4, 5] – of the
impact of nontrivial topographies on the dynamics of localized vegetation patterns.
The focus of this article is to analyze existence, stability and (some) bifurcations of stationary pulse solutions
to (2). The presence of spatially varying coefficients, however, alters the approach that usually is taken in the case
of constant coefficients models. For one, with spatially constant coefficients, (2) possesses a uniform stationary
state, with V ≡ 0, to which pulse solutions converge for x → ±∞. In the case of spatially varying coefficients,
however, typically such uniform stationary state does not exist; instead, a bounded solution (u, v) = (ub, 0)
exists and pulse solutions converge to this bounded solution for x → ±∞ – see Figure 1. Moreover, standard
proofs using geometric singular perturbation theory typically rely on the availability of closed form expressions
for orbits of subsystems of (2) – see below. These are no longer available in case of generic spatially varying
coefficients, and only bounds can be found. Indeed, the core contribution of the present work is to overcome these
difficulties, which we do by blending geometric singular perturbation theory [24] with the theory of exponential
dichotomies [11] in a new way.
In this article, we initially follow the ‘standard’ approach of geometric singular perturbation theory. That
is, we introduce a small parameter ε := am – see assumption (A1) in section 1.1– and construct a stationary
pulse solution to (2) in the limit ε = 0, which present itself as a homoclinic orbit in the related stationary
fast-slow ODE system – in case of spatially varying coefficients it is homoclinic to the bounded solution. For
this construction, the full system is split into a fast subsystem, and a (super)slow subsystem on a so-called slow
manifold M that consists of fixed points of the fast subsystem. We establish fast connections to and from M
that take off from submanifold To ⊂ M and touch down on submanifold Td ⊂ M. On M, we construct stable
and unstable submanifolds W s/u(ub) ⊂M that consists of points on M that converge to the bounded solution
for x → ∞ respectively x → −∞. Intersections between these unstable/stable manifolds and take-off/touch-
down submanifolds (and a symmetry assumption) then establish the existence of pulse solutions to (2). Finally,
persistence of these pulse solutions for ε > 0 is guaranteed by geometric singular perturbation theory [24].
Specifically, stationary solutions (U(x, t), V (x, t)) = (u˜(x), v˜(x)) of (2) fulfill the system of ODEs{
0 = u˜xx +f(x)u˜x + g(x)u˜+ a− u˜− u˜v˜2 ,
0 = D
2
m v˜xx −v˜ + 1m u˜v˜2 .
(3)
After a sequence of (re)scalings, it can be seen that the associated fast subsystem is not affected by the spatially
varying terms and can be studied using standard methods. However, the slow subsystem, on the slow manifold
M, is affected by the spatially varying terms. This subsystem is given (when rescaling uˆ = au˜) by{
∂xuˆ = pˆ,
∂xpˆ = −f(x)pˆ− g(x)uˆ− 1 + uˆ. (4)
2
Figure 2 – Sketches of the bounded solution (blue) and its stable (green) respectively unstable (red) manifolds in
case of constant coefficients (left) and varying coefficients (center and right).
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Figure 3 – Sketches of a crosssection of M that illustrate the heart of the existence proof. In green the takeoff
and touchdown curves are shown, the solid blue lines indicate (possible) ls/u(0), the dashed blue lines ls/u(0) for the
constant coefficient case f = 0, g = 0. The shaded blue area indicates all possible locations of ls/u(0); the shaded
red region the possible locations of the bounded solution. The existence proof works when bounds on ub and l
s/u(0)
are strong enough such that lu(0) necessarily intersects with To(0) – this happens when all straight lines that start
from the red region and stay within the blue region intersect the green curves. If bounds are strong enough this is
the case – as illustrated in (b) – but when bounds are too weak this is not the case and existence is not guaranteed
by this method – as illustrated in (c). In (a) the situation for the constant coefficient case is shown.
For f and g constant, (4) can be solved explicitly and the stable and unstable manifolds W s,u(ub) are known
explicitly. In case of (spatially) varying f and g, typically no closed form solutions are available; however, when
these varying coefficients are sufficiently small – specifically, when δ := supx∈R
√
f(x)2 + g(x)2 < 14 (so δ can
be O(1) with respect to ε); see section 2.3 – the dynamics of (4) can be related to the constant coefficient case
f, g ≡ 0 using the theory of exponential dichotomies.
In particular, the saddle structure – present for f, g ≡ 0 – persists as exponential dichotomy. Therefore, (4)
possesses a 1D family of solutions that converge to the (unique) bounded solution to (4) for x → ∞ and a 1D
family of solutions that converge to the bounded solution for x → −∞. These families of solutions essentially
form the stable and unstable manifolds W s,u(ub). Due to the linear nature of (4), these (un)stable manifolds
are made up of straight lines, i.e. W s,u(ub) = ∪x∈R(x, ls,u(x)) where ls,u(x) describes a straight line in R2. An
important difference now arises between the cases of constant and varying coefficients: when f, g ≡ 0, the lines
ls,u(x) do not depend on x; when f and g are spatially varying, they do. Hence, W s,u(ub) appears wiggly in case
of varying coefficients – see Figure 2. The theory of exponential dichotomies enables us to bound the variation
of the lines ls,u(x); if δ is small enough (i.e. δ < δc(a,m,D), where δc ≤ 1/4 is O(1) with respect to ε), these
bounds are strict enough that a non-empty intersection (0, lu(0))∩To is guaranteed – thus establishing existence
of a (symmetric) pulse solution to (2). See Figure 3 for a sketch.
Next, the spectral stability of the thus created pulse solutions is studied. Using similar bounds as in the
existence problem, it is shown that eigenvalues are δ-close to their counterparts in case of constant coefficients –
see Figure 4. That is, under several conditions, typical for these systems, the ‘large’ eigenvalues can be bounded
to the stable half-plane {λ ∈ C : Reλ < 0}. For the ‘small’ eigenvalue – located close to the origin – it is more
subtle. In case of f, g ≡ 0 this small eigenvalue is located precisely at the origin due to the translation invariance
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Figure 4 – Sketch of the spectral bounds obtained in this paper. The shaded areas indicate the possible locations
of spectra in the case of varying coefficients. The solid lines and crosses indicate the location of the essential and
point spectra in the case of constant coefficients: the essential spectrum (orange), the ‘large’ eigenvalues (red) and
the ‘small’ eigenvalue (green).
of (2). The introduction of spatially varying coefficients to the system breaks this invariance and as a result the
small eigenvalue moves to the stable or the unstable half-plane.
Tracking of this eigenvalue indicates that it can, indeed, move to either half-plane, depending on the form of
the functions f and g. In particular, when taking f = h′, g = h′′, the location of the small eigenvalue is related
to the curvature g = h′′ of h: when the curvature is weak, the pulse solution is stable if g(0) = h′′(0) < 0 and
unstable if g(0) = h′′(0) > 0; for strong curvature, this is flipped, due to a pitchfork bifurcation.
Finally, the break-down of the translation invariance in (2) has another novel effect. In case of constant
coefficients, stationary multi-pulse solutions – solutions with multiple fast excursions – do not exist, due to the
presence of the translation invariance. If this invariance is broken, they can exist; the introduction of functions
f and g now allows for these stationary multi-pulse solutions (under some conditions on f and g) and their
existence can be established (although we refrain from going in the details).
The set-up for the rest of this paper is as follows. In section 2, we establish existence of stationary pulse
solutions to (2); here we first consider the case f, g ≡ 0 and subsequently the case of generic (bounded) f and
g. Then, using the theory of exponential dichotomies, both cases are related to each other, resulting in bounds
for the generic case that allow us to prove existence. In section 3 we study the spectral stability of found pulse
solutions, again by relating the generic case to the constant coefficient case of f, g ≡ 0. Then, in section 4 we
consider the small eigenvalues more in-depth using formal and numerical techniques, focusing on the possible
occurrence of bifurcations; we also present stationary multi-pulse solutions. We conclude with a discussion of
the results in section 5.
1.1 Assumption
We will make several assumptions throughout the manuscript. Some are crucial, while some serve to simplify
the exposition.
(A1) : ε :=
a
m
 1; (5)
(A2) : f(−x) = −f(x) , g(−x) = g(x) , for all x ∈ R; (6)
(A3) : sup
x∈R
√
f(x)2 + g(x)2 <
1
4
; (7)
(A4) : lim
x→±∞ f(x), g(x) = 0 ; (8)
(A5) : ||f ||Cb = O(1) , ||g||Cb = O(1)
(
w.r.t.
a
m
)
(9)
Assumption (A1) ensures the presence of a small parameter, necessary to use geometric singular perturbation
theory [37, 4]. (A2) is a symmetry assumption, that ensures (2) possesses a (point) symmetry in x = 0;
this technicality significantly simplifies our rigorous proof; pulse solutions can also be found formally and/or
4
numerically when (A2) does not hold (and we expect that their existence can be established rigorously by
extending our methods). Then, assumption (A3) stems from the theory of exponential dichotomies: when this
holds, solutions to (4) for generic f and g can be linked to solutions of (4) with f, g ≡ 0; when (A3) does not
hold, this link is not provided by the theory of exponential dichotomies. Assumption (A4) is a technicality that
is only needed in the stability section (specifically for the elephant-trunk method to work); for the existence
theorems it is not necessary; in fact, it is suspected that even stability results continue to hold when (A4) is
violated – see also Remarks 20 and 21. Finally, assumption (A5) is needed to pass limits in the treatment of the
fast-slow system.
2 Analysis of stationary pulse solutions
A crucial step for making the stationary ODE (3) amenable to analytic considerations is to find a parameter
regime convenient for rigorous perturbation techniques. While there are various choices, we pick a specific one
for clarity, since our focus is on novel phenomena due to the non-autonomous character of the system and not
to classify all possible dynamics across parameter regimes.
Following [14, 10, 4], we rescale the spatial coordinate (motivated by the diffusivity of the v-component) and
the amplitudes of the unknowns by
ξ :=
√
m
D
x , u˜ =
m
√
mD
a
u , v˜ =
a√
mD
v , (10)
to get {
uξξ =
a2
m2
[
D2m
a2 u− Dm
√
m
a2 f
(
D√
m
ξ
)
uξ − D2ma2 g
(
D√
m
ξ
)
u− D√
m
+ uv2
]
,
vξξ = v − uv2 .
(11)
It is now convenient to introduce
0 < ε :=
a
m
, 0 < µ :=
m
√
mD
a2
, (12)
and write the above ODEs as the first order system of ODEs
u˙ = εp ,
p˙ = ε
[
ε2µ2u− εµf (ε2µξ) p− ε2µ2g (ε2µξ)u− ε2µ+ uv2] ,
v˙ = q ,
q˙ = v − uv2 .
(13)
In order to use geometric singular perturbation theory, we make the customary assumption (A1), that is,
0 < ε 1 . (14)
and stipulate assumption (A5) so we can pass to limits.
In the autonomous case f ≡ 0 and g ≡ 0, system (13) has a fixed point (1/µ, 0, 0, 0) and stationary pulse
solutions of (2) correspond to orbits that are homoclinic to (1/µ, 0, 0, 0); see Figure 1a for an example. In the
non-autonomous case f 6= 0, g 6= 0 there is no fixed point, but instead a unique bounded solution (ub, pb, 0, 0).
In this case, stationary pulse solutions of (2) correspond to orbits that are homoclinic to this bounded solutions;
see Figures 1b and 1c for examples. The existence of said unique bounded solution (ub, pb, 0, 0) is established in
the following proposition proven later in section 2.3 (in the proof of Proposition 4).
Proposition 1 (Existence of a bounded solution for (13)). Let assumptions (A3) and (A4) be fulfilled. Then
(13) has a unique bounded solution (ub, pb, 0, 0) that satisfies
lim
ξ←±∞
(ub, pb, 0, 0) = (1/µ, 0, 0, 0) . (15)
Remark 3 (Orbits homoclinic to bounded solutions). Note that the assumption limx→±∞ f(x), g(x) = 0 in
(A4) is not necessary for the existence proof, but will be used in the stability analysis. In case f, g are only
bounded without approaching a constant state when |x| → ∞, the corresponding constructed pulse solution is also
a homoclinic to the respective bounded solution. An illustration of such a case is given in Figure 1c, where, due
to the periodicity of the coefficients f, g, the bounded background solution is periodic and so is the pulse solution
in its tails.
To highlight the novelty of the presented approach, we first briefly explain how the construction is carried
out in the constant coefficient case f = g = 0, to then proceed to the non-autonomous case.
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2.1 Stationary pulse solutions for f = 0 and g = 0
The fast system reads 
u˙ = εp ,
p˙ = ε
[
ε2µ2u− ε2µ+ uv2] ,
v˙ = q ,
q˙ = v − uv2 .
(16)
Note that this system possesses the symmetry (ξ, u, p, v, q)→ (−ξ, u,−p, v,−q). The corresponding slow system
in the slow scaling η = εξ is given by 
u′ = p ,
p′ = ε2µ2u− ε2µ+ uv2 ,
εv′ = q ,
εq′ = v − uv2 .
(17)
Restricted to the invariant manifold
M˜ := {(u, p, 0, 0) | u > 0} (18)
it reads {
u′ = p ,
p′ = ε2µ2u− ε2µ , (19)
which has a saddle structure around the fixed point
(
1
µ , 0
)
with stable and unstable eigenspaces given by
l˜u/s :=
{
(u, p) | p = εµ(u− 1
µ
)
}
. (20)
Remark 4. Note that this step is much more intricate in the case of varying coefficients f, g where explicit
solutions are possible only for very specific choices of coefficients. Therefore, one must resort to estimation
techniques for the general case. Overcoming this difficulty using exponential dichotomies is the core contribution
of the present work.
The reduced fast system has the form 
u˙ = 0 , p˙ = 0 ,
v˙ = q ,
q˙ = v − uv2 .
(21)
A sketch of its planar subsystem v˙ = q, q˙ = v − uv2 can be found in Figures 5a; this planar subsystem is a
Hamiltonian system with Hamiltonian
H(v, q;u) =
1
2
q2 − 1
2
v2 +
1
3
uv3 . (22)
Its fixed point (v, q) = (0, 0) features a saddle structure and a family of homoclinic orbits{
v
(0)
hom(ξ;u0) =
1
u0
ω(ξ) , ω(ξ) := 32 sech
2(ξ/2) ,
q
(0)
hom(ξ;u0) = v˙hom(ξ;u0) , u0 ∈ R\{0} ,
(23)
connecting its stable and unstable manifolds. Hence, (21) is a Hamiltonian system with Hamiltonian
K˜(u, p, v, q) = H(v, q;u) . (24)
The invariant manifold M˜ from (18) is the collection of saddle points (u, p, 0, 0), u > 0, p ∈ R, for (21) and is,
hence, normally hyperbolic. For its stable and unstable manifoldsW
s/u
0 (M˜) it holds true that dim[W s/u0 (M˜)] = 3
6
and, in fact, W s0 (M˜) and Wu0 (M˜) (partly) coincide, where the intersection is simply given by the family of
homoclinic orbits. Moreover, we have that K˜(u, p, v, q)|
(u,p,v,q)∈M˜ = 0.
For ε > 0, we note that M˜ is still an invariant manifold of the full system (16). It is a standard result in
geometric singular perturbation theory (see, e.g. the classic articles [42, 24, 26] or, more recent, [30]) that, for
ε sufficiently small, its stable and unstable manifolds persist as W
s/u
ε (M˜) with dim[W s/uε (M˜)] = 3, but do not
necessarily coincide anymore. In fact, they generically meet in a 2D intersection in R4.
In order to analyze the persistence of homoclinic orbits we measure the distance of W sε (M˜) and Wuε (M˜) in
the hyperplane R˜ = {(u, p, v, q) | q = 0}, that is, we fix an even homoclinic orbit (uhom, phom, vhom, qhom) with
(uhom(0), phom(0), vhom(0), qhom(0)) = (u0, p0, vmax, 0). To this end we use the Hamiltonian K˜ and analyze its
difference during the jump of the orbit through the fast field
If :=
(
− 1√
ε
,
1√
ε
)
, (25)
by setting up
∆If K˜ = K˜(1/
√
ε)− K˜(−1/√ε) =
∫
If
d
dξ
K˜(ξ) dξ =
1
3
ε
∫
If
p(ξ)vhom(ξ)
3 dξ + h.o.t. (26)
where we used that ddξ K˜ =
∂
∂uH(v, q;u)(
du
dξ ) +
d
dξH(v, q;u) =
1
3v
3(dudξ ) + 0 =
1
3εv
3p. We may set (using the fact
that p is constant to leading order) p(ξ) = p(0) + εp(1)(ξ) + h.o.t. Therefore, in order to make this difference
vanish to leading order, we evidently need that p(0) = 0 and p(1)(0) = 0.
Now that a departure and return mechanism from and back to M˜ is established through the intersection
W sε (M˜) ∩Wuε (M˜) ∩ R, the remaining task is to determine possible take-off and touch-down points on M˜ and
investigate if these intersect the stable and unstable eigenspaces ls/u appropriately to form a homoclinic. To this
end we observe that
∆Ifu = u(1/
√
ε)− u(−1/√ε) =
∫
If
d
dξ
u(ξ) dξ = ε2
∫
If
p(1)(ξ) dξ = O(ε3/2) , (27)
∆If p = p(1/
√
ε)− p(−1/√ε) =
∫
If
d
dξ
p(ξ) dξ = εu0
∫
If
v
(0)
hom(ξ)
2 dξ =
6
u0
ε+ h.o.t. , (28)
so, to leading order, only the p-variable changes during the fast jump, and therefore, the take-off and touch-down
curves on M˜ are to leading order given by
T˜o/d :=
{
(u, p, 0, 0) | p = ∓3ε
u
, u > 0
}
, (29)
where we used that, by symmetry, to leading order
p(±1/√ε) = p(0)± 1
2
∆If p = ε
(
p(1)(0)± 3
u0
)
. (30)
Finally, a straightforward computation of the intersection points of these with the stable and unstable eigenspaces
ls/u gives two possible homoclinics when µ ≤ 112 , with
u±0 =
1±√1− 12µ
2µ
(
for µ ≤ 1
12
)
. (31)
Remark 5. When µ  1, the expression for u±0 , (31), can be expanded in terms of µ; this yields for u±0 the
following expansions
u−0 = 3 + 9µ + O(µ2)
u+0 =
1
µ − 3 − 9µ + O(µ2)
(32)
A conceptual sketch of the dynamics on M˜, along with an excursion through the fast field, is given in
Figure 5b. Moreover, in Figures 6a and 6b, the evolution of a homoclinic solution is projected onto manifold M˜.
7
vq
1
u0
(
v
(0)
hom, q
(0)
hom
)
(a) Sketch of fast reduced system
M
l sl u
(b) Sketch of homoclinic solution
Figure 5 – Sketches of the fast reduced system (21) (a) and the dynamics on the slow manifold M along with, in
red, the excursion through the fast field (b).
2.2 Stationary pulse solutions for varying f and g
First, we convert the non-autonomous system into an autonomous one by setting
s(ξ) :=
D√
m
ξ = ε2µξ , (33)
which gives the extended (autonomous) fast system
s˙ = ε2µ ,
u˙ = εp ,
p˙ = ε
[
ε2µ2u− εµf (s) p− ε2µ2g (s)u− ε2µ+ uv2] ,
v˙ = q ,
q˙ = v − uv2 .
(34)
It is important to note that the symmetry assumptions (A2) on f and g translate directly into a symmetry for
(34) which is crucial for the construction of a homoclinic.
Lemma 1 (Symmetry of (34)). Let the symmetry assumptions (A2) be fulfilled, that is, let f be an odd function
and g be an even function. Then we have for (34) the symmetry (s, u, p, v, q)→ (−s, u,−p, v,−q).
The slow system corresponding to (34) in the slow variable η = εξ is given by
s′ = εµ ,
u′ = p ,
p′ = ε2µ2u− εµf (s) p− ε2µ2g (s)u− ε2µ+ uv2 ,
εv′ = q ,
εq′ = v − uv2 .
(35)
It possesses a three-dimensional invariant manifold
M := {(s, u, p, 0, 0) | u > 0, s, p ∈ R} ⊂ R5 , (36)
on which it takes the form 
s′ = εµ ,
u′ = p ,
p′ = ε2µ2u− εµf (s) p− ε2µ2g (s)u− ε2µ .
(37)
which is an extension of the non-autonomous system{
u′ = p ,
p′ = ε2µ2u− εµf (εµη) p− ε2µ2g (εµη)u− ε2µ . (38)
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(f) (U,Ux)-plane for h(x) = 0.1 cos(2x)
Figure 6 – Numerical simulations resulting in a stationary pulse solution for (2) with f(x) = h′(x), g(x) = h′′(x),
where h(x) = 0 (a,b), h(x) = exp(−x2/2) (c,d) and h(x) = 0.1 cos(2x) (e,f). Shown are projections to the (x, U, Ux)-
plane (a,c,e) and the (U,Ux)-plane (b,d,f) of a stationary pulse solution (blue) and the bounded solution ub to which
the U -component converges for |x| → ∞. Parts of the take-off and touch-down curves (To/d) along with stable and
unstable manifolds at x = 0 are also sketched in green respectively red. Note that the plots in this figure correspond
to the plots in Figure 1.
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It is now convenient to introduce (or, actually, return to) the super-slow variable x = εµη. We set u(η) =
1
µ uˆ(εµη) =
1
µ uˆ(x) and return to the second order non-autonomous setting{
d
dx uˆ = pˆ ,
d
dx pˆ = uˆ− f (x) pˆ− g (x) uˆ− 1 .
(39)
Lemma 2 (Symmetry of (39)). Let the symmetry assumptions (A2) be fulfilled, that is, let f be an odd function
and g be an even function. Then we have for (39) the symmetry (x, uˆ, pˆ)→ (−x, uˆ,−pˆ).
Remark 6. For conciseness, we note that we have three different scales:
fast scale ξ , slow scale η = εξ , super-slow scale x = εµη = ε2µξ
The construction that we illustrate in this article therefore relies heavily on assumption (A1). The specific
definition of the small parameter is convenient since the fast reduced system is an ODE which is known to have
homoclinic solutions and the slow system on the critical manifold M is a linear planar system.
Remark 7. Note the difference between p = dudη and pˆ =
duˆ
dx . Hence, p = εpˆ.
Proposition 2 (Dynamics on M). Consider the slow system on M (37) with f, g fulfilling (A3). Then there
exists a unique bounded solution (uˆb, pˆb) of (39) and corresponding connected set Γ ⊂ R ∪ {∞} such that the
following holds true: For each fixed x ∈ R there exists Cs/u(x) ∈ Γ and lines
ls/u(x) := {(uˆ, pˆ) | pˆ− uˆ′b(x) = Cs/u(x)(uˆ− uˆb(x))} , (40)
such that the solution to the initial value problem (39) with (uˆ(x), pˆ(x)) = (uˆ0, pˆ0) ∈ ls(x) converges to (uˆb, pˆb)
for x→∞, while with (uˆ(x), pˆ(x)) = (uˆ0, pˆ0) ∈ lu(x) it converges to (uˆb, pˆb) for x→ −∞. Moreover, if f and g
fulfill the symmetry assumption (A2), Cs/u posses the symmetry Cs(x) = −Cu(−x) for all x ∈ R. In particular,
Cs(0) = −Cu(0).
The proof of Proposition 2 constitutes the contents of section 2.4. Also note the similarities with Proposition 1,
since the bounded solutions mentioned in both Propositions are identical up ot the scaling uˆb(x) = µub(ξ).
Remark 8. When limx→±∞ f(x), g(x) = 0 (i.e. assumption (A4)), the unique bounded solution (uˆb, pˆb) limits
to the fixed point of the autonomous equation. That is,
lim
x→±∞(uˆb(x), pˆb(x)) = (1, 0) . (41)
This result implies that there are trajectories onM that lead to and away from the bounded solution (uˆb, pˆb).
Hence, the only remaining construction steps are the analysis of persistence of orbits biasymptotic to M and
their touch-down/take-off locations. We therefore switch back to the fast system and examine the dynamics
during the jump of an orbit through the fast field. In order to pass to the reduced fast system, we use the
assumption (A5) so, in the limit ε→ 0, we get the reduced fast system
s˙ = 0 , u˙ = 0 , p˙ = 0 ,
v˙ = q ,
q˙ = v − uv2 .
(42)
Note that in the reduced fast system the non-autonomous character of our problem is not visible. The only
difference is the added trivial equation s˙ = 0. As alluded to in the constant coefficient case in section 2.1, the
planar subsystem v˙ = q, q˙ = v − uv2 is known to be Hamiltonian and features a homoclinic to the saddle point
(v, q) = (0, 0) which can be specified explicitly (see (23)). As a result, also (42) is Hamiltonian with
K(s, u, p, v, q) = H(v, q;u) . (43)
The invariant manifoldM from (36) is the collection of saddle points (s, u, p, 0, 0), u > 0, s, p ∈ R, for (42) and is,
hence, normally hyperbolic. For its stable and unstable manifoldsW
s/u
0 (M) it holds true that dim[W s/u0 (M)] = 4
and, in fact, W s0 (M) and Wu0 (M) (partly) coincide, where the intersection is simply given by the family of
homoclinic orbits. Moreover, we have that K(s, u, p, v, q)|(s,u,p,v,q)∈M = 0.
The analogy with the constant coefficient case continues for ε > 0 sufficiently small; we still have that M is
an invariant manifold of the full system (34) and that its stable and unstable manifolds persist as W
s/u
ε (M) with
dim[W
s/u
ε (M)] = 4, but do not necessarily coincide anymore. In fact, they generically meet in a 3-D intersection
in R5.
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Proposition 3 (Persistence of a homoclinic connection). Let ε be sufficiently small.
1. Define the hyperplane R = {(s, u, p, v, q) | q = 0}. Then dim[W sε (M)∩Wuε (M)∩R] = 2 and orbits in this
intersection fulfill p(ξ) = εp(1)(ξ) + h.o.t., that is, the leading order constant term p(0) vanishes.
2. The take-off and touch-down surfaces on M of orbits in the intersection W sε (M) ∩Wuε (M) ∩ R are to
leading order given by
To/d(s) :=
{
(s, u, p, 0, 0) | p = ∓3ε
u
, u > 0
}
. (44)
3. For orbits in the intersection W sε (M)∩Wuε (M)∩R the touch-down curve Td(0) and stable line ls(0) from
(40) intersect in at most two points
u±0 =
ub(0)±
√
ub(0)2 + 12/(µCs(0))
2
, (45)
where Cs(0) is the slope of the stable line ls(0) from (40) and uˆb = µub is the (rescaled) bounded background
solution from Proposition 2. By symmetry, the analogous is true for the take-off curve To(0) and unstable
line lu(0) from (40). In particular, the thus computed u±0 -values coincide by the aforementioned symmetry
Cu(0) = −Cs(0) – see Proposition 2.
4. There are two even homoclinic orbits for (3) with u±0 > 0 in case ub(0)
2 + 12/(µCs(0)) > 0 and ub(0) −√
ub(0)2 + 12/(µCs(0)) > 0.
Remark 9. If we set ub(0) =
1
µ and C
s(0) = −1 in (45), we recover (31).
Proof. Measuring the distance of W sε (M) and Wuε (M) in the hyperplane R can again be accomplished using
the difference of the Hamiltonian K during the fast the jump of the orbit through the fast field (25). We have
exactly as in the constant coefficient case (26) where (using that p is constant to leading order) we have set
p(ξ) = p(0) + εp(1)(ξ) + h.o.t. , and used that ddξK =
∂
∂sK(s, u, p, v, q)(
ds
dξ ) +
∂
∂uH(v, q;u)(
du
dξ ) +
d
dξH(v, q;u) =
0+ 13v
3(dudξ )+0 =
1
3εv
3p. In order to make this difference vanish to leading order, we evidently need that p(0) = 0
and p(1)(0) = 0. This proves the first statement.
In order to construct the take-off and touch-down curves, we again investigate the change of the fast variables
during the jump through the fast field:
∆If s = s(1/
√
ε)− s(−(1/√ε)) =
∫
If
d
dξ
s(ξ) dξ =
2√
ε
ε2µ = O(ε3/2) , (46)
∆Ifu = u(1/
√
ε)− u(−(1/√ε)) =
∫
If
d
dξ
u(ξ) dξ = ε2
∫
If
p(1)(ξ) dξ = O(ε3/2) , (47)
∆If p = p(1/
√
ε)− p(−(1/√ε)) =
∫
If
d
dξ
p(ξ) dξ = εu0
∫
If
v
(0)
hom(ξ)
2 dξ =
6
u0
ε+ h.o.t. , (48)
Hence, to leading order, only the p-variable changes during the fast jump, and therefore, the take-off and touch-
down curves onM are to leading order given by (44) where we used that, by symmetry, p(±1/√ε) = p(0)± 12∆If p .
This proves the second statement.
Equating (44) and (40) (where we used that p = εpˆ – see Remark 7) gives the equality
εµCs(0) (u0 − ub(0)) = 3ε
u0
; (49)
the solutions of which give the claimed expression (45) in the third statement. Finally, the fourth statement
follows from inspecting (45).
Two examples of homoclinic solutions for varying f and g can be found in Figures 6c–6f. In these figures the
evolution of a homoclinic solution is projected onto the manifold M, which shows the essence of Proposition 3.
Proposition 3 thus establishes existence of homoclinic solutions for (3) under the conditions stated in Propo-
sition 3(4). However, in the case of varying coefficients, there typically are no explicit expressions available for
the bounded solution ub(0) and the constant C
s(0). To circumvent this, in the next section we derive bounds on
these using the theory of exponential dichotomy, which simultaneously forms the proof of Proposition 2.
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2.3 Some basic results from the theory of exponential dichotomies
When f and/or g are non-constant, generically it is not possible to capture the dynamics on manifold M in
explicit expressions. Instead, our main tools for constructing a saddle-like structure on M are from the theory
of exponential dichotomies. To fix notation and keep the exposition self-contained, we state (following [11]) the
definition of exponential dichotomies along with a selection of results that we use here.
Definition 1 (Exponential Dichotomy). Consider the planar ODE ddxY = B(x)Y for the unknown Y : R→ R2
and with B : R → R2×2 a matrix-valued function which is continuous on R. Let Φ = Φ(x) be the associated
canonical solution operator. This ODE is said to have an exponential dichotomy if there is a projection matrix
P and positive constants K and ρ such that
‖Φ(x) P Φ−1(x˜)‖ ≤ Ke−ρ(x−x˜) , x ≥ x˜ ,
‖Φ(x) (I − P ) Φ−1(x˜)‖ ≤ Ke+ρ(x−x˜) , x ≤ x˜ .
In the next section we will be interested in first order ODEs of the form
d
dx
Y = [A0 +A(x)]Y + F , (50)
with x ∈ R, Y : R→ R2, A0 ∈ R2×2, A : R→ R2×2, F ∈ R2. In particular, we would like to corroborate knowledge
of the autonomous version (which is often available in terms of explicit solutions) to deduce qualitative results
for the full non-autonomous one. For the sake of clarity, we assemble first all auxiliary systems in one place:
First, we have the homogeneous, autonomous system
d
dx
Zh = A0Zh. (51)
Then, there is the homogeneous, non-autonomous system
d
dx
Yh = [A0 +A(x)]Yh. (52)
Finally, we have the inhomogeneous, autonomous system
d
dx
Z = A0Z + F. (53)
Proposition 4 (Roughness and closeness of bounded solutions). Let Kaut, ρaut > 0 be the exponential dichotomy
constants of the homogeneous, autonomous ODE (51) and Φaut, Paut the corresponding solution and projection
operators. If
δ := sup
x∈R
|||A(x)||| < ρaut
4K2aut
, (54)
the non-autonomous ODE (52) has an exponential dichotomy for which the following holds true.
1. (Roughness) The exponential dichotomy constants of the homogeneous, non-autonomous ODE (52) are
K = 52K
2
aut and ρ = ρaut − 2Kautδ, and concerning the solution and projection operators Φ, P of (52) we
have upon defining
Q(x) := Φ(x)PΦ−1(x) , Qaut(x) := Φaut(x)PautΦaut−1(x) (55)
the estimate
|||Q(x)−Qaut(x)||| ≤ 4K
3
autδ
ρaut
, x ∈ R . (56)
2. (Closeness of bounded solutions) There exist unique bounded solutions Zb,aut, Yb of the inhomogeneous,
autonomous and non-autonomous ODEs (53) and (50). In particular, they satisfy
sup
x∈R
|||Yb(x)− Zb,aut(x)||| ≤ 4δKautK
ρautρ
‖F‖ . (57)
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Proof. The first statement is the persistence of exponential dichotomies, known as “roughness”, and is a stan-
dard result (see [11, Ch.4, Prop.1]). Moreover, another standard result from the theory of exponential di-
chotomies stipulates that inhomogeneous equations have unique bounded solutions, when the homogeneous
equations have an exponential dichotomy and the inhomogeneous terms are bounded (see [11, Ch.8, Prop.2]).
Then, to demonstrate the rest of the second statement, we define W (x) = Yb(x) − Zb,aut(x) which gives
W ′(x) = A0W (x) + G(x) with G(x) = A(x)Yb(x). The unique bounded solution Wb of this ODE satisfies the
estimate supx∈R ‖Wb(x)‖ ≤ 2Kautρaut supx∈R ‖G(x)‖ ≤ 4δKautKρautρ ‖F‖ , where we used that supx∈R ‖Yb(x)‖ ≤ 2Kρ ‖F‖ .
2.4 Dynamics on M (Proof of Proposition 2)
Let us introduce the more concise notation Y =
(
uˆ, ddx uˆ
)T
such that (39) has the form of (50) from the previous
section; that is,
d
dx
Y = [A0 +A(x)]Y + F , (58)
with
A0 =
(
0 1
1 0
)
, A(x) =
(
0 0
−g(x) −f(x)
)
, F =
(
0
−1
)
. (59)
Lemma 3 (Exponential Dichotomy Constants and Roughness). With the notation of Proposition 4, let
δ = sup
x∈R
√
f(x)2 + g(x)2 <
1
4
. (60)
Then we have ρaut = Kaut = 1, ρ = 1− 2δ,K = 5/2 and
|||Q(x)−Qaut(x)||| ≤ 4δ , x ∈ R . (61)
Proof. We have the canonical solution operator Φ(x) = eA0x. The eigenvalues of the matrix A0 are ±1 and the
corresponding normed eigenvectors are v = 1√
2
(1, 1)T , w = 1√
2
(1,−1)T . Thus the fixed point Y = (0, 0)T is a
saddle. From this it is clear that we can choose
P = wwT =
1
2
(
1 −1
−1 1
)
.
With the basis transformation matrix B = (v | w) and the diagonal matrix D = diag(1,−1) we then get
‖Φ(x)PΦ−1(s)‖ = ‖BeDxB−1PBe−DsB−1‖ =
∥∥∥∥( 1 −1−1 1
)∥∥∥∥ e−(x−s)2 = e−(x−s) .
A similar reasoning – where one can use that I − P = vvT – gives
‖Φ(x)(I − P )Φ−1(s)‖ = e(x−s) .
Thus we have the estimate for exponential dichotomies from Definition 1 with ρaut = 1 and Kaut = 1. The
remaining statements can now be read off Proposition 4.
The roughness of exponential dichotomies established in Lemma 3 provides a bound on the projection op-
erator Q(x) of the non-autonomous system. However, this bound cannot be used directly to prove existence of
homoclinic solutions using geometric singular perturbation theory, as geometric properties need to be derived.
In particular, we need to find the stable and unstable manifolds for the unique bounded solution Yb of (58).
These can be defined as
W s(Yb) :=
{
(x, Y s(x)) | Y s(x) = Yb(x) + Φ(x)PΦ−1(x)r , r ∈ R2
}
, (62)
Wu(Yb) :=
{
(x, Y u(x)) | Y u(x) = Yb(x) + Φ(x)(Id− P )Φ−1(x)r , r ∈ R2
}
, (63)
where Φ, P are the solution and projection operator for (58). For the construction that we have in mind, it is
convenient to notice that
W s/u(Yb) =
⋃
x∈R
(x, ls/u(x)) , (64)
13
with lines
ls(x) =
{
Y s(x) | Y s(x) = Yb(x) + Φ(x)PΦ−1(x)r , r ∈ R2
}
, (65)
lu(x) =
{
Y u(x) | Y u(x) = Yb(x) + Φ(x)(I − P )Φ−1(x)r , r ∈ R2
}
. (66)
While, in general, it is not possible to find explicit expressions for these objects, we can derive estimates for their
locations. For this we first observe that the line ls can be written equivalently as
ls(x) = {(uˆ, pˆ) | pˆ− uˆ′b(x) = C(x)(uˆ− uˆb(x))} , (67)
where C(x) is the slope of the line. Starting from the bound on the projection operator Q(x) = Φ(x)PΦ−1(x)
derived in Lemma 3, a bound on the projection lines will be established in Lemma 4, which is then subsequently
used to find a bound on the slope C(x) via the angle θ(x) of the line in Lemma 5.
In particular, for the case of (39), we thus obtain
ls(x) =
{
(uˆ, pˆ) | pˆ− uˆ′b(x) = (−1 + C˜(x))(uˆ− uˆb(x))
}
, (68)
with C˜(x) as in Lemma 5 taking into account that the projection operator depends on x, that is, Q = Q(x) and
so does the angle θ = θ(x), which defines C = C(x) and, hence, also C˜ = C˜(x).
The rest of this section consists of the two technical lemmas that ultimately derive a bound for C˜.
Lemma 4 (Closeness of projection lines). Let Q and Qaut be the projection matrices with rank 1 as defined in
Proposition 4(i), i.e. there are unit vectors q and qaut such that Q = qq
T and Qaut = qautq
T
aut, and ‖Q−Qaut‖ <
4δ holds true. Then either ‖q − qaut‖ <
√
8δ or ‖q + qaut‖ <
√
8δ.
Proof. We prove the equivalent statement that from ‖q − qaut‖ ≥
√
8δ and ‖q + qaut‖ ≥
√
8δ it follows that
‖Q−Qaut‖ ≥ 4δ. First we observe that
(q − qaut)(qT + qTaut)(q + qaut) = (qqT − qautqTaut)(q + qaut) + (qqTaut − qautqT )(q + qaut)
= 2(qqT − qautqTaut)(q + qaut) = 2(Q−Qaut)(q + qaut) . (69)
Therefore, by assumption
‖Q−Qaut‖ ‖q + qaut‖ ≥ ‖(Q−Qaut)(q + qaut)‖
=
1
2
‖(q − qaut)(qT + qTaut)(q + qaut)‖ =
1
2
‖q + qaut‖2‖q − qaut‖ ≥ 4δ‖q + qaut‖ ,
from which it follows that ‖Q−Qaut‖ ≥ 4δ.
The previous lemma establishes closeness of projection lines of the autonomous and the non-autonomous
case. The thus obtained bounds on norms can be transferred to bounds on the slope C by use of elementary
geometry. Note that transforming the norm bounds in this way leads to singularities when a projection line
passes the vertical axis (which also leads to a seemingly disjoint set of admittable slopes). A visualisation of the
results of Lemma 5 are given in Figure 7. In particular, the resulting bounds for the slope are shown.
Lemma 5 (Closeness of slopes). Let Q and Qaut be the projection matrices with rank 1 as defined in Proposi-
tion 4(i), i.e. there are unit vectors q and qaut such that Q = qq
T and Qaut = qautq
T
aut, and ‖Q − Qaut‖ < 4δ
holds true. Furthermore, let θ, θaut ∈ [−pi, pi) be defined by q =: (cos(θ), sin(θ)), qaut = (cos(θaut), sin(θaut)) such
that the slopes of the lines spans by q and qaut are given by
C := tan(θ) , Caut := tan(θaut) . (70)
Then there exist constants Cmin/max(δ, Caut) defined by
Cmin(δ, Caut) :=

−(1 + C2aut) 2
√
2
√
δ
√
1−2δ
(1−4δ)+2Caut
√
2
√
δ
√
1−2δ , if δ 6=
1
4
(
1 + Caut√
1+C2aut
)
−∞, if δ = 14
(
1 + Caut√
1+C2aut
) (71)
Cmax(δ, Caut) :=

+(1 + C2aut)
2
√
2
√
δ
√
1−2δ
(1−4δ)−2Caut
√
2
√
δ
√
1−2δ , if δ 6=
1
4
(
1− Caut√
1+C2aut
)
;
+∞, if δ = 14
(
1− Caut√
1+C2aut
)
,
(72)
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(a) Plots of Cmin (blue) in (71) and
Cmax (red) in (72) as functions of δ for
Caut = −1.
pˆ
uˆ
(b) Bounds on slope for
Caut = −1 and some
δ < 2−
√
2
8
.
pˆ
uˆ
(c) Bounds on slope for
Caut = −1 and some
δ > 2−
√
2
8
.
Figure 7 – Visualisation of the results of Lemma 5. In (a) plots of Cmin (blue) and Cmax (red) are shown as function
of δ for Caut = −1, i.e. the set Γ(δ,−1). The green region indicates all possible values for the difference between
slopes, C − Caut. In (b) and (c) plots of the possible slopes C are shown for some δ < 2−
√
2
8
(b) and δ > 2−
√
2
8
(c).
The green line indicates the slope value Caut = −1.
such that C − Caut ∈ Γ (δ, Caut), where
Γ (δ, Caut) :=

(
Cmin (δ, Caut) , Cmax (δ, Caut)
)
, if Cmin (δ, Caut) < Cmax (δ, Caut) ;(
−∞, Cmax (δ, Caut)
)
∪
(
Cmin (δ, Caut) ,+∞
)
, if Cmax (δ, Caut) < Cmin (δ, Caut) .
(73)
In particular, for qaut =
1√
2
(1,−1)T we have Caut = −1 and, hence,
C = −1 + C˜ , C˜ ∈ Γ(δ,−1) . (74)
Proof. For technical reasons we assume that ‖q − qaut‖ ≤ ‖q + qaut‖; if this inequality does not hold, we can
scale q → −q without changing the projection matrix Q. Then, with
∆θ := θ − θaut , (75)
we have
C − Caut = tan(θ)− tan(θaut) = tan(∆θ + θaut)− tan(θaut) = (1 + C2aut)
(
tan(∆θ)
1− Caut tan(∆θ)
)
. (76)
From ‖Q−Qaut‖ < 4δ we know by the previous lemma that ‖q − qaut‖ <
√
8δ and, hence, since q and qaut are
unit vectors, we have
0 ≤ 2(1− qT qaut) = ‖q − qaut‖2 < 8δ =⇒ 1− 4δ < qT qaut . (77)
Since arccos(z) is monotonically decreasing, we hence get from |∆θ| = arccos(qT qaut) that
−arccos(1− 4δ) < ∆θ < arccos(1− 4δ) . (78)
Furthermore, since tan(z)1−Caut tan(z) is monotonically increasing in z, we have the claimed result by using
tan(±arccos(z)) = ±
√
1− z2
z
and some simplifications in (76).
2.5 Existence results
Here, we first state our main existence results in detail. Their proofs are given in section 2.6.
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Theorem 1 (Existence for general f, g). Let assumptions (A1), (A2), (A3) and (A5) be satisfied. Then there
is a µ∗ with 0 < µ∗ < 112 and corresponding ε
∗ = ε∗(µ) > 0, 0 < δ∗ = δ∗(µ) < 2−
√
2
8 such that the following holds
true: For any ε, µ, δ with
0 < µ < µ∗ , 0 < ε < ε∗ = ε∗(µ) , δ = sup
x∈R
√
f(x)2 + g(x)2 < δ∗ = δ∗(µ) , (79)
the stationary wave ODE (34) has (two) orbits (sp(ξ), up(ξ), pp(ξ), vp(ξ), qp(ξ)), that are homoclinic to the
bounded solution
(
ξ, uˆb(ε
2µξ)
µ , εuˆ
′
b(ε
2µξ), 0, 0
)
, with (up(ξ), vp(ξ)) to leading order given by[
(uˆb(ε
2µξ)−(uˆb(0)−µu0) uˆ−(ε2µξ))
µ
0
]
χ−s (ξ) +
[
u0
3
2u0
sech
(
ξ
2
)2 ]χf (ξ) +
[
(uˆb(ε
2µξ)−(uˆb(0)−µu0) uˆ+(ε2µξ))
µ
0
]
χ+s (ξ) (80)
with u0 = u
−
0 or u0 = u
+
0 from (45), i.e.
u0 =
uˆb(0)±
√
uˆb(0)2 + 12µ/Cs(0)
2µ
; (81)
uˆb the bounded solution from Proposition 2 and where the indicator functions
χ−s (ξ) = χ(−∞,−1/√ε) , χf (ξ) = χ(−1/√ε,1/√ε) , χ
+
s (ξ) = χ(1/
√
ε,∞) (82)
distinguishes the behavior of the solution in the fast and super-slow fields. Furthermore, for uˆ± we have the
estimates
|uˆ±(x)| ≤ Ce−(1−2δ)|x| , x ≷ 0 ,
for some C > 0, the bounded solution ub obeys
sup
x∈R
√
(uˆb(x)− 1)2 + uˆ′b(x)2 ≤
10δ
1− 2δ .
Finally, this homoclinic orbit gives rise to a stationary pulse solution[
Up(x, t)
Vp(x, t)
]
=
 m√mDa u
(√
m
D x
)
a
D
√
m
v
(√
m
D x
)
 (83)
for the Klausmeier model (2) that is biasymptotic to the bounded state
(
auˆb
(√
m
D x
)
, 0
)
.
Corollary 1 (Existence for f, g = 0). Let f, g = 0, and the conditions from Theorem 1 be fulfilled. Then
uˆ±(x) = e∓x , uˆb ≡ 1 .
Corollary 2 (Existence for small f, g). Let the conditions from Theorem 1 be fulfilled and f = δf˜ , g = δg˜ where
f˜ , g˜ = O(1), 0 < δ  1 (i.e. supx∈R
√
f˜(x)2 + g˜(x)2 = 1. Then
uˆ+(x) = e
−x +
δ
2
[
−ex
∫ ∞
x
(f˜(z)− g˜(z))e−2zdz + e−x
(∫ ∞
0
(f˜(z)− g˜(z))e−2zdz +
∫ x
0
(f˜(z)− g˜(z))ds
)]
+ h.o.t. ,
uˆ−(x) = ex +
δ
2
[
e−x
∫ x
−∞
(f˜(z) + g˜(z))e−2zds− e−x
(∫ 0
−∞
(f˜(z) + g˜(z))e−2zdz +
∫ x
0
(f˜(z) + g˜(z))dz
)]
+ h.o.t. ,
uˆb(x) = 1 +
δ
2
[
ex
∫ ∞
x
g˜(z)e−z dz + e−x
∫ x
−∞
g˜(z)ez dz
]
+ h.o.t. .
Moreover, u0 as in (81) can be expressed in terms of δ as
u0 = u00 + δu01 + h.o.t., (84)
where u00 corresponds to the u0-value for the autonomous case, i.e. u00 is given by (31).
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Corollary 3 (Existence for h(x) = −2 ln cosh(βx)). Let h(x) = −2 ln cosh(βx), β > 0, f = h′, g = h′′, and the
conditions from Theorem 1 be fulfilled. Then
uˆ±(x) = e∓
√
1+β2x cosh(βx) ,
uˆb(x) =
u−(x)
2
√
1 + β2
∫ ∞
x
e−
√
1+β2z sech(βz) dz +
u+(x)
2
√
1 + β2
∫ x
−∞
e
√
1+β2z sech(βz) dz .
Remark 10. Pulses solutions as in Corollary 3 exist for any β > 0 without the need of the general assumption
on δ as in Theorem 1; since the flow on M can be solved explicitly for these functions f and g, no condition on
δ is needed.
Remark 11. Since the flow on M can be solved explicitly for the functions f and g as in Corollary 3, it is also
possible to prove existence of symmetric, stationary 2-pulse solutions (and, in fact, any symmetric, stationary
N -pulse solution). Note that normally, for f, g ≡ 0, these do not exist, since pulses in (2) repel each other [13, 4];
this repulsive force can only be overcome by driving forces due to the spatially varying functions f and g. We
come back to these multi-pulse solutions in section 4.5.
2.6 Proof of existence results
The proofs of the existence results in section 2.5 follow from the theory developed in the preceding sections. The
heart of these proofs is formed by Proposition 3 and the bounds on the bounded solution ub and the slopes C
s/u
as found in Proposition 2. Ultimately, it boils down to taking δ small enough such that an intersection between
ls(0) and To(0) is guaranteed. A sketch of this idea is given in Figure 3; the rest of this section is devoted to the
rigorous proof of the existence theorem and the corollories in section 2.5.
Proof of Theorem 1. Existence of the homoclinic orbits is established by Proposition 3 if the conditions in Propo-
sition 3(4) are satisfied. Since ub(0) = uˆb(0)/µ, these hold if and only if the following three bounds hold true:
(i) uˆb(0) > 0;
(ii) Cs(0) < 0;
(iii) uˆb(0)
2 + 12µ/Cs(0) > 0.
By Proposition 4 and Lemma 3, we have
uˆb(0) >
1− 12δ
1− 2δ , (85)
and by Lemma 5 we have
Cs(0) = −1 + C˜, C˜ ∈ Γ(δ,−1), (86)
where Γ is as in (73). Using these, bound (i) is satisfied when δ < 112 and bound (ii) when δ <
2−√2
8 . Since the
bound (iii) holds true when δ = 0 and µ < 112 , continuity of mentioned bounds on uˆb(0) and C
s(0) guarantees
the existence of the critical value 0 < δ∗(µ) < 2−
√
2
8 .
Proof of Corollary 1. This follows immediately from solving (39) with f, g ≡ 0, and is also carried out in more
detail in section 2.1.
Proof of Corollary 2. The super-slow system onM in (39) can be solved using a regular expansion in 0 < δ  1.
By requiring that limx→∞ uˆ+(x) and limx→−∞ uˆ−(x) exist, the results follow by a straightforward calculation.
Proof of Corollary 3. One can easily verify that uˆ± solve (39), and that limx→±∞ uˆ±(x) = 0. The bounded
solution uˆb follows from a standard variation of constants method.
17
3 Linear stability analysis
In the previous section, we proved the existence of stationary 1-pulse solutions to (2). In this section we study
the linear stability of these solutions. For (Up, Vp) a pulse solution from Theorem 1 we define the linear operator
L
(
U¯
V¯
)
=
(
∂2xU¯ + f(x)∂xU¯ + g(x)U¯ − U¯ − V 2p U¯ − 2UpVpV¯
D2∂2xV¯ −mV¯ + V 2p U¯ + 2UpVpV¯ .
)
, (87)
with L : H2(R) ×H2(R) ⊂ L2(R) × L2(R) → L2(R) × L2(R) and its spectrum by Σ(L), where we distinguish
between the point spectrum Σpt(L) and the essential spectrum Σess(L) = Σ(L)\Σpt(L) – we denote the elements
of Σess(L) by λ. As customary, we say that (Up, Vp) is linearly stable if there is no spectrum in the right half
plane. In order to keep the exposition at reasonable length, we will concentrate here on characterizing parameter
regimes where the only instability that can occur is through the (translational) zero eigenvalue which starts
moving due to the introduction of spatially varying f and/or g. In particular, there are no essential instabilities:
Lemma 6 (Essential spectrum). Let the conditions of Theorem 1 and assumption (A4) be fulfilled, and let
(Up, Vp) be a pulse solution to (2) as in Theorem 1. Then the essential spectrum of L from (87) is
Σess(L) = (−∞,max{−m,−1}] , (88)
and, hence, lies in the left half-plane.
Proof. The limiting operator of L at x → ±∞ is L∞ := diag[∂2x − 1, D2∂2x −m] (note that we thus explicitly
use assumption (A4)). Therefore, we have that the boundaries of the essential spectrum are λ1(k) = −(k2 + 1),
λ2(k) = −(D2k2 +m), k ∈ R, which immediately gives the claimed result.
The assumptions on f, g allow (again through the use of exponential dichotomies) the derivation of bounds
on the location of the point spectrum, which, under the assumption that f, g are chosen ‘small’, can be further
refined to track the one small eigenvalue that can possibly lead to bifurcations. The proof of the following
statements will be the subject of the next sections.
Theorem 2 (Point spectrum). Let the conditions of Theorem 1 and assumption (A4) be fulfilled, and let (Up, Vp)
be a pulse solution to (2) with u0 = u
−
0 as in (81). Then there exist constants mc, µ
∗, ν∗ > 0 such that if either
(i) m < mc and µ < µ
∗ or (ii) m > mc and µ
√
m < ν∗, then there exists a δc > 0 such that if 0 ≤ δ < δc
precisely one eigenvalue λ0 is O(ε)-close to 0 and all other eigenvalues of L lie in the left-half plane.
Proof. The statement is demonstrated in section 3.1 by combining the setup of an Evans function and the theory
of exponential dichotomies.
Remark 12. Note that Theorem 2 only holds for pulse solutions with u0 = u
−
0 ; pulse solutions with u0 = u
+
0
are always unstable. See also Remark 18.
Remark 13. The constants mc, µ
∗ and ν∗ in Theorem 2 can be computed explicitly (see Lemma 10).
Theorem 3 (Small eigenvalue close to λ = 0 for small f , g). Assuming that f = δf˜ , g = δg˜ with 0 < δ  1,
f˜ , g˜ = O(1) (i.e. supx∈R
√
f˜(x)2 + g˜(x)2 = 1), there exists a constant τ∗ > 0 such that if τ := ε4µm < τ∗ the
small eigenvalue λ0 close to λ = 0 is located, to leading order, at
λ0 =
2τδ
u0 − τ(1− µu0)
∫ +∞
0
e−2x
(
f˜ ′(x)(1− µu0) + g˜′(x)[ex + µu0 − 1]
)
dx, (89)
where u0 is as in (81) and Corollary 2.
Proof. This statement is derived in section 3.2 by employing a regular expansion in δ.
Corollary 4. Let the conditions of Theorem 3 be fulfilled. Then, in the double asymptotic limit µ  1 and
τ := ε4µm 1 the leading order expression for λ0 becomes
λ0 =
2
3
τ
∫ ∞
0
e−2x
(
f˜ ′(x) + g˜′(x)[ex − 1]
)
dx. (90)
Remark 14. When the term τ = ε4µm = a
2D
m
√
m
in (89) becomes too large (larger than τ∗), the pulse becomes
unstable due to a traveling wave bifurcation/drift instability [10, 14].
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3.1 Qualitative description of the point spectrum location (Proof of Theorem 2)
This section is devoted to finding the point spectrum of the operator L. For that, we use a decomposition
method for the Evans function, first developed in [1, 16], which is supplemented by the theory of exponential
dichotomies to treat the varying coefficients in (2). As before, the following computations will again heavily rely
on the singularly perturbed structure. Therefore, we introduce for the eigenvalue problem (L− λI)(U¯ , V¯ )T = 0,
that is,  λU¯ =
d2
dx2 U¯ + f(x)
d
dx U¯ + g(x)U¯ − U¯ − V 2p U¯ − 2UpVP V¯ ,
1
mλV¯ =
D2
m
d2
dx2 V¯ − V¯ + 1mV 2p U¯ + 2mUpVpV¯ ,
(91)
and the scalings (analogous to (10) and (12))
ξ =
D√
m
= ε2µx , U¯ = mεµu¯ , Up = mεµup , V¯ =
1
εµ
v¯ , Vp =
1
εµ
vp, (92)
to get the fast eigenvalue problem{
ε4µ2λu¯ = ¨¯u− ε2[2upvpv¯ + v2pu¯]− ε4µ2u¯+ ε2µf(ε2µξ) ˙¯u+ ε4µ2g(ε2µξ)u¯ ,
1
mλv¯ = ¨¯v − v¯ + [2upvpv¯ + v2pu¯] ,
(93)
which suggests (just as in [4, 10, 14]) the introduction of the scaled eigenvalue parameter
λ = mλ , (94)
so, finally, {
ε4µ2mλu¯ = ¨¯u− ε2[2upvpv¯ + v2pu¯]− ε4µ2u¯+ ε2µf(ε2µξ) ˙¯u+ ε4µ2g(ε2µξ)u¯ ,
λv¯ = ¨¯v − v¯ + [2upvpv¯ + v2pu¯] . (95)
It is convenient to introduce φ :=
(
u¯, ˙¯u/(ε2µ), v¯, ˙¯v
)
and to write the above ODEs as the system of first order
ODEs
φ˙ = A(ξ;λ, ε, µ,m)φ, (96)
where
A(ξ;λ, ε, µ,m) =

0 ε2µ 0 0
v2p/µ+ ε
2µ
[
1 +mλ− g(ε2µξ)] −ε2µf(ε2µξ) 2upvp/µ 0
0 0 0 1
−v2p 0 1 + λ− 2upvp 0
 . (97)
From the existence analysis in section 2, we have seen that the real line R can be split in one fast region, If ,
near the pulse location and two super slow fields I±s to both sides of the fast field:
I−s :=
(
−∞,− 1√
ε
)
, If :=
[
− 1√
ε
,
1√
ε
]
, I+s :=
(
1√
ε
,∞
)
.
Since we know that vp vanished to leading order in the slow fields, we have in those regions the system matrix
As(ξ;λ, ε, µ,m) :=

0 ε2µ 0 0
ε2µ
[
1 +mλ− g(ε2µξ)] −ε2µf(ε2µξ) 0 0
0 0 0 1
0 0 1 + λ 0
 , (98)
that is, the dynamics for slow and fast variables are decoupled. Any value λ ∈ C for which this system of ODEs
has a non-trivial solution in L2(R) × L2(R) corresponds to an eigenvalue λ = mλ of L. A mechanism (that is
by now standard) for detecting eigenvalues is the construction of an Evans function, whose roots coincide with
the eigenvalues of L. Although the Evans function can also be extended into the essential spectrum, we do not
need this in the present work and rather restrict λ to
Ce := C \ {λ ∈ R : λ ≤ max{−1,−1/m}} =
{
λ =
λ
m
: λ /∈ Σess(L)
}
, (99)
on which the Evans function is analytic.
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3.1.1 Evans function construction
By (conditions and results of) Theorem 1 and assumption (A4), we know that the limiting matrix for |ξ| → ∞
is given by
A∞(λ, ε, µ,m) :=

0 ε2µ 0 0
ε2µ [1 +mλ] 0 0 0
0 0 0 1
0 0 1 + λ 0
 . (100)
Its eigenvalues Λ1,2,3,4 and eigenvectors E1,2,3,4 are
Λ1,4(λ) = ±
√
1 + λ, Λ2,3(λ) = ±ε2µ
√
1 +mλ
E1,4(λ) = (0, 0, 1,Λ1,4)
T
, E2,3(λ) =
(
1,±√1 +mλ, 0, 0)T . (101)
where Re (Λ1(λ)) < Re (Λ2(λ)) < 0 < Re (Λ3(λ)) < Re (Λ4(λ)) for λ ∈ Ce.
The system φ˙∞ = A∞(λ, ε, µ,m)φ∞ admits exponential dichotomies on Ce. Since A∞ is exponentially close
to A for large |ξ|, the stable and unstable subspaces of φ˙ = A(ξ;λ, ε, µ,m)φ and φ˙∞ = A∞(λ, ε, µ,m)φ∞ are
similar when |ξ| → ∞. In particular, for all λ ∈ Ce there is a two-dimensional family of solutions, Φ−∞(λ), to
φ˙∞ = A∞(λ, ε, µ,m)φ∞ such that limξ→−∞ φ−∞(ξ) = 0 for all φ
−
∞ ∈ Φ−∞(λ), and a two-dimensional family of
solutions, Φ+∞(λ), to φ˙∞ = A∞(λ, ε, µ,m)φ∞ such that limξ→∞ φ
+
∞(ξ) = 0 for all φ
+
∞ ∈ Φ+∞(λ), which implies
that the system φ˙ = A(ξ;λ, ε, µ,m)φ also possesses two two-dimensional families of solutions, Φ−(λ) and Φ+(λ)
with the same properties.
For the system φ˙ = A(ξ;λ, ε, µ,m)φ, however, it is possible that the intersection Φ+(λ)∩Φ−(λ) is nonempty.
The values λ ∈ Ce for which this happens correspond to λ = mλ in the point spectrum Σpt. To find these, we
use a Evans function [1, 16], which is defined as
D(λ) = det [φ1(0;λ), φ2(0;λ), φ3(0;λ), φ4(0;λ)] , (102)
where {φ1(·;λ), φ2(·;λ)} spans the space Φ−(λ) and {φ3(·;λ), φ4(·;λ)} spans the space Φ+(λ). For notational
clarity we have suppressed the dependence on the other parameters. Essentially, the Evans function D(λ)
measures the linear independence of the solution functions φ1,...,4. Therefore, zeros of D(λ) correspond to values
of λ for which Φ+(λ) ∩ Φ−(λ) 6= ∅, and thus to eigenvalues in the point spectrum [1].
In (102) the solutions φ1,...,4 are not uniquely defined, and any choice leads to the same eigenvalues. However,
for singularly perturbed partial differential equations a specific choice enables the use of the scale separation in
these equations, which in turn makes it possible to determine the eigenvalues.
Lemma 7. Let the conditions of Theorem 1 be fulfilled and let (Up, Vp) be a pulse solution to (2) as in Theorem 1.
Then all eigenvalues λ ∈ Σpt associated to (95) are roots of the Evans function
D(λ) = t11(λ)t22(λ)(1 +mλ)(1 + λ) exp
(∫ ∞
0
f(x) dx
)
, (103)
where t11 and t22 are analytic (transmission) functions of λ, defined by
lim
ξ→∞
φ1(ξ;λ)e
−Λ1(λ)ξ = t11E1; (104)
lim
ξ→∞
φ2(ξ;λ)e
−Λ2(λ)ξ = t22E2, (105)
where φ1 is the (unique) solution to (96) for which
lim
t→−∞φ1(ξ;λ)e
−Λ1(λ)ξ = E1; (106)
and φ2 is the (unique) solution to (96) (if t11(λ) 6= 0) for which
lim
t→−∞φ2(ξ;λ)e
−Λ2(λ)ξ = E2; (107)
lim
t→∞φ2(ξ;λ)e
Λ1(λ)ξ = 0 (108)
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Proof. The proof is heavily based on [16, Section 3.2]. Therefore, we present here only an outline of the proof
and refer the interested reader to [16] for more details.
The heart of the proof is based on choosing φ1,...,4 in such way that the scale separation of (2) can be exploited.
Because A and A∞ are exponentially close when ξ → −∞, there is a unique solution φ1 such that φ1 closely follows
E1(λ)e
Λ1(λ)ξ as ξ → −∞. More precisely, we define φ1 uniquely such that limξ→−∞ φ1(ξ;λ)e−Λ1(λ)ξ = E1(λ).
For ξ → ∞, we do not know the precise form of φ1, but we do know that, asymptotically, it is a combination
of the eigenfunctions of the system φ˙∞ = A∞φ∞. That is, φ1(ξ;λ) → t11(λ)E1eΛ1(λ)ξ + t12(λ)E2eΛ2(λ)ξ +
t13(λ)E3e
Λ3(λ)ξ + t14(λ)e
Λ4(λ)ξ as ξ →∞, where t11, . . . , t14 are analytic transmission functions.
Next, φ2 must be chosen such that {φ1(·, λ), φ2(·, λ)} spans Φ−(λ). As this does not determine φ2 uniquely,
we may, additionally, require that φ2 grows, at most, as E2(λ)e
Λ2(λ)ξ for ξ → ∞. More precisely, we define φ2
uniquely such that limξ→−∞ φ2(ξ;λ)e−Λ2(λ)ξ = E2 and limξ→+∞ φ2(ξ;λ)e−Λ1(λ)ξ = 0 (note that this construction
is based on insight in t11 – that may not be 0 – that is obtained by the ‘elephant trunk procedure’, see [16, 25] and
Remark 20). For ξ →∞, φ2 is then asymptotically given by φ2(ξ;λ)→ t22(λ)E2(λ)eΛ2(λ)ξ+t23(λ)E3(λ)eΛ3(λ)ξ+
t24(λ)e
Λ4(λ)ξ as ξ →∞, where t21, t23, t24 are analytical transmission functions.
In a similar vein the solutions φ3 and φ4 can be defined such that limξ→∞ φ4(ξ;λ)e−Λ4(λ) = E4(λ) and
limξ→∞ φ3(ξ;λ)e−Λ3(λ) = E3(λ).
Then, using that
∑4
j=1 Λj(λ) = 0 and by Liouville’s formula, the Evans function (102) can be rewritten:
D(λ) = lim
ξ→∞
det [φ1(ξ;λ), φ2(ξ;λ), φ3(ξ;λ), φ4(ξ;λ)] exp
(
−
∫ ξ
0
TrA(z) dz
)
= lim
ξ→∞
det
[
φ1(ξ;λ)e
−Λ1(λ)ξ, φ2(ξ;λ)e−Λ2(λ)ξ, φ3(ξ;λ)e−Λ3(λ)ξ, φ4(ξ;λ)e−Λ4(λ)ξ
]
exp
(
−
∫ ξ
0
TrA(z) dz
)
= det [t11(λ)E1(λ), t22(λ)E2(λ), E3(λ), E4(λ)] exp
(∫ ∞
0
f(x) dx
)
= t11(λ)t22(λ)(1 +mλ)(1 + λ) exp
(∫ ∞
0
f(x) dx
)
.
The roots λ ∈ Ce of D(λ) thus correspond to the roots of t11(λ)t22(λ). The next goal, therefore, is to determine
the roots of these transmission functions.
3.1.2 Fast transmission function t11
The transmission function t11 is closely related to the linearization around the pulse in the fast field,
(Lr − λ)v = 0, Lrv := ∂2ξv − [1− 3 sech(ξ/2)2]v. (109)
The eigenvalues of Lr are well-known to be λr0 = 5/4, λr1 = 0 and λr2 = −3/4. By a standard winding number
argument, it follows that roots of t11 lie O(ε)-close to these eigenvalues λr0, λr1 and λr2.
Lemma 8 (Properties of t11). Let the conditions of Proposition 7 be fulfilled. The roots of t11 lie O(ε) close to
the eigenvalues (counting multiplicity) of Lr, i.e. close to λr0 = 5/4, λr1 = 0 and λr2 = −3/4.
Proof. See [16, Lemma 4.1].
Although t11 has a root (with multiplicity 1) close to λ
r
0 = 5/4, this does not mean that D(λ) has a root for
the same value of λ, since – as will be discussed in the next section – the transmission function t22 has a pole of
order 1 for the same λ, thus preventing it from being an eigenvalue of L – in the literature, this is known as the
‘NLEP paradox’.
In studies of autonomous systems, the root of t11 close to λ = 0 is actually located precisely at λ = 0 because
of the translation invariance of those autonomous systems. However, (2) is non-autonomous and therefore this
reasoning no longer holds and the eigenvalue close to λr1 = 0 can have negative or positive real part. As t22 does
not have a pole for this λ – as will be discussed in the next section – the Evans function D(λ) has a root for
this value; it thus corresponds to an eigenvalue of L. To our best knowledge, it is, in general, not possible to
determine the precise location of this eigenvalue; in section 3.2 we compute its location using standard regular
perturbation techniques when the non-autonomous terms are small.
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3.1.3 Slow transmission function t22
To determine the transmission function t22, we focus on the function φ2, as defined in Proposition 7. Per
construction, we know that φ2(ξ;λ) → t22(λ)E2(λ)eΛ2(λ)ξ + t23(λ)E3(λ)eΛ3(λ)ξ + t24(λ)eΛ4(λ)ξ as ξ → ∞. As
|Λ4(λ)|  |Λ2,3(λ)| for λ ∈ Ce, the term eΛ4(λ)ξ is exponentially small in the slow fields I±s . Therefore, we have
φ2(ξ;λ) ≈ t22(λ)E2(λ)eΛ2(λ)ξ + t23(λ)E3(λ)eΛ3(λ)ξ for ξ ∈ I+s sufficiently large. In this way, φ2 in the slow fields
is related to the properties of the exponentially asymptotic constant-coefficient system φ˙∞ = A∞(λ, ε, µ,m)φ∞.
However, we need to relate φ2 in the slow fields to the exponentially asymptotic non-autonomous system φ˙s =
As(ξ;λ, ε, µ,m)φs to determine t22.
In the slow fields the system φ˙s = As(ξ;λ, ε, µ,m)φs has the dynamics for the (u¯, p¯) part completely separated
from the dynamics of the (v¯, q¯) part. The (u¯, p¯) part is governed by the non-autonomous ODE(
˙¯u
˙¯p
)
= ε2µ [B0(λ) +B1(ξ)]
(
u¯
p¯
)
, (110)
where
B0(λ) =
(
0 1
1 +mλ 0
)
; B1(ξ) =
(
0 0
−g(ε2µξ) −f(ε2µξ)
)
.
Here, only the matrix B1 carries the non-autonomous part of the differential equation and the system with-
out B1 corresponds to the (u¯, p¯) part of the system φ˙∞ = A∞(λ, ε, µ,m)φ∞, which has spatial eigenvalues
Λ2,3 = ±ε2µ
√
1 +mλ. When λ ∈ Ce this autonomous system admits an exponential dichotomy on R and, there-
fore, by roughness the non-autonomous system (110) does so as well, provided that δ = supx∈R
√
f(x)2 + g(x)2 =
supx∈R ‖B1(x)‖ is sufficiently small. Under these conditions, there exist ψ˜2(ξ;λ) = (u2(ξ;λ), p2(ξ;λ), 0, 0)T
and ψ˜3(ξ;λ) = (u3(ξ;λ), p3(ξ;λ), 0, 0)
T such that ψ˜2(ξ;λ) → E2(λ)eΛ2(λ)ξ and ψ˜3(ξ;λ) → E3(λ)eΛ3(λ)ξ as
|ξ| → ∞. The same reasoning as before can now be used to deduce that φ2(ξ;λ) ≈ ψ˜2(ξ;λ) for ξ ∈ I−s and
φ2(ξ;λ) ≈ t22(λ)ψ˜2(ξ;λ) + t23(λ)ψ˜3(ξ;λ) for ξ ∈ I+s .
To compute t22 we need to track the changes of u¯ and p¯ during the fast transition when ξ ∈ If . From (95),
it follows that u¯ stays constant to leading order. Hence, matching φ2 at the ends of both super-slow fields I
±
s
gives the leading order matching condition
u2(0;λ) = t22(λ)u2(0;λ) + t23(λ)u3(0;λ). (111)
The p¯ component changes in the fast field. On the one hand, this change is given by the difference of p¯ values
at both ends of the slow fields I±s , i.e.
∆s p¯ = t22(λ)p2(0;λ) + t23(λ)p3(0;λ)− p2(0;λ). (112)
On the other hand, the accumulated jump over the fast field is
∆f p¯ =
1
µ
∫
If
(
vp(ξ)
2u2(0;λ) + 2up(ξ)vp(ξ)v¯(ξ;λ)
)
dξ, (113)
where v¯ satisfies (Lr − λ) v¯ = −u2(0;λ)vp(ξ)2. We recall that, in the fast field, to leading order, up = u0 and
vp =
ω
u0
, where ω(ξ) = 32 sech(ξ/2)
2. We rescale v¯(ξ;λ) = −u2(0;λ)
u20
Vin(ξ;λ). Then (113) becomes
∆f p¯ =
1
µ
u2(0;λ)
u20
∫
If
(
ω(ξ)2 − 2ω(ξ)Vin(ξ;λ)
)
dξ =
1
µ
u2(0;λ)
u20
(6− 2R(λ)) + h.o.t. (114)
where
R(λ) :=
∫ ∞
−∞
ω(ξ)Vin(ξ;λ) dξ (115)
and Vin satisfies
(Lr − λ)Vin(ξ;λ) = ω(ξ)2. (116)
Equating ∆s p¯ = ∆f p¯ and by (111) one readily derives (at leading order in ε)
t22(λ) = 1 +
1
µ
1
u20
6− 2R(λ)
p2(0;λ)
u2(0;λ)
− p3(0;λ)u3(0;λ)
. (117)
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Because of the symmetry f(x) = f(−x), g(x) = −g(−x), it follows that u2(0;λ) = u3(0;λ) and p2(0;λ) =
−p3(0;λ). Hence
t22(λ) = 1 +
1
µ
1
u20
3−R(λ)
p2(0;λ)
u2(0;λ)
. (118)
The inhomogeneous ODE (Lr − λ)Vin = ω2 admits bounded solutions for all λ that are not eigenvalues of Lr.
When λ is an eigenvalue, though, a bounded solution only exists if the following Fredholm condition is satisfied:∫ ∞
−∞
ω2v∗dξ = 0, (119)
where v∗ is the corresponding eigenfunction. Therefore, by Sturm-Liouville theory, it is clear that there is a
bounded solution for λr1 = 0, but not for λ
r
0 = 5/4 or λ
r
2 = −3/4. That is, R(λ), and therefore t22, has poles of
order 1 at λr0 and λ
r
2.
We have, hence, demonstrated the following:
Lemma 9 (Evans function). Let the conditions of Theorem 1 and assumption (A4) be fulfilled, and let (Up, Vp)
be a pulse solution to (2) as described in Theorem 1. It then holds true that the eigenvalues of the operator L
in (87) arising from linearization around the pulse solution (Up, Vp) coincide on Ce with the roots of the Evans
function
D(λ) = t11(λ)t22(λ)D˜(λ) , (120)
with D˜(λ) 6= 0, λ ∈ Ce and where the so-called fast transmission function is given by
t11(λ) = C1
(
λ− λf0
)(
λ− λf1
)(
λ− λf2
)
, (121)
with λf1 = O(ε), while the so-called slow transmission function is given by
t22(λ) = C2
t˜22(λ)(
λ− λf0
)(
λ− λf2
) , (122)
with some C1, C2, λ
f
0 , λ
f
2 ∈ R \ {0} and t˜22 an analytic function on Ce. In particular,
t22(λ) = 1 +
1
u20µ
(
3−R(λ)
p2(0;λ)/u2(0;λ)
)
, (123)
where p2(0;λ)/u2(0;λ) is the slope of the unstable manifold of the trivial solution to (110) at x = 0, and R is
given (at leading order in ε) by
R(λ) =
∫ ∞
−∞
3
2
sech(ξ/2)2Vin(ξ;λ) dξ , (124)
where Vin satisfies (Lr − λ)Vin = 94 sech(ξ/2)4.
Remark 15. The function R has been extensively studied in [4, Section 3.1.1], [20, Section 4.1] and [19, Section
5]. We would like to stress, however, that R in this article has a different factor in front of it and is defined
in terms of λ, whereas in [20, 19] it is defined as function of P := 2
√
1 + λ. A plot of R has been included in
Figure 8.
Remark 16. The eigenvalue problem is often written as a nonlocal eigenvalue problem (NLEP). This can be
achieved via the transformation
Vin(ξ;λ) =
3− µu20 p2(0;λ)u2(0;λ)∫∞
−∞ ω(ξ)f(ξ;λ) dξ
z(ξ;λ),
which results in the NLEP
(Lr − λ) z = ω
2
∫∞
−∞ ωz dξ
3− µu20 p2(0;λ)u2(0;λ)
.
23
-1 1 2
-50
-25
25
50
λˆ
R(λˆ)
Figure 8 – A plot of the function R(λ). The red lines show the form of R(λ) for real-valued λ, whereas the blue
lines also show the complex λ for which R(λ) is real-valued; the green, dashed lines indicate the poles of the R(λ).
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Figure 9 – Plots of the right-hand side of (125) for various m. The red lines indicate the values for real-valued λ,
whereas the blue lines indicate complex λ for which the right-hand side of (125) is real-valued; in green the poles are
shown; see [4] for more details.
3.1.4 Roots of transmission function t22
In the constant coefficient case f, g ≡ 0, we have that p2(0;λ)/u2(0;λ) =
√
1 +mλ and so t22(λ) = 0 reduces to
µu20 =
R(λ)− 3√
1 +mλ
, (125)
with u0 as in (81), and eigenvalues can be readily extracted from this condition – see [4]; in Figure 9, we show
plots of the right-hand side for various m. With additional asymptotic approximations, m 1 and m 1, this
can be reduced even further, to leading order to,
µu20 = R(λ)− 3, when m 1;
νu20 =
R(λ)−3√
λ
, when m 1; (126)
where
ν =
m2D
a2
= µ
√
m. (127)
Now, when µ  1, respectively ν  1, the left-hand side of these expressions becomes asymptotically small
(since u0 = u
−
0 = O(1), see (81) and Remark 5), but stays positive. Hence solutions λ accumulate at points for
which R(λ)− 3 ≈ 0, which happens to be at the tip of the essential spectrum, i.e. λ = λ/m ≈ −1, see Figure 9
and [4]. Certainly, no eigenvalues with positive real parts are found.
This idea can be expanded to include the non-autonomous cases. For this, as in the existence problem, we
relate the non-autonomous equation to the autonomous equation. Here, it is useful to rescale (110) such that it
24
has the form of (58). Specifically, we set x˜ = ε2µ|√1 +mλ|ξ and p¯ = |√1 +mλ|p˜, under which (110) turns into
the system (
u¯′
p˜′
)
=
[(
0 1
1 0
)
+
(
0 0
− g(x˜/|
√
1+mλ|)
|1+mλ| − f(x˜/|
√
1+mλ|)
|√1+mλ|
)](
u¯
p˜
)
. (128)
The autonomous part of this equation corresponds to the autonomous part for the existence problem – see
section 2.4 – and thus possesses an exponential dichotomy with constants K = 1 and ρ = 1. Therefore, for a
given λ ∈ Ce, by roughness (Proposition 4) it follows that the full non-autonomous equation has an exponential
dichotomy as well when
sup
x∈R
1
|√1 +mλ|
√
g(x)2
|1 +mλ| + f(x)
2 <
1
4
. (129)
It is easily verified that this condition is satisfied when
δ = sup
x∈R
√
f(x)2 + g(x)2 < δc(λ) :=
1
4
|√1 +mλ|
∣∣∣∣∣
√
1 +mλ
2 +mλ
∣∣∣∣∣ . (130)
Thus, for all λ ∈ Ce, we obtain a (different) bound δc(λ). Since δc(λ) ↓ 0 as |
√
1 +mλ| ↓ 0 – i.e. when λ
approaches −1/m – we cannot take the infimum over the region Ce. Instead, we further restrict λ to λ ∈ C˜e :=
Ce ∩
{
λ ∈ C : |λ+ 1m | > 12m
}
. Note that C+ ⊂ C˜e. Then the infimum of δc(λ) over this region exists, and we
define it as δc := infλ∈C˜e δc(λ) =
√
6
24 ≈ 0.102. Thus, if δ < δc, (128) possesses an exponential dichotomy for all
λ ∈ C˜e.
Moreover, for all λ ∈ C˜e and δ < δc, the slope p2(0;λ)/u2(0;λ) of the non-autonomous case can be related
to that of the autonomous case, along the same lines as in the existence proof in section 2.4 (specifically, as
in Lemma 5). That is, there are O(1) constants 0 < C−(δ) ≤ 1 ≤ C+(δ) such that p˜(0;λ) = Cu¯(0;λ) for
some C ∈ (C−(δ), C+(δ)). Rescaling back to the original variables then yields p2(0;λ)/u2(0;λ) = C
√
1 +mλ.
Therefore t22(λ) = 0 reduces to
Cµu20 =
R(λ)− 3√
1 +mλ
. (131)
The asymptotic arguments for the autonomous case can now be repeated and it readily follows that no solutions
are found with λ ∈ C˜e. In particular t22(λ) = 0 does not have solutions with Reλ > 0. We, hence, have the
following result.
Proposition 5 (Roots of the slow transmission function). Let t22 be the slow transmission function from Lemma 9.
Then, for λ ∈ {λ ∈ Ce : ‖λ+ 1m‖ > 12m},
t22(λ) = 1 +
1
u20µ
(
3−R(λ)
C
√
1 +mλ
)
, (132)
with u0 = u
−
0 as in (81) and for some C ∈ R with
0 < Cmin(δ) < C < Cmax(δ) <∞ (133)
and Cmin/max(δ) defined as in Lemma 5.
Moreover, if either of the following two asymptotic approximations hold true,
(i) m 1 and µ 1;
(ii) m 1 and ν  1,
then t22(λ) = 0 does not have any solution λ ∈ Ce with Reλ > 0.
Combining Lemma 9 with Proposition 5 readily demonstrates Theorem 2.
3.1.5 Further remarks
If the asymptotic conditions on m, µ and ν from Proposition 5 do not hold, equation (131) still holds. By
restricting δ further (i.e. taking a lower bound δc) stronger bounds on the constant C+ can be enforced that
guarantee all roots of t22 lie to the left of the imaginary axis. The proof of this heavily relies on the proof for
the autonomous case (see e.g. [4]) and a careful estimation of the constant C+. Specifically, the following lemma
can be established:
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Figure 10 – Plots of skeletons on which λ that satisfy (131) necessarily need to lie.
Lemma 10. Let the conditions of Proposition 7 be fulfilled. Then there exists critical values mc = 3, 0 <
µ∗(m) < 112 (see Theorem 1) and ν
∗(m) > 0 such that if either of the following holds
(i) m < mc and µ < µ
∗(m);
(ii) m > mc and ν < ν
∗(m);
(iii) m = mc and µ < µ
∗(m) and ν < ν∗(m),
then there exists a δc > 0 such that if δ < δc the condition (131) has no solutions with Reλ > 0; that is, t22 has
not roots with positive real part.
Remark 17. In (131), the left-hand side is always real-valued. Hence, only λ ∈ C for which the right-hand side
is real-valued can satisfy (131). Due to this, eigenvalues can only appear on a skeleton in C, of which the form
only depends on m. In Figure 10 we show several skeletons for different m. Note that this is the reason for (the
shape of) the bounds on the ‘large’ eigenvalues shown in Figure 4 (in red).
Remark 18. The arguments in this section have been applied to pulse solutions with u0 = u
−
0 (see (81); u
−
0 as
in (45) and (31)). There also exist pulse solutions with u0 = u
+
0 (with u
+
0 as in (45) and (31)) and the reasoning
also holds for these, up to equation (131). However, u+0 = O
(
1
µ
)
for these solutions (see Remark 5) and as
an effect the left-hand side of (131) thus is asymptotically large (for µ 1). As result, eigenvalues accumulate
around the poles of the right-hand side. In particular, because of this, these alternative pulse solution necessarily
have an eigenvalue close to λ = 5/4 > 0, making these pulse solutions unstable.
Remark 19. If δ  1, a direct application of roughness of exponential dichotomies can be used to directly prove
that eigenvalues of (96) necessarily lie O(δ) close to eigenvalues of the problem with f ≡ 0, g ≡ 0.
Remark 20. If limx→±∞ f(x), g(x) exist but are not (all) equal to zero, a similar result can be found with minor
changes to the proof – provided that the essential spectrum lies to the left of the imaginary axis.
Remark 21. If limx→±∞ f(x), g(x) do not exists, the outlined proof fails because the ‘elephant trunk’ procedure
used in the proof of Lemma 7 does no longer work. If f and g approach (possibly different) period functions for
x→∞ a variant of this proof using a Ricatti transformation such as in [12] seems possible.
3.2 Small eigenvalue close to λ = 0 (Proof of Theorem 3)
In this section we assume that
f(x) = δf˜(x) , g(x) = δg˜(x) , 0 < δ  1 , f˜ , g˜ = O(1) , sup
x∈R
√
f˜(x)2 + g˜(x)2 = 1, (134)
26
which will ease the derivation of a more detailed estimate (as given in Theorem 3) of the location of the small
eigenvalue around λ = 0 (in terms of δ), so we set
λ = δλ˜ . (135)
The strategy to derive such an estimate is to relate the eigenvalue and existence problems in an appropriate way
and then use the Fredholm alternative. To this end, let us write the eigenvalue problem in the fast field (95) in
the more concise form
δλ˜
(
ε4µ2m 0
0 1
)(
u¯
v¯
)
= Lup,vp
(
u¯
v¯
)
, (136)
and the existence problem in the fast field (11) as
0 = Lh
(
up
vp
)
+ δLin(ξ)
(
up
vp
)
+N
(
up
vp
)
+
(
a
0
)
, (137)
with (the linear part with constant coefficients)
Lh =
(
∂2ξ − ε4µ2 0
0 ∂2ξ − 1
)
, (138)
and
Lin(ξ) =
(
ε2µ f˜(ε2µξ)∂ξ + ε
4µ2 g˜(ε2µξ) 0
0 0
)
, (139)
and N the nonlinear terms. Recall that in the autonomous case the derivative of the pulse solution is an
eigenfunction for the zero eigenvalue. Motivated by this, we take a derivative w.r.t. ξ of the non-autonomous
existence problem which gives
0 = [Lh + δLin(ξ) +DN(up, vp)]︸ ︷︷ ︸
=Lup,vp
(
u˙p
v˙p
)
+ δ
(
d
dξ
Lin(ξ)
)(
up
vp
)
, (140)
and plug into the above eigenvalue problem (136) the ansatz(
u¯
v¯
)
=
(
u˙p
u˙p
)
+ δ
(
u˜
v˜
)
, (141)
which results in
δλ˜
(
ε4µ2m 0
0 1
)(
u˙p
u˙p
)
+ δ2λ˜
(
ε4µ2m 0
0 1
)(
u˜
v˜
)
= Lup,vp
(
u˙p
u˙p
)
+ δLup,vp
(
u˜
v˜
)
. (142)
Upon using (140) to replace the term featuring Lup,vp(u˙p, v˙p)T , we get
δλ˜
(
ε4µ2m 0
0 1
)(
u˙p
v˙p
)
+ δ2λ˜
(
ε4µ2m 0
0 1
)(
u˜
v˜
)
= −δ
(
d
dξ
Lin(ξ)
)(
up
vp
)
+ δLup,vp
(
u˜
v˜
)
(143)
For the perturbation analysis to follow we will use the notation up,0, vp,0, u¯0, v¯0 to indicate the leading order in δ
of the corresponding terms. In particular, up,0, vp,0 are the pulse solutions for the homogeneous case f = g = 0
as described in Corollary 1. We, hence, arrive at the leading order in δ of the previous equation
L
(
u˜0
v˜0
)
=
(
α
β
)
(144)
with
L := Lup,0,vp,0 =
(
∂2ξ − ε4µ2 − ε2v2p,0 −2ε2up,0vp,0
v2p,0 ∂
2
ξ − 1 + 2up,0vp,0
)
, (145)
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and(
α
β
)
:= λ˜
(
ε4µ2m 0
0 1
)(
u˙p,0
v˙p,0
)
+
(
d
dξ
Lin(ξ)
)(
up,0
vp,0
)
=
(
ε4µ2mλ˜u˙p,0 + ε4µ2f˜ ′(ε2µξ)u˙p,0 + ε6µ3g˜′(ε2µξ)up,0
λ˜v˙p,0
)
.
(146)
In order to find an expression for the eigenvalue correction λ˜, we will make use of the Fredholm alternative for
(144). Hence, we first need to study the kernel of the adjoint operator
L∗ =
(
∂2ξ − ε4µ2 − ε2v2p,0 v2p,0
−2ε2up,0vp,0 ∂2ξ − 1 + 2up,0vp,0
)
,
that is, to find (u∗, v∗)T with
L∗
(
u∗
v∗
)
= 0 , (147)
and rearrange the solvability condition 〈(
u∗
v∗
)
,
(
α
β
)〉
L2×L2
= 0, (148)
to get an expression for λ˜. Since (147) is again a singularly perturbed problem (in ε), we split this problem into
three regions: two slow regions, I±s , and one fast region, If . As described in Theorem 1 and Corollary 1, we have
up,0,0(ξ) =

1
µ
[
1− (1− µu0)e+ε2µξ
]
, ξ ∈ I−s ;
u0, ξ ∈ If ;
1
µ
[
1− (1− µu0)e−ε2µξ
]
, ξ ∈ I+s ,
vp,0,0(ξ) =

0, ξ ∈ I−s ;
1
u0
ω(ξ), ξ ∈ If ;
0, ξ ∈ I+s ,
, (149)
where ω(ξ) = 32 sech(ξ/2)
2 and the notation “p, 0, 0” indicates that this the leading order in both, δ and ε. In
the slow regions we have vp,0,0 = 0 to leading order and therefore (again to leading order)
u∗(ξ) =
{
C−eε
2µξ, ξ ∈ I−s ;
C+e−ε
2µξ, ξ ∈ I+s ;
v∗(ξ) =
{
D−eξ, ξ ∈ I−s ;
D+e−ξ, ξ ∈ I+s ,
(150)
where C± and D± are constants that need to be found via matching with the fast field at ξ = ±1/√ε. In the
fast region, the adjoint problem is to leading order given by{
0 = u¨∗ + 1
u20
ω2v∗ ,
0 = v¨∗ − v∗ + 2ωv∗ .
Up to a multiplicative constant, the only bounded solution to the v∗-equation is v∗ = 1u0ω
′. Matching with the
slow fields indicates D± = 0. The expression for u∗ in If can be found by integrating twice, which reveals
u∗(ξ) = − 1
3u30
∫ ξ
ω3(z) dz + C2 = − 1
3u30
9
20
[6 cosh(ξ) + cosh(2ξ) + 8] tanh(ξ/2) sech(ξ/2)4 + C2 =: σ(ξ) .
The value of C2 turns out to be irrelevant and therefore we choose C2 = 0 for simplicity of presentation. Matching
with the slow fields then gives C− = 6
5u30
and C+ = − 6
5u30
. In summary, we have to leading order in ε
u∗(ξ) =

+ 6
5u30
e+ε
2µξ , ξ ∈ I−s ;
σ(ξ) , ξ ∈ If ;
− 6
5u30
e−ε
2µξ , ξ ∈ I+s ,
v∗(ξ) =

0 , ξ ∈ I−s ;
1
u0
ω′(ξ) , ξ ∈ If ;
0 , ξ ∈ I+s ,
, (151)
and
α(ξ) =

ε6µ2 e+ε
2µξ
[
−mλ˜(1− µu0)− f˜ ′(ε2µξ)(1− µu0) + g˜′(ε2µξ)
(
e−ε
2µξ + µu0 − 1
)]
, ξ ∈ I−s ;
ε6µ3g˜′(ε2µξ)u0 , ξ ∈ If ;
ε6µ2 e−ε
2µξ
[
mλ˜(1− µu0) + f˜ ′(ε2µξ)(1− µu0) + g˜′(ε2µξ)
(
e+ε
2µξ + µu0 − 1
)]
, ξ ∈ I+s ,
(152)
28
β(ξ) =

0 , ξ ∈ I−s ;
λ˜
u0
ω′(ξ) , ξ ∈ If ;
0 , ξ ∈ I+s ; .
, (153)
We can now assemble the different terms for the solvability condition〈(
u∗
v∗
)
,
(
α
β
)〉
L2×L2
=
∫
I−s ∪If∪I+s
u∗(ξ)α(ξ) dξ +
∫
I−s ∪If∪I+s
v∗(ξ)β(ξ) dξ (154)
Using that f is odd and g is even, which makes f ′ even and g′ odd, we get to leading order∫
I−s
u∗(ξ)α(ξ)dξ = +ε6µ2
(
6
5u30
)∫
I−s
e+2ε
2µξ
(
−mλ˜(1− µu0)−−f˜ ′(ε2µξ)(1− µu0)−+g˜′(ε2µξ)[e−ε
2µξ + µu0 − 1]
)
dξ
= +ε4µ
(
6
5u30
)∫ +∞
0
e−2x
(
−mλ˜(1− µu0)− f˜ ′(x)(1− µu0)− g˜′(x)[ex + µu0 − 1]
)
dx+ h.o.t.
= −ε4µ
(
6
5u30
)∫ +∞
0
e−2x
(
mλ˜(1− µu0) + f˜ ′(x)(1− µu0) + g˜′(x)[ex + µu0 − 1]
)
dx+ h.o.t.
= −ε4µ
(
6
5u30
)(
1
2
m(1− µu0)λ˜+
∫ +∞
0
e−2x
(
f˜ ′(x)(1− µu0) + g˜′(x)[ex + µu0 − 1]
)
dx
)
+ h.o.t.∫
I+s
u∗(ξ)α(ξ)dξ = −ε6µ2
(
6
5u30
)∫
I+s
e−2ε
2µξ
(
mλ˜(1− µu0) + f˜ ′(ε2µξ)(1− µu0) + g˜′(ε2µξ)[e+ε
2µξ + µu0 − 1]
)
dξ
= −ε4µ
(
6
5u30
)(
1
2
m(1− µu0)λ˜+
∫ +∞
0
e−2x
(
f˜ ′(x)(1− µu0) + g˜′(x)[ex + µu0 − 1]
)
dx
)
+ h.o.t.∫
If
u∗(ξ)α(ξ) dξ =
∫
If
ε6µ2g˜′(ε2µξ)u0dξ = O(ε6−1/2µ2)∫
I±s
v∗(ξ)β(ξ)dξ = h.o.t∫
If
v∗(ξ)β(ξ)dξ =
∫
If
λ˜
1
u20
ω′(ξ)2dξ = λ˜u0
(
6
5u30
)
+ h.o.t. .
Putting all pieces together, the solvability condition reads〈(
u∗
v∗
)
,
(
α
β
)〉
L2×L2
=
(
6
5u30
)[
λ˜u0 − ε4µ
(
mλ˜(1− µu0)
+2
∫ +∞
0
e−2x
(
f˜ ′(x)(1− µu0) + g˜′(x)[ex + µu0 − 1]
)
dx
)]
+ h.o.t. = 0 ,
which can be rearranged to
λ˜ =
2ε4µ
u0 − ε4µm(1− µu0)
∫ +∞
0
e−2x
(
f˜ ′(x)(1− µu0) + g˜′(x)[ex + µu0 − 1]
)
dx+ h.o.t. (155)
Since the problem is solved by a regular perturbation approach, the asymptotic analysis may be validated
rigorously by classical methods (i.e. by rigorously controlling the higher order terms); alternatively a geometrical
approach based on Lin’s method may be employed (see e.g. [3]).
To show Corollary 4, we observe that in the double asymptotic limit τ := ε4µm 1 and µ 1, the leading
order expression for λ˜ becomes
λ˜ =
2ε4µ
3
∫ ∞
0
e−2x
(
f˜ ′(x) + g˜′(x)[ex − 1]
)
dx+ h.o.t. (156)
where we used that u0 = u
−
0 (µ)→ 3 for µ→ 0 (see Corollary 2 and (32)).
3.2.1 Interpretation of results for ecological applications
Going back to the ecological application, we set f(x) = h′(x) and g(x) = h′′(x). Depending on the rate of
topographical variation, several different simplifications can be made to Theorem 3, that allow us to make
generic statements about stability of pulse solutions on these terrains.
First, if the topographical changes are small, i.e. when h = O(δ), we can write h(x) = δh˜(x) and then (89)
can be simplified (via integration by parts):
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Corollary 5 (small eigenvalue for height function h). Let the conditions of Theorem 3 be fulfilled. If f˜(x) =
h˜′(x) and g˜(x) = h˜′′(x), then (89) becomes
λ0 =
2δτ
u0 − τ(1− µu0)
[
−µu0h˜′′(0) + h˜(0)(1− 2µu0) +
∫ ∞
0
h˜(x)
(
e−x − 4(1− µu0)e−2x
)
dx
]
; (157)
additionally, in the double asymptotic limit τ := ε4µm 1, µ 1 this further reduces to
λ0 =
2
3
δτ
[
h˜(0) +
∫ ∞
0
h˜(x)
(
e−x − 4e−2x) dx.]+ h.o.t. (158)
Remark 22. Note that h˜ appears in (157), while it does not appear in the original PDE (2), where only its
derivatives appear. Thus, increasing h˜ by an additive constant does not affect the system, and in particular should
not affect (157). Since
∫∞
0
(
e−x − 4(1− µu0)e−2x
)
dx = −(1− 2µu0) the result in (157) is indeed not changed
when adding a constant to the height function h˜.
Second, if topographical variation happens only over long spatial scales (i.e. for terrains with weak curvature),
we can write h˜(x) = hˆ(σx), where 0 < σ  1 to indicate the large-scale spatial variability. Hence, f˜(x) =
σhˆ′(σx) = O(σ) and g˜(x) = σ2hˆ′′(σx) = O(σ2). Because of the difference in size of f˜ and g˜, the sign of λ0 can
be related to the sign of hˆ′′(0), i.e. to the local curvature at the location of the pulse.
Corollary 6 (small eigenvalue for terrains with weak curvature). Let the conditions of Theorem 3 be fulfilled.
If f˜(x) = σhˆ′(σx) and g˜(x) = σ2hˆ′′(σx) with 0 < σ  1, the leading order expansion of (89) becomes
λ0 =
τδσ2(1− µu0)
u0 − τ(1− µu0) hˆ
′′(0); (159)
additionally, in the double asymptotic limit τ := ε4µm 1, µ 1, this further reduces to
λ0 =
1
3
τδσ2hˆ′′(0) + h.o.t. (160)
Furthermore, it follows that sgn λ0 = sgn hˆ
′′(0), i.e. (vegetation) pulses on hilltops are stable and in valleys are
unstable.
Proof. Since |f˜ ′(x)|  |g˜′(x)| we can neglect the terms with g˜′(x) in (89), thus obtaining
λ0 =
2τδ(1− µu0)
u0 − τ(1− µu0)
∫ ∞
0
f˜ ′(x)e−2x dx. (161)
Substitution of f˜ ′(x) = σ2hˆ′′(σx) and Taylor expanding hˆ′′ as hˆ′′(x) = hˆ′′(0) +O(σ3) immediately yields (159);
the rest of the statement follows straightforwardly.
Third, if topographical variation happens over short spatial scales (i.e. for terrains with strong curvature),
we can write h˜(x) = h˘ (x/σ), where 0 < σ  1 to indicate the short spatial scales. Hence, f˜(x) = h˘′ (x/σ) /σ =
O(1/σ) and g˜(x) = h˘′′ (x/σ) /σ2 = O(1/σ2). Again, the sign of λ0 can be related to the sign of h˘′′(0), though
the results are now flipped:
Corollary 7 (small eigenvalue for terrains with strong curvature). Let the conditions of Theorem 3 be fulfilled.
If f˜(x) = h˘′ (x/σ) /σ and g˜(x) = h˘′′ (x/σ) /σ2 with 0 < σ  1 and h˘(y), h˘′(y), h˘′′(y) → 0 exponentially fast for
|y| → ∞, the leading (and next-leading) order expansion of (89) becomes
λ0 =
2τδ
u0 − τ(1− µu0)
[−µu0
σ2
h˘′′(0) + (1− 2µu0) h˘(0)
]
; (162)
additionally, in the double asymptotic limit τ := ε4µm 1, µ 1, this further reduces to
λ0 =
2
3
τδh˘(0). (163)
Furthermore, it follows that sgn λ0 = −sgn h˘′′(0) when µ 6= 0, i.e. (vegetation) pulses on hilltops are unstable
and in valleys are stable; and sgn λ0 = sgn h˘(0) when µ = 0.
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Proof. Substitution of h˜(x) = h˘(x/σ) and the use of the transformation y = x/σ in (157) yields
λ0 =
2δτ
u0 − τ(1− µu0)
[
−µu0
σ2
h˘′′(0) + (1− 2µu0) h˘(0) + σ
∫ ∞
0
h˘(y)
(
e−σy − 4(1− µu0)e−2σy
)
dy.
]
(164)
Taylor expanding the exponential functions then indicates the integral contributes only at order O(δτσ). Hence
the claimed results follow.
Thus, the corollaries in this section indicate that – under certain assumptions on the limiting behavior of the
topography function h – vegetation patterns concentrated on hilltops are stable if the terrain has weak curvature
and unstable if the terrain has strong curvature; similarly, patterns concentrated in valleys are unstable for
terrains with weak curvature, but they become stable if the terrain has strong curvature. A more in-depth
inspection of this phenomena can be found in section 4.4, where a few explicit terrain functions h are studied
numerically.
4 The effect of the small eigenvalue: movement of pulses
In the previous section we found that, under certain ‘standard’ assumptions on the system’s parameters, all large
eigenvalues of a homoclinic pulse solution reside to the left of the imaginary axis. Only one small eigenvalue
can lead to destabilization of the pulse solution. Since this small eigenvalue is closely related to the translation
invariance of the system without spatially varying coefficients, it is possible to study its effects by projecting the
whole system unto the corresponding eigenspace.
This derivation enables us to reduce the full PDE dynamics of (2) to a simpler ODE that describes the
movement of the pulse’s location. Concretely, let P denote the location of the center of the pulse. Then the
time-evolution of P is given by
dP
dt
= τ
1
6
[
u˜x(P
+)2 − u˜x(P−)2
]
, (165)
where the superscripts ± denote taking the upper respectively lower limit, τ := ε4µm = Da2
m
√
m
and u˜ solves the
differential-algebraic equation 
u˜xx + f(x)u˜x + g(x)u˜+ 1− u˜ = 0
u˜(P ) = µu0
u˜x(P
+)− u˜x(P−) = 6u0
(166)
We follow [4] and only give a short formal derivation of this PDE-to-ODE reduction, in section 4.1. We
refrain from going into the details of (proving) the validity of this reduction. Although the renormalization group
approach of [6, 18] for semi-strong pulse interactions has not yet been applied to systems with inhomogeneous
terms, it can naturally be extended to include these effects. However, it should be noted that, so far, the results
and techniques of [6, 18] only cover strongly restricted region in parameter space: the general issue of validity of
the reduction of semi-strong pulse interactions to finite dimensional settings still largely remains an open question
in the field – see also [4]. As a consequence, we formulate the main results of this section as Propositions and
only provide their formal derivations.
Using the pulse location ODE (165) we use formal analysis in section 4.2 to present a scheme by which we can
determine the stability of the homoclinic pulse patterns of Theorem 2.5 for any functions f and g, i.e. without
the restriction on their size by which we obtained Theorem 3; in section 4.3 we (formally) validate this scheme
by reducing it to the setting of Theorem 3, i.e. by assuming that f, g = O(δ) (with δ  1), and showing that this
indeed confirms the results of Theorem 3. Next, we study a few explicit functions in section 4.4 – focusing on
what happens when the pulse solution changes stability type. Finally, we briefly consider multi-pulse dynamics
in section 4.5.
4.1 Formal derivation of pulse location ODE
In this section we formally derive the pulse location ODE (165). Mathematically, this amounts to tracking per-
turbations along translational eigenvalues; this approach is sometimes called the ‘collective coordinate method’.
Specifically, in this section, we show
Proposition 6. Let ε = am  1, τ = Da
2
m
√
m
 1 and µ = Dm
√
m
a2 ≤ O(1) (w.r.t. ε). Let P denote the location
of the homoclinic pulse’s center. Then the evolution of P is described by the pulse location ODE (165).
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Formal derivation, cf. [4]. We introduce the stretched travelling-wave coordinate
ξ =
√
m
D
(x− P (t)) =
√
m
D
(
x− P (0)−
∫ t
0
dP
dt
(s)ds
)
,
scale dPdt =
Da2
m
√
m
c(t) and use scalings (10) to transform (2) to get{
− a2m2 Dm
√
m
a2
Da2
m
√
m
c(t)uξ = uξξ − a2m2
[
D2m
a2 u− Dm
√
m
a2 f
(
D√
m
ξ
)
uξ − D2ma2 g
(
D√
m
ξ
)
u− D√
m
+ uv2
]
− a2m2 c(t)vξ = vξξ − v + uv2
(167)
To find the solution in the fast region If = [−1/
√
ε, 1/
√
ε], close to the pulse location, we expand u and v in
terms of ε and look for solution of the form {
u = u0 + ε
2u1 + . . .
v = v0 + ε
2v1 + . . .
(168)
To leading order (167) is given by {
0 = u′′0 ,
0 = v′′0 − v0 + u0v20 . (169)
Hence we find u0 to be constant and
v0(ξ) =
3
2
1
u0
sech(ξ/2)2. (170)
The next order of (167) is {
u′′1 = u0v
2
0 ,
v′′1 − v1 + 2u0v0v1 = −c(t)v′0 − v20u1. (171)
It is not a priori clear whether the v-equation is solvable; the self-adjoint operator L := ∂2ξ − 1 + 2u0v0 has a
non-empty kernel, since Lv′0 = 0, and therefore the inhomogeneous v-equation is only solvable when the following
Fredholm condition holds ∫
If
c(t)v′0(η)
2dη = −
∫
If
v0(η)
2u1(η)v
′
0(η)dη. (172)
Upon integrating by parts twice on the right-hand side we obtain∫
If
c(t)v′0(η)
2dη = −1
3
[
u′1(η)
∫ η
0
v0(y)
3dy
]η=+1/√ε
η=−1/√ε
+
1
3
∫
If
u′′1(η)
∫ η
0
v0(y)
3dydη + h.o.t. (173)
Since v0 is an even function, u
′′
1 is an even function and η 7→
∫ η
0
v0(y)
3dy is an odd function. Therefore the last
integral vanishes and we obtain
c(t)
∫
If
v′0(η)
2dη =
1
6
[
u′1
(
1√
ε
)
+ u′1
(
− 1√
ε
)]∫
If
v0(η)
3dη. (174)
The integrals over the fast field If can be approximated by integrals over R, since v0 decays exponentially within
fast field. Hence we find
c(t) =
1
u0
[
u′1
(
1√
ε
)
+ u′1
(
− 1√
ε
)]
. (175)
Finally, it follows from the u-equation in (171) that
u′1
(
1√
ε
)
− u′1
(
− 1√
ε
)
=
∫
If
u′′1(η)dη =
∫
If
u0v0(η)
2dη =
6
u0
+ h.o.t. (176)
Combining this with (175) we obtain
c(t) =
1
6
[
u′1
(
1√
ε
)2
− u′1
(
− 1√
ε
)2]
(177)
The values of u′1(±1/
√
ε) can be matched to the solutions uˆ in the slow fields. Careful inspection of the
scalings involved reveals u′1(±1/
√
ε) = uˆx(P
±), where uˆ satisfies the differential-algebraic equation (166). Since
dP
dt = τc(t) this concludes the proof.
Remark 23. Note the link with the notation in section 2: u′1 = pˆ. See also Remark 7.
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4.2 Stability of fixed points of pulse location ODE (165)
The pulse location ODE (165) describes the movement of a pulse over time. In general, for generic functions
f and g, it is not possible to solve (166) in closed form, and therefore the pulse location ODE (165) cannot be
expressed more explicitly for generic functions f and g. Thus, in general, (165) can only be solved numerically –
for instance using the numerical scheme developed in [4]. Moreover, for generic f and g fixed points of (165) can
only be obtained numerically. However, when f and g obey the symmetry assumptions (A2), one can readily
obtain that P∗ = 0 is a fixed point. It is possible to determine the stability of fixed points using (165) via direct
numerics, but this can be rather time-intensive and is prone to errors close to bifurcation points. Instead, it is
better to first use asymptotic expansions to derive a stability condition that can be checked (numerically) more
easily.
Proposition 7. Let the conditions of Proposition 6 be satisfied, let µ 1 and let P∗ be a fixed point of (165).
Then, the eigenvalue λ – where λ = mλ, see (94) – corresponding to the pulse solution with a pulse located at
the fixed point P∗ is given by
λ =
τ
6
{
2u˜′(P+∗ )
[
u˜′′(P+∗ ) + w˜
′(P+∗ )
]− 2u˜′(P−∗ ) [u˜′′(P−∗ ) + w˜′(P−∗ )]} . (178)
Here u˜ and w˜ solve the coupled ODE system
0 = u˜′′ + fu˜′ + gu˜− u˜+ 1,
0 = w˜′′ + fw˜′ + gw˜ − w˜,
u˜(P∗) = 0,
w˜(P±∗ ) = −u˜′(P±∗ ).
(179)
Remark 24. If f and g satisfy the symmetry assumption (A2) and P∗ is located at the point of symmetry, i.e.
P∗ = 0, then symmetry forces u˜′(P+∗ ) = −u˜′(P−∗ ), u˜′′(P+∗ ) = u˜′′(P−∗ ) and w˜′(P+∗ ) = w˜(P−∗ ). Therefore, (178)
reduces to
λ =
2τ
3
u˜′(P+∗ )
[
u˜′′(P+∗ ) + w˜
′(P+∗ )
]
. (180)
Remark 25. The condition µ  1 in Theorem (7) is not strictly necessary. When this condition holds, the
differential-algebraic system (166) simplifies to a normal boundary value problem, since u˜(P ) = 0 to leading
order. However, when µ = O(1) (w.r.t. ε) the procedure explained below is still applicable and one can derive
a similar result; only this time, u0 in (166) needs to be expanded as well and u˜ and w˜ satisfy the coupled
differential-algebraic system 
0 = u˜′′ + fu˜′ + gu˜− u˜+ 1,
0 = w˜′′ + fw˜′ + gw˜ − w˜,
u˜(P∗) = µu0,
w˜(P±∗ ) = −u˜′(P±∗ ) + µw0,
u˜′(P+∗ )− u˜′(P−∗ ) = 6u0 ,
w˜′(P+∗ )− w˜′(P−∗ ) = 6w0u20 + u˜
′′(P−∗ )− u˜′′(P+∗ ).
(181)
Formal derivation. To find the eigenvalue λ we need to evaluate the derivative of the right-hand side of (165)
at the fixed point P∗. That is,
λ =
d
dP
[τ
6
(
u˜′(P+)2 − u˜′(P−)2)]
P=P∗
=
τ
6
[
2u˜′(P+∗ )
(
d
dP
u˜′(P+)
)
P=P∗
− 2u˜′(P−∗ )
(
d
dP
u˜′(P−)
)
P=P∗
]
. (182)
By definition of the derivative
d
dP
[
u˜′(P±)
]
= lim
φ→0
u˜′φ((P + φ)
±)− u˜′(P±)
φ
, (183)
where u˜φ solves (166) with every P replaced by P+φ. For small φ, u˜φ can be related to u˜ via a regular expansion.
Specifically, let |φ|  1, and expand u˜φ = u˜+ φw˜. Substitution in (166) and careful bookkeeping readiliy shows
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that u˜ and w˜ satisfy (179). Finally, upon substituting the expansion for u˜φ into (183) and the use of a Taylor
expansion we obtain
d
dP
[
u˜′(P±)
]
= lim
φ→0
u˜′((P + φ)±) + φw˜′((P + φ)±)− u˜(P±)
φ
= lim
φ→0
u˜′(P±) + φu˜′′(P±) + φw˜′(P±)− u˜′(P±)
φ
= u˜′′(P±) + w˜′(P±).
Finally, substitution into (182) gives (178).
4.3 Small eigenvalue in case of small spatially varying coefficients
As an example of the use of Proposition 7, in this section we use Proposition 7 to give another proof for Theorem 3
in the limit µ  1. This not only shows the applicability of Proposition 7 but especially the relevance of the
pulse location ODE (165). Moreover, it also provides a confirmation of the validity of the formal results in this
section.
Alternative formal derivation of Theorem 3 for µ 1. Since f and g satisfy the symmetry assumption (A2),
the eigenvalue λ is given by (180). Therefore, it suffices to only look at the solutions u˜ and w˜ to (179) for x > 0.
Since f, g = O(δ) with δ  1, we use regular expansions for u˜ and w˜; that is, we set
u˜ = u˜0 + δu˜1 + . . . ,
w˜ = w˜0 + δw˜1 + . . . .
Substitution in (179) gives at leading order
0 = u˜′′0 − u˜0 + 1,
0 = w˜′′0 − u˜1,
u˜0(0) = 0,
w˜0(0
+) = −w˜′0(0+);
(184)
and at the next order, O(δ), we find 
u˜′′1 − u˜1 = −f˜ u˜′0 − g˜u˜0,
w˜′′1 − w˜1 = −f˜ w˜′0 − g˜w˜0,
u˜1(0) = 0,
w˜1(0
+) = −u˜′1(0+).
(185)
Using the usual techniques to solve these ODEs, one can verify that
u˜0(x) = 1− e−x (186)
u˜1(x) =
1
2
ex
∫ ∞
x
F (z)e−zdz − 1
2
∫ ∞
0
F (z)e−zdz +
1
2
e−x
∫ x
0
F (z)ezdz (187)
w˜0(x) = −e−x (188)
w˜1(x) =
1
2
ex
∫ ∞
x
G(z)e−zdz − 1
2
e−x
∫ ∞
0
G(z)e−zdz +
1
2
e−x
∫ x
0
G(z)ezdz − e−x
∫ ∞
0
F (z)e−zdz (189)
where
F (z) := f˜(z)e−z + g˜(z)(1− e−z), (190)
G(z) := f˜(z)e−z − g˜(z)e−z. (191)
Substitution of these expansions in (180) then yields
λ =
2
3
τ [u˜′0(0) + δu˜
′
1(0)] [u˜
′′
0(0) + δu˜
′′
1(0) + w˜
′
0(0) + δw˜
′
1(0)] +O(δ2)
=
2
3
τ
[
1 + δ
∫ ∞
0
F (z)e−ze−z
] [
−1 + 1 + δ
∫ ∞
0
(F (z) +G(z)) e−zdz
]
+O(δ2)
=
2
3
δτ
∫ ∞
0
(F (z) +G(z)) e−zdz +O(δ2)
=
2
3
δτ
∫ ∞
0
(
2f˜(z)e−2z + g˜(z)[1− 2e−z]e−z
)
dz +O(δ2)
=
2
3
δτ
∫ ∞
0
(
f˜ ′(z)e−2z + g˜′(z)(1− e−z)e−z
)
dz +O(δ2).
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Figure 11 – Numerical results for h(x) = Ae−Bx
2
. Shown are bifurcation diagrams for A = 1 (a) and A = −1
(b), the bifurcation value Bc(A) of the pitchfork bifurcation (c), and (parts of) various simulations of the full PDE
illustrating the change of stability along with a plot of the function h(x) (d-g). The green areas in (c) indicate the
parameter region in which the fixed point P∗ = 0 is stable. In the PDE simulations we have used parameters a = 0.5,
m = 0.45, D = 0.01 and taken x ∈ [−30, 30].
Finally, we note that the eigenvalue has been rescaled as λ = mλ in Theorem 2. Since τ/m = ε4µ and u0 = 3
in the limit µ 1, we have indeed recovered (156), i.e. Theorem 3, in the case µ 1.
4.4 Examples of stationary single-pulse solutions
In this section, we study a few explicit functions f and g; in all examples we specify a function h and take
f = h′, g = h′′. Not all functions we consider here limit to 0 as |x| → ∞; that is, some violate assumption (A4).
Therefore, these examples also form an outlook, illustrating how the results in this paper are expected to extend
beyond the imposed assumptions on functions f and g. Specifically, we consider the following four examples:
(i) h(x) = Ae−Bx
2
, (A ∈ R, B > 0);
(ii) h(x) = A sech(Bx), (A ∈ R, B > 0);
(iii) h(x) = A cos(Bx), (A ∈ R, B > 0);
(iv) h(x) = −2 ln(cosh(βx)), (β > 0).
Note that lim|x|→∞ f(x), g(x) = 0 in cases (i)–(ii), which therefore satisfy assumption (A4). In case (iii) f and
g are periodic when |x|  1; in case (iv) f and g do have well-defined (though non-zero) limits for |x| → ∞.
Remark 26. Note that A > 0 in (i)–(ii) corresponds to ‘hill-like’ topographies and A < 0 to ‘valley-like’
topographies. The value of B in (i)–(iii) is a measure of the curvature of the terrain; the higher the value of B,
the stronger the curvature of the terrain modeled by the function h.
Using the pulse location ODE (165) and Proposition 7, we have tracked the fixed points and their stability
for these examples in the limit µ 1, using numerical continuation methods. The resulting bifurcation diagrams
for (i) are shown in Figure 11(a-b), for (ii) in Figure 12(a-b) and for (iii) in Figure 13(a). In all of these cases,
we find fixed points at the point of symmetry, corroborating the results in section 2. For small B values – i.e.
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Figure 12 – Numerical results for h(x) = A sech(Bx). Shown are bifurcation diagrams (solid for stable; dashed
for unstable fixed points) for A = 1 (a) and A = −1 (b), the bifurcation value Bc(A) of the pitchfork bifurcation
(c), and (parts of) various simulations of the full PDE illustrating the change of stability along with a plot of the
function h(x) (d-g). The green areas in (c) indicate the parameter region in which the fixed point P∗ = 0 is stable.
In the PDE simulations we have used parameters a = 0.5, m = 0.45, D = 0.01 and taken x ∈ [−30, 30].
for weak curvature topographies – the stability of these fixed points is determined by the sign of A: A > 0 leads
to stable and A < 0 to unstable fixed points – corroborating previous intuition indicating that pulses migrate in
uphill direction [40, 37, 4]. However, for sufficiently large values of B –i.e. topographies with strong curvature
– the stability of those fixed points changes through a pitchfork bifurcation and new behavior is observed. In
case (iii) this even leads to the possibility that both the tops (BP = 0) as well as the valleys (BP = ±pi) form
stable fixed points of (165). The bifurcation value of the pitchfork bifurcation, Bc(A), depends on the value of
A. Using numerical continuation methods we also tracked this value; the results are in Figures 11(c), 12(c) and
13(b) (for topographies (i), (ii) and (iii)).
Remark 27. Theorem 3, and in particular (156) and (158), provide a leading order analytic expression for
Bc(0). Evaluating these yields Bc(0) ≈ 0.75 (i), Bc(0) ≈ 1.23 (ii) and Bc(0) =
√
2 (iii), which is confirmed by
the numerical continuation that indicate Bc(0) ≈ 0.75 (i), Bc(0) ≈ 1.24 (ii) and Bc(0) = 1.43 (iii). Note that
A = 0 is, indeed, just the flat terrain h(x) ≡ 0; however, these results for A = 0 should be interpreted to apply to
‘small’ topographical functions only, where A is asymptotically small.
Moreover, these observations are validated by numerical simulation of the full PDE – see Figure 11(d-g) for
(i), Figure 12(d-g) for (ii) and Figure 13(c-f) for (iii). Here, we observe the change in stability of the fixed points
and, for well-chosen parameter values, these simulations show convergence to fixed points not located at the
point of symmetry. Note also that in the case of periodic topography (i.e. case (iii)), there indeed is a region
of B-values for which both a pulse at the top of a hill and one at the bottom of a valley can be stable (for the
same B value). Thus, we are led to conclude that a pitchfork bifurcation occurs at the critical values Bc(0).
Simulations indicate that these exist also when the asymptotic limit µ 1 does not hold.
For the last function, (iv), it is possible to derive the pulse location ODE (165) explicitly, since (166) can be
solved explicitly – see Corollary 3. Using the expressions given in Corollary 3, a straightforward computation
reduces (165) to
dP
dt
=
τ
6
[
(cosh(βP )I1(P ))2 − (cosh(βP )I2(P ))2
]
, (192)
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(f) A = 1, B = 2
Figure 13 – Numerical results for h(x) = A cos(Bx). Shown are the bifurcation diagram (solid for stable; dashed
for unstable fixed points) for A = 1 (a), the bifurcation value Bc(A) of the pitchfork bifurcation at x = 0 (b), and
(parts of) various simulations of the full PDE illustrating the change of stability along with a plot of the function
h(x) (c-f). The green areas in (b) indicate the parameter region in which the fixed point P∗ = 0 is stable. In the
PDE simulations we have used parameters a = 0.4, m = 0.45, D = 0.002 and taken x ∈ [−30, 30].
where
I1(P ) :=
∫ ∞
P
er(P−z) sech(βz) dz; I2(P ) :=
∫ P
−∞
e−r(P−z) sech(βz) dz. (193)
Thus, a point P∗ is a fixed point if and only if I1(P∗) = I2(P∗). Straightforward inspection reveals that P∗ = 0
therefore is the unique fixed point in case (iv) for all values of β > 0. By Proposition 7 and equation (180) the
corresponding (small) eigenvalue λ can be approximated by
λ =
2τ
3
I1(0) (rI1(0)− 1) . (194)
Upon noting that
rI1(0)− 1 = −β
∫ ∞
0
sech(βz) tanh(βz)e−rz dz < 0, (195)
it is clear that λ < 0. Hence, P∗ = 0 is the only fixed point of (192) in case (iv), which is (globally) stable –
for all β > 0. Direct PDE simulations verify this – even when the asymptotic limit µ  1 does not hold – see
Figure 14.
4.5 Stationary multi-pulse solutions
The focus in this article has been on single pulse solutions to (2). As a short encore we briefly discuss the
possibility of stationary multi-pulse solutions – i.e. solutions with multiple fast excursions. The movement of
these solutions can be captured in an ODE much akin to 165. Specifically, let P1, . . . , PN denote the location of
N pulses. Then their movement is described by the ODE
dPj
dt
=
τ
6
[
u˜x(P
+
j )
2 − u˜x(P−j )2
]
, (j = 1, . . . , N) (196)
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Figure 14 – Direct numerical PDE simulation for h(x) = −2 ln(cosh(βx) for β = 1 along with a plot of the function
h(x). In the PDE simulation we have used the parameters a = 0.5,m = 0.45, D = 0.01 and taken x ∈ [−30, 30].
0
200
400
600
800
1,000
t
0
10
20
30
v
−1 0 1−1
0
1
x
h
(x
)
(a) h(x) = 0
0
2,000
4,000
6,000
8,000
10,000
x
t
0
5
10
15
20
25
v
−1 −0.5 0 0.5 1−1
−0.5
0
x
h
(x
)
(b) h(x) = −2 ln cosh(x)
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(d) h(x) = sech(x/2)
Figure 15 – Numerical simulation of several multi-pulse solutions to (2) for various h, with f = h′ and g = h′′. (a)
h(x) = 0: no stable stationary multi-pulse solution is found; (b) h(x) = −2 ln cosh(x): the existence of a stable two-
pulse solution; (c) h(x) = e−x
2/2: a stable three-pulse solution; (d) h(x) = sech(x/2): a stable four-pulse solution.
In blue the form of the terrain is plotted. Note that only part of x-domain is shown for clarity. Also note that,
using (199), it is found that P∗ ≈ 0.51 in (b).
where u˜ satisfies the differential-algebraic system
u˜xx + f(x)u˜x + g(x)u˜+ 1− u˜ = 0
u˜(Pj) = µu0j (j = 1, . . . , N)
u˜x(P
+
j )− u˜x(P−j ) = 6u0j (j = 1, . . . , N)
(197)
The derivation is similar to that of Proposition 7; we omit the details here and refer the interested reader to [4]
for a full coverage.
In case of constant coefficients f, g ≡ 0, it is well-known that stationary multi-pulse solutions do not exist [13,
4]. In fact, from (196) one can verify that in 2-pulse solutions the pulses typically move away from each other
with a speed proportional to e−∆P , where ∆P := P2 − P1 is the distance between the pulses – see [13, 4].
However, the non-autonomous terms f and g affect the movement speed and can cancel this repulsive move-
ment. Therefore stationary pulse solutions do exist in (2) for well-chosen f and g. In Figure 15 we show several
numerical examples of (stable) stationary multi-pulse solutions for various choices of f and g.
Remark 28. The spatially varying f and g have a order O(f, g) effect on the movement speed of the pulses. Find-
ing fixed points of (196) – i.e. finding stationary multi-pulse solutions to (2) – thus boils down to balancing two
effects of different size. In particular, if f, g = O(δ), only multi-pulse solutions exist with ∆P = O (− ln(δ)) 1.
In this case, existence of stationary multi-pulse solutions can be established rigorously by asymptotic analysis and
the methods of geometric singular perturbation theory.
Remark 29. We do not present a full analysis of the spectrum of (evolving) multi-pulse solutions here; they can
be stable and unstable depending on the parameter values – similar to the one-pulse variants. A description of
how to find the spectrum of multi-pulse solutions can be found in [4].
For generic functions f and g it is, at the moment, not possible to prove existence of stationary multi-pulse
solutions (however, see Remark 28 for the case of small f , g). We do remark however that stationary multi-pulse
solutions can be constructed for f and g such that (197) can be solved explicitly, as illustrated by the following
proposition.
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Proposition 8. Let h(x) = −2 ln cosh(βx), β > 0, f = h′, g = h′′ and let µ  1. Then there exists a P∗ > 0
such that (2) admits a stationary symmetric two-pulse solutions with pulses at P1 = −P∗ and P2 = P∗.
Formal derivation. By symmetry of the desired two-pulse solution, we may set P2 = P , P1 = −P . Moreover,
necessarily u˜′(0) = 0. Since µ 1, to leading order we have u˜(P ) = u˜(−P ) = 0. Therefore u˜ is given to leading
order by
u˜(x) =

uˆb(x)− uˆb(−P )uˆ−(−P ) uˆ−(x), x < −P,
uˆb(x)− uˆb(P )uˆ+(P )+uˆ−(P ) (uˆ+(x) + uˆ−(x)) , −P < x < P ;
uˆb(x)− uˆb(P )uˆ+(P ) uˆ+(x), x > P ;
(198)
where u˜± and u˜b are as in Corollary 3. To have stationary pulse solutions, by (196) we need to have
T (P ) := uˆ′b(P )− uˆb(P )
[√
1 + β2
2
(
tanh(
√
1 + β2P )− 1
)
+ β tanh(βP )
]
= 0, (199)
Upon noting that
T (0) = 1
2
∫ ∞
0
e−
√
1+β2z sech(βz) dz > 0, (200)
and, since limP→∞ uˆb(P ) = 1 and limP→∞ uˆ′b(P ) = 0,
lim
P→∞
T (P ) = −β < 0, (201)
continuity of T guarantees the existence of P∗ > 0 as claimed.
Remark 30. This result can be established rigorously by geometric singular perturbation theory, using the meth-
ods detailed in section 2. We refrain from giving the details of this procedure.
5 Discussion
In this paper, we studied pulse solutions in a reaction-advection-diffusion system with spatially varying coef-
ficients. The existence of stationary pulse solutions at a point of symmetry was established by combining the
usual techniques from geometric singular perturbation theory with the tools from the theory of exponential
dichotomies. The latter has been used to generate a saddle-like structure in the slow subsystem, and to obtain
bounds on the stable/unstable manifolds of this subsystem. These techniques have also been used to determine
the spectral stability of these pulse solutions. None of these concepts or ideas are model-dependent and therefore
could be used in a wider variety of models, including Gierer-Meinhardt type models.
Analysis of the spectrum associated to these pulse solutions showed that ‘large’ eigenvalues can be bounded
to the stable half-plane, under conditions similar to the usual, constant coefficient case. Although we did not
focus on the dynamics of solutions when a large eigenvalue crosses the imaginary axis, simulations show the usual
pulse annihilation and pulse splitting phenomena. However, the introduction of spatially varying coefficients does
have a significant effect on the so-called ‘small’ eigenvalues (close to λ = 0) because of the break-down of the
translation invariance in the system. Therefore, well-chosen f and g can either stabilize or destabilize solutions.
When the small eigenvalue is in the unstable half-plane, the pulse solution is unstable and as an effect its position
changes. In some cases, this in turn can subsequently lead to a pulse annihilation or a pulse splitting [4]. We
expect that a careful tuning of f and g can either prevent or force these subsequent bifurcations, which may
have a relevance in the maintenance of vegetation patterns in semi-arid climates.
The small eigenvalues were studied more in-depth in the case of f = h′, g = h′′ (where h is used to model
the topography of a dryland ecosystem). Here, we were able to link the stability of (stationary) pulse solution
to the curvature of h. If the curvature is weak, the pulse is stable if h′′(0) < 0 and unstable if h′′(0) > 0; for
strong curvature the opposite is true: the pulse is stable if h′′(0) > 0 and unstable if h′′(0) < 0. We found that
this change in stability typically happens via a pitchfork bifurcation, and showed that the associated parameter
combinations can be obtained numerically. However, we did not consider a fully general class of functions f and
g, and we do not know in which way these results generalize to other functions f and g – although for choices f
and g for which (2) does not posses the symmetry (x, u)→ (−x, u) (i.e. when assumption (A2) does not hold),
the pitchfork bifurcation will break down. A precise treatment of such generic functions could be the topic of
subsequent work.
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Moreover, in case of spatially varying coefficients, the system (2) can also posses stationary multi-pulse
solutions – i.e. solutions that have multiple fast excursions. When f, g ≡ 0, these solutions do not exist. Because
the spatially varying coefficients break the translation invariance of the system, these multi-pulse solutions can
exist – for well-chosen functions f and g. In this article we gave numerical evidence for this and showed their
existence for a specific choice of functions. We do not think their existence can be proven in as much generality
as the existence of stationary one pulse solutions – certainly, the bounds used in this paper, provided by the
theory of exponential dichotomies, are not sufficient in the regions between pulses. For sufficiently small f and
g, an asymptotic analysis can be developed to overcome this issue, although the distance between subsequent
pulses then becomes asymptotically large and asymptotic analysis needs to be done with great care to keep track
of the right scalings; this is topic of ongoing research.
Finally, the extended Klausmeier model studied in this paper has its application in ecology, where it is used
to model dryland ecosystems. The studied pulse solutions in this model correspond to vegetation ‘patches’
that are typically found in those ecosystems. Naturally, the results in this paper can therefore be used for this
application. Specifically, the treatment of a spatially varying height function h is new and is inherently more
realistic than taking a constant topography (or a constantly sloped topography) as has been done in the past (see
e.g. [40, 5, 27, 3, 3]). Typically, the constant coefficient models exhibit pulses that only move uphill. However,
as illustrated with numerics, we have shown that a varying topography can lead to both uphill and downhill
movement of pulses. This aligns better with measurements, where also both uphill and downhill movement can
be observed – even within the same general region [23, 5]. In this regard, the study in this paper can be seen as
a first step to better understand the role of topographic variability in pattern formation.
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