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Recently, label distribution learning (LDL) has drawn much attention in machine learning, where LDL model is learned from
labeled instances. Different from single-label and multi-label annotations, label distributions describe the instance by multiple labels
with different intensities and accommodates to more general conditions. As most existing machine learning datasets merely provide
logical labels, label distributions are unavailable in many real-world applications. To handle this problem, we propose two novel
label enhancement methods, i.e., Label Enhancement with Sample Correlations (LESC) and generalized Label Enhancement with
Sample Correlations (gLESC). More specifically, LESC employs a low-rank representation of samples in the feature space, and
gLESC leverages a tensor multi-rank minimization to further investigate sample correlations in both the feature space and label
space. Benefit from the sample correlations, the proposed method can boost the performance of LE. Extensive experiments on 14
benchmark datasets demonstrate the effectiveness of our methods.
Index Terms—Label enhancement, learning with ambiguity, label distribution learning.
I. INTRODUCTION
RECENTLY, a growing number of studies have focusedon the challenging label ambiguity learning problems.
Since the single-label learning paradigm, in which an instance
is mapped to one single logical label simply, has limitations
in practice [1], multi-label learning (MLL) is highlighted to
address this issue. During past years, a collection of scenarios
have applied this learning process [2]–[4], which simultane-
ously assigns multiple logical labels to each instance. For
example, in supervised MLL, each sample is described by a
label vector, elements of which are either 1 or 0 to demonstrate
whether this instance belongs to the corresponding label or not.
Since multiple logical labels with the same values contribute
equally for MLL, the relative importance among these multiple
associated labels, which is supposed to be different under most
circumstances, is ignored and cannot be well investigated.
Therefore, despite MLL’s success, in some sophisticated
scenario, such as facial age estimation [5] and facial expression
recognition [6], the performance of primitive MLL is hindered,
since a model precisely mapping the instance to a real-valued
label vector with the quantitative description degrees, i.e., label
distribution, is required in these tasks. To meet this demand,
the learning process for the above-mentioned model called
”label distribution learning” (LDL) [7] has attracted significant
attention. In LDL, an instance is annotated by a label vector,
i.e., the label distribution, and each element ranging from 0 to
1 is the description degree of the relevant label and all values
add up to 1. As many pieces of literature have demonstrated
[7]–[9], label distributions can describe attributes of samples
more precisely because the relative importance of multiple
labels is much different in many real-world applications, and
implicit cues within the label distributions can be effectively
leveraged through LDL for reinforcing the supervised training.
Nevertheless, since manually annotating each instance with
label distribution is labor-intensive and time-consuming, it is
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Fig. 1: An example of label enhancement
unavailable in most training sets practically [10]. The require-
ment of label distribution among different datasets arises some
progress in the label enhancement (LE), which is proposed by
[11], [12]. Specifically, LE can be a pre-processing of LDL, in
other words, label distributions can be exactly recovered from
the off-the-shelf logical labels and the implicit information of
the given features by LE, as shown in Fig. 1.
Obviously, according to the definition [11], [12], the essence
of recovering process is to utilize the information from two
aspects: 1) the underlying topological structure in the feature
space, and 2) the existing logical labels. Accordingly, several
approaches have been proposed in recent years. To leverage
the knowledge in the feature space, some prior efforts assign
the membership degree of each instance to different labels
via fuzzy clustering method (FCM) [13], [14]. Besides, some
approaches construct graph structures in the feature space to
improve the recovering process [11], [15]. However, most
existing LE methods doesn’t fully investigate and utilize both
the underlying structure in the feature space and the implicit
information of the existing logical labels. For example, graphs
and similarity matrices used in the aforementioned existing
LE methods can not fully explore the intrinsic information of
data samples, since edges in graphs or elements of similarity
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matrices are calculated by a pair-wise method [16] or a K-
nearest neighbors (KNN) strategy [11], [17]. The downside of
these partial-based graph construction processes is that only
local topological features can be utilized, and the holistic in-
formation of the feature space is largely untapped. In addition,
these approaches always require some prior knowledge for the
graph construction, that is to say, if the parameters K of KNN
is tuned slightly, the recovery performance of these algorithms
may vary on a large scale, which is not expected in practice.
Here, we aim to employ the intrinsic global sample corre-
lations to obtain an exact label distribution recovering. Since
the low-rank representation (LRR) [18] can unearth the global
structure of the whole feature space, it is expected to achieve
a promising LE performance by employing LRR to supervise
the label distribution recovering process. To this end, a novel
Label Enhancement with Sample Correlations, termed LESC,
is proposed in this paper. The proposed method imposes a
low-rank constraint on the data subspace representation to
capture the global relationship of all instances. Clearly, LRR
is employed to benefit the LE performance by exploiting the
intrinsic sample correlations in the feature space from a global
perspective [19]–[22]. Since both labels are also the semantic
features of data samples, it is natural and intuitive to transfer
the constructed low-rank structure in the feature space to the
label space smoothly. More importantly, by extending on the
investigation of sample correlations employed in our previous
work [23], this paper also proposes a generalized Label
Enhancement with Sample Correlations, dubbed gLESC for
short. This method can jointly explore the implicit information
in both the feature space and the label space by employing a
tensor-Singular Value Decomposition (t-SVD) [24] based low-
rank tensor constraint. Actually, the sample correlations simply
obtained from the feature space is not the optimal choice for
label distributions recovering, since excessive ineffective infor-
mation, which is useless for LE, is also contained in the feature
space. For example, regarding to the facial emotion labels,
the sample correlations information of gender and identity in
the feature space may hinder the recovering process of LE.
To address this problem, the existing logical labels are also
leverage to attain the desired and intrinsic sample correlations,
which can be more suitable for LE. It is clear that samples with
similar label distributions have similar logical labels, but not
vice versa. Figuratively speaking, by imposing a t-SVD based
low-rank tensor constraint on both the feature space and label
space jointly, logical labels play a role to remove unwanted
information. Once the desired sample correlations are attained,
they are leveraged to supervise the recovering process of LE,
and optimal recovered label distributions can be achieved after
LE.
Our contributions can be summarized as follows:
1) By incorporating the sample correlations into the recov-
ering process of LE, a novel Label Enhancement with
Sample Correlations, named LESC, is proposed in this
paper. It uses the low-rank representation in the feature
space to explore the global instances relationship for the
LE improvement.
2) To further investigate the intrinsic sample correlations for
LE, a novel generalized LESC (gLESC) is also proposed.
By imposing a t-SVD based low-rank tensor constraint on
both the feature space and label space, the proper sample
correlations for LE can be achieved effectively.
3) Comprehensive experiments conducted on 14 datasets,
including an artificial dataset and 13 real-world datasets,
show the excellent power and generation of our methods
compared with several state-of-the-art methods.
The remainder of this paper is organized as follows. The
next section reviews related works of LE. Section 3 elaborates
our proposed approaches, including LESC and gLESC. Com-
prehensive experimental results and corresponding discussions
are provided in Section 4. Finally, conclusions of this paper
are drawn in Section 5.
II. RELATED WORK
For the convenience of the description of related works, we
declare the fundamental notations in advance. The set of labels
is Y = {y1, y2, · · ·, yo}, where o is the size of the label set.
For an instance xi ∈ Rq , the logical label is denoted as Li =(
ly1xi , l
y2
xi , · · ·, lyoxi
)T
and lyxi ∈ {0,1}, while the corresponding
label distribution is denoted as:
Di =
(
dy1xi , d
y2
xi , · · ·, dyoxi
)T
, s.t.,
o∑
m=1
dymxi =1, (1)
where dyxi depicts the degree to which xi belongs to label y.
The goal of the LE process is to recover the associated label
distributions of every instance from the existing logical labels
in a given training set.
This definition is formally presented by [11], [12], in which
a LE method, termed GLLE, is also proposed. It is worth
noting that some studies have concentrated on the same issue
earlier. For instance, fuzzy clustering method [13] is applied
in [14], which intends to allocate the description values to
each instance over diverse clusters. Specifically, features are
clustered into t clusters via fuzzy M -means clustering where
ck denotes the k-th cluster center. The cluster membership
ωi = {ωi1, ωi2, · · ·, ωit} for each instance xi is obtained by
calculating the description value over the center ck as follows:
ωik =
1
t∑
j=1
(‖xi−ck‖2
‖xi−cj‖2
) 1
β−1
, (2)
where β is larger than 1. Afterward, a zero matrix Q ∈ Ro×t
is initialized and it is continuously updated by:
Qj = Qj + ωi, s.t., l
yj
xi = 1, (3)
where Qj denotes the j-th row of Q. They constructed
prototype label matrix through which classes and clusters are
softly associated. After normalizing the columns and rows of
Q to sum to 1, the label distribution is computed for each
instance xi using fuzzy composition: Di = Q ◦ ωi
In addition, other recent studies have focused on the graph-
based approaches to tackle the LE problem. They construct
the similarity matrix Q over the features space via various
strategies. [25] recoveres the label distribution according to
manifold learning (ML), which ensures them to gradually
convert the local structure of the feature space into the label
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space. In particular, to represent this structure, the similarity
matrix Q is established based on the assumption that each
feature can be represented by the linear combination of its
KNN, which means to minimize:
Φ(Q) =
n∑
i=1
∥∥∥∥∥∥xi −
∑
j 6=i
qijxj
∥∥∥∥∥∥
2
, (4)
where qij = 1 if xj belongs to the KNNs of xi; otherwise,
qij = 0. They further constrain that
∑n
j=1 qij = 1 for
translation invariance. The constructed graph is transferred into
the label space to minimize the distance between the target
label distribution and the identical linear combination of its
KNN label distributions [26], which infers the optimization
of:
φ(D) =
n∑
i=1
∥∥∥∥∥∥Di −
∑
j 6=i
qijDj
∥∥∥∥∥∥
2
(5)
by adding the constraint of ∀1 ≤ i ≤ n, 1 ≤ j ≤ o, djxilji ≥
λ, where λ > 0. This formula is minimized with respect to
the target label distribution D through a constrained quadratic
programming process.
[16] regards the LE as the label propagation (LP) process
[15]. The pairwise similarity is calculated over the complete
feature space and a fully-connected graph is established as:
qij =
 exp
(
−‖xi − xj‖
2
2σ2
)
, if i 6= j,
0, if i = j,
(6)
where ∀ i, j ∈ [1, n] and σ is fixed to be 1. The required
LP matrix is built from the formula: P = Q˜−
1
2QQ˜−
1
2 with
Q˜=diag [q˜1, q˜2, · · ·, q˜n] denoting a diagonal matrix where q˜i
equals to the sum of i-th row element in Q. Thus far, The LP
is iteratively implemented, and it is proved that the recovered
label distribution matrix D = [D1;D2; · · ·;Dn] converges to:
D∗ = (1− α) (I − αP )−1Γ (7)
with α denoting the trade-off parameter that controls the
contribution between the label propagation P and the initial
logical label matrix Γ.
For the GLLE algorithm, the similarity matrix is also con-
structed in the feature space by partial topological structure.
Different from LP, which calculates the pair-wise distance
within the whole feature space, the GLLE algorithm computes
the distance between a specific instance and its KNNs to define
the relevant element in the similarity matrix as follows:
qij =
 exp
(
−‖xi − xj‖
2
2σ2
)
, if xj ∈ K (i) ,
0, otherwise,
(8)
where K (i) is the set of xi’s KNNs. Because of the same
intuition that these relationships could be converted into the
label distribution space, this constructed graph is incorporated
into the label space to attain a matrix linearly transforming the
logical labels to the label distributions, obtaining the previous
state-of-the-art results. Since we normalize each Di by the
Fig. 2: The flow chart of the proposed LESC.
softmax normalization for the above-mentioned algorithms,
the condition
∑o
m=1 d
ym
xi =1 can be satisfied.
Because it is fully recognized that establishing the similarity
matrix based on pair-wise or local feature structure can hinder
these approaches’ performances, here, the LRR and the t-SVD
based low-rank tensor constraint are introduced to excavate the
global information and to leverage the attained proper sample
correlations to overcome these aforementioned drawbacks in
the label distribution recovering process.
III. OUR PROPOSED APPROACHES
In this section, our methods, i.e., LESC and gLESC, are in-
troduced detailed. In a training set S = {(x1, L1), (x2, L2), · ·
·, (xn, Ln)}, all instances are vertically concatenated along
the column to attain the feature matrix X = [x1;x2; · · ·xn],
where xi ∈ Rq and X ∈ Rq×n. After the LE process, a new
LDL training set ε = {(x1, D1), (x2, D2), · · ·, (xn, Dn)} can
be rehabilitated to implement the LDL process. Here we use
Γ = [L1;L2; · · ·;Ln] andD = [D1;D2; · · ·;Dn] to denote the
logical label matrix and the objective label distribution matrix
respectively.
A. LESC Approach
For a given instance xi, it is necessary to find an effective
model to recover the best label distribution. The mapping
model employed in this paper can be written as follows:
Di = φ
(
θˆ, ξ (xi)
)
, (9)
where φ(θˆ, ·) indicates a linear transformation parameterized
by θˆ, and ξ (x) embeds x into a high-dimensional space where
the Gaussian kernel function is determined to be employed.
To get an optimal θˆ, the following objective function can
be formulated:
min
θˆ
L
(
θˆ
)
+ λ1Ψ
(
θˆ
)
, (10)
where L(θˆ) denotes a loss function, Ψ(θˆ) is used to excavate
the underlying information of sample correlations, and λ1 is
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a trade-off parameter. To be specific, we will elaborate L(θˆ)
and Ψ(θˆ) detailed in this section.
Since the prior knowledge of the ground-truth label distri-
bution is unavailable, we establish the loss function between
the recovered label distributions and the logical labels. The
least-squares (LS) loss function is adopted as the first term in
(10):
L
(
θˆ
)
=
n∑
i=1
∥∥∥φ(θˆ, ξ (xi))− Li∥∥∥2. (11)
As for Ψ(θˆ), the sample correlations are employed here.
It is noteworthy the LRR is imposed on the feature space in
our proposed LESC. Global sample correlations in the feature
space can be achieved by LRR, since all samples and their
global relationships are expressed by the linear combination of
other related samples. Accordingly, this property can be trans-
ferred to the label space under general conditions. Therefore, it
is expected that the low-rank recovery to the label distribution
D can be expressed, which means to discover a proper D for
minimizing the distance between D and DCˆ, where Cˆ is the
minimized LRR of the feature space. This leads the second
term of the optimization formula (10) to be as follows:
Ψ
(
θˆ
)
=
∥∥∥D−DCˆ∥∥∥2
F
=
∥∥∥(I − CˆT )DT∥∥∥2
F
. (12)
To be clear, the flow chart of our LESC is present in Fig. 2.
As can be observed, the sample correlations are obtained by
applying the low-rank representation on the feature space. In
other words, the proposed LESC aims at seeking the LRR of
the feature matrix to excavate the global structure in the feature
space. Consenquently, by assuming that X = XC + E, it is
natural and necessary to solve the following rank minimization
problem:
min
C,E
rank (C) + λ2‖E‖l, s.t.,X = XC + E, (13)
where E indicates the sample-specific corruptions, and λ2 is
the low-rank coefficients which balances the effects between
two parts. C∗ is used to denote the desired low-rank represen-
tation of feature X with respect to the variable C. Practically,
the rank function can be replaced by a nuclear norm to transfer
(13) into a convex optimization problem. As a result, we have
the following problem:
min
C,E
‖C‖∗ + λ2‖E‖2,1, s.t.,X = XC + E. (14)
To get optimal solution, the augmented Lagrange multiplier
(ALM) with Alternating Direction Minimization strategy [27]
is employed in this paper. Specifically, an auxiliary variable,
i.e., J , is introduced here so as to make the objective function
separable and convenient for optimization. Therefore, (14) can
be rewritten as follows:
min
J,C,E
‖J‖∗ + λ2‖E‖2,1
s.t. X = XC + E,C = J,
(15)
and the corresponding ALM problem can be solved by mini-
mizing the following function:
ALM(J,C,E,Y1,Y2, µ) = ‖J‖∗ + λ2‖E‖2,1
+〈Y1, X −XC − E〉+〈Y2, C − J〉
+
µ
2
(‖X −XC − E‖2F +‖C − J‖2F ) , (16)
which can be decomposed into following subproblems:
1) J-subproblem
The subproblem of updating J can be written as follows:
min
J
‖J‖∗ +
µ
2
∥∥∥∥J − (C + Y2µ )
∥∥∥∥2
F
. (17)
By leveraging the singular value threshold (SVT) method [27],
the optimal J∗ can be achieved. To be specific, we impose the
singular value decomposition (SVD) on TJ = C + Y2µ , i.e.,
TJ = UΣV
T , and the following solution can be achieved:
J∗ = US1/µ(Σ)V T , (18)
in which Sε is a soft thresholding operator with the following
formulation:
Sε(x) =
 x− ε, if x− ε > 0x+ ε, if x− ε < 0
0, otherwise.
(19)
2) C-subproblem
By fixing other variables, the subproblem with respect to C
can be formulated as follows:
min
C
tr
(
Y T1 (X −XC − E)
)
+tr
(
Y T2 (C − J)
)
+
µ
2
(‖X −XC − E‖2F +‖C − J‖2F ) , (20)
and the optimal solution is C∗ = T−1CATCB , with
TCA = µ(I +X
TX),
TCB = µJ − Y2 +XTY1 + µ(XTX −XTE),
(21)
where I denotes an identity matrix with the proper size.
3) E-subproblem
For updating E, we solve the following problem:
min
E
λ2‖E‖2,1 +
µ
2
∥∥∥∥E − (X −XC + Y1µ )
∥∥∥∥2
F
, (22)
the close-form solution of which can be written as follows:
[E∗]:,j =
 ‖
[TE ]:,j‖2− 1µ
‖[TE ]:,j‖2 [TE ]:,j , if
∥∥∥[TE ]:,j∥∥∥
2
> 1µ ,
0, otherwise,
(23)
where TE = X −XC + Y1µ .
4) Updating Lagrange multipliers and µ
When other variables are fixed, Lagrange multipliers and µ
can be updated as follows:
Y1 = Y1 + µ(X −XC − E),
Y2 = Y2 + µ(C − J),
µ = min(ρµ, µmax),
(24)
in which ρ > 1. Obverously, µ is increased monotonically by
ρ until reaching the maximum, i.e., µmax.
When C∗ is optimized, the desired sample correlations can
be achieved, i.e., Cˆ = C∗. Consequently, (10) can be rewritten
as follows:
min
θˆ
n∑
i=1
∥∥∥φ(θˆ, ξi)−Li∥∥∥2+λ1 ∥∥∥(I−CˆT)DT∥∥∥2
F
=tr
[(
φ
(
θˆ,Ξ
)
−Γ
)T (
φ
(
θˆ,Ξ
)
−Γ
)]
+ λ1tr
(
D
(
I−Cˆ
)(
I−CˆT
)
DT
)
,
(25)
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Fig. 3: The flow chart of the proposed gLESC.
where Ξ = [ξ (x1) , · · ·, ξ (xn)].
Aiming to achieve the optimal solution, i.e., θˆ∗, the mini-
mization of this objective function will be solved by an effec-
tive quasi-Newton method called the limited memory BFGS
(L-BFGS) [28], of which the optimizing process is associated
with the first-order gradient. Once the formula converges, we
feed the optimal θˆ∗ into (9) to form the label distribution
Di. Furthermore, since the defined label distribution needs to
meet the requirement
∑o
m=1 d
ym
xi =1, Di is normalized by the
softmax normalization form.
B. gLESC Approach
LESC employs a low-rank subspace representation in the
feature space to get the sample correlations, which can be uti-
lized to supervise the recovering process of label distributions.
Under the assumption that both the features and the labels are
all the semantic information of samples, it is natural and rea-
sonable to impose the aforementioned constraint on the desired
label distributions. However, only the sample correlations in
the feature space are investigated in the proposed LESC, and
the corresponding information hidden in the existing logical
labels are ignore. Actually, the sample correlations obtained by
LRR in the feature space are influenced by some interference
information. For example, in the facial emotion dataset, the
gender and identity information may be contained in the
sample correlations, which are attained by LRR in the feature
space. Obviously, it obstructs the exact recovering process of
label distributions.
Since the existing logical labels do not contain the unwished
information, it is a good choice to incorporate the underlying
information of these existing logical labels into the formation
process of desired sample correlations. To this end, a gener-
alized label enhancement with sample correlations (gLESC)
is also proposed in this paper, and the corresponding flow
chart is shown in Fig. 3. As can be observed in Fig. 3, the
underlying sample correlations of both the sample features and
existing logical label can be achieved to supervise the whole
recovering process of label distributions, so the refinement of
LE can be attained, as well as the implicit information of
data samples can be leveraged fully. To achieve this goal, the
tensor-Singular Value Decomposition (t-SVD) based low-rank
tensor constraint [24] is introduced in this section. It should
be noted that the difference between LESC and gLESC is the
construction of sample correlations. In the proposed gLESC,
we have the following formulation:
min
C,E
‖C‖~ + λ2‖E‖2,1,
s.t. X = XC(1) + E(1),
Γ = ΓC(2) + E(2),
(26)
where C and E are 3-order tensors constructed by {C(i)}
i=1,2
and
{
E(i)
}
i=1,2
, respectively. ‖C‖~ denotes a t-SVD based
tensor nuclear norm [24], which can be calculated as follows:
‖C‖~ =
2∑
i=1
∥∥∥C(i)f ∥∥∥∗ =
n∑
k=1
2∑
i=1
∣∣∣Σ(i)f (k, k)∣∣∣, (27)
in which C(i)f denotes a fast Fourier transformation (FFT) along
the 3-rd dimension of C, i.e, the frontal slices of C [29], and
Σ
(i)
f (k, k) indicates the k-th diagonal element of Σ
(i)
f , which
can be calculated as follows:
C(i)f = U (i)f Σ(i)f V (i)Tf . (28)
To solve the minimization problem of (26), we can construct
the following ALM equation:
ALM(G, C, E) = ‖G‖~ + λ2‖E‖2,1
+
〈
Y1, X −XC(1) − E(1)
〉
+
µ
2
(
‖X −XC(1) − E(1)‖2F
)
+
〈
Y2,Γ− ΓC(2) − E(2)
〉
+
µ
2
(
‖Γ− ΓC(2) − E(2)‖2F
)
+〈W, C − G〉+ ρ
2
‖C − G‖2F ,
(29)
where G is an auxiliary tensor variable, Y1, Y2 and W are
the Lagrange multipliers. Consequently, we have the following
subproblems:
1) G-subproblem
By fixing other variables, the optimal solution can be written
as follows:
G∗ = arg min
G
‖G‖~ +
ρ
2
∥∥∥∥G − (C + Wρ
)∥∥∥∥2
F
, (30)
which is a standard t-SVD based tensor nuclear norm mini-
mization problem with the following optimization [30]:
G∗ = U ∗ Ω2/ρ(S) ∗ VT , (31)
in which U and V can be calculated as follows:(
C + W
ρ
)
= U ∗ S ∗ VT , (32)
and Ω2/ρ is a tensor tubal-shrinkage operator with the follow-
ing definition:
Ω2/ρ(S) = S ∗ J , (33)
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where J is a f-diagonal tensor. Specifically, elements of J
can be formulated as follows:
Jf (i, i, j) = max(1− 2
ρS
(j)
f (i, i)
, 0). (34)
2) C-subproblem
With other variables fixed, the subproblem of updating C
can be written as follows:
min
C
〈
Y1, X −XC(1) − E(1)
〉
+
µ
2
(
‖X −XC(1) − E(1)‖2F
)
+
〈
Y2,Γ− ΓC(2) − E(2)
〉
+
µ
2
(
‖Γ− ΓC(2) − E(2)‖2F
)
+〈W, C − G〉+ ρ
2
‖C − G‖2F ,
(35)
which has the closed-form solutions. To be specific, we take
the derivative of the above function with respect to C(1) and
C(2) respectively, then set the corresponding derivative to 0,
the optimal solutions can be attained as follows:
C(1)
∗
= TC(1)A
−1TC(1)B ,
C(2)
∗
= TC(2)A
−1TC(2)B ,
(36)
where TC(1)A, TC(1)B , TC(2)A, and TC(2)B have the following
formulations:
TC(1)A =
µ
ρ
XTX + I,
TC(1)B = G
(1) +
1
ρ
(µXTX − µXTE(1) +XTY1 −W (1)),
TC(2)A =
µ
ρ
ΓTΓ + I,
TC(2)B = G
(2) +
1
ρ
(µΓTΓ− µΓTE(2) + ΓTY2 −W (2)),
(37)
where I indicates an identity matrix with the proper size.
3) E-subproblem
When other variables are fixed, the E-subproblem can be
formulated as follows:
min
E
λ2‖E‖2,1 +
〈
Y1, X −XC(1) − E(1)
〉
+
µ
2
(
‖X −XC(1) − E(1)‖2F
)
+
〈
Y2,Γ− ΓC(2) − E(2)
〉
+
µ
2
(
‖Γ− ΓC(2) − E(2)‖2F
)
.
(38)
Since the definition of l2,1-norm of a tensor is to get the total
sum of l2-norm of each fiber in the 3-rd dimension of this
tensor, it is obvious that λ2‖E‖2,1 = λ2
∥∥E(3)∥∥2,1. So here we
can reformulate (38) as follows:
min
E(3)
λ2
∥∥E(3)∥∥2,1 + 12 ‖E − T‖2F , (39)
where E(3) denotes the matricization E along the 3-rd direc-
tion, T = [TE1;TE2] with
TE1 = X −XC(1) + 1
µ
Y1,
TE2 = Γ− ΓC(2) + 1
µ
Y2.
(40)
Fig. 4: The flowchart of label recovery experiments conducted
in this section. To be specific, the true label distributions are
binarized to attain the logical labels firstly, then a LE method
can be performed to obtain the recovered label distributions.
Accordingly, we evaluate the recovered performance based on
six frequently-used LDL evaluation measures [7].
Accordingly, the closed-form solution of (38) can be obtained
as follows:
E(3):,i
∗ =

‖T:,i‖2 − λ2µ
‖T:,i‖2
T:,i, if‖T:,i‖2 >
λ2
µ
,
0, otherwise,
(41)
in which T:,1 and T:,2 indicate the i-th column of TE1 and
TE2 respectively.
4) Updating Lagrange multipliers
we update Lagrange multipliers as follows:
Y ∗1 = Y1 + µ(X −XC(1) − E(1)),
Y ∗2 = Y2 + µ(Γ− ΓC(2) − E(2)),
W∗ =W + ρ(C − G).
(42)
Once the problem of (26) is optimized, we can obtain the
desired sample correlations as follows so as to achieve an exact
recovering process of label distributions:
Cˆ =
1
2
(C(1) + C(2)). (43)
The subsequent operation of our gLESC is similar to (25),
for the compactness of this paper, we skip them over in this
section.
IV. EXPERIMENTS
To validate the effectiveness and superiority of our meth-
ods, extensive experiments are conducted, and experimental
results together with the corresponding analyses are reported
in this section. Label recovery experiments are performed on
14 benchmark datasets1, and the corresponding flowchart is
shown in Fig. 4.
1http://palm.seu.edu.cn/xgeng/LDL/index.htm
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TABLE I: Some Information about 14 Datasets.
Dataset # Instances # Features # Labels
Artificial
Movie
SBU 3DFE
SJAFFE
Yeast-alpha
Yeast-cdc
Yeast-cold
Yeast-diau
Yeast-dtt
Yeast-elu
Yeast-heat
Yeast-spo
Yeast-spo5
Yeast-spoem
2601
7755
2500
213
2465
2465
2465
2465
2465
2465
2465
2465
2465
2465
3
1869
243
243
24
24
24
24
24
24
24
24
24
24
3
5
6
6
18
15
4
7
4
14
6
6
3
2
A. Datasets
The fundamental statistics of 14 datasets, including 13 real-
world datasets and a toy dataset, employed for evaluation
can be observed in Table I. To be specific, the first 3 real-
world datasets are created from movies, facial expression
images, the remaining 10 real-world datasets from Yeast-
alpha to Yeast-spoem are collected from the records of some
biological experiments on the budding yeast genes [31]. As
for the artificial dataset, which is also adopted in [11] to
intuitively exhibits the model’s ability of label enhancement,
each instance xi ∈ R3 is chosen following the rule that the
first two dimensions x(1)i and x
(2)
i are formed as a grid with an
interval of 0.04 in the range [-1,1], while the third dimension
x
(3)
i is computed by:
x
(3)
i = sin
((
x
(1)
i + x
(2)
i
)
× pi
)
(44)
The corresponding label distribution Di =
(
dy1xi , d
y2
xi , d
y3
xi
)T
is
collected through the following equations:
wj=mx
(j)
i + n
(
x
(j)
i
)2
+ p
(
x
(j)
i
)3
+ q, j=1, 2, 3 (45)
ϕ1 =
(
r>1 w
)2
ϕ2 =
(
r>2 w + η1ϕ1
)2
ϕ3 =
(
r>3 w + η2ϕ2
)2 (46)
and label distributions can be obtained as follows:
dyjxi =
ϕj
ϕ1 + ϕ2 + ϕ3
, j = 1, 2, 3 (47)
where w = (w1, w2, w3), m = 1, n = 0.5, p = 0.2, q = 1,
r1 = (4, 2, 1)
T , r2 = (1, 2, 4)
T , r3 = (1, 4, 2)
T , and η1 =
η2 = 0.01.
It is noteworthy that due to the lack of datasets with both
logical labels and label distributions, the logical labels had to
be binarized from the ground-truth label distributions in the
original datasets so as to implement LE algorithms and mea-
sure the similarity between the recovered label distributions
TABLE II: Introduction to Evaluation Measures.
Measure Formula
Cheb ↓ Dis1(D, Dˆ) = maxj
∣∣∣dyj − dˆyj ∣∣∣
Canber ↓ Dis2(D, Dˆ) =
o∑
j=1
|dyj−dˆyj |
d
yj+dˆ
yj
Clark ↓ Dis3(D, Dˆ) =
√
o∑
j=1
(dyj−dˆyj )2
(dyj+dˆyj )2
KL ↓ Dis4(D, D̂) =
o∑
j=1
dyj ln d
yj
d̂
yj
Cosine ↑ Sim1(D, Dˆ) =
o∑
j=1
d
yj dˆ
yj√
o∑
j=1
(dyj )2
√
o∑
j=1
(dˆyj )2
Intersec ↑ Sim2(D, Dˆ) =
o∑
j=1
min
(
dyj , dˆyj
)
and the ground-truths. To ensure the consistency of evaluation,
we binarized the logical labels through the way in [11] in this
section.
B. Experimental Settings
To fully investigate the performance of our algorithms, i.e.,
LESC and gLESC, five state-of-the-art algorithms, including,
FCM [14], KM [32], LP [16], ML [25], and GLLE [12] are
employed. We list the parameter settings here. The parameters
λ1 and λ2 are selected among {0.0001, 0.001, ..., 10} in our
LESC and gLESC. In consistent with the parameters used in
[12], the parameter α in LP is fixed to be 0.5, Gaussian kernel
is employed in KM, the number of neighbors K for ML is
assigned to be o + 1, and the parameter β in FCM is fixed
to be 2. Regarding to GLLE, the number of neighbors K is
assigned to be o+ 1 and the optimal value of parameter λ is
chosen from {0.01, 0.1, ..., 100}.
Since both the recovered and ground-truth label distributions
are label vectors, the average distance or similarity between
them is calculated to evaluate the LE algorithms thoroughly.
For a fair comparison, six measures are selected, where the
first four are distance-based measures and the last two are
similarity-based measures, reflecting the performance of LE
algorithms from different aspects in semantics. As shown in
Table II where Dˆ denotes the real label distributions, for these
metrics, i.e., Chebyshev distance (Cheb), Canberra metric
(Canber), Clark distance (Clark), Kullback-Leibler divergence
(KL), cosine coefficient (Cosine), and intersection similarity
(Intersec), ↓ states ”the smaller the greater”, and ↑ states ”the
larger the greater”.
C. Analysis of Recovery Performance
First, we evaluate the recovery performance on the artificial
dataset, and to illustrate the recovery performance visually, the
three-dimensional label distributions are separately converted
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Fig. 5: Visualization of the ground-truth and recovered label distributions on the artificial dataset (regarded as RGB colors,
best viewed in color).
Fig. 6: CD diagrams of different LE methods on six measures, including Cheb, Canber, Clark, KL, Cosine, and Intersec. CD
diagrams are calculated based on the Wilcoxon-Holm method [33]. Specifically, the method located on the right side is better
that the method on the left side, and the line between two methods denotes that their recovery results are different within one
critical difference.
into the RGB color channels, which are reinforced by the
decorrelation stretch process for easier observation. In other
words, the label distribution of each point in the feature space
can be represented by its color. Thus far, the color patterns can
be directly observed to compare both the ground truth and the
recovered label distributions. As shown in Fig. 5, in contrast
to the ground-truth color patterns, our algorithms, both LESC
and gLESC, can nearly recover these patterns identically, while
GLLE obtains almost the same results. In addition, the color
patterns in other four algorithms, i.e., FCM, KM, LP, and ML,
are barely satisfactory, which proves the limits of excavating
the space structure of features locally. Clearly, our methods can
achieve good recovery performance on the artificial dataset.
To further investigate the recovery performance, we present
the quantitative results of these aforementioned algorithms in
metrics of Cheb, Canber, Clark, KL, Cosine, and Intersec (as
shown in Table III). To exhibit the mean accuracy of the
recovered label distributions, the average rank of different
methods among all datasets is also listed, and the optimal
results for each dataset are highlighted with boldface. In
a big picture, the proposed LESC achieves the second-best
recovery performance, and the proposed gLESC obtains the
best results. For example, average rank of LESC and gLESC in
the metric of Clark is 2.00 and 1.00, respectively. Regrading to
the artificial dataset, apparently, the corresponding quantitative
results are consistent with the recovered color patterns in
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TABLE III: Recovery Results (value(rank)).
Dataset Measure Results by Cheb ↓ Measure Results by Canber ↓
FCM KM LP ML GLLE LESC gLESC FCM KM LP ML GLLE LESC gLESC
Artificial
Movie
SBU 3DFE
SJAFFE
Yeast-alpha
Yeast-cdc
Yeast-cold
Yeast-diau
Yeast-dtt
Yeast-elu
Yeast-heat
Yeast-spo
Yeast-spo5
Yeast-spoem
0.188(5)
0.230(6)
0.135(5)
0.132(5)
0.044(5)
0.051(5)
0.141(5)
0.124(5)
0.097(4)
0.052(5)
0.169(6)
0.130(5)
0.162(5)
0.233(5)
0.260(7)
0.234(7)
0.238(7)
0.214(7)
0.063(7)
0.076(7)
0.252(7)
0.152(7)
0.257(7)
0.078(7)
0.175(7)
0.175(7)
0.277(7)
0.408(7)
0.130(4)
0.161(4)
0.123(2)
0.107(4)
0.040(4)
0.042(4)
0.137(4)
0.099(4)
0.128(5)
0.044(4)
0.086(4)
0.090(4)
0.114(4)
0.163(4)
0.227(6)
0.164(5)
0.233(6)
0.186(6)
0.057(6)
0.071(6)
0.242(6)
0.148(6)
0.244(6)
0.072(6)
0.165(5)
0.171(6)
0.273(6)
0.403(6)
0.108(3)
0.122(3)
0.126(4)
0.087(3)
0.020(3)
0.022(3)
0.066(3)
0.053(3)
0.052(3)
0.023(3)
0.049(3)
0.062(3)
0.099(3)
0.088(3)
0.057(2)
0.121(2)
0.122(1)
0.069(2)
0.015(2)
0.019(2)
0.056(2)
0.042(2)
0.043(2)
0.019(2)
0.046(2)
0.060(2)
0.092(1)
0.087(2)
0.055(1)
0.120(1)
0.125(3)
0.067(1)
0.014(1)
0.017(1)
0.052(1)
0.039(1)
0.037(1)
0.017(1)
0.043(1)
0.059(1)
0.092(1)
0.084(1)
0.797(5)
1.664(4)
1.020(4)
1.081(5)
2.883(4)
2.415(4)
0.734(4)
1.895(4)
0.501(4)
1.689(4)
1.157(4)
0.998(4)
0.563(5)
0.534(5)
1.779(7)
3.444(7)
4.121(7)
4.010(7)
11.809(7)
9.875(7)
2.566(7)
4.261(7)
2.594(7)
9.110(7)
3.849(7)
3.854(7)
1.382(7)
1.253(7)
0.668(4)
1.720(5)
1.245(5)
1.064(4)
4.544(5)
3.644(5)
0.924(5)
1.748(5)
0.941(5)
3.381(5)
1.293(5)
1.231(5)
0.401(4)
0.365(4)
1.413(6)
1.934(6)
4.001(6)
3.138(6)
11.603(6)
9.695(6)
2.519(6)
4.180(6)
2.549(6)
8.949(6)
3.779(6)
3.772(6)
1.355(6)
1.226(6)
0.617(3)
1.045(3)
0.820(3)
0.781(3)
1.134(3)
0.959(3)
0.305(3)
0.671(3)
0.248(3)
0.902(3)
0.430(3)
0.548(3)
0.305(3)
0.183(3)
0.213(2)
1.034(1)
0.799(1)
0.561(2)
0.846(2)
0.765(2)
0.263(2)
0.480(2)
0.206(2)
0.727(2)
0.401(2)
0.533(2)
0.284(2)
0.180(2)
0.193(1)
1.034(1)
0.803(2)
0.550(1)
0.761(1)
0.695(1)
0.242(1)
0.452(1)
0.175(1)
0.628(1)
0.372(1)
0.521(1)
0.283(1)
0.175(1)
Avg.Rank 5.07 7.00 3.93 5.86 3.07 1.86 1.14 4.27 7.00 4.71 6.00 3.00 1.86 1.07
Dataset Measure Results by Clark ↓ Measure Results by KL ↓
FCM KM LP ML GLLE LESC gLESC FCM KM LP ML GLLE LESC gLESC
Artificial
Movie
SBU 3DFE
SJAFFE
Yeast-alpha
Yeast-cdc
Yeast-cold
Yeast-diau
Yeast-dtt
Yeast-elu
Yeast-heat
Yeast-spo
Yeast-spo5
Yeast-spoem
0.561(5)
0.859(4)
0.482(4)
0.522(5)
0.821(4)
0.739(4)
0.433(4)
0.838(5)
0.329(4)
0.579(4)
0.580(5)
0.520(4)
0.395(5)
0.401(5)
1.251(7)
1.766(7)
1.907(7)
1.874(7)
3.153(7)
2.885(7)
1.472(7)
1.886(7)
1.477(7)
2.768(7)
1.802(7)
1.811(7)
1.059(7)
1.028(7)
0.487(4)
0.913(5)
0.580(5)
0.502(4)
1.185(5)
1.014(5)
0.503(5)
0.788(4)
0.499(5)
0.973(5)
0.568(4)
0.558(5)
0.274(4)
0.272(4)
1.041(6)
1.140(6)
1.848(6)
1.519(6)
3.088(6)
2.825(6)
1.440(6)
1.844(6)
1.446(6)
2.711(6)
1.764(6)
1.768(6)
1.036(6)
1.004(6)
0.452(3)
0.569(3)
0.391(3)
0.377(3)
0.337(3)
0.306(3)
0.176(3)
0.296(3)
0.143(3)
0.295(3)
0.213(3)
0.266(3)
0.197(3)
0.132(3)
0.148(2)
0.564(2)
0.378(2)
0.276(2)
0.253(2)
0.251(2)
0.152(2)
0.224(2)
0.119(2)
0.241(2)
0.199(2)
0.258(2)
0.185(2)
0.129(2)
0.130(1)
0.563(1)
0.376(1)
0.270(1)
0.231(1)
0.231(1)
0.141(1)
0.211(1)
0.102(1)
0.213(1)
0.186(1)
0.253(1)
0.184(1)
0.126(1)
0.267(5)
0.381(6)
0.094(3)
0.107(5)
0.100(4)
0.091(4)
0.113(5)
0.159(5)
0.065(4)
0.059(4)
0.147(5)
0.110(5)
0.123(5)
0.208(5)
0.309(7)
0.452(7)
0.603(6)
0.558(7)
0.630(7)
0.630(7)
0.586(7)
0.538(7)
0.617(7)
0.617(7)
0.586(7)
0.562(7)
0.334(7)
0.531(7)
0.160(4)
0.177(5)
0.105(4)
0.077(4)
0.121(5)
0.111(5)
0.103(4)
0.127(4)
0.103(5)
0.109(5)
0.089(4)
0.084(4)
0.042(4)
0.067(4)
0.274(6)
0.218(4)
0.565(5)
0.391(6)
0.602(6)
0.601(6)
0.556(6)
0.509(6)
0.586(6)
0.589(6)
0.556(6)
0.532(6)
0.317(6)
0.503(6)
0.131(3)
0.123(3)
0.069(2)
0.050(3)
0.013(3)
0.014(3)
0.019(3)
0.027(3)
0.013(3)
0.013(3)
0.017(3)
0.029(3)
0.034(3)
0.027(2)
0.013(2)
0.120(1)
0.064(1)
0.029(2)
0.008(2)
0.010(2)
0.015(2)
0.017(2)
0.010(2)
0.009(2)
0.015(2)
0.028(2)
0.031(1)
0.027(2)
0.012(1)
0.120(1)
0.064(1)
0.027(1)
0.007(1)
0.008(1)
0.013(1)
0.015(1)
0.007(1)
0.007(1)
0.014(1)
0.027(1)
0.031(1)
0.026(1)
Avg.Rank 4.43 7.00 4.57 6.00 3.00 2.00 1.00 4.64 7.00 4.36 5.79 2.86 1.86 1.00
Dataset Measure Results by Cosine ↑ Measure Results by Intersec ↑
FCM KM LP ML GLLE LESC gLESC FCM KM LP ML GLLE LESC gLESC
Artificial
Movie
SBU 3DFE
SJAFFE
Yeast-alpha
Yeast-cdc
Yeast-cold
Yeast-diau
Yeast-dtt
Yeast-elu
Yeast-heat
Yeast-spo
Yeast-spo5
Yeast-spoem
0.933(5)
0.773(7)
0.912(5)
0.906(5)
0.922(4)
0.929(4)
0.922(5)
0.882(5)
0.959(4)
0.950(4)
0.883(5)
0.909(5)
0.922(5)
0.878(5)
0.918(7)
0.880(6)
0.812(7)
0.827(7)
0.751(7)
0.754(7)
0.779(7)
0.799(7)
0.759(7)
0.758(7)
0.779(7)
0.800(7)
0.882(7)
0.812(7)
0.974(4)
0.929(4)
0.922(4)
0.941(4)
0.911(5)
0.916(5)
0.925(4)
0.915(4)
0.921(5)
0.918(5)
0.932(4)
0.939(4)
0.969(4)
0.950(4)
0.925(6)
0.919(5)
0.815(6)
0.857(6)
0.756(6)
0.759(6)
0.784(6)
0.803(6)
0.763(6)
0.763(6)
0.783(6)
0.803(6)
0.884(6)
0.815(6)
0.980(3)
0.936(3)
0.927(3)
0.958(3)
0.987(3)
0.987(3)
0.982(3)
0.975(3)
0.988(3)
0.987(3)
0.984(3)
0.974(3)
0.971(3)
0.978(2)
0.992(1)
0.937(2)
0.932(1)
0.973(2)
0.992(2)
0.991(2)
0.986(2)
0.985(2)
0.991(2)
0.991(2)
0.986(2)
0.975(2)
0.974(1)
0.978(2)
0.991(2)
0.938(1)
0.931(2)
0.975(1)
0.994(1)
0.992(1)
0.988(1)
0.987(1)
0.994(1)
0.993(1)
0.987(1)
0.976(1)
0.974(1)
0.979(1)
0.812(5)
0.677(6)
0.827(4)
0.821(5)
0.844(4)
0.847(4)
0.833(4)
0.760(5)
0.894(4)
0.883(4)
0.807(4)
0.836(4)
0.838(5)
0.767(5)
0.740(7)
0.649(7)
0.579(7)
0.593(7)
0.532(7)
0.533(7)
0.559(7)
0.588(7)
0.541(7)
0.539(7)
0.559(7)
0.575(7)
0.724(7)
0.592(7)
0.870(4)
0.778(5)
0.810(5)
0.837(4)
0.774(5)
0.779(5)
0.794(5)
0.788(4)
0.786(5)
0.782(5)
0.805(5)
0.819(5)
0.886(4)
0.837(4)
0.773(6)
0.779(4)
0.587(6)
0.661(6)
0.537(6)
0.538(6)
0.565(6)
0.593(6)
0.546(6)
0.544(6)
0.564(6)
0.580(6)
0.727(6)
0.597(6)
0.892(3)
0.831(3)
0.850(3)
0.872(3)
0.938(3)
0.937(3)
0.924(3)
0.906(3)
0.939(3)
0.936(3)
0.929(3)
0.909(3)
0.901(3)
0.912(3)
0.943(2)
0.833(1)
0.855(1)
0.905(2)
0.953(2)
0.950(2)
0.935(2)
0.933(2)
0.949(2)
0.949(2)
0.934(2)
0.912(2)
0.908(1)
0.913(2)
0.945(1)
0.833(1)
0.854(2)
0.908(1)
0.958(1)
0.954(1)
0.940(1)
0.937(1)
0.957(1)
0.956(1)
0.939(1)
0.914(1)
0.908(1)
0.916(1)
Avg.Rank 4.86 6.93 4.29 5.93 2.93 1.79 1.14 4.50 7.00 4.64 5.86 3.00 2.13 1.07
Fig. 5. For 13 real-world datasets, results from Table III also
demonstrate the superiority of our LESC and gLESC. For
example, from Yeast-alpha dataset to Yeast-spoem dataset,
LESC and gLESC attain the best recovery performance, and
gLESC always ranks the first place. Additionally, we also
report the critical difference (CD) of average rank in this
section. As can be seen in Fig. 6, the CD diagrams show
that our gLESC achieves the optimal recovery results on all
metrics, and the proposed LESC also attain the sub-optimal
performance. In general, the recovery performance can be
ranked as gLESC>LESC>GLLE>LP>FCM>ML>KM.
Are sample correlations obtained by the low-rank repre-
sentation suitable for LE? As can be observed from Table III
and Fig. 6, we can conclude that LESC and gLESC, which
leverage the low-rank representation to attain global sample
correlations for LE, outperform GLLE, which use the distance-
based similarity to get label recovery, by a large margin.
Consequently, it is clear that sample correlations obtained by
the low-rank representation are suitable for LE.
Are sample correlations captured from both the feature
space and label space better for LE? Comparing to LESC,
gLESC leverages a tensor multi-rank minimization to obtain
the sample correlations from both the feature space and label
space. Since the sample correlations investigated in gLSEC are
more suitable than that in LESC, it is expected that gLESC
can attain better recovery performance. From the quantitative
experimental results in Table III and Fig. 6, we can conclude
that sample correlations captured from both the feature space
and label space are better for LE.
D. Parameters Sensitivity
Two trade-off hyperparameters, including λ1 and λ1, are
involved in our proposed methods. The influence of them
is analyzed separately by fixing one parameter and tuning
JOURNAL OF LATEX CLASS FILES, VOL. 12, NO. 8, AUGUST 2015 10
Fig. 7: Label recovery performance of LESC on SBU 3DFE, Yeast-alpha, and Yeast-cold in metrics of Cheb and Cosine.
Specifically, different rows denonte different values of λ1, and different columns denote different values of λ2.
another one chosen from {0.0001, 0.001, ..., 1000}. In this
section, we take experimental results on SBU 3DFE, Yeast-
alpha, and Yeast-cold datasets in metrics of Cheb and Cosine
for example, which can be seen in Fig. 7 and Fig. 8. Although
only the cases of three datasets are illustrated here, the same
observations can be obtained in other datasets.
For LESC, when the low-rank coefficient λ2 varies with
the trade-off parameter λ1 fixed, two shown measure results
of the recovery performance fluctuates in a very tiny range
that could not even be distinguished. As we increase the
parameter λ1 from 0.0001 to 0.1, the recovery performance
also turns out to change within a small scope. When λ1 is
geared to 1 or 10, the results even zooms up to a higher
level. Particularly, taking Yeast-alpha dataset for reference, it
is found that when λ1 is chosen from {0.0001, 0.001, ..., 10},
our worst measure result still far exceeds that of the previous
state-of-the-art baseline, i.e, 0.987 versus 0.973 (best result
attained by GLLE) in the metric of Cosine. Regrading to
gLESC, similar observations can be reached as well, and we
skip them here for the compactness of this paper. As discussed
before, these phenomena indicate that our algorithms, both
LESC and gLESC, are robust when the values of λ1 and λ2
in the objective function vary by a large scope. This ensures us
to generalize our algorithm to different datasets without much
effort in terms of adjusting the values of hyperparameters in
practice.
V. CONCLUSION
In this paper, two novel LE methods, i.e., LESC and gLESC,
are proposed to boost the LE performance by exploiting the
underlying sample correlations. LESC explores the low-rank
representation from the feature space, and gLESC further
investigates the sample correlations by utilizing a tensor multi-
rank minimization to obtain more suitable sample correlations
from both the feature space and label space during the label
distribution recovery process. Extensive experimental results
on 14 datasets show that LE can really benefit from the sample
correlations. Experimental results demonstrate the remarkable
superiority of the proposed LESC and gLESC over several
state-of-the-art algorithms in recovering the label distributions.
Further analysis on the influence of hyperparameters verifies
the robustness of our methods.
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Fig. 8: Label recovery performance of gLESC on SBU 3DFE, Yeast-alpha, and Yeast-cold in metrics of Cheb and Cosine.
Specifically, different rows denonte different values of λ1, and different columns denote different values of λ2.
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