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Abstract
Using an alternative de0nition of usual Hermite polynomials, two problems in the theory of general Hermite
and Laguerre 2D polynomials can be separated with advantage for the further treatment: the introduction of
a general 2D matrix in the linear transformation of powers of the components of a 2D vector and the
generation of Hermite (or Laguerre) polynomials by applying an integral operator to these powers. The Jacobi
polynomials appear in the 0nite-dimensional irreducible representations of the two-dimensional general linear
group GL(2; C).
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1. Introduction
Hermite and Laguerre 2D polynomials are relatives of two-variable Hermite polynomials [3–5,8]
but they are not the same and are in some sense more appropriate for applications than the last
due to their orthogonality properties and due to more inner symmetry. The di=erence is basically
how a 2D-matrix enters the de0nitions of two-variable Hermite polynomials and of Hermite and
Laguerre 2D polynomials. Since theory and application of Hermite and Laguerre polynomials are
now presented already in some papers [15–17] (presteps in [13,14]), we take here only one aspect
of this theory, the appearance of Jacobi polynomials, and try to illuminate and to explain it. If we
realize that ultraspherical or Gegenbauer polynomials are the special case of equal upper indices in the
Jacobi polynomials and Chebyshev and Legendre polynomials are special cases of the ultraspherical
polynomials, then we see that all classical orthogonal polynomials are somehow involved in the
theory of Hermite and Laguerre 2D polynomials.
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In Section 2, we give a short introduction into the de0nitions of Hermite and Laguerre 2D polyno-
mials, where we start from an alternative de0nition of usual Hermite polynomials which is not very
well-known up to now [1,2,6,7,9,12] before we consider special problems of the representations of
the two-dimensional linear group GL(2; C) in Section 3. An addition theorem for Jacobi polynomials
which is related to group multiplication in GL(2; C) is derived in Section 4.
2. Denition of Hermite and Laguerre 2D polynomials
An appropriate way to the introduction of Hermite 2D polynomials becomes visible using the
following alternative de0nition of usual Hermite polynomials Hm(x) [1,2,6,7,9,12]
Hm(x)≡ exp
(
−1
4
@2
@x2
)
(2x)m
=
[m=2]∑
k=0
(−1)km!
k!(m− 2k)! (2x)
m−2k : (2.1)
The simplest kind of Hermite 2D polynomials is then the product of two usual Hermite polynomials
Hm(x) and Hn(y) of two di=erent variables x and y according to
Hm;n(I; x; y)≡ exp
{
−1
4
(
@2
@x2
+
@2
@y2
)}
(2x)m(2y)n
=Hm(x)Hn(y); (2.2)
where I denotes the 2D identity matrix for reason which soon becomes clear.
The general Hermite 2D polynomials can be introduced using a general 2D matrix U in the
following way:
Hm;n(U; x; y)≡ exp
{
−1
4
(
@2
@x2
+
@2
@y2
)}
(2x′)m(2y′)n
=2m+n exp
{
−1
4
(
@2
@x2
+
@2
@y2
)}
(U11x + U12y)m(U21x + U22y)n; (2.3)
where U makes the following linear transformation of the components (x; y) of a 2D vector written
as a column vector:(
x′
y′
)
=
(
U11; U12
U21; U22
)(
x
y
)
=
(
U11x + U12y
U21x + U22y
)
(2.4)
or in vector notation
x′ = Ux: (2.5)
Now it is obvious that the special kind (2.2) of Hermite 2D polynomials corresponds to the identity
matrix U= I in de0nition (2.3) of the general Hermite 2D polynomials.
The advantage of using the alternative representation (2.1) of Hermite polynomials for de0nition
(2.3) of the general Hermite 2D polynomials is that it provides the full separation of two di=er-
ent problems, 0rst the linear transformations of powers of the vector components (x; y) of a 2D
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vector that is the representation theory of the two-dimensional general linear group GL(2; C) and
second the transition to Hermite polynomials from these powers by applying the integral operator
exp{− 14 (@2=@x2+@2=@y2)} to these powers. One can use for this purpose also the usual Rodrigues-type
de0nition of the Hermite polynomials but then the separation of these two di=erent problems is not
so easily visible as with de0nition (2.3).
The transition from real variables (x; y) to complex variables (z; z∗) ≡ (x + i y; x − i y) can be
represented as a linear transformation with the special matrix Z according to(
z
z∗
)
= (1− i)
(
1
2 (1 + i); − 12 (1− i)
1
2 (1 + i);
1
2 (1− i)
)(
x
y
)
= (1− i)Z
(
x
y
)
;
Z−1 = Z† ≡ (Z∗)T; [Z] = 1: (2.6)
By separation of the factor 1 − i, we have chosen the matrix Z in such a way that it becomes a
unitary unimodular one [15–17]. Special Laguerre 2D polynomials Lm;n(I; z; z∗) to the identity matrix
I are now de0ned by ({m; n} ≡ min(m; n))
Lm;n(I; z; z∗) = exp
(
− @
2
@z@z∗
)
zmz∗n
=
{m;n}∑
j=0
(−1)jm!n!
j!(m− j)!(n− j)! z
m−jz∗n−j
= (−1)nn!zm−nLm−nn (zz∗)
= (−1)mm!z∗n−mLn−mm (zz∗); (2.7)
where Ln(u) denotes the generalized Laguerre (or Laguerre–Sonin
1 ) polynomials. Using the matrix
Z, the special Laguerre 2D polynomials (2.7) can be expressed by Hermite 2D polynomials as
follows:
Lm;n(I; x + iy; x − iy) =
(
1− i
2
)m+n
Hm;n(Z; x; y): (2.8)
General Laguerre 2D polynomials Lm;n(U; z; z∗) can be de0ned by the following relation to general
Hermite 2D polynomials together with the inversion:
Lm;n(U; x + iy; x − iy) =
(
1− i
2
)m+n
Hm;n(UZ; x; y);
Hm;n(U; x; y) = (1 + i)m+nLm;n(UZ−1; x + iy; x − i y): (2.9)
In the cited papers [15–17], many properties of the Hermite and Laguerre 2D polynomials are
investigated and we do not continue or repeat this here since we want to consider some aspects of
the linear transformations by means of the matrices U.
1 Or ‘Sonine’ in French transcription of the name of the Russian mathematician.
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3. Jacobi polynomials and representations of the general linear group GL(2; C )
The proper role of Jacobi polynomials is to describe the 0nite-dimensional representations of
the complex two-dimensional unimodular group SL(2; C) in aNne coordinates although the usual
de0nitions of Jacobi polynomials veil this a little. Let us consider this more in detail.
The Jacobi polynomials P(;)j (u) are de0ned in the following way [5,11,10]:
P(;)j (u)≡
(−1)j
2jj!(1− u)(1 + u)
@j
@uj
{(1− u)j+(1 + u)j+}
=
j∑
k=0
(j + )!(j + )!
k!(j + − k)!(j − k)!(k + )!
(
u− 1
2
)j−k (u+ 1
2
)k
: (3.1)
The given sum representation which follows from the de0nition of the Rodrigues, type using Leibniz
product rule of di=erentiations can be transformed into another sum representation according to
P(;)j (u) =
(j + )!
(j + + )!
j∑
l=0
(2j + +  − l)!
l!(j + − l)!(j − l)!
(
u− 1
2
)j−l
: (3.2)
Using the relation of the Jacobi polynomials to a special case of the hypergeometric function
2F1(a; b; c; u), this corresponds to the known linear transformation of this hypergeometric function but
can also be obtained in direct way [15]. The Jacobi polynomials satisfy the following transformation
relations:
P(;)j (u) =
(j + )!(j + )!
j!(j + + )!
(
2
u− 1
)
P(−;)j+ (u)
=
(j + )!(j + )!
j!(j + + )!
(
2
u+ 1
)
P(;−)j+ (u)
=
(
2
u− 1
)( 2
u+ 1
)
P(−;−)j++ (u);
P(;)j (u) = (−1)jP(;)j (−u); P(;)j (u∗) = (P(;)j (u))∗; (3.3)
which are special cases of the transformation relations of the hypergeometric function. A further less
known transformation relation is [11, p. 64, 10, p. 91]
P(;)j (u) =
(
−u− 1
2
)j
P(−2j−−−1; )j
(
u+ 3
u− 1
)
: (3.4)
This does not correspond to a general transformation relation for the hypergeometric function
2F1(a; b; c; u) and is only true if, at least, a or b is equal to a nonpositive integer −n; (n= 0; 1; : : :)
that exactly reduces the hypergeometric function to Jacobi polynomials.
We now consider linear transformations of two variables (x; y) → (x′; y′) according to (2.4) or
(2.5) with the matrix U
U ≡
(
U11; U12
U21; U22
)
; [U] ≡ U11U22 − U12U21; 〈U〉 ≡ U11 + U22; (3.5)
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with determinant [U] and trace 〈U〉. From (3.5) follows using the binomial expansion and the explicit
representation (3.1) of the Jacobi polynomials:
x′my′n = (U11x + U12y)m(U21x + U22y)n
=
m+n∑
j=0
Um12U
j
21U
n−j
22
(
j∑
k=0
m!n!
k!(m− k)!(j − k)!(n− j + k)!
(
U11U22
U12U21
)k)
xjym+n−j
= (
√
[U])m+n
m+n∑
j=0
(
U12√
[U]
)m−j ( U22√
[U]
)n−j
P(m−j;n−j)j
(
1 + 2
U12U21
[U]
)
xjym+n−j: (3.6)
In case of nonvanishing determinant [U], the transformation can be reduced to a transformation by
a unimodular matrix U′ ≡ U=√[U] and the multiplication of this by a factor (√[U])m+n. Therefore,
in case of nonvanishing determinant [U], we can restrict ourself to the consideration of equivalent
unimodular transformations U′; ([U′] = 1) that means to the two-dimensional special linear group
SL(2; C). We can represent (3.6) also in the following form:
x′iy′l−i = (
√
[U])l
l∑
j=0
(
U12√
[U]
)i−j ( U22√
[U]
)l−i−j
P(i−j; l−i−j)j
(
1 + 2
U12U21
[U]
)
× xjyl−j; (i = 0; 1; : : : ; l): (3.7)
We can look at (3.7) as to the transformation of (l + 1)-dimensional vectors into new (l + 1)-
dimensional vectors according to (components backwards ordered, i = l; l− 1; : : : ; 0)

xl
xl−1y
...
xyl−1
yl


→


x′l
x′l−1y′
...
x′y′l−1
y′l


= T(l)(U)


xl
xl−1y
...
xyl−1
yl


: (3.8)
The matrices T(l)(U) of this (l + 1)-dimensional irreducible representation denoted by T(l) in the
chosen basis can be taken from (3.6) (elements are too long to write this explicitly in matrix form).
The character (trace) of this representation is
〈T(l)(U)〉= (
√
[U])l
l∑
i=0
(
U22√
[U]
)l−2i
P(0; l−2i)i
(
1 + 2
U12U21
[U]
)
=
[l=2]∑
j=0
(−1)j(l− j)!
j!(l− 2j)! 〈U〉
l−2j[U]j
= (
√
[U])lUl
( 〈U〉
2
√
[U]
)
; (3.9)
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where Ul(z) denotes Chebyshev polynomials of second kind. In particular, we have
〈T(0)(U)〉= 1; 〈T(1)(U)〉= 〈U〉; 〈T(2)(U)〉= 〈U〉2 − [U];
〈T(3)(U)〉= 〈U〉3 − 2〈U〉[U]; 〈T(4)(U)〉= 〈U〉4 − 3〈U〉2[U] + [U]2; : : : : (3.10)
It is expressed by means of the two invariants 〈U〉 (trace) and [U] (determinant) of the basic
2D-matrix of the transformation. Usually, it is expressed by the eigenvalues 1 and 2 of the matrix
U by the following homogeneous polynomial of degree l:
〈T(l)(U)〉=
l∑
k=0
k1
l−k
2 : (3.11)
Both forms (3.9) and (3.11) are equivalent and can be transformed into each other. For the special
case of the identity matrix I, we 0nd from (3.9) the identity
〈T(l)(I)〉=
l∑
j=0
P(0; l−2j)j (1) =
[l=2]∑
j=0
(−1)j(l− j)!
j!(l− 2j)! 2
l−2j = l+ 1; (3.12)
that is the dimension of the irreducible representation.
The considered irreducible representations T(l)(U) of the two-dimensional general linear group
GL(2; C) are the completely symmetrical ones. They are the only irreducible representations which
can be formed with the components of only one vector as basis of the tensorial representations.
For the irreducible representations which are antisymmetric in two indices, we need at least the
components of two di=erent 2D vectors. Antisymmetry in two indices is at once the maximum
possible complete antisymmetry for GL(2; C) because in the corresponding transformations it gen-
erates already the determinant [U] of U as factor and the characters of these irreducible represen-
tations T′(l) become 〈T′(l)(U)〉 = [U]〈T(l)(U)〉. For the special linear group SL(2; C) with [U] = 1,
both types of representations become equivalent. Using both these types of irreducible representa-
tions, one can prove (3.9) by complete induction using the decomposition of the Kronecker product
T(l) ⊗ T(1) = T(l+1) ⊕ T′(l−1) into irreducible representations.
4. Products of linear transformations and addition theorem for Jacobi polynomials
We now consider the product of two linear transformations of the kind (2.5)
x′′ = Ux′; x′ = Vx; ⇒ x′′ =Wx= UVx; W = UV; [W] = [U][V] (4.1)
and investigate its consequences for the transformation of the powers of the vector components (see
also appendix of [5]).
From (3.7) follows for the product of transformations:
x′′iy′′l−i = (
√
[U])l
l∑
j=0
(
U12√
[U]
)i−j ( U22√
[U]
)l−i−j
P(i−j; l−i−j)j
(
1 + 2
U12U21
[U]
)
×(
√
[V])l
l∑
k=0
(
V12√
[V]
)j−k ( V22√
[V]
)l−j−k
P( j−k; l−j−k)k
(
1 + 2
V12V21
[V]
)
×xkyl−k (4.2)
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and treated with the product matrix W
x′′iy′′l−i = (
√
[W])l
l∑
k=0
(
W12√
[W]
)i−k ( W22√
[W]
)l−i−k
P(i−k; l−i−k)k
(
1 + 2
W12W21
[W]
)
×xkyl−k : (4.3)
By comparison of (4.2) with (4.3) follows the identity:
(
W12√
[W]
)i−k ( W22√
[W]
)l−i−k
P(i−k; l−i−k)k
(
1 + 2
W12W21
[W]
)
=
l∑
j=0
(
U12√
[U]
)i−j ( U22√
[U]
)l−i−j
P(i−j; l−i−j)j
(
1 + 2
U12U21
[U]
)
×
(
V12√
[V]
)j−k ( V22√
[V]
)l−j−k
P( j−k; l−j−k)k
(
1 + 2
V12V21
[V]
)
; (4.4)
where the matrix elements of W result from the product UV of the two matrices U and V according
to (
W11; W12
W21; U22
)
=
(
U11; U12
U21; U22
)(
V11; V12
V21; V22
)
=
(
U11V11 + U12V21; U11V12 + U12V22
U21V11 + U22V21; U21V12 + U22V22
)
: (4.5)
We can call (4.4) in connection with (4.5) the addition theorem for the Jacobi polynomials.
Using the 0rst of the relations (3.3), we can represent (4.5) also in the following way:
(
W12√
[W]
)i−k ( W22√
[W]
)l−i−k
P(i−k; l−i−k)k
(
1 + 2
W12W21
[W]
)
=
l∑
j=0
i!(l− i)!
j!(l− j)!
(
U21√
[U]
)j−i ( U22√
[U]
)l−j−i
P( j−i; l−j−i)i
(
1 + 2
U12U21
[U]
)
×
(
V12√
[V]
)j−k ( V22√
[V]
)l−j−k
P( j−k; l−j−k)k
(
1 + 2
V12V21
[V]
)
; (4.6)
or alternatively
(
W12√
[W]
)i−k ( W22√
[W]
)l−i−k
P(i−k; l−i−k)k
(
1 + 2
W12W21
[W]
)
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=
l∑
j=0
j!(l− j)!
k!(l− k)!
(
U12√
[U]
)i−j ( U22√
[U]
)l−i−j
P(i−j; l−i−j)j
(
1 + 2
U12U21
[U]
)
×
(
V21√
[V]
)k−j ( V22√
[V]
)l−k−j
P(k−j; l−k−j)j
(
1 + 2
V12V21
[V]
)
: (4.7)
There are further di=erent forms of writing these relations.
In the special case V = U−1 and therefore W = UV = I, we 0nd from (4.4):
ik =
(
U12√
[U]
)i−k l∑
j=0
(−1)j−k
(
U11√
[U]
)l−j−k ( U22√
[U]
)l−i−j
×P(i−j; l−i−j)j
(
1 + 2
U12U21
[U]
)
P( j−k; l−j−k)k
(
1 + 2
U12U21
[U]
)
; (4.8)
and corresponding forms from (4.6) and (4.7) which we do not write down.
The addition theorem for the Jacobi polynomials can be applied to the derivation of orthogonality
relations for the Hermite 2D polynomials [15,17].
5. Conclusion
In present paper, we have investigated a special aspect of the theory of Hermite and Laguerre
2D polynomials, the appearance of Jacobi polynomials in one of their basic representations. This is
connected with the completely symmetrical irreducible representations of the two-dimensional general
linear group GL(2; C) and the application of some integral operators which generate the Hermite 2D
polynomials from powers of the components of 2D vectors.
The treatment of Hermite 2D polynomials shows that in generalization to higher dimensions ¿ 2,
it should be very advantageous to investigate 0rst the irreducible representations of the -dimensional
general linear group GL(; C) in the basis of powers of D vectors and then to apply the integral
operators which generate the Hermite polynomials from the corresponding powers of the components
of the D vector.
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