Untersuchungen zur algebraischen Unabhängigkeit der Werte von Funktionen vom Mahlerschen Typ by Greuel, Bernd
Untersuchungen zur
algebraischen Unabh

angigkeit
der Werte von Funktionen
vom Mahlerschen Typ
I n a u g u r a l | D i s s e r t a t i o n
zur
Erlangung des Doktorgrades
der Mathematisch{Naturwissenschaftlichen Fakult

at
der Universit

at zu K

oln
vorgelegt von
Bernd Greuel
aus Heimbach
Hundt Druck GmbH, K

oln
K

oln 1999
Berichterstatter: Prof. Dr. P. Bundschuh
Prof. Dr. H. P. Schlickewei
Tag der m

undlichen Pr

ufung: 30. Juni 1999
Inhaltsverzeichnis
Einleitung iv
Symbole und Bezeichnungen ix
1 Einige Hilfsresultate 1
1.1 Absch

atzungen von gewissen Reihenkoezienten . . . . . . . . . . 1
1.2 Konstruktion einer Hilfsfunktion . . . . . . . . . . . . . . . . . . . 5
1.3 Weitere Resultate . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Einige eliminationstheoretische Ergebnisse . . . . . . . . . . . . . 10
2

Uber Mahlersche Funktionen 15
2.1 Zur Existenz Mahlerscher Funktionen . . . . . . . . . . . . . . . . 15
2.2 Zur algebraischen Unabh

angigkeit gewisser Funktionen vom Mah-
lerschen Typ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.1 Beispiele und Anwendungen von Theorem 4 . . . . . . . . 18
2.2.2 Beweis von Theorem 4 . . . . . . . . . . . . . . . . . . . . 23
3

Uber polynomiale Funktionalgleichungen mit einer rationalen
Transformation 27
3.1 Formulierung eines Ergebnisses und Anwendungen . . . . . . . . . 28
i
3.2 Erg

anzungen zu Theorem 1 . . . . . . . . . . . . . . . . . . . . . 29
3.2.1 Qualitative Untersuchungen der Werte Mahlerscher Funk-
tionen an transzendenten Stellen . . . . . . . . . . . . . . 30
3.2.2

Uber Unabh

angigkeitsmae einer speziellen Klasse Mahler-
scher Funktionen . . . . . . . . . . . . . . . . . . . . . . . 33
3.3 Beweis von Theorem 1 . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3.1 Reduktion auf den Fall ! = 0 . . . . . . . . . . . . . . . . 35
3.3.2 Konstruktion einer Hilfsfunktion . . . . . . . . . . . . . . . 36
3.3.3 Anwendung von Lemma 1.13 . . . . . . . . . . . . . . . . . 38
3.4 Beweis der Theoreme 4 und 6 . . . . . . . . . . . . . . . . . . . . 41
4

Uber Funktionen, die impliziten Funktionalgleichungen gen

ugen 45
4.1 Einleitung und Ergebnisse . . . . . . . . . . . . . . . . . . . . . . 45
4.2 Anwendungen von Theorem 1 . . . . . . . . . . . . . . . . . . . . 49
4.3 Beweis von Theorem 1 . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3.1 Beweisskizze . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3.2

Uber Potenzen von f
1
; : : : ; f
m
. . . . . . . . . . . . . . . . 52
4.3.3 Ein erster Reduktionsschritt . . . . . . . . . . . . . . . . . 54
4.3.4 Ein weiterer Reduktionsschritt . . . . . . . . . . . . . . . . 56
4.3.5

Uber gewisse Dierenzenungleichungen . . . . . . . . . . . 58
4.3.6

Uber die Existenz der Polynome R
j
. . . . . . . . . . . . . 60
4.3.7 Beweisende . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.4 Untersuchungen des Falls m = 1 . . . . . . . . . . . . . . . . . . . 65
4.4.1 d = d
y
(P ) . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.4.2 d 6= d
y
(P ) . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
ii
5
Uber lineare Funktionalgleichungen mit algebraischen Transfor-
mationen 69
5.1 Einleitung und Ergebnisse . . . . . . . . . . . . . . . . . . . . . . 69
5.2 Beweis von Theorem 1 . . . . . . . . . . . . . . . . . . . . . . . . 71
5.2.1 Reduktion auf den Fall ! = 0 . . . . . . . . . . . . . . . . 72
5.2.2 Iteration der Funktionalgleichung . . . . . . . . . . . . . . 72
5.2.3 Konstruktion geeigneter Hilfsfunktionen . . . . . . . . . . 77
5.3 Beweis von Korollar 3 . . . . . . . . . . . . . . . . . . . . . . . . 82
Literaturverzeichnis 84
Eidesstattliche Erkl

arung 91
Lebenslauf 92
iii
Einleitung
In der vorliegenden Arbeit besch

aftigen wir uns mit den arithmetischen Eigen-
schaften der Werte gewisser Funktionen, die zuerst vonMahler ([34] { [36]) un-
tersucht wurden. Der Startpunkt seiner Untersuchungen war, da er aus Lange-
weile (vgl. [39]) zeigen wollte, da
P
n0

2
n
f

ur rationale  mit 0 < jj < 1
irrational ist. Dar

uber weit hinausgehend konnte er zeigen, da diese und weitere
Zahlen transzendent sind.
Mit Fragen der Transzendenz { dabei heit eine Zahl transzendent, wenn alle
ihre Potenzen Q{linear unabh

angig sind { besch

aftigt man sich seit 1844, als es
Liouville gelang, transzendente Zahlen zu konstruieren. Als weitere Highlights
dieser Entwicklung im 19. Jahrhundert seien noch die Ergebnisse von Hermite
(1873) { er konnte zeigen, da e nicht algebraisch ist { und Lindemann (1882)
erw

ahnt, der die Transzendenz von  bewies. Das erste Ergebnis

uber algebraische
Unabh

angigkeit stammt von Lindemann undWeierstrass (1885), die aus der
Q{linearen Unabh

angigkeit der algebraischen Zahlen 
1
; : : : ; 
m
die algebraische
Unabh

angigkeit von e

1
; : : : ; e

m
folgern konnten. Komplexe Zahlen !
1
; : : : ; !
m
heien dabei algebraisch unabh

angig bzw. genauer algebraisch unabh

angig

uber
Q, wenn alle ihre Potenzen !

1
1
  !

m
m
f

ur alle nichtnegativen ganzen Zahlen

1
; : : : ; 
m
linear unabh

angig

uber Q sind. Weitere bedeutende Anst

oe kamen
in der ersten H

alfte dieses Jahrhunderts von Gel'fond, Schneider und Sie-
gel. F

ur die Entwicklung der Transzendenztheorie seit dieser Zeit vergleiche man
die hervorragenden

Ubersichtsartikel von Waldschmidt ([76, 80] bzw. [78]), in
denen man weitere Literaturangaben ndet.
1996 sorgte ein neues Resultat von Nesterenko [44] f

ur Aufsehen. Nesteren-
ko konnte die algebraische Unabh

angigkeit von bestimmten Eisenstein{Reihen
(s.u.) zeigen. Dieses Ergebnis nutzend konnten beispielsweise Duverney, Kei-
ji Nishioka, Kumiko Nishioka und Shiokawa ([14] { [16]) bzw. Shiokawa
[67] die Transzendenz bzw. algebraische Unabh

angigkeit gewisser Reihen zeigen.
iv
Desweiteren wird vermutet (vgl. Bertrand [10] bzw. Diaz [13]), da man auf-
bauend auf der obigen Arbeit von Nesterenko sogar eine spezielle Version des
sogenannten Vierexponentensatzes beweisen k

onnte. F

ur eine

ubersicht

uber die-
sen gesamten Themenkreis vergleiche man beispielsweise Waldschmidt [81].
Doch kommen wir nun zu den von Mahler untersuchten Zahlen. Charakte-
ristisch f

ur die von ihm betrachteten Zahlen war, da sie allesamt Werte von
Funktionen waren, die einem speziellen Typ von Funktionalgleichung, etwa
f
 
z
d

= R(z; f(z));
gen

ugten, wobei d 2 INn f1g und R eine rationale Funktion ist. So gen

ugt die oben
betrachtete Funktion f(z) =
P
n0
z
2
n
der Funktionalgleichung f(z
2
) = f(z)  
z. Mahler beschr

ankte sich nicht nur auf die Untersuchung von Funktionen
einer Ver

anderlichen, sondern verallgemeinerte seine Methode auch f

ur mehrere
Unbestimmte. So konnte er (vgl. auch Theorem 2.3.4 in [54]) insbesondere folgern,
da f

ur eine positive quadratische Irrationalzahl ! und f

ur algebraische Zahlen 
1
und 
2
mit 0 < j
1
j ; j
1
j j
2
j
!
< 1 der Wert F
!
(
1
; 
2
) der erstmals von Hecke
[23] untersuchten Reihe
F
!
(z
1
; z
2
) =
1
X
=1
[!]
X
=1
z

1
z

2
transzendent ist. Speziell ist f

ur jede algebraische Zahl  mit 0 < jj < 1 der
Wert
f
!
() =
1
X
=1
[!] 

transzendent. Desweiteren konnteMahler zeigen, da je endlich viele Werte aus
der Menge
f
!
(); f
0
!
(); f
00
!
(); : : :
algebraisch unabh

angig

uber Q sind.
Diese sehr allgemeinen Ergebnisse von Mahler wurden lange Zeit nicht beach-
tet. Dies

anderte sich zum Teil 1969, als Mahler in seinem

Ubersichtsartikel
[37] auf seine fr

uheren Ergebnisse hinwies und drei neue Probleme aufwarf. Dies
war der Startpunkt f

ur eine Entwicklung, die insbesondere von Kubota ([24] {
[26]), Loxton und van der Poorten ([27] { [33]) (man vergleiche dazu auch
den

Ubersichtsartikel in [32]) und Kumiko Nishioka [47, 48] vorangetrieben
wurde. Nishioka [54, Theorem 2.10.3] konnte beispielsweise die Transzendenz
von F
!
(
1
; 
2
) und f
!
() unter den obigen Bedingungen an 
1
; 
2
bzw.  f

ur
v
jede Irrationalzahl ! mit 0 < ! < 1, die schlecht approximierbar ist, zeigen.
Dabei ist ! genau dann schlecht approximierbar, wenn die Folge ihrer Teilnenner
beschr

ankt ist (vgl. Theorem 1.5 F in Schmidt [64]).
Zu Beginn der 90er Jahre kamen neue Anst

oe f

ur die Mahlersche Methode von
Nishioka ([49] { [51] und [53]), die die eliminationstheoretischen Methoden von
Nesterenko und Philippon { f

ur eine

Ubersicht

uber diese Methode verglei-
che man etwa Abschnitt 4.1 in Nishioka [54] bzw. 6.3 in Fel'dman und Nes-
terenko [17]{ auf Funktionen, die allgemeineren Funktionalgleichungen vom
Mahlerschen Typ gen

ugen, anwandte und daraus allgemeine Ergebnisse

uber die
algebraische Unabh

angigkeit der Werte dieser Funktionen erhielt. Diverse Auto-
ren, hier seien besonders Amou [1, 2], Becker, Tanaka [68, 69] und T

opfer
erw

ahnt, folgten diesem Ansatz und konnten, zum Teil mit Hilfe der Ergebnisse
von Nishioka, neue Ergebnisse und Anwendungen nden.
Neuen Aufschwung erhielt die Mahlersche Methode 1996, als Barr

e{Sirieix,
Diaz, Gramain und Philibert [4] { man vergleiche Barr

e [3] f

ur ein quan-
titatives Resultat { mit der klassischen Methode eine Vermutung von Mahler
[37] im klassischen bzw. Manin [41] im p{adischen Fall

uber die Transzendenz
von J(q) = j(log q=2i) f

ur algebraisches q mit 0 < jqj < 1, wobei j(!) die ellip-
tische Modulform ist, bewiesen. Dieses Ergebnis wurde von Nesterenko [43, 44]
verbessert, der zeigen konnte, da mindestens drei der Zahlen
q; J(q); J
0
(q); J
00
(q)
algebraisch unabh

angig sind, woraus man dann insbesondere die algebraische
Unabh

angigkeit von  
 
1
4

;  und e

folgern kann. F

ur ein Unabh

angigkeitsma
vergleiche man Nesterenko [45], welches aber im Spezialfall schlechter ist als
das Resultat von Barr

e [3].
Obwohl man mit der Mahlerschen Methode hervorragende qualitative wie auch
quantitative Ergebnisse erziehlt hat, suchte man lange Zeit vergebens nach einem
Lehrbuch, das diese Methode behandelt. Das ging sogar soweit, da Mahler
diese Methode und Ergebnisse in seinem Buch

uber transzendente Zahlen [38]
{immerhin zu seiner Zeit eines der ersten Lehrb

ucher

uber Transzendenztheorie{
in keiner Weise erw

ahnt hat. 1996 ist eine Monographie (Nishioka [54])

uber die
Mahlersche Methode erschienen. Dies ist zur Zeit das einzige Lehrbuch (vgl. dazu
die Einleitung in [17]), in dem man eine ausf

uhrliche Darstellung dieser Methode
nden kann.
Doch kommen wir nun zu der vorliegenden Arbeit zur

uck. Im ersten Kapitel wer-
den einige vorbereitende

Uberlegungen zur Konstruktion geeigneter Hilfsfunktio-
vi
nen dargestellt, die in den folgenden Kapiteln verwendet werden. Weiterhin ndet
man dort auch einige Ergebnisse der oben bereits erw

ahnten eliminationstheo-
retischen Methode von Nesterenko und Philippon in einer axiomatisierten
Form.
Ein notwendiges Kriterium daf

ur, da gewisse Funktionswerte algebraisch un-
abh

angig sind, ist, da die entsprechenden Funktionen selbst bereits algebraisch
unabh

angig

uber einem geeigneten Funktionenk

orper sind. Mit diesem Problem
besch

aftigen wir uns im zweiten Kapitel, wo wir ein Kriterium daf

ur angeben
und beweisen werden, da Funktionen, die speziellen polynomialen Funktional-
gleichungen gen

ugen,

uber C (z) algebraisch unabh

angig sind (vgl. [21]).
Im dritten Kapitel untersuchen wir die Werte von Funktionen, die polynomia-
len Funktionalgleichungen mit einer rationalen Transformation T gen

ugen. So
untersuchen wir einerseits den Transzendenzgrad von Q (f
1
(); : : : ; f
m
())

uber
Q sowohl an algebraischen als auch transzendenten Stellen . In diesem Kapitel
gehen wir auch kurz auf die Problematik quantitativer Ergebnisse ein.
Eines der drei Probleme, dieMahler in [37] aufwarf, war, die Transzendenz von
f() in dem Fall zu zeigen, wo f einer Funktionalgleichung des Typs
P
 
z; f(z); f
 
z
d

= 0
gen

ugt. Im vierten Kapitel gehen wir darauf ein und beantworten teilweise eine
Frage von T

opfer [74]. Speziell zeigen wir dort, da die Werte
1
Y
j=0

1  
d
j

;
1
Y
j=0

1  
d
j

2
j
; : : : ;
1
Y
j=0

1  
d
j

n
j
f

ur eine algebraische Zahl  mit 0 < jj < 1 algebraisch unabh

angig

uber Q sind,
falls nur d im Vergleich zu n hinreichend gro ist (vgl. [22]).
Im abschlieenden Kapitel 5 benutzen wir die im vierten Kapitel entwickelte
Beweistechnik erneut und untersuchen dort die Werte Mahlerscher Funktionen,
die linearen Funktionalgleichungen mit algebraischen Transformationen gen

ugen,
an algebraischen Argumenten.
An dieser Stelle sei noch ein Ausblick gestattet: Mit den in dieser Arbeit dar-
gestellten Techniken sollte es m

oglich sein, die Hauptergebnisse der Kapitel 3, 4
und 5 zu vereinigen, d.h. die algebraische Unabh

angigkeit von Werten mehrerer
Funktionen an algebraischen Stellen f

ur algebraische Transformationen T und
vii
beliebigen impliziten Funktionalgleichungen
P
 
z; f(z); f (T (z))

= 0
zu untersuchen. Dadurch w

are die Frage von T

opfer in [74] vollst

andig be-
antwortet. Allerdings erweist es sich als schwierig, daf

ur neue Anwendungen zu
nden. Um quantitative Ergebnisse zu erhalten, ben

otigt man eine allgemeine
obere Nullstellenabsch

atzung f

ur gewisse Funktionen. Der Beweis eines solchen
Resultats scheint mit den hier entwickelten Methoden aber nicht m

oglich zu sein.
An dieser Stelle m

ochte ich Herrn Prof. Dr. P. Bundschuh herzlich f

ur die
Anregung und Betreuung dieser Arbeit und die vielen hilfreichen Bemerkungen
und Hinweise danken.
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Symbole und Bezeichnungen
Die in der vorliegenden Arbeit benutzten Symbole und Bezeichnungen sind weit-
gehend kanonisch, die wesentlichen sind im Anschlu aufgelistet und erkl

art:
Die Mengensymbole IN; IN
0
; Z; Q; IR; IR
+
; C werden wie

ublich verwendet.
b
C :=
C [ f+1g, und f

ur einen K

orper L ist L

:= Ln f0g. Q  C bezeichnet den
K

orper der

uber Q algebraischen Zahlen. K ist stets ein Zwischenk

orper von Q
und Q: Den Ganzheitsring eines solchen K

orpers bezeichnen wir mit O
K
, wo-
bei ein Element  2 K ganz bzw. ganzalgebraisch heit, wenn das ganzzahlige
Minimalpolynom von  normiert ist.
Ist LjQ eine endliche K

orpererweiterung, so ist [L : Q] deren Grad. Falls LjQ
eine transzendente Erweiterung ist, wird der Transzendenzgrad von L

uber Q mit
trdeg
Q
L bezeichnet.
F

ur eine algebraische Zahl  ist  das Maximum der Betr

age der Nullstellen des
Minimalpolynoms von  und wird als das Haus von  bezeichnet. Die nat

urliche
ZahlD ist ein Nenner der algebraischen Zahl ; wenn D ganzalgebraisch ist. Die
kleinste derartige nat

urliche Zahl heit der Nenner von  und wird mit Nen()
bezeichnet.
F

ur ein Polynom P 2 C [z; y
1
; : : : ; y
m
] ist deg
y
i
P der Grad von P bez

uglich y
i
,
deg
y
P der Gesamtgrad in y := (y
1
; : : : ; y
m
), und deg P ist der Gesamtgrad von P:
Im weiteren Verlauf schreiben wir auch h

aug abk

urzend: d
y
i
P := deg
y
i
P bzw.
d
y
P := deg
y
P .
Sind die Koezienten des Polynoms P algebraisch, so ist die H

ohe H(P ) bzw.
die L

ange L(P ) das Maximum bzw. die Summe der H

auser der Koezienten.
F

ur eine algebraische Zahl  sind der Grad deg, die H

ohe H() und die L

ange
L() von  deniert als der Grad, die H

ohe bzw. die L

ange des ganzzahligen
Minimalpolynoms von :
ix
F
ur eine Funktion T bezeichnen wir mit T
k
() die k{te Iterierte von T an , die
f

ur k 2 IN deniert ist durch:
T
0
() =  und T
k
() := T
 
T
k 1
()

:
Die k{te Potenz von T an  bezeichnen wir im Gegensatz dazu mit T ()
k
: Ein
Punkt ! 2 C heit Fixpunkt von T der Ordnung , wenn die Funktion T   ! in
! eine Nullstelle der Ordnung  hat. Ist ! = +1, so heit ! Fixpunkt von T der
Ordnung , wenn T bei 1 einen Pol der Ordnung  hat. Diese Fixpunktordnung
bezeichnen wir dann kurz mit ord
!
T .
F

ur einen Multiindex  2 IN
m
0
setzen wir





:= 
1
+   + 
m
: Sind  2 IN
m
0
und
y 2 C
m
, so ist y

deniert durch y

:= y

1
1
   y

m
m
:
[c] ist die gr

ote ganze Zahl unterhalb der reellen Zahl c:
Die im Text vorkommenden Konstanten c; c
0
; c
1
; : : : und 
0
; 
1
; : : : sind stets reell,
positiv und unabh

angig von den jeweiligen Parametern, in der Regel M;N; k.
Der Einfachheit halber numerieren wir die Konstanten nicht durch, so da in den
einzelnen Beweisschritten die Konstanten unterschiedliche Werte haben k

onnen.
H

aug verwenden wir auch die folgende Schreibweise: f(k;N)  g(k;N) bzw.
f(k;N)  g(k;N), was bedeuteten soll, da es eine Konstante c > 0 gibt, die
von k und N unabh

angig ist, mit
f(k;N)  c g(k;N) bzw. f(k;N)  c g(k;N):
Wird im Text Lemma 3 zitiert, so ist Lemma 3 im gleichen Kapitel gemeint; Theo-
reme, Lemmata usw. aus anderen Kapiteln werden unter Angabe der Kapitel-
nummer zitiert. W

ahrend in den S

atzen bzw. Lemmata zum Teil bekannte Er-
gebnisse zitiert werden, stellen die Theoreme die Hauptergebnisse der einzelnen
Kapitel dar.
x
Kapitel 1
Einige Hilfsresultate
Im vorliegenden Kapitel werden wir die f

ur die sp

ateren Beweise

uber algebra-
ische Unabh

angigkeit entscheidenden Hilfsmittel bzw. Ergebnisse bereitstellen.
Dabei wird in den Beweisen stets eine Folge von Polynomen (Q
k
)
k
0
kk
1
2
O
K
[y
1
; : : : ; y
m
] f

ur einen festen Zahlk

orper K zu konstruieren sein, f

ur die man
gute Oberschranken f

ur Grad, H

ohe und obere bzw. untere Absch

atzungen f

ur die
Werte jQ
k
(f
1
(); : : : ; f
m
())j kennt. Die daf

ur notwendigen allgemeinen Hilfsmit-
tel werden in den folgenden Paragraphen behandelt. Letztlich werden die Beweise
auf ein Kriterium f

ur algebraische Unabh

angigkeit, welches in der hier angege-
benen Form von T

opfer stammt, zur

uckgef

uhrt.
1.1 Absch

atzungen von gewissen Reihenkoe-
zienten
Um den Wert jQ
k
(f
1
(); : : : ; f
m
())j in geeigneter Weise nach oben bzw. unten
zu beschr

anken, ben

otigt man genaue Kenntnisse

uber die H

auser und Nenner
der Taylorkoezienten der Funktionen f
1
; : : : ; f
m
.
F

ur  2 IN
0
;  2 IN
m
0
und f
i
(z) :=
1
P
j=0
f
i;j
z
j
(i = 1; : : : ; m) wollen wir dazu
vorab die folgenden Bezeichnungen vereinbaren:
f
i
(z)

=
1
X
j=0
f
()
i;j
z
j
mit f
()
i;j
:=
X

1
;:::;

2IN
0

1
++

=j
f
i;
1
  f
i;

;(1)
1
f(z)

= f
1
(z)

1
   f
m
(z)

m
=
1
X
j=0
f
(

)
j
z
j
mit f
(

)
j
:=
X

1
;:::;
m
2IN
0

1
++
m
=j
f
(
1
)
1;
1
   f
(
m
)
m;
m
:(2)
Im folgenden Lemma wird gezeigt, da die H

auser und Nenner der Koezienten
f
()
i;j
und f
(

)
j
nicht zu schnell anwachsen.
Lemma 1
Wenn reelle Zahlen L  1; c 2 IR
+
und eine nat

urliche Zahl D existieren, so
da f

ur einen geeigneten algebraischen Zahlk

orper K , f

ur i = 1; : : : ; m und alle
j 2 IN
0
f
i;j
 exp
 
c
 
1 + j
L

und D
[
c
(
1+j
L
)
]
f
i;j
2 O
K
(3)
gilt, so folgt f

ur alle  2 IN
0
bzw.  2 IN
m
0
:
(i) f
()
i;j
 exp
 
c
 
+ j
L

und D
[
c
(
+j
L
)]
f
()
i;j
2 O
K
,
(ii) f
(

)
j
 exp
 
c
 





+ j
L

und D
[
c
(j

j
+j
L
)]
f
(

)
j
2 O
K
.
Beweis
Die obigen Absch

atzungen folgen sofort aus der Bedingung L  1, den Formel-
zeilen (1) { (3) und der Beobachtung, da die Anzahl der Multiindizes  2 IN

0
mit 
1
+ : : :+ 

= j beschr

ankt ist durch

j +   1
  1

 2
j+
:

Bemerkung
Im Gegensatz zu dem folgenden Lemma 2 mu im Lemma 1 nicht nur verlangt
werden, da die Koezienten von f
1
; : : : ; f
m
algebraisch sind (vgl. Formelzeile
(3)), sondern zus

atzlich noch, da sie alle in einem festen algebraischen Zahlk

orper
liegen und die H

auser bzw. Nenner nicht zu stark anwachsen. Ein zu Lemma 2
analoges Resultat ist unter den allgemeinen Bedingungen von Lemma 1 nicht zu
erwarten. Man vergleiche dazu allerdings das sp

ater folgende Lemma 4.
2
Lemma 2
Sei T algebraisch

uber Q(z), holomorph in einer Umgebung U um 0, und 0 sei ein
Fixpunkt von T der Ordnung   2. Sei f(z) =
1
P
j=0
f
j
z
j
eine Potenzreihe mit al-
gebraischen Koezienten, welche in U konvergiert und einer Funktionalgleichung
der Form
P (z; f(z); f(T (z))) = 0
in U mit einem Polynom P 2 Q [z; y; u] n f0g mit d
u
(P )  1 gen

ugt. Sei " 2 IR
+
beliebig. Dann existieren eine eektiv berechenbare Konstante c 2 IR
+
, die von "
abh

angen kann, eine Zahl D 2 IN und ein algebraischer Zahlk

orper K , so da f

ur
j 2 IN
0
gilt:
(i) f
j
2 K ;
(ii) f
j
 exp
 
c
 
1 + j
1+"

;
(iii) D
1+j
f
j
2 O
K
:
Beweis
Dies ist Proposition 1 in Becker [8]. 
Bemerkung
Ist T (z) = z
d
mit d  2, so kann man in Lemma 2 den Term j
1+"
durch j log(j+1)
ersetzen (vgl. Nishioka [54, Lemma 1.5.3]). Man beachte auch die Verallgemei-
nerung (Nishioka [48, Theorem 2]) f

ur mehrere Variablen z
1
; : : : ; z
n
.
Im Spezialfall, da f
1
; : : : ; f
m
einem System von linearen Funktionalgleichungen
mit einer rationalen Transformation T gen

ugt, hat T

opfer [72] bewiesen, da
in diesem Fall L = 1 in Lemma 1 gew

ahlt werden kann. Das folgende Lemma
4 verallgemeinert dieses Ergebnis f

ur algebraische Transformationen. Doch zuvor
ben

otigen wir daf

ur noch ein weiteres Lemma.
Lemma 3
Sei T algebraisch

uber Q(z) und in einer Umgebung um 0 holomorph, dann
gelten f

ur die H

auser und Nenner der Koezienten t
`
von T in einem geeigneten
algebraischen Zahlk

orper K und mit geeigneten Konstanten D 2 IN und c 2 IR
+
:
(i) t
`
2 K ,
(ii) D
`+1
t
`
2 O
K
und t
`
 exp(c(`+ 1)):
3
Beweis
Dies folgt aus Lemma 6 in Becker [8] und dem Satz von Eisenstein

uber die
Taylorkoezienten algebraischer Funktionen (s. Polya{Szeg

o [61, Chap. 3.2
., 4.4] oder Schmidt [65]). 
Nun aber zu dem bereits angek

undigten
Lemma 4
Sei T wie im Lemma 2, seien f
1
; : : : ; f
m
in einer Umgebung U um 0 holomorph
und gen

ugen in U der folgenden Funktionalgleichung:
a(z)f(z) = A(z)f (T (z)) +B(z);(4)
wobei A(z) in U eine regul

are mm Matrix mit Eintr

agen in Q [z] ist, B(z) 2
 
Q [z]

m
und a(z) 2 Q [z] mit a(0) 6= 0:
Sind die Koezienten der Taylorentwicklung der Funktionen f
1
; : : : ; f
m
um =
algebraisch, dann gibt es einen algebraischen Zahlk

orper K , Konstanten D 2 IN
und c 2 IR
+
, die lediglich von f
1
; : : : ; f
m
abh

angen, so da f

ur alle i = 1; : : : ; m
und j 2 IN
0
gilt:
(i) f
i;j
2 K ;
(ii) f
i;j
 exp(c(1 + j)) und D
[c(1+j)]
f
i;j
2 O
K
:
Bemerkung
Unter den speziellen Voraussetzungen von Lemma 4 kann man also in Lemma 1
den Exponenten L = 1 w

ahlen.
Beweis
Ohne Beschr

ankung der Allgemeinheit kann man annehmen, da f
i
(0) = 0 f

ur
alle i = 1; : : : ; m gilt, sonst betrachte man f
i
(z)  f
i
(0).
Aufgrund der Voraussetzung a(0) 6= 0 sind alle Eintr

age von a(z)
 1
A(z) (und
damit auch die von a(z)
 1
B(z)) in z = 0 holomorph.
Sei nun K der algebraische Zahlk

orper, der von den Koezienten von T (vgl.
dazu Lemma 3), den Koezienten der Eintr

age von a(z)
 1
A(z) und a(z)
 1
B(z)
und endlich vielen Koezienten der Funktionen f
1
; : : : ; f
m
erzeugt wird.
Mit a(z)
 1
A(z) := (a
i;j
(z))
1i;jm
; a(z)
 1
B(z) := (b
i
(z))
1im
und
a
i;j
(z) :=
1
X
h=0
a
i;j;h
z
h
; b
i
(z) :=
1
X
h=0
b
i;h
z
h
;
4
T (z) :=
1
X
h=
t
h
z
h
; (T (z))
`
:=
1
X
h=`
t
(`)
h
z
h
folgt aus der Funktionalgleichung (4) f

ur i = 1; : : : ; m
1
X
h=0
f
i;h
z
h
=
m
X
j=1
 
1
X
h=0
a
i;j;h
z
h
!(
1
X
`=1
f
j;`
 
1
X
h=`
t
(`)
h
z
h
!)
+
1
X
h=0
b
i;h
z
h
=
1
X
h=
8
<
:
m
X
j=1
h
X
=
a
i;j;h 
0
@
X
1`


f
j;`
t
(`)

1
A
9
=
;
z
h
+
1
X
h=0
b
i;h
z
h
:
Somit erhalten wir f

ur i = 1; : : : ; m und h 2 IN die folgende Identit

at:
f
i;h
= b
i;h
+
h
X
=
m
X
j=1
a
i;j;h 
0
@
X
1`


f
j;`
t
(`)

1
A
:(5)
Aus Lemma 3 und (5) folgt bereits die erste Aussage von Lemma 4, die zweite
Aussage folgt sofort per Induktion, indem man   2 beachtet. 
1.2 Konstruktion einer Hilfsfunktion
In diesem Paragraphen wird f

ur einen beliebigen algebraischen Zahlk

orper K ein
Polynom R 2 O
K
[z; y
1
; : : : ; y
m
] n f0g konstruiert, so da R
 
z; f(z)

in 0 eine
hohe Nullstellenordnung hat. Vorbereitend daf

ur ist das folgende:
Lemma 5 (Ein Siegelsches Lemma)
Sei K ein algebraischer Zahlk

orper, seien m;n 2 IN mit n > m. Die H

auser
der Koezienten a
ij
2 O
K
f

ur i = 1; : : : ; m und j = 1; : : : ; n seien durch A
beschr

ankt. Dann gibt es eine von n;m;A und den Koezienten a
ij
unabh

angige
Konstante c 2 IR
+
, so da alle Gleichungen
n
X
j=1
a
ij
x
j
= 0 (i = 1; : : : ; m)
durch ein x 2 O
n
K
n f0g erf

ullt sind, wobei f

ur die H

auser von x
1
; : : : ; x
n
gilt:
x
j
 (cnA)
m=(n m)
:
Beweis
Dies ist Hilfssatz 31 in Schneider [66]. 
5
Lemma 6
Seien m;N 2 IN mit N   = (m) 2 IR
+
und Funktionen f
1
; : : : ; f
m
, die den
Voraussetzungen von Lemma 1 gen

ugen m

ogen, gegeben. Dann existiert f

ur eine
geeignete Konstante c 2 IR
+
ein Polynom R 2 O
K

z; y

n f0g mit
(i) deg
z
R  N; deg
y
R  N ,
(ii) logH(R)  cN
(m+1)L
,
(iii)  := ord
0
R
 
z; f(z)


1
4m!
N
m+1
:
Beweis
Wir setzen
R
 
z; y

=
N
X
=0
X
j

j
N
r
;
z

y

mit den (N + 1)

N +m
m

Unbekannten r
;
. Dann gilt:
R
 
z; f(z)

=
N
X
=0
X
j

j
N
r
;
z

f(z)

=
1
X
h=0

h
z
h
mit (vgl. Formel (2))

h
=
minfh;Ng
X
=0
X
j

j
N
r
;
f
(

)
h 
:(6)
Durch die Forderung 
h
= 0 f

ur 0  h <
1
4m!
N
m+1
entsteht ein lineares Glei-
chungssystem mit

1
4m!
N
m+1

+ 1 Gleichungen und
(N + 1)

N +m
m


1
m!
N
1+m
> 2

1
4m!
N
m+1
+ 1

Unbekannten.
Nach Multiplikation mit D
[
cN
(1+m)L
]
(vgl. Lemma 1) sind die Koezienten f
(

)
h 
ganzalgebraisch, und ihre H

auser sind durch exp
 
c
 
N
(1+m)L

beschr

ankt. So-
mit folgt die Behauptung aus dem Siegelschen Lemma (Lemma 5). Man beachte
dabei, da f

ur den sogenannten Siegelschen Exponenten m=(n m) < 1 gilt. 
6
Lemma 7
Seien S; U
1
; : : : ; U
d
2 C mit S
d
+ U
1
S
d 1
+   + U
d
= 0 und
 X
1
 log jSj   X
2
; log jU
i
j  Y (1  i  d)
mit X
1
; X
2
; Y 2 IR
+
und X
2
 X
1
, dann existiert ein j 2 f1; : : : ; dg, so da gilt:
 dX
1
  Y   log d  log jU
j
j   X
2
+ Y + log d:
Bemerkung
Wie man an den Beispielen S
d
+ U
d
= 0 bzw. S
d
+ U
1
S
d 1
= 0 sieht, ist die
Abh

angigkeit der Schranken von jU
j
j bez

uglich X
1
; X
2
bestm

oglich.
Beweis
Dies ist Lemma 4.2.3 in Wass [82]. 
1.3 Weitere Resultate
Hier werden nun die Ergebnisse der Paragraphen 1.1 und 1.2 ausgenutzt, um gute
obere und untere Absch

atzungen f

ur


R
 
T
k
(); f
 
T
k
()



abh

angig von k und
R; T zu erhalten, wobei R das Polynom aus Lemma 6 ist. Im weiteren Verlauf
wird dann aus diesem Polynom mit Hilfe von Lemma 7 ein Polynom Q 2 O
K

y

zu konstruieren sein, worauf man schlielich Lemma 13 anwenden kann.
Lemma 8 (Fundamentallemma)
F

ur  2 Q

gilt
jj  (Nen())
 [Q():Q]

1 [Q():Q]
:
Beweis
Man vergleiche Lemma 6.4.2 in Bundschuh [11]. 
Wir

ubernehmen weiterhin noch die folgende Liouville{Absch

atzung f

ur die
Werte von Polynomen mit algebraischen Koezienten an algebraischen Stellen.
Lemma 9
Seien K ein algebraischer Zahlk

orper und Q 2 O
K
[y
1
; : : : ; y
m
] mit deg
y
j
Q  d
j
f

ur j = 1; : : : ; m. Seien 
1
; : : : ; 
m
algebraische Zahlen mit deg (
j
)  b
j
f

ur
j = 1; : : : ; m und b := [K (
1
; : : : ; 
m
) : Q]. Ist Q (
1
; : : : ; 
m
) 6= 0; so gilt:
log jQ (
1
; : : : ; 
m
)j  (1  b) logL(Q
k
) 
m
X
j=1
d
j
b
b
j
logL(
j
):
7
Beweis
Siehe Lemma 5 in Galochkin [18] oder auch Proposition 4 in T

opfer [74]. 
Lemma 10
Sei T holomorph in einer Umgebung U um 0, und 0 sei ein Fixpunkt von T der
Ordnung   2. Eine komplexe Zahl  2 U erf

ulle T
k
() 6= 0 f

ur alle k 2 IN
0
und lim
k!1
T
k
() = 0. Dann gilt f

ur alle hinreichend groen k:
 c
1

k
 log


T
k
()


  c
2

k
;
wobei die Konstanten c
1
; c
2
2 IR
+
lediglich von T und  abh

angen.
Beweis
Die Absch

atzungen f

ur


T
k
()


sind oensichtlich. Da 0 eine Nullstelle von T
der Ordnung   2 ist, kann man schreiben: T (z) = z

g(z), wobei g in einer
hinreichend kleinen Umgebung um 0 holomorph und von 0 verschieden ist, also
dort beschr

ankt ist. Aus der induktiv zu zeigenden Formel
T
k
(z) = z

k
k 1
Y
j=0
g
 
T
j
(z)


k 1 j
folgt schlielich die Behauptung. 
Lemma 11
Seien Q 2 C [z] beliebig und ; T wie im Lemma 10, dann gibt es Konstanten
c
1
; c
2
2 IR
+
, die nur von ; T und Q abh

angen, so da f

ur alle k 2 IN
0
mit
Q
 
T
k
()

6= 0 gilt:
 c
1

k
 log


Q
 
T
k
()



 c
2
:
Beweis
Da Q(z) :=
r
P
j=s
q
j
z
j
in einer Umgebung von 0 beschr

ankt ist und T
k
() ! 0,
folgt somit bereits die rechte Seite der Ungleichung von Lemma 11. Um die linke
Seite einzusehen, beachte man Lemma 10 und q
s
6= 0 bzw. Q
 
T
k
()

6= 0. Damit
erh

alt man
log


Q
 
T
k
()



= s log


T
k
()


+ log





r
X
j=s
q
j
T
k
()
j s





  
k
gleichg

ultig, ob s = 0 oder s > 0. 
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Lemma 12
Konvergieren die Funktionen f
1
; : : : ; f
m
in einer Umgebung U um 0, erf

ullen die
Bedingungen in (3) von Lemma 1, und ist R
 
z; f (z)

=
1
P
j=

j
z
j
mit  wie in
Lemma 6, dann gilt f

ur h 2 IN;  2 U mit nur von f;  und L abh

angigen,
positiven Konstanten c > 0:
(i) j
h
j  exp
 
c
 
h+N
(1+m)L

 exp
 
c
 
h+ 
L

,
(ii) j

j  exp
 
 c 
L

.
(iii) Sind T und  wie in Lemma 10, dann existieren weitere Konstanten c
1
; c
2
>
0, so da f

ur alle k 2 IN mit 
k
 
L
, gilt:
 c
1
 
k
 log


R
 
T
k
(); f
 
T
k
()



  c
2
 
k
:
Beweis
Nach Formel (6) gilt

h
=
minfh;Ng
X
=0
X
j

j
N
r
;
f
(

)
h 
:
Da die Funktionen f
i
in einer Umgebung U des Nullpunktes holomorph sind,
folgt nach dem Satz von Cauchy{Hadamard bereits jf
i;j
j  exp((j +1)): Damit
erhalten wir analog zum Beweis von Lemma 1




f
(

)
h




 exp
 

 





+ h

:
Also folgt aus Lemma 6 bereits der erste Teil von Lemma 12.
Sind D;L; c wie in Lemma 1, so ist wegen   N
1+m
D
[
c(N+
L
)
]


2 O
K
und


 exp
 

 
N
(1+m)L
+ 
L
+N

 exp
 

L

:
Zusammen mit dem Fundamentallemma (Lemma 8) folgt daher der zweite Teil.
Um den letzten Teil von Lemma 12 zu beweisen, zerlegen wir
R
 
T
k
(); f
 
T
k
()

= 

 
T
k
()


 
1 +
1
X
h=1

h+


 
T
k
()

h
!
9
und zeigen, da unter der Voraussetzung 
k
 
L
die Summe in der Klammer
betraglich durch 1/2 beschr

ankt ist:
Nach Lemma 10 und den beiden ersten Teilen dieses Lemmas gilt:





1
X
h=1

h+


 
T
k
()

h






1
X
h=1
exp
 
c
2
 

L
+ h

+ c
3

L
  
0
h
k


1
X
h=1
exp
 

1

L
  
2
h
k


1
2
;
also
1
2




 
T
k
()







R
 
T
k
(); f
 
T
k
()




3
2




 
T
k
()




;
und damit folgt der letzte Teil von Lemma 12 aus den Absch

atzungen (i), (ii)
und Lemma 10. 
1.4 Einige eliminationstheoretische Ergebnisse
Zum Abschlu dieses Kapitels zitieren wir noch drei Ergebnisse, die in der hier
angegebenen Form von T

opfer stammen.
Im weiteren Verlauf dieser Arbeit benutzen wir das folgende Kriterium f

ur alge-
braische Unabh

angigkeit:
Lemma 13
Seien ! 2 C
m
und K ein algebraischer Zahlk

orper. Wenn f

ur eine Konstante
c = c(!; K ) 2 IR
+
Funktionen  
1
;  
2
;  : IN  ! IR
+
, Konstanten 
1
; 
2
2 IR
+
mit 
2
 
1
 c; k
0
; k
1
2 IN mit k
0
< k
1
; m
0
2 f0; : : : ; mg und eine Folge von
Polynomen (Q
k
)
k
0
kk
1
2 O
K

y

existieren, so da die folgenden Bedingungen
erf

ullt sind:
(i) Die Funktionen  
1
;  
2
;  : IN  ! IR
+
sind auf fk
0
; : : : ; k
1
g monoton
wachsend, und es gilt:
1   
1
(k + 1)= 
2
(k)  (k) und  
2
(k)  c (logH(Q
k
) + degQ
k
) :
(ii) Die Polynome (Q
k
)
k
0
kk
1
erf

ullen f

ur k 2 fk
0
; : : : ; k
1
g
(a) degQ
k
 
1
,
(b) logH(Q
k
)  
2
;
10
(c)   
1
(k)  log jQ
k
(!)j    
2
(k):
(iii)  
2
(k
1
)  c(k
1
)
m
0
 1

m
0
 1
1
max f 
1
(k
0
);
2
g.
Dann folgt
trdeg
Q
Q(!)  m
0
:
Beweis
Diesen Axiomatisierungssatz der Nesterenkoschen Methode ndet man mit leich-
ten Modikationen als Satz 3.2 in T

opfer [70] bzw. Theorem 1 in [71]. 
Bemerkungen
(i) Weitere Kriterien f

ur algebraische Unabh

angigkeit, die bei der Mahler-
schen Methode Anwendung nden, ndet man zum Beispiel bei Gramain,
Mignotte und Waldschmidt [20] bzw. bei Philippon [58, 59] (siehe
dazu auch Satz 3.1 in T

opfer [70]).
Das Kriterium von Gramain et al. ndet lediglich bei kleinen Transzen-
denzgraden Anwendung. Beweise allgemeinerer Unabh

angigkeitsresultate
scheinen mit diesem Kriterium nicht m

oglich zu sein.
In den sp

ater folgenden Anwendungen scheint Lemma 13 gegen

uber dem
Kriterium von Philippon von Vorteil zu sein. Anstelle des Nichtvorhanden-
seins gemeinsamer Nullstellen geeigneter Hilfspolynome in gewissen Umge-
bungen um ! im Kriterium von Philippon treten hier nichttriviale Unter-
schranken f

ur den Betrag der Werte geeigneter Hilfsfunktionen. Allerdings
hat Lemma 13 gegen

uber dem Kriterium von Philippon den Vorteil, da
nur endlich viele Hilfspolynome ben

otigt werden, was in den Beweisen ganz
entscheidend sein wird.
(ii) An dieser Stelle sei noch auf eine Vermutung f

ur simultane Approxima-
tionsmae (vgl. Gramain [19] und Waldschmidt [77]) hingewiesen, wel-
che das Kriterium von Philippon impliziert.
Vermutung (zitiert nach Waldschmidt [77])
Seien ! 2 C
m
mit t = trdeg
Q
Q(!)  1 und a; b 2 IR mit a; b  1:
Weiter seien (h
N
)
N2IN
und (D
N
)
N2IN
Folgen positiver reeller Zahlen mit
den folgenden Eigenschaften:
c
1
 D
N
 h
N
; h
N
 h
N+1
 2 h
N
und D
N
 D
N+1
 2D
N
;
zus

atzlich sei die Folge (h
N
)
N2IN
unbeschr

ankt. Dann existieren f

ur unend-
lich viele N 2 IN Punkte  2 Q
m
mit [Q() : Q]  D
N
; h ()  h
N
, wobei
11
h () := max fh(
i
) : 1  i  mg mit der logarithmischen H

ohe h (f

ur die
Denition von h vgl. man beispielsweise [77]) gesetzt ist, und
max
1im
j!
i
  
i
j  exp

 c
2
h
N
D
1+1=t
N

:
Diese Vermutung ist bislang lediglich im Fall t = 1 bewiesen (vgl. Roy und
Waldschmidt [63]). Die hier angegebene Vermutung ist einem gewissen
Sinne (siehe Roy [62] und Waldschmidt [77]) bestm

oglich.
Wie stark aber eine solche Aussage

uber Approximationsmae ist, sieht
man daran, da Philippon in [60] mit Hilfe eines Approximationsmaes,
aber ohne Nullstellen{Lemma, ebenso die algebraische Unabh

angigkeit von
; e

und  
 
1
4

zeigen konnte.
Mit Hilfe des folgenden Lemmas 14 wird es m

oglich sein, Mae f

ur algebraische
Unabh

angigkeit zu erhalten.
Lemma 14
Seien ! 2 C
m
und K ein algebraischer Zahlk

orper. Wenn f

ur eine Konstante
c = c(!; K ) 2 IR
+
Funktionen  
1
;  
2
: IN
2
! IR
+
, die in beiden Unbestimmten
monoton wachsend sind, Zahlen 
1
;
2
; 2 IR
+
, nat

urliche Zahlen k
1
; N
0
; N
1
mit N
0
 N
1
, f

ur jedes N 2 fN
0
; : : : ; N
1
g eine nat

urliche Zahl k
0
(N) < k
1
und Polynome Q
k;N
2 O
K
[y
1
; : : : ; y
m
] n f0g f

ur N 2 fN
0
; : : : ; N
1
g und k 2
fk
0
(N); : : : ; k
1
g existieren, die den folgenden Bedingungen f

ur alle D;H 2 IN
bzw. N 2 fN
0
; : : : ; N
1
g und k 2 fk
0
(N); : : : ; k
1
g gen

ugen:
(i) (a) 
2
 
1
 c;    
1
(k + 1; N)= 
2
(k;N)  1;
(b)  
1
(k
0
(N + 1); N + 1)   
1
(k
1
; N) ;
(ii)  
2
(k;N)  c (logH (Q
k;N
) + degQ
k;N
),
(iii) die Polynome Q
k;N
2 O
K
[y
1
; : : : ; y
m
] erf

ullen
(a) degQ
k;N
 
1
;
(b) logH (Q
k;N
)  
2
;
(c) exp (  
1
(k;N))  jQ
k;N
(!)j  exp (  
2
(k;N)),
(iv)  
2
(k
1
; N
1
)  c
m 1

m 1
1
 
1
(k
0
(N
0
); N
0
)D
(v)  
2
(k
1
; N
1
)  c
m

m 1
1
(
1
logH + 
2
D)
12
dann gilt mit einer nur von K und ! abh

angenden Konstanten C 2 IR
+
f

ur alle
Polynome R 2 Z [y
1
; : : : ; y
m
] n f0g mit degR  D und H (R)  H:
jR (!)j  exp ( C  
2
(k
1
; N
1
)) :
Beweis
Dieses Lemma stammt in dieser Form von T

opfer (siehe [70, Satz 3.3], [73] bzw.
mit leichten Modikationen [72, Lemma 4]). 
Im letzten Lemma dieses Kapitels geben wir nun Oberschranken f

ur die Null-
stellenordnung gewisser Funktionen an. Diese oberen Nullstellenabsch

atzungen
sind f

ur die Herleitung quantitativer Resultate bzw. qualitativer Resultate an
transzendenten Argumentstellen unerl

alich (vgl. dazu auch Nishioka [50]).
Lemma 15
Seien f
1
; : : : ; f
m
2 C [[z]] formale Potenzreihen

uber einem K

orper der Charak-
teristik 0 und erf

ullen
A
0
 
z; f(z)

f
i
(T (z)) = A
i
 
z; f(z)

(1  i  m);
wobei f(z) = (f
1
(z); : : : ; f
m
(z)) ; T (z) = T
1
(z)=T
2
(z) eine rationale Funktion mit
teilerfremden T
1
; T
2
2 C [z] ; d = max fdeg T
1
; deg T
2
g ;  = ord
0
T (z)  2 ist
und A
i
2 C [z; y
1
; : : : ; y
m
] (0  i  m) Polynome mit deg
y
A
i
 t sind. Weiter
seien die Bedingungen t
m
<  und Q 2 C [z; y
1
; : : : ; y
m
] mit deg
z
Q  M und
deg
y
Q  N mit 1  N M erf

ullt. Ist Q
 
z; f(z)

6= 0; so gilt mit einer explizit
angebbaren, von Q unabh

angigen Konstanten c > 0:
ord
0
Q
 
z; f(z)

 cMN
m log d=(log  m log t)
:
Beweis
Dies ist Theorem 1 in T

opfer [75]. 
Bemerkung
In dem Fall, da eine Funktion f einer impliziten Funktionalgleichung mit einer
algebraischen Transformation T gen

ugt, hat T

opfer [74, Proposition 1] eine
obere Nullstellenabsch

atzung entsprechend Lemma 15 angegeben. Die dortige
Absch

atzung ist besser als das Resultat in Lemma 15, allerdings scheint es nicht
m

oglich, den Beweis von [74, Proposition 1] auf den Fall mehrerer Funktionen
f
1
; : : : ; f
m
zu verallgemeinern.
Leider scheint es auch nicht m

oglich zu sein, den Beweis des Lemmas 15 f

ur
andere Arten von Funktionalgleichungen bzw. f

ur algebraische Transformationen
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T zu f

uhren, um damit beispielsweise auch in diesen F

allen (vgl. Theorem 4.1
bzw. 5.1) Unterschranken f

ur den Transzendenzgrad von Q (; f
1
(); : : : ; f
m
())
f

ur transzendente Zahlen  (vgl. Theorem 3.4) zu erhalten.
In den Beweisen der Theoreme 4.1 bzw. 5.1 wird zwar (mehr oder weniger) ex-
plizit eine Hilfsfunktion (analog zum Beweis von Lemma 15) konstruiert. Um
aber daraus eine obere Schranke f

ur die Nullstellenordnung zu erhalten, mu die
Nullstellenordnung gewisser Summen von Funktionen nichttrivial (vgl. Theorem
2 in [72]) abgesch

atzt werden, was im allgemeinen nicht m

oglich ist.
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Kapitel 2

Uber Mahlersche Funktionen
In diesem Kapitel besch

aftigen wir uns mit der Existenz und der algebraischen
Unabh

angigkeit Mahlerscher Funktionen, die speziellen polynomialen Funktio-
nalgleichungen gen

ugen. Die hier bereitgestellten funktionentheoretischen Ergeb-
nisse

uber diese Klasse von Funktionen werden in den n

achsten beiden Kapiteln
ben

otigt, um zu zeigen, da die dortigen Beispiele den Voraussetzungen der Theo-
reme gen

ugen. Anhand der S

atze 1 und 2 bzw. des sp

ater folgenden Theorems
4 erh

alt man sofort, da die Koezienten von Funktionen, die speziellen poly-
nomialen Funktionalgleichungen vom Mahlerschen Typ gen

ugen, in einem festen
algebraischen Zahlk

orper K liegen, der nur von der Funktionalgleichung abh

angt,
und da diese Funktionen unter gewissen zus

atzlichen Bedingungen algebraisch
unabh

angig

uber C (z) sind.
2.1 Zur Existenz Mahlerscher Funktionen
Wir zitieren im folgenden einige Aussagen, welche die Existenz Mahlerscher Funk-
tionen sichern. Man vergleiche dazu den Abschnitt 1.7 in Nishioka [54].
In diesem Kapitel seien stets L  C ein K

orper und d  2 eine nat

urliche Zahl.
Als erstes Resultat haben wir den folgenden
Satz 1
Seien A; B 2 L [z; u], so da A(0; 0) = 0 und B(0; 0) 6= 0 gilt. Dann existiert
eine Potenzreihe f , deren Koezienten in L liegen, mit Konvergenzradius R > 0,
wobei R eektiv angebbar ist und nur von den Koezienten von A und B abh

angt,
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so da gilt:
f(z) =
A
 
z; f
 
z
d

B (z; f (z
d
))
; f(0) = 0:
Beweis
Dies ist Theorem 1.7.1 in Nishioka [54]. 
Bemerkungen
(i) Diesen Satz kann man in einer etwas allgemeineren Form zitieren (vgl. auch
den folgenden Satz 2). Die Bedingung A(0; 0) = 0 kann f

ur ein a 2 L durch
A(0; a) = a; B(0; a) = 1 und dann f(0) = a ersetzt werden.
(ii) Mahler gab in [40] ein notwendiges und hinreichendes Kriterium daf

ur
an, da die Funktionalgleichung
P
 
f(z); f
 
z
d

= 0
eine nichtkonstante holomorphe L

osung hat, wobei P ein irreduzibles Po-
lynom mit komplexen Koezienten ist.
Satz 2
Sei P (z; u; v) ein Polynom in z; u; v mit Koezienten in L, so da f

ur a 2 L gilt
P (0; a; a) = 0 und (@P=@v) (0; a; a) 6= 0. Dann existieren eine eektiv berechen-
bare Zahl R > 0 und eine Funktion f , deren Taylorkoezienten allesamt in L
liegen, so da f mindestens in jzj < R konvergiert und den Bedingungen
P
 
z; f(z); f
 
z
d

= 0; f(0) = a
gen

ugt.
Beweis
Dies ist Proposition 5 in Nishioka [49] bzw. Theorem 1.7.2 in [54]. 
Bemerkung
Aus Satz 2 und dem folgenden Satz 3 kann man folgern, da jede L

osung der
Funktionalgleichung
f
 
z
d

= P (z; f(z)) bzw. f (z) = P
 
z; f
 
z
d

holomorph in einer Umgebung um 0 ist und entweder transzendent oder rational
ist. Dies wird in dem sp

ater folgenden Theorem 4 verallgemeinert.
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2.2 Zur algebraischen Unabh

angigkeit gewisser
Funktionen vom Mahlerschen Typ
In diesem Abschnitt besch

aftigen wir uns mit Funktionen, die polynomialen Funk-
tionalgleichungen vom Mahlerschen Typ gen

ugen und geben ein Kriterium daf

ur
an, da diese Funktionen algebraisch unabh

angig

uber C (z) sind.
W

ahrend im Falle linearer Funktionalgleichungen diverse Kriterien f

ur die alge-
braische Unabh

angigkeit solcher Funktionen vorhanden sind { man vergleiche
dazu beispielsweise die Arbeiten vonKubota [26],Kumiko Nishioka [49],Kei-
ji Nishioka und Kumiko Nishioka [55] bzw. diverse Abschnitte in Kumiko
Nishioka [54] {, ist im Falle polynomialer Funktionalgleichungen relativ wenig
bekannt. In [49] zeigte Kumiko Nishioka, da die L

osungen f
1
; : : : ; f
d 1
der
Funktionalgleichung
f
n
 
z
d

= f
n
(z)
n
+ z; f
n
(0) = 1
algebraisch unabh

angig

uber C (z) sind.
Bemerkung
Liegen die Taylorkoezienten der Funktionen f
1
; : : : ; f
m
in einem K

orper L  C ;
dann gilt (vgl. beispielsweise Mahler [38, 25 (6)] mit leichten Modikationen):
Die Funktionen f
1
; : : : ; f
m
sind genau dann

uber L(z) algebraisch
unabh

angig, wenn sie

uber C (z) algebraisch unabh

angig sind.
Ziel dieses Abschnittes ist es, das folgende Resultat von Keiji Nishioka [46]
(vgl. dazu auch [54, Chapter 1.3], Zannier [84] bzw. [21]) zu verallgemeinern.
Satz 3
Sei d 2 IN mit d  2: Die Funktion f(z) =
1
P
j=0
f
j
z
j
habe positiven Konvergenzra-
dius und erf

ulle eine der beiden folgenden Bedingungen:
f
 
z
d

=
P (z; f(z))
Q (z; f (z))
oder f (z) =
P
 
z; f
 
z
d

Q (z; f (z
d
))
mit Polynomen P und Q mit komplexen Koezienten. Ist f algebraisch

uber
C (z), so ist f bereits eine rationale Funktion.
Als Verallgemeinerung von Satz 3 zeigen wir das folgende
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Theorem 4
Sei d  2 eine nat

urliche Zahl, und P
1
; : : : ; P
m
2 C (z) [y] mit n
i
:= deg
y
P
i
seien
Polynome mit komplexen Koezienten und n
i
6= n
j
f

ur i 6= j. Die Funktionen
f
1
; : : : ; f
m
2 C [[z]] seien in einer Umgebung um 0 holomorph und erf

ullen dort
entweder
(i) f
i
 
z
d

= P
i
(z; f
i
(z)) f

ur alle i = 1; : : : ; m
oder
(ii) f
i
(z) = P
i
 
z; f
i
 
z
d

f

ur alle i = 1; : : : ; m.
Sind die Funktionen f
1
; : : : ; f
m

uber C (z) algebraisch abh

angig, so ist eine der
Funktionen f
1
; : : : ; f
m
rational.
Bemerkung
Die Aussage des Theorems l

at sich dahingehend verallgemeinern, da wir sogar
P
i
= p
i
=q
i
mit teilerfremden p
i
; q
i
2 C [z; y] zulassen und dann verlangen, da die
Zahlen n
1
; : : : ; n
m
f

ur n
i
:= max

deg
y
p
i
; deg
y
q
i
	
paarweise verschieden sind.
Allerdings reicht die obige Version f

ur die im folgenden Abschnitt betrachteten
Anwendungen aus.
2.2.1 Beispiele und Anwendungen von Theorem 4
Als Anwendungen von Theorem 4 erhalten wir:
(i) Seien n; d mit d  2 nat

urliche Zahlen. Ist f
n
eine L

osung der Funktional-
gleichung
f
n
 
z
d

= f
n
(z)
n
+ z; f
n
(0) = 1;
dann sind die Funktionen f
1
; : : : ; f
d 1
algebraisch unabh

angig

uber C (z).
(Dies ist Proposition 6 in Nishioka [49].)
Da die Bedingungen von Theorem 4 erf

ullt sind, ist leicht einzusehen. Man
erh

alt f

ur n < d sofort, da f
n
transzendent ist. Denn die entgegengesetzte
Annahme w

urde implizieren, da f
n
nach Satz 3 rational ist. Hat f
n
daher
die Darstellung f
n
(z) = a(z)=b(z) mit teilerfremden Polynomen a; b, so
ergibt sich aus der Funktionalgleichung
a
 
z
d

b(z)
n
= a(z)
n
b
 
z
d

+ z b
 
z
d

b(z)
n
:
Da die Polynome a; b teilerfremd sind, folgt b
 
z
d



b(z)
n
: Aufgrund der
Bedingung n < d ergibt sich aus Gradbetrachtungen, da b konstant ist.
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Somit erhalten wir
a
 
z
d

b
n
= a(z)
n
b+ zb
n+1
:
Im Fall, da a konstant ist, ergibt sich wegen b 6= 0 sofort ein Widerspruch.
Ist hingegen deg a  1; so ergibt sich zusammen mit der Bedingung d  2
aus obiger Gleichung d deg a = n deg a; was aber 1  n < d widerspricht.
(ii) Seien d; n nat

urliche Zahlen mit d > 1. Die Funktionen f
1
(z); : : : ; f
m
(z)
deniert durch
f
n
(z) :=
1
Y
j=0

1  z
d
j

n
j
(n = 1; : : : ; m);
sind algebraisch unabh

angig

uber C (z) (vgl. [22]).
Die Funktion f
n
erf

ullt die folgende Funktionalgleichung:
f
n
(z) = (1  z)f
n
 
z
d

n
:
Analog zum Vorgehen in (i) erkennt man auch hier, da keine der Funktio-
nen f
n
rational ist.
Hat f
n
die Darstellung f = a=b mit teilerfremden Polynomen a und b; so
ergibt sich
a(z)b
 
z
d

n
= (1  z)a
 
z
d

n
b(z)
aus der Funktionalgleichung. Da a und b teilerfremd sind, folgt a
 
z
d

n
ja(z);
also a 2 C

, und es gilt
(1  z)a
n 1
b(z) = b
 
z
d

n
:
Ist d n > 2 oder deg b  2, so erhalten wir mittels Gradbetrachtungen einen
Widerspruch. Im verbleibenden Fall reicht es b(z) = z +  zu betrachten.
Aus der Gleichung (1  z)b(z) = b (z
2
) ergibt sich  =  = 0 und damit der
Widerspruch.
Bemerkungen
Im Kapitel 4 zeigen wir, da f

ur jedes algebraische  mit 0 < jj < 1 und
d, das im Vergleich zu n hinreichend gro ist, die Werte
1
Y
j=0

1  
d
j

; : : : ;
1
Y
j=0

1  
d
j

n
j
algebraisch unabh

angig

uber Q sind.
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W
ahrend beispielsweise f
1
transzendent ist, gilt
1
Y
=0
 
1 + z
2


= 1=(1  z):
Untersuchungen dar

uber, wann ein unendliches Produkt eine rationale Funk-
tion darstellt, ndet man schon beiOstrowski [56, 57] (vgl. auchMend

es{
France und van der Poorten [42]).
Ostrowski untersuchte das Problem, rationale Funktionen '(z) zu nden,
so da das Produkt
	(z) =
1
Y
=0
(1 + z

) mit z
0
= z; z
+1
= ' (z

)
eine algebraische Funktion ist. Speziell gab er alle ' an, so da entweder
	(z) oder 	 (z
 1
) ein Polynom oder der Kehrwert eines Polynomes ist.
(iii) Dies aufgreifend betrachten wir nun das folgende Beispiel:
Sei wie

ublich d  2 eine nat

urliche Zahl und
P (z) := 1+a
1
z+  +a
d 1
z
d 1
mit nicht s

amtlich verschwindenden a
i
2 Q;
dann erf

ullen die Funktionen
f
n
(z) :=
1
Y
=0
P

z
d


n

f

ur n 2 IN die folgende Funktionalgleichung
P (z)f
n
 
z
d

n
  f
n
(z) = 0:
Analog zu dem obigen Vorgehen k

onnen wir nun wiederum zeigen, da die
Funktionen f
2
; : : : ; f
m
f

ur alle m  2

uber C (z) algebraisch unabh

angig
sind.
Bemerkung
Wie wir an dem Beispiel
1
Y
=0

1 + z
2


=
1
1  z
gesehen haben, mu der Fall n = 1 gesondert betrachtet werden.
20
Sei also (vgl. dazu Nishioka [54, Example 1.3.1])
f(z) :=
1
Y
=0
P

z
d


:
Es ist klar, da die Koezienten von f in K := Q (a
1
; : : : ; a
d 1
) liegen.
Aus der Annahme, da f algebraisch

uber C (z) ist, folgt wie

ublich, da
f bereits eine rationale Funktion ist. Hat f daher die Darstellung f = a=b
mit teilerfremden Polynomen a; b, so folgt aus der Funktionalgleichung
a
 
z
d

P (z)b(z) = a(z)b
 
z
d

:(1)
Da a und b teilerfremd sind, folgt b
 
z
d

j b(z)P (z): Wegen degP  d   1
ergibt sich also deg b  1: Ist deg b = 0; so ist auch a 2 C

, was der
Gleichung (1) und der Bedingung P 6= 1 widerspricht. Daher gilt also
deg b = 1; a 2 C

und degP = d   1: Setzen wir daher b(z) := z + c;
so folgt aus (1)
z
d
+ c = (z + c)
 
1 + a
1
z +   + a
d 1
z
d 1

= a
d 1
z
d
+ (ca
d 1
+ a
d 2
) z
d 1
+   + (ca
1
+ 1) z + c:
Daraus erhalten wir durch Koezientenvergleich
a
d 1
= 1; a
d 2
=  c; a
d 3
= ( c)
2
; : : : ; a
1
= ( c)
d 2
; ( c)
d 1
= 1
beziehungsweise
P (z) = 1 + z +    (z)
d 2
+ (z)
d 1
;
wobei 
d 1
= 1 gilt. Daher ist f von der Form f(z) = (1  z)
 1
:
Insgesamt erhalten wir daraus, da f genau dann algebraisch ist, wenn P
von der obigen speziellen Form ist. Weiter ergibt sich auch, da f dann
schon die Gestalt f(z) = (1  z)
 1
mit einer (d  1){ten Einheitswurzel 
hat.
Bemerkung
Sei nun
P (z) := 1 + z
s
1
+   + z
s
`
mit 0 < s
1
< s
2
< : : : < s
`
< d;
dann ist
f(z) =
1
Y
=0
P

z
d


=
1
X
k=0
e(k)z
k
;
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wobei e(k) 2 f0; 1g ist und e(k) = 1 genau dann gilt, wenn in der d{adischen
Entwicklung von k nur die Zahlen 0; s
1
; : : : ; s
`
auftauchen. Insbesondere ist
f genau dann algebraisch, wenn ` = d  1 ist; denn dann ist
f(z) =
1
X
k=0
z
k
=
1
1  z
:
Im Spezialfall d = 2 und P (z) = 1  z ist
f(z) =
1
Y
=0

1  z
2


=
1
X
k=0
a(k)z
k
;
wobei a(k) 2 f1; 1g die Morse{Thue{Folge ist. Dabei gilt a(k) = 1
genau dann, wenn die Anzahl der Einsen in der 2{adischen Entwicklung von
k gerade ist. Nach den obigen

Uberlegungen ist klar, da f transzendent
ist.
(iv) Seien d  2 und Q 2 Q [z] mit Q(0) = 0 und 1  degQ  d  1. Sei f
n
f

ur
n 2 IN eine L

osung der Funktionalgleichung
Q(z)f
n
 
z
d

n
= f
n
(z)  1 mit f
n
(0) = 1:
F

ur n = 1 kann man die L

osung f := f
1
explizit angeben (vgl. [54, p. 12]):
f(z) = 1 +
1
X
k=0
k
Y
j=0
Q

z
d
j

:
Wir wollen nun zeigen, da die Funktionen f
1
; : : : ; f
m
algebraisch unab-
h

angig

uber C (z) sind. Nehmen wir an, da f
1
; : : : ; f
m
algebraisch abh

angig
sind, so ist nach Theorem 4 bereits eine solche L

osung f
n
rational. Aus der
Darstellung f = a=b mit teilerfremden Polynomen a und b erhalten wir
Q(z)a
 
z
d

n
b(z) = a(z)b
 
z
d

n
  b(z)b
 
z
d

n
:
Da a
 
z
d

und b
 
z
d

auch teilerfremd sind, folgt daraus b
 
z
d

n
jQ(z)b(z):
Ist jetzt n = 1; so folgt daraus deg b  1: Falls deg b = 0 ist, ergibt sich
durch Gradbetrachtung aus der Gleichung
Q(z)a
 
z
d

= a(z)  b
ein Widerspruch, wobei man degQ  1 beachte. Ist hingegen deg b = 1;
etwa b(z) = z + c; so ergibt sich wiederum aus der Gleichung
a(z)
 
z
d
+ c

= (z + c)Q(z)a
 
z
d

+ (z + c)
 
z
d
+ c

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der gesuchte Widerspruch. Im Fall n  2 folgt aus b
 
z
d

n
jQ(z)b(z) direkt
deg b = 0 und daraus analog zu oben der Widerspruch.
Bemerkung
W

ahlen wir
Q(z) := z
s
1
+   + z
s
`
mit 0 < s
1
< s
2
   < s
`
< d;
dann gilt speziell f

ur f := f
1
:
f(z) =
1
X
k=0
e(k)z
k
;
wobei die Koezienten e(k) 2 f0; 1g sind, und e(k) = 1 gilt dann und nur
dann, wenn in der d{adischen Entwicklung von k nur die Ziern s
1
; : : : ; s
`
vorkommen.
2.2.2 Beweis von Theorem 4
Beim Beweis von Theorem 4 orientieren wir uns am Beweis von Proposition 6 in
Nishioka [49]. F

ur den dazu notwendigen algebraischen Hintergrund vergleiche
man beispielsweise das Buch von Weil [83].
Ist n
i
0
= 0 f

ur ein i
0
2 f1; : : : ; mg, so ist mit Satz 3 klar, da f
i
0
eine rationale
Funktion ist. Somit k

onnen wir ohne Beschr

ankung der Allgemeinheit 1  n
1
<
: : : < n
m
voraussetzen.
Da der Beweis des Theorems in beiden F

allen nahezu identisch ist, beschr

anken
wir uns hier darauf zu zeigen, da aus der Bedingung (ii) die algebraische Unab-
h

angigkeit der Funktionen f
1
; : : : ; f
m
folgt.
Wir zeigen dazu vorab, da

C (z)
 
f
i
 
z
d


: C (z) (f
i
(z))

= n

i
f

ur alle  2 IN und i 2 f1; : : : ; mg gilt.
Da das Polynom P
i
(z; Y ) X 2 C (z) [X; Y ] klarerweise irreduzibel

uber C (z)[X]
ist, ist es nach einem Lemma von Gau auch irreduzibel

uber C (z)(X): Ist nun
f
i
=2 C (z); so ist f
i
nach Satz 3 transzendent

uber C (z): Somit ist P
i
(z; Y ) f
i
(z)
irreduzibel

uber C (z; f
i
(z)). Da f
i
 
z
d

das vorstehende Polynom in Y annulliert,
folgt

C (z)
 
f
i
 
z
d

: C (z) (f
i
(z))

= n
i
:
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F
ur ein beliebiges  2 IN beachte man, da man durch Iteration der Funktional-
gleichung und

ahnlichen Argumenten ebenso die obige Gleichung erh

alt.
Wir beweisen Theorem 4 indirekt. Ist keine der Funktionen f
1
; : : : ; f
m
rational, so
zeigen wir, da diese Funktionen dann bereits algebraisch unabh

angig

uber C (z)
sind. Genauer zeigen wir per Induktion

uber k 2 f1; : : : ; mg ; da die Funktionen
f
i
1
; : : : ; f
i
k
f

ur paarweise verschiedene Indizes i
1
; : : : ; i
k
2 f1; : : : ; mg algebraisch
unabh

angig

uber C (z) sind.
Aufgrund von Satz 3 ist der Fall k = 1 bereits klar. Im Induktionsschritt setzen
wir zur Abk

urzung f

ur j = 1; : : : ; k und alle nat

urlichen Zahlen 
f
i
j
(z) =: '
j
und f
i
j
 
z
d


=: '
()
j
:
Wir nehmen nun an, da die Aussage bereits f

ur k 1 gezeigt sei, die Funktionen
ff
i
1
(z); : : : ; f
i
k
(z)g =: f'
1
; : : : ; '
k
g jedoch algebraisch abh

angig

uber C (z) sind.
Mit D
()
und D
()
{
bezeichnen wir dann die Grade der folgenden K

orpererwei-
terungen
D
()
:=
h
C (z)

'
()
1
; : : : ; '
()
k

: C (z) ('
1
; : : : ; '
k
)
i
;
D
()
{
:=

C (z)

'
()
1
; : : : ;
d
'
()
{
; : : : ; '
()
k

: C (z) ('
1
; : : : ;c'
{
; : : : ; '
k
)

;
wobei ('
1
; : : : ;c'
{
; : : : ; '
k
) := ('
1
; : : : ; '
{ 1
; '
{+1
; : : : ; '
k
) usw. gesetzt ist, und
zeigen die folgende Formel:
D
()
{
=
 
k
Y
=1; 6={
n
i

!

=
 
k
Y
=1
n
i

!

n
 
i
{
:(2)
Da die Funktionen '
1
; : : : ; '
{ 1
; '
{+1
; : : : ; '
k
aufgrund der Induktionsannahme
algebraisch unabh

angig sind, erhalten wir die algebraische Unabh

angigkeit der
Funktionen '
()
1
; : : : ; '
()
{ 1
; '
()
{+1
; : : : ; '
()
k

uber C (z). Denn auf Grund der Funk-
tionalgleichung erh

alt man f

ur i = 1; : : : ; k; i 6= { induktiv
'
i
2 C (z)

'
()
i

 C (z)

'
()
1
; : : : ; '
()
{ 1
; '
()
{+1
; : : : ; '
()
k

:
Woraus sich
k   1 = trdeg
C (z)
C (z) ('
1
; : : : ; '
{ 1
; '
{+1
; : : : ; '
k
)
 trdeg
C (z)
C (z)

'
()
1
; : : : ; '
()
{ 1
; '
()
{+1
; : : : ; '
()
k

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ergibt, was obige Behauptung zeigt.
Daher sind die K

orpererweiterungen C (z)

'
()
1

; : : : ; C (z)

'
()
k

regul

ar (vgl.
Proposition 21 inWeil [83])

uber dem K

orper | := C (z), nach [83, Theorem I.6]
sind diese dann

uber C (z) linear zerlegt. Die letzte Behauptung (Gleichung (2))
folgt nun induktiv aus der Proposition I.14 in [83].
Sei nun d
{
der Grad von '
{

uber C (z) ('
1
; : : : ;c'
{
; : : : ; '
k
) und d
()
{
der Grad von
'
()
{

uber C (z)

'
()
1
; : : : ;
d
'
()
{
; : : : ; '
()
k

, dann ist klar, da d
()
{
 d
{
gilt. Denn
ist
P (y) :=
d
{
X
j=0
p
j
(z; '
1
; : : : ;c'
{
; : : : ; '
k
) y
j
das Minimalpolynom von '
{

uber C (z) ('
1
; : : : ;c'
{
; : : : ; '
k
), so folgt
P
 
'
()
{

=
d
{
X
j=0
p
j

z
d

; '
()
1
; : : : ;
d
'
()
{
; : : : ; '
()
k

 
'
()
{

j
= 0;
wobei p
j

z
d

; '
()
1
; : : : ;
d
'
()
{
; : : : ; '
()
k

= 0 auf Grund der algebraischen Un-
abh

angigkeit der Funktionen '
()
1
; : : : ;
d
'
()
{
; : : : ; '
()
k

uber C (z) nicht f

ur alle j =
0; : : : ; d
{
gelten kann.
Aus der Gradformel f

ur K

orpererweiterungen erhalten wir
D
()
d
{
=
h
C (z)

'
()
1
; : : : ; '
()
k

: C (z) ('
1
; : : : ; '
k
)
i

h
C (z) ('
1
; : : : ; '
k
) : C (z) ('
1
; : : : ;c'
{
; : : : ; '
k
)
i
=
h
C (z)

'
()
1
; : : : ; '
()
k

: C (z) ('
1
; : : : ;c'
{
; : : : ; '
k
)
i
=

C (z)

'
()
1
; : : : ; '
()
k

: C (z)

'
()
1
; : : : ;
d
'
()
{
; : : : ; '
()
k



C (z)

'
()
1
; : : : ;
d
'
()
{
; : : : ; '
()
k

: C (z) ('
1
; : : : ;c'
{
; : : : ; '
k
)

= d
()
{
D
()
{
:
Seien nun ;{ 2 f1; : : : ; kg und n
i

< n
i
{
. Wir erhalten aus den obigen Resulta-
ten wegen 1  d
()

 d

:
1 <

n
i
{
n
i



=
D
()

D
()
{
=
d

d
()

d
()
{
d
{
 d

:
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Da aber n
i

< n
i
{
gilt, erhalten wir f

ur groe  den gew

unschten Widerspruch.
Also sind auch die Funktionen f
i
1
; : : : ; f
i
k
algebraisch unabh

angig

uber C (z); und
das Theorem 4 ist somit bewiesen. 
Bemerkung
Dem Beweis von Theorem 4 kann man entnehmen, da sich die Aussage die-
ses Theorems verallgemeinern liee, falls nur eine entsprechende Aussage im Fall
k = 1 gelten w

urde. Gelingt es also, eine

ahnliche Aussage wie in Satz 3 f

ur
allgemeinere Transformationen T zu beweisen, so k

onnte man daraus in analo-
ger Weise ein allgemeineres Kriterium f

ur die algebraische Unabh

angigkeit von
Funktionen gewinnen. Da der Sachverhalt im allgemeinen aber nicht so einfach
ist, sieht man z.B. in Lemma 1 in Becker [8]:
Sei T 2 C (z) nichtkonstant und holomorph in einer Umgebung U um ! 2 C : 
sei algebraisch

uber C (z) und l

ose mit einer Funktion S 2 C (z) die Funktional-
gleichung
(z) = S(z) (T (z)) :
Dann existiert ein n 2 IN mit
(z)
n
2 C (z):
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Kapitel 3

Uber polynomiale
Funktionalgleichungen mit einer
rationalen Transformation
In diesem Kapitel wird zun

achst die algebraische Unabh

angigkeit der Werte
Mahlerscher Funktionen in einer Unbestimmten, die polynomialen Funktional-
gleichungen vom Typ
a(z)f (T (z)) = P
 
z; f(z)

mit einer rationalen Transformation T gen

ugen, an algebraischen Argumenten
untersucht. Nichttriviale Unterschranken f

ur den Transzendenzgrad solcher Funk-
tionen an algebraischen Stellen wurden erstmals von Nishioka [49] f

ur die Trans-
formation T (z) = z
d
angegeben. T

opfer verallgemeinerte dies in [71] f

ur den
Fall mehrerer Unbestimmter z
1
; : : : ; z
n
mit geeigneten Verallgemeinerungen der
Transformation T: Der Fall linearer Funktionalgleichungen mit einer rationalen
Transformation T (z) = p (z
 1
)
 1
, wobei p ein Polynom vom Grad  2 ist, wurde
von Becker in [7] behandelt. Der allgemeine Fall linearer Funktionalgleichungen
mit einer beliebigen rationalen Transformation T wurde von T

opfer in [72] be-
trachtet. Das folgende Theorem 1 vereinigt die fr

uheren Ergebnisse vonNishioka
[49], Becker [7] und T

opfer [72, Theorem 2].
Im Anschlu werden wir dann noch einige Erweiterungen dieses Theorems in
Spezialf

allen angeben. So untersuchen wir einerseits den Transzendenzgrad von
Q (f
1
(); : : : ; f
m
())

uber Q an transzendenten Stellen, andererseits gehen wir auf
die Problematik von Unabh

angigkeitsmaen (vgl. T

opfer [72], [73]) bei dieser
Klasse von Funktionen ein.
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3.1 Formulierung eines Ergebnisses und Anwen-
dungen
Wir kommen nun zu dem Hauptresultat dieses Kapitels, dem folgenden
Theorem 1
Seien f
1
; : : : ; f
m
: U  ! C holomorph in einer Umgebung U von ! 2
b
C und alge-
braisch unabh

angig

uber C (z): Die Taylorkoezienten der Funktionen f
1
; : : : ; f
m
in der Entwicklung um ! m

ogen in einem festen algebraischen Zahlk

orper K lie-
gen und mit einem D 2 IN und einem reellen L  1 f

ur i = 1; : : : ; m und j 2 IN
0
den folgenden Bedingungen gen

ugen:
f
i;j
 exp
 
c
 
1 + j
L

und D
[
c
(
1+j
L
)
]
f
i;j
2 O
K
:
Sei T (z) = T
1
(z)=T
2
(z) eine rationale Funktion mit teilerfremden T
1
(z); T
2
(z) 2
Q [z] und d := max fdeg T
1
; deg T
2
g ; weiter sei ! ein Fixpunkt von T der Ord-
nung  := ord
!
T  2:
Die Funktionen f = (f
1
; : : : ; f
m
) m

ogen in U dem folgenden System von Funk-
tionalgleichungen gen

ugen:
a(z)f (T (z)) = P
 
z; f(z)

;
wobei a(z) 2 Q [z] und P
 
z; y

=
 
P
1
 
z; y

; : : : ; P
m
 
z; y

2
 
Q

z; y

m
mit
t := max
n
deg
y
(P
i
) : i = 1; : : : ; m
o
< d gilt.
 2 U sei algebraisch mit lim
k!1
T
k
() = !: F

ur alle k 2 IN
0
gelte weiter T
k
() =2
f!;1g ; und T
k
() sei keine Nullstelle von a: Dann gilt:
trdeg
Q
Q(f
1
(); : : : ; f
m
()) 
m log    L(m+ 1) (log d  log )
log d+ ((m + 1)L+m) log t
:
Bemerkungen
(i) Aus T (z)T
2
(z) = T
1
(z) folgt sofort  = ord
!
T  d: Man nennt d h

aug
auch den Grad von T und bezeichnet diesen mit deg T .
(ii) Ist ! 6=1; so ist ! wegen deg T    2 und T
0
(!) = 0 algebraisch.
Als erste Anwendung von Theorem 1 erhalten wir unter den dortigen Voraus-
setzungen:
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Korollar 2
(i) Ist ! = 0 und T (z) = z
d
(also d = ), so gilt (vgl. Nishioka [49]):
trdeg
Q
Q(f
1
(); : : : ; f
m
()) 
m log d
log d+ (L(m + 1) +m) log t
:
(ii) Sind die Polynome P
1
; : : : ; P
m
bez

uglich y linear (d.h. t = 1), so gilt (vgl.
T

opfer [72, Theorem 2])
trdeg
Q
Q(f
1
(); : : : ; f
m
())  (2m+ 1)
log 
log d
  (m+ 1):
Bemerkung
Eine Verbesserung entsprechend Theorem 3 in [72] ist im Fall einer poly-
nomialen Transformation T 2 Q [z] und a(z) = 1 im allgemeinen nicht
m

oglich. Der Grund daf

ur ist, da eine Verbesserung der Absch

atzungen
f

ur die Taylorkoezienten der Funktionen f
1
; : : : ; f
m
, wie sie im Lemma 12
von [72] erfolgt, im Falle t > 1 nicht m

oglich ist. Man vergleiche dazu auch
die Bemerkung zu Lemma 1.1 auf Seite 2.
Neuere Anwendungen sind hier nicht zu erwarten, da es sich als schwierig er-
weist, die algebraische Unabh

angigkeit der Funktionen f
1
; : : : ; f
m
im speziellen
Fall nachzuweisen. Eine Aussage entsprechend Theorem 2.4 ist im Fall einer ra-
tionalen Transformation T nicht zu erwarten, da selbst im Fall m = 1 kein allge-
meines Ergebnis analog zu Satz 2.3 bekannt ist.
Im Fall linearer Funktionalgleichungen mit einer rationalen Transformation T
ndet man bei Chirskii [12] und T

opfer [72] zahlreiche Anwendungen f

ur das
obige Resultat. Beispiele f

ur den Fall polynomialer Funktionalgleichungen mit der
Transformation T (z) = z
d
ndet man in Nishioka [49] (vergleiche dazu auch das
erste Beispiel in 2.2.1).
3.2 Erg

anzungen zu Theorem 1
Wir kommen nun zu den bereits zu Beginn dieses Kapitels angek

undigten Er-
weiterungen von Theorem 1. Neben den in den beiden folgenden Abschnitten
dargestellten Erweiterungen ist es ebenso m

oglich, den Transzendenzgrad von
Q (f
1
(); : : : ; f
m
()) an sogenannten Liouville{Zahlen, die sehr gut durch ra-
tionale Zahlen approximierbar sind, zu untersuchen (vgl. T

opfer [70, 71, 73]).
Darauf wurde hier allerdings verzichtet. F

ur diesen und die beiden folgenden
Problemkreise ist die Nullstellenabsch

atzung aus Lemma 1.15 ganz entscheidend.
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3.2.1 Qualitative Untersuchungen der Werte Mahlerscher
Funktionen an transzendenten Stellen
Im ersten Teil dieses Kapitels wurden ausschlielich die arithmetischen Eigen-
schaften der Funktionswerte Mahlerscher Funktionen an algebraischen Stellen
untersucht. In diesem Abschnitt wollen wir nun kurz auf die algebraische Un-
abh

angigkeit der Werte dieser Funktionen an transzendenten Stellen eingehen.
Dieses Problem wurde erstmals von Amou [1] untersucht. Er zeigte das folgende
Korollar 3
Seien f
1
(z); : : : ; f
m
(z) im Einheitskreis holomorphe Funktionen, deren Taylorko-
ezienten bei der Entwicklung um 0 in einem festen algebraischen Zahlk

orper K
liegen m

ogen. Die Funktionen f
1
(z); : : : ; f
m
(z) seien

uber C (z) algebraisch un-
abh

angig und m

ogen mit einer nat

urlichen Zahl d  2 dem folgenden System von
Funktionalgleichungen gen

ugen:
f(z) = A(z)f
 
z
d

+B(z);
wobei A eine mm Matrix mit Eintr

agen in K [z] ist und B 2 (K [z])
m
ist. F

ur
transzendentes  mit jj < 1 gilt dann:
trdeg
Q
Q(; f
1
(); : : : ; f
m
()) 

m+ 1
2

:
Bemerkungen
(i) Der Fall polynomialer Funktionalgleichungen wurde vonT

opfer [71, Theo-
rem 4] untersucht. Philippon [60] versch

arfte schlielich das Resultat von
Amou; unter den Voraussetzungen von Korollar 3 erzielte er das bestm

og-
liche Resultat, n

amlich
trdeg
Q
Q(; f
1
(); : : : ; f
m
())  m:
(ii) Wie T

opfer [70, Bemerkung (b) auf Seite 106] schon ausgef

uhrt hat, sind
in der allgemeinen Situation nur triviale Ergebnisse zu erhalten, d.h. es kann
lediglich die Transzendenz einer der Zahlen ; f
1
(); : : : ; f
m
() garantiert
werden, was bei  =2 Q trivial ist. F

ur algebraisches  haben wir in Theorem
1 bereits ein deutlich besseres Resultat erhalten. Nichttriviale Ergebnisse
sind also h

ochstens in dem Fall zu erwarten, wo die H

auser und Nenner der
Taylorkoezienten sehr langsam anwachsen.
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Theorem 4
Seien f
1
; : : : ; f
m
: U  ! C holomorph in einer Umgebung U von ! 2
b
C und
algebraisch unabh

angig

uber C (z): Die Taylorkoezienten f
i;j
der Funktionen
f
1
; : : : ; f
m
in der Entwicklung um ! m

ogen in einem festen algebraischen Zahl-
k

orper K liegen und mit einem D 2 IN und einem reellen L > 0 f

ur i = 1; : : : ; m
und j 2 IN
0
den folgenden Bedingungen gen

ugen:
f
i;j
 exp
 
c
 
1 + j
L

und D
[
c
(
1+j
L
)
]
f
i;j
2 O
K
:
Sei T (z) = T
1
(z)=T
2
(z) eine rationale Funktion mit teilerfremden T
1
(z); T
2
(z) 2
Q [z] und d := max fdeg T
1
; deg T
2
g : Weiter sei ! ein Fixpunkt von T der Ord-
nung   2:
Die Funktionen f = (f
1
; : : : ; f
m
) m

ogen in U das folgende System von Funktio-
nalgleichungen erf

ullen:
a(z)f (T (z)) = P
 
z; f(z)

;
wobei a(z) 2 Q [z] und P
 
z; y

=
 
P
1
 
z; y

; : : : ; P
m
 
z; y

2
 
Q

z; y

m
mit
t := max
n
deg
y
P
i
: i = 1; : : : ; m
o
< 
1=m
gilt.
Sei  2 U mit lim
k!1
T
k
() = !: F

ur alle k 2 IN
0
gelte weiter T
k
() =2 f!;1g ;
und T
k
() sei keine Nullstelle von a: F

ur  := 1 +m log d= (log   m log t) sei
ferner log d <

m
1+L
+ 1

log  erf

ullt, dann gilt:
trdeg
Q
Q(; f
1
(); : : : ; f
m
()) 
m log  + (1 + L)(log    log d)
log  + (1 + L) log d
:
Bemerkungen
(i) Im Gegensatz zu Theorem 1 lassen wir hier wie oben bereits ausgef

uhrt
L > 0 zu, andererseits m

ussen wir hier t
m
<  verlangen. Der Grund
daf

ur ist, da unter dieser zus

atzlichen Bedingung eine obere Absch

atzung
(vgl. Lemma 1.15) f

ur die Nullstellenordnung einer geeigneten Hilfsfunktion
bekannt ist. Die zweite Bedingung log d <

m
1+L
+ 1

log  ist ebenso tech-
nischer Natur.
(ii) Selbst unter optimalen Voraussetzungen, d.h. d =  und L = 0 erreichen wir
lediglich dieselbe Schranke wie Amou. Mit einem Ausbau des Beweises von
Philippon [60] k

onnte es aber m

oglich sein, auch in etwas allgemeineren
Situationen deutlich bessere Ergebnisse als beispielsweise in Theorem 4 zu
erzielen.
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Ein Beispiel f

ur Theorem 4
In diesem Beispiel besch

aftigen wir uns mit Reihen der Form

i
(z) =
1
X
j=0
q
i
(T
j
(z)) (i = 1; : : : ; m);
wobei T 2 Q [z] mit deg T =: d sei. ! 2 C sei ein Fixpunkt von T der Ordnung
  2; q
i
2 Q [z] mit deg q
i
 1 und q
i
(!) = 0: Die arithmetischen Eigenschaften
der Werte dieser Funktionen an algebraischen Stellen wurden von T

opfer in
[72] untersucht. Die Funktionen 
1
; : : : ; 
m
sind in einer Umgebung U um ! 2 C
holomorph und erf

ullen die Funktionalgleichung

i
(z) = 
i
(T (z)) + q
i
(z) (i = 1; : : : ; m):
Damit erhalten wir das folgende Korollar.
Korollar 5
Seien 1; q
1
; : : : ; q
m
C {linear unabh

angig. F

ur beliebige (s
1
; : : : ; s
m
) 2 C
m
n f0g
gelte d - deg(
P
m
i=1
s
i
q
i
(z)), ferner sei d < 
m+1
: Ist  2 U mit lim
k!1
T
k
() = !
und T
k
() 6= ! f

ur k 2 IN
0
; dann gilt:
trdeg
Q
Q(; 
1
(); : : : ; 
m
()) 
(m + 1) log    log d
log  + log d
:
Bemerkung
F

ur algebraisches  (vgl. T

opfer [72, Corollary 4]) l

at sich diese Unterschranke
versch

arfen zu
trdeg
Q
Q(
1
(); : : : ; 
m
())  (m+ 1)
log 
log d
  1:
Wir m

ussen hier ! 2 C verlangen, da sich unter dieser Bedingung die H

auser und
Nenner der Koezienten von f
1
; : : : ; f
m
sehr gut beschr

anken lassen.
Beweis
In T

opfer [72, Corollary 4] wurde gezeigt, da die Funktionen 
1
; : : : ; 
m
unter
den obigen Bedingungen an die Polynome q
1
; : : : ; q
m
algebraisch unabh

angig

uber
C (z) sind. Aus dem Lemma 12 in T

opfer [72] folgt dann, da die Potenzreihen-
koezienten den im Theorem geforderten Bedingungen f

ur alle L > 0 gen

ugen.
Damit folgt die Behauptung des Korollars aus Theorem 4. 
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3.2.2

Uber Unabh

angigkeitsmae einer speziellen Klasse
Mahlerscher Funktionen
In diesem Abschnitt besch

aftigen wir uns nun mit Unabh

angigkeitsmaen f

ur die
Werte Mahlerscher Funktionen.
Seien !
1
; : : : ; !
m
2 C algebraisch unabh

angig. Existiert ferner eine Funktion
'(D;H) mit der Eigenschaft, da
jP (!
1
; : : : ; !
m
)j  '(D;H)
f

ur alle Polynome P 2 Z [y
1
; : : : ; y
m
] n f0g mit degP  D und H(P )  H gilt,
so heit '(D;H) ein Unabh

angigkeitsma f

ur !
1
; : : : ; !
m
: Gilt mit Konstanten
c;  2 IR
+
ferner
log jP (!
1
; : : : ; !
m
)j   c t(P )

f

ur jedes Polynom P 2 Z [y
1
; : : : ; y
m
] n f0g, wobei
t(P ) := degP + logH(P )
gesetzt ist, so sagt man, da der K

orper Q(!
1
; : : : ; !
m
) einen Transzendenztyp
  hat. Andererseits folgt aus einem Schubfachschlu bereits   m + 1 (vgl.
Waldschmidt [79]).
Die ersten eektiven Unabh

angigkeitsmae stammen von Becker [6]. Dessen
Resultat wurde von Nishioka [51] verbessert und von T

opfer [72, 73] verallge-
meinert. In dem folgenden Theorem werden die beiden oben zitierten Resultate
von T

opfer in einer Aussage zu vereint.
Theorem 6
Seien f
1
; : : : ; f
m
: U  ! C holomorph in einer Umgebung U von ! 2
b
C und alge-
braisch unabh

angig

uber C (z): Die Taylorkoezienten der Funktionen f
1
; : : : ; f
m
in der Entwicklung um ! m

ogen in einem festen algebraischen Zahlk

orper K lie-
gen und mit einem D 2 IN und einem reellen L > 0 f

ur i = 1; : : : ; m und j 2 IN
0
den folgenden Bedingungen gen

ugen:
f
i;j
 exp
 
c
 
1 + j
L

und D
[
c
(
1+j
L
)]
f
i;j
2 O
K
:
Sei T (z) = T
1
(z)=T
2
(z) eine rationale Funktion mit teilerfremden T
1
(z); T
2
(z) 2
Q [z] und d := max fdeg T
1
; deg T
2
g : Weiter sei ! ein Fixpunkt von T der Ord-
nung d  2:
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Die Funktionen f = (f
1
; : : : ; f
m
) m

ogen in U dem folgenden System von Funk-
tionalgleichungen gen

ugen:
a(z)f (T (z)) = P
 
z; f(z)

;
wobei a(z) 2 Q [z] und P
 
z; y

=
 
P
1
 
z; y

; : : : ; P
m
 
z; y

2
 
Q

z; y

m
mit
t := max
n
deg
y
P
i
: i = 1; : : : ; m
o
< d
1=m
und (m 1)((L+1) m) log t < log d
gilt, wobei  := 1 +m log d=(log d m log t) gesetzt ist.
 2 U sei algebraisch mit lim
k!1
T
k
() = !: F

ur alle k 2 IN
0
gelte weiter T
k
() =2
f!;1g ; und T
k
() sei keine Nullstelle von a:
Dann gilt f

ur jedes Polynom Q 2 Z [y
1
; : : : ; y
m
] n f0g mit degQ  D und H(Q) 
H die Absch

atzung
log jQ (f
1
(); : : : ; f
m
())j >  cD

 
D
((L+1) m)
1
=
2
+

logH
D


1
=
3
!
mit einer nur von ; f
1
; : : : ; f
m
abh

angenden Konstanten c > 0 und

1
:= log d+ (m  1) log t;

2
:= log d  (m  1)((L+ 1) m) log t
und 
3
:= log d  log t:
Bemerkungen
(i) Dieses Ergebnis entspricht in dem Fall der Transformation T (z) = z
d
dem
Ergebnis in T

opfer [73].
(ii) Man beachte, da wir hier d =  voraussetzen muten. Der Grund hierf

ur
ist, da wir zwar im anderen Fall ebenso eine geeignete Folge von Polyno-
men konstruieren k

onnen, auf welche wir dann das Lemma 1.14 anwenden
k

onnten. Allerdings treten im Beweis Ober{ und Unterschranken f

ur den
Parameter k auf, so da es nicht gelungen ist, die Parameterwahl entspre-
chend zu koordinieren, da alle Bedingungen von Lemma 1.14 erf

ullt sind.
Selbst im einfachen Fall t = 1, aber d >  ist noch kein Unabh

angigkeitsma
bekannt.
Im Fall linearer Funktionalgleichungen l

at sich die Aussage von Theorem 6 ent-
sprechend der Behauptung von T

opfer [72, Theorem 1] versch

arfen. Dies ist der
Inhalt des folgenden Korollars.
34
Korollar 7
Es seien die Voraussetzungen von Theorem 6 mit t = 1 erf

ullt, dann gilt f

ur jedes
Polynom Q 2 Z [y
1
; : : : ; y
m
] n f0g mit degQ  D und H(Q)  H die Absch

atzung
log jQ (f
1
(); : : : ; f
m
())j >  cD
m
 
D
m+2
+ logH

;
wobei die Konstante c > 0 lediglich von  und f
1
; : : : ; f
m
abh

angt.
Beweis
Die Aussage des Korollars folgt analog zum Beweis von Theorem 6 (vgl. den Be-
weis von Satz 3.10 in T

opfer [70]). In dem sp

ater folgenden Lemma 10 brauchen
wir lediglich d
k
  zu verlangen und k

onnen dann k
0
(N) durch die Bedingung
d
k
0
(N)
 
0
N
m+1
> d
k
0
(N) 1
xieren. 
3.3 Beweis von Theorem 1
Der nun folgende Beweis von Theorem 1 erfolgt in mehreren Schritten.
3.3.1 Reduktion auf den Fall ! = 0
Im ersten Schritt zeigen wir, da der Beweis des Theorems 1 auf den Fall ! = 0
reduziert werden kann. Wir betrachten dazu die folgende M

obius{Transformation
(vgl. Becker [8])
(z) :=

z   !; falls ! 2 C ist;
1=(z   ) f

ur ! =1
mit einer algebraischen Zahl  und T
k
() 6=  f

ur alle k 2 IN
0
:
Mit dieser Denition gilt in beiden F

allen (!) = 0. Ferner betrachten wir die
Funktionen f

i
(z) := f
i
(
 1
(z)) und die Transformation T

(z) :=  (T (
 1
(z))) :
Man beachte, da T und T

beide vom Grad d sind und ord
0
T

= ord
!
T = 
gilt. Mit a

(z) := a (
 1
(z)) ; P

 
z; y

:= P
 

 1
(z); y

gilt, wie man sofort
nachrechnet:
a

(z)f

(T

z) = P

 
z; f

(z)

:
Ist nun d 2 Q [z] ein Nenner f

ur die rationalen Funktionen a

(z); P

(man ver-
gleiche dazu auch die Bemerkung nach Theorem 1), so sind die Voraussetzungen
von Theorem 1 f

ur f

; d(z)a

(z); d(z)P

 
z; y

und ! = 0 erf

ullt.
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3.3.2 Konstruktion einer Hilfsfunktion
Im folgenden sei K ein algebraischer Zahlk

orper, der die Taylorkoezienten von
f
1
; : : : ; f
m
, die Koezienten der Polynome a; P
1
; : : : ; P
m
; die Koezienten der
Taylorentwicklung von T um 0 (vgl. Lemma 1.3) und  enth

alt. Weiterhin k

onnen
wir ohne Einschr

ankung der Allgemeinheit voraussetzen, da die Koezienten der
Polynome a; P
1
; : : : ; P
m
bereits ganzalgebraisch sind.
Nach Lemma 1.6 existiert f

ur jedes gen

ugend groe N 2 IN ein Polynom R
N
2
O
K

z; y

n f0g mit
deg
z
R
N
 N; deg
y
R
N
 N;
logH (R
N
)  N
(m+1)L
;(1)
 := ord
0
R
N
 
z; f(z)

 cN
m+1
:
F

ur k 2 IN mit 
k
 
L
folgt aus Lemma 1.12
 c
1

k
 log


R
N
 
T
k
(); f
 
T
k
()



  c
2

k
:(2)
Mit Hilfe der Funktionalgleichung denieren wir nun rekursiv eine Folge von
Polynomen R
k;N
2 K

z; y

durch:
R
0;N
 
z; y

:= R
N
 
z; y

R
k+1;N
 
z; y

:= T
2
(z)
d
z(
R
k;N
)
a(z)
d
y(
R
k;N
)
R
k;N
 
T (z);
P
 
z; y

a(z)
!
:
Damit erhalten wir:
Lemma 8
F

ur k;N 2 IN gilt:
(i) R
k;N
2 K

z; y

,
(ii) d
z
(R
k;N
)  d
k
N und d
y
(R
k;N
)  t
k
N ,
(iii) logH (R
k;N
) 
 
d
k
N +N
L(m+1)

:
(iv) Gelten zus

atzlich die beiden Ungleichungen 
k
 
L
und d
k
N  
k
; so
folgt
 c
1

k
 log


R
k;N
 
; f()



  c
2

k
:
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Beweis
Der Teil (i) und die Aussage

uber den Grad von R
k;N
bez

uglich y in (ii) folgen
sofort induktiv. Ist s eine Oberschranke f

ur die Grade der Polynome a; P
1
; : : : ; P
m
bez

uglich z, so erhalten wir wegen t < d induktiv
d
z
(R
k+1;N
)  d d
z
(R
k;N
) + s d
y
(R
k;N
)
 d
k+1
d
z
(R
N
) + s
k
X
j=0
d
j
d
y
(R
k j;N
)  d
k+1
N + sN
k
X
j=0
d
j
t
k j
 d
k+1
N:
Ist C eine Oberschranke f

ur die L

angen von a und P , so folgt
H (R
k+1;N
)  L (R
k+1;N
)
 L (R
k;N
)max f1; Cg
t
k
N
max f1; L(T
1
); L(T
2
)g
cd
k
N
 L(R
N
) exp
 
N
 
k
X
j=0
t
j
+
k
X
j=0
d
j
!!
 L(R
N
) exp
 
Nd
k+1

:
Wegen
L(R
N
)  (1 +N)
m+1
H(R
N
)  exp
 
N
L(m+1)

folgt damit
H (R
k+1;N
)  exp
 

 
N
L(m+1)
+ d
k+1
N

:
Die Aussage (iv) ergibt sich aus der folgenden, induktiv zu zeigenden Formel
R
k;N
 
; f()

= R
N
 
T
k
(); f
 
T
k
()

k 1
Y
j=0
a
 
T
j
()

t
k j 1
T
2
 
T
j
()

d
k j 1
;
wobei wir abk

urzend t
j
:= d
y
(R
j;N
) und d
j
:= d
z
(R
j;N
) gesetzt haben. Da
ord
0
T  2 ist und T
1
; T
2
teilerfremd sind, gilt T
2
(0) 6= 0. Mittels Formel (2)
und Lemma 1.11 erhalten wir
log


R
k;N
 
; f()



 log


R
N
 
T
k
(); f
 
T
k
()



+ 
k 1
X
j=0
 
Nt
k j 1
+ d
k j 1

  
1

k
+ 
2
Nd
k
:
Da aber Nd
k
 c
k
mit einer geeigneten Konstanten c > 0 vorausgesetzt wurde,
ergibt sich


R
k;N
 
; f()



  
k
:
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Die untere Absch

atzung ergibt sich analog. Denn aus Lemma 1.11 und wegen
T
2
(0) 6= 0 und T
2
(T
j
()) 6= 0 f

ur j = 0; 1; : : : folgt
log





k 1
Y
j=0
a
 
T
j
()

t
k j 1
T
2
 
T
j
()

d
k j 1





  
k 1
X
j=0
N
 

j
t
k j 1
+ d
k j 1

  Nd
k
:
Dies ergibt zusammen mit der unteren Absch

atzung aus (2) wegen Nd
k
 c
k
log


R
k;N
 
; f()



  Nd
k
  c
1

k
  
k
:

Ohne Beschr

ankung der Allgemeinheit k

onnen wir nun noch zus

atzlich verlangen,
da die Koezienten von T (vgl. Lemma 1.3) bereits ganzalgebraisch sind. Sei
nun D ein Nenner von , dann setzen wir
Q
k;N
 
y

:= D
[
cd
k
N
]
R
k;N
 
; y

:
Somit folgt f

ur k;N mit Nd
k
 
k
und 
k
 
L
bereits Q
k;N
2 O
K

y

n f0g.
F

ur den Grad von Q
k;N
erhalten wir aus Lemma 8
deg
y
Q
k;N
 t
k
N
und entsprechend f

ur die H

ohe wegen N
L(m+1)
 
L
 
k
 d
k
logH (Q
k;N
)  logH (R
k;N
) + d
k
N 
 
d
k
N +N
L(m+1)

 d
k
N:
Analog erhalten wir eine obere und eine untere Schranke f

ur


Q
k;N
 
f()



,
n

amlich
 c
1

k
 log


Q
k;N
 
f()



  c
2

k
:
3.3.3 Anwendung von Lemma 1.13
Der Beweis von Theorem 1 kann nun auf Lemma 1.13 zur

uckgef

uhrt werden. Um
dieses Lemma anzuwenden, denieren wir f

ur eine hinreichend groe ZahlM und
ein sp

ater noch geeignet zu bestimmendes k
1
2 IN die folgenden Konstanten bzw.
Funktionen:

1
:= t
k
1
M; 
2
:= cd
k
1
M;
 
1
(k) := c
1

k
;  
2
(k) := c
2

k
und (k) :=
c
1
c
2
:
(3)
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Wir zeigen dann, da unter den Voraussetzungen des Theorems die Bedingungen
(i) bis (iii) von Lemma 1.13 f

ur diese Folge (Q
k
)
k
0
kk
1
von Polynomen und den
oben denierten Werten bzw. Funktionen erf

ullt sind.
Ist  wie in (1), so ist klar, da die Bedingungen (i) und (ii) von Lemma 1.13 f

ur
ein hinreichend groes N 2 IN mit N  M gelten, falls f

ur k 2 fk
0
; : : : ; k
1
g die
Bedingungen

k
 
L
und d
k
N  
k
(4)
aus Lemma 8 erf

ullt sind. Denieren wir dementsprechend die reelle Zahl M
implizit durch  =: cM
m+1
mit M  N (vgl. (1) und (3)), so ergibt sich aus der
Wahl von
k
0
:=

(1 +m)L
log 
logM + 

mit einer geeigneten Konstanten  > 0 bereits 
k
 
L
f

ur alle k  k
0
.
Die zweite Bedingung in (4) liefert wegen d    2 eine Oberschranke f

ur k
1
.
Deniert man k
1
durch
k
1
:= [ logM ]
mit einer noch zu bestimmenden reellen Zahl  > 0, so erhalten wir schlielich
aus den Bedingungen k
0
 k
1
und aus (4) die folgenden Schranken f

ur 
L(m + 1)
log 
<  <
m
log d  log 
;(5)
falls nur N und damit M hinreichend gro gew

ahlt ist. Denn aus N  M folgt
bei d 6=  sofort
(log d  log ) < m  m + 1  lim sup
M!1
logN
logM
;
woraus dann schlielich

d


k
1

M
m+1
N
und die zweite Ungleichung in (4) folgen. Im Falle d =  liefert dabei die rechte
Seite in (5) keinen Beitrag.
Ist nun m
0
die kleinste ganze Zahl mit
m
0

m log    L(m + 1) (log d  log )
log d+ ((m+ 1)L+m) log t
;
dann folgt daraus
m
0
  1 <
m log    L(m + 1) (log d  log )
log d+ ((m+ 1)L+m) log t
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oder

aquivalent
((m
0
  1) log t + log d  log ) ((m
0
  1) + L(m + 1))
< (m m
0
+ 1) (log    (m
0
  1) log t) :
Speziell ergibt sich bereits  > t
m
0
 1
: Setzt man desweiteren m
0
 1 voraus,
was keinerlei Einschr

ankung der Allgemeinheit bedeutet, so erh

alt man aus der
obigen Formelzeile die Existenz einer positiven reellen Zahl  mit

 (log    (m
0
  1) log t) > (m
0
  1) + L(m + 1)
und m m
0
+ 1 >  ((m
0
  1) log t+ log d  log ) :
(6)
Wir zeigen nun, da diese Bedingungen an  mit den Schranken in (5) vertr

aglich
sind.
Einerseits erhalten wir wegen m
0
 1
 >
(m
0
  1) + L(m + 1)
log    (m
0
  1) log t

L(m + 1)
log 
;
andererseits ergibt sich f

ur  6= d :
 <
m m
0
+ 1
(m
0
  1) log t+ log d  log 

m
log d  log 
:
Mit solch einem  kann man also k
1
wie oben denieren.
Abschlieend m

ussen wir noch zeigen, da die Bedingung (iii) von Lemma 1.13
erf

ullt ist. Aus
 (log    (m
0
  1) log t) > (m
0
  1) + L(m + 1)
erhalten wir
k
1
(log    (m
0
  1) log t)  (m
0
  1) logM + k
0
log  + ;
woraus der erste Teil von (iii) in Lemma 1.13 f

ur ein hinreichend groes M 
N folgt. Aus der zweiten Bedingung in (6) an  ergibt sich analog mit einer
gemeinsamen Konstanten  > 0
(m m
0
+ 1) logM  k
1
((m
0
  1) log t + log d  log ) + 
und daraus folgt auch der zweite Teil der Bedingung (iii) in Lemma 1.13.
Somit ist das Theorem 1 vollst

andig bewiesen. 
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3.4 Beweis der Theoreme 4 und 6
Beweis von Theorem 4
Der Beweis von Theorem 4 verl

auft analog zu dem Beweis von Theorem 1. Sei K
genau wie dort. Ohne Einschr

ankung betrachten wir wiederum nur den Fall ! = 0:
Aus Lemma 2 inT

opfer [73] erhalten wir entsprechend der Voraussetzung L > 0
die Existenz eines Polynoms R
N
2 O
K

z; y

n f0g mit
deg
z
R
N
 N; deg
y
R
N
 N;
logH (R
N
)  N
1+(m+1)L
;
c
1
N
m+1
  := ord
0
R
N
 
z; f(z)

 c
2
N

mit eektiven Konstanten c
1
; c
2
> 0. Die obere Absch

atzung f

ur  folgt aus der
Nullstellenabsch

atzung in Lemma 1.15.
Die Konstruktion der Folge von Polynomen R
k;N

ubernehmen wir aus dem Beweis
von Theorem 1 und erhalten dann analog zu Lemma 8 nach Multiplikation mit
einem geeigneten Nenner das folgende
Lemma 9
F

ur k;N 2 IN gilt:
(i) R
k;N
2 O
K

z; y

,
(ii) d
z
(R
k;N
) d
k
N und d
y
(R
k;N
)  t
k
N ,
(iii) logH (R
k;N
)
 
d
k
N +N
1+L(m+1)

:
(iv) Gilt zus

atzlich 
k
 N
L
und d
k
N  
k
; so folgt
 c
1

k
 log


R
k;N
 
; f()



  c
2

k
:
Man beachte, da wir im Beweis das Lemma 1.12 durch ein zu Lemma 4 aus
T

opfer [73] analoges Resultat zu ersetzen haben. Der Rest des Beweises l

auft
dann vollkommen analog zu dem Beweis von Lemma 8, wobei wir wiederum ohne
Einschr

ankung der Allgemeinheit voraussetzen k

onnen, da die Koezienten der
Polynome a; P
1
; : : : ; P
m
bereits ganzalgebraisch sind.
Setzt man dann

1
(k) = c
0
d
k
N; 
2
(k) = c
0
d
k
N;
 
1
(k) = c
1

k
;  
2
(k) = c
2

k
und (k) =
c
1
c
2

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und w

ahlt
N := N(k) := c
k=(1+L)
mit einer passenden Konstanten c > 0; so folgt bereits 
k
 N
L
f

ur alle groen
k. Wegen
log d <

m
1 + L
+ 1

log 
und der unteren Absch

atzung von  ist ebenso die Bedingung d
k
N  
k
f

ur
hinreichend groe k erf

ullt. Wir m

ussen daher lediglich noch zeigen, da die
Bedingung (iii) von Lemma 1.13 f

ur alle k 2 fk
0
; : : : ; k
1
g f

ur geeignet xierte
Zahlen k
0
; k
1
2 IN erf

ullt ist. Die Bedingung (iii) des Lemmas ist aber f

ur eine
entsprechende Konstante c > 0

aquivalent zur G

ultigkeit der folgenden beiden
Ungleichungen:
(k
1
)
k
1
 cd
k
1
(m
0
 1)
N(k
1
)
m
0
 1
(k
0
)
k
0
;
(k
1
)
k
1
 cd
k
1
m
0
N(k
1
)
m
0
:
W

ahlen wirm
0
entsprechend der Behauptung von Theorem 4 als die gr

ote ganze
Zahl mit
m
0
<
m log  + (1 + L)(log    log d)
log  + (1 + L) log d
+ 1;
so erhalten wir daraus
(m m
0
+ 1) log  > (1 + L)(m
0
log d  log )
und damit erst recht
(m m
0
+ 2) log  > (1 + L)(m
0
log d  log ) + log 
> (1 + L)((m
0
  1) log d  log ):
Fixieren wir nun k
0
2 IN hinreichend gro und w

ahlen k
1
f

ur eine passende
Konstante c > 0 derart, da die Ungleichungen
N(k
1
)
m m
0
+2
 c

d
m
0
 1


k
1
(k
0
)
k
0
;
N(k
1
)
m m
0
+1
 c

d
m
0


k
1
erf

ullt sind. Dann folgt daraus, da auch die Bedingung (iii) von Lemma 1.13
erf

ullt ist. Mithin ist das Theorem 4 also bewiesen. 
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Beweis von Theorem 6
Wir

ubernehmen hier die Konstruktion der Hilfsfunktion aus dem Beweis von
Theorem 1 bzw. Theorem 4. Aus Lemma 9 folgt im allgemeinen Fall, d.h.  :=
ord
0
T  d, f

ur k;N 2 IN die Existenz eines Polynomes R
k;N
2 O
K

y

mit
(i) deg
y
(R
k;N
)  t
k
N ,
(ii) logH (R
k;N
)
 
d
k
N +N
1+L(m+1)

:
(iii) Gilt zus

atzlich 
k
 N
L
und d
k
N  
k
so folgt
 c
1

k
 log


R
k;N
 
f()



  c
2

k
:
Bemerkung
Im allgemeinen Fall ist es die Bedingung d
k
N  
k
, welche es schwierig gestaltet,
die Parameterwahl entsprechend Lemma 1.14 zu koordinieren.
In unserem Fall, d.h.  = d, ist die Bedingung d
k
N  
k
trivialerweise erf

ullt,
so da wir das folgende Lemma erhalten.
Lemma 10
F

ur k;N 2 IN gilt:
(i) R
k;N
2 O
K

y

,
(ii) deg
y
(R
k;N
)  t
k
N ,
(iii) logH (R
k;N
)
 
d
k
N +N
1+L(m+1)

 c
0
d
k
N:
(iv) Gilt zus

atzlich d
k
 N
L
, so folgt
 c
1
d
k
 log


R
k;N
 
f()



  c
2
d
k
:
F

ur k;N 2 IN mit N  N
0
(; f
1
; : : : ; f
m
) ; d
k
 
L
und N
m+1
   N

setzen
wir:

1
:= t
k
1
N
1
; 
2
:= c
0
d
k
1
N
1
;
 
1
(k;N) := c
1
d
k
;  
2
(k;N) := c
2
d
k
und
 :=
c
1
c
2
d;
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wobei die Parameter N
1
und k
1
noch geeignet zu bestimmen sind. Fixieren wir
k
0
(N) durch die Bedingung
d
k
0
(N)
 
0
N
1+L
> d
k
0
(N) 1
;
so m

ussen wir lediglich noch zeigen, da durch eine geeignete Wahl der Parameter
N
1
und k
1
die Ungleichungen
d
k
1
 N
(L+1) m
1
;
N
m+1
1
d
k
1
 N
m 1
1
t
(m 1)k
1
N

0
d
k
0
(N
0
)
D;
N
m+1
1
d
k
1
 N
m 1
1
t
(m 1)k
1
 
N
1
t
k
1
logH + N
1
d
k
1
D

erf

ullt sind.
Denieren wir dazu
N
1
:=


1
D t
(m 1)k
1

+ 1 und
k
1
:=
"
1

1
log
 
D
((L+1) m)
1
=
2
+

logH
D


1
=
3
!
+ 
2
#
;
so entnehmen wir dem Vorgehen in T

opfer [70, Seite 117] bzw. [73], da damit
die obigen Bedingungen und daher die Voraussetzungen von Lemma 1.14 erf

ullt
sind. Wegen
 
2
(k
1
; N
1
)  N

1
d
k
1
 D

 
t
(m 1)
d

k
1
 D

 
D
((L+1) m)
1
=
2
+

logH
D


1
=
3
!
:
erhalten wir daraus schlielich die Behauptung von Theorem 6. 
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Kapitel 4

Uber Funktionen, die impliziten
Funktionalgleichungen gen

ugen
4.1 Einleitung und Ergebnisse
In seinem

Ubersichtsartikel [37] wies Mahler auf drei oene Probleme hin. Das
dritte Problem { f

ur die ersten beiden Probleme vergleiche man beispielsweise
den Artikel von Loxton und van der Poorten [32] { besch

aftigte sich mit
impliziten Funktionalgleichungen vom Typ
P (z; f(z); f(T (z))) = 0
mit T (z) = z
d
; d 2 INn f1g und einem Polynom P 2 Q[z; u; v]: Dieses Problem
wurde von Nishioka [47] f

ur polynomiale Transformationen T (vgl. auch [54,
Chapter 1.5]) bzw. im Fall mehrerer Unbestimmter in [48] gel

ost. Becker [8]
verallgemeinerte das Ergebnis von Nishioka auf algebraische Transformationen
T , und T

opfer bewies in [74] ein vollkommen eektives Transzendenzma f

ur
f().
In diesem Artikel fragteT

opfer nach Kriterien, um die algebraische Unabh

angig-
keit solcher Funktionswerte an algebraischen Stellen zu zeigen, wo die Funktionen
impliziten Funktionalgleichungen gen

ugen. Bei dem Beweis des folgenden Theo-
rems 1 (vgl. dazu auch [22]) folgen wir dem Vorgehen in [74].
Mit den in den Kapiteln 3 bzw. 5 dargestellten Methoden ist es sicherlich m

oglich,
die Aussage von Theorem 1 auf rationale oder auch auf algebraische Transforma-
tionen zu verallgemeinern.
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Hat man erst einmal die Transzendenz bzw. algebraische Unabh

angigkeit gewis-
ser Werte gezeigt, so stellt sich ganz nat

urlich die Frage nach Transzendenzmaen
bzw. Unabh

angigkeitsmaen. Im Rahmen der bisherigen technischen M

oglichkei-
ten l

at sich aber kein Unabh

angigkeitsma zeigen. Der Grund hierf

ur ist, da
im allgemeinen Fall impliziter Funktionalgleichungen keine oberen Nullstellen-
absch

atzungen geeigneter Hilfsfunktionen bekannt sind, welche f

ur quantitative
Resultate f

ur die Werte Mahlerscher Funktionen ganz entscheidend sind. Die bis-
lang weitreichendsten Ergebnisse in dieser Richtung stammen von T

opfer ([74,
Proposition 1] im oben bereits erw

ahnten Spezialfall und [75] im Fall expliziter
Funktionalgleichungen mit einer rationalen Transformation).
Doch nun zu dem oben angek

undigten
Theorem 1
Die Funktionen f
1
; : : : ; f
m
m

ogen in einer Umgebung U des Ursprungs holomorph
und

uber C (z) algebraisch unabh

angig sein. Die Koezienten f
j;
der Potenzrei-
hen
f
j
(z) :=
1
X
=0
f
j;
z

(j = 1; : : : ; m)
m

ogen einem festen algebraischen Zahlk

orper K angeh

oren und f

ur alle  2 IN
0
und j = 1; : : : ; m mit einem D 2 IN und einer reellen Zahl L  1 den folgenden
Bedingungen gen

ugen:
f
j;
 exp
 
c
 
1 + 
L

und D
[(
c
(
1+
L
))]
f
j;
2 O
K
:
Seien n
1
; : : : ; n
m
2 IN und  := n
1
 : : :  n
m
. Die Funktionen f
1
; : : : ; f
m
m

ogen
f

ur z 2 U einer der Funktionalgleichung vom Typ
a(z)f
j
 
z
d

n
j
=
n
j
 1
X
=0
P
;j
 
z; f(z)

f
j
 
z
d


(j = 1; : : : ; m)(1)
mit Polynomen a 2 Q [z] und P
0;1
; : : : ; P
n
m
 1;m
2 Q

z; y

gen

ugen.
Sei d > max
n

L
; d
y
(P )
o
, dabei ist d
y
(P ) := max
n
d
y
(P
0;1
) ; : : : ; d
y
(P
n
m
 1;m
)
o
gesetzt. Ferner sei  2 Q

\ U , und f

ur alle k 2 IN
0
sei 
d
k
keine Nullstelle
von a, dann gilt trdeg
Q
Q(f
1
(); : : : ; f
m
())  m
0
; wobei m
0
die kleinste ganze
Zahl ist mit:
m
0

m log d  L(m + 1) log

1 +
log 
log d

log  + log d+

L(m + 1)

1 +
log 
log d

+m

2 log + log d
y
(P )

:
46
Als einfache Anwendung des Theorems erhalten wir sofort das folgende
Korollar 2
Sei m > 1. , die Funktionen f
1
; : : : ; f
m
und die Parameter d;  und d
y
(P )
m

ogen den Bedingungen von Theorem 1 gen

ugen und die Ungleichung
log d
y
(P )
log d
<
1 
log 
log d

2m
2
 m  1 + L(m+ 1)

1 +
log 
log d

(2m  1)

(m  1)

L(m + 1)

1 +
log 
log d

+m

erf

ullen, dann sind die Werte f
1
(); : : : ; f
m
() algebraisch unabh

angig

uber Q:
Bemerkungen
(i) Gen

ugt f einer allgemeinen impliziten Funktionalgleichung vom Typ
P
 
z; f(z); f
 
z
d

= 0;
so zeigte Nishioka [47] die Transzendenz von f() f

ur algebraisches  6= 0
unter der Bedingung
max

d; deg
y
(P )
	
n
2
< d
2
:
Unter den zus

atzlichen Voraussetzungen des Theorems erhalten wir die
Transzendenz von f() nur unter der st

arkeren Bedingung
d > max
n
n
p
3+1
; deg
y
(P )
o
:
Der Grund f

ur das schlechtere Ergebnis ist, da wir im Beweis des Theorems
im allgemeinen Fall eine Folge von Polynomen (Q
k
)
k
0
kk
1
konstruieren
m

ussen, wobei die Dierenz k
1
  k
0
relativ gro sein mu (vgl. Lemma
1.13).
Im Paragraphen 4.4 werden wir aber zeigen, da wir mit der hier benutzten
Beweismethode fast das Resultat von Nishioka erreichen (vgl. das fol-
gende Korollar 3) und damit die Aussage von Theorem 1 im Fall m = 1
deutlich verbessern k

onnen. Wir erhalten die Transzendenz von f() unter
den Voraussetzungen des Theorems bereits f

ur d
3
> n
2
max

d; deg
y
(P )
	
2
.
Dies entspricht f

ur d  deg
y
(P ) dem Ergebnis von Nishioka [47].
(ii) Die in Theorem 1 vorausgesetzte Bedingung a


d
k

6= 0 ist st

arker als
die von Becker und T

opfer verlangte Bedingung P


d
k
; f


d
k

; u

6=
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0: Allerdings reicht die obige Voraussetzung f

ur die sp

ater betrachteten
Anwendungen. W

urde man stattdessen nur
a


d
k

u
n
j
 
n
j
 1
X
i=0
P
i;j


d
k
; f


d
k

u
i
6= 0
f

ur j = 1; : : : ; m und k 2 IN
0
verlangen, w

are der Beweis technisch deut-
lich aufwendiger, da dann die Grade geeigneter Hilfspolynome nur trivial
abgesch

atzt werden k

onnten.
(iii) Die hier vorausgesetzte Bedingung d > deg
y
(P ) ist im nichttrivialen Fall
(m
0
> 1) nicht abzuschw

achen, wie wir im Abschnitt 4.3.7 (Bemerkung auf
Seite 63) sehen werden.
W

ahrend Becker und Bergweiler in [9] das Ergebnis von Becker [8]
ausn

utzen konnten, um die Transzendenz der Werte geeigneterB

ottcher{
Funktionen (vgl. Beardon [5]) zu zeigen, scheint es aufgrund der obigen

Uberlegungen nicht m

oglich zu sein, den Beweis von Theorem 1 so zu modi-
zieren, da die Aussage auch auf B

ottcher{Funktionen anwendbar ist.
(iv) T

opfer bewies in [74] unter den Voraussetzungen des Theorems ein Trans-
zendenzma f

ur f() unter den Bedingungen d
2
> n
2
max

d; deg
y
(P )
	
und d > n deg
y
P . Dabei ist die Bedingung d > n deg
y
P f

ur den Beweis
einer geeigneten Nullstellenabsch

atzung notwendig.
(v) F

ur m  1 und  = 1 erhalten wir wieder das Ergebnis von Nishioka
[49] bzw. die Aussage von Theorem 1 aus Kapitel 3 f

ur die Transformation
T (z) = z
d
:
Wir kommen nun zu dem bereits oben angek

undigten
Korollar 3
Sei f in einer Umgebung U des Ursprungs holomorph und transzendent

uber
C (z). Die Koezienten der Potenzreihe
f(z) =
1
X
j=0
f
j
z
j
m

ogen algebraisch sein, und die Funktion f erf

ulle in U eine Funktionalgleichung
der Form
P
 
z; f(z); f
 
z
d

= 0
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mit einem d 2 IN; d  2 und einem Polynom P 2 Q [z; y; u] n f0g : Ferner sei
 2 Q

\ U und P
 
T
k
; f
 
T
k


; u

6= 0 f

ur alle k 2 IN
0
: Gilt deg
u
P  1 und
d
3
> (deg
u
P )
2
max

d; deg
y
P
	
2
;
so ist f() transzendent.
Beweis
Der Beweis von Korollar 3 erfolgt im Abschnitt 4.4. 
4.2 Anwendungen von Theorem 1
In unserer ersten Anwendung des Theorems besch

aftigen wir uns mit unendlichen
Produkten der Form
f
n
(z) :=
1
Y
j=0

1  z
d
j

n
j
;
wobei d und n nat

urliche Zahlen mit d  2 sind. Die Funktionen f
n
sind in jzj < 1
holomorph und gen

ugen dort der folgenden Funktionalgleichung:
f
n
(z) = (1  z)f
n
 
z
d

n
:
Korollar 4
Seien 1  n
1
< : : : < n
m
nat

urliche Zahlen und  := n
1
  n
m
. Ist  algebraisch
mit 0 < jj < 1, und ist d eine nat

urliche Zahl mit
log d >

2m
2
  1 +
p
4m
4
  2m
2
+m

log;
dann sind die Werte
1
Y
j=0

1  
d
j

n
j
1
; : : : ;
1
Y
j=0

1  
d
j

n
j
m
algebraisch unabh

angig

uber Q. Unter den entsprechenden Bedingungen an ; d
und n erhalten wir die algebraische Unabh

angigkeit von
1
Y
j=0

1  
d
j

;
1
Y
j=0

1  
d
j

2
j
; : : : ;
1
Y
j=0

1  
d
j

n
j
:
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Bemerkung
Nishioka erhielt in [52] die algebraische Unabh

angigkeit
1
Y
j=0

1  
d
j

(d = 2; 3; : : :)
f

ur alle algebraischen Zahlen  mit 0 < jj < 1.
Beweis
Die algebraische Unabh

angigkeit der Funktionen f
n
1
; : : : ; f
n
m

uber C (z) folgt be-
reits aus Theorem 2.4 (vgl. dazu das Beispiel (ii) auf Seite 19).
Nach Lemma 1.2 erf

ullen die Koezienten der Funktionen f
n
1
; : : : ; f
n
m
die Be-
dingungen f

ur die H

auser bzw. Nenner im Theorem f

ur jedes L > 1: Daher folgt
die Behauptung des Korollars 4 direkt aus Theorem 1. 
Dieses Ergebnis wollen wir nun entsprechend dem Beispiel (iii) in 2.2.1 verall-
gemeinern. Seien mit d  2 und n 2 IN
P (z) := 1 + a
1
z +   + a
d 1
z
d 1
mit nicht s

amtlich verschwindenden a
i
2 Q
und
f
n
(z) :=
1
Y
=0
P

z
d


n

deniert. Dabei sei P nicht von der Gestalt P (z) = 1 + z + (z)
2
+    +
(z)
d 2
+ z
d 1
mit einer (d   1){ten Einheitswurzel . Wie wir bereits in 2.2.1
gesehen haben, sind dann die Funktionen f
1
; : : : ; f
m
algebraisch unabh

angig

uber
C (z) und erf

ullen
P (z)f
n
 
z
d

n
  f
n
(z) = 0:
Also k

onnen wir wiederum aus Theorem 1 folgern:
Korollar 5
Seien m; d nat

urliche Zahlen mit
log d >

2m
2
  1 +
p
4m
4
  2m
2
+m

log(m!):
Ist  algebraisch mit 0 < jj < 1 und P


d
k

6= 0 f

ur alle k 2 IN
0
, dann sind
die Werte
1
Y
j=0
P


d
j

;
1
Y
j=0
P


d
j

2
j
; : : : ;
1
Y
j=0
P


d
j

m
j
algebraisch unabh

angig

uber Q.
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Zum Abschlu dieses Abschnitts greifen wir auch noch das Beispiel (iv) aus 2.2.1
auf.
Ist f
n
f

ur n 2 IN eine L

osung der Funktionalgleichung
Q(z)f
n
 
z
d

n
= f
n
(z)  1;
mit d  2 bzw. Q 2 Q [z] mit Q(0) = 0 und 1  degQ  d   1, dann folgt
wiederum aus Theorem 1
Korollar 6
Ist  algebraisch mit 0 < jj < 1 und Q


d
k

6= 0 f

ur alle k 2 IN
0
, gilt ferner
log d >

2m
2
  1 +
p
4m
4
  2m
2
+m

log(m!);
dann sind die Funktionswerte f
1
(); : : : ; f
m
() algebraisch unabh

angig

uber Q:
Insbesondere erhalten wir wiederum (vgl. Beispiel 1.3.2 in Nishioka [54]) f

ur alle
algebraischen  mit 0 < jj < 1 und Q


d
k

6= 0 f

ur alle k 2 IN
0
bei
Q(z) := z
s
1
+   + z
s
`
mit 0 < s
1
< s
2
   < s
`
< d
die Transzendenz von
1
X
k=0
e(k)
k
;
wobei die Koezienten e(k) 2 f0; 1g sind, und e(k) = 1 gilt dann und nur dann,
wenn in der d{adischen Entwicklung von k nur die Ziern s
1
; : : : ; s
`
vorkommen.
4.3 Beweis von Theorem 1
4.3.1 Beweisskizze
Da der Beweis relativ l

anglich ist, geben wir hier eine kurze Skizze. Der Fall  = 1
(d.h. n
1
= : : : = n
m
= 1) wurde bereits von Nishioka in [49] behandelt. Daher
k

onnen wir f

ur den Beweis ohne Einschr

ankung   2 voraussetzen.
Im ersten Schritt zeigen wir, wie die Potenzen der Funktionen f
1
; : : : ; f
m
mit Hilfe
der Funktionalgleichung reduziert werden k

onnen. Dies ausnutzend konstruieren
wir im zweiten Schritt ausgehend von einem Startpolynom R ein Polynom R
k
,
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dessen Grade und H

ohe durch eine Funktion, welche nur von k; den Vorgaben
an d; ; d
y
(P ) und dem Startpolynom R abh

angt, beschr

ankt sind. Entscheidend
dabei ist, da wir f

ur


R
k
 
; f()



nahezu dieselben analytischen Schranken
wie f

ur


R
 
T
k
(); f
 
T
k
()



erhalten. Im letzten Schritt konstruieren wir aus
R
k
ein geeignetes Polynom Q
k
mit ganzalgebraischen Koezienten, welches den
Voraussetzungen von Lemma 1.13 gen

ugt. Daraus werden wir dann schlielich
die Behauptung des Theorems folgern.
Wir denieren f

ur eine reelle Zahl a 2 IR:
a
+
:= max fa; 0g =
1
2
(a + jaj) :
4.3.2

Uber Potenzen von f
1
; : : : ; f
m
Sei K ein algebraischer Zahlk

orper, der  und entsprechend Theorem 1 die Ko-
ezienten der Funktionen f
1
; : : : ; f
m
und der Polynome a; P
0;1
; : : : ; P
n
m
 1;m
um-
fat. Ohne Einschr

ankung kann man voraussetzen, da bereits a 2 O
K
[z] und
P
0;1
; : : : ; P
n
m
 1;m
2 O
K

z; y

gilt.
Im weiteren Verlauf sei k 2 IN fest gew

ahlt, die im Beweis vorkommenden Kon-
stanten h

angen dabei nicht von k ab. Unter den Voraussetzungen von Theorem
1 an ; d und f schreiben wir abk

urzend


:= 
d

; '
i;
:= f
i
 

d


und '

:=
 
f
1
 

d


; : : : ; f
m
 

d


:
Setzen wir P
n
j
;j
:= a f

ur j = 1; : : : ; m, so vereinbaren wir damit die folgenden
Bezeichnungen:
d
z
(P ) := max fdeg
z
(P
0;1
) ; : : : ; deg
z
(P
n
m
;m
)g ;
d
y
(P ) := max
n
deg
y
(P
0;1
) ; : : : ; deg
y
(P
n
m
;m
)
o
;
L(P ) := max fL (P
0;1
) ; : : : ; L (P
n
m
;m
)g :
Lemma 7
F

ur k 2 IN und  2 IN
0
und alle j = 1; : : : ; m gilt:
(a(
k 1
)f
j
(
k
))

=
n
j
 1
X
i=0
P
(k)
i;;j


k 1
; '
k 1

(a(
k 1
)f
j
(
k
))
i
mit Polynomen P
(k)
i;;j
2 O
K

z; y

, deren Grade und L

angen den folgenden Ab-
sch

atzungen gen

ugen:
d
z

P
(k)
i;;j

 (  i)
+
d
z
(P ) ;
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dy

P
(k)
i;;j

 (  i)
+
d
y
(P ) ;
L

P
(k)
i;;j

 2
( n
j
)
+
L (P )
( i)
+
:
Beweis
Gilt 0    n
j
  1, so kann man
P
(k)
i;;j
= 
i;
w

ahlen, und die Behauptungen des Lemmas sind klar.
Ist hingegen  = n
j
+ ` mit einem ` 2 IN
0
, so zeigt man obige Behauptungen per
Induktion

uber `:
Im Fall ` = 0 folgt aus der Funktionalgleichung (1) bereits
(a(
k 1
)f
j
(
k
))
n
j
=
n
j
 1
X
i=0
P
i;j


k 1
; '
k 1

a(
k 1
)
n
j
 1 i
(a(
k 1
)f
j
(
k
))
i
;
also P
(k)
i;n
j
;j
 
z; y

= a
n
j
 1 i
(z)P
i;j
 
z; y

und daraus schlielich die Behauptun-
gen.
Im Induktionsschritt ergibt sich
(a(
k 1
)f
j
(
k
))
n
j
+`+1
= (a(
k 1
)f
j
(
k
))
n
j
+`
(a(
k 1
)f
j
(
k
))
=
n
j
 1
X
i=0
P
(k)
i;n
j
+`;j


k 1
; '
k 1

(a(
k 1
)f
j
(
k
))
i+1
=
n
j
 2
X
i=0
P
(k)
i;n
j
+`;j


k 1
; '
k 1

(a(
k 1
)f
j
(
k
))
i+1
+ P
(k)
n
j
 1;n
j
+`;j


k 1
; '
k 1

(a(
k 1
)f
j
(
k
))
n
j
=
n
j
 2
X
i=0
P
(k)
i;n
j
+`;j


k 1
; '
k 1

(a(
k 1
)f
j
(
k
))
i+1
+ P
(k)
n
j
 1;n
j
+`;j


k 1
; '
k 1

n
j
 1
X
i=0
P
(k)
i;n
j
;j


k 1
; '
k 1

(a(
k 1
)f
j
(
k
))
i
=
n
j
 1
X
i=0
P
(k)
i;n
j
+`+1;j


k 1
; '
k 1

(a(
k 1
)f
j
(
k
))
i
;
dabei ist mit P
(k)
 1;n
j
+`;j
 
z; y

:= 0
P
(k)
i;n
j
+`+1;j
 
z; y

:= P
(k)
n
j
 1;n
j
+`;j
 
z; y

P
(k)
i;n
j
;j
 
z; y

+ P
(k)
i 1;n
j
+`;j
 
z; y

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gesetzt.
Somit folgt induktiv P
(k)
i;n
j
+`+1;j
2 O
K

z; y

und
d
z

P
(k)
i;n
j
+`+1;j

 (n
j
+ `+ 1  i)d
z
(P ) ;
d
y

P
(k)
i;n
j
+`+1;j

 (n
j
+ `+ 1  i)d
y
(P ) ;
L

P
(k)
i;n
j
+`+1;j

 2
`+1
L (P )
n
j
+`+1 i
;
was das Lemma schlielich beweist. 
4.3.3 Ein erster Reduktionsschritt
In den folgenden Reduktionsschritten ersetzen wir R


k
; '
k

=: R
0


k
; '
k

, wo-
bei R 2 O
K

z; y

erstmal beliebig ist, induktiv durch Polynome R
`


k `
; '
k `

und erhalten so schlielich ein Polynom R
k
, welches

ahnliche Schranken f

ur


R
k
 
; f()



und den Grad bzw. die H

ohe von R
k
besitzt wie das Startpolynom
R.
Wir denieren daf

ur
M := f0; 1; : : : ; n
1
  1g      f0; 1; : : : ; n
m
  1g :
Lemma 8
Sei R 2 O
K

z; y

beliebig. Dann existiert ein Polynom R

2 O
K

z; u; y

mit
a(
k 1
)
d
y
(R)
R


k
; '
k

=
X
2M
R




k 1
; '
k 1

a(
k 1
)'
k


=: R



k 1
; '
k 1
; a(
k 1
)'
k

;
und R


2 O
K
[z; u ]. Ferner gilt:
d
y
j
(R

)  n
j
  1 (j = 1; : : : ; m);
d
z

R



 d d
z
(R) + d
z
(P ) d
y
(R);
d
u

R



 d
y
(P ) d
y
(R);
L

R



 L(R)L (P )
d
y
(R)
2
d
y
(R)
:
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Bemerkung
An dieser Stelle geht die starke Voraussetzung a(
k
) 6= 0 f

ur k 2 IN
0
ein. W

urden
wir hier eine schw

achere Bedingung zulassen, so liee sich d
y

R



nur trivial
absch

atzen, was das Ergebnis verschlechtern w

urde.
Beweis
Aus der Darstellung
R
 
z; y

:=
d
z
(R)
X
i=0
X
j
j
j
d
y
(R)
R
i;j
z
i
y
j
gewinnt man mittels Lemma 7:
a(
k 1
)
d
y
(R)
R


k
; '
k

=
d
z
(R)
X
i=0
X
j
j
j
d
y
(R)
R
i;j

i
k
a(
k 1
)
d
y
(R) 
j
j
j

a(
k 1
)'
k

j
=
X
2M
R




k 1
; '
k 1

a(
k 1
)'
k


;
dabei ist
R


(z; u) =
d
z
(R)
X
i=0
X
j
j
j
d
y
(R)
R
i;j
 
z
d

i
a(z)
d
y
(R) 
j
j
j
P
(k)

1
;j
1
;1
(z; u)  : : :  P
(k)

m
;j
m
;m
(z; u):
Die erste und dritte Aussage von Lemma 8 folgen daraus sofort.
Aus Lemma 7 folgt weiterhin
d
z

R



 dd
z
(R)+d
z
(P ) d
y
(R)+d
y
(P )max
(
m
X
i=1
(j
i
  
i
)
+
  j
i
:


j


 d
y
(R)
)
;
und daraus gewinnt man dann auch die zweite Behauptung des Lemmas.
Die L

ange von R


k

onnen wir analog absch

atzen:
L

R



 L(R)2
max

m
P
i=1
(j
i
 n
i
)
+
:
j
j
j
d
y
(R)

L (P )
d
y
(R)+max

m
P
i=1
(j
i
 n
i
)
+
 j
i
:
j
j
j
d
y
(R)

 L(R)L (P )
d
y
(R)
2
d
y
(R)
:

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4.3.4 Ein weiterer Reduktionsschritt
Lemma 9
Sei nun R

2 O
K

z; u; y

wie in Lemma 8, dann existieren Polynome U
1
; : : : ; U

2
O
K
[z; u ], so da an der Stelle

z
0
; u
0
; y
0

:=


k 1
; '
k 1
; a(
k 1
)'
k

gilt:
R
 
+ U
1
R
 1
+   + U

= 0:
F

ur die Grade und die H

ohe der Polynome U
`
erhalten wir mit einer nur von f
und  abh

angigen Konstanten c 2 IR
+
:
d
z
(U
`
)  d d
z
(R) + d
z
(P )

d
y
(R) + jnj

;
d
u
(U
`
)  d
y
(P )

d
y
(R) + jnj

;
L(U
`
)  exp

c

d
z
(R) + d
y
(R)

H(R)

:
Beweis
Mit R

 
z; u; y

=
P
2M
R


(z; u) y

erhalten wir f

ur ein beliebiges  2M
R



k 1
; '
k 1
; a(
k 1
)'
k

a(
k 1
)'
k


=
X
2M
R




k 1
; '
k 1

a(
k 1
)'
k

+
=
X
2M
R
; 


k 1
; '
k 1
 
a(
k 1
)'
k


;
wobei wir nach Lemma 7
R
; 
(z; u) :=
X
2M
R


(z; u)P
(k)

1
;
1
+
1
;1
(z; u)  : : :  P
(k)

m
;
m
+
m
;m
(z; u)
gesetzt haben. Mittels Lemma 7 und 8 ergeben sich f

ur die Grade und die L

ange
von R
; 
die folgenden Absch

atzungen:
d
z
(R
; 
)  max
2M
(
d
z

R



+
m
X
j=1
d
z

P
(k)

j
;
j
+
j
;j

)
 d d
z
(R) + d
z
(P ) d
y
(R) + d
z
(P )max
2M
(
m
X
j=1
(
j
+ 
j
  
j
)
+
)
 dd
z
(R) + d
z
(P )

d
y
(R) + jnj+ jj   jj

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und analog dazu ergibt sich
d
u
(R
; 
)  d
y
(P )

d
y
(R) + jnj+ jj   jj

;
L (R
; 
)  L(R)L (P )
d
y
(R)+jnj+jj jj
2
d
y
(R)+jj
 L(R)c
d
y
(R)
;
wobei die Konstante c 2 IR
+
lediglich von P und n abh

angt.
Somit hat das lineare Gleichungssystem
X
2M
n
R
; 


k 1
; '
k 1

  
; 
R



k 1
; '
k 1
; a(
k 1
)'
k
o
!

= 0;
wobei

; 
:=

1; falls  = ;
0; sonst
das verallgemeinerte Kronecker{Symbol ist, f

ur ! =
 
!


2M
eine nichttri-
viale L

osung
!

=

a(
k 1
)'
k


:
Die Koezientenmatrix ist vom Format    und an der Stelle

z
0
; u
0
; y
0

:=


k 1
; '
k 1
; a(
k 1
)'
k

singul

ar. Entwickelt man nun dort deren Determinante
nach den Potenzen von R



k 1
; '
k 1
; a(
k 1
)'
k

, so erh

alt man mit Polynomen
U
`
2 O
K
[z; u ]
0 = det (R
; 
  
; 
R

) = 
 
R

+ U
1
R
 1
+   + U


:
Jedes Polynom U
`
besteht aus Summen von Produkten der Form
R

1
; (
1
)
 : : : R

s
; (
s
)
;
wobei 
1
; : : : ; 
s
2 M paarweise verschieden sind und  := (
1
; : : : ; 
m
) eine
Permutation der Menge M := f0; : : : ; n
1
  1g      f0; : : : ; n
m
  1g ist.
F

ur ` 2 f1; : : : ; g erhalten wir aus den vorangegangenen Betrachtungen:
d
u
(U
`
)  max

8
<
:
X
2M
d
u
 
R
; ()

9
=
;
 d
y
(P )

d
y
(R) + jnj

;
da
X
2M
jj   j()j = 0
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ist. Analog ergibt sich
d
z
(U
`
)  max

8
<
:
X
2M
d
z
 
R
; ()

9
=
;
 d d
z
(R) + d
z
(P )

d
y
(R) + jnj

:
Die H

ohe bzw. L

ange von U
`
kann man wie folgt absch

atzen:
H(U
`
)  L(U
`
)  ! maxfL (R
; 
) j;  2Mg

:
Aber wegen
L (R
; 
)  L(R)c
d
y
(R)
 (1 + d
z
(R))

1 + d
y
(R)

m
H(R)c
d
y
(R)
 exp

c

d
z
(R) + d
y
(R)

H(R);
folgt schlielich die Behauptung von Lemma 9. 
4.3.5

Uber gewisse Dierenzenungleichungen
Im n

achsten Abschnitt wollen wir nun induktiv die Existenz einer Folge von
Polynomen R
j
2 O
K

z; y

f

ur j = 0; : : : ; k zeigen, die f

ur j = 0 den folgenden
Startbedingungen gen

ugt:
d
z
(R
0
) = d
1;0
; d
y
(R
0
) = d
2;0
;
logH(R
0
) = H
0
;(2)
exp (  
1
(0)) 



R
0


k
; '
k




 exp (  
2
(0))
und f

ur j  1:
d
y
(R
j
) = d
2;j
 d
y
(P ) (d
2;j 1
+ jnj) ;(3)
d
z
(R
j
) = d
1;j
 d d
1;j 1
+ d
z
(P ) (d
2;j 1
+ jnj) ;(4)
logH(R
j
) = H
j
 H
j 1
+ c (d
1;j 1
+ d
2;j 1
) ;(5)
wobei die Konstante c lediglich von f und  abh

angt, und
exp (  
1
(j)) 



R
j


k j
; '
k j




 exp (  
2
(j)) :(6)
Dabei gen

ugen  
1
;  
2
f

ur j  1 unter der Bedingung, da f

ur eine hinreichend
groe Konstante c > 0, die wiederum nur von f und  abh

angt, und alle groen
k 2 IN
 
2
(0)  c 
k
 
H
0
+ d
k
(d
1;0
+ d
2;0
)

(7)
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gilt, den folgenden Dierenzengleichungen:
 
1
(j) =  
1
(j   1) + H
j 1
+ c
 
d
1;j 1
+ d
k j
d
2;j 1

;(8)
 
2
(j) =  
2
(j   1)  H
j 1
  c (d
1;j 1
+ d
2;j 1
) :(9)
Diese Aussagen werden im n

achsten Abschnitt bewiesen. Wir wollen hier noch
Oberschranken f

ur d
1;j
; d
2;j
; H
j
und  
1
(j) bzw. Unterschranken f

ur  
2
(j) ange-
ben.
Aus (3) folgt sofort:
d
2;j


d
y
(P )

j
(d
2;0
+ jnj)

d
y
(P )

j
d
2;0
:
Die Ungleichung (4) f

uhrt induktiv unter Beachtung von d > d
y
(P ) zu:
d
1;j
 (d)
j
d
1;0
+ d
z
(P )
j 1
X
i=0
(d)
i
(d
2;j i 1
+ jnj) (d)
j
(d
1;0
+ d
2;0
):
F

ur die Absch

atzung der H

ohe in (5) ergibt sich dazu analog
H
j
 
j
H
0
+ c
j 1
X
i=0

i
(d
1;j i 1
+ d
2;j i 1
)  
j
H
0
+ c (d
1;0
+ d
2;0
) (d)
j
mit einer nur von f und  abh

angenden Konstanten c > 0:
Indem man nun die oberen Absch

atzungen von H
j
; d
1;j
und d
2;j
benutzt, erh

alt
man aus (8)
 
1
(k) = 
k
 
1
(0) +
k 1
X
i=0

i
 
H
k i 1
+ c
 
d
1;k i 1
+ d
k (j i)
d
2;k i 1

 
k
 
1
(0) + k
k
H
0
+ c (d)
k
(d
1;0
+ d
2;0
) :(10)
In

ahnlicher Weise erh

alt man eine untere Absch

atzung f

ur  
2
(k):
 
2
(k) =  
2
(0) 
k 1
X
i=0
fH
k i 1
+ c (d
1;k i 1
+ d
2;k i 1
)g
  
2
(0)  c
k
 
H
0
+ d
k
(d
1;0
+ d
2;0
)

:(11)
Aufgrund der Bedingung (7) erhalten wir also  
2
(j) 2 IR
+
f

ur alle j 2 f0; : : : ; kg.
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4.3.6

Uber die Existenz der Polynome R
j
Die Existenz der Folge von Polynomen R
j
2 O
K

z; y

f

ur j = 0; : : : ; k, so da
die Bedingungen aus Abschnitt 4.3.5 erf

ullt sind, wird nun per Induktion

uber j
bewiesen.
Im Fall j = 0 folgt die Existenz eines Polynoms R
0
2 O
K

z; y

, das den Bedin-
gungen in (2) gen

ugt, bereits aus Lemma 1.6 und Lemma 1.12 mit den Startwer-
ten
8
>
>
>
<
>
>
>
:
d
1;0
= d
2;0
 N;
H
0
 N
(m+1)L
;
 
1
(0) = c
1
d
k
und
 
2
(0) = c
2
d
k
;
(12)
vorausgesetzt, da d
k
 
L
f

ur eine gen

ugend groe Konstante gilt.
Sei die Behauptung nun bereits f

ur j   1 bei j 2 f1; : : : ; kg bewiesen. Wendet
man nun Lemma 8 und Lemma 9 auf R
j 1
anstatt R an, so folgt aus Lemma 9
die Existenz von Polynomen U
1
; : : : ; U

2 O
K
[z; u ] mit
d
z
(U
`
)   d d
1;j 1
+ d
z
(P ) (d
2;j 1
+ jnj) ;
d
u
(U
`
)   d
y
(P ) (d
2;j 1
+ jnj) ;
logH(U
`
)  c(d
1;j 1
+ d
2;j 1
) + H
j 1
f

ur ` = 1; : : : ; , so da
R

j 1
+ U
1
R
 1
j 1
+ : : :+ U

= 0
an der Stelle

z
0
; u
0
; y
0

:=


k j
; '
k j
; a(
k j
)'
k (j 1)

gilt. Dabei ist R

j 1
2
O
K

z; u; y

analog zu Lemma 8 deniert durch:
a(
k j
)
d
2;j 1
R
j 1


k (j 1)
; '
k (j 1)

= R

j 1


k j
; '
k j
; a(
k j
)'
k (j 1)

:
Aus der Induktionsannahme und Lemma 1.11 folgt
  
1
(j   1)  cd
k j
d
2;j 1
 log



R

j 1


k j
; '
k j
; a(
k j
)'
k (j 1)




   
2
(j   1) + cd
2;j 1
;
dabei beachte man, da f

ur alle k 2 IN
0
gilt:  
1
d
k
 log ja (
k
)j  
2
.
Aus Lemma 9 erh

alt man f

ur ` = 1; : : : ;  mittels Standardmethoden



U
`


k j
; '
k j




 L(U
`
)maxf1; j
k j
j ; j'
1; k j
j ; : : : ; j'
m; k j
jg
d
z
(U
`
)+d
u
(U
`
)
 exp (H
j 1
+ c(d
1;j 1
+ d
2;j 1
)) ;
60
wobei die Konstante c nur von f und  abh

angt.
Aus Lemma 1.7 folgt nun, da es mindestens ein `
0
2 f1; : : : ; g gibt, so da gilt:
log



U
`
0


k j
; '
k j




   
2
(j   1) + H
j 1
+ c(d
1;j 1
+ d
2;j 1
)
=   
2
(j);
dabei beachte man, da nach (7) und (12)
 
2
(j   1)  (H
j 1
+ c(d
1;j 1
+ d
2;j 1
)) > 0
ist. Ebenso ergibt sich
log



U
`
0


k j
; '
k j




   
1
(j   1)  cd
k j
d
2;j 1
  H
j 1
  c(d
1;j 1
+ d
2;j 1
)
   
1
(j   1)  H
j 1
  c(d
1;j 1
+ d
k j
d
2;j 1
)
=   
1
(j):
Somit setzen wir R
j
 
z; y

:= U
`
0
 
z; y

2 O
K

z; y

und sehen, da R
j
die Be-
dingungen (3) { (6) erf

ullt.
4.3.7 Beweisende
Wir haben nun die notwendigen Hilfsmittel bereit, um das Theorem 1 zu bewei-
sen. Aus den vorangegangenen Abschnitten erhalten wir also insgesamt:
Lemma 10
Seien k;N 2 IN hinreichend gro und gen

ugen den Bedingungen
d
k
 
L
;(13)
d
k
 
k
 
N
(1+m)L
+ d
k
N

;(14)
so existiert ein Polynom R
k
2 O
K

z; y

mit
d
z
(R
k
)  (d)
k
N;(15)
d
y
(R
k
) 

d
y
(P )

k
N;(16)
logH(R
k
)  (d)
k
N und(17)
 c
1
(d)
k
  log


R
 
; f()



  c
2
d
k
:(18)
Dabei h

angen die Konstanten lediglich von  und f ab.
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Beweis
W

ahlt man im letzten Paragraphen k = j, so sind die Absch

atzungen f

ur die
Grade in (15) und (16) aus den vorangegangenen Untersuchungen und der Wahl
der Startwerte in (12) sofort klar. Die Absch

atzungen f

ur die H

ohe von R
k
in
(17) und die rechte Seite von (18) folgen aus (13) d
k
 
L
 N
(1+m)L
und den
Ungleichungen (11) bzw. (7).
Mit (10) und (12) folgt aus (14) ebenso
 
1
(k) 
k
d
k
 + k
k
 
N
(1+m)L
+ d
k
N

 
k
d
k
 + kd
k
:
Da wir aber ohne Einschr

ankung   2 (vgl. Seite 51) annehmen konnten, erhal-
ten wir daraus auch die linke Seite der Absch

atzung in (18). 
Wir wollen nun Lemma 1.13 auf eine geeignete Folge von Polynomen (Q
k
)
k
0
kk
1
2
O
K

y

anwenden. Dazu sei nun D 2 IN ein Nenner von , und wir setzen
Q
k
 
y

:= D
d
z
(R
k
)
R
k
 
; y

:
Wegen (14) und d
y
(P ) < d erhalten wir aus Lemma 10 f

ur k 2 IN:
d
y
(Q
k
) 

d
y
(P )

k
N;
logH(Q
k
)  (d)
k
N;
log


Q
k
 
f()



  c
1
d
k
 + c
2
(d)
k
N   d
k
;
log


Q
k
 
f()



   (d)
k
:
Setzen wir nun  := cM
1+m
mit einemM  N; so folgt aus (13) bereits k log d 
log c + L(1 +m) logM . Damit setzen wir mit einer Konstanten 
0
> 0, die nur
von f abh

angt
k
0
:=

(1 +m)L
log d
logM + 
0

:
Daher denieren wir f

ur M mit M  N 2 IN und k
0
 k  k
1
mit einer
geeigneten, sp

ater noch zu denierenden Zahl k
1
mit k
1
> k
0
2 IN
8
>
>
>
<
>
>
>
:

1
:= c

d
y
(P )

k
1
M; 
2
:= c (d)
k
1
M;
 
1
(k) := c
1
 (d)
k
;  
2
(k) := c
2
d
k
und (k) :=
 
1
(k + 1)
 
2
(k)
= c
6

k
:
(19)
Folglich sind mit (14) die Bedingungen (i) und (ii) von Lemma 1.13 f

ur alle k  k
0
erf

ullt.
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Die Bedingung (iii) folgt aus (19), falls die Ungleichungen
 
d

2(m
0
 1)
d
y
(P )
m
0
 1
!
k
1
 cM
m
0
 1
(d)
k
0
(20)
und M
m+1 m
0
 c


2(m
0
 1)+1
d
y
(P )
m
0
 1

k
1
(21)
f

ur eine gen

ugend groe Konstante c 2 IR
+
mit einem geeigneten N 2 IN und
dem zugeh

origen M  N erf

ullt sind.
Bemerkung
An dieser Stelle (Formel (20)) sieht man, da hier im allgemeinen (d.h. im Fall
m
0
> 1) auf die Bedingung d
y
(P ) < d, die bislang rein technischer Natur war,
nicht verzichtet werden kann. Die Annahme d  d
y
(P ) f

uhrt in (20) sofort zu ei-
nem Widerspruch, so da man in diesem Fall maximal die Transzendenz einer der
Zahlen f
1
(); : : : ; f
m
() zeigen kann. Dazu vergleiche man auch die Ausf

uhrungen
in dem Abschnitt 4.4.
Doch nun weiter zum Beweis von Theorem 1. Aus der Voraussetzung anm
0
erh

alt
man
m
0
<
m  L(m + 1)(1 + )
 + 1 + (L(m + 1)(1 + ) +m)

2 + log d
y
(P ) = log d

+ 1;
wobei  :=
log
log d
gesetzt ist. Unter der zus

atzlichen Annahme m
0
 1, die kei-
nerlei Einschr

ankung der Allgemeinheit bedeutet, folgt daher
(m
0
  1)

log  + log d+ (L(m + 1)(1 + ) +m) log


2
d
y
(P )

< m log d  log (L(m + 1) (1 + ))
beziehungsweise dazu

aquivalent

(m
0
  1) log


2
d
y
(P )

+ log 

(m
0
  1) + L(m+ 1)(1 + )

< (m + 1 m
0
)

log d  (m
0
  1) log


2
d
y
(P )

:
Somit existiert ein  2 IR
+
, welches gleichzeitig den Ungleichungen


(m
0
  1) log


2
d
y
(P )

+ log 

< m + 1 m
0
und
(m
0
  1) + L(m + 1)(1 + ) < 

log d  (m
0
  1) log


2
d
y
(P )

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gen

ugt. Mit einem solchen  setzen wir nun k
1
:= [ logM ] und zeigen, da
daraus k
0
< k
1
folgt, sowie die beiden Bedingungen in (13) und (14) erf

ullt sind.
Da wir ohne Einschr

ankung bereits m
0
 1 voraussetzen konnten, folgt wegen
 >
(m
0
  1) + L(m + 1)(1 + )
log d  (m
0
  1) log


2
d
y
(P )


L(m + 1)
log d
bereits k
0
< k
1
: Durch die Wahl von k
0
ist ebenso die Bedingung (13) erf

ullt.
Um einzusehen, da die Ungleichung (14) erf

ullt ist, zeigen wir, da f

ur alle
k
0
 k  k
1
die beiden Ungleichungen d
k
 
k
M
L(m+1)
und d
k
 
k
d
k
M
gelten.
Aber wegen m
0
 1 gilt:
 <
m+ 1 m
0
(m
0
  1) log


2
d
y
(P )

+ log

m
log
;
so da daraus schon
m logM  k log + 
0
f

ur k  k
1
folgt und damit auch die Ungleichung d
k
 c
k
d
k
M f

ur jede Kon-
stante c > 0 erf

ullt ist.
Analog sieht man d
k
 
k
M
L(m+1)
 1 ein. Aufgrund der Voraussetzung d > 
L
folgt f

ur k  k
0
und alle Konstanten 
0
2 IR
k (log d  log) 
(1 +m)L
log d
logM (log d  log) > (L  1)(m+ 1) logM + 
0
;
falls nur M hinreichend gro ist. Daher ist also

d


k


d


k
0
 cM
(L 1)(m+1)
f

ur jede vorgegebene Konstante c 2 IR
+
erf

ullt.
Damit ist nun vollst

andig gezeigt, da mit diesen Wahlen von k
0
; k
1
und N bzw.
M die Bedingungen von Lemma 10 erf

ullt sind. Somit gelten die folgenden Un-
gleichungen
k
1

log d  (m
0
  1) log


2
d
y
(P )



(m
0
  1) + L(m + 1)(1 + )

logM + c
und
(m + 1 m
0
) logM
 k
1

(m
0
  1) log


2
d
y
(P )

+ log 

+ c
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f
ur eine gen

ugend groe Konstante c > 0. Daraus folgt aber direkt die G

ultigkeit
der Ungleichungen (20) und (21), falls nur M  N hinreichend gro ist. 
4.4 Untersuchungen des Falls m = 1
In diesem Abschnitt wollen wir zeigen, da wir mit der in dem vorangegangenen
Abschnitt dargestellten Methode fast das Ergebnis von Nishioka [47] erhalten.
Allerdings ist der Beweis nicht sonderlich elegant, da wir die F

alle d = d
y
(P )
und d 6= d
y
(P ) und dabei zus

atzlich noch n = 1 bzw. n  2 einzeln betrachten
m

ussen. Der Grund daf

ur ist, da wir bei gewissen Absch

atzungen, geometrische
Summen der Form
P
j
i=0
(nd
y
(P )=d)
i
zu betrachten haben.
Aus Lemma 1.2 erhalten wir, da die Koezienten der Funktion f unter den obi-
gen Voraussetzungen bereits in einem festen algebraischen Zahlk

orper K liegen,
und es gibt ein D 2 IN, und f

ur alle " > 0 gibt es ein c > 0, so da f

ur alle j 2 IN
0
gilt:
f
j
 exp
 
c
 
1 + j
1+"

und D
1+j
f
j
2 O
K
:
Im folgenden werden wir dieses " gegebenenfalls leicht modizieren, ohne dann
darauf gesondert einzugehen.
Die Bedingung d > d
y
(P ) wurde erstmals in der Absch

atzung von d
1;j
in Para-
graph 4.3.5 benutzt. Um also die entsprechenden Resultate auch in den anderen
F

allen zu erhalten, m

ussen wir lediglich die Absch

atzungen f

ur d
1;j
; : : : ;  
2
(j) da-
hingehend modizieren. Unter den etwas allgemeineren Voraussetzungen m

ussen
wir den Beweis aus den vorherigen Abschnitten leicht modizieren, insbesondere
ersetzen wir die H

ohe durch die L

ange geeigneter Polynome. Da dabei jedoch kei-
ne Schwierigkeiten auftauchen, zitieren wir hier nur das Ergebnis (vgl. T

opfer
[74]).
Unter der Bedingung d
k
 
1+"
erhalten wir f

ur j = 0; : : : ; k die Existenz von
Polynomen R
j
2 O
K
[z; y], so da f

ur j = 0 gilt:
d
z
(R
0
) = d
1;0
 N; d
y
(R
0
) = d
2;0
 N;
logL(R
0
) = L
0
 N
2+"
;
0 <


R
0
 
T
k
; f
 
T
k




 exp( cd
k
);
wobei  = ord
0
R
0
(z; f(z))  N
2
gilt. Setzen wir nun noch  (0) = cd
k
und
n := deg
u
P; so erf

ullen die Polynome R
j
f

ur j  1 :
d
z
(R
j
) = d
1;j
 n (d
z
(P ) d
1;j 1
+ d d
2;j 1
) ;
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dy
(R
j
) = d
2;j
 n d
y
(P ) d
2;j 1
;
logL (R
j
) = L
j
 nL
j 1
+ cn (d
1;j 1
+ d
2;j 1
)
und 0 <


R
j
 
T
k j
; f
 
T
k j




 exp(  (j));
wobei
 (j) =

 (j   1)  c
 
d
1;j 1
+ d
k j
d
2;j 1
+ L
j 1

; im Fall n = 1;
 (j   1)  c
 
d
k j
(d
1;j 1
+ d
2;j 1
) + L
j 1

; f

ur n  2
deniert ist, vorausgesetzt, da f

ur  := max fd; d
y
(P )g
d
k

8
>
>
>
<
>
>
>
:
k
k
N + kN
2+"
; falls n = 1 und d = d
y
(P ) gilt;

k
N + kN
2+"
; falls n = 1 und d 6= d
y
(P ) gilt;
k(n)
k
N + n
k
N
2+"
; falls n  2 und d = d
y
(P );
(n)
k
N + n
k
N
2+"
; sonst
(22)
in den jeweiligen F

allen f

ur eine gen

ugend groe Konstante erf

ullt ist.
Induktiv erhalten wir sofort f

ur j = 0; : : : ; k:
d
2;j
 (nd
y
(P ))
j
N:
Aus der Annahme, da f() algebraisch ist, erhalten wir so eine analytische
Oberschranke f

ur eine nichtverschwindende, algebraische Zahl. Lemma 1.9 liefert
dann eine arithmetische Unterschranke, von der wir zeigen werden, da diese nicht
mit der hier erhaltenen Oberschranke vertr

aglich ist. Was Korollar 3 schlielich
beweist.
4.4.1 d = d
y
(P )
Wie

ublich erhalten wir induktiv
d
1;j
 (nd)
j
N + c
j 1
X
i=0
(nd)
i
(nd)
j i 1
N  j(nd)
j
N:
Die L

ange kann folgendermaen abgesch

atzt werden:
L
j
 n
j
N
2+"
+ n
j
N
j 1
X
i=0
(j   i  1)d
j i 1
 n
j
N
2+"
+ j(nd)
j
N:
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Als Unterschranke f

ur  (j) ergibt sich im Fall n = 1
 (j) =  (0)  c
j 1
X
i=0
 
d
k j+i
d
2;j i 1
+ d
1;j i 1
+ L
j i 1

 d
k
  c
 
k d
k
N + kN
2+"

;
dabei ist diese Unterschranke wegen (22) positiv. Ist nun n  2; so erhalten wir
analog dazu
 (j) =  (0)  c
j 1
X
i=0
 
d
k j+i
(d
1;j i 1
+ d
2;j i 1
) + L
j i 1

 d
k
  c
 
k(n d)
k
N + n
k
N
2+"

;
was wiederum nach (22) positiv ist.
Ist jetzt D 2 IN ein Nenner f

ur , so denieren wir
Q
k
(y) := D
deg
z
R
k
R
k
(; y) 2 O
K
[y] :
F

ur dieses Polynom gilt:
degQ
k
 (nd)
k
N;
logL(Q
k
)  n
k
N
2+"
+ k(nd)
k
N
und 0 < jQ
k
(f())j  exp( cd
k
):
Mithin ergibt sich aus Lemma 1.9 und (22) die Ungleichung
d
k
 c
 
n
k
N
2+"
+ k(n d)
k
N

;
dabei h

angt die (feste) Konstante c > 0 lediglich von  und f() ab. Aus (22)
erhalten wir weiterhin
d
k
 cmax

kN
2+"
+ k d
k
N; n
k
N
2+"
+ k(n d)
k
N
	
f

ur jede Konstante c > 0: Dies liefert bei n = 1 direkt einen Widerspruch, falls
nur k so gro ist, da d
k
 
1+"
erf

ullt ist. Bei n 6= 1 denieren wir nun M
implizit durch  = cM
2
und setzen damit
k := [ logM + c] ;
wobei  > 0 noch geeignet zu bestimmen ist. Wegen d
k
 
1+"
ist es hinreichend
 > 2= log d zu verlangen.
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Damit die Bedingung d
k
 n
k
 
N
2+"
+ k d
k
N

erf

ullt ist, reicht es,
d
k
 cn
k
M
2+"
und d
k
 ck(nd)
k
M
zu zeigen. W

ahrend die erste Ungleichung bereits dann f

ur groe M  N erf

ullt
ist, wenn nur d > n ist, ist im zweiten Fall  logn < 1 hinreichend. Damit erhalten
wir f

ur  folgende Schranken
2
log d
<  <
1
logn
:
Dabei ist dieses Intervall aber aufgrund der Bedingung d > n
2
nichtleer. Diese
Wahl von  zeigt, da sich die obigen Ungleichungen f

ur d
k
widersprechen, falls
N und damitM hinreichend gro gew

ahlt ist. Damit ist das Korollar 3 in diesem
Fall gezeigt.
4.4.2 d 6= d
y
(P )
Dieser Fall ist einfacher, da die Absch

atzungen der Summen einfacher sind. Wir
erhalten sofort:
d
1;j
 (nd)
j
N + c
j 1
X
i=0
(nd)
i
(nd
y
(P ))
j i 1
N  (n)
j
N;
L
j
 n
j
N
2+"
+ (n)
j
N:
Damit ergibt sich als obere Absch

atzung f

ur log jR
k
(; f())j :
log jR
k
(; f())j    (k)  d
k
+c

 

k
N + kN
2+"

; falls n = 1 gilt;
 
(n)
k
N + n
k
N
2+"

; sonst:
Nun verfahren wir analog zu Fall 1 und erhalten hier aus der Annahme f() 2 Q
erneut einen Widerspruch.
W

ahrend dies bei n = 1 wiederum direkt klar ist, erhalten wir im Fall n  2
2
log d
<  <
1
log(n)  log d
als Schranken f

ur . Wegen d
3
> n
2

2
ist dieses Intervall nichtleer. Somit ist
Korollar 3 nun vollst

andig bewiesen. 
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Kapitel 5

Uber lineare
Funktionalgleichungen mit
algebraischen Transformationen
5.1 Einleitung und Ergebnisse
Wie schon in der Einleitung von Kapitel 4 angedeutet wurde, hat Becker in
[8] das Resultat von Nishioka [47, 48] auf algebraische Transformationen T
verallgemeinert. Wir folgen hier nun wiederum dem Vorgehen von T

opfer in [74]
(vgl. auch den Beweis in Kapitel 4), um Unterschranken f

ur den Transzendenzgrad
von Q (f
1
(); : : : ; f
m
()) zu erhalten, wobei  algebraisch ist und die Funktionen
f
1
; : : : ; f
m
linearen Funktionalgleichungen mit einer algebraischen Transformation
T gen

ugen. Das nun folgende Theorem 1 verallgemeinert die fr

uheren Resultate
von Becker [7] und T

opfer [72] f

ur rationale Transformationen.
Doch nun zu dem angek

undigten Ergebnis:
Theorem 1
Seien f
1
; : : : ; f
m
: U ! C algebraisch unabh

angig

uber C (z); holomorph in einer
Umgebung U um ! 2
b
C . Die Koezienten der Potenzreihen von f
1
; : : : ; f
m
um
! seien algebraisch.
Sei T algebraisch vom Grad n

uber Q(z), meromorph in U und gelte T (U)  U .
! sei ein Fixpunkt von T mit ord
!
T :=  > n: Mit Q(z; y) 2 Q [z; y] bezeichnen
wir das Minimalpolynom von T

uber Q(z) und mit d := deg
z
Q den Grad von Q
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bez

uglich z.
Die Funktionen f
1
; : : : ; f
m
m

ogen einer Funktionalgleichung des Typs
a(z)f (T (z)) = A(z)f(z) +B(z)
gen

ugen. Dabei sei a(z) 2 Q [z], die m  m Matrix A(z) sei in U regul

ar mit
Eintr

agen in Q [z] und B(z) 2
 
Q [z]

m
.
Sei  2 U algebraisch mit lim
k!1
T
k
() = !. F

ur k 2 IN
0
gelte ferner T
k
() 2
Un f!;1g, und T
k
() sei keine Nullstelle von a(z).
Ist dann m
0
die kleinste ganze Zahl mit
m
0

(2m+ 1) log    (m + 1) log d

1 +
log n
log 

  (m + 1)
log
2
n
log 
(4m+ 3) logn+ 2(m+ 1)
log
2
n
log 
+ log d
;
so gilt
trdeg
Q
Q(f
1
(); : : : ; f
m
())  m
0
:
Bemerkungen
(i) Im Fall, da T eine rationale Funktion ist, entspricht das Ergebnis von
Theorem 1 dem Resultat von T

opfer [72, Theorem 2] (vgl. auch Becker
[7]).
(ii) Es ist klar, da  = ord
!
T  deg
z
Q = d gilt, denn aus Q(z; T (z)) = 0 folgt
Q
n
(z)T (z)
n
=  
n 1
X
i=0
Q
i
(z)T (z)
i
:
Betrachtet man nun die Ordnung der linken bzw. rechten Seite dieser Glei-
chung im Punkt !; so ergibt sich n  (n  1) + d; mithin also   d:
(iii) Man beachte, da wir hier, im Gegensatz zu den Theoremen in Kapitel 3
bzw. Theorem 4.1, lediglich verlangen, da die Koezienten der Funktionen
f
1
; : : : ; f
m
algebraisch sind. Aus Lemma 1.4 folgt dann bereits, da die
Koezienten in einem algebraischen Zahlk

orper K liegen und die H

auser
bzw. Nenner der Koezienten einer entsprechenden Wachstumsbedingung
gen

ugen.
(iv) Nat

urlich stellt sich auch hier die Frage nach Anwendungen. Wie bereits
oben erw

ahnt, kann man aus Theorem 1 die Korollare 3 und 6 in T

opfer
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[72] folgern. Die dort denierten Funktionen 
i
(vgl. auch Seite 32) und

i
sind sicherlich Kandidaten, wenn man dort nicht nur rationale sondern
auch algebraische Transformationen T zul

at. Allerdings ist es nicht gelun-
gen, die algebraische Unabh

angigkeit dieser Funktionen (unter geeigneten
Zusatzvoraussetzungen) zu zeigen.
Als einfache Konsequenz von Theorem 1 erhalten wir das folgende
Korollar 2
Ist unter den Voraussetzungen von Theorem 1 die Ungleichung
log d
log 
<
2m+ 1    ((2m  1)(m+ 1) + (m  1)(4m+ 3))
2m + (m+ 1)
mit  := logn= log  erf

ullt, so sind die Funktionswerte f
1
(); : : : ; f
m
() alge-
braisch unabh

angig

uber Q.
Bemerkung
Aus Theorem 1 bzw. Korollar 2 folgt dann unter den entsprechenden Voraus-
setzungen des Theorems die Transzendenz eines Wertes f() aus der G

ultigkeit
der folgenden Ungleichung:
3 log  > 2 log d(1 + ) + 2 logn:
Dieses Ergebnis ist allerdings deutlich schw

acher als das Resultat vonBecker [8],
der die Transzendenz eines dieser Werte unter den Voraussetzungen von Theorem
1 unter der Bedingung 
3
> n
2
d
2
zeigte. Im folgenden Korollar 3 behaupten wir,
da wir dieses Ergebnis durch eine Versch

arfung des Beweises von Theorem 1
im Fall m = 1 ebenso erhalten k

onnen. Der Beweis des Korollars erfolgt zum
Abschlu (Abschnitt 5.3) dieses Kapitels.
Korollar 3
Die Voraussetzungen von Theorem 1 seien mit m = 1 erf

ullt. Ist dann 
3
> n
2
d
2
;
so gilt f() =2 Q:
Bemerkung
Aus der Ungleichung 
3
> n
2
d
2
folgt insbesondere n < : Diese in Theorem 1
geforderte Bedingung bedeutet damit also keine weitere Einschr

ankung.
5.2 Beweis von Theorem 1
Der Beweis von Theorem 1 verl

auft in den wesentlichen Schritten vollkommen
analog zu dem Beweis von Theorem 1 in Kapitel 4. Erg

anzend zu dem dortigen
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Vorgehen m

ussen wir hier noch zeigen, da es ausreicht, die Behauptung lediglich
f

ur den Fall ! = 0 zu zeigen.
5.2.1 Reduktion auf den Fall ! = 0
Wir betrachten wieder (vgl. Becker [8] bzw. Kapitel 3, Seite 35) die folgende
M

obius{Transformation
(z) :=

z   ! f

ur ! 2 C ;
1=(z   ) f

ur ! =1
mit einer algebraischen Zahl  und T
k
() 6=  f

ur alle k 2 IN
0
:
Nun kann man wiederum zeigen, da dann die Funktionen f

i
(z) := f
i
(
 1
(z)) ;
a

(z) := d(z)a (
 1
(z)) ; A

(z) := d(z)A (
 1
(z)) und B

(z) := d(z)B (
 1
(z)),
wobei d 2 Q [z] ein gemeinsamer Nenner f

ur die rationalen Funktionen a  
 1
;
A  
 1
und B  
 1
ist, den Voraussetzungen von Theorem 1 f

ur ! = 0 mit
der Transformation T

(z) :=  (T (
 1
(z))) gen

ugen. Die restlichen Aussagen

ubertragen sich entsprechend. F

ur Einzelheiten dazu vergleiche man Becker
[7].
5.2.2 Iteration der Funktionalgleichung
Im weiteren Verlauf sei k 2 IN fest gew

ahlt; die in den Beweisen vorkommenden
Konstanten h

angen nicht von k ab. Unter den Voraussetzungen von Theorem 1
an ; T; f schreiben wir wiederum abk

urzend:


:= T

(); '
i;
:= f
i
(T

()) und '

:= (f
1
(T

()) ; : : : ; f
n
(T

())) :
Ohne Einschr

ankung der Allgemeinheit setzen wir voraus, da die Koezienten
des Minimalpolynoms Q(z; y) =
n
P
i=0
Q
i
(z)y
i
teilerfremd sind und k

onnen daher
n
k
:= max

i 2 f0; : : : ; ng jQ
i
 
T
k 1
()

6= 0
	
setzen. Aufgrund der Teilerfremdheit der Koezienten folgt, da die Menge

i 2 f0; : : : ; ng jQ
i
 
T
k 1
()

6= 0
	
nichtleer ist, und ebenso ist n
k
 1 klar.
Denn aus n
k
= 0 w

urde folgen:
0 = Q (
k 1
; 
k
) =
n
X
i=0
Q
i
(
k 1
)
i
k
= Q
0
(
k 1
) 6= 0:
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Wir kommen nun zu einem Lemma, welches hier die Rolle von Lemma 4.7

uber-
nimmt, um die Ordnungen von T , die bei der Iteration der Funktionalgleichung
auftauchen, induktiv zu reduzieren.
Lemma 4
Seien k 2 IN und ` 2 IN
0
. Dann gilt:
(Q
n
k
(
k 1
) 
k
)
n
k
+`
=
n
k
 1
X
i=0
Q
(k)
`;i
(
k 1
) (Q
n
k
(
k 1
)
k
)
i
mit Q
(k)
`;i
2 O
K
[z] und
d
z

Q
(k)
`;i

 (n
k
+ `  i) d;
L

Q
(k)
`;i

 2
`
L(Q)
n
k
+` i
:
Beweis
Dies ist Lemma 4 in T

opfer [74]. Der Beweis verl

auft vollkommen analog zu
dem Beweis von Lemma 4.7. 
Im folgenden sei M eine Oberschranke f

ur den Grad von a bzw. die Grade der
Eintr

age in A und B.
Lemma 5
Sei R 2 O
K

z; y

mit d
z
(R)  n, dann existiert ein Polynom R

 
z; u; y

=
P
n
k
 1
i=0
R

i
 
z; y

u
i
2 O
K

z; u; y

mit
Q
n
k
(
k 1
)
d
z
(R)
a (
k 1
)
d
y
(R)
R


k
; '
k

= R



k 1
; Q
n
k
(
k 1
)
k
; '
k 1

;
und f

ur i = 0; : : : ; n
k
  1 gilt:
d
z
(R

i
)  Md
y
(R) + (d
z
(R)  i) d;
d
y
(R

i
)  d
y
(R) bzw.
L (R

i
)  c
d
z
(R)+d
y
(R)
L(R)L(Q)
d
z
(R) i
mit einer explizit angebbaren Konstanten c > 0; die lediglich von den Funktionen
f
1
; : : : ; f
m
abh

angt.
Beweis
Aus der Darstellung
R
 
z; y

=
d
z
(R)
X
i=0
X
j
j
j
d
y
(R)
R
i; j
z
i
y
j
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erhalten wir mittels Lemma 4
Q
n
k
(
k 1
)
d
z
(R)
a (
k 1
)
d
y
(R)
R


k
; '
k

=
X
0id
z
(R)
j
j
j
d
y
(R)
R
i; j
Q
n
k
(
k 1
)
d
z
(R) i
a (
k 1
)
d
y
(R) 
j
j
j
(Q
n
k
(
k 1
)
k
)
i

a (
k 1
)'
k

j
=
X
0in
k
 1
j
j
j
d
y
(R)
R
i; j
Q
n
k
(
k 1
)
d
z
(R) i
a (
k 1
)
d
y
(R) 
j
j
j

a (
k 1
)'
k

j
(Q
n
k
(
k 1
)
k
)
i
+
n
k
 1
X
i=0
(Q
n
k
(
k 1
)
k
)
i

X
n
k
`d
z
(R)
Q
n
k
(
k 1
)
d
z
(R) `


X
j
j
j
d
y
(R)
R
`; j
Q
(k)
` n
k
;i
(
k 1
)a (
k 1
)
d
y
(R) 
j
j
j

a (
k 1
)'
k

j
:
Somit erhalten wir f

ur R

i
und damit f

ur R

die folgende Darstellung:
R

i
 
z; y

=
X
j
j
j
d
y
(R)
a(z)
d
y
(R) 
j
j
j
 
A(z)y +B(z)

j

0
@
R
i;j
Q
n
k
(z)
d
z
(R) i
+
X
n
k
`d
z
(R)
R
`;j
Q
n
k
(z)
d
z
(R) `
Q
(k)
` n
k
;i
(z)
1
A
;
woraus sich R

i
2 O
K

z; y

und d
y
(R

i
)  d
y
(R) sofort ergibt. Die Aussage

uber
d
z
(R

i
) folgt aus Lemma 4 und der Ungleichung
d
z
(R

i
)  d
y
(R)M + max
n
k
`d
z
(R)
f(d
z
(R)  i) d; (d
z
(R)  `) d+ d(`  i)g :
Damit bleibt lediglich noch die Absch

atzung der L

ange zu zeigen, was aber wie-
derum trivial aus Lemma 4 folgt:
L (R

i
)  L(R)L(Q)
d
z
(R) i
L
d
y
(R)
 
1 + 2
d
z
(R) n
k
+1

0
B
@
X
j
j
j
d
y
(R)
1
1
C
A
;
wobei L eine Oberschranke f

ur die L

ange von a bzw. f

ur die L

angen der Eintr

age
in A bzw. B ist. 
Das Ergebnis von Lemma 5 wird nun im folgenden benutzt, um die Ordnung k
von 
k
zu reduzieren.
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Lemma 6
Sei R

2 O
K

z; u; y

wie im Lemma 5, dann existieren Polynome U
1
; : : : ; U
n
k
;
so da an der Stelle

z
0
; u
0
; y
0

=


k 1
; Q
n
k
(
k 1
)
k
; '
k 1

R
n
k
+R
n
k
 1
U
1
+   + U
n
k
= 0
gilt. Dabei gilt f

ur die Polynome U
1
; : : : ; U
n
k
2 O
K

z; y

und:
d
z
(U
j
)  nM d
y
(R) + n d d
z
(R);
d
y
(U
j
)  n d
y
(R) und
L (U
j
)  exp

cn

d
z
(R) + d
y
(R)

H(R)
n
f

ur j = 1; : : : ; n
k
; wobei die Konstante c > 0 explizit ist und lediglich von den
Vorgaben abh

angt.
Beweis
Sei  2 f0; : : : ; n
k
  1g ; dann gilt:
(Q
n
k
(
k 1
)
k
)

R



k 1
; Q
n
k
(
k 1
)
k
; '
k 1

=
n
k
 1
X
i=0
R

i


k 1
; '
k 1

(Q
n
k
(
k 1
)
k
)
i+
=
n
k
 1 
X
i=0
R

i


k 1
; '
k 1

(Q
n
k
(
k 1
)
k
)
i+
+
 1
X
j=0
R

j+n
k
 


k 1
; '
k 1

(Q
n
k
(
k 1
)
k
)
j+n
k
=
n
k
 1 
X
i=0
 
R

i


k 1
; '
k 1

+
 1
X
j=0
R

j+n
k
 


k 1
; '
k 1

Q
(k)
j;i
(
k 1
)
!
(Q
n
k
(
k 1
)
k
)
i
+
n
k
 1
X
i=n
k
 
 
 1
X
j=0
R

j+n
k
 


k 1
; '
k 1

Q
(k)
j;i
(
k 1
)
!
(Q
n
k
(
k 1
)
k
)
i
=
n
k
 1
X
i=0
R
i;


k 1
; '
k 1

(Q
n
k
(
k 1
)
k
)
i
:
Damit ist R
i;
2 O
K

z; y

klar. F

ur die Grade und die L

angen ergeben sich aus
Lemma 5 die folgenden Oberschranken:
d
y
(R
i;
)  d
y
(R

)  d
y
(R) ;
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dz
(R
i;
)  Md
y
(R) + d (d
z
(R)  (i  )) ;
L (R
i;
)  
d
z
(R)+d
y
(R)
1
L(R)
 
L(Q)
d
z
(R) i
+ L(Q)
d
z
(R) (i )
 1
X
j=0
2
j+1
!
 
d
z
(R)+d
y
(R)
2
L(R)L(Q)
d
z
(R) (i )
mit expliziten Konstanten 
1
; 
2
> 0:
Daher hat das homogene lineare Gleichungssystem
n
k
 1
X
i=0

R
i;


k 1
; '
k 1

  
i;
R



k 1
; Q
n
k
(
k 1
)
k
; '
k 1

!
i
= 0
f

ur jedes  2 f0; : : : ; n
k
  1g eine nichttriviale L

osung !
i
= (Q
n
k
(
k 1
)
k
)
i
: Folg-
lich gilt an der Stelle (z
0
; u
0
; y
0
) =


k 1
; Q
n
k
(
k 1
)
k
; '
k 1

:
0 = det (R
i;
  
i;
R

)
0i;n
k
 1
= 
 
R
n
k
+R
n
k
 1
U
1
+   + U
n
k

;
wenn man die Determinante nach den Potenzen von R



k 1
; Q
n
k
(
k 1
)
k
; '
k 1

entwickelt. F

ur die dabei auftretenden Polynome U
j
gilt U
j
2 O
K

z; y

, und jedes
dieser Polynome besteht aus Summen von Produkten der Form
R
i
1
;(i
1
)
  R
i
s
;(i
s
)
;
wobei i
1
; : : : ; i
s
2 f0; : : : ; n
k
  1g (s  n
k
) paarweise verschieden sind und
 2 S
n
k
eine Permutation der Menge f0; : : : ; n
k
  1g ist. Die Grade der Polynome
U
j
sind aufgrund der vorangegangenen Betrachtungen beschr

ankt durch
d
y
(U
j
)  nd
y
(R);
d
z
(U
j
) 
n
k
 1
X
i=0
Md
y
(R) + (d
z
(R)  (i  (i))) d
 nMd
y
(R) + nd
z
(R)d:
Die L

ange l

at sich folgendermaen absch

atzen:
L (U
j
)  n! max fL (R
i;j
) j i; j 2 f0; : : : ; n
k
  1gg
n
 exp

c

d
z
(R) + d
y
(R)

L(R)
n
 exp

c

d
z
(R) + d
y
(R)

H(R)
n
;
womit Lemma 6 nun vollst

andig bewiesen ist. 
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5.2.3 Konstruktion geeigneter Hilfsfunktionen
Da der Fall rationaler Transformationen T; d.h. n = 1; bereits in T

opfer [72]
vollst

andig behandelt wurde, beschr

anken wir uns im Beweis von Theorem 1 auf
den Fall n  2; weshalb wir im folgenden zumindest auf einige Fallunterschei-
dungen verzichten k

onnen.
Wir haben nun die Techniken daf

ur bereitgestellt, wie man ausgehend von einem
geeigneten Startpolynom R durch Iteration der Funktionalgleichung zu einem
Polynom R
k
mit guten Schranken f

ur Grade, H

ohen etc. gelangt.
Wir k

onnen nun wiederum zeigen, da f

ur j 2 f0; : : : ; kg und k 2 IN mit 
k
 
Polynome R
j
2 O
K

z; y

existieren, die f

ur j = 0 den Bedingungen
d
1;0
= d
y
(R
0
)  N;
d
2;0
= d
z
(R
0
)  N;
H
0
= logH (R
0
)  N
1+m
;
  
1
(0) :=  c
1

k
 log



R
0


k
; '
k




  c
2

k
=:   
2
(0)
gen

ugen.
Dies folgt aus den Lemmata 1.4, 1.6 und 1.12. Da die Matrix A in einer Umgebung
U des Ursprungs regul

ar ist und die Eintr

age von (detA(z))A
 1
(z) 2 O
K
[z] sind,
folgt daraus, da die Voraussetzungen des Lemmas 1.4 erf

ullt sind.
F

ur j  1 erf

ullen die Polynome R
j
:
d
1;j
= d
y
(R
j
)  n
j
d
1;j 1
;
d
2;j
= d
z
(R
j
)  n (M d
1;j 1
+ d d
2;j 1
) ;
H
j
= logH (R
j
)  nH
j 1
+ c (d
1;j 1
+ d
2;j 1
) ;
  
1
(j)  log



R
0


k
; '
k




   
2
(j)
mit
 
1
(j) := n 
1
(j   1) + c
1
 

k j
(d
1;j 1
+ d
2;j 1
) +H
j 1

;
 
2
(j) :=  
2
(j   1)  c
2
(d
1;j 1
+ d
2;j 1
+H
j 1
) ;
vorausgesetzt, da
 
k
 c
 
(n d)
k
N + n
k
N
1+m

f

ur eine geeignete Konstante c > 0 erf

ullt ist.
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Wie in Kapitel 4 k

onnen wir daraus im folgenden obere Absch

atzungen f

ur die
Grade und L

ange von R
j
bzw.  
1
(j) und eine untere Absch

atzung f

ur  
2
(j)
bekommen. Es gilt:
d
1;j
 n
j
N;
d
2;j
 (n d)
j
N;
H
j
 n
j
N
m+1
+ (n d)
j
N:
Ist  = d, so erhalten wir
 
1
(j) (n)
k
 + kn
k
 

k
N +N
m+1

:
Im anderen Fall ( < d) ergibt sich:
 
1
(j) (n)
k
 + n
k
 
d
k
N +N
m+1

:
Bei der unteren Absch

atzung f

ur  
2
er

ubrigt sich diese Fallunterscheidung. Wir
erhalten
 
2
(j) 
k
 
 
n
k
N
1+m
+ (n d)
k
N

:
Da wir
 
k
 (n d)
k
N + n
k
N
1+m
vorausgesetzt haben, folgt f

ur j = 0; : : : ; k einerseits  
2
(j) > 0 bzw. genauer
 
2
(k)   
k
; andererseits ergibt sich wegen n  2 auch im Fall  = d die
folgende obere Absch

atzung f

ur  
1
(j):
 
1
(j) (n)
k
 + kn
k
 

k
N +N
m+1

 (n)
k
 + k
k
  (n )
k
:
Die Existenz der Polynome R
j
2 O
K

z; y

mit den geforderten Eigenschaften ist
f

ur j = 0 bereits klar. Sei die Existenz nun bereits f

ur j   1 mit j 2 f1; : : : ; kg
gezeigt. Nach Lemma 6 existieren dann Polynome U
1
; : : : ; U
n
k (j 1)
2 O
K

z; y

mit
deg
y
(U
`
)  n d
1;j 1
;
deg
z
(U
`
)  nM d
1;j 1
+ n d d
2;j 1
;
logH (U
`
)  nH
j 1
+ c (d
1;j 1
+ d
2;j 1
)
f

ur ` = 1; : : : ; n
k (j 1)
; so da
R
n
k (j 1)
+R
n
k (j 1)
 1
U
1
+   + U
n
k (j 1)
= 0
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an der Stelle

z
0
; u
0
; y
0

=


k j
; Q
n
k (j 1)
(
k j
)
k (j 1)
; '
k j

gilt. Dabei ist
das Polynom R

2 O
K

z; u; y

analog zu Lemma 5 durch
R



k j
; Q
n
k (j 1)
(
k j
)
k (j 1)
; '
k j

= a (
k j
)
d
1;j 1
Q
n
k (j 1)
(
k j
)
d
2;j 1
R


k (j 1)
; '
k (j 1)

deniert.
Aus der Induktionsvoraussetzung und aus Lemma 1.11 folgt sodann
  
1
(j   1)  c 
k j
(d
1;j 1
+ d
2;j 1
)
 log



R



k j
; Q
n
k (j 1)
(
k j
)
k (j 1)
; '
k j




   
2
(j   1) + c (d
1;j 1
+ d
2;j 1
) :
Um Lemma 1.7 anwenden zu k

onnen, m

ussen wir noch



U
`


k j
; '
k j




nach
oben absch

atzen. Wir erhalten daf

ur:



U
`


k j
; '
k j




 L (U
`
)max f1; j
k j
j ; j'
1;k j
j ; : : : ; j'
m;k j
jg
d
z
(U
`
)+d
y
(U
`
)
 exp (nH
j 1
+ c (d
1;j 1
+ d
2;j 1
)) :
Dabei haben wir die f

ur P 2 Q [y
1
; : : : ; y
m
] g

ultigen Ungleichungen
H(P )  L(P ) 
 
1 + deg
y
1
P

  
 
1 + deg
y
m
P

H(P )
benutzt.
Nach Lemma 1.7 existiert dann wiederum ein `
0
2

1; : : : ; n
k (j 1)
	
, so da
  
1
(j)  log



U
`
0


k j
; '
k j




   
2
(j)
gilt. W

ahlen wir dann R
j
:= U
`
0
2 O
K

z; y

; so erf

ullt dieses Polynom die obigen
Bedingungen, und die Behauptung ist bewiesen.
Damit haben wir also gezeigt, da f

ur alle N  N
0
und alle k 2 IN mit

k
 ;

k
 (nd)
k
N + n
k
N
1+m
Polynome R
k
2 O
K

z; y

existieren, die den folgenden Bedingungen gen

ugen:
d
z
(R
k
)  (nd)
k
N;
d
y
(R
k
)  n
k
N;
logH (R
k
)  n
k
N
1+m
+ (nd)
k
N;
 c
1
(n)
k
 log


R
k
 
; f()



  c
2

k
:
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Ist nun D 2 IN ein Nenner f

ur  und denieren wir das Polynom Q
k
2 O
K

y

durch
Q
k
 
y

:= D
[
cn
k
d
k
N
]
+1
R
k
 
; y

;
so gelten f

ur Q
k
dieselben Absch

atzungen wie f

ur R
k
. Wegen N
m+1
   
k

d
k
gilt also weiter:
d
y
(Q
k
)  n
k
N;
logH (Q
k
)  (nd)
k
N;
 c
1
(n)
k
 log


Q
k
 
f()



  c
2

k
:
Wir setzen dann  = cM
1+m
und mit diesem M mit M  N
k
0
:=

(1 +m)
log 
logM + 
0

;
womit bereits f

ur alle k  k
0
die Ungleichung 
k
  erf

ullt ist. Desweiteren
setzen wir mit einem noch geeignet zu bestimmenden k
1
2 IN mit k
1
 k
0
:

1
:= n
k
1
M; 
2
:= c (n d)
k
1
M;
 
1
(k) := c
1
 (n)
k
;  
2
(k) := c
2
 
k
und (k) :=
 
1
(k)
 
2
(k)
= c
3
n
k
:
Folglich sind die Bedingungen (i) und (ii) von Lemma 1.13 f

ur alle k  k
0
erf

ullt.
Setzen wir
k
1
:= [ logM ]
mit  > (1 + m)= log , so erhalten wir einerseits k
0
 k
1
f

ur groe M und
andererseits aus der Bedingung

k
 (nd)
k
N + n
k
N
1+m
obere Schranken f

ur k
1
und damit auch f

ur : Da wir aber  > n im Theorem
vorausgesetzt haben, folgt, da die Ungleichung

k
 c
 
(nd)
k
N + n
k
N
1+m

f

ur alle Konstanten c > 0 erf

ullt ist, falls nur N und damit M gro genug sind
und
 <
m
log(n d)  log 
gilt. Hierbei beachte man, da wir n  2 vorausgesetzt haben, weshalb also
log(n d) > log  folgt.
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Die Behauptung von Theorem 1 folgt dann wiederum aus Lemma 1.13, wenn wir
mit den obigen Bezeichnungen zeigen k

onnen, da die folgenden Ungleichungen
f

ur alle M bzw. N  N
0
erf

ullt sind:


n
2(m
0
 1)

k
1
 M
m
0
 1
(n )
k
0
;

k
1
 n
(2m
0
 1) k
1
d
k
1
M
m
0
:
Wegen  = cM
1+m
sind diese Ungleichungen sicherlich dann erf

ullt, wenn
 (log    2(m
0
  1) logn) > (m
0
  1) + (1 +m)

1 +
logn
log 

bzw.  ((2m
0
  1) logn+ log d  log ) < m+ 1 m
0
gilt.
Aufgrund der Voraussetzung im Theorem an m
0
folgt
m
0
<
(2m + 1) log    (m + 1) log d

1 +
log n
log 

  (m + 1)
log
2
n
log 
(4m + 3) logn+ 2(m+ 1)
log
2
n
log 
+ log d
+ 1:
Ohne Einschr

ankung der Allgemeinheit k

onnen wir wieder annehmen, da bereits
m
0
 1 gilt. Aus der obigen Ungleichung f

ur m
0
folgt dann:
(m
0
  1) 

(4m + 3) logn+ (2m+ 1)
log
2
n
log 
+ log d

< (2m+ 1) log    (m+ 1) log d

1 +
logn
log 

bzw.

aquivalent dazu

(m
0
  1) + (1 +m)

1 +
logn
log 

 ((2m
0
  1) logn+ log d  log )
< (log    2(m
0
  1) logn)  (m+ 1 m
0
) :
Daher k

onnen wir  entsprechend den obigen Vorgaben w

ahlen. Schlielich m

ussen
wir noch zeigen, da damit
(1 +m)
log 
<  <
m
log(n d)  log 
ebenso erf

ullt ist. Dies ist aber wegen (man beachte m
0
 1 und logn  0)
 >
(m
0
  1) + (1 +m)

1 +
log n
log 

log    2(m
0
  1) logn

1 +m
log 
und
 <
m + 1 m
0
(2m
0
  1) logn+ log d  log 

m
logn + log d  log 
klar. Somit ist die Behauptung von Theorem 1 vollst

andig gezeigt. 
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5.3 Beweis von Korollar 3
Wir wollen nun zeigen, da wir die Behauptung von Theorem 1 im Fall m = 1
deutlich verbessern k

onnen. Aus dem Beweis von Theorem 1

ubernehmen wir die
Existenz eines Polynomes Q
k
2 O
K
[y], welches den Bedingungen
deg
y
(Q
k
)  n
k
N;
logH (Q
k
)  (nd)
k
N;
0 < jQ
k
(f())j  exp
 
 c
2

k

gen

ugt, falls die Ungleichungen

k
  und

k
 (nd)
k
N + n
k
N
2
erf

ullt sind.
Nehmen wir an, da f() unter den Voraussetzungen von Theorem 1 algebraisch
ist, so erhalten wir aus den obigen Absch

atzungen und aus Lemma 1.9:
log jQ
k
(f())j   n
k
N
2
  (nd)
k
N:
Dies liefert zusammen mit der oberen Absch

atzung f

ur jQ
k
(f())j, da die Un-
gleichung

k
 c
 
n
k
N
2
+ (nd)
k
N

(1)
mit einer festen, expliziten Konstanten c > 0 gelten mu. Wir werden zeigen, da
dies der geforderten Bedingung

k
 n
k
N
2
+ (nd)
k
N
widerspricht.
Denieren wir wiederum M  N durch  =: c
0
M
2
und
k := [ logM + c
1
] ;
so folgt aus
 >
2
log 
bereits 
k
 c f

ur alle Konstanten c > 0; falls nur M hinreichend gro ist.
Andererseits ist f

ur 
k
 (nd)
k
N + n
k
N
2
wegen  > n aber auch die Bedingung
 <
1
logn+ log d  log 
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hinreichend. Daher erhalten wir f

ur  die folgenden Schranken:
2
log 
<  <
1
logn + log d  log 
:
Dieses Intervall ist aber aufgrund der in Korollar 3 vorausgesetzten Bedingung

3
> n
2
d
2
nichtleer. W

ahlt man nun k dementsprechend mit einem solchen ;
so erkennt man, da damit die Vorgaben erf

ullt sind, falls nur N und damit M
hinreichend gro sind. Andererseits widerspricht dies aber der in (1) geforderten
Ungleichung, womit Korollar 3 nun bewiesen ist. 
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