Abstract: Vapor compression cycles are broadly used for air-conditioning, refrigeration and heat-pump applications and are responsible for a large part of primary energy consumptions. Increasing availability of electrical actuators leads to a high number of possible control inputs of vapor compression cycles. Due to their highly nonlinear behavior and strong cross coupling of inputs and outputs modeling and control of this systems is a nontrivial task. Classical control design methods based on linear plant models seem not to be able to achieve the best possible control in terms of energy efficiency and disturbances rejection. In this contribution we present a Nonlinear Model Predictive Control scheme for vapor compression cycles, which takes nonlinearities and cross coupling explicitly into account. First principle models are used to formulate a system of Ordinary Differential Equations (ODE) describing the dynamic behavior of the underlying process. Inside these models a new highly efficient method for refrigerant fluid properties computation based on bicubic spline interpolation is used. Based on the derived ODE an Optimal Control Problem is formulated and solved by a fast Direct Multiple Shooting algorithm. Finally a Nonlinear Model Predictive Control (NMPC) scheme with a sampling rate of only 0.5 s is derived. Simulation experiments show the ability of the method to immediately react to disturbances and at the same time keeping the system at the most energy efficient working point.
INTRODUCTION
In 2010, refrigeration caused 14% of Germany's total electrical energy consumption (Preuß and Jahn, 2011) . In other countries this number might even be higher. The majority of refrigeration systems is based on vapor compression cycles. It is well known that proper control of these systems provides a significant potential for energy savings, see e.g. Larsen and Thybo (2004) for an example report energy savings up to 30% by adjusting controller setpoints according to ambient conditions. Vapor compression cycles however are highly nonlinear systems. Modeling and control design for these systems is a nontrivial task. With the recent advance of electronic actuators like variable-speed fans, pumps, or compressors and electronic expansion valves, the number of possible control inputs has increased. On the one hand, this provides additional possibilities for efficient control algorithms, while on the other hand strong cross couplings of inputs and outputs lead to hard challenges for control design based on classical PID controller. In Rasmussen and Alleyne (2010) a gainscheduling approach is suggested to handle nonlinearities and cross-couplings.
The principle of Model Predictive Control (MPC) seems to perfectly suit vapor compression cycles. Cross-couplings in multi-input-multi-output (MIMO) systems can be handled very efficiently and energy efficiency can be explicitly taken into account. The idea of MPC is to use a mathematical process model to formulate an optimization problem and determine appropriate control actions by repeatedly solving this optimization problem. One usually distinguishes between MPC, using linear process models, and Nonlinear Model Predictive Control (NMPC), using nonlinear models. A detailed description of this approach can e.g. be found in Findeisen and Allgöwer (2002) . By now there are only few (N)MPC applications reported in literature that deal with the problem of controlling vapor compression cycles. Elliott and Rasmussen (2008) suggest an MPC scheme for multi-evaporator cycles. They use a local MPC controller for each evaporator and employ linear process models determined by system identification. Leducq et al. (2006) use a nonlinear process model based on first principles such as energy and mass balance equations. Solving the resulting nonlinear optimal control problem takes considerable more computation time. The suggested NMPC scheme therefore required a comparably long sampling time of 20 seconds. Because expansion valves need much shorter sampling rates, it is controlled by an additional PID controller instead of NMPC. They use a single shooting discretization of the optimization problem with a time horizon of 80 seconds. The choice of integration algorithm and the resulting ODE discretization is not addressed.
In this contribution we present a new NMPC scheme for vapor compression cycles and demonstrate its applicability to real-time simulation experiments. The underlying process model is based on first principles and accurate fluid property data. A new method for efficient computation of fluid property data using bicubic spline interpolation is presented. In our NMPC scheme, the arising Optimal Control Problems (OCP) are solved by a fast structure exploiting Direct Multiple Shooting method, as first introduced by Bock and Plitt (1984) and extended in a series of subsequent works, cf. Leineweber et al. (2003) for a more recent presentation. This fast method allows us to use NMPC directly on all controls including expansion valve opening. In contrast to Leducq et al. (2006) , we don't require local PID controllers to handle fast transients. The chosen sampling rate is only 0.5 s, and could be reduced further if required by the process dynamics.
PROCESS MODEL
A sketch of the controlled system is shown in Figure 1 . The vapor compression cycle consists of two heat exchangerscondenser and evaporator -, compressor, expansion valve, and suction line accumulator. Control inputs are compressor speed n comp and expansion valve opening s valve . The purpose of this process is to cool down an air flow to a given set-point temperature. This happens in the evaporator by heat transfer from the air flow to the evaporating refrigerant. Therefore evaporator outlet air temperature T out evp is the most important output of the process.
In this section, models for each system component are outlined and finally put together to one ODE system describing the whole process.
Moving Boundary Heat Exchanger Models
Condensers and evaporators are dominating the dynamics of vapor compression cycles. There exist several ap- proaches to model these heat-exchangers. Probably the most common way in system simulation is to apply onedimensional discretization according the Finite Volume approach. Refrigerant flow is separated into several constant control volumes and integrated mass, energy and momentum balance equations are set up for each control volume. These models are usually very robust and can deal with a lot of different operational conditions. The drawback of Finite Volume models is their relatively high computational demand and discontinuities in the equations related to the change from a one-phase to a two-phase flow. These discontinuities appear when the boundary between one and two-phase moves over control volume boundaries. Due to both drawbacks, Finite Volume models are difficult to use in a dynamic optimization context, especially for NMPC under real-time constraints.
A different modeling approach has therefore been developed, which is often used in control related publications. The main idea of Moving Boundary models is to introduce separate control volumes for two-phase and singlephase fluid flow. The boundaries of these control volumes change dynamically. The model consists of a maximum of three zones: superheating, subcooling, and condensing/evaporating. Bendapudi et al. (2008) gives a detailed comparison of Moving Boundary and Finite Volume heat exchanger models. In normal operating conditions, there are no discontinuities as long as the boundaries between the one-phase and the two-phase flow stay inside the heatexchanger. If not, this means disappearing or occurrence of control volumes. Although this can be handled by switching between different sets of equations as described in Zhang and Zhang (2006) ; Eldredge et al. (2008) ; McKinley and Alleyne (2008); Gräber et al. (2010) , we assume in this contribution that there always is the same number of control volumes. A consequence of this assumption is that the proposed NMPC scheme is not applicable to start-up scenarios.
An detailed derivation of the used model equations is given in Gräber et al. (2010) . To provide a broad overview of the model structure, we take a closer look at the condenser in the following. In Figure 2 all control volume boundaries and differential state variables are sketched. Control volumes are refrigerant and wall material of all three zones: superheated, two-phase, and subcooled. Pressure loss is neglected; a single lumped pressure p cond is assumed. Additional states are specific enthalpy of outflowing refrigerant h Combining mass and energy balances of all control volumes finally leads to a quasilinear ODE system. Similar equations hold for the evaporator model.
Compressor
The compressor is modeled based on quasi-static mass and energy balances as well as isentropic and volumetric efficiency. Volumetric efficiency η v is defined as ratio of volume flow rate to maximum possible volume flow rate:
where V comp denotes displacement volume and n comp rotational speed. Isentropic efficiency η s is defined as
where h out comp is the actual outlet enthalpy and h out,s comp is the theoretical outlet enthalpy, if the change of state would be isentropic. In general both efficiencies can be mapped depending on inputs. In this contribution we assume constant values of 0.7 for both variables.
Expansion Valve
The expansion valve model is also based on quasi-static mass ans energy balances. Since we assume to always have subcooling at condenser outlet, it is a good approximation to use Bernoulli's law:
Opening ratio s valve ∈ [0, 1] defines the cross section area of the valve. Its maximum is given by a constant parameter A valve . The inlet density ρ valve is a function of pressure and enthalpy.
Accumulator
The accumulator is basically a volume filled with twophase refrigerant. Dynamic mass and energy balances are formulated. Outflowing refrigerant is assumed to be always saturated vapor.
Resulting System Model
Above described component models are connected by additional algebraic equations. Condenser's outlet, for example, is connected to valve's inlet by p cond = p The overall system model can be written as dx
with differential state variables x ∈ R 14 and controls u := (s valve , n comp )
T .
Fluid Properties Computation using Bicubic Spline Interpolation
The ODE System (4) includes several fluid properties, which can be calculated as function of differential states. Density at valve's inlet in equation (3), for example, is calculated as ρ Although fundamental equations are an appealing approach, they have several drawbacks for dynamic optimization. First of all, the resulting equations are very complex and need a considerable evaluation time. These equations are usually explicit in temperature and density. If one chooses different differential state variables -a common choice is pressure and enthalpy -there is a need for iterative equation solvers leading to even higher computation time. In available computer programs for fluid property calculations, there are very efficient iterative solvers included. But these solvers can not be used with derivativebased optimization algorithms in a straightforward way: due to the iterative process, the resulting functions are not continuously differentiable w.r.t. their inputs. Hence, fluid property calculation would need the additional capability of computing first and possibly second-order derivative information. Hence, for reasons of computational speed and smoothness, we develop a new fluid property calculation approach based on bicubic spline interpolation.
In Kunick et al. (2008) a related method based on spline interpolation is proposed that has two major drawbacks. First, it is based on quadratic splines, which yields continuity of only the first derivatives. Second, the interpolation grid is chosen in pressure and enthalpy coordinates. This works fine in the single-phase regions but has an important drawback near the two-phase region. Many thermodynamic properties exhibit discontinuities of the first derivative or even jumps at the saturation curve. With the approach of Kunick et al. (2008) , the saturation curve runs across the interpolation grid. This leads to either very inaccurate data or a comparable high number of grid nodes. This drawback can be avoided by the following approach. Instead of interpolating on a (p, h) grid we interpolate on a transformed grid according to the coordinate transformation
where h + and h − are defined as enthalpy difference between actual enthalpy and saturated vapor respectively liquid enthalpy h v and h l . Since saturation enthalpies are functions of pressure only, the transformed enthalpy can be calculated explicitly as a function of the original coordinates:
Using the new coordinates, bicubic spline interpolation is performed on a rectangular equidistant grid for all relevant fluid properties. In Figure 3 , the interpolation grid is sketched after retransformation into the original variable space (p, h). One can clearly see that the saturation curve always runs on the grid's edge and does not enter the interior of grid cells.
OPTIMAL CONTROL PROBLEM FORMULATION
Process dynamics are described by ODE system (4). Now we can formulate an Optimal Control Problem (OCP) to find the best possible control actions on the time horizon T := [0, t f ] for a given state x 0 of the system. First of all, we need to express our control objectives as mathematicel performance measure. Since the major goal of the vapor compression cycle is to keep the evaporator outlet air temperature at a certain set point, integrated squared deviation is one part of the cost function:
We also want to use as little energy as possible to carry out this task. Therefore the second term in the cost function is mechanical power consumption of the compressor:
Combining these two terms and introducing weighting factors finally leads to the cost function Φ := w 1 Φ 1 +w 2 Φ 2 . Now the OCP can be formulated as follows: min
(9d) We want to find trajectories for all controls and differential states that minimize the cost function and are a solution to the initial value problem defined by (9b) and (9d). Additionally, path constraints (9c) of controls and states are considered.
DIRECT MULTIPLE SHOOTING DISCRETIZATION
The OCP presented in Section 3 is an infinite-dimensional optimization problem. The purpose of the Direct Multiple Shooting method (Bock and Plitt, 1984) is to transform this problem into a finite dimensional nonlinear program (NLP) by discretization of the control functions and path constraints and by parameterization of the state trajectories.
We introduce a equidistant shooting grid {τ i }, 0 = τ 0 < τ 1 < . . . < τ N = t f .
(10) on the horizon T .
Control trajectories are discretized on the shooting grid, e.g. as piecewise constant functions 
(12b) Obviously we obtain from the above IVPs N trajectories, which in general will not combine to a single continuous trajectory. Continuity across shooting intervals needs to be ensured by additional matching conditions entering the NLP as equality constraints,
(13) Here we denote by x i (τ i+1 ; s i , u i ) the solution of the IVP on shooting interval i, evaluated in τ i+1 , and depending on the initial differential states s i and control parameters u i . The path constraints c(·) are discretized on an identical grid for simplicity.
Finally we obtain a highly structured NLP of the form
where all unknowns of the problem are grouped in a single vector ξ := s 0 , . . . , s N , u 0 , . . . , u N −1 .
For the ease of notation in (14c) we write for the last discretized control's parameters u N := u N −1 . We solve this large-scale but structured NLP by a tailored sequential quadratic programming (SQP) method. This includes an extensive exploitation of the arising structures, in particular using block-wise high-rank updates of the Hessian approximation, and condensing techniques for a reduction of the size of this QP to the dimension of the initial values s 0 and controls (u 0 , . . . , u N −1 ) only.
Note that the evaluation of the matching condition constraint (14b) requires the solution of an ODE initial value problem with initial values s i and controls u i on the time horizon [τ i , τ i+1 ]. For more details on the numerical algorithms and techniques employed we refer the reader to e.g. the textbook Nocedal and Wright (2006) for nonlinear programming in general, and to (Bock and Plitt, 1984; Leineweber et al., 2003) for details on nonlinear programming techniques for Direct Multiple Shooting. An efficient implementation is available with the software package MUSCOD-II (Bock and Plitt, 1984; Diehl, 2001; Leineweber et al., 2003) that has been used for all computations. MUSCOD-II for off-line optimal control is publicly available (Kirches and Leyffer, 2011) on the NEOS Server for Optimization (Gropp and Moré, 1997) at http://neos-server.org/neos/.
NONLINEAR MODEL PREDICTIVE CONTROL SCHEME
We now address the issue of solving OCP (14) in an on-line NMPC setting. The key to an efficient numerical algorithm for NMPC is to reuse information from the last problem to initialize the new problem. This is due to the fact that subsequent problems differ only in the real-world process state x 0 (9d). If model predictions are sufficiently close to real process behavior, it is reasonable to expect that the information contained in the previous problem's solution is a good initial guess very close to the solution of the new subproblem.
Initial Value Embedding
In Diehl et al. (2002) and related works it has been proposed to initialize the current problem with the full solution of the previous optimization run, in particular control and state variables. In doing so, the value of s 0 will in general not be the value of the current state x 0 . By explicitly including the linear initial value constraint (14d) we can however guarantee that s 0 attains the value of x 0 already after the first full Newton-type step performed by the Direct Multiple Shooting SQP methods. We refer to Diehl et al. (2009) for a detailed survey on the topic of initial value embeddings.
A Real-Time Iteration in Three Phases
This idea motivates the idea of real-time iterations, which perform only one SQP iteration per NMPC sample. In this iteration, we can evaluate all derivatives and all function values except the initial value constraint without knowledge of the current state x 0 . Consequently, we can pre-solve a major part of the Direct Multiple Shooting SQP step as follows:
Preparation All functions and derivatives that do not require knowledge of x 0 are evaluated. This includes, ODE solution, sensitivity computation, sparsity analysis, structure exploitation, and matrix factorizations. Note that the preparation phase of the new problem always takes place one sampling period ahead. Feedback As soon as x 0 is available, the SQP step is readily computed from the prepared data, but only as far as required to give a feedback control to the process. Hence, the feedback delay reduces to the remaining solution time of the SQP step after preparation. Transition The SQP step computation is completed after the feedback control has been given to the process.
SIMULATION RESULTS
Using the process model and NMPC scheme proposed above, the applicability of this new method is demonstrated on a numerical example. The process simulation runs in Dymola and the NMPC controller is implemented using MUSCOD-II. Both tools are connected via the cosimulation platform TISC. All computations have been carried out on a single core of an Intel Core 2 Duo CPU at 2.4 GHz. The problem dimension is determined by 14 differential states, 2 controls, and 21 shooting nodes on a time horizon of 20 s divided into 20 multiple shooting intervals. We use a fixed sampling rate of 0.5 s for the preparation phase and assume quasi-instantaneous control feedback during the feedback phase. This assumption is reasonable since the actual maximum computation times of the NMPC controller were 0.46 s for preparation and 0.038 s for feedback phase during simulation.
The NMPC controller minimizes energy demand by construction, see cost function (8). Therefore, the resulting steady state working point is, at least locally, the most energy efficient one. Global optimality is not verified computationally. From practical experience, however, it is well known that there is only one energy efficiency optimum for this kind of vapor compression cycle. The second benefit of the proposed controller is fast disturbance rejection. In our simulation study, we apply step jumps on inlet air temperatures at condenser and evaporator as shown in Figure 4 (a). The reaction of the NMPC controller is presented in Figure 4 (b) and 4(c). And the resulting trajectory of the controlled variable evaporator outlet temperature is given in Figure 4 (d). A jump in condenser's inlet temperature is rejected very smoothly. One can hardly see any effect on the controlled variable. Evaporator's inlet temperature has direct influence on the outlet temperature. Therefore we see much more control and a significant set point deviation of the controlled variable. But it takes less than 10 s to keep evaporator's outlet temperature back to its set point.
CONCLUSION
A new control method for vapor compression cycles has been proposed. Based on a first principle process model a tailored Optimal Control algorithm is repeatedly applied to keep the cycle always on its most energy efficient working point. To reject disturbances sufficiently a sampling time of 0.5 s for this NMPC controller is chosen. The needed reduction of computation time is mainly achieved by two features. A new fluid property calculation approach based on bicubic spline interpolation has been developed, allowing for fast and smooth model evaluation. Secondly, the real-time iterations approach has been used to minimize the feedback delay of the NMPC controller. Numerical experiments demonstrate the applicability and capability of our method. Future work will include the application of the proposed NMPC scheme to a real plant. Further reduction of computation and sampling time could be achieved by providing derivative information of the model equations. An interesting extension of our method is to include startup scenarios including implicit discontinuities of the moving boundary models.
