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In this thesis, we studied the variation in the thermal properties of electrons and ions 
during femtosecond laser irradiation of copper and silicon and the resulting effects on 
the optical, ablative, and ion properties of each material.  We established the theories 
needed to model the variation in heat capacity, thermal conductance, electron-ion 
coupling, laser absorption, and collision frequency as a function of electron and ion 
temperature.  These theories were then implemented within our model, which we used 
to obtain theoretical approximations of laser absorption, melt layer formation, pressure 
buildup, and ion properties, which we compared to experimental results.  We found 
that our theoretical model qualitatively matched the experimental results, and we were 
able to use our theoretical model to explain various features and transitions within the 
experimental results.  At low fluences and high pulse numbers on silicon, we found that 
oxidation and defect formation was responsible for the formation of the ablation 
patterns by localization of the incident laser light around the defects, with different 




irradiation.  For lower pulse numbers, two different types of surface structuring 
occurred on the surface of the silicon depending on laser fluence relative to the melting 
threshold.  For fluences very close to the melting threshold, we saw the formation of 
200 𝑛𝑚 ripple structures and 100 𝑛𝑚 pores caused by surface plasmon interference 
and deep melt layer formation respectively.  As the laser fluence was raised above the 
ablation threshold, a different type of surface structure began to form due to a 
transition from thermal to non-thermal melting of the surface.  For high fluences on 
copper, we studied the variation in ablation depth and two different ablation regimes.  
For fluences below 3 𝐽/𝑐𝑚2, ablation on copper was caused by thermalization between 
electrons and ions followed by phase explosion.  For higher fluences, a large build-up of 
electron pressure caused non-thermal and shockwave ablation, resulting in a large 
increase in the ablation depth.  It was found that the copper ion flux was independent of 
the ablation depth, and the ions originated from a thin surface layer comparable to the 
optical depth of the laser.  Ion properties such as the charge state and ion velocity were 
related to the variation in surface electron temperature.  In the case of high fluences 
irradiation on silicon, no transition in the ablation regimes was found due to a large 
electron pressure being present even at fluences below the ablation threshold.  Thus, 
thermal, non-thermal, and shockwave ablation was found to occur even at the ablation 
threshold.   Similar to copper, the ion flux and ion properties originated from a thin layer 






CHAPTER 1: INTRODUCTION 
 
 
Since the development of the laser in 1960 [1], the laser has become ubiquitous 
in nearly every field of science as well as numerous fields in industry.  In the field of 
nanoscience, pulsed laser deposition has been used for small scale deposition of thin 
films or nanoparticles for the development of anti-reflective coatings [2], manufacturing 
of semiconductor devices [3], nanowire growth for solar cell applications [4], and much 
more.  In manufacturing, lasers have been used for welding, cutting, and heat treatment 
[5] as well as laser etching of various microstructures [6].  In medical applications, lasers 
have been used for cutting and cauterizing wounds [7], selective removal of cancerous 
tissues [8], and for corrective eye surgery [9].  However, the largest application of lasers 
has been in the research field.  The largest use of lasers in the research field has been 
the generation of plasmas and their analysis using either spectroscopy or mass 
spectrometry.  These methods have been applied in numerous fields, primarily in 
chemistry, and have allowed for the detection of trace elements [10] and for the 
determination of the chemical composition of materials [11].  Another application of 
lasers in the research field includes the generation of plasmas for the study of plasma 




generation [12], inertial confinement fusion [13], and laser induced breakdown 
spectroscopy [14].  Whatever the application in industry or research may be, it should 
be noted that the types of lasers used in each application can vastly vary in terms of 
energy output, pulse width, wavelength, cost, energy efficiency, and much more.  For 
applications which need to probe interactions or dynamics of species occurring over 
nanosecond timescales or less, it is important to select lasers with a very short pulse 
width.  For applications in mass production such as welding, nanoparticle generation, or 
EUV light generation, the cost and energy efficiency of the laser are typically the most 
important.  Finally, for studies of the physics of plasmas, the maximum power of the 
laser may be the most important.  Therefore, it is important to be able to distinguish 
between the different types of lasers used in each applications as well as their 
advantages.   
Several common types of lasers which can be found in the research field (as well 
as our own facility) include the Nd:YAG, Ti:Sa, and CO2 lasers.  The Nd:YAG laser is a solid 
state laser which uses a doped crystal as a lasing medium and is typically pumped using 
a flashtube of laser diodes.  It emits light at a wavelength of 1064 𝑛𝑚 (or one of several 
harmonics) with energies that typically range from several millijoules up to several 
kilojoules (depending on the number of amplification stages) and pulse widths that 
range from less than one nanosecond up to a continuous mode of operation.  The CO2 
laser is a gas laser which is pumped through a high voltage electrical discharge.  It 




going from several millijoules up to several tens of joules.  However, the pulse width of 
the CO2 laser is typically much longer compared with the Nd:YAG, with pulse widths that 
fall within the microsecond timescale.  Additionally, due to their high efficiency and 
capability to operate at high powers in continuous mode operation, these lasers are the 
most popular tools in industry for welding and cutting.  Finally, the Ti:Sa laser is a 
tunable solid state laser which can emit at many different wavelengths, ranging from 
650 − 1100 𝑛𝑚.  It has the smallest pulse width of all lasers, going from less and one 
femtosecond to several picoseconds.  Like the Nd:YAG laser, the energy output of the 
Ti:Sa laser depends on the number of amplification stages and can therefore range from 
several nanojoules up to several tens of joules. 
In this thesis, we will be using a 800 𝑛𝑚, 40 𝑓𝑠 Ti:Sa laser in order to study laser-
material interactions on copper and silicon.  Lasers with pulse widths on the order to 
femtoseconds or shorter are or great interest in the scientific field due to their ability to 
deliver large amounts of energy in very short timescales, resulting in a power intensities 
on the order of petawatts or higher (much higher than can be reached with nanosecond 
lasers).  Furthermore, due to the very short pulse width of the laser, the laser-target 
interactions during the pulse width will be almost exclusively between the laser and the 
electrons [15].  All other interactions, such as the transfer of energy from the electrons 
to the ions, melting and ablation of the material, and the formation and expansion of 
the plasma plume take place over a timescale of picoseconds or longer [16].  This results 




temperatures and densities similar to those which can be found in the sun’s core.  
Understanding the properties and the dynamics of such states of matter will be the one 








CHAPTER 2: THEORY 
 
 
Chapter 2.1: Background 
 
 
In this section, we will discuss the various processes which occur during 
femtosecond laser-material interactions in addition to developing the theories needed 
to describe the variation in material properties during the interactions.  We will later use 
these theories to predict variations in optical properties, temperature distributions, 
ablation mechanisms, and ion properties for both metals and dielectrics.  We begin our 
discussion by noting that all interactions between the incident laser and the material 
will be primarily governed by the properties of the electrons.   The optical properties of 
the material are governed by collisional processes (or non-collisional in the case of 
reflection) which can occur between a free electron and either a phonon, ion, or 
another electron.  These collisions result in the absorption of laser energy by the 
electrons as they move between different energy states. As the laser energy becomes 
absorbed, the electron temperature will begin to increase resulting in changes to both 
thermal and optical properties of the electrons.  In addition, collisions between 




temperature as well.  Note, however, that the changes in the lattice temperature will 
typically occur over a period of several picoseconds, thus negating some of the 
importance of lattice properties due to the femtosecond timescale over which the laser 
interacts with the material.  Our goal over the next few sections will be to describe the 
processes involved in femtosecond laser-material interactions in more detail and 
establish the theories which we will implement in our model of femtosecond laser-
material interactions. In Section 2.2, we will begin by discussing the thermodynamics of 
laser-material interactions using the heat equation.  In the subsequent sections, we will 
discuss how each term in the heat equation varies with temperature, beginning with the 
heat capacity in Section 2.3.  This will be followed by a discussion of the variation in heat 
transfer characteristics as a function of temperature in Section 2.4, including both heat 
transfer by thermal conductance as well as by coupling between electrons and either 
ions or phonons.  Next, we will discuss how to model the optical properties of the 
material and the rate of absorption of laser energy in Section 2.5.  Finally, in Section 2.6 









Chapter 2.2: Thermodynamics 
 
 
 The thermodynamics of laser-material interactions reveals how the electron (and 
ion) temperature varies within the material due to laser heating by a femtosecond laser.  
Electron temperature is one of the most important parameters needed to determine 
how the laser interacts with the material.  The variation of nearly all other parameters is 
determined by electron temperature alone.   To understand how the electron 
temperature varies, we begin with the heat equation, whose derivation can be found in 










) + ?̇? [2.2.1] 
where 𝑇 is the temperature, 𝐶 is the volumetric heat capacity, 𝑘 is the thermal 
conductivity, and ?̇? is all other forms of heat transfer (which cover laser heating, particle 
coupling, and ionization).  Note that all parameters (𝐶, 𝑘, 𝑎𝑛𝑑 ?̇?) may vary with 
temperature. 
In the case of laser heating, most of the laser energy is first transferred to the 
electrons through two body collisions between electrons and phonons (electron-
electron collisions do not contribute significantly at low fluences) or through direct 
band-gap absorption.  As the electron temperature increases, the electrons will begin to 
transfer their energy to the ions through the same electron-phonon collisions.  




equilibration time between electrons and phonons is on the order of 3 − 10 𝑝𝑠 (the 
exact value is material dependent).  Therefore, we will need to consider the 
temperature distribution of the electrons and phonons separately (note that the terms 
phonons and ions are used interchangeably in this thesis as well as other literature).  




















) + 𝐺(𝑇𝑒 − 𝑇𝑖) [2.2.3] 
where 𝐶𝑒,𝑖 are the specific heat capacity of the electrons and ions, 𝑘𝑒,𝑖 is the thermal 
conductance of the electrons and ions, 𝑇𝑒,𝑖 is the temperature of the electrons and ions, 
?̇?𝑙𝑎𝑠𝑒𝑟 is the heating caused by the laser, and 𝐺 is the couping factor between electrons 
and ions.  The coupling factor determines how quickly the electrons transfer their 
energy to the lattice and is mainly influenced by the rate of electron-phonon collisions 
(larger frequency of collisions means higher rate of heat transfer and shorter time to 
reach thermal equilibrium). 
In many cases, we are only interested in determining the variation of electron 
temperature over the duration of the femtosecond laser pulse.  One such example 
would be when comparing theoretical and measured reflectivity, where the variation in 
the ion temperature is too small to contribute to the variation in reflectivity over the 




variation in the free electron population by laser excitation.  In these cases, we can 
simplify our analysis by ignoring the coupling term and the variation in the ion 
temperature (note that at high fluences, and to some extent even at moderate fluences, 
this is a poor assumption).  Thus, in this case we reduce our analysis to only a single heat 










) + ?̇?𝑙𝑎𝑠𝑒𝑟 [2.2.4] 
To proceed further, we must determine the variation of the thermodynamic properties 
with electron temperature. 
 
Chapter 2.3: Heat Capacity 
 
 
We begin our discussion of the thermodynamic properties of our materials with 
a discussion of phonons.  The properties of these phonons are used to determine the 
heat capacity and thermal conductance of the ‘ions’ in Equation 2.2.3.  Physically, a 





where 𝜔 is the vibrational frequency, 𝑛 = √𝑛𝑥2 + 𝑛𝑦2 + 𝑛𝑧2 is the quantum number, 𝑐𝑠 is 








exp[( − 𝜇)/𝑘𝐵𝑇𝑖] − 1
[2.3.2] 
where  is the energy of the phonon, 𝜇 is the chemical potential, 𝑘𝐵 is the Boltzmann 
constant, and 𝑇𝑖 is the phonon (ion) temperature.  Note that the Bose distribution 
describes the probability of finding a boson at a particular energy.  Additionally, since no 
energy is needed to add or subtract a phonon from our system, the chemical potential 





where we have used the phonon energy, = ћ𝜔𝑛. 
Using the phonon distribution function, we can begin to determine more 
relevant parameters, such as the heat capacity of the electrons.  Note that the definition 







where 𝑈𝑖 is the internal energy of the ions.  To find the total internal energy, we begin 
by noting that the average energy of each phonon is determined by the product of the 




was mentioned above, Bose-Einstein distribution for phonons is used to determine the 
probability of each mode.  Thus, the average energy of a mode is given by: 




Then to find the total internal energy, we sum over all possible modes.  For a large 
number of total modes, 𝑁, the summation becomes an integral given by [18]: 























where we replaced 𝜔𝑛 with Equation 2.3.1.  It should be noted that the total number of 
phonon modes present in the material is limited based on the total number of atoms 
and their polarizations (of which there are 3, one for each plane of vibration).  The 
derivation for the total number of modes, defined by 𝑛𝐷 in Equation 2.3.6, can be found 
in Reference [18] (Chapter 4) and is given by: 
𝑛𝐷 = (6𝑁/𝜋)
1/3 [2.3.7] 



















1/3 is the Debye temperature.  We can 
then substitute the expression for internal energy into Equation 2.3.4 to find the 


















The variation in the ion heat capacity for copper and silicon are shown in Figure 2.3.1 
(𝑅𝑇 = 0.025 𝑒𝑉).  Notice that the copper heat capacity is larger than the silicon heat 
capacity.  This is due to a larger number of total modes present in the copper resulting 
from a larger ion density.  Note that as the material is heated to higher temperatures, 
the phonon heat capacity predicted below will no longer be accurate.  Various effects, 
including melting and shifting of the ions due to a large electron pressure, will cause a 
deviation in the heat capacity of the ions.  However, due to the large timescale over 
which the energy of the electrons is transferred to the ions (several picoseconds), the 
influence of the phonon heat capacity on the laser-material interaction will be small.  
Therefore, a more detailed theory on the variation in phonon heat capacity at larger 





Figure 2.3.1 – Plot of ion heat capacities for copper and silicon 
 
Chapter 2.3.1: Copper 
 
 
Next, we are interested in determining the heat capacities of the electrons.  





     [2.3.10] 
where  is the electron energy and 𝜇(𝑇𝑒) is the chemical potential (equal to the Fermi 
energy at absolute zero temperature). The Pauli Exclusion Principle dictates that two 




will begin to fill the lowest energy states first and continue to fill higher energy states up 
until Fermi level.  In the zero temperature limit, all the lowest energies levels become 
completely filled up to a maximum energy known as the Fermi energy.  This is shown for 
the case of copper at absolute zero temperature in Figure 2.3.2. 
 
Figure 2.3.2 – Fermi-Dirac distribution of copper at 0 𝐾 
As can be seen from the above Figure, the Fermi energy of copper is 7 𝑒𝑉.  The 
Fermi energy in a perfectly free electron metal at absolute zero temperature is 
dependent only on the number of electrons available to fill the lowest energy states (in 
a non-ideal metal, interactions between electrons and their ion cores cause a deviation 
in the Fermi energy, which can be accounted for by an effective electron mass).  Note 
that copper is an example of a near perfectly free electron metal.  Thus for copper, we 










2/3     [2.3.11] 
where 𝑚𝑒 is the electron mass and 𝑛𝑒 is the electron density. Note that there are a 






2), where a single combination of 〈𝑛1, 𝑛2, 𝑛3〉 represents a single state, 
allowing larger energies to have more potential combinations to achieve the same 
energy).  Thus, despite the fact that the Fermi distribution dictates that each state (up to 
the Fermi energy) has an equal probability of occupancy at absolute zero temperature, 
there will be a greater number of electrons with higher energies as compared to 
electrons with lower energies.  To determine the number of electrons occupying a 
particular energy, we therefore need to calculate the density of states available for a 
particular energy.  This is determined by the density of states equation, shown by the 








1/2     [2.3.12] 
Note that the density of states with energy  increases as a function of 1/2 and that this 
number is independent of temperature.  Together with the Fermi distribution, which 




distribution(𝑃( ) = 𝐷( )𝑓( )).  An example of the density of states distribution for 
copper at absolute zero temperature is shown in Figure 2.3.3. 
 
Figure 2.3.3 – Density of states distribution (𝑃( ) = 𝐷( )𝑓( )) for copper at absolute 
zero temperature 
Note that the density of states in Figure 2.3.2 cuts off at the Fermi energy since the 
Fermi distribution becomes zero beyond this energy.  For higher temperatures, the 
Fermi distribution is no longer zero beyond the Fermi energy.   This partially due to the 
temperature term present in the Fermi distribution function and partially due to a 
deviation of the chemical potential away from the Fermi energy.  In order to determine 
the value of the chemical potential at non-zero temperatures, we require that the area 
under the density of states distribution be equal to the density of free electrons present 





















where 𝑍 is the average number of free electrons per atom (average charge state). The 
above expression is then used to solve for the chemical potential for various individual 
temperatures (typically through computational methods).  Figure 2.3.4 shows the 
variation of the chemical potential for copper for various temperatures. 
 
Figure 2.3.4 – Variation of the chemical potential with electron temperature 
Notice that the chemical potential for copper remains at a constant value of 
𝜇 = 𝐹 = 7 𝑒𝑉 at low temperatures.  To understand the reason, we first note that the 
chemical potential describes the amount of energy needed to add an additional particle 




electron to the system is 𝐹 = 7 𝑒𝑉.  As the higher energy states shown in Figure 2.3.3 
become empty due to thermal excitation of the electrons, new electrons can be added 
to these emptied states at a lowered energy cost.  The more states which become 
emptied due to thermal excitation, the lower the energy needed in order to add a new 
electron to these emptied states.   Thus, higher temperatures result in a reduction in the 
chemical potential.  However, when the amount of thermal excitation is small (such as 
at room temperature), the electron energy distribution does not change significantly 
and the amount of energy needed to add an additional electron does not change 
significantly between 0 < 𝑇𝑒 < 0.1 𝑒𝑉. 
 However, this does not explain why the chemical potential increases beyond 
𝑇𝑒 = 0.1 𝑒𝑉.  As was already stated, we expect the chemical potential to decrease at 
higher temperatures.  The reason for the increase in the chemical potential at higher 
temperatures is due to electron excitation from the d-bands of copper, resulting in an 
increase in the average charge state.  Various theoretical models exist to predict the 
average charge state of different materials at various temperatures.  Figure 2.3.5 shows 
the average charge state for copper found in a number of publications [15, 19, 20].  The 


















Electron Temperature (eV)  
Figure 2.3.5 – Average charge state of copper.  Black curve from Reference [15],  blue 
curve from Reference [20], red curve from Reference [19].  Blue curve shows average 
charge state assumed in thesis. 
As can be seen from the Figure, the average charge state begins to increase at 
𝑇𝑒 = 0.1 𝑒𝑉 up to an average copper charge state of 𝑍 = 3.  These excited electrons will 
begin to occupy states beyond the Fermi energy of 𝐹 = 7 𝑒𝑉, resulting in an increase in 
the chemical potential.  The variation in the energy distribution of the electrons at these 





Figure 2.3.6 – Density of states distribution at various electron temperatures in copper.  
Note that 𝐹 ≅ 80,000 𝐾. 
 Notice that in both Figure 2.3.4 and in Figure 2.3.6, the chemical potential and 
electron energy distribution begin to deviate significantly at a temperature of 𝑇𝑒 >
3 𝑒𝑉.  At this point, the number of emptied states begins to increase faster than the 
average charge state of the system.  Thus, the chemical potential decreases as would be 
expected for higher temperatures.  Once the chemical potential becomes negative, no 
additional energy is needed to add a new particle to the system (the physical 
significance of a negative chemical potential comes from an increase in the entropy 
term in the Helmholtz free energy equation, though this will not be discussed in detail).  
At high enough temperatures, the electron energy distribution approaches the Maxwell-




effects which were present at lower temperatures are no longer present at these higher 
temperatures and particle properties can be described using classical equations. 
 
Figure 2.3.7 – Comparison between electron energy distributions calculated using 
density of states theory and Maxwell-Boltzmann distribution. 
With the electron energy distributions obtained at various temperatures, we can 
now determine the variation of heat capacity of the electrons.  Once again, we begin by 
determining the internal energy of the electrons.  Unlike the phonon energy 
distribution, the electron energy distribution is modified by the density of states, which 
dictates how many electrons may occupy a particular energy.  To determine the internal 
energy, we must integrate the energies of the electrons over the density of states 








where we have subtracted off the energy of formation (this is the energy needed to put 
together our system of electrons, which is not included in the internal energy).  
Substituting Equation 2.3.14 into Equation 2.3.4 for the heat capacity, we find that the 
expression for heat capacity is given by: 































Unfortunately, at intermediate temperatures we need to solve Equation 2.3.15 
numerically.  We begin by noting that the derivative of the Fermi distribution with 



































, is obtained through numerical differentiation.  Once obtained, the 
integral for the heat capacity is obtained through numerical integration.  The resulting 
variation in heat capacity with temperature is shown in Figure 2.3.8.  Note that we have 
included the results of Equation 2.3.19 as well as the limiting low temperature (Equation 
2.3.16) and high temperature (Equation 2.3.17) cases.  From Figure 2.3.8, we find that 
the effects of large degeneracy dominate until ~1 𝑒𝑉.  Between 1 − 20 𝑒𝑉, the copper 
undergoes a transition from a warm metal to warm, dense plasma and the analytical 
solution to Equation 2.3.19 must be used to determine the heat capacity.  Beyond 






Figure 2.3.8 – Plot of electron heat capacity for copper.  Plot includes the analytical heat 
capacity as well as the limiting low (warm metal) and high (warm, dense plasma) 
temperature cases 
 
Chapter 2.3.2: Silicon 
 
 
Next, we studied the variation of the chemical potential for silicon, which is 
somewhat different than the variation of the chemical potential for copper.  First, we 
note that instead of dealing with a single, continuous conduction band as we did for 
copper, we must deal with two separate bands - namely the conduction and valence 




light hole, and split off band).  For simplicity, we will assume that the electrons in these 
bands act independently from one another (no electron-hole interactions). 
Table 2.1.1 – Band properties of silicon 
𝐸𝑔𝑎𝑝,𝑑𝑖𝑟𝑒𝑐𝑡 3.2 𝑒𝑉 
𝐸𝑔𝑎𝑝,𝑖𝑛𝑑𝑖𝑟𝑒𝑐𝑡 1.11 𝑒𝑉 
𝑚𝑒𝑓𝑓,𝑐𝑜𝑛𝑑𝑢𝑐𝑡𝑖𝑜𝑛 1.08𝑚𝑒 
𝑚𝑒𝑓𝑓,ℎ𝑒𝑎𝑣𝑦 ℎ𝑜𝑙𝑒 0.49𝑚𝑒 
𝑚𝑒𝑓𝑓,𝑙𝑖𝑔ℎ𝑡 ℎ𝑜𝑙𝑒 0.16𝑚𝑒 
𝑚𝑒𝑓𝑓,𝑠𝑝𝑙𝑖𝑡 𝑜𝑓𝑓 0.29𝑚𝑒 
𝐸𝑜𝑓𝑓𝑠𝑒𝑡,𝑙𝑖𝑔ℎ𝑡 ℎ𝑜𝑙𝑒 −0.044 𝑒𝑉 
𝐸𝑓,ℎ𝑒𝑎𝑣𝑦 ℎ𝑜𝑙𝑒 10.08 𝑒𝑉 
𝐸𝑓,𝑙𝑖𝑔ℎ𝑡 ℎ𝑜𝑙𝑒 30.86 𝑒𝑉 
𝐸𝑓,𝑠𝑝𝑙𝑖𝑡 𝑜𝑓𝑓 17.03 𝑒𝑉 
 
In order to determine how the electrons move between the conduction and 
valence bands at elevated temperatures, we once again need to determine the variation 
of the chemical potential using Equation 2.3.13.  However, in this case we need to take 
into account the contribution to the chemical potential from the three valence bands 
(heavy hole, light hole, and split off band) and the conduction band.   Note that each of 




electron mass.  Additionally, unlike copper, the energy of the electrons is measured with 
respect to a different reference point in each band (namely, the highest energy in each 
of the valence bands or the bottom of the conduction band).  We therefore modify our 






1/2     [2.3.20] 
Values of the effective electron mass, 𝑚𝑒𝑓𝑓,  can be found in the literature or in various 
texts [21].  The relevant values for silicon, including the effective masses for each band, 
the energy gaps, and the energy offset of the split off band, and the Fermi energies of 
the bands are all shown in Table 2.1.1 [21].  Note that only the indirect conduction band 
was considered in our calculations (this will be explained in a moment).  The resulting 
density of states at absolute zero temperature calculated from these values is shown in 
Figure 2.3.9.  Note that at absolute zero temperature, the indirect conduction band 






Figure 2.3.9 – Plot of density of states in silicon at absolute zero temperature 
In order to determine the filling of each band at higher temperatures, we must 
take into account all possible methods of electron excitation and recombination.  For 
dielectric materials, this includes impact ionization, single or multi-photon 
photoionization (both direct and phonon-assisted indirect), tunneling ionization, and 
recombination [22, 23].  The combination of these effects is typically written in the 










+ 𝛿(𝑇𝑒)𝑛𝑒 − 𝛾𝑟𝑛𝑒
3 [2.3.21] 
where 𝐴 is the fraction of laser energy absorbed by the material, 𝐼 is the incident laser 
intensity, 𝜔 is the laser frequency, 𝜎1 is the one-photon ionization rate coefficient, 𝜎2 is 
the two-photon ionization rate coefficient, 𝛿(𝑇𝑒) is the impact ionization rate 




a limiting case of photoionization, and is included in the photoionization rate 
coefficients [22]).  Note that the photoionization rates are highly dependent on the 
energy of the photon.  This is due to the fact that the energy of the photon(s) must be 
equal to or greater than the energy of the band gap in order for an inter-band transition 
to occur.  Therefore, high energy (small wavelength) photons have larger 
photoionization rate coefficients compared to low energy (long wavelength) photons.   
For silicon under 800 𝑛𝑚 (1.55 𝑒𝑉) laser irradiation, Equation 2.3.21 becomes 
greatly simplified.  First, we note that one-photon photoionization can only occur 
through an indirect band gap transition (𝐸𝑔𝑎𝑝,𝑖𝑛𝑑𝑖𝑟𝑒𝑐𝑡 = 1.11 𝑒𝑉, 𝐸𝑔𝑎𝑝,𝑑𝑖𝑟𝑒𝑐𝑡 = 3.2 𝑒𝑉).  
In order for such a transition to conserve momentum, the electron excitation must be 
phonon-assisted.  This involves the interaction of a photon, phonon, and an electron at 
the same time.  Needless to say, such an interaction is unlikely, and therefore the one-
photon photoionization rate coefficients are small and can be neglected.  Next, we note 
that two-photon photoionization is not possible (at least not initially, since the band gap 
is reduced at higher temperatures [23]) since the energy of two photons (3.10 𝑒𝑉) is 
less than the energy of the direct band gap in silicon (3.20 𝑒𝑉).  Therefore, only three-
photon photoionization can occur through a direct band gap transition.  Needless to say, 
the rate coefficients for three-photon photoionization are also very small.  Thus, all 
forms of photoionization are assumed to be negligible (note that at moderate fluences, 
tunneling ionization may increase these coefficients since large electric fields can lead to 






= 𝛿(𝑇𝑒)𝑛𝑒 − 𝛾𝑟(𝑇𝑒)𝑛𝑒
3 [2.3.22] 
The above equation can be solved using one of two methods.  The first is to solve the 
equation directly and look up an approximate formula for 𝛿(𝑇𝑒) and 𝛾𝑟(𝑇𝑒).  The second 
is to use the same density of states calculations that we used for copper in order to find 
the thermal equilibrium concentrations of the electrons at various temperatures (note 
that impact ionization simply refers to the thermal excitation of an electron across the 
band gap by another electron).  Since we already made use of the second method for 
copper, we will use the same method for silicon. 
 In order to calculate the variation in free electron concentration with 
temperature, we begin with Equation 2.3.13 as we did for copper.  However, in this 
case, we substitute our new form of the density of states (Equation 2.3.20) into our 
equation: 















Our goal is to determine the variation in chemical potential with temperature.  Once 
calculated, we can insert its value into the Fermi distribution function to determine the 
variation in free electron concentration with temperature (i.e. the number of electrons 
in the conduction band and the number of holes in the valence bands).  We also note 




light hole, split off, and conduction band).  Each band (with the exception of the empty 
conduction band) contains a concentration of 𝑛𝑒 = 𝑛𝑖  electrons, such that the total 
number of electrons in our system is given by 𝑛𝑒 = 3𝑛𝑖.  Additionally, each band has its 


































= 3𝑛𝑖     [2.3.24] 
where the subscripts ℎℎ, 𝑙ℎ, 𝑠𝑜, 𝑎𝑛𝑑 𝑐 stand for heavy hole, light hole, split off, and 
conduction band respectively. If we structure our axes such that the left edge of the 
heavy and light hole bands fall on 𝐸 = 0 (as was shown in Figure 2.3.8), our limits of 





































     [2.3.25] 
where all the relevant values are given in Table 2.1.1.  Note that the Fermi energies of 




𝑛𝑒 = 𝑛𝑖.  We may also account for a reduction in the band gap in the silicon due to the 
excitation of the carriers.  In the case where the ion temperature remains constant 
(valid in the low fluence regime), we use the equation found in Reference [23]: 
𝐸𝑔𝑎𝑝 = 𝐸𝑔𝑎𝑝,0 − 1.5ᴇ­6𝑛𝑒
1/3
 𝑒𝑉 [2.3.26] 
where 𝐸𝑔𝑎𝑝,0 = 1.11 𝑒𝑉 is the band gap of silicon at room temperature and 𝑛𝑒 is given 
in units of 𝑚−3.  Solving the above equations in Matlab, we obtain the variation in 
chemical potential with temperature for silicon as shown in Figure 2.3.10. 
 
Figure 2.3.10 – Variation of chemical potential for silicon at various temperatures 
To find the total number of free electrons, we calculate the total density of 
electrons in the conduction band using the chemical potential we obtained in Figure 




of holes and electrons must be equal) and divide by the density of silicon to find the 












The variation in the average charge state with temperature is shown in Figure 2.3.11.  As 
a comparison, we have also plotted the average charge obtained from the semi-


























Finally, we also plotted the average charge predicted by the FLYCHK dense plasma 
model from Reference [19].  As can be seen from the Figure, the theoretical and semi-
empirical charge state curves are almost identical until higher temperatures.  Note that 
in our calculations, we assumed that the ion temperature remains constant, which could 
account for the slight deviations seen at higher temperatures in Figure 2.3.11.  Above 
~5 𝑒𝑉, both curves begin to overestimate the average charge state of silicon based on 
the FLYCHK dense plasma model.  In our calculations at low temperatures (and low 
fluences), we use the average charge state given by our theoretical model to determine 




provided by the FLYCHK model, we switch to the FLYCHK model for the determination of 
silicon properties. 
 
Figure 2.3.11 – Average charge state of silicon at low electron temperatures 
 
Using the average charge state provided by the curve above, we determine the 
kinetic energy portion of the heat capacity of silicon using the same method which we 
used for copper.  We begin by calculating an ‘effective’ density of states by assuming 
that the electrons obtained by thermal excitation form a free sea of electrons, similar to 
that found in a metal.  The Fermi energy, density of states, and chemical potential of 
this free electron plasma are determined using Equations 2.3.11-2.3.13 respectively.  
Note that when determining the heat capacity of the electrons, we no longer subtract 




electrons in the conduction band, as the conduction band is empty at absolute zero 
temperature). It should be also noted that the electrons will have both a kinetic energy 
part and potential energy due to excitation across the band gap.  We write the variation 
in the potential energy of the electrons as a function of the degree of excitation and the 





Note that we only consider half the charge since holes do not move across the band 
gap.  The factor of 1.5 corresponds to the average gain in potential energy of the 
electrons as they move across the band gap.  To find the heat capacity, we differentiate 
the above equation for potential energy with respect to temperature.  The complete 


































 were determined using numerical differentiation.  The resulting 
electron heat capacity for silicon is shown in Figure 2.3.12.  As can be seen, due to the 
low population of electrons at low temperatures, the heat capacity of the excited 




excited carriers.  However, as the temperature increases, the band gap decreases and 
the kinetic energy portion of the heat capacity begin to dominate. 
 
Figure 2.3.12 – Plot of electron heat capacity for copper.  Plot includes the analytical 
heat capacity as well as the limiting high temperature case 
 
Chapter 2.4: Heat Transfer 
 
 
 With the heat capacities of both the electrons and ions determined, we now look 
to find the two remaining thermodynamic parameters (thermal conductivity and 
electron-phonon coupling factor) starting with the thermal conductance.  We begin by 
noting that thermal conductance is caused by collisions between two particles (or quasi-




temperature to regions of low temperature.   This diffusion of heat is typically 
represented by a semi-empirical equation known as Fourier’s law, given in one 





where 𝑘 is the thermal conductivity of the electrons and/or phonons.  Note that the 
thermal conductivity is typically determined through experiment and varies as a 
function of temperature.  However, due to the high temperatures reached in our 
experiments and due to the dominance of the electrons in the thermal conduction 
process, experimental values of the thermal conductance are typically unavailable.  
Therefore, we look to obtain a more theoretical basis for the value of the thermal 
conductivity. 
 We begin by looking at the motion of a single electron through the material.  
After traveling a distance ∆𝑥, the electron will have deposited an energy given by 
∆𝐸 = ∆𝑥𝐶𝑒∆𝑇.  The amount of time it took to deposit this energy can be determined by 
the average velocity of the electron during its travel, 𝑣, such that ∆𝑡 =
∆𝑥
𝑣
.  Thus, the 











We can relate the change in temperature, ∆𝑇, to the gradient in temperature by arguing 
that the smallest distance of travel before an electron can deposit its energy is given by 













The factor of 
1
3
 takes into account scattering in all possible directions.  Comparing the 






Finally, we note that collisional mean free path can be related to the average collision 
time by average velocity of the electron: 
𝑙𝑐 = 𝑣𝜏𝑐 [2.4.6] 











Where 𝑣𝑡ℎ  is the thermal velocity of the electrons and 𝜈𝑐 is the electron-electron 
collision frequency.  We note that only the thermal conduction of the electrons will be 
considered in our analysis.  This is due to the much higher mobility of the electrons (i.e. 
how far the electrons travel before depositing energy) which allows the electrons to 
transport heat at much higher rates (this is why metals make much better thermal 
conductors).  Additionally, the laser energy will always be deposited to the electrons 
first, resulting in the electrons transporting most of the thermal energy before it reaches 
the ions.  Note, however, that at higher fluences shockwaves will be the main form of 
thermal transport [22].  These shockwaves are formed by the formation of a large 
gradients in pressure caused by the heating of the electrons and ions.  As the 
shockwaves move through the material, they will deposit energy by compression and 
relaxation of the atoms. 
 In addition to energy transfer by thermal conduction through electron-electron 
collisions, the electrons will also transfer their energy to the ions.  In order to determine 
this rate of heat transfer, we use the following empirical formula for coupling between 
electrons and ions [25]: 
?̇?𝑐 = 𝐺(𝑇𝑒 − 𝑇𝑖) [2.4.8] 
where 𝐺 is known as the coupling coefficient whose value is typically obtained through 
experiment, through theoretical estimates of the coupling coefficient also exist.  In our 
model, we used several different values of the coupling coefficient depending on the 




experimental values of the coupling coefficient in the literature for both copper and 
silicon.  For the case of copper, the coupling coefficient at low temperatures was found 
to be 𝐺 = 1ᴇ17 𝑊/𝑚3 − 𝐾 [26].  For intermediate temperatures in copper, we used 
the theoretical values provided by Reference [27] in order to determine the coupling 
coefficient.  Finally, for temperatures above 6 𝑒𝑉, we used the plasma-coupling 





The final variation in the coupling factor in copper using the equations described above 
is shown in Figure 2.4.1.  Note that the purple line represents the coupling factor 
implemented in our model. 





























Temperature (eV)  




 For the case of silicon at low temperatures, we used our own experimental 
values of the equilibration time at low fluences (see Section 3.3) in order to determine 
the low temperature coupling coefficient.  We use a simplified energy balance to relate 
the equilibration time to the coupling coefficient.  From energy balance, we know that 
the total change in the energy of the electrons must equal the change in energy of the 
ions: 
𝐶𝑖∆𝑇𝑖 = 𝐶𝑒∆𝑇𝑒 [2.4.10] 
Using Equation 2.2.3 and neglecting the thermal conductance of the ions, we can relate 




= 𝐺(𝑇𝑒 − 𝑇𝑖)
𝐶𝑖∆𝑇𝑖(𝜏𝑒𝑞) = 𝜏𝑒𝑞𝐺(𝑇𝑒 − 𝑇𝑖)
[2.4.11] 






 and ∆𝑇𝑒(𝜏𝑒𝑞) is the total change in electron temperature 
after equilibration between electrons and ions.  Thus, our energy balance is now given 
by: 
𝜏𝑒𝑞𝐺(𝑇𝑒 − 𝑇𝑖) = 𝐶𝑒∆𝑇𝑒 [2.4.12] 
Assuming that the final and initial temperatures of the ions is much smaller compared to 








where 𝜏𝑒𝑞 = 1.5 𝑝𝑠 was used based on experimental values (see Section 3.3).  For 
higher electron temperatures above 2 𝑒𝑉 we once again used the plasma coupling 
factor given by Equation 2.4.9.  The final variation in the coupling factor in silicon using 
the equations described above is shown in Figure 2.4.2.  Note that the low temperature 
approximation for the coupling factor shown by the blue line was used until 2 𝑒𝑉.  
Above this temperature, the plasma approximation for the coupling factor was used. 
 
Figure 2.4.2 – Variation in the silicon coupling factor as a function of temperature 
 






In order to understand how the laser fields interact with the material, we begin 
with a description of field propagation using Maxwell’s Equations.  The expressions for 
Maxwell’s equations are defined by the following expressions [29]: 




𝛁 ∙ 𝑩 = 0 [2.5.2] 








where 𝜌 is the charge (carrier) density, 𝜖1 is the real part of the relative permittivity, 
𝜖0 = 8.854ᴇ­ 12 𝐹/𝑚 is the permittivity of free space, 𝜇1 is the real part of the relative 
permeability, and 𝜇0 = 4𝜋 ∙ 1ᴇ­ 7 𝐻/𝑚 is the permeability of free space.  Note that we 
have used 𝑱 = 𝜎𝑬 (the current density) in Equation 2.5.4.  Here, we will assume that the 
contribution of charge redistribution on the electric field within the material is small 
compared to the electric field of the laser (and therefore we set 𝜌 ≅ 0).   Applying the 
curl operator to Equations 2.5.3 & 2.5.4 and substituting Equations 2.5.1 & 2.5.2 into the 



















Notice that the right sides of both equations have a first order time derivative and a 
second order time derivative, which makes the equations fairly difficult to solve.  We 
can simplify the above equations by assigning an imaginary component to the fields.  To 
see where this imaginary component comes from, we begin by noting that the time 
dependent portion of the electric and magnetic fields is given by 
𝑬(𝑧, 𝑡) = 𝑬(𝑧)𝑒𝑖𝜔𝑡 & 𝑩(𝑧, 𝑡) = 𝑩(𝑧)𝑒𝑖𝜔𝑡.  After taking the time derivatives of these 


















Substituting the above relations into Equations 2.5.5 and 2.5.6, we see that we now 
have a 2nd order spatial derivative related to a 2nd order time derivative (the standard 
wave equation): 














We can simplify the above expressions further by relating the conductance of the 






= 𝜖0𝜖2 [2.5.11] 










Using the solution to the standard wave equation, we arrive at the following expressions 
for the electric and magnetic fields: 
𝑬(𝑧, 𝑡) = 𝑬0𝑒
𝑖(𝑘𝑧−𝜔𝑡) [2.5.14] 
𝑩(𝑧, 𝑡) = 𝑩0𝑒
𝑖(𝑘𝑧−𝜔𝑡) [2.5.15] 
where 𝑘 = 𝑘0√𝜖1 + 𝑖𝜖2 = 𝑘0(𝑛1 + 𝑖𝑛2) is the complex wavevector, 𝑘0 =
2𝜋
𝜆0
 is the 
freespace wavevector, 𝑛1 is the real part of the refractive index, and 𝑛2 is the imaginary 
part of the refractive index.   
Next, we need to relate the electric and magnetic fields to the intensity of the 
laser.  The derivation of the relation between the fields and the laser intensity is a 
subject of Poynting’s theorem, and the details of the derivation can be found in most 
electrodynamics textbooks (see Sections 8.1.2 & 9.3.1 of reference [29], 3rd edition).  
Here, we simply state the final result which relates the electric field to the (time 














Using this equation, we can determine the rate at which the laser energy will be 
absorbed in the material.  The rate of absorption is given by the rate of change in the 
laser intensity as it propogates through the material, which is given by the first spatial 






In many cases, we are also interested in determining the optical depth over 
which the laser energy has been deposited.  A common method of finding the optical 
depth (𝑙𝑝) of the laser is to measure the point at which the laser energy has fallen by a 















where 𝜆0 is the free space wavelength and 𝜖𝑟 = 𝜖1 + 𝑖𝜖2.  From this equation, we can 
already obtain a general idea of where the laser energy will be deposited.  For the case 
of 𝜆0 = 800 𝑛𝑚 laser light incident on copper (𝜖𝐶𝑢 = −24.987 + 2.052𝑖), we find that 
the optical depth of the laser is 𝑙𝑝 = 12.7 𝑛𝑚.  For silicon at room temperature 
(𝜖𝑆𝑖 = 13.66 + 0.0047𝑖), we find that the optical penetration depth is far larger with 




compared to copper.  As we shall see in the next section, these value will vary due to the 
excitation of electron carriers within the material. 
 Next, we want to determine how much of the laser energy will be absorbed by 
the material.  This can be done by using Equations 2.5.14 & 2.5.15 and applying the 
boundary conditions for the incident fields.  The boundary conditions at the surface are 


















After substituting Equations 2.5.14 & 2.5.15 into the above expressions, we obtain the 
following expression for the amount of reflection at the surface for the case of normally 




| 𝐸𝐼 [2.5.23] 
Since we are interested in the amount of energy being reflected, we use Equation 2.5.16 
to relate the incident and reflected fields to the intensity.  We find that the fraction of 










For the case of 𝜆0 = 800 𝑛𝑚 laser light incident on copper (𝜖𝐶𝑢 = −24.987 + 2.052𝑖), 
we find that the fraction of laser energy that becomes reflected is given by 𝑅 = 0.969.  
In other words, a large fraction of the laser energy becomes reflected at the surface.  
For silicon (𝜖𝑆𝑖 = 13.66 + 0.0047𝑖)on the other hand, we we find that a much larger 
fraction of the energy becomes absorbed with 𝑅 = 0.30.  We will find that for higher 
fluences, the amount of reflection at the surface begins to significantly decrease, 
eventually reaching a more constant value of absorption.   
For both the case of reflection and mean free path, we saw that these 
parameters were dependent on the optical properties of the material (namely the 
relative permittivity).  It should be noted, however, that the optical properties of the 
material do not remain constant over the duration of the 40 𝑓𝑠 laser pulse.  As the 
electric field propagates into the target material, the intensity of the laser begins to 
dissipate as the laser energy is transferred to the electrons.   This results in a rise in 
electron temperature, which causes a variation in the electron density and collision 
frequency.  In order to determine how these optical properties vary, we need to find 
how the relative permittivity of the material varies as a function of electron density and 
collision frequency. 
Since optical properties of the material are dominated by the properties of the 




light.  To do this, we look at a force balance equation between the electric field of the 




= 𝑒?⃗? 𝑒−𝑖𝜔𝑡 + 𝐹𝑓 [2.5.25] 
𝐹𝑓 represents the resistance of the electrons to motion through the material due to 
























With the response of the electrons to the incident field known, we now need a way to 
relate the response of the electrons to the optical properties.  We recall that in Equation 




= 𝜖0𝜖2.  Thus, in order to relate the relative permittivity to the 
response of the electrons, we need to find the conductivity of the electrons.  This can be 
















Recall once again that the electric field of the laser is given by 𝑬(𝑧, 𝑡) = 𝑬(𝑧)𝑒𝑖𝜔𝑡.  
Differentiating this expression with respect to time and solving the above expression, 






Finally, we substitute the above expression into Equation 2.5.11 to relate the 











We can now substitute the above relation for the imaginary part of the permittivity into 
the full expression of the permittivity: 
𝜖𝑟 = 𝜖1 + 𝑖𝜖2











where 𝜔𝑝 = √
𝑛𝑒𝑒2
𝜖0𝑚𝑒
 is known as the plasma frequency.  Note that the above expression 




What remains is to find a value for 𝜖1.  For metals, this is typically written given 
as 𝜖1 = 1.  For dielectrics, the analysis is more complicated.  For optical properties at 
room temperature, 𝜖1 is given by the real part of the permittivity which can be found in 
various lookup tables.  However, as the temperature increases, the properties of the 
semiconductor approach that of a metal (this is at least partially due to the fact that the 
band gap decreases due to the excitation of the carriers into the conduction band).  In 
order to take into account the transition from a dielectric to a metal, we use the 
equation recommended by Reference [30]: 
𝜖𝑟 = 1 + [𝜖1 (𝜔 +
∆𝐸𝑔𝑎𝑝
ћ





Note that for 𝑍 > 1, we set (1 − 𝑍) = 0.  Also note that 𝜖1 (𝜔 +
∆𝐸𝑔𝑎𝑝
ћ
) at room 
temperature is equal to the real part of the relative permittivity for silicon 
corresponding to 800 𝑛𝑚 incident light.  However, as the band gap becomes reduced, 




 (note that ∆𝐸𝑔𝑎𝑝 will be a negative value). 
 Note that in the derivation of the Drude model of the permittivity, we ignored 
any effects of band transitions or band properties on the optical properties.  For 
example, a portion of the current can be attributed to the excitation of carriers across 
the band gap in silicon, rather than only the free charges.  Nonetheless, we assume that 
the contribution of such transitions on the overall current will be small.  The other effect 




Most notably, we have ignored the effect of the effective mass on the permittivity.  For 
copper, this is a good assumption as the electrons in copper already exhibit properties 
of nearly perfectly free electrons.  For silicon at temperatures near the room 
temperature, this would be a poor assumption, as both the conduction and hole bands 
have effective masses significantly less than one (note that the effective masses used for 
density of state calculations and those used for conductivity calculations are not the 
same).  However, note that the effective mass (used for conductivity relations) is not 
constant throughout the entire band.  In fact, the variation of the effective mass 









Thus, we find that the effective mass is highly dependent on the band curvature.  In 
most cases, as long as the electrons are not located near the edges of the band, the 
curvature is almost a constant that we may assume is simply given by the free electron 
mass.  Note that at high temperatures, this will be true for nearly all of the electrons.  
Thus, for both silicon and copper, we will assume that the effective mass (for 
conductivity relations) is given by the free electron mass.  
 






As was seen in the previous sections, the collision rate affects a number of 
important parameters including the absorption of the laser pulse, the rate of heat 
transfer, and the electron-phonon coupling factor.  Thus, we look for an accurate model 
to describe the rate of collisions within the material.  The best way to begin is to look at 
the case of collisions in an ideal gas and extend the theory from there.  We start by 
looking at a single gas particle of radius 𝑟 and cross sectional area 𝐴 = 𝜋𝑟2 moving 
through a background gas.  As the particle continues to move, it will eventually 
encounter another particle which also has a cross-sectional area given by 𝐴 = 𝜋𝑟2.  We 
say that a collision occurs if the areas of the two particles overlap.  Combined, the two 
particles have an effective collisional area given by 𝐴𝑐𝑜𝑙𝑙𝑖𝑠𝑜𝑛𝑎𝑙 = 𝜋(2𝑟)
2 = 4𝜋𝑟2 (note 
that if one particle were significantly smaller than the other, then the effective 
collisional area is given only by the area of the larger particle). 
Now that we know what constitutes as a collision, we want to determine the 
probability of such a collision.  As we shall see, it will be useful to begin by determining 
an ‘effective collisional volume’ in order to help us determine that probability.  The 
effective collisional volume is simply the amount of volume the incident particle has 
passed through after a time 𝜏.  This can be determined by taking the effective collisional 
area of the particle and multiplying it by the distance over which the particle has moved.  
Thus, the effective collisional volume is expressed by [31]: 




Where 𝑣 is the velocity of the particle and 𝑣𝜏 is the distance traveled by the particle.  
Note that we assume that the particle has not changed direction during its motion.  
Now we want to determine how many background particles that the incident particle 
has encountered as it moved through the background.  This is determined by taking the 
product of the density of the background gas and the effective collisional volume.  This 




where 𝑛 is the density of the background gas.  Note that all the parameters in the above 
expression are known with the exception of the number of collisions (which we will set 
to one) and the time elapsed, 𝜏 (which will become our collision time).  In the case 
where we want to determine the amount of time which passes between each collision, 
we simply solve 𝜏 for the case where #𝑐 = 1.  This will be the collision time we used, 





In the case where we want the collision frequency, we simply invert this value to obtain: 
𝜈𝑐 = 4𝜋𝑟
2𝑣𝑛 [2.6.4] 
The above collision frequency is known as the ‘hard sphere’ collision frequency, and is 




which we must also take into account is that in most cases, the incident particle and the 
background particles will be moving at the same velocity.  In this case, we should use 
the relative velocity between the two particles rather than the velocity of just the 
incidient particle.  Without derivation (see discussion on center of mass systems in 
Reference [32]), this can typically be treated with a factor of √2: 
𝜈𝑐 = 4√2𝜋𝑟
2𝑣𝑛 [2.6.5] 
Now we desire to write the above equation in a more general form which can be 
used for any type of collisional interaction.  The above formula governing the frequency 
of collisions between particles can be generalized by writing the effective collisional 
area (4𝜋𝑟2) into a more general form, known simply as the collisional cross section, 𝜎.  
Thus, we rewrite Equation 2.6.5 as [31]: 
𝜈𝑐 = 𝑛𝜎𝑣 [2.6.6] 
Note that the collisional cross section essentially tells us the probability that two 
particles will collide by determining the effective collisional area between the incident 
particle and background particle.   
Now we will determine the cross-section for the case of two charged particles 
(note that charged particle interactions are the types of interactions we expect to see in 
a metal and dense plasma).  For the case of charged particles, the cross section is now 
defined by the extent over which the particles will interact due to Coulomb interactions.  




two charged particles.  This occurs when the kinetic energy of the particle is equal to the 
















Using this radius to obtain the collisional cross section, we find that the cross section is 
given by: 








Note that the factor of four that we used in the case of hard sphere collisions has been 
replaced by what is known as the Coulomb logarithm, given by ln(𝛬).  We will explain 
how to determine this value as well as its significance shortly.  Thus far, our collision 
frequency becomes: 















Note that in the absence of the Coulomb logarithm, ln(𝛬), the above formula includes 




(determined by the distance of closest approach).  However, collisions between charged 
particles can also occur through a long range Coulomb interaction, where the particles 
become only slightly deflected.  This also constitutes a collision, and the amount by 
which the ‘effective cross sectional area’ (i.e. the cross section) becomes increased is 
determined by the Coulomb logarithm. 
To determine the value of the Coulomb logarithm, we must first determine the 
range over which the potentials of the particles are substantial enough to induce a 
deflection.  We begin by noting that in a plasma, the potentials of charged particles 
typically become shielded (i.e. reduced) by the presence of other charged background 
particles (plasmas will always try to smear out any localized increases in potential).  
Without derivation (see Reference [33]), the maximum distance over which the 





𝑛𝑒/𝑇𝑒 + ∑ 𝑍𝑖
2𝑛𝑖/𝑇𝑖𝑖
[2.6.11] 
where the subscript 𝑖 represents different species of charged ions.   Notice that the 
Debye length increases at higher temperatures (due to particles becoming more spread 
out, thus extending the range of Coulomb interaction) and decreases as a function of 
electron and ion density (due to more particles being available for shielding). 
 Next, we note that in the case of high temperature interactions, there will be a 




than or equal to the distance of closest approach.  For interactions at moderately high 
temperatures, the minimum distance of interaction is given by Equation 2.6.8, which we 
already derived.  However, for very high temperature interactions where the distance of 
closest approach becomes comparable to the de Broglie wavelength, the minimum 
distance of closest approach becomes larger than the distance given by Equation 4.6.8.  





 Returning to our discussion of the Coulomb logarithm, we now have a general 
idea of how long range interactions may increase the effective cross-section.  Formally, 
the definition of the Coulomb logarithm is given by the natural logarithm of the ratio of 
the upper and lower limits of Coulomb interactions.  This is expressed by [28]: 




where 𝑚𝑎𝑥(𝑟𝑐, 𝑏𝑚𝑖𝑛) is the largest value between the minimum impact parameter and 
the classical distance of closest approach. 
Therefore, with our definition of the Coulomb logarithm in hand, we note that 
the collision frequencies between electron and other electrons as well as the collisions 
between electrons and ions is given both in terms of temperature and velocity by the 



















































 factor for electron-electron collisions comes about due to the relative 
velocities between the electrons and ions [28] and where we used the definition of 
electron thermal speed (𝑣𝑡ℎ = √2𝑘𝐵𝑇𝑒/𝑚𝑒) for conversion between velocity and 
temperature .   We now make one final note about the Coulomb logarithm.  In the case 
of very high density plasmas (which we will encounter), we will find that it is possible for 
the calculated value of the Coulomb logarithm to be less than 1 (in fact, even negative 
values are possible).  Should this be the case, the Coulomb logarithm should be thrown 
out entirely (by setting its value to 1).  The purpose of the Coulomb logarithm was to 
take into account long range interactions, which would extend the effective collisional 
area between the two charged particles.  It would make little sense for these long range 
interactions to end up decreasing the collision frequency.  Thus, for any case where 
ln(𝛬) < 1, we simply set the Coulomb logarithm to ln(𝛬) = 1.    
Thus far, we have derived a formula for the collision frequency valid for charged 
particle interactions in plasmas.  Now our goal is to extend this theory to materials in 
the solid state.  In order for the charged particle interactions to be valid in solid 
materials, we must be able to take into account the effects of degeneracy at low 




Equation 2.6.6.  We need to determine how each parameter in the formula (𝑛, 𝜎, & 𝑣) 
becomes modified by the effects of degeneracy.  We start by considering the 
modification to the background density, 𝑛.  As was mentioned in our density of states 
calculations for copper, only a small fraction of electrons will be able to contribute to 
the overall properties of the material at low temperatures.  This is caused by Pauli 
exclusion, which restricts the movement of a large portion of the electrons between 
occupied states.  Thus, interactions between an incident particle and the background 
will be restricted to only the particles with high enough energies to overcome the 
effects of these degeneracies.  To understand which particles this corresponds to, we 
look at a diagram of the density of states at absolute zero and at a temperature of 
3000 𝐾, as shown in Figure 2.6.1.   
 




Notice that as we move to finite temperatures, a fraction of the electrons have 
moved into unoccupied states at energies above the chemical potential (which is 
approximately equal to the Fermi energy at 3000 𝐾).  It is these particles which we will 
include as our background at finite temperatures.  Thus, our free particle background 
density will be determined by the following expression: 




We can also determine the fractional participation of the free particles in our system by 








where 𝑍𝑛𝑖 represents the total number of free electrons in our system.  Note that at 
high enough temperatures where the chemical potential becomes negative, we can 
simply set its value to zero (this corresponds to 100% participation). 
 Next, we want to determine how the cross section of interaction becomes 
modified by the effects of degeneracy.  In this case, we begin by noting that following a 
collision between two charged particles, one particle will lose energy and move to a 
lower energy state and the other particle will gain energy and move to a higher energy 
state.  It should be noted, however, that the number of lower energy states are limited.  




are represented by the area between the 𝑇 = 0 𝐾 & 𝑇 = 3000 𝐾 curves below the 
chemical potential (Fermi energy in this case).  A collision which causes the particle to 
move into an occupied state will not occur.  Thus, we must modify our collision cross 
section to account for this degeneracy effect.  Since the number of available states 
below the chemical potential must be equal to the number of electrons in unoccupied 
states above the chemical potential, the same factor which was applied to the 
background density is applied to the collision cross section.  Thus, the collision cross 









where the term 𝑓𝑝 is the fractional participation given by Equation 2.6.17.  Once again, 
note that in the case where the chemical potential falls below zero, we simply set its 
value to zero (this corresponds to 100% participation). 
 The final term which becomes modified by the effects of degeneracy is the 
velocity.  To understand how the velocity becomes modified, we use copper as an 
example.  For copper at absolute zero temperature, none of the electrons will be able to 
participate in interactions and the thermal energy of the electrons (as we would expect) 
is zero.  Yet despite having zero thermal energy, all of the electrons have a finite 
velocity.  In fact, for electrons near the Fermi energy in copper at absolute zero 




[22] (called the Fermi velocity, though we will refer to this as ‘degeneracy velocity’ to 
account for velocity shifts at higher temperatures).  This is caused by the lowest energy 
states (corresponding to zero velocity) being occupied.  Since there are a finite number 
of lowest energy states that can be occupied (as determined by the density of states), all 
remaining electrons must move into higher energy states that force the electrons to 
have a finite velocity.  Therefore, even at low temperatures, we expect the participating 
electrons to have velocities much higher than their thermal velocity.  Additionally, at 
higher temperatures where the thermal velocity is comparable to the degeneracy 
velocity, we still expect the velocity distribution to become shifted by the effects of 
degeneracy.  Note that the shift at higher temperatures is not equal to the Fermi 
velocity, but the velocity corresponding to the chemical potential.  Thus, the shift in the 
velocity distribution at all temperatures is given by: 
𝑣 = √𝑣𝑡ℎ
2 + 2𝜇/𝑚𝑒 [2.6.19] 
where 𝑣𝑡ℎ  corresponds to the thermal velocity and 2𝜇/𝑚𝑒 is the degeneracy velocity.  
Note that in the case where the chemical potential becomes less than 0, we set the 
chemical to 0 (this corresponds to the point where the velocity of the electrons is no 
longer shifted by the effects of degeneracy). 
 Combining all the previous arguments into the collisional frequencies between 
electrons and electrons/ions, we arrive at the following set of modified collisional 
























































where 𝑓𝑝 is the participation fraction defined by Equation [2.6.17].  Notice that for 
electron-ion collisions, we only use a linear factor of 𝑓𝑝 whereas for electron-electron 
collisions we use 𝑓𝑝
2.  This is due to the fact that whereas the background density of 
electrons becomes limited by the effects of electron degeneracies, the background ion 
density does not become modified by the effects of degeneracies.  The ions are 
assumed to be non-degenerate at all temperatures (or very nearly so), as was (almost) 
the case for phonons at room temperature. 
 As a final note for collisions, we note that at low temperatures (where the 
material is in a solid state), collisions between electrons and ions are not governed by 
Equation 2.6.21.  Instead, they are governed by electron-phonon collisions.  For these 
types of collisions, we can easily obtain experimental values of the electron-phonon 
collision frequency at room temperature, so there is no need to develop a theory for 
these types of collisions.  From Reference [34], we also know that the collision 










0  is the room temperature value of electron-phonon collisions and 𝑇𝑖 is the 
ion (lattice) temperature.  In order to determine the room temperature electron-
phonon collision frequency for copper, we can simply fit the Drude model of the 
permittivity to the experimental values of permittivity.  This allows us to solve for the 
total collision frequency (and plasma frequency).  At room temperature, we assume that 
electron-phonon collisions dominate over all other types of collisions, so the total 
collision frequency is simply equal to the electron phonon collision frequency.  For 
copper, we find that the electron-phonon collision frequency is given by 𝜈𝑒­𝑝ℎ
0 =
1.86ᴇ14 𝑠−1 (and 𝜔𝑝
0 = 1.205ᴇ16 𝑠−1).  For silicon, these values are more difficult to 
calculate as silicon does not abide by the Drude model as well as copper.  From 
experiments in the literature, however, we find that the collision frequency is given by 
𝜈𝑒­𝑝ℎ
0 = 1ᴇ13­1ᴇ15 depending on the number of excited carriers [30].  In our 
simulations, we simply used the same electron-phonon collision frequency which we 
used for copper, namely 𝜈𝑒­𝑝ℎ





Figure 2.6.2 – Copper collision frequency at different electron temperatures 
 
Figure 2.6.3 – Silicon collision frequency at different electron temperatures 
 We have now obtained the relevant collision frequencies for all possible electron 




temperature for copper and silicon are shown in Figures 2.6.2 and 2.6.3.    Note that we 
have assumed a constant ion temperature, and therefore we have a constant value for 
electron-phonon collisions (in our model, we took into account the effect of ion 
temperature on the electron-phonon collision frequency).  Also note that we have 
plotted an additional curve for electron-electron collisions relevant for low electron 










where 𝐴 is a fitting parameter (typically close to 1) which we have set to 1 in our 
Figures.  This expression for the electron-electron collision frequency is commonly found 
in most papers which model collisional processes in metals [15, 27].  We offer this curve 
as a comparison to our own theoretical value of the electron-electron collision 
frequency determined using Equation 2.6.20. Finally, we have also plotted the effective 
collision frequency for the case where the ion temperature is assumed constant and set 
to room temperature (corrections to the collision frequency are applied in our model as 







CHAPTER 3: LOW FLUENCE INTERACTIONS IN SILICON 
 
 
Chapter 3.1: Background 
 
 
In this section, we studied the ablation of a silicon target using a 800 𝑛𝑚, 40 𝑓𝑠 
laser pulse and the resulting effects on the silicon properties.  We began our study by 
looking at the variation in the surface properties of silicon under various fluences.  
During our studies, three different material modification regimes were identified.  The 
first ablation regime was the sub-melting threshold regime, where the laser fluence was 
kept below ~0.2 𝐽/𝑐𝑚2 (the melting threshold of silicon).  In this regime, several 
different types of surface modifications were found following multi-pulse laser 
irradiation, including several different types of damage formation as well as the 
formation of sub-wavelength nanostructures.    The second regime which was identified 
was sub-ablation threshold regime, where the laser fluence was kept between 
0.2 − 0.4 𝐽/𝑐𝑚2.  In this regime, damage occurred due to repeated melting and re-
solidification of the silicon, resulting in the formation of defects which eventually 
resulted in ablation.  Different types of melting could also be identified, including both 




fluences above 0.4 𝐽/𝑐𝑚2, ablation began to occur due to single pulse irradiation.  The 
effects of the variation in the optical properties of silicon during irradiation on the ion 
properties and the amount of ablation were studied. 
 
Chapter 3.2: Experimental Setup 
 
 
A schematic of the experimental setup used in this experiment is shown in Figure 
3.2.1.  Light from a Verdi oscillator was passed through an amplifier resulting in 800 𝑛𝑚, 
40 𝑓𝑠, Gaussian beam with a 10 𝐻𝑧 repetition rate and a maximum energy of 8 𝑚𝐽.  
Single pulses were extracted using an LSTXY-W8 shutter.  The energy of the output 
beam was adjusted by a waveplate and polarizer as well as through neutral density 
filters.  A half wave plate was used to control the polarization of the beam.  An 
autocorrelator and beam profiler were used to measure the pulse width and intensity 
distribution of the beam.  The beam was passed through a beam splitter in order to 
form a pump pulse and probe pulse.  The pump pulse was passed through a set of 
translatable mirrors, which allowed adjustment of the pulse separation between the 
pump pulse and the probe pulse.  The pump pulse was focused onto a commercially 
available (100) Si wafer through a 150 𝑚𝑚 focal length BK7-Schott lens.  The probe 
pulse was focused onto the same point as the probe pulse through a 100 𝑚𝑚 focal 
length BK7-Schott lens.  The separation between the beam centers was measured using 




was placed onto a motor controlled stage in order to allow movement of the target in 
the x, y, & z directions.  The energy of the laser was measured using an energy meter 
with an energy range of 300 𝑛𝐽 − 600 𝜇𝐽 with ±20 𝑛𝐽 noise.  The average fluence was 
determined by dividing the beam energy over the area of the spot size.  The peak 
central fluence in the center of the focused beam was determined analytically by 
assuming that the beam was perfectly Gaussian with 𝜎2 = 1 (in normalized units) and 
that 95% of the beam energy was contained within the spot size.  A list of the 
experimental parameters used in this experiment is shown in Table 3.2.1. 
 
Figure 3.2.1 – Experimental setup used in this experiment.  M represents a mirror, L 
represents a lens, ND represents a neutral density filter, BS represents a beam splitter, 
and T represents a translator.  The different colored arrows represent the paths traveled 



















Table 3.2.1 – List of experimental parameters 
 
Target Si (100) 
Pressure STP 
Wavelength 800 𝑛𝑚 
Bandwidth 40 𝑛𝑚 
Pulse Width 50 𝑓𝑠 
Polarization Linear 
Angle Normal incidence 
Energy (average) 𝐹 = 50 − 500 𝑚𝐽/𝑐𝑚2 
Spot Size 𝑟 = ~38 µ𝑚 
# of shots 1 − 1000 
Scan Speed 0.001 − .01 𝑚𝑚/𝑠 




Chapter 3.3: Sub-Threshold Regime 
 
 
In this regime, the peak fluence of the laser was kept below the melting 
threshold of silicon.  Nonetheless, material modification can still occur primarily due to 
scattering of light from defects present within the silicon or through field enhancement 




surface [35, 36].  Figure 3.3.1a shows the modification of the silicon surface following 
2000 pulses from femtosecond laser irradiation at a peak fluence of 𝐹𝑝𝑒𝑎𝑘 = 0.66𝐹𝑚,𝑡ℎ 
(where 𝐹𝑚,𝑡ℎ = 180 𝑚𝐽/𝑐𝑚
2 is the melting threshold of silicon [37, 38]).  As can be 
seen from the figure, we saw the formation of a ‘speckle’ pattern, where multiple 
isolated regions of ablation could be found scattered around the surface.  As the laser 
fluence was increased to 𝐹𝑝𝑒𝑎𝑘 = 0.94𝐹𝑚,𝑡ℎ, a much more uniform region of ablation 
could be seen after 200 pulses as can be seen in Figure 3.3.1b. 
 
Figure 3.3.1 – Variation in the ablation characteristics of silicon following femtosecond 
laser irradiation of silicon at fluences below the melting threshold of silicon with 
parameters (a) 𝐹𝑝𝑒𝑎𝑘 = 0.66𝐹𝑚,𝑡ℎ, 𝑁 = 2000 pulses (b) 𝐹𝑝𝑒𝑎𝑘 = 0.94𝐹𝑚,𝑡ℎ, 𝑁 = 200 
pulses under 20x magnification 
 In order to understand the formation mechanism behind these structures, two 
types of reflectivity analysis on the target.   Reflectivity analysis allows us to understand 
both the short term changes in optical properties during femtosecond laser irradiation 







due to heat transfer from the electrons to the ions.  We began by measuring the long 
term variation in the optical properties of the silicon as a function of pulse number.  
Here, an s polarized probe pulse (TE-polarized, i.e. electric field parallel to the surface) 
with a peak fluence of 9.54 𝑚𝐽/𝑐𝑚2 (i.e. highest fluence at the center of the Gaussian 
beam profile) and incident at an angle of 𝜃 = 15° arrived 1 𝑝𝑠 prior to the arrival of a p 
polarized (TM-polarized, i.e. magnetic field parallel to the surface) pump pulse incident 
at an angle of 𝜃 = 0°.  Note that the pump pulse and the probe pulse had opposite 
polarizations to avoid amplification effects caused by redistribution of charges in the 
surface.  Also note that the diameter of the probe pulse (𝑑 = 250 𝜇𝑚) was much 
smaller than the diameter of the pump pulse (𝑑 = 900 𝜇𝑚) and the center of the probe 
pulse was placed within ±10 𝜇𝑚 of the center of the pump pulse.  Finally, note that (for 
low pulse numbers) the reflectance of the probe pulse was never varied away from the 
room temperature value of reflectivity for silicon of 𝑅 = 0.342 (𝜃 = 15°, 𝑠­𝑝𝑜𝑙𝑎𝑟𝑖𝑧𝑒𝑑) 
as measured by an energy meter.  Figure 2.6.2 shows the resulting variation in the 
reflected value of the probe pulse for an incident pump fluence of (a) 𝐹𝑝𝑒𝑎𝑘 =
0.66𝐹𝑚,𝑡ℎ  and (b) 𝐹𝑝𝑒𝑎𝑘 = 0.94𝐹𝑚,𝑡ℎ , where 𝐹𝑚,𝑡ℎ = 180 𝑚𝐽/𝑐𝑚
2 is the melting 












































































Figure 3.3.2 – Variation in reflectivity of probe pulse as a function of pulse number for 
(a) 𝐹𝑝𝑒𝑎𝑘 = 0.66𝐹𝑚,𝑡ℎ ,  and (b) 𝐹𝑝𝑒𝑎𝑘 = 0.94𝐹𝑚,𝑡ℎ 
 As can be seen from Figure 3.3.2 (a), the initiation of damage as a function of 
pulse number was a highly random process at a peak fluence of  𝐹𝑝𝑒𝑎𝑘 = 0.66𝐹𝑚,𝑡ℎ .  
Damage to the surface resulting in a lowering of the reflected energy was initiated 




of the reflectivity prior to the initiation of the damage shows that no major change 
occurred to the bulk silicon surface (i.e. no surface amorphization occurred).  This was 
later confirmed by an Innova atomic force microscope (AFM) analysis which revealed no 
major surface modifications outside of the isolated regions of ablation found in Figure 
3.3.1 (a) (note that the maximum vertical resolution was ~0.2 𝑛𝑚 and the maximum 
horizontal resolution was ~10 𝑛𝑚 using ultra-high resolution AFM tips).   As the laser 
fluence was increased to 𝐹𝑝𝑒𝑎𝑘 = 0.94𝐹𝑚,𝑡ℎ , damage was consistently initiated at a 
pulse number of 𝑁 = 125 pulses.  Nonetheless, slight deviations in the rate of ablation 
still existed between different trials.  Additional experiments at slightly different 
fluences (shown later in Figure 3.2.5) revealed that higher fluences result in a decrease 
in the deviations in rate of ablation between trials.   
To better understand the mechanism behind the variation in ablation rates at 
different fluences, we studied the variation in the short term optical reflectivity of the 
silicon at different fluences.  For this experiment, the silicon sample was translated 
between each data point.  Additionally, the temporal separation between the probe 
pulse and the pump pulse was varied with a maximum resolution of ±3.33 𝑓𝑠.  Finally, 
note that each data point was the average of five trials.  The resulting variation in the 
probe reflectivity as a function of the temporal separation between the probe pulse and 


































Temporal Separation (fs)  
Figure 3.3.3 – Variation in reflectivity of probe pulse as a function of pulse separation 
between the probe pulse and the pump pulse 
As can be seen in Figure 3.3.3, there was not much difference in reflectivity 
between 𝐹𝑝𝑒𝑎𝑘 = 0.66𝐹𝑚,𝑡ℎ  and 𝐹𝑝𝑒𝑎𝑘 = 0.94𝐹𝑚,𝑡ℎ.  The reflectivity for each curve 
relative to the room temperature reflectivity was reduced by ~17%.  The major 
difference between the two curves was the amount of time it took for the value of the 
reflectivity to return to 𝑅 = 1.  As will be shown in our theoretical model, the variation 
in the reflected signal as a function of time was due to the heating of the ions, resulting 
in a variation in the electron density as well as a variation in the electron-phonon 
collision time. For 𝐹𝑝𝑒𝑎𝑘 = 0.66𝐹𝑚,𝑡ℎ , the amount of time needed for the electrons to 
cool and de-excite was 𝑡𝐹𝑊𝐻𝑀 = 1670 𝑓𝑠, whereas for 𝐹𝑝𝑒𝑎𝑘 = 0.94𝐹𝑚,𝑡ℎ the 




fluences can be attributed to a larger initial electron temperature and population, 
resulting in a longer time needed to reach equilibration. 
Figure 3.3.4 shows the variation in absorptivity as a function of time as obtained 
from our theoretical model for two different fluences below the ablation threshold 
(note that the melting threshold obtained from the theoretical model is 0.35 𝐽/𝑐𝑚2, 
higher than the experimental threshold).  As can be seen, a decrease in the reflectivity 
appears several femtoseconds after the arrival of the laser pulse.  This decrease in 
reflectivity can be attributed to an increase in the collision frequency resulting from the 
increase in the number of electrons as well as an increase in the collision frequency of 
the electrons.  As the material continues to cool, the electron population and collision 
frequency begin to decrease.  This results in an increase in reflectivity, and eventually 







Figure 3.3.4 – Variation in silicon (normalized) reflectivity as a function of time 0.66𝐹𝑚,𝑡ℎ 
and 0.94𝐹𝑚,𝑡ℎ 
 





From the model, we also see that the theoretical temperature of the ions 
reaches between 600 − 1400 𝐾 depending on the fluence.  It should be noted that 
silicon will rapidly oxidize at temperatures approaching the melting threshold (1687 𝐾), 
resulting in the formation of oxidized surface defects [39, 40].  After continued 
irradiation, more of the surface will continue to oxide, resulting in an increase in the 
defect density.  Eventually, the increase in the number of defects results in a greater 
amount of absorption due to localization of the incident field around the defects.  This 
leads to ablation of the surface, resulting in the damage profiles seen in Figure 3.3.1.  
For fluences well below the melting threshold, the average temperature of the ions is 
too low to induce a significant rate of oxidation.  Thus, oxidation will only take place 
around localized, intrinsic defects present on the surface prior to irradiation.  This 
results in the speckle pattern which was found in Figure 3.3.1 (a).  However, as the 
temperature of the silicon is brought closer to the melting threshold of the silicon, 
oxidation occurs uniformly.  This results in the damage profile observed in Figure 3.3.1 
(b). 
 
Chapter 3.4: Static Field Effects 
 
 
 In addition to the damage profiles which were observed in Figure 3.3.1, 
we also observed the formation of nanostructures as shown in Figure 3.4.1.  The 




0.94𝐹𝑚,𝑡ℎ  under normal incidence.  The elongation of melt profile seen in the figure can 
be attributed to beam astigmatism in the lens at the highest focus (the incident light 
interacts differently with the lens in the vertical and horizontal directions due to the 
curvature in the lens).  Two important features can be seen in the melt profile.  The first 
feature is the formation of the subwavelength ripple structures which appear along the 
edges of the melt profile with a period of 200 𝑛𝑚.  The second feature is the presence 
of small, ~100 𝑛𝑚 craters, found in the center of the melt layer.  Note that the craters 
were formed along periodic lines, coinciding with the ripple structures found at the 
edges of the melt profile rather than being distributed randomly across the surface. 
 
Figure 3.4.1 – Nanostructure formation after 150 pulses of femtosecond laser irradiation 
at a fluence of 𝐹 = 0.94𝐹𝑚,𝑡ℎ  
In order to determine the origin in the periodicity of both the edge ripple 
structures and craters, we begin by noting that such subwavelength ripple structures 





including both dielectrics and metals [35, 41-43].  In these publications, the formation of 
the sub-wavelength ripple structures has been attributed to the interference between 
with incident light and excited surface plasmons.  This model assumes that interference 
between light and excited surface plasmons produces high spatial frequency laser-











where 𝜆𝑆𝑃 is the surface plasmon wavelength, 𝜆0 is the free space laser wavelength, 0 
is the dielectric function of air or the unperturbed silicon, and 𝑚 is the dielectric 
function of the silicon melt.  We use Equation 3.4.1 along with the known variation in 
the charge state as a function of electron density to determine the variation of the 
permittivity as a function of temperature for determining the surface plasmon 
wavelength over a range of electron densities for an [air]-[excited silicon] & [solid 
silicon]-[excited silicon] interface, and the result is shown in Figure 3.4.2.  It should be 
noted that a necessary condition for surface plasmon propagation is 𝑚 < 0 for quasi-
bound plasmon modes (and 𝑚 < − 0 for bound modes).  Thus, only surface plasmon 
wavelengths in the region of the trough and beyond represent physically realizable 
modes. From the results shown in Figure 3.4.2, we find that a necessary condition for 
surface plasmons to propagate across either interface is that the electron density must 






Figure 3.4.2 – Surface plasmon wavelength for an air/silicon melt interface (dotted line) 
and for a solid solid/silicon melt interface (solid line) 
In order to determine if the required electron density is reached at a fluence of 
𝐹 = 0.94𝐹𝑚,𝑡ℎ , we plotted the variation of the theoretical electron density as a function 
of laser fluence in Figure 3.4.3.  For a laser fluence of 𝐹 = 0.94𝐹𝑚,𝑡ℎ , we found the 
theoretical electron density to be ~2ᴇ21 𝑐𝑚−3, well above the required electron 
density for surface plasmon formation.  Thus, we find that our model supports the 
necessary conditions needed for the formation of 200 𝑛𝑚 ripple structures by 







































Figure 3.4.3 – Variation in theoretical electron density as a function of laser fluence.  
Note that the theoretically determined melting threshold was found to be 0.35 𝐽/𝑐𝑚2. 
Finally, we note that crater formation coincided with the periodic ripple 
structures which formed on the surface of the silicon.  This implies a localized 
enhancement of the electric field within these ripple structures, increasing the silicon 
temperature to above the melting threshold.  We also note that the craters formed 
were ~100 𝑛𝑚 in diameter.  In order for such craters to form, it is necessary for the 
melt layer to extend at least several hundred nanometers into the silicon.  This is due to 
the process by which the craters form, which requires the nucleation of bubbles (with a 
diameter equal to the crater diameter) within the melt layer which will flow to the 
surface and result in the ejection of silicon droplets [44]. As we already noted in Figure 




several hundred nanometers, thus allowing the formation of bubbles and craters on the 
silicon surface. 
 
Chapter 3.5: Non-thermal Melting 
 
 
  In the previous section, we noted that continuous laser irradiation of silicon at 
fluences slightly below the melting threshold resulted in the formation of sub-
wavelength ripple structures and craters.  As we increased the laser fluence above the 
melting threshold, we saw a transition in the type of structure formation occurring in 
the surface of the silicon, as shown in Figure 3.5.1.   In this case, we saw the formation 
of 600 𝑛𝑚 sub-wavelength periodic ripple structures.  We also note that much fewer 
pulses were required in order to induce the formation of the ripple structures. 
 
Figure 3.5.1 – Nanostructure formation after 30 pulses of femtosecond laser irradiation 






In order to understand the origin of this transition between different types of 
structure formation on the surface of the silicon, we studied that variation of reflectivity 
at different fluences to determine whether there was a transition in optical properties.  
As shown in Figure 3.5.2, we studied the temporal variation in optical reflectivity of 
silicon following femtosecond laser excitation of the silicon at 0.66𝐹𝑚,𝑡ℎ, 𝐹𝑚,𝑡ℎ, and 
1.2𝐹𝑚,𝑡ℎ.  As can be seen from the figure, a definite transition occurred as the laser 
fluence moved from 𝐹𝑚,𝑡ℎ to 1.2𝐹𝑚,𝑡ℎ. 


































Temporal Separation (fs)  
Figure 3.5.2 – Variation in optical reflectivity at different times following laser excitation 
at 0.66𝐹𝑚,𝑡ℎ, 𝐹𝑚,𝑡ℎ, and 1.20𝐹𝑚,𝑡ℎ 
To understand the mechanism of this transition in optical properties, we first 
recall that low energy laser irradiation results in the excitation of a low density electron 
population (below the critical density) which results in enhanced absorption of light 




absorbed, as shown by the black and red curves in Figure 3.5.2.  As the electron 
temperature begins to cool, the excited population of electrons begins to de-excite over 
a timescale of several picosecond (as was shown in our experimental curves in Figure 
3.3.3).  If the laser fluence is low enough, the silicon will not melt and the optical 
properties of the silicon will return to their room temperature values.  However, if the 
silicon temperature exceeds the melting threshold, the silicon will melt resulting in a 
long-term change in the optical properties of silicon, as shown by the red curve in Figure 
3.5.2 (note that the reflectance increases slightly above the room temperature value).  
Eventually, the silicon will once again cool down (though over a much longer period of 
time) and the optical properties will eventually reach their room temperature values 
once again.   
We now note that a peculiar transition occurs between 𝐹𝑚,𝑡ℎ and 1.2𝐹𝑚,𝑡ℎ.  In 
both cases, the laser fluence is above the experimentally obtained value of the melting 
threshold (180 𝑚𝐽/𝑐𝑚2).  From our theoretical model of the average charge state of 
silicon at different electron temperatures shown in Figure 2.3.11, we can see that we do 
not expect any large variations in the electron population.  Therefore, we conclude that 
the cause of the transition in the optical reflectivity does not occur as a result of a 
change in the optical properties of the electrons.  Thus, we must look at the variation in 
other types of properties.  One such property is the variation in internal pressure of 
silicon as a function of electron temperature.  In order to determine how the pressure 




sum of the electron pressure, ion pressure, and a negative pressure term representing 
the binding energy holding the material together.  Assuming that the electrons and ions 
can be modeled as an ideal plasma, the total pressure is given by: 
𝑝𝑇 = 𝑝𝑒 + 𝑝𝑖 − 𝑝𝑚
𝑝𝑇 = 𝑛𝑖(𝑍 + 1)𝑘𝐵𝑇 − 𝑝𝑚
[3.5.1] 
where 𝑝𝑒 is the electron pressure, 𝑝𝑖 is the ion pressure, and 𝑝𝑚 = 7 𝐺𝑃𝑎 is the 
material pressure representing the binding energy of the material.  However, we recall 
from our previous discussions that the electrons will not follow ideal plasma behavior 
due to degeneracy effects and Coulomb interactions between the electrons and ions.  
To account for these effects, we modify our equation for the electrons pressure as 
follows [45]: 








where the second term in the above equation accounts for the Coulomb interactions 
(restoring forces) between the electrons and ions, which acts as a negative pressure 
term. In order to account for the degeneracy of the electrons, we also reintroduce the 
participation fraction, 𝑓𝑝.  Thus, the total pressure is given by: 








3𝑇𝑒 ∙ 𝑓𝑝 + 𝑛𝑖𝑘𝐵𝑇𝑖 − 𝑝𝑚 [3.5.3] 
Where we have distinguished between electron and ion temperature using the 




as a function of electron temperature while assuming that the ion temperature remains 
at room temperature, as shown in Figure 3.5.3 (in our actual model, we take into 
account the variation in ion temperature). 
 
Figure 3.5.3 – Variation in total pressure as a function of electron temperature in silicon 
 As can be seen in Figure 3.5.3, the total pressure exceeds the material pressure 
of the silicon at an electron temperature of ~2.5 𝑒𝑉.  In order to find the fluence at 
which this electron temperature is exceeded, we plot the variation in peak electron 
temperature as a function of laser fluence using our theoretical model as shown in 
Figure 3.5.4.  As can be seen from the figure, the peak electron temperature exceeds 
2.5 𝑒𝑉 at a fluence slightly above 0.4 𝐽/𝑐𝑚2.  We note that in our model, the melting 
threshold is exceeded at a fluence of  0.35 𝐽/𝑐𝑚2 (the actual melting threshold of silicon 
is 0.18 𝐽/𝑐𝑚2).  In other words, the total internal pressure of the silicon exceeds the 




































Figure 3.5.4 – Variation in peak electron temperature in silicon as a function of laser 
fluence 
Physically, once the total pressure exceeds the material pressure, the material 
will begin to expand regardless of the ion temperature.  Such an expansion below the 
melting point of the material will be referred to as non-thermal melting.  Note that once 
the material begins to expand, the ions will no longer make up an ordered lattice within 
the material.  As a result of this expansion, the optical properties of the material will 
begin to vary greatly; the band structure collapses and interactions between electrons 
and ions or electrons and other electrons will change significantly compared to the 
room temperature properties.  This results in the large variation in the reflectivity which 
could be seen in Figure 3.5.2 at a fluence of 1.2𝐹𝑚,𝑡ℎ.  As for the differences in the 
surface structures formed in Figures 3.4.1 & 3.5.1, we can most likely attribute these 




melting is most likely responsible for the structure formation found in Figure 3.4.1 
whereas non-thermal melting is most likely responsible for the structure formation 
found in Figure 3.5.1.  Nonetheless, the reason why different types of melting would 








CHAPTER 4 – HIGH FLUENCE INTERACTIONS IN COPPER 
 
 
Chapter 4.1: Background 
 
 
In this section, we studied the ablation of a copper target using a 800 𝑛𝑚, 40 𝑓𝑠 
laser pulse and the resulting effects on the ablation mechanisms.  We began our study 
by looking at the change in the ablation rate with respect to average laser fluence, as 
shown in Figure 4.1.1.  Two different ablation regimes could be identified at low and 
moderate fluences.  At low fluences between 0.5 − 3 𝐽/𝑐𝑚2 the ablation rate remained 
at an approximately constant value ~900 𝜇𝑚3/𝑝𝑢𝑙𝑠𝑒, and began to fall to zero below 
the ablation threshold (0.55 𝐽/𝑐𝑚2).  As the laser fluence was increased above 3 𝐽/𝑐𝑚2, 
the rate of ablation began to increase rapidly, resulting in an increase in the ablation 
efficiency.  In order to explore the differences between the two ablation regimes as well 
as the causes leading to the transition between the low and high fluence regimes, 
additional measurements were taken using reflectivity (Section 4.3), Faraday cup ion 




















































Figure 4.1.1 – Ablation efficiency and ablation depth after femtosecond laser irradiation 
of copper 
 
Chapter 4.2: Experimental Setup 
 
 
A schematic of the experimental setup used in this experiment at our CMUXE is 
shown in Figure 4.2.1.  Light from a Verdi oscillator was passed through an amplifier 
resulting in a 800 𝑛𝑚, 40 𝑓𝑠, Gaussian beam with a 10 𝐻𝑧 repetition rate and a 
maximum energy of 8 𝑚𝐽.  Single pulses were extracted using an LSTXY-W8 shutter.  The 
energy of the output beam was adjusted by a combination of waveplate/polarizer and 
neutral density filters.  A half wave plate was used to control the polarization of the 




intensity distribution of the beam.  The laser was focused onto a commercially available 
Cu target through a 75 𝑚𝑚 focal length BK7-Schott lens.  The copper target was placed 
onto a motor controlled stage in order to allow movement of the target in the x, y, & z 
directions.  The energy of the laser was measured using a MaxBlack EnergyMax J-10MB-
LE energy meter with an energy range of 300 𝑛𝐽 − 600 𝜇𝐽 and another energy meter 
with an energy range of 500 𝜇𝐽 − 400 𝑚𝐽.  The average fluence was determined by 
dividing the beam energy over the area of the spot size (𝑑 = 140 𝜇𝑚).  All experiments 
were conducted at normal incidence with the exception of reflectivity, which was 
conducted at an angle of incidence of 15°. 
 







Chapter 4.3: Melt Layer Properties 
 
 
In order to verify our model for laser-material interactions in copper at high 
fluences, we studied the variation in reflectivity in copper at various fluences, as shown 
in Figure 4.3.1.  The black curve shows the theoretical variation in absorptivity obtained 
from our model and the red curve shows the experimentally measured variation in 
absorptivity.  The blue curve was obtained from experimental data in Reference [46] 
using 50 𝑓𝑠 laser pulses and the purple curve was obtained from experimental data in 

































Figure 4.3.1 – Variation in experimental and theoretical absorptivity in copper 
As can be seen from Figure 4.3.1, for laser fluences <0.5 𝐽/𝑐𝑚2 (the ablation 




of ~3%.  At these fluences (𝑇𝑒 < 1 𝑒𝑉), electron-electron collisions are restricted to a 
small number of states near the Fermi surface such that electron-phonon collisions are 
the dominant process governing laser-material interactions (note that 𝜈𝑒−𝑝ℎ remains 
approximately constant).  As the laser fluence was increased above the ablation 
threshold, the absorption efficiency began to rapidly increase due to the contribution of 
electron-electron collisions to the overall collision frequency (recall Figure 2.6.2).  
However, despite the large enhancement to the absorption efficiency from 3% − 25% 
over the interval of 0.5 − 3 𝐽/𝑐𝑚2, there was very little enhancement to the overall 
ablation rate (which moved from 800 − 1200 𝜇𝑚3/𝑝𝑢𝑙𝑠𝑒).  To understand why, we 
looked at the variation in the melt depth as a function of laser fluence using our model 
and experimental data as shown in Figure 4.3.2.  As a comparison to our own data, we 
also used data from Reference [47].  Note that damage to the material was assumed 






























Figure 4.3.2 – Variation in theoretical and experimental ablation depth with laser 
fluence 
 In order to find the ablation depth, we looked at the ion temperature 
distribution after 4 𝑝𝑠 for various fluences (this was enough time for equilibration to 
occur between electrons and ions for all fluences).  It was found that the theoretical 
ablation threshiold of copper was 1 𝐽/𝑐𝑚2, which is higher than the experimental 
ablation threshold of 0.55 𝐽/𝑐𝑚2.  The most likely cause for the discrepancy between 
the theoretical and experimental values of the ablation threshold is an underestimation 
of the absorption coefficient in copper.  Due to the very low value of absorptivity at low 
fluences (3%), any small increments in the absorptivity would have a very large impact 
on the ablation threhold.  Nonetheless, we can see from Figure 4.3.2 that at laser 
fluences below 3 𝐽/𝑐𝑚2, the theoretical variation in the melt depth qualitatively 




laser fluence was increased above 3 𝐽/𝑐𝑚2, we saw a significant variation between the 
theoretical and experiemmental values of the melt layer. 
 To understand why the theoretical and experimental values of the ablation 
depth begin to deviate at higher fluences, we need to look at the variation in the 
electron pressure within the material.  Figure 4.3.3 shows the variation in total pressure 
as a function of electron temperature.  Note that in Figure 4.3.3, the total pressure was 
calculated assuming that the ion temperature was at room temperature (in the 
theoretical model, the effect of ion temperature on the total pressure was taken into 
account). 
 
Figure 4.3.3 – Variation in total pressure  for copper as a function of temperature 
From Figure 4.3.3, we can see that at low temperatures, the pressure of the electrons is 




electron temperature exceeds 𝑇𝑒 > 6 𝑒𝑉, the total pressure begins to increase rapidly.  
Physically, once the electron pressure exceeds the internal pressure of the material, the 
material will begin to expand regardless of the ion temperature.  Such an expansion 
below the melting point of the material is referred to as non-thermal melting.  Note that 
once the material begins to expand, the ions will no longer make up an ordered lattice 
within the material.  As a result, upon exceeding the internal pressure of material, 
electrons will begin to interact with the ions directly rather than through electron-
phonon collisions.  This results in a large rise in the collision frequency, accompanied by 
a large increase in the absorptivity of the copper as well as the coupling factor (resulting 
in a very fast rise in the ion temperature).  The theoretical variation in the total presure 
was also determined using our model at various fluences, as shown in Figure 4.3.4.   




























From the above Figure, we find that the total pressure begins to exceed the 
internal pressure of copper at a laser fluence of 3 𝐽/𝑐𝑚2.  As was seen in Figure 4.3.2, 
this large rise in pressure was also accompanied by a large rise in the ablation depth of 
copper.  From these results, we can conclude that the large rise in the ablation depth of 
copper is caused by an increase in total pressure within the copper.  In contrast to 
ablation at fluences below 3 𝐽/𝑐𝑚2, where ablation is caused by the transfer of heat 
from the electrons to the ions resutling in phase explosion, ablation above 3 𝐽/𝑐𝑚2 is 
caused by two additional mechanisms.  The first is a non-thermal ablation mechanism in 
a thin layer of material where the total pressure exceeds the internal pressure which 
will be referred to as the non-thermal ablation depth.  This non-thermal ablation results 
in an ultrafast expansion of the ions before the end of the laser pulse.  Note, however, 
that the amount of expansion is small compared to the non-thermal ablation depth 
(~4 𝑛𝑚 of expansion compared to a 34 𝑛𝑚 non-thermal ablation depth at 30 𝐽/𝑐𝑚2)  
and thus the ion density is assumed to stay approximately constant over the duration of 
the laser pulse.  As will be shown by Faraday cup analysis, the majority of of the ions in 
the laser produced plasma originate from this thin layer of non-thermal ablation.  The 
second ablation mechanism is thermal melting primarly caused by shockwave 
propagation into the material [22].  The large build-up of pressure within the non-
thermal ablation layer produces a large shockwave which propagates into the material.  
As the shockwave travels through the material, it slowly loses energy by transfering heat 




ablation depth for fluences greater than 3 𝐽/𝑐𝑚2.  Note that the temperature rise 
caused by shockwave propagation is typically insufficient to cause ionization.  Thus, any 
ablation caused by shockwave propagation will either be in the form of neutral atoms or 
molten particles.  Note, however, that shockwave propagation was not included in our 
model. 
 
Chapter 4.4: Ion Properties 
 
 
  In order to verify the results of our model, additional Faraday cup ion analysis 
was used to find the ion flux and ion velocity.  In our experiment, the Faraday cup was 
placed at an angle of 23° with respect to the target.  Several sample ion spectra 
































Time (1-6 s)  
Figure 4.4.1 – Ion flux profiles of copper at various laser fluences 
From the above ion profiles, we see that a major transition between the ion profiles 
occurs between 3 − 6 𝐽/𝑐𝑚2.  In addition to a large increase in the ion flux as well as a 
shift in the peak position, we also see the appearance of at least two primary peak 
components.  The first component is the thermal peak, which consists of ions produced 
by heat transfer from electrons to the ions followed by phase explosion.  This peak is 
present at all fluences and it is the temporally broad component in the ion profiles (at 
higher fluences, it is the tail of the non-thermal peak).  At fluences below 3 𝐽/𝑐𝑚2, it is 
the only component present in the ion profiles.  The second component is the non-
thermal peak, which consists of ions originating from non-thermal ablation layer.  As can 
be seen, ions in the non-thermal peak are much faster compared to the thermal ions 
and much higher in number.  The higher flux in the non-thermal component can be 




Additionally, the significantly higher velocity can be attributed to the extremely high 
electron pressure, causing the electrons to drag the ions (by Coulomb interaction) as 
they expand away from the non-thermal ablation layer. 
 In order to provide a better comparison between the ion profiles, we measured 
the ion flux and ion velocity at various fluences and compared the measurements to 
theoretical results.  Note that both the theoretical ion flux and velocity were measured 
assuming all the ions originate from the non-thermal ablation layer.  For the ion velocity, 
we assumed that all of the absorbed laser energy was converted into the kinetic energy 





Where 𝑛𝑖  & 𝑚𝑖 are the ion density and ion mass, (1 − 𝑅) is the absorptivity of the 
target, 𝐹 is the laser fluence, and 𝑙𝑛𝑡ℎ is the non-thermal ablation layer.  Note that the 
above expression is overly simplified, and does not include any thermal contributions to 
the ion velocity (resulting in underestimation of the velocity).  Nonetheless, it provides a 
general trend which can be compared to the experimentally measured values of the ion 
velocity. 









where 𝑍𝑎𝑣𝑔 is the average theoretical ion charge, 𝑛𝑖  is the ion density, 𝐴𝑠𝑠 is the 
experimental spot size, 𝑙𝑛𝑡ℎ is the non-thermal ablation depth, 𝑑 is the distance 
between the target and the entrance of the Faraday cup, and 2 ≤ 𝑆𝑓(23°) ≤ 3 is a scale 
factor which relates the total ion flux to the angular ion flux measured at 23° (obtained 
from experimental values). Note that the average ion charge is not equal to the ion 
charge used for density of states calculates in Section 2.1.2.  This is due to the fact that 
interactions between closely spaced ions at solid densities result in a reduction in the 
ionization potential of the atoms.  However, as the ions begin to expand, the ionization 
potential is increased resulting in a reduction in the average charge of the ions.  
However, after a finite amount of free expansion, the ions will be well separated and we 

















 is the de Broglie wavelength of an electron, 𝑈𝑖 is the partition function of 
the atoms in the i-th ionization state, 𝐼𝑖 is the i-th ionization energy of the ion, and 𝑇𝑒 is 
the electron temperature.  Note that under the assumption of free expansion, we can 




expansion.  We also assume that no recombination occurs between the target and the 
Faraday cup.  The variation in the partition function as a function of temperature was 
obtained from the NIST database [48], and the variation for various ion states is shown 
in Figure 4.4.2.  Note that the detailed solution scheme for obtaining the average ion 

































Temperature (eV)  
Figure 4.4.2 – Variation in the partition function of different copper ion states for 
various temperatures 
 
Note that the scale factor was obtained by measuring the ion flux at various angles, as 
shown in Figure 4.4.3.  As can be seen from the Figure, the angular distribution of the 
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Figure 4.4.3 – Variation in ion flux at various angles and fluences for laser irradiation of 
copper 
Using the above expressions for ion velocity and ion flux, we compared the 
experimentally measured values for ion velocity and ion flux to the theoretical values, as 
shown in Figures 4.4.4 & 4.4.5 respectively.  Once again, note that the theoretical values 
of ion flux and ion velocity were calculated based on the properties of the non-thermal 
layer.  Thus, for fluences below 3 𝐽/𝑐𝑚2 where the internal pressure of the material 

















































Figure 4.4.5 – Experimental and theoretical variation in ion velocity at various fluences 
As can be seen from Figure 4.4.4, the ion flux at low fluences began to increase 




contribution to the ion flux at these low fluences was thermal ablation, caused by 
thermalization between electrons and ions followed by phase explosion.  The reason for 
the rapid increase in the ion flux at low fluences is two-fold.  First, thermalization 
between electrons and ions results in a lower electron temperature (due to heat 
transfer to the ions), thus lowering the average charge of the expanding species.  
Second, the low value of the collision frequency at these temperatures results in a very 
thin optical depth.  As the collision frequency increases, so too does the optical depth 
which results in a higher ablation depth. 
Once the laser fluence exceeds 3 𝐽/𝑐𝑚2, we see that the ion flux begins to 
increase at a much lower rate.  This is due to the fact that the optical depth ceases to 
increase at these higher fluences resulting in a fairly constant ablation depth.  However, 
the average charge of the ions within the ablated layer continues to increase due to an 
increasing average temperature resulting in a continued rise in the ion flux (despite the 
fact that approximately the same number of ions are reaching the Faraday cup).  It is 
also important to note that the variation in the ion flux and the variation in the ablation 
depth at higher fluences are not related.  The total ion flux originates completely from a 
thin layer of material where the electron pressure exceeds the internal pressure of the 
material.  The total ablated layer, on the other hand, primarily depends on how far the 
pressure induced shockwave propagates into the material and how much energy is 




 Next, we investigated the variation in the experimental and theoretical velocities 
of the ions as shown in Figure 4.4.5.  As can be seen from the figure, fluences below 
3 𝐽/𝑐𝑚2 the average and peak velocities remained at an almost constant value of 
1.5ᴇ4 𝑚/𝑠.  However, as the laser fluence increased above 3 𝐽/𝑐𝑚2, we saw a large rise 
in velocities up to a peak velocity of 3.25ᴇ4 𝑚/𝑠 at 31 𝐽/𝑐𝑚2.  Once again, this large 
rise in velocity above 3 𝐽/𝑐𝑚2 can be attributed to a large increase in the electron 
pressure within the non-thermal layer.  As shown by the theoretical velocity curve, we 
find that the electron pressure begins to significantly contribute to the overall velocity 
at these higher fluences.  Note, however, that there is a large discrepancy between the 
theoretical velocity and experimentally measured velocities.  This discrepancy could be 
due to underestimation of the electron temperature in our model or a thermal 
contribution to the total velocity which has not been included in our model. 
 It should also be noted that different ionized species will travel at different 
velocities.  The higher the degree of ionization, the faster the ion travels.  This can be 
seen in our image analysis of the laser produced plasma, shown in Figures 4.4.6-4.4.8.  
In this experiment, we analyzed 490 𝑛𝑚 ionic line emission and 514 𝑛𝑚 neutral line 
emission as well as overall plume emission using an ICCD camera with bandpass filters.  
Note that 514 𝑛𝑚 line emission originates from both neutrals and singly ionized atoms 
while 490 𝑛𝑚 line emission originates from singly and doubly charged ions (for 
example, a doubly charged ion which undergoes recombination with an electron can 





Figure 4.4.6 – Total plume emission following femtosecond laser irradiation at a) 
1.13 𝐽/𝑐𝑚2 b) 2.70 𝐽/𝑐𝑚2 c) 5.76 𝐽/𝑐𝑚2 d) 11.30 𝐽/𝑐𝑚2 e) 31.08 𝐽/𝑐𝑚2 
 
Figure 4.4.7 – 490 𝑛𝑚 ionic plume emission from  following femtosecond laser 










Figure 4.4.8: 514 𝑛𝑚 neutral plume emission from  following femtosecond laser 
irradiation at a) 1.13 𝐽/𝑐𝑚2 b) 2.70 𝐽/𝑐𝑚2 c) 5.76 𝐽/𝑐𝑚2 d) 11.30 𝐽/𝑐𝑚2 e) 31.08 𝐽/
𝑐𝑚2 
From the figures above, we see that at low fluences the plume expands 
spherically outward with neutral line emission being the dominant emission mechanism.  
However, as we move to higher fluences, we begin to see the formation of two separate 
plume fronts.  As can be seen from the analysis of the line emission, the forward plume 
front is primarily composed of ions whereas the main plume is primarily composed of 
neutrals.  Once again, this type of plume splitting is caused by the effects of electron 
pressure.  Higher charged ions will feel a larger electron pressure since the pressure is 
caused by Coulomb interaction between the electrons and ions.  Thus, a higher degree 
of ionization will cause a greater degree of attraction between the electrons and their 









CHAPTER 5: HIGH FLUENCE INTERACTIONS IN SILICON 
 
 
Chapter 5.1: Background 
 
 
 In this section, we expanded our study of laser ablation at various fluences to 
dielectrics.  Here, we studied ablation of a silicon target using a 800 𝑛𝑚, 40 𝑓𝑠 laser 
pulse and the resulting effects on the ablation mechanisms.  The same experimental 
setup which was used for copper was also used in our experiments on silicon.  Once 
again, we began by looking at the variation in the ablation depth and efficiency as a 
function of laser fluence, as shown in Figure 5.1.1. From this figure, we can immediately 
notice that unlike copper, the variation in the ablation depth of silicon was almost a 
linear function of laser fluence.  In order to explore the differences between these two 
materials, we once again investigated various additional experimental results and 





















































Figure 5.1.1 – Variation in ablation depth and ablation efficiency as a function of laser 
fluence 
 
Chapter 5.2: Melt Layer Properties 
 
 
In order to understand the differences between the ablation mechanisms for 
copper and silicon, we began by comparing the theoretical variation in the temperature 





Figure 5.2.1 – Electron temperature profiles for copper and silicon at 10 𝐽/𝑐𝑚2 
Immediately, we can see that the theoretical value of the temperature is much higher in 
silicon as compared to copper.  This is a consequence of a smaller heat capacity as 
compared to copper, which has a greater number of free electrons at this fluence.  
However, what is more important is how far the temperature penetrates into the 
material.  As can be seen for the case of copper, the electron temperature becomes 
greatly reduced beyond ~10 𝑛𝑚, falling to zero beyond 100 𝑛𝑚.  In the case of silicon, 
the temperature also becomes greatly reduced beyond ~10 𝑛𝑚.  However, unlike 
copper, the electron temperature does not fall to zero beyond 100 𝑛𝑚.  In fact, a 
significant electron temperature persists all the way through to ~1000 𝑛𝑚. 
 The large thermal penetration in silicon as compared to copper is a result of the 
large difference in the optical characteristics between metals and dielectrics.  In the case 




results in a low absorption coefficient at low fluences as well as preventing the laser 
energy from propagating into the metal due to a large attenuation coefficient.   Silicon, 
on the other hand, has a very low electron population at room temperatures, resulting 
in a large absorption coefficient and a very low attenuation coefficient.  At low fluences, 
this results in a very large thermal penetration depth which results in a much larger 
ablation depth in silicon as compared to copper at low fluences.  The theoretical 
variation in the thermal penetration depth is shown in Figure 5.2.2.  Experimental values 
were compared to those obtained from Reference [50].  As can be seen, even at the 
lowest fluence the thermal penetration depth is several tens of nanometers.  As the 
fluence is increased, the thermal penetration depth rapidly increases up to 300 𝑛𝑚 at 
1.5 𝐽/𝑐𝑚2.  The rapid increase in the thermal penetration depth is primarily due to the 
increase in the laser energy, which allows the silicon to reach higher temperatures while 
still exhibiting primarily dielectric characteristics over the duration of the laser pulse.  
However, as the laser fluence is increased above 1.5 𝐽/𝑐𝑚2, the thermal penetration 
depth increases at a much slower rate, reaching 570 𝑛𝑚 at 30 𝐽/𝑐𝑚2.   This is caused by 
the silicon beginning to exhibit metallic properties similar to the copper as the electron 




























Figure 5.2.2 – Variation in the thermal ablation depth in silicon at various fluences.  Blue 
data points were obtained from Reference [50]. 
In order to verify the theoretical variation in the optical properties of the silicon, 
we compared the theoretical and experimental values of the absorptivity in silicon as a 
function of laser fluence, as shown in Figure 5.2.3.  Note that the experimental values 
were obtained from Reference [51].  As can be seen in the figure, for fluences below the 
ablation threshold, the absorptivity remained approximately constant, and the 
absorptivity was determined by the room temperature optical properties of silicon.  As 
the laser fluence was increased, the electron population began to increase, resulting in a 
low density electron population which increased the absorptivity until a peak value of 
0.74 at 1.5 𝐽/𝑐𝑚2.  However, as the electron density continued to increase at higher 
fluences, the silicon began to exhibit the properties of a high density electron plasma 




however, that the variation in the absorptivity is small, similar to the experimentally 
obtained values of absorptivity confirming our theoretical measurements.  




























Figure 5.2.3 – Variation in absorptivity as a function of laser fluence 
Note that as a consequence of a much larger thermal penetration depth and a 
much larger absorption coefficient over most of the fluence range, we expect that 
silicon would have a much larger ablation depth at low fluences as compared to copper.  
By comparing the experimental ablation depth for each material, we find that this is 
true.  At low fluences, the copper ablation depth remained almost constant at 50 𝑛𝑚 
from 0.5 − 2 𝐽/𝑐𝑚2 whereas the silicon ablation depth varied from 40 − 380 𝑛𝑚 from 
0.5 − 2 𝐽/𝑐𝑚2.  These results can be explained by the much larger thermal penetration 
depth and absorption coefficient over these range of fluences due to a much lower 




We also note that the electron pressure in silicon at low fluences is much higher 
as compared to copper.  The variation of the total pressure in silicon as a function of 
electron temperature was shown in Figure 3.5.3.  Note that unlike copper, the electron 
pressure in silicon exceeds the coulomb pressure at 2 𝑒𝑉 as opposed to 6 𝑒𝑉.  This is a 
consequence of a much higher electron temperature (which produces an outward force) 
with a very low electron density (which produces a restoring force through electron-ion 
interaction).  As a result, non-thermal ablation occurs at very low fluences in silicon as 
compared to copper. In fact, multiple studies have shown that non-thermal disordering 
in silicon can even occur at fluences slightly above the melting threshold and below the 
ablation threshold [37, 52].  The results of our own simulation confirm this, with 
electron temperatures exceeding 1 𝑒𝑉 (the required temperature for non-thermal 
disordering) at a fluence of 0.4 𝐽/𝑐𝑚2 (theoretical fluence required for melting was 
found to be 0.35 𝐽/𝑐𝑚2).  The combination of both thermal and non-thermal ablation at 
low fluences thus lead to a much higher ablation depth in silicon in comparison to 
copper. 
As the fluence was increased beyond 2 𝐽/𝑐𝑚2, the ablation depth began to 
become more comparable for each material.  From the absorptivity results, we can see 
that a portion of the reason that the ablation depths became comparable was due to 
similar values of absorptivity.  The other reason why the ablation depth becomes 
comparable is most likely due to shockwave ablation becoming the dominant form of 




depth reaches a maximum value of ~450 𝑛𝑚 at high fluences despite the fact that the 
ablation depth continues to increase to ~2000 𝑛𝑚.   Thus, the only mechanisms by 
which the ablation depth can increase is by thermal conduction or shockwave 
propagation.  As was the case for copper, we expect that shockwave propagation is the 
main mechanism of thermal heat transfer due to the large values of pressure which are 
generated within the initial ablation layer. 
 
Chapter 5.3: Ion Properties 
 
 
The final piece of analysis conducted on silicon was the characterization of ion 
properties and the propagation of the laser plume.  We began by obtaining the 
experimental ion profiles for various laser fluences, as shown in Figure 5.3.1.  Unlike the 
copper profiles, the silicon ion profiles remained approximately the same at low 
fluences up to ~6 𝐽/𝑐𝑚2.  This is due to the lack in a transition between thermal and 
non-thermal ablation mechanisms seen in the case of copper (recall that we found the 
total pressure to exceed the internal pressure below the ablation threshold).  The main 
variation in the ion profiles at low fluences was a shift in the peak flux position in 
addition to an increase in the total area under the curve.  Note that the shift in the peak 
position represents an increasing ion velocity with laser fluence while the increasing 
area under the curve represents an increase in the total ion flux.  As the laser fluence 




we began to see a separation between the high velocity peak and a low velocity tail (this 
is most noticeable in the 11.30 𝐽/𝑐𝑚2 ion profile).  This large separation between the 
high velocity peak and the low velocity tail is most likely caused by a low temperature 
residual heating of the silicon where small amounts of laser energy can penetrate 
several hundreds of nanometers into the silicon as was shown in Figure 5.2.1.  Though 
the amount of residual heating is small compared to the amount of laser energy 
deposited in the surface layer of the silicon, the residual heat can be substantial enough 
to cause ablation and slight ionization of the silicon, thereby producing the low velocity 
tail seen in the ion profiles.  Additional features also become apparent at these high 
fluences, with the appearance of a slight bulge to the right of the high velocity peak.  
This slight bulge represents a population of very high velocity ions, possibly produced by 
Coulomb explosion during the early phases of laser ablation [53].   
























Time (1-6 s)  




To gain more insight into these ion profile features, we plotted the variation in 
the experimental and theoretical ion flux and ion velocity.  Once again, in order to 
determine the average theoretical ion charge generated within the ablation layer, we 
obtained the values of the partition function needed to calculate the average charge 
using the Saha equation.  The values of the partition function used in our theoretical 
calculations are shown in Figure 5.3.2 [54].  We then used Equation 4.4.2 in order to 
determine the theoretical ion flux, we determined the variation in ion flux as a function 
of laser fluence and compared the results to the experimental values of the ion flux as 
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Figure 5.3.3 – Variation in theoretical and experimental values of the ion flux as a 
function of laser fluence 
 
 As can be seen in Figure 5.3.3, the variation in the ion flux for silicon differed 
substantially in comparison to the ion flux found for copper.  First, we notice the 
absence of a large initial rise in the ion flux which was seen in the case of copper.  
Instead, the ion flux for silicon varied almost linearly with laser fluence, with a slight rise 
in the ion flux at the highest fluences.  Theoretically, we also saw an almost linear rise in 
the ion flux, with a dip occurring at the lowest fluence.  The reason for the almost 
constant variation in the ion flux was due to the very low variation in the thermal 
penetration depth above 0.5 𝐽/𝑐𝑚2 (i.e. our theoretical ablation threshold for silicon).  
With no increase in the total number of ions being ablated, the variation in the total ion 
flux was primarily caused by an increase in the electron temperature (with a 




theoretical results for copper, which showed a large increase in the thermal penetration 
depth between 0.5 − 2 𝐽/𝑐𝑚2, matching the large initial rise in the copper ion flux.  As 
for the sudden large rise in the ion flux at the highest fluence (30 𝐽/𝑐𝑚2), this could 
potentially be due to generation of 𝑆𝑖 5+ ions, which was not included in our theoretical 
model.  It was assumed that generation of 𝑆𝑖 5+ would be negligible due to the very 
large difference in ionization energies between 𝑆𝑖 4+ (45.14 𝑒𝑉) and 𝑆𝑖 5+ (166.8 𝑒𝑉) 
(note that the ionization energy for 𝑆𝑖 3+ is 33.49 𝑒𝑉).  Nonetheless, the sudden 
appearance of a large increase in ion flux may indicate a transition to an electron 
temperature where 𝑆𝑖 5+ becomes possible.  Alternatively, the sudden increase may 
also be due to the appearance of an additional ablation mechanism, such as Coulomb 






























To gain more insight into the ablation mechanisms, we also studied the variation 
in the ion velocity as shown in Figure 5.3.4.  Once again, we can see a large difference 
between the variation in velocity for silicon as compared to copper.  In the case of 
copper, the velocity varied by a factor of ~2 over the entire range of fluences.  In the 
case of silicon, the velocity varied by a factor of ~6.  The main reason for this 
discrepancy was already discussed to describe the differences in flux.  In the case of 
copper, a large portion of the energy is used to increase the total number of ions being 
produced (i.e., the ablation depth).  For silicon, the variation in the ablation depth is 
small.  Thus, most of the energy is converted into the velocity of the ions.  We also note 
that the magnitude of the velocity is higher for silicon as compared to copper.  This is 
due to the large difference in ion masses, where the silicon ion mass is 28.09 𝑎𝑚𝑢 and 
the copper ion mass is 63.55 𝑎𝑚𝑢.  Another interesting feature in Figure 5.3.4 is the 
leveling off of the ion velocity at high fluences.  We also recall that in the ion flux 
profiles, we saw a distinct rise in the ion flux at the highest fluences.  However, neither 
of these features were predicted theoretically.  The most probable explanation for these 
features is that at high fluences, there is a sudden rise in the ablation depth, such that 
the majority of the laser energy is used to increase the total number of ions produced 







CHAPTER 6: CONCLUSION 
 
 
  In this thesis, we studied the variation in the thermal properties of electrons and 
ions during femtosecond laser irradiation of copper and silicon and the resulting effects 
on the optical, ablative, and ion properties of each material.  We began by establishing 
the theories needed to model the variation in heat capacity, thermal conductance, 
electron-ion coupling, laser absorption, and collision frequency as a function of electron 
and ion temperature.  These theories were then implemented within our model which 
we used to obtain theoretical approximations of laser absorption, melt layer formation, 
pressure buildup, and ion properties which we compared to experimental results.  We 
found that our theoretical model qualitatively matched the experimental results, and 
we were able to use our theoretical model to explain various features and transitions 
within the experimental results.  In Section 3, we found that a rise in the silicon 
temperature at low fluences may have resulted in the oxidation of the silicon surface, 
resulting in field localization and ablation around the oxidized defects.  We were also 
able to explain the formation of various surface features on silicon at low fluences.  
Cratering on the surface of the silicon was explained by bubble formation within a deep 




transitions in the type of periodic ripple structures formed on the surface were 
explained by a transition from thermal to non-thermal melting caused by a large buildup 
of electron pressure.  In Section 4, we studied the ablative and ion properties of copper 
at high fluences.  Using our model, we found that thermal melting was the primary 
ablation mechanism at low fluences whereas a buildup of electron pressure resulted in 
non-thermal and shockwave ablation at high fluences.  For ion properties, we found that 
all ions originated from a thin surface layer (smaller than the ablation layer) whose ion 
flux and ion velocity could be determined by analyzing the temperature of the ion layer.  
Finally, in Section 5 we performed the same analysis as in Section 4 with the exception 
of using silicon as the target material.  The main difference between the two 
experiments was the much higher ablation layer at low fluences which resulted from a 
lower attenuation coefficient in silicon compared to copper. Despite the higher ablation 
layer, we found the ion flux between the two materials to be comparable due to the 
higher ion density in copper.  Finally, much higher ion velocities were achieved in silicon 
as compared to copper due to a lower ion mass for silicon.  It was also found that at the 
highest fluences, the ablation layers for both copper and silicon became comparable 
due to the primary ablation mechanism transitioning to shockwave ablation. 
 It should be noted that despite the qualitative success of our model in 
determining the various features and transitions in the properties of our materials, the 
numerical values of our model typically deviated away from the experimental values.  




the laser-material interaction were approximations.  The most notable approximation 
made in this model was the heat capacity of both the ions and the electrons.  For the 
case of ions, comparing the phonon heat capacity to actual values of the heat capacity 
at room temperature shows errors that typically fall near 10 − 20% error range [55, 
56].  This error value becomes even more significant as the ion temperature approaches 
and exceeds the melting point; as the material transitions into the liquid state and 
plasma state, the heat capacity should decrease due to reduction in the degrees of 
freedom.  Such errors would have a large impact on determining when a material melts, 
which would result in large errors when determining the melt layer depth and onset of 
ablation.  For the heat capacity of the electrons, we assumed that all the excited 
electrons were perfectly free. However, publications modeling the exact band structure 
have shown that the density of states used to calculate the heat capacity deviates away 
from the free electron case [27].  Additionally, most of our model used charge states 
obtained from the literature to determine the number of free electrons at different 
temperatures.  Together, these approximations could introduce errors in our model of 
the heat capacity.  Due to the electron heat capacity being used to determine the rise in 
electron temperature, such errors would also have a ripple effect on other parameters 
such as the optical properties and heat transfer characteristics of the material.    
For the case of ion properties, we found that velocity and ion flux deviated from 
the experimental values in both cases of copper and silicon (but within a factor of ~2 for 




equation used to calculate the average ion charge is not valid at solid densities.  We 
attempted to circumvent this issue by assuming that the temperature of the electrons 
and ions remained the same before and after the (free) expansion of the heat-affected 
zone.  In reality, experiments have shown that the plasma temperature will decrease 
during expansion and the plasma will undergo recombination [14].  Thus, the theoretical 
values of the ion flux which we obtained in Sections 4 and 5 overestimated the total ion 
flux as could be seen in Figures 4.4.4 and 5.3.3.  We also found that in the case of 
velocity, our theoretical estimates underestimated the experimental values of the 
velocity.  We note that the theoretical value of the velocity was approximated by 
assuming that all of the absorbed laser energy was converted into the velocity of the 
ions.  We can easily show, based on the experimental values of absorption, angular ion 
flux, and velocity, that this is indeed the case.  Using the following equality, we can show 
that the ion velocity contains at least half of the total laser energy used to ablate the 
material: 
(1 − 𝑅) ∙ 𝐹 ∙ 𝐴𝑠𝑠 =
1
2
𝑚𝑖 [𝜑 ∙ 2𝜋𝑑





Thus, our theoretical estimate of the ion velocity should overestimate the velocity of the 
ions.  However, this was not the case as seen in Figures 4.4.5 and 5.3.4.   To explain the 
discrepancy between the theoretical and experimental values of the velocity, one 
possibility is that the ions receive far more energy as compared to the neutrals.  As was 




electron pressure within the heat-affected zone.  As the electron pressure increases, it 
eventually becomes sufficient to overcome the internal pressure of the material 
resulting in non-thermal ablation.  These electrons will then drag their ion cores as they 
expand away from the heat affected zone.  We noted, however, that ion cores with 
higher charge states experienced a much higher drag force as compared to lower 
charged ions (this was shown in the ICCD images given in Figures 4.3.1-4.3.3).  In our 
estimate of the velocity, we assumed that the energy was uniformly distributed to all 
atoms, both neutral and ionized.  If the electrons were to transfer most of their energy 
to the ions instead, then we would expect our estimate of the theoretical velocity to be 
higher.  Another source of error was our experimental calculation of the velocity.  In 
Faraday cup analysis, higher charged ions are counted multiple ions.  For example, the 
Faraday cup cannot distinguish between two singly charged ions and one doubly 
charged ion.  Thus, highly charged ions with larger velocities effectively become ‘double 
counted’, resulting in an overestimation of the average ion velocities.  Finally, it should 
be noted that our overestimation of the ion flux would also result in an underestimation 
of the velocity.  As more energy is used to increase the ablation depth (thus increasing 
the number of ions and neutrals), the average energy per atom will decrease (and 
correspondingly, so will the average ion velocity).  As we have already noted, our 
theoretical estimates of the ion flux were always greater than the experimentally 
measured values.  This would lead to an underestimation of the ion velocity and it may 




 Finally, the largest deviations between the theory and experiment occurred 
when comparing the theoretical and experimental values of the absorption.  Errors in 
the theoretical approximations of the absorptivity would originate from the failure of 
the Drude model of the permittivity as well as uncertainties in the collision frequency.  
In the case of the Drude model of the permittivity, it should be noted that we assumed 
that the electrons are perfectly free and we ignored any contributions of the ions to the 
permittivity (except at low fluences in the case of silicon).  In the case of collision 
frequency, we assumed that a transition occurred from a warm metal state to a dense 
plasma state and applied a modified form of the collision equation used for classical 
plasmas.  However, for each of these cases it is difficult to determine the exact amount 
of error found within our calculations.  This is due to the large deviations among the 
values of absorption obtained from other papers as well as from our own estimates.  
This is most likely caused by differences in the measurements used to obtain the spot 
size and energy as well as differences in the experimental setups.  Thus, it is difficult to 
estimate the magnitude of the errors obtained in our theoretical estimates of the 
optical properties. 
 In future work, we intend to extend our experiments to fluences above 
35 𝐽/𝑐𝑚2.  For the fluences used within this work, the material transitioned from a cold 
solid up through the warm, dense matter regime.  In this regime, the material has 
properties similar to that of a classical plasma, though several issues prevent us from 




density of the electrons, which prevents a large fraction of the electrons from 
participating in laser-material interactions due to degeneracy effects.  In our model, we 
attempted to circumvent this issue by using the participation fraction discussed in 
Section 2.6.  The other issue present in the warm, dense matter regime is the presence 
of electron-ion interactions.  These interactions introduce a potential energy term which 
will modify several of the state equations such as the heat capacity.  In our model, such 
interactions were ignored.  If fluences are high enough to enter the classical plasma 
regime were achieved, the largest benefit would be the application of much simpler 
equations within our model.  By reducing the number of approximations applied, we 
could make a far more accurate comparison between theoretical and experimental 
values and obtain more insight on the dynamics of the electrons and ions during the 
laser-material interaction.  Nonetheless, in order to transition into a purely classical 
state, it is necessary to use much higher fluences than those reached within our 
experiments.   
There are two possible methods which could be used in order to achieve such 
fluences.  The simplest method would be to increase the output energy of our 
femtosecond laser system.  This could be done by passing the two-stage amplified beam 
used in our experiments (with a maximum output energy of 8 𝑚𝐽) through a tertiary 
amplification stage (with a maximum output energy of 700 𝑚𝐽) currently equipped 
within our facility.  The other method which could be used is to reduce the spot size 




However, the biggest issue preventing us from going to these higher fluences is beam 
leakage.  Leakage occurs when a portion pulse train coming from the oscillator fails to 
be completely filtered by the laser system.  This leakage then becomes amplified by the 
laser system, resulting in a low energy output beam which reaches the target before the 
primary pulse.  This results in the formation of a pre-plasma, such that the primary pulse 
interacts with a plasma rather than a solid material.  This leads to erroneous results 
which cannot be compared to theory.  Therefore, in order to transition to these higher 
fluences, it would be necessary to introduce a filter capable to reducing the amount of 
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