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• We study globally coupled noisy limit-cycle oscillators showing collective rhythms.
• We formulate the collective phase description of globally coupled noisy oscillators.
• We derive the collective phase equation by means of a two-step phase reduction.
• We illustrate collective phase sensitivity and collective phase coupling functions.
• We demonstrate noise-induced anti-phase synchronization between collective rhythms.
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a b s t r a c t
We formulate a theory for the collective phase description of globally coupled noisy limit-cycle oscillators
exhibitingmacroscopic rhythms. Collective phase equations describing suchmacroscopic rhythms are de-
rived by means of a two-step phase reduction. The collective phase sensitivity and collective phase cou-
pling functions, which quantitatively characterize the macroscopic rhythms, are illustrated using three
representative models of limit-cycle oscillators. As an important result of the theory, we demonstrate
noise-induced anti-phase synchronization between macroscopic rhythms by direct numerical simula-
tions of the three models.
© 2013 The Author. Published by Elsevier B.V. Open access under CC BY license.1. Introduction
Synchronization phenomena are ubiquitous in systems of cou-
pled limit-cycle oscillators [1–7]. The phase reduction method for
weakly coupled limit-cycle oscillators has been fully developed
and successfully applied to analyze synchronization properties
[1–3,8–13]. Collective synchronization in systems of globally
coupled phase oscillators has been particularly investigated
[14–18]. Such studies consider two typical situations: the noise-
less nonidentical case [2,14,19–26] and the noisy identical case
[2,5,27–31]. Collective synchronization of globally coupled oscilla-
tors has also been experimentally investigated in electrochemical
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Open access under CC BY licensoscillator systems [32,33] or discrete chemical oscillator systems
[34–37].
Recently, macroscopic synchronization between interacting
groups of globally coupled phase oscillators exhibiting collec-
tive rhythms has also attracted considerable attention among
researchers [38–47]. Both the appearance of the Ott–Antonsen
ansatz [48–50] and the further understanding of the Watan-
abe–Strogatz transformation [51–55] have significantly facilitated
theoretical investigations on collective dynamics of globally cou-
pled oscillators for which the phase coupling function is sinusoidal
and the governing equation is deterministic (i.e., noiseless). The
Ott–Antonsen ansatz has also been applied to systems of non-
locally coupled phase oscillators for both heterogeneous fields
[56–58] and homogeneous ones [59–61].
To study the macroscopic synchronization between collective
rhythms, we formulated a theory for the collective phase descrip-
tion of globally coupled phase oscillators [62–66]; the theory en-
ables us to describe the dynamics of a collective rhythm by a
e.
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description method for traveling pulses in reaction–diffusion sys-
tems was formulated [67], and the collective phase description
method for fully phase-locked states in networks of coupled noise-
less nonidentical oscillators was developed [68–71]. We should
note that there exist several investigations related to these stud-
ies; they involve traveling pulses [72–74] and fully phase-locked
states [75–78].
In this paper,we consider interacting groups of globally coupled
noisy limit-cycle oscillators exhibiting collective rhythms. We for-
mulate a collective phase description method based on the theory
developed in Refs. [62–66]. The collective phase sensitivity and col-
lective phase coupling functions [63,64,66], which quantitatively
characterize the collective rhythms, are illustrated for the first time
using three representative models of limit-cycle oscillators. Fur-
thermore, we demonstrate a noise-induced anti-phase synchro-
nization phenomenon, which is predicted by the analysis of the
phase model performed in Ref. [64], by direct numerical simula-
tions of the three limit-cycle oscillator models.
This paper is organized as follows. In Section 2, we formulate
a theory for the collective phase description of globally coupled
noisy limit-cycle oscillators. In Section 3, we illustrate the col-
lective phase sensitivity and collective phase coupling functions
using representative models. In Section 4, we demonstrate noise-
induced anti-phase synchronization between collective rhythms
by numerical simulations. Concluding remarks are given in
Section 5.
2. Formulation of the collective phase description method
In this section, we formulate a collective phase description
method for globally coupled noisy limit-cycle oscillators exhibit-
ing macroscopic rhythms. This method is based on the theory de-
veloped in Refs. [62–66].
2.1. Interacting groups of globally coupled noisy limit-cycle oscillators
We consider interacting groups of globally coupled limit-cycle
oscillators described by the following equation:
X˙ (σ )j (t) = F
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for j = 1, . . . ,N and (σ , τ ) = (1, 2) or (2, 1), where X (σ )j (t)
∈ Rd is the d-dimensional state of the jth limit-cycle oscillator at
time t in the σ -th group consisting ofN elements. The first term on
the right-hand side represents the intrinsic dynamics of the limit-
cycle oscillator; the second term, the internal coupling between
the oscillators within the same group; the third term, the noise
independently given to each oscillator in each group; the fourth
term, the external forcing common to all the oscillators within the
σ -th group; and the last term, the external coupling between the
oscillators belonging to different groups. The internal and external
couplings are denoted by G(X (σ )j ,X
(σ )
k ) and Gστ (X
(σ )
j ,X
(τ )
k ),
respectively. The characteristic intensity of the external coupling
between different groups is given by ϵg ≥ 0. The external forcing is
denoted by pσ (t), whose characteristic intensity is given by ϵp ≥ 0.
The noise ξ(σ )j (t) is assumed to be independent white Gaussian
noise [79,80], the statistics of which are given by
ξ
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
= 0,

ξ
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
= 2 Dˆ δjkδστ δ(t − s). (2)The diagonal matrix Dˆ ∈ Rd×d represents the noise intensity ap-
plied to each component. We assume that the dynamics of the iso-
lated oscillator, i.e., X˙ = F(X), is given by the following limit-cycle
solution [2]:
X(t) = X0(φ), φ˙(t) = ω, (3)
where φ and ω are the individual phase and natural frequency, re-
spectively. The limit-cycle solution X0(φ) possesses the following
2π-periodicity: X0(φ + 2π) = X0(φ).
2.2. Interacting groups of globally coupled noisy phase oscillators
When the perturbations applied to the individual limit-cycle
oscillators given in Eq. (1), G, ξ(σ )j , ϵppσ , and ϵgGστ , are sufficiently
weak, the oscillators can be described by the individual phases
given in Eq. (3). Under the condition of weak perturbations, we can
apply the phase reduction and averaging methods to Eq. (1) for
approximately deriving the following individual phase equation
[2,62,63]:
φ˙
(σ )
j (t) = ω +
1
N
N
k=1
Γ

φ
(σ )
j − φ(σ )k

+ ξ (σ )j (t)
+ ϵpZ

φ
(σ )
j

· pσ (t)+ ϵgN
N
k=1
Γστ

φ
(σ )
j − φ(τ )k

, (4)
where φ(σ )j (t) ∈ S1 is the phase of the jth oscillator at time t in the
σ -th group. The first term on the right-hand side represents the
frequency of the oscillators;1 the second term, the internal phase
coupling functionwithin the same group; the third term, the effec-
tive noise; the fourth term, the external forcing; and the last term,
the external phase coupling function between different groups.
The noise ξ (σ )j (t) is independent white Gaussian noise [79,80],
the statistics of which are given by
ξ
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
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
ξ
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k (s)

= 2Dδjkδστ δ(t − s). (5)
Here, the individual phase sensitivity function [2], which quanti-
fies the phase response of an individual oscillator to weak pertur-
bations, is denoted by Z(φ(σ )j ). Using this function, the internal and
external phase coupling functions are given by
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respectively. In addition, the effective noise intensity is obtained as
D = 1
2π
 2π
0
dλ Z(λ) · DˆZ(λ). (8)
2.3. Coupled nonlinear Fokker–Planck equations
In the continuum limit, i.e., for N → ∞, the Langevin-type
phase equation (4) can be transformed into the following coupled
1 Precisely speaking, owing to the noise, the frequency of the oscillators given
in Eq. (4) is slightly different from the natural frequency given in Eq. (3); however,
this point is not essential in this paper. The theory for stochastic phase reduction of
limit-cycle oscillators has been developed in Refs. [81–84], with an application to
common-noise-induced synchronization [85–88].
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Here, f (σ )(φ, t) is the time-dependent one-body probability
density function of the phase φ in the σ -th group, and the function
is normalized as 2π
0
dφ f (σ )(φ, t) = 1. (10)
The first two terms on the right-hand side of Eq. (9) represent the
internal dynamics of the σ -th group, the third term represents
the external forcing applied to the σ -th group, and the last term
represents the external coupling between the σ -th group and
the τ -th group. When external forcing and external coupling are
absent, each group obeying Eq. (9) with ϵp = ϵg = 0 is assumed to
exhibit the following collectively oscillating solution [62–64]:
f (φ, t) = f0(ϕ), ϕ = φ −Θ, Θ˙(t) = Ω, (11)
where Θ andΩ are the collective phase and collective frequency,
respectively. It should be noted that the internal phase coupling
function Γ (φ) must satisfy the in-phase condition Γ ′(0) < 0,
and there is a critical noise intensity, below which this collectively
oscillating solution exists [2].
2.4. Coupled collective phase oscillators
Now, let us consider external forcing and external couplingwith
characteristic intensities that are sufficiently weak compared to
internal coupling. We can thus consider the third and last terms
in Eq. (9) as perturbations. Under this additional condition of weak
perturbations, we can apply the phase reduction method again to
Eq. (9) for approximately deriving the following collective phase
equation [63,64,66]:
Θ˙(σ )(t) = Ω + ϵpζ

Θ(σ )
 · pσ (t)+ ϵgγστ Θ(σ ) −Θ(τ ) , (12)
whereΘ(σ )(t) ∈ S1 is the collective phase of theσ -th group at time
t . The first term on the right-hand side represents the collective
frequency, the second term represents the external forcing, and
the last term represents the external coupling between different
groups. The collective phase sensitivity function is given by
ζ

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0
dϕ Z

ϕ +Θ(σ ) k0(ϕ), (13)
and the collective phase coupling function is given by
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Here, we defined the kernel function as
k0(ϕ) = −f0(ϕ) ddϕ u
∗
0(ϕ), (15)
which is normalized as 2π
0
dϕ k0(ϕ) =
 2π
0
dϕ u∗0(ϕ)u0(ϕ) = 1, (16)Table 1
Hierarchy of equations for the collective phase description.
Interacting groups of globally coupled noisy limit-cycle oscillators X (σ )j (t)↓ 1st phase reduction
Interacting groups of globally coupled noisy phase oscillators φ(σ )j (t)↓mean-field theory
Coupled nonlinear Fokker–Planck equations f (σ )(φ, t)
↓ 2nd phase reduction
Coupled collective phase oscillators Θ(σ )(t)
where the left and right eigenfunctions associated with the zero
eigenvalue are denoted by u∗0(ϕ) and u0(ϕ) = df0(ϕ)/dϕ, respec-
tively [62–64]. Finally, the hierarchy of equations for the collective
phase description is summarized in Table 1.
3. Illustration of collective phase sensitivity and coupling
functions
In this section, we illustrate the collective phase sensitivity
and coupling functions using two representative models of limit-
cycle oscillators, Stuart–Landau oscillators and FitzHugh–Nagumo
oscillators, the state spaces of which are two-dimensional, i.e., d =
2. We consider only the case in which the external coupling
function is the same as the internal one. The vector functions given
in Eq. (1) are thus denoted by
X =

X
Y

, F =

FX
FY

, G = Gστ =

GX
GY

. (17)
The individual phase sensitivity and collective phase sensitivity
functions are also denoted by
Z =

ZX
ZY

, ζ =

ζX
ζY

. (18)
3.1. Stuart–Landau oscillators
The model of Stuart–Landau oscillators is as follows. First, the
dynamics of individual oscillators is given by
FX (X) = (X − c0Y )− (X2 + Y 2)(X − c2Y ), (19a)
FY (X) = (Y + c0X)− (X2 + Y 2)(Y + c2X). (19b)
Second, the internal and external couplings are given by
GX (X,X ′) = K(X ′ − c1Y ′), (20a)
GY (X,X ′) = K(Y ′ + c1X ′). (20b)
Finally, the noise intensity is given by
Dˆ = diag(D0,D0). (21)
By virtue of the circular symmetry of Stuart–Landau oscillators, the
phase reduction of Eq. (1) to Eq. (4) can be analytically calculated
[2,62–65]. The limit-cycle solution of individual Stuart–Landau
oscillators is given by
X0(φ) = cosφ, (22a)
Y0(φ) = sinφ, (22b)
where the natural frequency is ω = c0 − c2. The individual phase
sensitivity function is obtained as
ZX (φ) = − sinφ − c2 cosφ, (23a)
ZY (φ) = + cosφ − c2 sinφ. (23b)
Y. Kawamura / Physica D 270 (2014) 20–29 23Fig. 1. (Color online) Globally coupled Stuart–Landau (SL) oscillators. Parameters are c0 = 3, c1 = 0, c2 = 2, and K = 0.05, where the critical noise intensity of D0 is exactly
0.0050. (a) Collectively oscillating solution f0(ϕ). (b) Right zero eigenfunction u0(ϕ). (c) Left zero eigenfunction u∗0(ϕ). (d) Kernel function k0(ϕ).Fig. 2. (Color online) Globally coupled Stuart–Landau (SL) oscillators. (a) Collective phase sensitivity function ζX (Θ). (b) Collective phase sensitivity function ζY (Θ). (c)
Collective phase coupling function γ (Θ).The internal and external phase coupling functions are thus given
by
Γ (φ) = Γστ (φ) = −ρ sin(φ + α),
ρ exp(iα) = K(1+ ic2)(1− ic1), (24)
where the phase coupling function must satisfy with the in-phase
condition Γ ′(0) < 0; that is, the phase shift must satisfy the
condition |α| < π/2. In addition, the effective noise intensity is
obtained as
D = D0(1+ c22 ). (25)
The parameters of the Stuart–Landau oscillators are fixed at c0 =
3, c1 = 0, c2 = 2, and K = 0.05. Then, the critical noise intensity
of D0, below which the collectively oscillating solution exists, is
exactly 0.0050.Fig. 1 shows typical shapes of the collectively oscillating so-
lution and other associated functions, f0(ϕ), u0(ϕ), u∗0(ϕ), and
k0(ϕ), which were numerically obtained from the nonlinear
Fokker–Planck equation (9) with ϵp = ϵg = 0 and the linearized
and adjoint equations. Details of the numerical method are de-
scribed in Ref. [62].
The collective phase sensitivity and coupling functions, ζ(Θ)
and γστ (Θ), are shown in Fig. 2. For comparison, the individual
phase sensitivity and coupling functions are also shown as
D0 = 0. Owing to the convolutional form given in Eq. (13) and
the sinusoidal form of the individual phase sensitivity function
Z(φ), the collective phase sensitivity function ζ(Θ) also takes
a sinusoidal form. In the same manner, owing to the double
convolutional form given in Eq. (14) and the sinusoidal form
of the microscopic external phase coupling function Γστ (φ), the
24 Y. Kawamura / Physica D 270 (2014) 20–29Fig. 3. FitzHugh–Nagumo (FN) oscillators. Oscillator parameters are ε = 0.5, a = 1.0, and b = 0.3, where the natural frequency is ω ≃ 1.2 and the amplitude Floquet
exponent is approximately −2.2. The coupling parameters are KX = 0.03 and KY = 0.05. (a) Limit-cycle orbit and nullclines. (b) Limit-cycle solution X0(φ). (c) Phase
sensitivity function Z(φ). (d) Phase coupling function Γ (φ).collective phase coupling function γστ (Θ) also takes a sinusoidal
form.
As seen in Fig. 2(c), the type of the collective phase coupling
function is remarkable. The type of the microscopic external phase
coupling function is in-phase coupling, i.e., Γ ′στ (0) < 0 and
Γ ′στ (±π) > 0. As the noise intensity is increased, the type of the
collective phase coupling function becomes anti-phase coupling,
i.e., γ ′στ (0) > 0 and γ ′στ (±π) < 0. For the sinusoidal in-phase cou-
pling case given in Eq. (24), this noise-induced anti-phase coupling
can occur under the condition tan2 α > 2. Details of this fact, de-
rived from the analysis of such a phasemodel, are given in Ref. [64].
3.2. FitzHugh–Nagumo oscillators
To confirm the general applicability of the theory, let us
consider the model of FitzHugh–Nagumo oscillators described by
the following. First, the dynamics of individual oscillators is given
by
FX (X) = ε−1(X − X3 − Y ), (26a)
FY (X) = aX + b. (26b)
Second, the internal and external couplings are assumed to be
given by
GX (X,X ′) = KXX ′, (27a)
GY (X,X ′) = KYX ′. (27b)
Finally, the noise intensity is given by
Dˆ = diag(D0,D0). (28)
The parameters of the FitzHugh–Nagumo oscillators are fixed at
ε = 0.5, a = 1.0, b = 0.3, KX = 0.03, and KY = 0.05.
Then, the critical noise intensity ofD0, belowwhich the collectively
oscillating solution exists, is approximately 0.0030.
Fig. 3 shows the limit-cycle solution X0(φ), the phase sen-
sitivity function Z(φ), and the phase coupling function Γ (φ),
all of which were numerically obtained. In contrast to the
case of Stuart–Landau oscillators, the phase sensitivity and cou-
pling functions include higher harmonics. Typical shapes of thecollectively oscillating solution and other associated functions,
f0(ϕ), u0(ϕ), u∗0(ϕ), and k0(ϕ), are shown in Fig. 4; these were ob-
tained in a manner similar to the calculations of Fig. 1.
The collective phase sensitivity and coupling functions, ζ(Θ)
and γστ (Θ), are shown in Fig. 5. In general, the collective phase
sensitivity function ζ(Θ) possesses a smoother shape than the
individual one Z(φ) because ζ(Θ) is given by the convolution
of Z(φ), as given by Eq. (13). As in the case of Stuart–Landau
oscillators, a change in the type of the collective phase coupling
function can occur. In fact, as the noise intensity is increased,
the type of the collective phase coupling function becomes anti-
phase coupling, i.e., γ ′στ (0) > 0 and γ ′στ (±π) < 0, whereas the
type of the microscopic external phase coupling function is in-
phase coupling, i.e., Γ ′στ (0) < 0 and Γ ′στ (±π) > 0. In common
with the two representative oscillator models studied above, and
presumably in more general contexts, this transition to anti-phase
coupling induced by noise is expected to occur under the condition
that the microscopic external phase coupling function, which is
of the in-phase type, can easily change type by a small change of
parameter values.
In the following section, we demonstrate noise-induced anti-
phase synchronization between macroscopic rhythms by direct
numerical simulations of the above two models. A realistic model
for electrochemical oscillators is analyzed in the Appendix.
4. Demonstrationof noise-induced anti-phase synchronization
We first mention a relation between the individual phases and
the collective phase. The relation is described by the following
equation for a complex order parameter:
A(σ )(t) = 1
N
N
j=1
eiφ
(σ )
j (t) ≃
 2π
0
dφ eiφ f (σ )(φ, t)
≃
 2π
0
dφ eiφ f0

φ −Θ(σ )(t) = R0eiΘ(σ )(t), (29)
where the origin of the collective phase, i.e.,Θ = 0, is determined
to satisfy the following property:
R0 =
 2π
0
dϕ eiϕ f0(ϕ) ∈ R. (30)
Y. Kawamura / Physica D 270 (2014) 20–29 25Fig. 4. (Color online) Globally coupled FitzHugh–Nagumo (FN) oscillators. The critical noise intensity of D0 is approximately 0.0030. (a) Collectively oscillating solution
f0(ϕ). (b) Right zero eigenfunction u0(ϕ). (c) Left zero eigenfunction u∗0(ϕ). (d) Kernel function k0(ϕ).Fig. 5. (Color online) Globally coupled FitzHugh–Nagumo (FN) oscillators. (a) Collective phase sensitivity function ζX (Θ). (b) Collective phase sensitivity function ζY (Θ).
(c) Collective phase coupling function γ (Θ).In Langevin-type simulations, the collective phase is obtained
from the individual phases as the argument of the complex order
parameter, i.e., Θ(σ )(t) ≃ arg A(σ )(t). In addition, for numerical
simulations of limit-cycle oscillators, the individual phase φ is
calculated from the state vector X using the asymptotic phase field
φ(X) prepared in advance. Details of the numerical method are
described in Ref. [62].
Here, we focus on the case in which the external forcing is ab-
sent, i.e., ϵp = 0. Considering two weakly interacting groups of
globally coupled noisy limit-cycle oscillators, we performed nu-
merical simulations of Eq. (1) with ϵp = 0 and ϵg = 0.02. The
number of oscillators in each group was N = 10,000, which was
sufficiently large to observe clear collective oscillations. We sep-
arately prepared two groups of limit-cycle oscillators exhibitingcollective oscillations and used these states as the initial conditions
of the simulations.
Fig. 6 shows the time evolution of the collective phase differ-
ence |Θ(1) − Θ(2)| from an almost in-phase synchronized state of
the groups. As expected from both Fig. 2(c) for Stuart–Landau os-
cillators with D0 = 0.0025 and Fig. 5(c) for FitzHugh–Nagumo
oscillators with D0 = 0.0015, the collective phase difference|Θ(1)−Θ(2)| eventually approached π ; that is, the two groups ex-
hibited anti-phase synchronization after some time.
Snapshots of the individual limit-cycle oscillators taken after
the collective phase difference had reached the asymptotic value
are shown in Fig. 7. The two distributions of the limit-cycle oscil-
lators are clearly separated; this indicates anti-phase synchroniza-
tion between the groups.
26 Y. Kawamura / Physica D 270 (2014) 20–29Fig. 6. (Color online) Time evolution of the collective phase difference |Θ(1) − Θ(2)|, which demonstrates noise-induced anti-phase synchronization between collective
oscillations. The external coupling parameter is ϵg = 0.02. The number of oscillators in each group is N = 10,000. (a) Globally coupled Stuart–Landau (SL) oscillators. (b)
Globally coupled FitzHugh–Nagumo (FN) oscillators.Fig. 7. (Color online) Snapshots of individual oscillators exhibiting noise-induced anti-phase synchronization. Open circles (◦) and pluses (+) indicate oscillators of group
(1) and group (2), respectively. Only one in every ten oscillators is plotted. (a) Globally coupled Stuart–Landau (SL) oscillators with D0 = 0.0025. (b) Globally coupled
FitzHugh–Nagumo (FN) oscillators with D0 = 0.0015.5. Concluding remarks
In this paper, we considered interacting groups of globally
coupled noisy limit-cycle oscillators, and we formulated the
collective phase description method in a systematic manner. The
collective phase sensitivity and coupling functions were illus-
trated using three representative models of limit-cycle oscilla-
tors, i.e., Stuart–Landau oscillators, FitzHugh–Nagumo oscillators,
and electrochemical oscillators. In particular, we demonstrated
noise-induced anti-phase synchronization between macroscopic
rhythms by direct numerical simulations of the three models. We
hope that this noise-induced transition phenomenon will be ex-
perimentally confirmed in the near future.2
Finally, we emphasize that the type of the collective phase cou-
pling function can be different from that of the microscopic exter-
nal phase coupling function. This fact indicates that macroscopic
synchronization properties cannot be fully clarified by simply ana-
lyzing the external coupling between individual oscillators belong-
ing to different groups. The collective phase description method
is thus necessary and powerful for theoretical and experimental
2 In this footnote, we remark the dependence of the synchronization between
interacting groups on the external coupling intensity ϵg . We focus on the case in
which the external coupling function is the same as the internal one. When the
characteristic intensity of the external coupling is also the same as that of the inter-
nal coupling, i.e., ϵg = 1, the internal and external couplings are indistinguishable,
and therefore, the groups exhibit in-phase collective synchronization. Thus, for
the case in which the type of the collective phase coupling function is anti-phase
coupling, the synchronization between the groups changes from in-phase to
anti-phase as the external coupling intensity ϵg decreases from one. This transition
depending on the external coupling intensity ϵg cannot be analyzed using the
collective phase description method because the amplitude degrees of freedom of
collective oscillations are essential for strongly interacting cases. It is an interesting
open problem to determine the critical value of the external coupling intensity.analysis of the synchronization properties of collective rhythms
arising from interacting individual oscillators.
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Appendix. Electrochemical oscillators
In this appendix, we consider a realistic model for electrochem-
ical oscillators [89,90]. The state space of the electrochemical oscil-
lator model is two-dimensional, and X is the dimensionless double
layer potential drop and Y is the surface coverage of NiO + NiOH.
Perturbations such as couplings, noise, and forcing can be applied
only to the X-component, so that we use only the X-component of
individual and collective phase sensitivity functions, ZX and ζX . The
model of electrochemical oscillators is as follows. First, the dynam-
ics of individual oscillators is given by
FX (X) = v − Xr −

Ch exp(0.5X)
1+ Ch exp(X) + a exp(X)

(1− Y ), (A.1a)
FY (X) = 1s

exp(0.5X)
1+ Ch exp(X) (1− Y )−
b Ch exp(2X)
c Ch + exp(X)Y

. (A.1b)
Second, the internal and external couplings are given by
GX (X,X ′) = Kr (X
′ − X), (A.2a)
GY (X,X ′) = 0. (A.2b)
Y. Kawamura / Physica D 270 (2014) 20–29 27Fig. 8. Electrochemical oscillators. Oscillator parameters are a = 0.3, b = 0.00006, c = 0.001, Ch = 1600, s = 0.01, r = 20.0, and v = 15.0, where the natural frequency
is ω ≃ 0.45 and the amplitude Floquet exponent is approximately−0.23. The coupling parameter is K/r = 0.0025. (a) Limit-cycle orbit. (b) Limit-cycle solution X0(φ). (c)
Phase sensitivity function ZX (φ). (d) Phase coupling function Γ (φ).Fig. 9. Globally coupled electrochemical oscillators. The noise intensity is D/Dc = 0.3, i.e., D0 ≃ 0.00025, where Dc is the critical value of the effective noise intensity D. (a)
Collectively oscillating solution f0(ϕ). (b) Right zero eigenfunction u0(ϕ). (c) Left zero eigenfunction u∗0(ϕ). (d) Kernel function k0(ϕ).Finally, the noise intensity is given by
Dˆ = diag(D0, 0). (A.3)
As in Ref. [90], the parameters of the electrochemical oscillators
are fixed at a = 0.3, b = 0.00006, c = 0.001, Ch = 1600, s =
0.01, r = 20.0, v = 15.0, and K/r = 0.0025.
Fig. 8 shows the limit-cycle solution X0(φ), the phase sensitivity
function ZX (φ), and the phase coupling function Γ (φ). Under the
condition D0 ≃ 0.00025, the shapes of the collectively oscillating
solution and other associated functions, f0(ϕ), u0(ϕ), u∗0(ϕ), and
k0(ϕ), are shown in Fig. 9.
Fig. 10 shows the collective phase sensitivity and coupling
functions, ζX (Θ) and γστ (Θ). The type of the collective phasecoupling function is anti-phase coupling, i.e., γ ′στ (0) > 0 and
γ ′στ (±π) < 0, whereas the type of the microscopic external
phase coupling function is in-phase coupling, i.e., Γ ′στ (0) < 0 and
Γ ′στ (±π) > 0.
As in Fig. 6, the time evolution of the collective phase difference
|Θ(1) − Θ(2)| from an almost in-phase synchronized state of
the groups is shown in Fig. 11(a), which was obtained from a
direct numerical simulation of Eq. (1) with ϵp = 0, ϵg = 0.02,
and N = 10,000. The collective phase difference |Θ(1) − Θ(2)|
eventually became π ; that is, the two groups exhibited anti-phase
synchronization after some time. As in Fig. 7, a snapshot of the
individual limit-cycle oscillators taken after the collective phase
difference had reached the asymptotic value is shown in Fig. 11(b).
28 Y. Kawamura / Physica D 270 (2014) 20–29Fig. 10. Globally coupled electrochemical oscillators. (a) Collective phase sensitivity function ζX (Θ). (b) Collective phase coupling function γ (Θ).Fig. 11. (Color online) Interacting groups of globally coupled electrochemical oscillators. The external coupling parameter is ϵg = 0.02. The number of oscillators in each
group is N = 10,000. (a) Time evolution of the collective phase difference |Θ(1) − Θ(2)|. (b) Snapshot of the asymptotic state of individual oscillators. Open circles (◦) and
pluses (+) indicate oscillators of group (1) and group (2), respectively. Only one in every ten oscillators is plotted.The two distributions of the limit-cycle oscillators are distinctly
separated; this signifies anti-phase synchronization between the
groups.
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