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We report heritabilities for individual diﬀerences in female pubertal development at the age of
12. Tanner data on breast and pubic hair development in girls and data on menarche were
obtained from a total of 184 pairs of monozygotic and dizygotic twins. Genetic correlations
were estimated to determine to what extent the same genes are involved in diﬀerent aspects of
physical development in puberty. A Bayesian estimation approach was taken, using Markov-
chain Monte Carlo simulation to estimate model parameters. All three phenotypes were to a
signiﬁcant extent heritable and showed high genetic correlations, suggesting that a common set
of genes is involved in the timing of puberty in general. However, gonadarche (menarche and
breast development) and adrenarche (pubic hair) are aﬀected by diﬀerent environmental
factors, which does not support the three phenotypes to be regarded as indicators of a unitary
physiological factor.
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INTRODUCTION
Entering puberty, children undergo large changes in
their physiology and physical appearance which will
turn them into adults. All these changes can be related
to the endocrine system, speciﬁcally the hypothalamic-
pituitary-gonadal (HPG) and the hypothalamic-pitui-
tary-adrenal (HPA) axes. Gonadarche, or reproductive
puberty, results from a reactivation of the gonadotro-
pin-releasing hormone (GnRH) pulse generator, which
in girls leads to the stimulation of the ovaries producing
estradiol. Breast tissue is the primary target for estra-
diol and therefore breast development is usually the
ﬁrst sign of puberty. Menarche most often occurs in
middle or late puberty.
Puberty actually consists of two independent
but overlapping endocrine processes. As opposed to
gonadarche, adrenarche is the result of the activation
of the HPA axis which leads to increased concen-
trations of the three adrenal androgens DHEA,
DHEAS and androstenedione. These lead to pubic
hair, body odour and often acne. Adrenarche is a
much more gradual process which may start at an age
as early as six years in girls or even earlier and con-
tinues well into the third decade of life (Dorn and
Rotenstein, 2004).
There is quite some variability in the timing of
the overt onset of puberty: it may start at an age even
as young as seven years. To some extent this vari-
ability is related to pathologies that make some
children enter puberty either very early (precocious
puberty) or relatively late (delayed puberty). What is
called precocious, normal or delayed is based on
statistical considerations (Palmert and Boepple,
2001). Usually a deviance of 22.5 times the standard
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deviation from the mean in the population is
regarded as abnormal. Precocious puberty may be
the result of a lesion in the central nervous system,
but often it is the result of the same increase of
GnRH secretion that is also the start of puberty in
children within the normal age-range; the only dif-
ference being its early start. Also with delayed pub-
erty onset, in most cases there seems to be no
underlying pathology. Therefore, most of the varia-
tion in puberty onset remains largely unexplained,
except that it is the direct result of increases in GnRH
and androgen secretion that start oﬀ a whole array of
physiological changes. One motivation for studying
individual diﬀerences in pubertal timing and their
aetiology is that early puberty onset has consis-
tently been shown to be associated with psychosocial
problems (Johansson and Ritzen, 2005).
In most countries the median age of puberty
onset has been decreasing for a long time but seems
to have stabilized during the nineties of last century.
There still seems to be some decrease in the US
(Herman-Giddens et al., 1997, 2004), although this is
disputed by some (Coleman and Coleman, 2002;
Styne, 2004). Precocity has been associated with
migrating children: children adopted from other
countries mature faster when compared with both
foster country and country of origin (Parent et al.,
2003). In addition, there are reports that menarche is
earlier in girls in homes with absent fathers (e.g.,
Maestripieri et al., 2004). It is uncertain however to
what extent these environmental correlations are in-
deed attributable to non-genetic causes. For instance,
the absent-father eﬀect could be partially explained
by the transmission of a particular allele of the
androgen receptor gene inherited from the father
(Comings, et al., 2002, but see Jorm et al., 2004).
Other (environmental) factors are nutrition-related,
particularly to food substances such as phyto-
oestrogens and lignans (Muinck Keizer-Schrama and
Mul, 2001) and malnutrition in early and prenatal life
(Da Silva Faria et al., 2004; Veening et al., 2004).
There also seems to be a relation between the amount
of body fat and delayed menarche (Frisch, 1996). But
again, genetic factors responsible for this association
cannot be ruled out.
Be that as it may, these factors together explain
only a small portion of the total variability. There
seem to be signiﬁcant yet unexplained genetic inﬂu-
ences on pubertal timing, with heritability estimates
up to 50 to 80% (Fischbein, 1977; Sklad, 1977; Meyer
et al., 1991; Loesch et al., 1995; Palmert and Hir-
schhorn, 2003; Eaves et al., 2004) depending on
phenotype deﬁnition and mode of assessment.
Molecular studies have found more direct evidence
for the inﬂuence of genes. The Oct-2 transcription
factor, a homeodomain gene of the POU family, and
the thyroid transcription factor-1 (TTF-1) have been
associated with the onset of puberty in female
mammals (Ojeda et al., 1999, 2000).
It is unknown to what extent the genes that
explain individual differences in age at menarche are
the same genes as those involved in other processes
related to pubertal development, such as breast
development and pubic hair growth. There have been
two recent reports on the heritability of different
indicators of puberty (Mustanski et al., 2004; Eaves
et al., 2004) but both are based on common factor
models that explicitly postulate one latent trait
underlying several indicator variables and do not
allow for extra covariance between a subset of indi-
cators. Thus, the fact that there are two distinguish-
able endocrinological processes is not taken into
account in these models. This study therefore aims at
estimating the extent to which the same genes and the
same environmental factors are involved in individual
diﬀerences in menarche, the timing of breast devel-
opment and pubic hair in females. Low genetic/
environmental correlations would indicate that tim-
ing of two pubertal phenotypes is inﬂuenced by dif-
ferent genes/environmental factors. High correlations
would indicate that, even though the underlying
processes may be diﬀerent, their timing is inﬂuenced
by the same genetic/environmental factors. Since
gonadarche and adrenarche are determined by inde-
pendent physiological processes, it is hypothesised
that both genetic and environmental correlations
between menarche and breast development are high,
but their respective correlations with pubic hair
development are low.
A Bayesian approach (Gelman et al., 2004) was
taken to estimate heritabilities and genetic correla-
tions, using Markov-chain Monte Carlo (MCMC)
simulation (Gilks et al., 1996) for numerical imple-
mentation. This approach is ﬂexible in that it handles
practically any kind of model. Instead of point esti-
mates and conﬁdence intervals, it yields posterior
marginal distributions for the parameters of interest.
If desired, it can also incorporate information from
earlier, similar studies through the speciﬁcation of
so-called prior distributions.
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METHOD
Subjects
Female twins came from two cohorts. The ﬁrst
cohort was 12 years old in 1998, when data on
pubertal status were obtained from female twins
who participated in a longitudinal study on hor-
mone levels, cognition and behaviour problems in
children (Bartels et al., 2002). All participants were
registered with the Netherlands Twin Registry (NTR;
Boomsma et al., 2002). There were 102 twin pairs
with at least one data point on a female twin (mean
age: 12.2 years, SD=0.2, range=11.712.8). There
were 35 monozygotic pairs with complete data on
both twins, and two monozygotic pairs with complete
data on one twin but incomplete data on the other
twin. There were 33 same-sex dizygotic pairs with
complete data on both twins, one pair with data
complete on only one twin and incomplete data on
the other, and one pair with incomplete data on both
twins. From the female twins with a male co-twin, 28
females had complete data, and only two had
incomplete data. Zygosity status of same-sex twins
was based on either DNA (15%) or blood polymor-
phisms (61%) or, if no DNA or blood was available,
questionnaire data (24%).
The second cohort consists of female twins who
were 12 years old in 2003 and participated in a
similar study. All twins were registered with the
NTR and were selected on the basis of age, zygosity
and geography: children were selected at the age of
ﬁve and only if they lived within a 100 km radius
from Amsterdam (Groot et al., 2004). The parents
of the twins were invited by mail to participate in a
study on neuropsychological development and
attention. None of the children suﬀered from severe
physical or mental handicaps. Parents and children
signed an informed consent before participation.
There were 82 twin pairs with at least one data point
on a female twin (mean age: 12.4 years, SD=0.1,
range=12.112.9). There were 39 pairs of mono-
zygotic female twins with complete data on both
twins, one pair with complete data on only one twin,
and three pairs with incomplete data on both twins.
There were 11 pairs of same-sex dizygotic female
twins with complete data on both twins, two pairs
with complete data on only one twin, and one pair
with incomplete data on both twins. There were 22
female twins with a male co-twin on whom we had
complete data; on three others we had incomplete
data. Zygosity was determined from DNA poly-
morphisms.
Materials
In the ﬁrst cohort, female twins ﬁlled out an
extended Tanner questionnaire (based on Marshall
and Tanner, 1969) asking about their menarche (no/
yes), breast development (5 ordered categories), and
pubic hair development (5 categories). The categories
consisted of drawn ﬁgures showing all stages of
development. In the second cohort, female twins ﬁlled
out an extended Tanner questionnaire asking about
their menarche (no/yes), breast development (5 cate-
gories), and pubic hair development (6 categories).
The categories were indicated by photographs
showing all stages of development. Tanner self-
reports correlate 0.82 with GP (physician) ratings
(Coleman and Coleman, 2002).
Statistical Analysis
To obtain estimates for heritabilities and genetic
correlations based on categorical data, some assump-
tions need to be made. It was assumed that for each
variable, the frequencies in the different categories
reﬂected a continuous underlying normally distrib-
uted trait with a number of thresholds (Crittenden,
1961; Falconer, 1965; Lynch and Walsh, 1998). When
there were very few observations in one category,
adjacent categories were collapsed (for the ﬁrst
cohort we had three categories for breast develop-
ment and three for pubic hair; for the second cohort,
two and four respectively). Polychoric correlations
were estimated for the three phenotypes, separately
for monozygotic and dizygotic twins and for both
cohorts. Modelling these correlations on the latent
continuous traits in monozygotic and dizygotic twins
would then allow estimation of heritabilities (based
on within-trait, cross-twin correlations) and genetic
correlations (based on cross-trait, cross-twin corre-
lations).
It was assumed that, even though slightly dif-
ferent measurement instruments were used (i.e.,
photographs and drawings), heritabilities and genetic
correlations were similar for the two cohorts. The
model was implemented in the freely obtainable
WinBUGS1.4 package that allows MCMC simu-
lation using the Gibbs sampler (for a review on
WinBUGS1.4 and an example, see Cowles, 2004).
The fully speciﬁed model is described below.
MCMC
MCMC is often used to ﬁt Bayesian statistical
models. For a proper understanding of the MCMC
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method, it is therefore necessary to know the basics of
Bayesian inference. In Bayesian statistics, inference is
based on the posterior marginal density of a param-
eter value, P(h|Y), where h represents a model
parameter and Y the observed data. By Bayes’ theo-
rem, the density P(h|Y) is proportional to the product
of the likelihood of the data given the model
parameter P(Y|h) and the marginal density for h,
P(h). In formula form
PðhjYÞ / PðYjhÞPðhÞ:
The marginal distribution of h is termed the prior
distribution (prior in the sense of before the data have
been taken into account), and must be speciﬁed by the
user. The model provides us with the likelihood
function P(Y|h), as usual, and hence the posterior
distribution of h is determined (posterior in the sense
of after the data have been taken into account). The
posterior distribution is a description of the prob-
abilities of possible values for h given the observed
data and forms the basis for statistical inference. We
may for example take the mean or the median of this
distribution as our point estimate for h. The interval
between the 2.5th and the 97.5th percentile of the
posterior distribution is known as the central 95%
credibility region. Under some conditions, and given
sufﬁcient data, it can be interpreted as a 95% conﬁ-
dence interval.
Sometimes it is easy to compute the posterior
distribution analytically, but very often this is not
possible. One can then use computer simulation to
draw a sample of h-values from the posterior distri-
bution. The mean or median of the posterior distri-
bution can then be approximated by the mean or
median of the sampled h-values, and approximate
credibility intervals can be determined in a similar
way. In practice, exact simulation from the poster-
ior distribution may not be feasible either and one
replaces this with MCMC-methods. These methods
involve drawing from a Markov chain with the pos-
terior distribution as the stationary distribution.
Although the initial draws cannot be considered to be
sampled from the posterior distribution, the chain
eventually approximates stationarity sufﬁciently
closely to consider, after discarding the initial draws
(‘burn-in’), the remaining draws as sampled from the
posterior distribution. These are then used to calculate
means or percentiles. For an introduction to Bayesian
data analysis and MCMC, see Gelman et al. (2004).
One of the advantages of Bayesian methods is
that it is possible to incorporate prior knowledge into
the modelling. This is particularly useful when the
amount of observed data is limited. For example,
suppose we have data on menarche in 20 MZ twins
and 20 DZ twins. We then have very little statistical
power to estimate heritability. But menarche has been
found to be heritable before and earlier reported
estimates hover around 0.60. We can use this a priori
information by using an informative prior distribu-
tion for our heritability parameter, and use a distri-
bution with mean 0.6 and a standard deviation of 0.1,
indicating the degree of our uncertainty. The result
will be that our estimate from the data will be biased
towards 0.60 and will show smaller posterior credi-
bility intervals. Of course, the danger is that we might
capitalize too much on earlier reports and that our
resulting posterior credibility interval is too optimis-
tic. This is a problem when the assessment method of
menarche used in the earlier studies differed in an
important way from the assessment method used in
the present study. Often then, a non-informative or
‘vague’ prior is speciﬁed so that the posterior distri-
bution depends mostly on the observed data. For not
too small data sets, the inference will then typically be
similar to inference based on maximum likelihood.
For the modelling reported here, only vague priors
were speciﬁed so that inference is not based on prior
knowledge.
Modelling Genetic and Environmental Contributions
to the (co-)variance of the Phenotypes
In order to estimate models using WinBUGS, it
is necessary to specify, apart from the prior distri-
butions of the parameter values, the conditional dis-
tribution of the data given all current parameter
values. It was assumed that the observed proportions
in the different answer categories were dependent on
scores on normally distributed latent continuous
traits with a number of thresholds (Crittenden, 1961;
Falconer, 1965). These latent scores were decom-
posed into additive genetic eﬀects, shared environ-
mental eﬀects and nonshared environmental eﬀects.
In order to speed up the MCMC estimation, the
nonshared environmental eﬀects were further
decomposed into two parts. See the appendix for
technical details.
RESULTS
Descriptives
In the ﬁrst cohort, 86% of the girls had not yet
had their ﬁrst menses. In 22% of the girls breast
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development had not yet started (they indicated the
ﬁrst of four ordered categories) and in 27% pubic
hair was still absent (ﬁrst of ﬁve categories). In the
second cohort the respective percentages were 74%,
5% (ﬁrst of ﬁve categories) and 10% (ﬁrst of 6 cat-
egories). Highest degree of breast development was
indicated by 12% in the ﬁrst cohort and 4% in the
second cohort. Highest degree of pubic hair devel-
opment was indicated by 2% in the ﬁrst cohort and
4% in the second cohort.
Polychoric Correlations
Polychoric correlations within and between
individuals and within and between traits were ﬁrst
estimated separately in WinBUGS and are reported
in Table I. Order of twins within pairs was of no
importance here and therefore the relevant correla-
tions were equated by design. The polychoric corre-
lations in Table I do not suggest any non-additive
genetic factors underlying phenotypic variability
since the DZ twin correlations are about half the MZ
twin correlations or more.
Heritability and Genetic Correlations
Table II presents the Bayesian estimates for the
variance components. The point estimates are the
medians of the posterior distributions and also the 2.5th
and 97.5th percentile of the posterior distributions
are given. Note that the interpretation of the intervals
is diﬀerent from the more commonly reported conﬁ-
dence intervals in the frequentist tradition (although
Bayesian credibility intervals can be shown to
approximate conﬁdence intervals for large numbers
of data). For example, given these data, the proba-
bility that the heritability of menarche lies between
0.22 and 0.40 is 95%. It is therefore highly unlikely
that menarche is not heritable. All three phenotypes
are in fact heritable.
Table III presents the estimates for the genetic
and non-genetic correlations. The point estimates are
the medians of the posterior distributions and are
presented together with the 2.5th and 97.5th percen-
tiles. For example, given these data, the probability
that the genetic correlation between breast develop-
ment and pubic hair development lies between 0.63
and 0.90 is 95%. It is therefore highly unlikely that
there is no genetic relationship between these two
phenotypes. In fact, all phenotypes are genetically
related. In addition, breast development is clearly
related to menarche through non-genetic factors that
are shared by twins.
DISCUSSION
Variation in pubertal development is known to
be heritable in girls and also shows substantial com-
mon environmental inﬂuences. The stages of devel-
opment were assessed in twin girls of age 12 and the
variability was signiﬁcantly heritable. Furthermore,
our three indicators of development, breasts, pubic
hair, and menarche, were genetically correlated,
meaning that to a large extent, the genes that explain
variability in one phenotype also explain the vari-
ability in the other puberty-related phenotypes. To
some extent, particularly for menarche, there seem to
be important environmental factors, shared by twin
Table I. Polychoric Correlations between Breast Development, Pubic Hair Development and Menarche within and between Twins, in First
and Second Cohort
Monozygotic twins Dizygotic twins
Br1 Ph1 Me1 Br2 Ph2 Me2 Br1 Ph1 Me1 Br2 Ph2 Me2
Cohort 1 Twin 1 Breast 1 1
Pubic hair 0.64 1 0.63 1
Menarche 0.54 0.44 1 0.74 0.63 1
Twin 2 Breast 0.89 0.53 0.50 1 0.50 0.42 0.45 1
Pubic hair 0.53 0.89 0.33 0.64 1 0.42 0.64 0.42 0.63 1
Menarche 0.50 0.33 0.56 0.54 0.44 1 0.45 0.42 0.58 0.74 0.63 1
Cohort 2 Twin 1 Breast 1 1
Pubic hair 0.66 1 0.77 1
Menarche 0.59 0.61 1 0.61 0.58 1
Twin 2 Breast 0.9 0.66 0.58 1 0.46 0.48 0.45 1
Pubic hair 0.66 0.91 0.62 0.66 1 0.48 0.46 0.55 0.77 1
Menarche 0.58 0.62 0.74 0.59 0.61 1 0.45 0.55 0.35 0.61 0.58 1
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siblings, that inﬂuence pubertal timing. The estimates
for the environmental correlations were lower than
the genetic correlations, half of them not even sig-
niﬁcantly different from zero, so that it seems that
different aspects of the environment affect different
indicators of puberty. The correlation between breast
development and menarche is a notable exception, as
these are closely related through environmental fac-
tors shared by twins.
These results have important implications for the
modelling of pubertal development: when different
environmental factors affect different indicators of
puberty, pubertal developmental stage cannot be
regarded as a unitary concept and one can therefore
not assume that different phenotypes are indicators of
the same underlying construct. The common pathway
models of Eaves et al. (2004) and Mustanski et al.
(2004) should therefore be extended to allow for
extra correlation between indicators of gonadarche
through the shared environment, or, preferably, to
allow for two latent variables for puberty: gonadarche
and adrenarche with their respective indicators.
The ﬁndings are in line with the fact that puberty
entails two independent but overlapping processes:
gonadarche, which affects breast development and
menarche, and adrenarche, which affects pubic hair
development. Although the genetic correlations
among all three phenotypes were high (>0.70), the
only important environmental correlation was that
between breast development and menarche (0.72).
These ﬁndings suggest that both the timing of
adrenarche and the timing of gonadarche are affected
largely by the same set of genes, but there are envi-
ronmental factors shared by twins that have unique
effects on the timing of adrenarche and gonadarche.
This non-genetic familial clustering suggests that
pubertal timing might be affected by speciﬁc nutrients
(Muinck Keizer-Schrama and Mul, 2001), malnutri-
tion in early life (Da Silva Faria et al., 2004; Veening
et al., 2004), and/or other factors that are related to
socio-economic status (Parent et al., 2003).
An obvious limitation of this study is its sole
focus on female puberty. Mustanski et al. (2004)
included twin boys in their study and estimated the
extent to which the factors that are responsible for
male puberty are the same as those responsible for
female puberty. However, this is tricky since the
indicator variables necessarily diﬀer across the sexes,
violating the assumption of measurement invariance.
In addition, one is necessarily forced to either model
the shared environmental factors to be partly diﬀer-
ent or the genetic factors: there is too little informa-
tion using the classical twin design to estimate both.
The relevant information comes from the observed
correlation between twins of opposite sex: when a
twin correlation is smaller for opposite sex twins than
for dizygotic same sex twins, this is an indication that
the genetic factors and/or the shared environmental
factors diﬀer across sexes. With only correlations in
twins raised in the same family to go on, one must
choose between estimation of a genetic correlation
and estimation a shared environmental correlation. A
possible solution for this non-identiﬁability would be
to use an extended twin design where genetically
Table II. Estimates for the Variance Components. Point Estimates are the Medians of the Posterior Distributions (2.5th and 97.5th
percentiles in parentheses)
Additive genetic Shared environmental Nonshared environmental
Menarche 0.30 (0.220.40) 0.47 (0.320.58) 0.23 (0.150.35)
Breasts 0.67 (0.470.78) 0.17 (0.100.36) 0.16 (0.110.22)
Pubic hair 0.72 (0.590.84) 0.20 (0.090.33) 0.08 (0.050.12)
Table III. Genetic and Environmental Correlations. Point Estimates are the Medians of the Posterior Distributions (2.5th and 97.5th
percentiles in parentheses)
Correlation
Genetic Shared environment Nonshared environment
BreastPubic hair 0.77 (0.630.90) 0.27 ().020.47) 0.37 (0.110.56)
BreastMenarche 0.70 (0.440.83) 0.72 (0.450.82) 0.22 ().060.46)
Pubic hairMenarche 0.73 (0.560.83) 0.23 (0.040.49) 0.21 ().070.43)
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unrelated opposite sex siblings that have grown up in
the same home (e.g., foster children) or genetically
related opposite sex siblings grown up elsewhere are
included in the study.
In this study, an MCMC approach was used to
estimate heritabilities and genetic and environmental
correlations. Much has already been said about the
advantages of this approach in the context of twin
studies (Eaves and Erkanli, 2003; Eaves et al., 2004).
Nevertheless, the reader should realise that the use of
this method requires more than some experience with
statistical modelling. It requires basic knowledge of
Bayesian statistics in general and knowledge con-
cerning problems that are speciﬁc to MCMC esti-
mation. Convergence is aﬀected by the choice of
initial values and the number of burn-in samples.
Other important decisions in MCMC estimation are
(1) how many samples are needed from the posterior
distributions in order to be conﬁdent about an esti-
mate, because the samples are correlated, (2) how
many independent chains one should run using dif-
ferent starting points, (3) how best to parametrise the
model and (4) which priors to use. Using appropriate
priors is essential to avoid simulation problems and is
particularly important when estimating variance
components and correlations, since variances are
bounded at zero. Moreover, assessing model ﬁt using
MCMC and model comparison are issues that still
require a lot of theoretical work. For more on these
and other issues, see Cowles (2004) and Gilks et al.
(1996).
APPENDIX
Estimating Heritabilities and Genetic and
Environmental Correlations using MCMC
The phenotypes were measured using ordinal
scales. In order to estimate heritabilities and genetic
and environmental correlations, we assumed three
underlying latent normally distributed variables using
the so-called threshold model (Crittenden, 1961;
Falconer, 1965; Lynch and Walsh, 1998). Latent
traits were decomposed into additive genetic (A),
shared environmental (C) and nonshared environ-
mental (F) parts. In order to implement the model in
WinBUGS, it is most efﬁcient to parametrise the
model in such a way that the nonshared environ-
mental vector F is further decomposed into vectors U
and E, where U incorporates nonshared environ-
mental correlations between the traits and E is a
vector with uncorrelated coordinates:
X11
X12
X21
X22
X31
X32
0
BBBBBB@
1
CCCCCCA
¼
A11
A12
A21
A22
A31
A32
0
BBBBBB@
1
CCCCCCA
þ
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C1
C2
C2
C3
C3
0
BBBBBB@
1
CCCCCCA
þ
U11
U12
U21
U22
U31
U32
0
BBBBBB@
1
CCCCCCA
þ
E11
E12
E21
E22
E31
E32
0
BBBBBB@
1
CCCCCCA
:
Here, the ﬁrst index i denotes the phenotype and the
second j the individual in a twin pair. More precisely,
we modelled the nonshared environmental vector as
F=U+ E with U and E independent and marginally
distributed as follows:
U11
U12
U21
U22
U31
U32
0
BBBBBBBB@
1
CCCCCCCCA
N6
0
0
0
0
0
0
0
BBBBBBBB@
1
CCCCCCCCA
;
v2 0 vq7d 0 vq8h 0
0 v2 0 vq7d 0 vq8h
vq7d 0 d
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vq8h 0 dq9h 0 h
2 0
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2
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and
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0
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0
0
0
0
0
0
0
BBBBBBBB@
1
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;
j2 0 0 0 0 0
0 j2 0 0 0 0
0 0 c2 0 0 0
0 0 0 c2 0 0
0 0 0 0 s2 0
0 0 0 0 0 s2
0
BBBBBBBB@
1
CCCCCCCCA
0
BBBBBBBB@
1
CCCCCCCCA
:
The parameters in this speciﬁcation are not indi-
vidually identiﬁable from the data, but can be used
to specify a prior distribution on the model used.
The Bayesian approach yields a posterior distribu-
tion for all parameters, but we only report the part
of the posterior distribution that concerns identiﬁ-
able parameters, as the remaining part of the pos-
terior is a result of prior speciﬁcation only, without
intervention of the data. For instance, the unshared
environmental coefﬁcient of correlation between the
latent variables for the ﬁrst and second phenotypes
is given by
q ¼ vq7dﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
v2 þ j2
p ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
d2 þ c2
q :
Thus, although the parameters v,q7,d,c, and j are
individually not identiﬁable given the data, a function
of them (q) is. Using the MCMC method it is
straightforward to calculate the posterior distribution
for this function from the sampled values of the full
parameter set.
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The vectors for the additive genetic effects (A)
and shared environmental effects (C) were modelled
in the usual way:
for MZ twin pairs and
for DZ twin pairs, and
Here, inference is more straightforward. For
instance, q1 stands for the correlation between the
additive genetic eﬀects on the ﬁrst and second latent
trait and q4 stands for the correlation between the
shared environmental eﬀects on the ﬁrst and second
latent trait.
Implementation of the model in WinBUGS
requires the speciﬁcation of prior distributions for the
parameters as well as the conditional distribution of
the observed data given the model parameters. Given
the genetic and non-genetic random effects Aiik Cik
and Uijk for both individual twins from a twin pair k,
the probability of a particular phenotypic state in a
twin is not dependent on the respective phenotype in
her co-twin nor on the other phenotypes. The con-
ditional probability of a response in the ﬁrst category
for a phenotype is then
PðYijk¼1jA11k;A12k;A21k;A22k;A31k;A32k;C1k;C2k;C3k;
U11k;U12k;U21k;U22k;U31k;U32kÞ
¼PðXijk6ti1jA11k;...;U32kÞ
¼PðAijkþCikþUijkþEijk6ti1jA11k;...;U32kÞ
¼PðEijk6ti1AijkCikUijkjA11k;...;U32kÞ
¼U ti1AijkCikUijkﬃﬃﬃﬃﬃ
j2
p
 
;
with Yijk denoting the the i-th phenotype in the j-th
twin from the k-th twin pair, F(.) denoting the
cumulative standard normal distribution function
and ti1 denoting the ﬁrst threshold for the i-th phe-
notype. For the conditional probability of observing
a response in the second category we have
A11
A12
A21
A22
A31
A32
0
BBBBBB@
1
CCCCCCA
 N6
0
0
0
0
0
0
0
BBBBBB@
1
CCCCCCA
;
m2 m2 mq1a mq1a mq2p mq2p
m2 m2 mq1a mq1a mq2p mq2p
mq1a mq1a a
2 a2 aq3p aq3p
mq1a mq1a a
2 a2 aq3p aq3p
mq2p mq2p aq3p aq3p p
2 p2
mq2p mq2p aq3p aq3p p
2 p2
0
BBBBBB@
1
CCCCCCA
0
BBBBBB@
1
CCCCCCA
A11
A12
A21
A22
A31
A32
0
BBBBBB@
1
CCCCCCA
 N6
0
0
0
0
0
0
0
BBBBBB@
1
CCCCCCA
;
m2 0:5m2 mq1a 0:5mq1a mq2p 0:5mq2p
0:5m2 m2 0:5mq1a mq1a 0:5mq2p mq2p
mq1a 0:5mq1a a
2 0:5a2 aq3p 0:5aq3p
0:5mq1a mq1a 0:5a
2 a2 0:5aq3p aq3p
mq2p 0:5mq2p aq3p 0:5aq3p p
2 0:5p2
0:5mq2p mq2p 0:5aq3p aq3p 0:5p
2 p2
0
BBBBBB@
1
CCCCCCA
0
BBBBBB@
1
CCCCCCA
C1
C1
C2
C2
C3
C3
0
BBBBBB@
1
CCCCCCA
 N6
0
0
0
0
0
0
0
BBBBBB@
1
CCCCCCA
;
g2 g2 gq4b gq4b gq5w gq5w
g2 g2 gq4b gq4b gq5w gq5w
gq4b gq4b b
2 b2 bq6p bq6w
gq4b gq4b b
2 b2 bq6p bq6w
gq5w gq5w bq6w bq6w w
2 w2
gq5w mq5w bq6w bq6w w
2 w2
0
BBBBBB@
1
CCCCCCA
0
BBBBBB@
1
CCCCCCA
;
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PðYijk¼2jA11k;A12k;A21k;A22k;A31k;A32k;C1k;C2k;C3k;
U11k;U12k;U21k;U22k;U31k;U32kÞ
¼Pðti1<Xijk6ti2jA11k;...;U32kÞ
¼Pðti1<AijkþCikþUijkþEijk6ti2jA11k;...;U32kÞ
¼Pðti1AijkCikUijk<Eijk6ti2AijkCik
UijkjA11k;...;U32kÞ
¼U ti2AijkCikUijkﬃﬃﬃﬃﬃ
j2
p
 
U ti1AijkCikUijkﬃﬃﬃﬃﬃ
j2
p
 
:
All other conditional probabilities can be written out
analogously. These conditional probabilities can be
used in a Gibbs sampling algorithm as implemented
in WinBUGS in order to estimate the thresholds and
other parameters of interest. Its implementation in
WinBUGS consists of a rather large script. Contact
SvdB or AS for a copy.
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