In this paper we study the dynamics of a soliton in the generalized NLS with a small external potential ǫV of Schwartz class. We prove that there exists an effective mechanical system describing the dynamics of the soliton and that, for any positive integer r, the energy of such a mechanical system is almost conserved up to times of order ǫ −r . In the rotational invariant case we deduce that the true orbit of the soliton remains close to the mechanical one up to times of order ǫ −r .
Introduction and Statement of the Main Result

Introduction
Consider the equation
where V is a potential of Schwartz class, β ∈ C ∞ (R, R) is a function fulfilling
and ǫ is a small parameter. In the case ǫ = 0, under suitable assumptions on β, equation (1.1) admits solitary wave solutions, namely solutions which travel with uniform velocity (solitons, for short). Such solutions form an 8 dimensional soliton manifold T (see (2.5) for a precise definition) parametrized by the mass m of the soliton, by its linear momentum p, by a Gauge angle q 4 and by the barycentre q. Take now ǫ = 0, then, up to higher order corrections, the restriction of the Hamiltonian (1.1) to the soliton manifold T takes the form of an m dependent constant plus is an effective potential (see (1.19)), which for large mass m is close to V (see e.g. [FGJS04] ). Formally (1.3) is the Hamiltonian of a particle subject to the force due to the effective potential. However, the soliton manifold is not invariant under the dynamics: the soliton and the rest of the field are coupled, so the soliton is expected to move according to the Hamilton equations of (1.3) only approximately. In particular the coupling is expected to lead to radiation of energy and to an effective dissipation on the dynamics of the soliton.
The main result of the present paper is that the coupling between the soliton and the rest of the field is not effective up to very long times. Precisely, if the initial datum ψ 0 is O(ǫ 1/2 )-close to the soliton manifold and the mechanical energy H for ǫ small enough. A particularly interesting corollary can be deduced if the initial datum and the potential V are axially symmetric. Indeed in such a case the soliton's motion is one dimensional, and if its initial energy is not a critical value of ǫV ef f m , then the orbit is O(ǫ 3/2 )-close to the orbit of the mechanical system. This is true for times of order ǫ −r , ∀r. The most interesting case is the one in which the orbit of the system (1.3) is periodic: in such a case the true motion of the soliton is also approximately periodic for very long times. Of course the approximate period of the true motion is different from the period of the orbit of (1.3).
The problem of the dynamics of a soliton in an external potential has been widely studied, and the results obtained so far can be essentially divided into 2 groups: in the first group of papers, the authors describe the dynamics of the soliton up to long, but finite times [FGJS04, HZ08, JFGS06, ASFS09, HZ07, Hol11], while in the second group of papers the authors exploit dispersive properties of the equations (in the case of potentials going to zero at infinity) in order to study the asymptotic behaviour of the soliton [GNT04, GS05, GS07, GW08, DP11, CM14, CM15] .
The results of the papers of the first group deal mainly with the case of potentials of the form V (ǫx) (no ǫ in front of the potential) and in the most favorable cases (in particular when the potential is confining) they show that, up to a small error and for a time scale of order ǫ −3/2 , the variables (p, q) evolve according to the equations of the effective Hamiltonian (1.3) (see [JFGS06] ). Some numerical computations done in the case of localized potentials show that the true motions of the soliton are actually different from the mechanical ones and that the difference becomes macroscopic after a quite short time scale (see [HZ08] ). We point out that this is not surprising, since even in the case of classical integrable finite dimensional systems, motions starting nearby get far away after quite short time scales.
The classical way to get control of the dynamics for longer times consists in renouncing to control the evolution of all the coordinates and to keep control only on some relevant quantities, e.g. the actions or the energy of some subsystem. In the case of the soliton's dynamics in NLS, this is possible since the system turns out to be composed by two subsystems whose evolution occurs over different time scales: the time scale of the soliton's dynamics is of order ǫ −1 , while the time scale of the field is of order 1. The situation is analogous to that met in the classical problem of realization of holonomic constraints (see [BGG87, BGG89, BG93, BGPP15] ), from which we borrow ideas and techniques.
Coming to the results of the second group we first recall [GS07] , in which the authors consider a potential of the form V (ǫx) with a nondegenerate minimum at x = 0 and prove that, for ǫ small, the solution with the soliton at rest at the bottom of the well is asymptotically stable.
Our result pertains mainly initial data which are not close to the minimum, and prove that the soliton dynamics is conservative up to very long times, so that, up to such times it does not display phenomena of asymptotic stability. In the axially symmetric case we conclude that the soliton's orbit remains close to a mechanical orbit for the times we are considering. We remark that the result of [GS07] is obtained exactly under the assumptions of axially symmetric potential and initial data in which we control the orbit of the soliton in the present paper.
We recall now the result of [DP11] in which the following equation is considered iψ t = −ψ xx − qδ 0 (x)ψ − |ψ| 2 ψ , with even initial data; here δ 0 (x) is a Dirac delta function playing the role of a potential. The authors exploit the fact that such an equation is equivalent to an integrable system on the half line and they describe the long time asymptotics of the dynamics, in particular they show that the solution converges to a soliton at rest at the origin plus radiation.
Finally we come to [CM14, CM15] . The authors consider equation (1.1) with a soliton having positive energy of order 1 and prove that, for ǫ small, the soliton asymptotically behaves as a solution of the free NLS. They also consider a case in which ǫ = 1, but in this case they either assume that the soliton is far from the region where the potential is significantly different from zero or has a large velocity.
Main result
Equation (1.1) is Hamiltonian with Hamiltonian function given by
To start with we will study the system in the energy space H 1 endowed by the scalar product and the symplectic form
where we denoted by E := i the symplectic operator. In the following we will denote by J := E −1 ≡ −i the standard Poisson tensor. For a C 1 function H : H 1 → R we denote by ∇H its gradient, defined by the equation
The Hamiltonian vector field X H of a Hamiltonian function H is thus given by X H := J∇H and the corresponding Hamiltonian equations are given byψ = J∇H. The Hamiltonian (1.5) is invariant under the Gauge transformation and, in the case ǫ = 0, it is also invariant under translations. We denote by P j (ψ), j = 1, ..., 4, the corresponding conserved quantities, which are explicitly given by
where A j := i∂ xj , 1 ≤ j ≤ 3 and A 4 := ½. The Hamiltonian flows of the P j 's will be denoted by e qJAj ψ (x) := ψ(x − qe j ) , j = 1, 2, 3 , (1.11) e qJA4 ψ := e −iq ψ , and of course they are the symmetries of the Hamiltonian when ǫ = 0. Here we denoted e 1 := (1, 0, 0) and similarly e 2 , e 3 . We recall that the solitons are the critical points of H| ǫ=0 at fixed values of the momenta P j . They can be constructed starting from the ground state b E with zero velocity, which is the minimum of H| ǫ=0 constrained to a surface of constant P 4 . In order to ensure existence of the ground state we assume: (H1) There exists an open interval I ⊂ R such that, ∀ E ∈ I, the equation
admits a C ∞ family of real, positive, radially symmetric functions b E belonging to the Schwartz space.
The quantity m = m(E) := P 4 (b E )/2 (1.13)
will play the role of mass of the soliton. Defining
one gets the initial datum for a soliton moving with velocity v ≡ (v 1 , v 2 , v 3 ).
We also assume that
, so that b can be parametrized by the mass m instead of E. An explicit computation gives
which shows the analogy with the momentum of a particle. In order to state our main theorem it is useful to consider m as a parameter and to take into account also the translations of the states η. We will denote
(1.14)
(1.15) Remark 1.1. Fix an initial value (p 0 , q 0 ) for momentum and position, then the solution of (1.1) with ǫ = 0, corresponding to the initial datum (1.14) has the form
Consider the linearization of eq. (1.1), with ǫ = 0, at such solution: in terms of real and imaginary parts of ψ it can be written in the formψ = L 0 ψ with
and
It is classical that (due to the symmetries of the system) 0 is an eigenvalue of L 0 with multiplicity at least 8. Furthermore L 0 has a purely imaginary continuous spectrum given by ± ±i[E, +∞).
We assume (H3) The Kernel of the operator L + is generated by b E and the Kernel of the operator L − is generated ∂ j b E , j = 1, 2, 3.
(H4) ±iE are not resonances of L 0 .
(H5) The pure point spectrum of L 0 contains only zero.
Remark 1.2. Under assumptions (H2,H3) above, the solutions (1.16) are orbitally stable when ǫ = 0 and, under (H4) and the further assumption that the so called nonlinear Fermi Golden Rule holds they are also asymptotically stable (see [BP92, CM08, Bam13b, Cuc14] ).
Remark 1.3. Assumption (H5) is here required only for the sake of simplicity: we expect that using the methods of [BC11, Bam13b] (see also [CM14, CM15] ) one can remove such an assumption.
In order to state the main theorem we consider the mechanical Hamiltonian system (1.3) with
Our main result is the following theorem.
Theorem 1.4. Fix a positive integer r ∈ N and positive constants K 1 , K 2 , T 0 . Then there exist positive constants ǫ r , C 1 s.t. if 0 ≤ ǫ < ǫ r , then the following holds true: consider an initial datum ψ 0 ∈ H 1 s.t. there exist (m,ᾱ) and (p,q) with
then, for |t| ≤ T 0 ǫ −r , the solution ψ(t) of (1.1) exists in H 1 and admits the decomposition
with a constant m and smooth functions p(t), q(t), α(t) s.t.
Furthermore, for the same times one has
Remark 1.5. In the above statement, the quantitiesm,ᾱ,p,q, do not coincide with m and with the initial values of α(t), p(t), q(t). This is due to the fact that ψ 0 − e iᾱ ηm(p,q) could have some "nontrivial component along the soliton manifold", so one has to add a small correction to (m,ᾱ,p,q) in order to avoid this. To give a precise meaning to the above loose statement is non trivial and we will show in Section 2 how this has to be done.
As anticipated above, in the axially symmetric case one can deduce a particularly interesting corollary. To come to its statement consider the case where the potential is symmetric under rotations about the z axis (of course the choice of such an axis is arbitrary) and take an initial datum symmetric under rotations about the same axis, assume it fulfills (1.20), then, from the proof, one has that the functions (p(t), q(t)) also belong to the z-axis. Consider the solution (p m (t), q m (t)) of the Hamiltonian system H ǫ mech with initial data (p(0), q(0)). Denote by
the mechanical orbit (which of course is a level set of H ǫ mech restricted to the z-axis), and introduce in R 6 the weighted norm
then one has the following corollary. 
where d ǫ (.; .) is the distance in the norm (1.24).
Of course the most interesting case is the one in which Γ m is a closed curve and thus the soliton essentially performs a periodic orbit for the considered times.
Scheme of the proof
The proof proceeds essentially in three steps: first we introduce a system of coordinates (p, q, φ) close to the soliton manifold in which the p's are the momenta P j of a soliton, the q's the coordinates of the barycentre and a Gauge angle and φ represents the free field (see eq. (2.13)). Such coordinates are not canonical, so we have to prove a Darboux theorem in order to show that it is possible to deform the coordinates into canonical ones. This is obtained along the lines of the Darboux theorem of [Bam13b] (see also [Cuc14] ).
Then we write the Hamiltonian in such canonical coordinates. After a suitable rescaling of the variables, it turns out that H has the structure
where φ belongs to the spectral subspace corresponding to the continuous spectrum of L 0 (defined by (1.17)). Since σ c (L 0 ) = ±i[E, +∞), this implies that the typical frequency of the field is of order 1, while the typical frequency of the soliton is of order ǫ 1/2 so that we are in the same framework met in the problem of realization of holonomic constraints in classical mechanics [BGG87, BGG89, BG93, BGPP15]. The classical methods used in that context consist in developing a normal form theory in which one eliminates from the Hamiltonian all the terms which are nonresonant with respect to the frequencies of the fast system, the field φ, in our case. In classical mechanics, this is possible up to a remainder which is of arbitrary order or exponentially small in ǫ. However, in the present case this is impossible since the spectrum of L 0 is continuous. So the only thing we can do and we actually do, is to remove from the Hamiltonian all the terms which are linear in the field φ. This is the second step of the proof.
As a third and final step we exploit the so obtained normal form in order to get a control of the dynamics. The main step in order to do that consists in showing that the free field φ fulfills Strichartz estimates (as in the linear NLS) and to exploit the Hamiltonian structure in order to deduce that H L (φ) := 1 2 EL 0 φ; φ changes at most by O(ǫ 3/2 ) up to times of order ǫ −r . To this end we use some Strichartz type estimates for time dependent linear operators which were already obtained in [Bec11, Bam13b, Per11] . Finally we exploit conservation of the Hamiltonian in order to conclude the proof.
The rest of the paper is organized as follows. In Sect. 2 we introduce Darboux coordinates close to the soliton manifold. In that section we also introduce some classes of maps that will play an important role in the paper and that substitute standard smooth maps. In Sect. 3 we rewrite the Hamiltonian in the Darboux coordinates. Actually, the Hamiltonian has the same form also after applying any change of coordinates belonging to a suitable class of maps, which in particular will be the one used to put the system in normal form. In Sect. 4 we construct the transformation putting the system in normal form. In Sect. 5 we use the normal form and dispersive properties of NLS in order to get estimates of the solution and the proof of the main theorem. Finally, in the appendixes we prove two auxiliary results.
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Adapted coordinates and the Darboux theorem
In the course of the paper we will need the standard Lebesgue 
and we will denote
. Finally we will use the notation a b to mean "there exists a constant C, independent of all the relevant parameters, such that a ≤ Cb".
It is convenient to change slightly the notation concerning the soliton: first we fix once for all a positive value of the mass corresponding to which a ground state b E(m) exists. We will work close to the manifold
where sum over repeated indexes is understood. From now on we will denote by η p the following ground state:
. The ground state η p fulfills the equation
Furthermore, one has that
Having fixed a small neighbourhood J ⊂ R 4 of 0 we define the soliton manifold by
The tangent space to T at the point η p is generated by
(2.6) We decompose the space H −∞ in the direct sum of the tangent space of T at η p and its symplectic orthogonal. More precisely we have the following lemma, whose proof is obtained by taking the scalar product of (2.7) with JA j η p or with
is given by
Remark 2.2. A key object for the whole theory we will develop is the projector
Its most important property is that it is a smoothing perturbation of the identity, namely ½ − Π p
The reference space that we will use in order to parametrize the free field will be
which we endow by the topology of H s,k . In order to describe a neighborhood of T 0 we will use coordinates
s.t. T 0 coincides with p = φ = 0 (actually q varies in R 3 × T, but we work in the covering space R 4 ). We endow the scale K ≡ {K s,k } with the norm
By abuse of language, when dealing with the scale K, we will mention T 0 in order to mean the manifold p = φ = 0.
The coordinates we will use are defined by the map
The map F does not depend smoothly on q (due to the unboundedness of JA j , j = 1, 2, 3) and this will be the source of all the difficulties. Nevertheless we have the following lemma.
Lemma 2.3. In a neighbourhood of T 0 there exists a unique inverse map F −1 of F , with the following properties:
is continuous and maps bounded sets in bounded sets.
The proof of this lemma, which is a small variant of Lemma 22 of [Bam13b] is reported in appendix for the sake of completeness.
for some (p,q) ∈ R 8 , then there exist (p, q, φ) such that ψ = F (p, q, φ) and
We introduce now (following [Bam13b] ) some classes of maps that will be used in all the rest of the paper. In the corresponding definitions we will use different scales of Hilbert spaces. Essentially, besides the ones already introduced we will use the trivial one composed by one space, namely R m or C m or the scale K := R 4 × K, in which the first factor R 4 is the space in which varies a 4 dimensional vector N = (N j ) that will eventually be set equal to P(φ) ≡ (P j (φ)). This is needed since we will meet functions which depend in a smoothing way on φ except for the special dependence through the functions P j . Finally, we will also consider scales with one additional component, this is needed in order to add a small parameter.
Definition 2.5. Given two scales of Hilbert spaces H ≡ {H s1,k1 } and H ≡ { H s1,k1 }, we will say that a map f is of class AℓS(H, H) if ∀r, s 2 , k 2 ≥ 0 there exists s 1 , k 1 and an open neighborhood
.
(2.16)
Such maps will be called almost smooth.
Definition 2.6. A map f will be said to be regularizing or of class
Definition 2.7. For i, j ≥ 0, a map S will be said to be of class S i j if there exists a regularizing map S ∈ C R ( K, H), with the property that S(p, q, φ) = S(P(φ), p, q, φ) and such that,
Functions belonging to the classes S i j will be called smoothing. We will often consider the case of smoothing maps taking values in R n or C n . In this case we will denote the corresponding classes with the special notation R i j . In the following we will identify a smoothing function S with the corresponding function S. We will also consider the case of time dependent smoothing maps, in which the dependence on time is also assumed to be smooth. Remark 2.9. By explicit computation one has that, if
The last class of maps that we will need is the following one Definition 2.10. A map A is said to be an almost smoothing perturbation of the identity of class A k l,i if there exist smoothing functions α, P, Q ∈ R k l for some l, k ≥ 0 and S
is an almost smoothing perturbation of the identity, then one has
Almost smoothing perturbations of the identity appear mainly as flows of Hamiltonian vector fields of smoothing Hamiltonians. Precisely one has the following lemma.
Lemma 2.12. Let s l , P, Q ∈ R a j , X ∈ S a i j ≥ i ≥ 1, a ≥ 1 be smoothing functions, and consider the systeṁ
Then for |t| ≤ 1, the corresponding flow A t exists in a sufficiently small neighborhood of T 0 in K 1,0 , and for any |t| ≤ 1 it is an almost smoothing perturbation of the identity in the class A a j,i , namely it has the form
with P , Q, α l ∈ R a j and S ∈ S a i . In Appendix B we will give the proof of Lemma 3.4 which is a small variant of the above lemma. Actually the proof is a small variant of the proof of Lemma 3 of [Bam13b] .
Remark 2.13. Since A t is the flow of a vector field, the time −t flow, namely A −t is its inverse. Thus we have that, at least in this case the inverse of the map (2.21) exists and has the same structure.
Remark 2.14. Lemma 2.12 holds also for time dependent vector fields with the structure (2.20). Also the so constructed almost smoothing perturbations of the identity are invertible since the inverse is also constructed as a flow.
The coordinates (2.13) are not canonical. Let Ω := F * ω be the symplectic form in the variables (p, q, φ) and define the reference symplectic form Ω 0 by Finally D is invertible and its inverse has the same structure.
Remark 2.16. In the Darboux coordinates the Hamilton equations of a Hamiltonian function H have the form
(2.24)
Remark 2.17. If a Hamiltonian function H is invariant under the group action e q j JAj , namely H(e q j JAj ψ) = H(ψ), then in the Darboux coordinates just introduced it is independent of the variables q. This is true since H • F is independent of q and the property is preserved by the coordinate change (2.21). In particular this is true for the Hamiltonian (1.5) when ǫ = 0, while, when ǫ = 0 the Hamiltonian is only independent of q 4 . As a consequence when ǫ = 0, the p j 's, 1 ≤ j ≤ 4, are integrals of motion for the Hamiltonian system, while when ǫ = 0 only p 4 is an integral of motion.
The proof of Theorem 2.15, which is a variant of the proof of Theorem 3 of [Bam13b] will occupy the rest of the section.
Remark 2.18. Since b E is real valued and radial symmetric, η p fulfills the orthogonality conditions
). An explicit computation shows that the adjoint of Π p is given by
Remark 2.20. The following formulas will be useful in the following
(2.26)
and by (2.26) one has To begin with we compute the symplectic form and a potential form for it in the coordinates introduced by F , cf. eq. (2.13).
Lemma 2.23. Define the 1-form Θ by
(by this notation we mean that the r.h.s. gives the action of the form Θ at the point (p, q, φ) on a vector (P, Q, Φ)). Then one has dΘ = Ω, and therefore
(2.30)
Proof. We compute F * θ, where θ = Eψ; . /2 is a potential 1-form of ω, i.e. ω = dθ. By writing ψ = F (p, q, φ), one has
so, taking θ = 1 2 Eψ; . , one has (F * θ)(P, Finally, defining f 1 (p, φ) = Eη p ; Π p φ , the second term of (2.33) turns out to be given by ∂f1 ∂pj , so we have
We compute now Eψ; (d φ F )Φ . We have
Adding the easy computation of θ(∂ψ/∂q k ) one gets F * θ = Θ + d(f 0 + f 1 ), and therefore Ω ≡ F * ω = dΘ. The explicit computation of dΘ gives equation (2.30).
In order to transform the symplectic form Ω into the symplectic form Ω 0 defined in (2.22) we look for a map D such that D
* Ω = Ω 0 in a neighborhood of the soliton manifold T 0 . We look for D as the time 1 flow F t | t=1 of a vector field Y t , asking that
It is well known that the vector field Y t has to solve the equation
where
. /2 is such that dΘ 0 = Ω 0 . In the next lemma we will study the more general equation Ω t (Y t ; .) = W, with W an arbitrary 1-form. Denote Ω t = O t .; . , W = W, . ; denote also
where 
35) The properties of the solution of this system are given in the next lemma.
Lemma 2.24. Fix W and consider system (2.35). Then its solution Y is given by
where the maps
and fulfill ∀s, k ≥ 0
and the maps Υ j and Ξ j are of class C R (K, V) and fulfill
In order to prove Lemma 2.24, as a first step we will solve the infinite dimensional equation for Y φ (given by the last component of (2.35)) as a function of Y p and Y q . As a second step, we will substitute such a solution into the equations for Y p and Y q , obtaining a finite dimensional system for Y p and Y q . The following lemma will be useful:
is skew-symmetric. Furthermore, provided |p| is small enough, D t is invertible and its inverse is given by D
, from which skewsymmetry is immediate. We have now that D t = E + t D with D smoothing, since
which is smoothing and fulfills an inequality like (2.39). Then D t = E(½ + tJ D) and inverting by Neumann formula one gets D
k J and the thesis.
Proof of Lemma 2.24. Consider the last equation of the system (2.35). Introduce
By Remark 2.21, Z j is in the class S 
(
We begin with the coefficients of the equations in the first line of system (2.35). Using the definition (2.9) of Π p one obtains that
Consider now the terms of the form E ∂Πp ∂p k φ; Π p Y φ . We replace Y φ with the expression (2.41), obtaining that
where the maps a jk , b jk , c k satisfy for every s, k ≥ 0
(2.42)
We consider now the term A k Π p φ; Π p Y φ in the second line of system (2.35). Inserting the expression (2.41), we have
where to pass from the second to the third equality we used that
as A k φ; JA j φ = 0. Once again a jk , b jk , c k satisfy estimates analogous to (2.42). Altogether we obtain that system (2.35) is reduced to the following finite dimensional system:
where K is a matrix whose elements are in the class R 0 2 , while 0 4 and ½ 4 denote the zero respectively identity 4 × 4 matrices. The operator on the l.h.s. of (2.43) is invertible by Neumann series, provided φ belongs to a sufficiently small neighborhood of the origin, and its inverse is given by 0 4 −½ 4 ½ 4 0 4 + S t , where S t is a matrix whose coefficients are in R 0 2 . Thus we can solve system (2.43) and we obtain that Y p and Y q have the claimed structure. Finally we insert the so find expressions for Y p and Y q into equation (2.41) and deduce that also Y φ has the claimed structure. Now we apply Lemma 2.24 to the case where W = Θ 0 − Θ:
Remark 2.26. In such a case the coefficients W p , W q , W φ do not depend on the variables q j 's, then the vector field Y of Lemma 2.24 is independent of the q j 's, as one verifies inspecting the terms in the r.h.s. of (2.36)-(2.38). 
Furthermore, Y t does not depend on the q j 's.
Proof. The 1-form W = W ; · has components given by 
where in the last equality we used that, by the very definition of the class R i j , one has We are finally able to prove Theorem 2.15.
Proof of Theorem 2.15. Consider the the vector field Y t of Proposition 2.27. By Lemma 2.12 it generates a flow F t which is an almost smoothing perturbation of the identity and such that F t | t=1 has the structure (2.23) and provides the wanted change of coordinates. Since Y t does not depend on the q j 's, it follows that the nonlinear maps in the r.h.s. of (2.23) are independent of the q j 's as well. By Remark 2.14, the inverse transformation has the same structure.
The Hamiltonian after a change of coordinates
Before computing the Hamiltonian in Darboux coordinates it is worth to scale the coordinates by introducing the new variables (p,q,φ) defined by
Correspondingly we scale also the N k 's as
Remark 3.1. The variables (3.1) are not canonical, however, under the change of coordinates (3.1), the Hamilton equations of a Hamiltonian function H are transformed into the Hamilton equation ofH := H/µ 2 .
Due to this scaling, it is convenient to substitute the classes S 
Remark 3.2. In order to pass from the "old" classes S When dealing with the scaled variables we will consider again almost smoothing perturbations of the identity, which are still functions of the form (2.19), but with smoothing functions belonging to the new classes.
From now on we will only deal with the scaled variables, so we will omit the "tilde" from the variables. Furthermore it is useful also to still denote by F the map (2.13) in the scaled variables. More precisely, we redefine the map F according to
Similarly we will still denote by D the map (2.23) in the scaled variables (3.1).
It is worth to remark that, since in the scaled variables the size of the neighborhoods of T 0 one is dealing with is controlled by µ, the open sets (whose existence is ensured by the definitions of the various classes of objects) can be fixed a priory and the smallness requirement become just smallness requirements on µ.
Given an open domain U ⊂ K s,k for some s, k and a positive ρ, we will denote by Remark 3.3. Given an arbitrary neighbourhood U ⊂ K 1,0 of T 0 , there exits µ * s.t., provided 0 ≤ µ < µ * , one has that D : U → K 1,0 is well defined.
In the scaled variables we will use the following version of Lemma 2.12, which will be proved in Appendix B.
Lemma 3.4. Let s, P, Q ∈ R a j , X ∈ S a i j ≥ i ≥ 0, a ≥ 3 be smoothing functions, and consider the systeṁ N, p, q, φ) . (3.6) Fix a neighborhood U ⊂ K 1,0 of T 0 and a positive ρ in such a way that s, P, Q, X fulfill the estimates (3.3) with a constant uniform over the domain U ρ (and depending on s 1 , k 1 , s 2 , k 2 ). Then there exists a positive µ * s.t., provided 0 ≤ µ < µ * , the flow A t exists in U for |t| ≤ 1, and is an almost smoothing perturbation of the identity of class A 3 j,i , namely N, p, q, φ, t) ) (3.7) withP ,Q, α l ∈ R a j and S ∈ S a i . One also has
, and A t (U) ⊂ U ρ . FinallyP ,Q, α, S fulfill inequalities of the form (3.3) with constants uniform on U.
The main result of the present section is the following lemma 
7). Then (H • F • D • A
3 )/µ 2 has the following form:
The rest of the section will be devoted to the proof of Lemma 3.5 which follows closely the proof of Proposition 2 of [Bam13b] .
Proof. First we remark that
Substituting in H F ree := H 0 + H P and expanding in Taylor series up to order three with center at η p one gets
We analyze now line by line this formula. We remark that the second term of (3.17) is given by
where we used equation (2.3) and the skew-orthogonality of η p and Π p Φ. In order to compute the first term of (3.17) denote f (p) := H F ree (η p ) and expand
where we just used that p = O(µ 2 ). Now, one has
where λ j (p) are defined in (2.4). Thus it follows ∂f ∂p j (0) = 0, j = 1, 2, 3 , ∂f ∂p 4 (0) = −E(m) , and 1 2
Thus the r.h.s. of (3.21) can be written as
where we defined where of course the smoothing maps in the two sides of the equality above are different. Using (3.23), the term (3.18) is easily seen to be given by
Concerning (3.19), it coincides with
Remark that one has e −s
so that, taking into account the explicit form of H P , (3.19) takes the form
Remark 3.10. One has
We come to (3.20). First we have that H (3.26)
(3.28)
Now we analyze each line separately. The lines (3.27) and (3.28) form the definition of
The line (3.29) is a smoothing function in R 2 1 . The line (3.30) equals
To analyze the line (3.31) we represent d 2 H P (η) by a linear operator W (η):
where explicitly
By smoothness we have that (3.31) is given by
Thus (3.20) is equal to
This concludes the computation of H F ree . We come to the simpler computation of H V . First remark that
Thus we have
Using (3.24), the first term is easily transformed into µ 4 V ef f m (q) + R 6 0 . All the other terms are easily analyzed and give rise to smoothing terms, except one term coming from the last line, which is easily seen to produce a term of the form
Including the last term in W 2 0 φ; φ /2 and collecting all the results one gets the thesis.
Normal Form
From now on we will work with the Hamiltonian
with F given by (3.4) and D written in the rescaled coordinates. We are interested in eliminating recursively the coupling between φ and the mechanical variables. Precisely we want to eliminate the terms linear in φ.
Definition 4.1. A function Z(µ, N, p, q, φ) of class AℓS(R × K, R), will be said to be in normal form at order r, r ∈ N, if the following holds:
The derivatives with respect to φ have to be computed at constant N , i.e. as if N were independent of φ.
The main result of this section is the following theorem:
Theorem 4.2. Fix an arbitrary r ≥ 3 and an open neighbourhood U ⊂ K 1,0 of T 0 . Then, there exists a positive µ * r s.t., provided 0 ≤ µ < µ * r , there exists a canonical almost smoothing perturbation of the identity
is in normal form at order r. Furthermore, denoting
there exists C 1 s.t. one has
(4.4) Finally the transformation T (r) is invertible on its range and its inverse still belongs to A 3 0,0 . To prove the theorem we proceed by eliminating the terms linear in φ order by order (in µ). To this end we will use the method of Lie transform that we now recall.
Having fixed r ≥ 3, consider a function χ r ∈ R r 1 , homogeneous of degree 1 in φ, which therefore admits the representation
We are interested in the case where χ (r) is homogeneous of degree r in µ. By Lemma 3.4 the Hamiltonian vector field of χ r generates a flow Φ is called the Lie transform generated by χ r .
Remark 4.5. Let 3 ≤ r 1 < · · · < r n be a sequence of integers and let χ r1 , ..., χ rn be functions as above, then the map T := Φ χr 1 • ... • Φ χr n is an almost smoothing perturbation of the identity of class A r1 0,0 . In particular one has that H D • T has the form (3.8).
Remark 4.6. Let F ∈ AℓS(R × K, R), F = F (µ, N, p, q, φ), be an almost smooth function, and let χ r be as above; then F • Φ χr is also an almost smooth function, thus it can be expanded in Taylor series in φ and in µ at any order.
Remark 4.7. Let χ r ∈ R r 1 be as above, and let F ∈ AℓS(R × K, R), then
thus, if F is in normal form, then µ a F • Φ χr is in normal form at order r + a − 1.
Proof of Theorem 4.2. We assume the theorem true for r − 1 and prove it for r. Assume
is in normal form at order r − 1. Thus it has the form (3.8) with R Consider now a function χ r as above, and let Φ χr be the corresponding Lie transform. In order to determine χ r we impose that the part of H (r−1) • Φ χr linear in φ and homogeneous of order r in µ vanishes. So first we have to compute it. By Remark 4.7, it is clear that the only contributions to such a part come from H L • Φ χr and R
now, it is not difficult to see that
where W is a linear operator of the form
with different potentials V 1 , V 2 of Schwartz class. Thus the third term at the last line of (4.8) is not linear in φ, so that the only term linear in φ and of order r in µ is φ; EL 0 χ (r) . Concerning R Thus defining
one has that the part of H (r) linear in φ and of order r in µ is
so that the wanted χ (r) has to fulfill . To get it we proceed as follows: fix a positive ρ and consider the sequence of domains
then, by Lemma 3.4 there exists a sequence µ i , i = 1, ..., r s.t., if 0 ≤ µ < µ i , then Φ χi (U (r−i)ρ ) ⊂ U (r−i+1)ρ and therefore T (r) : U → U ρ(r+1) . Finally there exists µ r+1 s.t., if 0 ≤ µ < µ r+1 then D is well defined in U (r+1)ρ . Taking µ * r := min µ i one gets the thesis.
Estimates
First we prove an estimate on φ valid over long times and then we use it to conclude the proof. We take initial data (p 0 , q 0 , φ 0 ), fulfilling
(in the rescaled variables) and arbitrary q 0 . First we recall that a pair (r, s) is called (Schrödinger) admissible if
Lemma 5.1. Fix T 0 > 0 and r ≥ 3, assume that there exists T > 0 s.t. the solution (p, q, φ) of the Hamilton equations of the Hamiltonian
for any admissible pairs (r, s); then, provided M 1 and M 2 are large enough (independently of T and µ), there exists µ * independent of T , s.t., provided 0 ≤ µ < µ * and T < T 0 /µ r−3 , one has
for any admissible pair (r, s).
First we fix the domain U of definition of the Hamiltonian H (r) (cf. eq. (4.3)), which is also the domain over which the constants involved in the estimates of the smoothing functions present in (3.8)-(3.14) are uniform. So we define
so that all the constants involved in the estimates of the smoothing functions in (3.8)-(3.14) will depend on M 1 , M 2 but not on µ.
In this section all the non written constants will depend on M 1 , M 2 but not on µ. Sometimes we will make the constants quite explicit in order to make things clearer.
As a first step we write the equation for φ.
Remark 5.2. Denote X P := J∇H P . Then
is the Hamiltonian vector field of H where, as in Lemma 3.5, we denoted by S 2 1,hom a quantity which is of class S 2 1 and is homogeneous of degree 1 in φ and we denoted by ∇ φ W 2 0 φ; φ the function defined by
Proof. The only nontrivial term to be computed is the vector field of H 3 P (η 0 + S 2 0hom ; G). To compute it just remark that, at fixed η, one has
and that, since S 2 0,hom is independent of φ, the gradient of H 3 P with respect to the first argument enters in the equations only through
∂Nj . Then the result immediately follows.
To estimate the solution of (5.7)-(5.9) consider first the time dependent linear operator
∂Nj (p(t), q(t), φ(t)).
Remark 5.4. Exploiting the inductive assumptions (5.2)-(5.3) and computing the explicit form of w j , one has that sup
Denote by U(t, s) the evolution operator of L(t). The following lemma was proved in [Bec11, Bam13b, Per11]:
Lemma 5.5. Assume (5.11). There exists C 0 independent of M 1 , M 2 , and µ * (dependent on M 1 , M 2 ) s.t., provided 0 ≤ µ < µ * , the following Strichartz estimates hold
where (r, s) and ( r, s) are admissible pairs and ( r ′ , s ′ ) are the exponents dual to ( r, s).
In order to prove Lemma 5.1 we will make use of the following Duhamel formula φ(t) =U(t, 0)φ 0 (5.14)
We estimate term by term the argument of the different integrals.
Lemma 5.6. One has
Proof. Consider the first term. By Leibniz rule and Hölder inequality, one has
which gives the estimate of such a term. The second term is estimated in the same way, while the third one is a trivial consequence of the definition of smoothing map.
Remark 5.7. By recalling that W 2 0 multiplies the real and the imaginary parts of φ by a smoothing function, one has
Lemma 5.8. One has
Proof. We start by estimating the norm of X 2 P (η; Φ), with arbitrary η of Schwartz class. First remark that X 2 P (η; Φ) is given by (Π 0 applied to) the function
whose modulus is easily estimated (using also (1.2)), obtaining that
with arbitrary k. Thus one has
Exploiting Sobolev embedding theorem one gets that this is controlled by
and, exploiting Leibniz formula one also gets 27) which is smaller then µM 1 /2 provided one chooses M 1 large enough, r ≥ 3, 0 ≤ µ ≤ µ * with µ * small enough and T < T 0 /µ r−3 . Now we use the dispersive estimates of Lemma 5.1 to prove that the quantity
is almost conserved for times of order T 0 /µ r−3 . We need the following preliminary lemma Lemma 5.9. Let X ∈ C 0 (U, W 1,6/5 x ) be a vector field, and let w j ∈ C 0 ([0, T ], R), 1 ≤ j ≤ 4, be functions depending also on µ and fulfilling
Then one has
Proof. First we prove (5.30). Using the specific form of EL 0 := −∆ + W (η 0 ) + E 0 , we get that
Thus (5.30) is proved. We prove now (5.31). Once again we use the specific form of L 0 , and the fact that since ∆, A 4 and A j are self-adjoint commuting operator and J is skew-symmetric, one has ∆φ, JA j φ = 0 = φ, JA j φ .
Thus it follows that
This estimate together with (5.29) implies (5.31).
In the next lemma we show that H L (t) := EL 0 φ(t), φ(t) /2 stays very close to its initial value for large times.
Lemma 5.10. Under the same assumptions of Lemma 5.1, assume T < T 0 /µ r−3 then one has
Proof. To begin with, we write
Substituting the equations of motion of φ, we obtain that
j=1 I j , where
By the skew-symmetry of E, I 1 ≡ 0. Consider now I 2 . By Remark 5.4 the functions w j (t), 1 ≤ j ≤ 4, satisfy estimate (5.29). By Lemma 5.9 it follows that, for every 0 ≤ t ≤ T ,
Consider now I 3 (t). By Lemma 5.6 the vector field at r.h.s. of the scalar product satisfies the estimate (5.28), therefore one has
The term I 4 (t) is estimated in a similar way, using Lemma 5.8 and Remark 5.7. We estimate now I 5 (t). Using that EL 0 = −∆ + W (η 0 ) + E, one has Altogether we have that
Using estimate (5.4) and taking T < T 0 /µ r−3 one gets the claim.
We are finally ready to prove that the mechanical energy of the soliton does not change for long times. Proof. Consider H (r) ; by the conservation of energy, one has that H (r) (t) ≡ H (r) (p(t), q(t), φ(t)) = H (r) (0). Write H (r) = µ 2 h m + H L + H R (as in (3.8)), and remark that, under the inductive assumptions (5.2), (5.3), |H R (t)| ≤ Cµ 4 so that one has for every 0 < t < T < T 0 /µ r−3
The last step is to show that the inductive assumption (5.3) holds. This is provided by the following lemma. So (changing r to r + 3) we have obtained the following lemma.
Lemma 5.13. Fix K 0 , T 0 , and r, then there exists positive µ r , M 1 , M 2 s.t., provided 0 ≤ µ < µ r , the following holds true: assume that the initial data fulfill We conclude this section with the proof of Theorem 1.4 and Corollary 1.6.
Proof of Theorem 1.4. Here it is needed to distinguish between the variables introduced by F through (3.4), and the variables obtained after application of Darboux and normal form theorem. We will denote by (p, q, φ) the variables introduced by (3.4), and by (p ′ , q ′ , φ ′ ) the variables s.t.
We define the functions α(t) = q 4 (t), p(t) and q(t) to be the solutions of the equations of motion in the variables (3.4) (to get the theorem one actually has to scale back p). Remark that with these notations all the preceding part of this section deals with the variables Proof of Corollary 1.6. First we work in the scaled variables, cf. eq. (3.4). In this case the corollary is a trivial consequence of the fact that, under its assumptions both p and q are actually one dimensional, so, at any moment they lie on the curve identified by h m (t). In turn, by estimate (5.39), such a curve is O(µ 2 ) close to the level surface h m (0) (recall that we are assuming that we are not at critical point of h m ). This is true in the standard distance of R 2 . Scaling back the variables to the original variables, one gets the result.
A Proof of Lemma 2.3.
First we prove a local result close to 0.
Lemma A.1. There exists a mapping f(ψ) ≡ (p(ψ), q(ψ)) with the following properties B Proof of Lemma 3.4
In order to solve the system (3.7), we introduce some auxiliary independent variables. In particular we will introduce the N 's as auxiliary variables and we make the change of variables φ = e which is a smooth system in all the spaces of the scale. Thus, by standard contraction mapping principle, it admits a solution. To obtain the estimate on the domain, and the fact that the solution belongs to the wanted classes, just remark that on the domain U ρ (extended by addition of the auxiliary variables), the vector field (B.1)-(B.2) is dominated by a constant times µ a and take into account the degree of homogeneity in φ of the various components.
