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Abstract
This is a slightly extended write-up of lectures given at the 2004 DIAS-TH Winter
school on theoretical physics in Dubna, Russia. The exposition is intended for under-
graduate students. The two parts of this course are linked together by the concept of
vertex operators, which naturally arise, via Fermi-Bose correspondence, in the context of
integrable hierarchies, and later play a central role in vertex algebras, under the name of
the state-field map. Also, the final section illustrates another deep connection between
integrable (here KdV) hierarchies and vertex (here Virasoro) algebras. Last updates and
some related material can be found on my site http://thsun1.jinr.ru/∼alvladim/qft.html
The lectures do not include any original results of the author, and are mostly compiled
from well-known textbooks and introductory papers. Main references to be cited here are:
T.Miwa, M. Jimbo and E.Date, Solitons, 2000.
V.Kac, Infinite Dimensional Lie Algebras, 1990.
V.Kac, Vertex Algebras for Beginners, 1998.
H.Aratyn, hep-th/9503211.
A.Matsuo and K.Nagatomo, hep-th/9706118.
E.Witten, Comm.Math.Phys. 114 (1988) 1.
I. INTEGRABLE HIERARCHIES
Scalar Ansatz (KP hierarchy)
Probably, the most efficient way to deal with integrable nonlinear equations is the Lax
representation
∂tL = [M,L] . (1)
This readily produces a formally infinite set of conserved quantities In ∼ trL
n :
(1) ⇒ ∂tL
n = [M,Ln] ⇒ ∂t trL
n = tr[M,Ln] = 0 , (2)
and enables us to view the t-evolution of L as a similarity transformation,
∂tT =MT , ∂tT
−1 = −T−1M ⇒ L(t) = TL(0)T−1 , (3)
which implies isospectrality of the corresponding eigenvalue problem:
L(t)ψ(t) = z ψ(t) ⇒ ∂tz = 0 , ψ(t) = Tψ(0) , ∂tψ =Mψ . (4)
To find a Lax (or L −M) pair for a given equation is an extremely difficult (and
generally unsolvable) task. If one, on the contrary, starts with some reasonable Ansatz for
L, it appears fairly possible to discover an infinite set {Mn} of appropriate M-operators.
If, moreover, the flows given by the corresponding equations (1) commute (so that the
tn-evolutions may be considered as independent, and the tn themselves – as a new set
of coordinates on the phase space), the whole set of equations (1) with Mn is called an
(integrable) hierarchy.
In practice, integrable hierarchies are highly symmetric, infinite sets of nonlinear evolu-
tion equations of the Lax type for infinitely many functions ui of infinitely many variables
tn, n = 1, 2, . . . . We use the notation x ≡ t1, ∂ ≡ ∂x ≡ ∂1, ∂n ≡
∂
∂tn
. When needed,
we will specially indicate the operator nature of a derivative, e.g., ∂n ◦B = ∂nB +B ∂n .
Formal sums of the type
P (x, ∂) =
∑
m
am(x) ∂
m , am(x) = 0 for m≫ 0 (5)
are called pseudodifferential operators (in a variable x. Other possible arguments of am
are treated as parameters). As usual,
P+ =
∑
m>0
am(x) ∂
m , P− = P − P+ =
∑
m<0
am(x) ∂
m , ResP = a−1(x) , (6)
so that P+ is a proper differential part of P . Operator ∂
−1 is defined by ∂ ∂−1 = ∂−1 ∂ = 1 .
For any integer m, the following holds:
∂m ◦ f =
∑
k>0
(
m
k
)
∂kf ∂m−k . (7)
With this rule, pseudodifferential operators form an associative algebra. This is shown
straightforwardly, as well as the following useful relation:
Res[P,Q] = ∂(. . .) . (8)
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The Kadomtsev-Petviashvili (KP) hierarchy is generated by the following (scalar)
Ansatz for the Lax operator:
L = ∂ +
∞∑
i=1
ui∂
−i . (9)
Unknown functions ui may depend on all arguments tn , or on a part of them. We use
Bn
.
= (Ln)+ ≡ L
n
+ (B1 = ∂ , B2 = ∂
2+2u1 , B3 = ∂
3+3∂xu1+3u1∂+3u2 , . . .) (10)
to formulate the infinite system of equations of the KP hierarchy:
∂nL = [Bn, L] or [∂n − Bn , L] = 0 (n = 1, 2, . . .) (11)
These are nonlinear equations in ui. Their integrability is based on the Lax form of (11)
and on the following “zero-curvature” property,
[∂m −Bm , ∂n −Bn] = ∂nBm − ∂mBn + [Bm, Bn] = 0 . (12)
From this, one easily deduces that the flows generated by different Bn commute,
∂n[Bm, L] = ∂m[Bn, L] . (13)
To derive (12) itself, we observe that (11) entails ∂nL
m = [Bn, L
m] , that [Bn, L
m] =
−[Ln−, L
m] , and then do the following calculations:
∂nL
m − ∂mL
n = [Bn, L
m]− [Bm, L
n] = [Bn, L
m] + [Lm− , L
n]
= [Bn, Bm] + [Bn, L
m
− ] + [L
m
− , L
n] = [Bn, Bm] + [L
m
− , L
n
−] . (14)
A positive part of this equality is exactly (12).
The KP equation for u1 = u(x, y, t), y = t2, t = t3 ,
3uyy + ∂x(−4ut + uxxx + 12 uux) = 0 , (15)
which gave its name to the whole hierarchy, is extracted either from (12) form = 2, n = 3 ,
or from (11) with n = 2, 3 .
The main equations (11) can be viewed as the compatibility condition of the linear
system
Lψ = zψ , ∂nψ = Bnψ . (16)
Here ψ(t, z) ≡ ψ({tn}, z) is known as Baker’s function. It admits an expansion
lnψ =
∞∑
n=1
zntn +
∞∑
i=1
z−iψi(t) . (17)
To show this, we note that ∂, and Bm in general, can be re-expanded in powers of L :
∂ = L+
∞∑
i=1
σ
(1)
i L
−i , (18)
Bm = L
m +
∞∑
i=1
σ
(m)
i L
−i , (19)
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all σ
(m)
i being expressible in σ
(1)
i . From (16) we see that L
mψ = zmψ and
∂mψ = (z
m +
∞∑
i=1
z−iσ
(m)
i )ψ , (20)
which agrees with (17) if we fix
∂mψn = σ
(m)
n . (21)
Further, we observe that
∂kσ
(m)
n = ∂mσ
(k)
n = ∂k∂mψn , (22)
and, as a corollary, ∂kσ
(1)
n = ∂(. . .) , i.e., σ
(1)
n are conserved currents. Another set of such
currents is provided by σ
(m)
1 = −ResL
m (due to (19)) :
∂kσ
(m)
1 = −Res∂kL
m = −Res[Bk, L
m] = ∂(. . .) . (23)
These two sets are not independent: it can be shown that
σ
(n)
1 − nσ
(1)
n =
n−1∑
m=1
∂mσ
(1)
n−m . (24)
Let us briefly describe the derivation. Using in Lm+1 = LLm eq. (18) for L and (19)
for Lm+1 and Lm , and collecting only positive contributions, we come to
Bm+1 = ∂ ◦Bm −
m∑
i=1
σ
(1)
i Bm−i − σ
(m)
1 . (25)
Then, acting by both sides upon ψ , we get rid of B and ψ via (16) and (20) , and arrive
at a general recursion relation for σ
(m)
i :
σ
(m+1)
i = ∂mσ
(1)
i + σ
(m)
i+1 + σ
(1)
m+i −
m−1∑
j=1
σ
(1)
j σ
(m−j)
i +
i−1∑
j=1
σ
(1)
j σ
(m)
i−j . (26)
Setting i = n−m and summing up in m cancels bilinear parts and yields exactly (24) .
An important corollary of (23) is that for any k,m
∂k∂mψ1 = ∂kσ
(m)
1 = ∂(. . .) , (27)
and we are prompted to make a definition
ψ1(t)
.
= −∂ ln τ(t) . (28)
This is the first appearance of the famous τ -function. We see that
σ
(m)
1 = ∂mψ1 = −∂m∂ ln τ , u1 = −σ
(1)
1 = ∂
2 ln τ . (29)
Moreover, the recursion relation (24) can be explicitly resolved for σ
(1)
n in terms of τ -
function via the Schur polynomials pn(t) , which are defined (for natural n) as follows:
eξ(t,z)
.
=
∞∑
n=0
znpn(t) , ξ(t, z) =
∞∑
i=1
ziti . (30)
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In particular, p0(t) = 1 , p1(t) = t1 , p2(t) =
1
2
t21+t2 , p3(t) =
1
6
t31+t1t2+t3 . The following
properties are readily deduced:
∂mpn(t) = pn−m(t) , npn(t˜) =
n∑
m=1
tmpn−m(t˜) , (31)
where tilde traditionally indicates a special scaling transformation of (infinite number of)
arguments of pn ,
t˜ = {t1,
t2
2
,
t3
3
, . . .} , ∂˜ = {∂1,
∂2
2
,
∂3
3
, . . .} , (32)
so that
exp
(
∞∑
n=1
tn
n
zn
)
=
∞∑
n=0
pn(t˜)z
n . (33)
The second equality in (31) follows from an observation that multiplying (33) by 1+ξ(t, z)
is equivalent to differentiating it by z d
dz
.
The explicit solution of (24) mentioned above reads
σ(1)n = pn(−∂˜) ∂ ln τ . (34)
To verify it, we replace tm in (31) by −∂m ,
npn(−∂˜) = −
n−1∑
m=1
∂mpn−m(−∂˜)− ∂n , (35)
apply this to ∂ ln τ , and then compare with (24) .
Now we see from ∂ψi = σ
(1)
i that, up to irrelevant x-independent terms,
lnψ(t, z) =
∞∑
n=1
zntn +
∞∑
i=1
z−ipi(−∂˜) ln τ = ξ(t, z) + ln τ({tm −
1
mzm
})− ln τ(t) (36)
because
f(t1 +
1
z
, t2 +
1
2z2
, . . .) = exp
(
∞∑
n=1
∂n
nzn
)
f(t) =
∞∑
n=0
z−npn(∂˜)f(t) . (37)
Thus, we are able to express the Baker function ψ in terms of τ :
ψ(t, z) = eξ(t,z)
τ({tm −
1
mzm
})
τ(t)
. (38)
Using again (36) and (35), we can also ‘invert’ this relation and express derivatives of τ
in terms of ψ :
∂n ln τ(t) = −Resz z
n(
∞∑
m=1
z−m−1∂m − ∂z) lnw(t, z) , (39)
where Resz means the coefficient of z
−1, and
ψ(t, z) = w(t, z) eξ(t,z) , w(t, z) = 1 +
∞∑
i=1
wi(t)z
−i . (40)
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It should be noted here that a class of valid objects to act upon with pseudodifferential op-
erators according to the rules ∂meξ(t,z) = zmeξ(t,z) and (7) is given by (
∑
n6N z
nbn(t)) e
ξ(t,z).
Due to (40), it seems now natural to try the following representation for ψ :
ψ(t, z) =Weξ(t,z) , (41)
where the dressing operator W is of the form
W = 1 +
∞∑
i=1
wi(t) ∂
−i . (42)
Owing to ∂ne
ξ(t,z) = ∂neξ(t,z) = zneξ(t,z) , we see from (17), (36), (41) and (42), that wi ,
ψi and derivatives of τ are related by
∞∑
i=1
z−iψi = ln (1 +
∞∑
i=1
z−iwi) =
∞∑
i=1
z−ipi(−∂˜) ln τ . (43)
To guarantee (16), operator W should satisfy the following “dressing” relations:
L = W∂ ◦W−1 , ∂n − Bn =W (∂n − ∂
n) ◦W−1 . (44)
The last of them reveals the nature of commutativity of the operators ∂n −Bn : they are
nothing more than dressed counterparts of the (trivially commuting) operators ∂n − ∂
n .
Eqs. (44) can also be rewritten in the form involving W only,
∂nW = −(W∂
n ◦W−1)−W . (45)
It looks quite feasible that an analogous equation for the τ -function in closed form
also exists. This is really so: one can obtain a fundamental bilinear identity
Resz τ({tm −
1
mzm
}) τ({t′m +
1
mzm
}) eξ(t−t
′, z) = 0 . (46)
To derive (46), it is useful to introduce a so-called adjoint Baker function
ψ∗(t, z)
.
= (W ∗)−1e−ξ(t,z) = w∗(t, z) e−ξ(t,z) . (47)
In W ∗ , the asterisk (formal conjugation) changes sign of ∂ and the order of all operators,
W ∗ = 1 +
∞∑
i=1
(−∂)−i ◦ wi(t) , (W
∗)−1 = 1 +
∞∑
i=1
w∗i (t) (−∂)
−i , (48)
whereas w∗ is a mere notation. In analogy with the above reasoning, one can derive
w∗(t, z) = 1 +
∞∑
i=1
w∗i (t) z
−i =
τ({tm +
1
mzm
})
τ(t)
, (49)
and thus rewrite the bilinear identity as follows:
Resz ψ(t, z)ψ
∗(t′, z) = 0 . (50)
Bearing in mind the Taylor expansion in t− t′, it is evidently sufficient to show that
Resz ∂
mψ(t, z)ψ∗(t, z) = 0 , m > 0 , (51)
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because other derivatives (∂n>1) can be treated via (16). First, for any two pseudodiffe-
rential operators P =
∑
ai∂
i and Q =
∑
bi∂
i one proves by direct calculation that
Resz(Pe
xz)(Qe−xz) = ResPQ∗ =
∑
i+j=−1
(−)jaibj (52)
(recall that Res = Res∂) . Now (51) follows:
Resz ∂
mψ(t, z)ψ∗(t, z) = Resz ∂
m(Weξ(t,z)) (W ∗)−1e−ξ(t,z)
= Resz (∂
m ◦Wexz) (W ∗)−1e−xz = Res ∂m◦WW−1 = Res ∂m = 0 . (53)
Conversely, (16) can be derived from (50). In brief: given ψ, we reconstruct W by
(42), define L by (44), show that Lψ = zψ and (∂n−Bn)ψ = (∂n−L
n+Ln−)ψ = e
ξO(z−1) .
But, due to Resz(∂n−Bn)ψ(t, z) ·ψ
∗(t′, z) = 0 , this implies (∂n−Bn)ψ = 0 (it is shown by
setting t′ = t after differentiating by t′ 0, 1, . . . times). Thus, bilinear identities (46), (50)
turn out to be equivalent to entire KP hierarchy (11). We shall see below that bilinear
relations of this kind are naturally interpreted within the fermionic representation of the
τ and Baker functions.
Fermionic Fock space
Remarkably, central objects of the KP hierarchy considered above (Baker’s and τ -
functions, bilinear equations, and some others) can be represented, and efficiently dealt
with, in the framework of free fermionic picture, via so-called Fermi-Bose correspondence.
This also reveals the underlying group theory structure of integrable hierarchies.
We begin with description of an appropriate fermionic Fock space. Consider an algebra
of the free fermion operators,
[ψm, ψn]+ = [ψ¯m, ψ¯n]+ = 0 , [ψm, ψ¯n]+ = δmn , (54)
with arbitrary integer indices m,n . We shall call ψn (≡ ψ
+
n ) the wedging (or creation) and
ψ¯n (≡ ψ
−
n ) the contraction (or annihilation) operators. Of course, these are generators of
the Clifford algebra:
en = ψn + ψ¯n , en¯ = i(ψn − ψ¯n) , [eα, eβ]+ = 2δαβ . (55)
Let |Ω〉 (fake vacuum) be a state annihilated by each ψ¯n , and | 0〉 (physical vacuum) the
following formal object:
| 0〉 = ψ−1ψ−2 . . . |Ω〉 , ψ¯n|Ω〉 = 0 . (56)
Then
ψn<0| 0〉 = ψ¯n>0| 0〉 = 0 , (57)
and we can interpret the free fermionic operators as follows:
ψn>0 – creation of a particle
ψ¯n>0 – annihilation of a particle
ψ¯n<0 – creation of a hole
ψn<0 – annihilation of a hole
It is also useful to introduce, for any integer m, the vectors
|m〉 = ψm−1ψm−2 . . . |Ω〉 , (58)
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so that
ψn<m|m〉 = ψ¯n>m|m〉 = 0 . (59)
The fermionic Fock space F is spanned by vectors | u〉 which are obtained by application
of a finite number of ψm, ψ¯n operators to | 0〉 . So, |Ω〉 is not in F . We also introduce the
notion of charge to characterize the total number of operators ψ used (in comparison with
the vacuum | 0〉) . Thus, the charges of ψn, ψ¯n and |m〉 are +1,−1 and m , respectively.
Let us now define the fermion fields as the following formal expansions:
ψ(z) =
∑
n
znψn = ψ−(z) + ψ+(z) , ψ−(z) =
∑
n<0
znψn , ψ+(z) =
∑
n>0
znψn , (60)
ψ¯(z) =
∑
n
z−n−1ψ¯n = ψ¯+(z) + ψ¯−(z) , ψ¯+(z) =
∑
n<0
z−n−1ψ¯n , ψ¯−(z) =
∑
n>0
z−n−1ψ¯n ,
[ψ(z) , ψ¯(w)]+ =
∑
n
wnz−n−1 = δ(z − w) , (61)
see (125) for a discussion of this definition of δ-function. We see that the (−) part of a
field corresponds to negative, whereas the (+) part to non-negative powers of z , but a
more deep mnemonic rule is that + corresponds to creation and − to annihilation:
ψ(z)| 0〉 = ψ+(z)| 0〉 , ψ¯(z)| 0〉 = ψ¯+(z)| 0〉 . (62)
The duality (bra vs ket) properties of F are self-evident, if we accept ψn and ψ¯n to
be mutually Hermitean conjugate. We denote 〈0 | . . . | 0〉 by 〈. . .〉 and use 〈m |m〉 = 1 .
Obviously,
〈ψ¯mψn〉 = −〈ψnψ¯m〉+ δmn = δmnθ(n) , θ(n) =
{
1 (n > 0)
0 (n < 0)
(63)
Another useful example of a matrix element is (see (124))
〈ψ(z)ψ¯(w)〉 = 〈ψ¯(z)ψ(w)〉 =
∑
n>0
wnz−n−1 = (z − w)−1w . (64)
The normal product is defined as usual: annihilation (with respect to the physical
vacuum | 0〉) operators should not stand to the left of the creation ones. For ϕ and χ
linear in ψ, ψ¯ , it is
: ϕχ :
.
= ϕ+χ− χϕ− = ϕχ− 〈ϕχ〉 = ϕχ− 〈ϕ−χ+〉 . (65)
In particular,
: ψ¯mψn : = − : ψnψ¯m : = ψ¯mψn − δmnθ(n) . (66)
Now we introduce a bilinear current
J(z) = : ψ(z)ψ¯(z) : =
∑
n
z−n−1Jn , Jn =
∑
m
: ψmψ¯n+m : (67)
In fact, the normal ordering is effective only for J0 :
J0 =
∑
m>0
ψmψ¯m −
∑
m<0
ψ¯mψm . (68)
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The following holds:
(Jn)
+ = J−n , J0|m〉 = m|m〉 , Jn>0|m〉 = 0 , (69)
so that J0 measures the charge. The last equality in (69) is not surprising because Jn>0
effectively shifts particles by n positions down, which is clearly impossible in a ‘filled’
state |m〉 . Moreover, for any Fock vector | u〉 and sufficiently large n ,
Jn| u〉 = 0 (n≫ 0) . (70)
Further,
[Jn, ψm] = ψm−n , [Jn, ψ¯m] = −ψ¯m+n , (71)
[Jn, ψ(z)] = z
nψ(z) , [Jn, ψ¯(z)] = −z
nψ¯(z) . (72)
At last, the commutator of the current components has a typical bosonic form:
[Jm, Jn] = [Jm,
∑
k>0
ψkψ¯n+k −
∑
k<0
ψ¯n+kψk]
=
∑
k>0
(ψk−mψ¯n+k − ψkψ¯n+m+k)−
∑
k<0
(−ψ¯n+m+kψk + ψ¯n+kψk−m)
=
−1∑
l=−m
(ψlψ¯l+n+m + ψ¯l+n+mψl) = mδm,−n . (73)
The current J(z) contains infinite summation. To work with such operators in the
Fock space, we need some special techniques. By definition, any Fock vector is finite in the
following sense: it differs from | 0〉 in a finite number of positions (filled or empty), or, in
other words, the maximum |n| of a position whose status differs from that in | 0〉 , is finite.
When treating Fock vectors as infinite columns (the occupation number representation),
it is clear that a finite vector has only finite number of nonzero components. We are
interested in the operators which send finite vectors to finite. These are described by so-
called finite matrices, which obey Aij = 0 for |i− j| ≫ 0 (so a finite matrix may actually
have infinite number of nonzero elements). Multiplication (and commutation) operations
respect finiteness.
Now consider a class of operators in F of the form
XA =
∑
mn
Amn : ψmψ¯n : (74)
with A finite. Such operators carry zero charge, and send Fock vectors to Fock vectors:
normal ordering cuts off the regions n≫ 0 and m≪ 0 , and finiteness of A completes the
job. For instance,
Jn = XAn , (An)mk = δk,n+m . (75)
One easily deduces
[XA, ψn] = Amnψm , [XA, ψ¯n] = −Anmψ¯m , (76)
and
[XA, XB] = X[A,B] + ω(A,B) (77)
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where the 2-cocycle
ω(A,B) = −ω(B,A) =
∑
ij
AijBji(θ(j)− θ(i)) (78)
is well defined for finite A and B . For example,
ω(Am, An) = mδm,−n . (79)
Thus we come to a centrally extended Lie algebra
gl∞ = {XA} ⊕ C . (80)
Really, the basic commutator
[ψmψ¯n, ψpψ¯q] = δpnψmψ¯q − δqmψpψ¯n (81)
copies the commutator of the (gl)-generators (Emn)ij = δimδjn .
The corresponding Lie groupG (a subgroup of the Clifford group) consists of invertible
elements g of the Clifford algebra obeying
gV g−1 ⊂ V , gV¯ g−1 ⊂ V¯ , (82)
with V being a linear space spanned by ψn and V¯ by ψ¯n . Its connected subgroup con-
taining unity is formed by the elements of the type exp(XA) .
Consider as an example the Clifford algebra generated by [a, a†]+ = 1, aa = a
†a† = 0 .
Its basis is {1, a, a†, a†a} , zero-charge elements are 1 and a†a , whereas V and V¯ are one-
dimensional spaces along a and a†, respectively. The elements of the group of our interest
are
α(1 + βa†a) with α 6= 0 , β 6= −1 . (83)
Namely,
(1 + βa†a)−1 = (1−
β
1 + β
a†a) . (84)
For β > −1 elements (83) admit exponential form due to
eγa
†a = 1 + (eγ − 1)a†a , (85)
otherwise they don’t, being in the second connected component (without unity).
We claim that any element of the orbit G| 0〉 obeys bilinear relations specific to the
τ -function of the KP hierarchy, and thus is nothing more than a fermionic appearance of
this function. To prove this (and other) statements about the properties of τ and Baker
functions, and to relate their fermionic representations with more conventional ones, we
need to discuss the Fermi-Bose correspondence.
Fermi-Bose correspondence
There is an isomorphism between the fermionic Fock space F and the (bosonic Fock)
space B of polynomials in tn, y, y
−1 . Let us define
H(t) =
∑
n>0
tnJn . (86)
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It is easily seen that
H(t)|m〉 = 0 , [H(t), Jn] = (θ(n)− 1)nt−n . (87)
Further useful properties of H(t) are formulated in terms of ξ(t, z) (30) :
[H(t), ψ(z)] = ξ(t, z)ψ(z) , [H(t), ψ¯(z)] = −ξ(t, z)ψ¯(z) , (88)
and, consequently,
eH(t)ψ(z)e−H(t) = eξ(t,z)ψ(z) , eH(t)ψ¯(z)e−H(t) = e−ξ(t,z)ψ¯(z) . (89)
With the use of Schur polynomials (30) one can also write
eH(t)ψne
−H(t) =
∞∑
m=0
pm(t)ψn−m , (90)
eH(t)ψ¯ne
−H(t) =
∞∑
m=0
pm(−t)ψ¯n+m . (91)
Now, the bosonization map is
B(| u〉)
.
=
∑
m
ym〈m|eH(t)| u〉 . (92)
For any Fock vector | u〉 , B(| u〉) is a polynomial in tn, y, y
−1 , which is identical zero only
for | u〉 = 0 . Clearly, B(|m〉) = ym . Also, if | u〉 carries a definite charge m , only the ym-
term of the sum in (92) survives. Furthermore, if | u〉 is a monomial in ψ, ψ¯ acting upon
| 0〉 , then its Bose-counterpart can be explicitly written in terms of the Schur polynomials.
Really, such a monomial |ϕ〉 is fully characterized by its charge (say, m) and a partition
λϕ which is a finite non-increasing sequence of natural numbers {λ1, λ2, . . .} , indicating
the differences in positions of particles in |ϕ〉 and |m〉 , beginning from the top. A general
formula
B(|ϕ〉) = ym〈m|eH(t)|ϕ〉 = ympλϕ(t) (93)
results from repeated use of (90). The Schur polynomials pλ(t) indexed by partitions are
defined through elementary Schur polynomials (30) as follows (we assume pn<0(t) = 0):
pλ(t) = det(pλi+j−i(t)) , 1 6 i, j 6
∑
k
λk . (94)
For example, the state |ϕ〉 = ψmψm−1|m−2〉 has λϕ = {1, 1} and
pλϕ(t) = det
(
p1(t) p2(t)
p0(t) p1(t)
)
= p21(t)− p0(t)p2(t) . (95)
Let us now derive, for later use, a formula
〈m+1|ψ(z)|ϕ〉 = zmpλϕ({−
1
nzn
}) = zm〈m|e−H({
1
nzn
})|ϕ〉 . (96)
To produce a nonzero contribution, a monomial |ϕ〉 (of charge m) should be equal to
|m〉 , or display exactly one vacancy (hole) in its ‘body’ to be filled in by some ψn from
ψ(z) . Namely (N = 0, 1, 2, . . .)
|ϕ〉 = ψmψm−1 . . . ψm−N+1|m−N〉 ⇒ 〈m+1|ψ(z)|ϕ〉 = (−)
Nzm−N . (97)
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In other words, a partition λϕ may contain only 1’s. To compute the corresponding
determinant in (94), observe that
∞∑
n=0
pn({−
1
mzm
})wn = exp (−
∞∑
n=1
wn
nzn
) = exp ln(1−
w
z
) = 1−
w
z
, (98)
so
p1({−
1
mzm
}) = −
1
z
, pn({−
1
mzm
}) = 0 for n > 2 . (99)
Now the determinants in pλϕ in eq. (96) are easily evaluated. They either agree with
(97), for appropriate |ϕ〉, or vanish due to (99), in both cases verifying (96). Due to |ϕ〉
being arbitrary monomial we, in fact, have proved the following useful formula:
〈m|ψ(z) = zm−1 〈m−1|e−H({
1
nzn
}) . (100)
Analogously, one derives
〈m|ψ¯(z) = z−m−1 〈m+1|eH({
1
nzn
}) . (101)
Let us now proceed with bosonization of various fermionic operators. From (87), due
to 〈m|J0 = m〈m| , 〈m|Jn<0 = 0 , we obtain
B(J0| u〉) = y∂yB(| u〉) (102)
(hence, qJ0 bosonizes to the operation y → qy, i.e., B(qJ0| u〉)(t, y) = B(| u〉)(t, qy)), and
B(Jn| u〉) = ∂nB(| u〉) , B(J−n| u〉) = ntnB(| u〉) (n > 0) . (103)
One concludes that components of the current J(z) are represented in B as follows (n > 0) :
J0 ∼ y∂y = ∂ln y , Jn ∼ ∂n , J−n ∼ ntn , (104)
which completely agrees with their commutation rules (73).
It appears useful to introduce in F an operator Y which augments charge by one and
bosonizes to multiplication by y: B(Y | u〉) = yB(| u〉) . This is achieved via the definition
Y ψn = ψn+1 Y , Y
+ = Y −1 (105)
that leads to the following relations:
Y ψ¯n = ψ¯n+1Y , Y |m〉 = |m+ 1〉 , 〈m| Y = 〈m− 1| , (106)
[Jn, Y ] = 0 (n 6= 0) , [J0, Y ] = Y , q
J0Y = q Y qJ0 . (107)
Taken in the form [J0 , lnY ] ∼ [∂ln y , ln y] = 1 , this suggests to interpret lnY as a creation
and J0 as an annihilation operator.
Now we are in a position to bosonize fermion fields.
B(ψ(z)| u〉) =
∑
m
ym〈m|eH(t)ψ(z)| u〉 = eξ(t, z)
∑
m
ym〈m|ψ(z)eH(t)| u〉
= eξ(t, z)
∑
m
ymzm−1〈m−1|eH({tn−
1
nzn
})| u〉 = eξ(t, z)e−ξ(∂˜, z
−1)
∑
m
ymzm−1〈m−1|eH(t)| u〉
= eξ(t, z)e−ξ(∂˜, z
−1)y
∑
m
(zy)m〈m|eH(t)| u〉 = eξ(t, z)e−ξ(∂˜, z
−1) y zy∂yB(| u〉) . (108)
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Performing a similar calculation for ψ¯ we conclude that
ψ±(z) ∼ e±ξ(t, z)e∓ξ(∂˜, z
−1) y±1 z±y∂y = e±
∑
n>0 z
ntn e∓
∑
n>0
∂n
nzn y±1 z±y∂y . (109)
In view of the bosonized form of Jn , this implies
ψ±(z) = exp(±
∞∑
m=1
zm
m
J−m) exp(∓
∞∑
n=1
Jn
nzn
) Y ±1 z±J0 (110)
and may be considered as properly ordered bosonic counterpart of :e±ϕ(z) : with
ϕ(z) =
∑
n 6=0
Jn
−n
z−n + J0 ln z + lnY ,
d
dz
ϕ(z) = J(z) . (111)
Clearly, in our derivation (108) of the bosonization formulas (109),(110) for the fermion
fields, the relations (100),(101) play the crucial role. It should be noted that the inverted
calculation, i.e., deducing (100),(101) from (110), is even simpler. So, in principle, all
the construction could be started with deriving (110) from the ‘first principles’: namely,
from the commutators (72). For example, the fermionic counterpart of e−ξ(t,z)ψ(z) eξ(∂˜, z
−1)
proves to commute with Jn for n 6= 0 and is thus equal to Y f(z, J0) (because in B this
means commutativity with tn and ∂n , and, as a result, independence of both) . A function
f is found (say, using 〈m+ 1|ψ(z)|m〉 = zm) to be zJ0 , which justifies (110).
Exponential operators like those encountered in (109) and (110) ,
V α(z) = exp(α
∑
n>0
zntn) exp(−α
∑
n>0
∂n
nzn
) yα zαy∂y (112)
as well as their F-counterparts, are known as vertex operators. Of course, ψ±(z) ∼ V ±1(z) .
From (107) and the well-known identity
[a, b] = λ ∈ C =⇒ eaeb = eλebea (113)
we find zαy∂y yβ = zαβ yβ zαy∂y ,[
−α
∞∑
m=1
∂m
mzm
, β
∞∑
n=1
wntn
]
= −αβ
∞∑
n=1
wn
nzn
= αβ ln(1−
w
z
) ,
exp(−α
∞∑
m=1
∂m
mzm
) exp(β
∞∑
n=1
wntn) =
(z − w)αβw
zαβ
exp(β
∞∑
n=1
wntn) exp(−α
∞∑
m=1
∂m
mzm
) ,
and finally obtain
V α(z) V β(w) = (z − w)αβw :V
α(z) V β(w) :
= (z − w)αβw e
αξ(t, z)+βξ(t, w) e−αξ(∂˜, z
−1)−βξ(∂˜, w−1) yα+β(zαwβ)y∂y . (114)
Let us consider some particular cases. Using (114) for α = 1, β = −1 together with
an identity (z − w)−1w − (z − w)
−1
z = δ(z − w) (see (131) ) , one easily checks (61) :
[ψ(z) , ψ¯(w)]+ ∼ e
ξ(t, z)−ξ(t, w)e−ξ(∂˜, z
−1)+ξ(∂˜, w−1) (
z
w
)y∂y ((z−w)−1w +(w−z)
−1
z ) = δ(z−w) .
Analogously, one can verify that, for example,
ψ(z)ψ(w) ∼ (z − w) eξ(t, z)+ξ(t, w)e−ξ(∂˜, z
−1)−ξ(∂˜, w−1)y2 (zw)y∂y (115)
is manifestly antisymmetric, as it should be due to fermionic nature of ψ .
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KP hierarchy via free fermions
Now we are to justify our claim that any g ∈ G is the fermionic counterpart of a
τ -function, i.e., of some solution of the (bilinear identities of) KP hierarchy. Namely,
we offer the following bosonized expressions as candidates for the role of τ and Baker
functions:
τ(t) ≡ τ(t; g) = 〈0|eH(t)g| 0〉 , (116)
ψ(t, z) =
〈1|eH(t)ψ(z)g| 0〉
τ(t; g)
, (117)
ψ∗(t, z) =
〈−1|eH(t)ψ¯(z)g| 0〉
τ(t; g)
. (118)
To begin with, we check the relation (38) using (89) and (100) :
〈1|eH(t)ψ(z)g| 0〉 = eξ(t,z)〈1|ψ(z)eH(t)g| 0〉 = eξ(t,z)〈0|eH(t)−H({
1
nzn
})g| 0〉
= eξ(t,z)〈0|eH({tn−
1
nzn
})g| 0〉 = eξ(t,z) τ({tn −
1
nzn
}) . (119)
Similarly, using (101) serves to confirm (49) .
Since the proper relations between the τ and Baker functions are thus verified, it
suffices to check the bilinear identity in the form (50) :
Resz 〈1|e
H(t)ψ(z)g| 0〉 〈−1|eH(t
′)ψ¯(z)g| 0〉 =
∑
n
〈1|eH(t)ψng| 0〉 〈−1|e
H(t′)ψ¯ng| 0〉
=
(
〈1|eH(t) ⊗ 〈−1|eH(t
′)
)∑
n
ψng| 0〉 ⊗ ψ¯ng| 0〉 . (120)
But any element | u〉 = g| 0〉 of the orbit G| 0〉 obeys a bilinear relation
Resz ψ(z)| u〉 ⊗ ψ¯(z)| u〉 =
∑
n
ψn| u〉 ⊗ ψ¯n| u〉 = 0 (121)
which is readily shown in the infinitesimal form g = eXA ≈ 1 +XA with the help of (76) :
∑
n
ψng| 0〉 ⊗ ψ¯ng| 0〉 ≈
∑
n
(ψn| 0〉 ⊗ ψ¯n| 0〉+ ψnXA| 0〉 ⊗ ψ¯n| 0〉+ ψn| 0〉 ⊗ ψ¯nXA| 0〉)
= (id⊗ id +XA ⊗ id + id⊗XA)
∑
n
ψn| 0〉 ⊗ ψ¯n| 0〉 = 0 (122)
because for any n one of ψn, ψ¯n must be an annihilation operator. The bilinear identity
(50) is thus proved. Its another version (46), in terms of the τ -function, follows from
(121) through the bosonization of fermion fields.
Of course, the orbit G| 0〉 provides a great supply of solutions of bilinear identities
(hence, of the KP hierarchy). The simplest one is τ = 1 which corresponds to the vacuum
state itself. Further, any zero-charged monomial |ϕ〉 (see (93)) lies in (a completion of) the
orbit, therefore all Schur polynomials pλϕ(t) are solutions. Another important class of (N -
soliton) solutions is produced by the (repeated) action of exponents of vertex operators,
related to quadratic combinations of the Fermi fields, upon 1.
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II. VERTEX ALGEBRAS
Formal distributions and locality
Vertex algebras encode mathematical content of 2-dimensional conformal quantum
field theory (CFT2). Roughly speaking, chiral quantum fields depending on a single
complex variable z are replaced by operator-valued formal power series in an abstract
variable z . We begin with a brief exposition of the corresponding formalism.
Formal power series of the following type (m, n ∈ Z , an, am,n ∈ A),
a(z) =
∑
n
an
zn+1
, a(z, w) =
∑
m,n
am,n
wm+1 zn+1
, (123)
are called A-valued formal distributions in one, two, or more indeterminates z, w, ... . We
can freely multiply formal distributions by polynomials, but a product of two distributions
in the same variable(s) is not generally defined. Also, there is a problem in treating
negative powers of (z − w) etc. as formal distributions. To do it unambiguously, we will
use (when needed) the notation like
(z − w)nw
.
=
∑
k>0
(−)k
(
n
k
)
wkzn−k , (z − w)nz
.
=
∑
k>0
(−)n+k
(
n
k
)
wn−kzk (124)
which indicates, in positive powers of what variable (w or z in this case) the expansion is
performed. So, e.g., (z − w)nw is analogous to (z − w)
n
|z|>|w| in terms of complex plane.
Of crucial importance in the present formalism is the δ-function:
δ(z − w) = δ(w − z) =
∑
n
wnz−n−1 = . . .+
z
w2
+
1
w
+
1
z
+
w
z2
+ . . . . (125)
It exhibits standard-looking properties
f(z) δ(z−w) = f(w) δ(z−w) , (z−w) δ(z−w) = 0 , Reszf(z) δ(z−w) = f(w) (126)
where Resz stands for a coefficient of z
−1 , being an analog of (2pii)−1
∮
dz on a complex
plane. Note Resz◦∂z = 0 . Evidently, the definition (125) mimics the well-known formulas
like δ(x− y) =
∑
n e
in(x−y) =
∑
n(e
ix)n(eiy)−n .
Useful relations with the derivatives of the δ-function are listed below:
1
n!
∂nw δ(z − w) =
(−)n
n!
∂nz δ(z − w) =
∑
m
(
m
n
)
wm−nz−m−1 (n > 0) (127)
(z − w)m ∂nw δ(z − w) = 0 (m > n > 0) (128)
(z − w)m
1
n!
∂nw δ(z − w) =
1
(n−m)!
∂n−mw δ(z − w) (0 6 m 6 n) (129)
Resz f(z) ∂
n
w δ(z − w) = ∂
n
w f(w) , Resz
(z − w)m
n!
∂nw δ(z − w) = δm,n (m,n > 0)
(130)
The following formula may also be of some use:
(z − w)−nw − (z − w)
−n
z =
1
(n− 1)!
∂n−1w δ(z − w) (n > 0) . (131)
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Another principal notion here is locality. For the (most important) case of two vari-
ables the locality condition is
(z − w)na(z, w) = 0 (n > N > 0) . (132)
It imposes severe restrictions on a(z, w) . Consider first the simplest case
(z − w) b(z, w) = 0 ⇒ bm+1,n = bm,n+1
⇒ b(z, w) = c(w) δ(z − w) , c(w) = Reszb(z, w) . (133)
If now only (z − w)2a(z, w) = 0 , we consecutively find that
(z − w) a(z, w) = c1(w) δ(z − w) ≡ c1(w) (z − w) ∂wδ(z − w) ,
c1(w) = Resz(z − w) a(z, w) ,
a(z, w)− c1(w) ∂wδ(z − w) = c0(w) δ(z − w) ,
c0(w) = Resz[a(z, w)− c1(w) ∂wδ(z − w)] = Resza(z, w)
and, therefore,
a(z, w) = c0(w) δ(z − w) + c1(w) ∂wδ(z − w) . (134)
By induction, using (129) and (130) , we show that (z − w)na(z, w) = 0 entails
a(z, w) =
n−1∑
m=0
cm(w)
1
m!
∂mw δ(z − w) , cm(w) = Resz(z − w)
ma(z, w) . (135)
It is easily seen from (133) or (135) that a local formal distribution should contain in-
finitely many nonzero terms of positive and negative degree in both variables, otherwise
it is identically zero. It is also clear that a(w, z), ∂za(z, w), ∂wa(z, w), f(z) a(z, w) and
f(w) a(z, w) are local if a(z, w) is.
One interesting example of a local distribution is provided by the product of two series
with all unity coefficients:
(
∑
n
z−n−1)(
∑
m
w−m−1) = δ(z − 1) δ(w − 1) = δ(z − w) δ(w − 1) (136)
(setting one argument of δ-function to a nonzero number makes sense) .
One can verify (directly, or by induction) the following analog of the Taylor formula:
[f(z)−
N∑
n=0
(z − w)n
n!
∂nw f(w) ] ∂
N
w δ(z − w) = 0 . (137)
It is precisely in this way we may consider an expression inside square brackets in (137)
as something of the order (z − w)N+1 .
The following formulas with binomial coefficients are widely used in the calculations
performed (or implicitly meant) in the present text:(
−n− 1
m
)
= (−)m
(
n+m
m
)
(m > 0) ,
(
n
m
)
= 0 (m > n > 0) , (138)
n∑
k=m
(−)k
(
n
k
)(
k
m
)
= (−)nδm,n ,
n∑
k=0
(−)kkm
(
n
k
)
= (−)n n! δm,n , (n > m > 0)
(139)
n∑
k=0
(−)k
(
n
k
)(
p− k
m
)
=
(
p− n
m− n
)
,
n∑
k=0
(−)k
(
n
k
)(
p + k
m
)
= (−)n
(
p
m− n
)
(140)
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Operator product expansion
A single-variable formal distribution a(z) is called a field on a vector space V if an are
operators on V , and for any v ∈ V a series a(z) v contains only finitely many negative
powers of z . In other words, anv = 0 for n > N(v) . Fields a and b are called (mutually)
local if for some N(a, b) > 0
(z − w)N [a(z), b(w)] = 0 . (141)
In what follows, we assume all fields to be pairwise local.
For each n ∈ Z , an important notion of n-product of two fields a and b is introduced
as follows:
(anb)(w) =
∑
m
(anb)m
wm+1
, (anb)m
.
=
∑
k>0
(−)k
(
n
k
)
(an−kbm+k − (−)
nbm+n−kak) . (142)
It is seen from (142) that (anb)(w) is also a local field, because for given n and v (or c(z))
we are able to find such N that (anb)mv = 0 (resp. (anb)mc = 0) for m > N .
Let us discuss the definition of the n-product in more details. For n > 0 it is equal to
(anb)(w) = Resz(z − w)
n[a(z), b(w)] . (143)
Locality condition (141) implies (anb)(w) = 0 (n > N) and, due to (135),
[a(z), b(w)] =
N−1∑
n=0
(anb)(w)
1
n!
∂nwδ(z − w) . (144)
Therefore, a commutator of local fields and (a finite number of) their n-products with
non-negative n are closely related. This is also seen at the component level (n > 0) :
(anb)m =
n∑
k=0
(−)k
(
n
k
)
[an−k, bm+k] , [ap, bq] =
∑
k>0
(
p
k
)
(akb)p+q−k (145)
(the second sum is also finite due to locality) .
A special case n = −1 corresponds to the normal (or normally ordered) product,
(a−1b)m =
∑
k<0
akbm−k−1+
∑
k>0
bm−k−1ak ⇒ (a−1b)(w) = :a(w)b(w) : ≡ :ab : (w) , (146)
where
:a(z)b(w) :
.
= a+(z)b(w) + b(w)a−(z) , a+(z) =
∑
n<0
an
zn+1
, a−(z) =
∑
n>0
an
zn+1
. (147)
Usually a+(z) is said to contain creation and a−(z) annihilation operators. We can now
verify that the following general formula for negative n agrees with the definition (142) :
(anb)(w) =
1
(−n− 1)!
:∂−n−1a(w) · b(w) : (n < 0) (148)
There also exists a universal form of the n-product definition:
(anb)(w) = Resz
(
a(z)b(w)(z − w)nw − b(w)a(z)(z − w)
n
z
)
. (149)
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Remarkably, n-products play the role of coefficient functions of the operator product
expansion (OPE). In CFT2 , the latter is formulated for the radially ordered products
R a(z) b(w)
.
=
{
a(z) b(w) |z| > |w|
b(w) a(z) |w| > |z|
(150)
Within the present formalism, OPE relations are expressed in terms of the definitions
(124) :
a(z) b(w) =
∑
n
(anb)(w)
(z − w)n+1w
, b(w) a(z) =
∑
n
(anb)(w)
(z − w)n+1z
(151)
or, equivalently,
a(z) b(w) =
N−1∑
n=0
(anb)(w)
(z − w)n+1w
+ :a(z) b(w) : (152)
b(w) a(z) =
N−1∑
n=0
(anb)(w)
(z − w)n+1z
+ :a(z) b(w) : (153)
:a(z) b(w) : =
∑
n>0
(a−n−1b)(w) (z − w)
n (154)
Eqs. (154) and (151) are to be read not literally, but in the sense of Taylor’s expansion
(137), its coefficients given by (148) . At the same time, (152) and (153) are derived from
(131) and
a(z) b(w) − :a(z) b(w) : = [a−(z), b(w)] , (155)
b(w) a(z) − :a(z) b(w) : = [b(w), a+(z)] (156)
by extracting negative and non-negative powers, respectively, from the z-expansion of
(144) , and are identically true. We see that a singular part of OPE is given by n-products
with non-negative n , or by the commutator of fields.
It seems to be instructive to rewrite this derivation of OPE using the CFT2 language.
Let R a(z) b(w) =
∑
n ϕn(w)(z − w)
−n−1 . Then
ϕn(w) = Resz−w
(
(z − w)nR a(z) b(w)
)
=
1
2pii
∮
w
dz(z − w)nR a(z) b(w) =
1
2pii
(∮
|z|>|w|
dz −
∮
|z|<|w|
dz
)
(z − w)nR a(z) b(w)
=
1
2pii
∮
dz
(
a(z) b(w) (z − w)n|z|>|w| − b(w) a(z) (z − w)
n
|z|<|w|
)
= Resz
(
a(z) b(w) (z − w)n|z|>|w| − b(w) a(z) (z − w)
n
|z|<|w|
)
= (anb)(w) . (157)
It should be noted that from (142) and (145) (i.e., from the definition of the n-product
plus the locality condition), the following useful formula (Borcherds identity) can be
deduced. Namely, for l, m, n ∈ Z , and a, b, c being fields, the following relations hold:
∑
k>0
(
m
k
)
(al+kb)m+n−kc =
∑
k>0
(−)k
(
l
k
)(
am+l−k(bn+kc)− (−)
lbn+l−k(am+kc)
)
. (158)
In CFT2 , it’s common practice to construct composite operators as normal products
of two (or more) fields. To find then the OPE relations with these composite fields, the
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so-called Wick formulas are used. In the present formalism the latter are obtained from
(158) , or (145) , and look like
an(b−1c) = b−1(anc) +
∑
k>0
(
n
k
)
(akb)n−k−1c . (159)
Vertex algebras
A vertex algebra consists of a vector space V (whose elements are called ‘states’), a
vacuum state Ω ∈ V , and a ‘state-field correspondence’ linear map Y which associates
a field a(z) ≡ Y (a, z) =
∑
n anz
−n−1 (vertex operator) to each a ∈ V in such a way
that Y (anb, z) = (anb)(z) are given by (142), all fields are mutually local (anb=0 for
n > N(a, b)) , and Y (Ω, z) is equal to unity (Ωn = δn,−1 1) . In addition, a shift operator
D is defined on V by (Da)(z)
.
= ∂za(z) . Note that an expression anb is used here in two
meanings: it denotes a state (an element in V obtained by the action of the operator an
upon b ∈ V ), and serves simultaneously as a name of the field (anb)(z) (associated to this
state via the map Y ) , which is exactly the n-product of two fields a(z) and b(z) .
Now let us study the consequences of the above definitions. Due to locality of vertex
operators, we may use not only (142) , but also Borcherds’ relation (158) . Evidently,
a−1Ω = a , an Ω = 0 (n > 0) , DΩ = 0 , (Da)n = −nan−1 . (160)
Further, for k > 0 ,
(Dka)n = (−)
k k!
(
n
k
)
an−k , a−k−1 =
1
k!
(Dka)−1 ⇒ Y (a, z) Ω = e
zDa . (161)
Using (158) with m = 0, n = −2, c = Ω , we obtain D(alb) = (Da)lb+ al(Db) , whence
[D, an] = (Da)n = −nan−1 ⇒ [D, Y (a, z)] = Y (Da, z) = ∂zY (a, z) . (162)
As an immediate generalization we find
ezDY (a, w)e−zD = Y (ezDa, w) = Y (a, w + z)z . (163)
For m = −1, n = 0, c = Ω formula (158) yields a so-called skew symmetry property
bla =
∑
k>0
(−)l+k+1
k!
Dk(al+kb) ⇒ Y (b, z) a = e
zD Y (a,−z) b . (164)
The OPE relation assumes here the following form:
Y (a, z)Y (b, w) = Y (Y (a, z − w)w b, w) , Y (b, w)Y (a, z) = Y (Y (a, z − w)zb, w) . (165)
If V = ⊕k>0Vk is a graded space equipped with a vertex algebra structure (so that
Ω ∈ V0 , D : Vk → Vk+1 , all an homogeneous), one usually renumbers the components of
the field a(z) with a ∈ V∆ in such a way (shifting index n→ n−∆+ 1) that
a(z) =
∑
n
an z
−n−∆, a−n : Vk → Vk+n , a−∆Ω = a , anΩ = 0 (n > −∆) . (166)
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As the famous example, the Virasoro algebra with central charge c can be reconstructed
in this way from a single ‘conformal’ vector ω ∈V2 :
ω(z) ≡ Y (ω, z) =
∑
n
ωn z
−n−1 ≡ T (z) =
∑
n
Ln z
−n−2 (ωn = Ln−1) , (167)
L−2 Ω = ω , L−1 = D , L0 a = ∆ a (a ∈ V∆) , L1 ω = 0 , L2 ω =
c
2
Ω . (168)
These definitions prove to be consistent, agree with (158) , and ultimately result in
[Lm, Ln] = (m− n)Lm+n +
c
12
m(m2 − 1) δn,−m , (169)
RT (z) T (w) =
c
2
(z − w)−4 + 2 (z − w)−2 T (w) + (z − w)−1 ∂ T (w) + . . . . (170)
Free fermions
Below we describe the (Sugawara-like) construction of a conformal vector as a bilinear
combination of ‘more elementary’ objects: in this (simplest) case, neutral fermions. The
corresponding vertex algebra is generated by the vacuum state Ω and one more vector φ
subject to
φ0φ = Ω , φnφ = 0 (n > 0) . (171)
This exactly corresponds to
φ(z) =
∑
n
φn z
−n−1 , [φm, φn]+ = δm+n,−1 , φ(z)φ(w) ∼
1
(z − w)w
. (172)
Since φ(z) is a fermionic field, we deal with anticommutators instead of commutators,
and all formulas like (142), (145), and so on, should be modified accordingly.
Let us now introduce a vector
ω
.
=
1
2
φ−2φ ≡
1
2
(Dφ)−1φ ≡
1
2
φ−2φ−1Ω (173)
which is to be recognized as a conformal one. Eq. (159) yields
φ0ω = −
1
2
Dφ , φ1ω =
1
2
φ , φnω = 0 (n > 1) (174)
and (164) then gives
ω0φ = Dφ , ω1φ =
1
2
φ , ωnφ = 0 (n > 1) (175)
Analogously, we come to
ω0Dφ = D
2φ , ω1Dφ =
3
2
Dφ , ω2Dφ = φ , (176)
and, finally, to
ω0ω = Dω , ω1ω = 2ω , ω3ω =
1
4
Ω (177)
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(only nonzero terms are displayed). So ω (173) is a genuine conformal vector, with central
charge c = 1/2 , and φ a primary element of conformal weight ∆ = 1/2 (that means
literally (175)) , with the OPE as follows:
ω(z)φ(w) =
φ(w)
2(z − w)2w
+
∂φ(w)
(z − w)w
+ . . . , (178)
ω(z)ω(w) =
1
4(z − w)4w
+
2ω(w)
(z − w)2w
+
∂ω(w)
(z − w)w
+ . . . . (179)
Note that in this case, unlike (166) and (167), we prefer not to shift indices of the field
components in (172).
As for the vertex algebra as a whole, it is spanned, according to the Pauli principle,
by the (finite) monomials of the form
. . . φim−m . . . φ
i1
−1Ω (m > 0, im = 0, 1) . (180)
The second equality in (145) gives
[ω0, φn] = (Dφ)n = −nφn−1 , [ω1, φn] = (−
1
2
− n)φn , (181)
and one readily verifies that
ω0a = Da , ω1a = ∆a (182)
for any a of the type (180) , in accordance with the definition (168) of conformal vector.
Let us now proceed with a slightly more involved example related to charged fermions.
Here the vertex algebra is generated by the vacuum state Ω and two fermionic (odd) states
ψ+ (≡ ψ) and ψ− (≡ ψ¯) subject to
ψ+0 ψ
− = ψ−0 ψ
+ = Ω , ψ+0 ψ
+ = ψ−0 ψ
− = ψ±n ψ
± = ψ±n ψ
∓ = 0 (n > 0) (183)
or, in other words (note renumbering ψ+n w.r.t. (60) ) ,
ψ±(z) =
∑
n
ψ±n z
−n−1 , [ψ±m, ψ
±
n ]+ = 0 , [ψ
±
m, ψ
∓
n ]+ = δm+n,−1 , (184)
ψ±(z)ψ±(w) ∼ 0 , ψ+(z)ψ−(w) ∼ ψ−(z)ψ+(w) ∼
1
(z − w)w
. (185)
Now we can construct a bilinear (bosonic) current (67)
J = ψ+−1ψ
− = ψ+−1ψ
−
−1Ω (186)
and, for arbitrary complex number λ , a conformal vector
ωλ =
1
2
J−1J + (
1
2
− λ)DJ = (1− λ)ψ+−2ψ
− + λψ−−2ψ
+ = [(1− λ)ψ+−2ψ
−
−1 + λψ
−
−2ψ
+
−1]Ω .
(187)
We will see that ψ+ and ψ− are primary states of conformal weights λ and 1− λ , respec-
tively, whereas J has ∆ = 1 and becomes primary only for λ = 1/2 (when c = 1).
First, we check that two definitions of ωλ (in terms of J and ψ
±) do agree. Using
(142), (184), and properties of D , we find
J−1J = (ψ
+
−1ψ
−)−1J =
∑
k>0
(ψ+−1−kψ
−
−1+k − ψ
−
−2−kψ
+
k )ψ
+
−1ψ
−
−1Ω = (ψ
+
−2ψ
−
−1 + ψ
−
−2ψ
+
−1) Ω ,
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DJ = (Dψ+)−1ψ
− + ψ+−1Dψ
− = (ψ+−2ψ
−
−1 + ψ
+
−1ψ
−
−2) Ω = (ψ
+
−2ψ
−
−1 − ψ
−
−2ψ
+
−1) Ω ,
which verifies (187) .
Now we are ready to obtain, quite straightforwardly, the n-products (with n > 0),
(anti)commutators, and singular parts of the OPE for ψ±, J and ωλ in all the relevant
combinations (as usual, only nonzero contributions are listed) :
ψ±0 J = ∓ψ
± , J0ψ
± = ±ψ± , [Jm, ψ
±
n ] = ±ψ
±
m+n , (188)
ψ±(z)J(w) ∼ ∓
ψ±(w)
(z − w)w
, J(z)ψ±(w) ∼ ±
ψ±(w)
(z − w)w
, (189)
J1J = Ω , [Jm, Jn] = mδm,−n , J(z)J(w) ∼
1
(z − w)2w
, (190)
ωλ0ψ
± = Dψ± , ωλ1ψ
+ = λψ+ , ωλ1ψ
− = (1− λ)ψ− , (191)
ωλ(z)ψ
±(w) ∼
[1± (2λ− 1)]ψ±(w)
2(z − w)2w
+
∂ψ±(w)
(z − w)w
, (192)
J1ωλ = J , J2ωλ = (1− 2λ) Ω , J(z)ωλ(w) ∼
1− 2λ
(z − w)3w
+
J(w)
(z − w)2w
, (193)
ωλ0J = DJ , ωλ1J = J , ωλ2J = (2λ− 1) Ω , (194)
ωλ(z)J(w) ∼
2λ− 1
(z − w)3w
+
J(w)
(z − w)2w
+
∂J(w)
(z − w)w
, (195)
ωλ0ωλ = Dωλ , ωλ1ωλ = 2ωλ , ωλ3ωλ = (−6λ
2 + 6λ− 1) Ω , (196)
ωλ(z)ωλ(w) ∼
−6λ2 + 6λ− 1
(z − w)4w
+
2ωλ(w)
(z − w)2w
+
∂ωλ(w)
(z − w)w
, (197)
the central charge here being c = −12λ2 + 12λ− 2 = 1− 3(2λ− 1)2 .
Let us now consider an important set of primary states V m (the same as |m〉 in (58) ) :
V m = ψ+−mψ
+
−m+1 . . . ψ
+
−1Ω , V
−m = ψ−−mψ
−
−m+1 . . . ψ
−
−1Ω (m > 0) . (198)
Of course, V 0 = Ω , V ±1 = ψ± . Using (184) and (188), one easily checks that
Jn>0V
m = 0 , J0V
m = mV m , mJ−1V
m = DV m . (199)
The last equality is verified by induction (say, for m > 0) :
J−1V
1 = J−1ψ
+
−1Ω = ψ
+
−2Ω+ ψ
+
−1J = (Dψ
+)−1Ω + ψ
+
−1ψ
+
−1ψ
− = DV 1,
ψ+−m−1J−1V
m = 0 , J−1V
m+1 = ψ+−m−2V
m =
1
m+ 1
[D,ψ+−m−1]V
m =
DV m+1
m+ 1
.
Now, from
ωλn =
1
2
(∑
k<0
JkJn−k−1 +
∑
k>0
Jn−k−1Jk
)
+ (λ−
1
2
)nJn−1 (200)
and, in particular,
ωλ0 =
∑
k>0
J−k−1Jk , ωλ1 =
1
2
J0J0 + (λ−
1
2
)J0 +
∑
k>0
J−kJk , (201)
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we see that
ωλ0V
m = J−1J0V
m = mJ−1V
m = DV m , ωλ1V
m =
(
m2
2
+mλ−
m
2
)
V m . (202)
These relations, together with ωλnV
m = 0 for n> 1, characterize V m as a primary state
of conformal weight (m
2
2
+mλ− m
2
) .
There exists a remarkable representation for the field V m(z) in terms of Jn and an
additional invertible operator Y (previously introduced in (105); not to be confused with
the state-field map itself!) defined by
Y ψ+n = ψ
+
n−1Y , Y ψ
−
n = ψ
−
n+1Y , Y Ω = V
1 =⇒ Y V m = V m+1, V m = Y mΩ . (203)
From
Jn 6=0 =
∑
k
ψ+k ψ
−
n−k−1 , J0 =
∑
k>0
(ψ+−k−1ψ
−
k − ψ
−
−k−1ψ
+
k ) (204)
one immediately concludes that
JnY = Y Jn (n 6= 0) , [J0, Y ] = Y =⇒ [J0, Y
m] = mY m . (205)
A lengthy argument based on the Schur lemma shows that
V m(z) = :emϕ(z) : = Y m exp(−m
∑
n<0
Jn
nzn
) zmJ0 exp(−m
∑
n>0
Jn
nzn
) (206)
(cf. (110) ,(112) ) , where
ϕ(z) = lnY + J0 ln z −
∑
n 6=0
Jn
nzn
, ϕ ′(z) = J(z) . (207)
We treat lnY as a creation operator in accordance with [J0, lnY ] = 1 . Differentiating
V m(z) is in agreement with (199) : ∂zV
m(z) = m : J(z)V m(z) : ≡ m(J−1V
m)(z) .
Another identity stemming from (206) , V m(z) Ω = ezDV m = exp(−m
∑
n<0
Jn
nzn
)V m, is
also valid due to the properties of Schur polynomials.
Virasoro algebra in KdV
The famous Korteweg - deVries (KdV) equation
ut =
1
4
(uxxx + 6uux) (208)
is a (first non-trivial) member of an integrable hierarchy
Ltn = [L
(2n−1)/2
+ , L] (t1 = x , t2 = t) (209)
generated by the Lax operator
L = ∂2 + u , u = u(t, x) , ∂ = ∂x . (210)
The KdV equation corresponds to n = 2 , and so is governed by the M-operator
L
3/2
+ = ∂
3 +
3
2
u∂ +
3
4
ux = ∂
3 +
3
4
(u∂ + ∂ ◦ u) . (211)
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The hierarchy (209) may be also seen as a reduction of the KP hierarchy which reduces
its immense phase space to the (unique) square root of L , with a single unknown function
u :
L1/2 = ∂ +
1
2
u∂−1 −
1
4
ux∂
−2 +
1
8
(uxx − u
2) ∂−3 +O (∂−4) . (212)
The following modified KdV equation (mKdV) is closely related to (208) :
qt =
1
4
(qxxx − 6q
2qx) . (213)
Namely, it is obtained from (208) by the Miura transformation
u = qx − q
2 ⇒ L = ∂2 + u = (∂ − q) (∂ + q) (214)
which sends (208) to
(∂ − 2q) (qt −
1
4
qxxx +
3
2
q2qx) = 0 .
Let us now look at these integrable equations from the Hamiltonian standpoint. Here
ft = {H, f} , {F,G}
.
=
∫
dx dy
δF
δu(x)
{u(x), u(y)}
δG
δu(y)
, (215)
F (u+ εv)
.
= F (u) + ε
∫
dx v(x)
δF
δu(x)
+O(ε2) ⇒
δF
δu(x)
=
∞∑
n=0
(−∂)n
∂F
∂u(n)
, (216)
and u(n) ≡ ∂nu . Assuming locality of the Poisson bracket,
{u(x), u(y)} = −Λ(x) δ(x− y) , (217)
we come to
{G,F} =
∫
dx
δF
δu(x)
Λ(x)
δG
δu(x)
, ut = Λ
δH
δu
. (218)
Hamiltonians Hm of the KdV hierarchy are known to be of the form ∼
∫
dxResLm+
1
2
( Res = Res∂ is a coefficient of ∂
−1) . For example,
H0 =
∫
dx u , H1 =
1
4
∫
dx u2 , H2 =
1
16
∫
dx (2u3 − u2x) . (219)
Moreover, KdV is a bi-Hamiltonian system, possessing (at least) two local Poisson struc-
tures of the type (217) :
Λ1 = 2∂ , Λ2 =
1
2
∂3 + 2u∂ + ux =
1
2
∂3 + u∂ + ∂ ◦ u . (220)
Acting on adjacent Hamiltonians, these two Λ operators produce the same result:
ux ≡ ut1 = Λ1
δH1
δu
= Λ2
δH0
δu
= ux (identity) (221)
ut ≡ ut2 = Λ1
δH2
δu
= Λ2
δH1
δu
=
1
4
(uxxx + 6uux) (KdV) (222)
utm = Λ1
δHm
δu
= Λ2
δHm−1
δu
= m-th member of KdV hierarchy (223)
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It is the (symmetry) properties of the second Poisson bracket provided by Λ2 that
appear to be the main subject of this section. To begin with, we use the Miura transfor-
mation (214) to discover that
Λ2 =
1
2
∂3 + 2u∂ + ux = (∂ − 2q) (−
∂
2
) (−∂ − 2q) . (224)
Then, from (218) and
δu(x)
δq(y)
= (∂x − 2q) δ(x− y) ,
δG
δq(x)
=
∫
dy
δu(y)
δq(x)
δG
δu(y)
= (−∂x − 2q)
δG
δu(x)
we see that −1
2
∂ is nothing but a Poisson structure of mKdV:
{q(x), q(y)} =
1
2
∂xδ(x− y) . (225)
Indeed, the second KdV bracket immediately follows from (225) , (214) and (129) . It is
also readily verified that
qt = −
1
2
∂
δH1(u(q))
δq
=
1
4
(qxxx − 6q
2qx) . (226)
Our next observation is a striking similarity between the Poisson brackets of (m)KdV
and appropriate field commutators in CFT2 . Let us rewrite the second KdV bracket as
{u(x), u(y)} = −(
c
12
∂3x + 2u(x)∂x + ux(x)) δ(x− y) , c = 6 . (227)
Compare (227) and (225) with local commutators of the energy-momentum tensor T and
free bosonic field a (the same as J (190) ) , respectively:
[T (z), T (w)] = −(
c
12
∂3z + 2T (z) ∂z + Tz(z)) δ(z − w) , (228)
[a(z), a(w)] = −∂z δ(z − w) . (229)
Now it looks only natural to mimic the corresponding CFT2 definitions as follows:
u(x) =
∑
n
x−n−2Ln , q(x) =
∑
n
x−n−1an , (230)
to reproduce the Virasoro and Heisenberg algebras, up to inessential overall factors:
{Lm, Ln} = (m− n)Lm+n +
c
12
m(m2 − 1) δn,−m , (231)
{am, an} = −
m
2
δn,−m . (232)
To recall the techniques, we show how to deduce (225) from (232) and (127) :
{q(x), q(y)} =
∑
mn
x−m−1y−n−1{am, an} = −
1
2
∑
m
mx−m−1ym−1
= −
1
2
∂y δ(y − x) =
1
2
∂xδ(x− y) . (233)
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By the way, we have shown that the Miura map (214) is a kind of Sugawara construction:
it builds the stress-tensor-like object u(x) out of the “free scalar field” q(x) .
The first link between the KdV Poisson bracket (227) and the Virasoro algebra is thus
established. Let us try to elaborate it further. Recall that the Virasoro algebra (Vir)
[Lm, Ln] = (m− n)Lm+n +
c
12
m(m2 − 1) δn,−m (234)
can be realized as a centrally extended algebra of vector fields f(z) ∂z on a circle,
[f∂, g∂]
.
= (fg′ − f ′g) ∂ +
c
12
Resz(fg
′′′) , f ′ ≡ ∂f , (235)
with Lm = z
−m+1∂z . Here Resz (coefficient of z
−1) may be thought of as
∮
dz
2pii
, which
we will denote simply by
∫
dz . Note the property Reszf
′ = 0 . Now let us show that in
terms of structure constants of the algebra (235) , the bracket (227) assumes the form
of Lie-Poisson (Kirillov) bracket {λi, λj} = c
k
ijλk . Viewing (235) as an expression for a
component of the commutator in a Lie algebra, like [p, q]k = ckijp
iqj , we may cast it into
functional form, reserving a single discrete index 0 for central terms:
[f, g](x) =
∫
dy dz C(x, y, z)f(y)g(z) , [f, g]0 =
∫
dy dz C0(y, z)f(y)g(z) , (236)
whence
C(x, y, z) = δ(x−z) ∂yδ(y−z)−δ(x−y) ∂zδ(y−z) , C0(y, z) = −
c
12
∂3zδ(y−z) . (237)
Now a functional analog of the Lie-Poisson bracket arises:
{λ(y), λ(z)} = λ0C0(y, z) +
∫
dxC(x, y, z)λ(x) = (
λ0c
12
∂3y + (λ(y) + λ(z)) ∂y) δ(y − z) .
(238)
We assume λ0 = 1 , and observe that the bracket (227) may also be written as
{u(x), u(y)} = −(
c
12
∂3x + (u(x) + u(y))∂x) δ(x− y) (239)
owing to
u(y)∂x δ(x−y) = u(x)∂x δ(x−y)+(y−x)ux ∂x δ(x−y) = (u(x)∂x+ux(x)) δ(x−y) . (240)
Therefore, it is of the Lie-Poisson form.
Lie-Poisson brackets are closely connected with the coadjoint action of a Lie algebra
on its dual. Let us now find a counterpart of the Poisson structure Λ2 (220) in Vir
∗ ,
a dual space to Vir. Proceeding a bit more accurately than above, we denote a general
element of the latter by a pair (f, a) ≡ f∂+ ca , with a being a number, and rewrite (235)
as
[(f, a), (g, b)] = (fg′ − f ′g ,
1
12
Resz fg
′′′) . (241)
Let us also denote the adjoint action of an infinitesimal element (ε, ω) (that is, a commu-
tator [(ε, ω), · ]) simply by δε . Then
ad(ε,ω)(f, a) = (δεf, δεa) , δεf = εf
′ − fε′ = (−f∂ + f ′) ε, δεa =
1
12
Resz f
′′′ε. (242)
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Further, let (λ, α) ∈ Vir∗, α be a number, and the contraction be chosen in the form
〈(f, a) , (λ, α)〉
.
= aα + Resz fλ . (243)
The invariance condition for (243) is
α δεa + a δεα + Resz (λ δεf + fδελ) = 0 . (244)
This implies the following form of the coadjoint action δε(λ, α) ≡ ad
∗
(ε,ω)(λ, α) :
δεα = 0 , δελ = (
α
12
∂3 + 2λ ∂ + λ′) ε . (245)
Thus, Λ2 (220) corresponds (for α = 6) to coadjoint action in Vir
∗. This is in agreement
with our previous observation that the bracket (227) is Lie-Poisson.
Moreover, eq. (245) provides additional evidence of an intimate relation between the
KdV solutions u(x) and the energy-momentum tensor T (z) in CFT2 . Recall the trans-
formation rule of a primary field ϕ(z) of conformal dimension ∆ :
ϕ˜(z˜)(dz˜)∆ = ϕ(z)(dz)∆ , z˜ = z + ε(z) . (246)
For infinitesimal ε , this reads
ϕ˜(z)− ϕ(z) ≃ −(∆ϕ∂ + ϕ′) ε . (247)
Analogous formulas for the stress tensor (which corresponds to ∆ = 2 but is not a primary
field due to an anomaly) look as follows:
T˜ (z˜)(dz˜)2 = T (z)(dz)2 −
c
12
(dz)2 {z˜; z} (248)
with {z˜; z} being the Schwarzian derivative
{f(z) ; z}
.
=
f ′′′
f ′
−
3
2
(
f ′′
f ′
)2
(249)
with the properties
{t; z} (dz)2 = −{z; t} (dt)2 = {t;w} (dw)2 + {w; z} (dz)2 . (250)
In the infinitesimal form,
T˜ (z)− T (z) ≃ −(
c
12
∂3 + 2T∂ + T ′) ε . (251)
Comparing δεf in (242) with (247) , and δελ in (245) with (251) , we see that vector fields
(elements of Vir) belong to ∆ = −1 whereas their duals to ∆ = 2 . Intrinsic duality of ∆
and 1−∆ spaces is well known in CFT2 . It is due to∫
dz f(z)ϕ(z) =
∫
f(z)(dz)1−∆ ϕ(z)(dz)∆ (252)
being a natural invariant contraction.
All the reasoning given above suggests that the KdV solutions u(x) also live in Vir∗ and
so belong to the class ∆ = 2 (with the central charge c = 6) . Probably, the most direct
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evidence of this fact is provided by the following observation. The Lax operator (210)
reveals the covariant properties generalizing (246) with ∆ = 2 ,
L˜(x˜) = ∂2x˜ + u˜(x˜) = (x˜
′)−
3
2 (∂2x + u(x)) ◦ (x˜
′)−
1
2 , x˜′ ≡
dx˜
dx
, (253)
if u transforms abnormally, like a conformal stress tensor:
u˜(x˜)(dx˜)2 = u(x)(dx)2 −
1
2
(dx)2 {x˜; x} . (254)
To show this, one uses
∂2x˜ = ∂x˜ ◦ ∂x˜ = (x˜
′)−1∂x ◦ (x˜
′)−1∂x = (x˜
′)−2∂2x − x˜
′′(x˜′)−3∂x , (255)
∂2x ◦ (x˜
′)−
1
2 = −
1
2
(x˜′)−
1
2 {x˜; x} − x˜′′(x˜′)−
3
2∂x + (x˜
′)−
1
2 ∂2x . (256)
We conclude that not only the Poisson structure Λ2 , but also the Lax operator of the KdV
hierarchy, as well as all its solutions, exhibit apparent features of conformal covariance,
being thus related with certain representations of the Virasoro algebra.
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