A reduction in the concentration of chlorine, which is used as a chemical disinfectant for water in drinking water distribution systems, can be considered to be an index of the progressive deterioration of water quality. In this work, attention is given to the spatial distribution of the residual chlorine in drinking water distribution systems. The criterion for grouping the water-quality parameters normally used is highly subjective and often based on data that are not correctly identified. In this paper, a cluster analysis based on fuzzy logic is applied. The advantage of the proposed procedure is that it allows a user to identify (in an automatic way and without any specific assumption) the zonation of the network and easily calibrate the unknown parameters. An analysis of the correlation between the sampling sites for the residual chlorine has been used to assess the applicability of the procedure.
INTRODUCTION
The quality of the water released in distribution systems can In particular, the bacterial population is generally increasing in the network, both because of the growth of the microorganisms that are initially present in the water or infiltrated from outside, and because of the re-growth phenomena in parts of the network where favorable conditions occur (long hydraulic detention times, nutrient availability, and high temperature) (Lund & Ormerod 
; De Rosa et al. ).
The chlorine, which is often used as water disinfectant, can be regarded as an index of the progressive deterioration of the water quality (Castro & Neves ; Ghinelli ) . In fact, the concentration of chlorine released in the network from the treatment plant is reduced as a result of reactions with inorganic and organic compounds present in the bulk liquid and in the pipe walls (Van der Kooij ; Lu et al.
).
To ensure that a sufficient chlorine concentration (around 0.2 mg/l) is present in every part of the network, booster chlorination facilities can be installed within the network (EPA ). For this reason, it is important to estimate the correct residual chlorine content at nodes (or at specific 'control nodes') of the drinking water distribution network.
To identify locations where the chlorine concentration drops below a certain level or exceeds a given maximum level, the resource manager of the distribution network must be able to predict the spatial distribution of the residual chlorine.
For this purpose, the resource manager should acquire the necessary computational instruments to evaluate the amount of chlorine in every part of the network. To efficiently assist with this management, the simplest model of chlorine decay with sufficient accuracy should be identified (Fisher et al. ) . is transported toward the other end of the pipe. Thus, the law of chlorine decay is described by a combination of first-order kinetics explaining the reactions occurring within the water and in the pipe's walls (Fisher et al. ) .
Most
These kinetics include three parameters (k b , k w , and k f -referred to hereafter as water-quality parameters), which have to be determined using experimental data (Rossman et al. ; Hallam et al. ) .
It should be taken into account that the instantaneous decay rate models for the bulk and wall reactions should be integrated simultaneously (Fisher et The point is that, because the online simulation models require a continuous feed of flow and pressure data from the real networks being simulated, the proper design and management of sensor systems are critical to achieve the necessary level of efficient and reliable operation. Consequently, the limitation of online monitoring is that it depends on the security of the sensor system performance, This paper has to be viewed as an extension of the work by Termini & Viviani () . This paper is organized as follows. First, the simulation model is described. Then, the procedures for clustering and calibrating the water-quality parameters are explained. Finally, the procedure is applied to a sub-network in Palermo City (Italy), and a correlation analysis is used to assess the procedure's performance.
THE SIMULATION MODEL
Simulations The EPANET code includes two modules: a hydrodynamic module, which estimates the flow rate and flow direction in each pipe and the water pressure at each node of the network, and the water-quality module, which simulates the movement and transport of substances in the water under varying conditions.
The hydrodynamic module (EPA ) solves the following system of equations -for each head tank of the network:
-for each pipe i-j and for each node k:
where y s is the water level at node-tank s, q s is the entering flow rate at node-tank s, q ij is the flow rate at a pipe connecting node i to node j, h i is the hydraulic head at node i, A s is the transverse area of node-tank s (which is infinite for the sources), E s is the topographic level of node-tank s, Q k is the water demand at node k, and φ is a function that expresses the relation between the head loss and the flow rate at each pipe. In the present study, the Hazen-William equation has been used as follows:
where d ij , L ij , and ε ij are the diameter, length, and roughness coefficient of the pipes i-j, respectively.
The water-quality module (EPA ) solves as follows -the transport equation for each pipe i-j of the network:
-the mass conservation equation, for each node k:
where c ij is the substance concentration in pipes i-j, which is a function of distance x ij along pipes i-j and of time t; A ij is the cross-section of pipes i-j; V i is the mass of the entering substance at node i; Q si is the flow rate in the reach si; and ϑ is called the 'reaction term' because it combines the decay reactions of the considered substance inside pipes i-j.
In this work, attention is given only to the residual chlorine, which is an excellent parameter for studying the water quality in a distribution system. The EPANET code simulates the water reaction, which determines the chlorine decay caused by its reaction with organic and inorganic substances, neglecting the presence of the pipe; the wall reaction, which is caused by the pipe's deterioration; and the mass transport toward the walls, which depends on the reactions determined by the exchange of mass between the pipe's walls and the flow. The application of the superimposition effects law determines the following reaction term
, which is included in the code:
where Sh is the Sherwood non-dimensional number that depends on the flow regime, D is the molecular diffusivity (equal to 1.21 × 10 9 m 2 /s), r h is the hydraulic radius, and k b and k w are parameters that depend, respectively, on the kinetics developing within the water (bulk decay) and in the pipe's walls (wall decay). From Equation (6), it is clear that the parameter k f is a function of the dimensionless Sherwood number, Sh (which depends exclusively on the hydraulic flow regime), the molecular diffusivity of chlorine in water, D, and the diameter of pipes i-j, d ij . Consequently, k f is uniquely determined once the simulation problem
(1)- (3) is solved. In contrast, parameters k b and k w have to be estimated by using field data.
Thus, it can be concluded that the solution of the hydrodynamic module (1)- (3) 
PARAMETER CALIBRATION Roughness coefficient of pipes
The water pressure in each node and flow rate in each pipe of the network are estimated as the result of the simulation problem (1)-(3) (hydrodynamic module). To obtain reliable results, the parameter ε ij has to be calibrated.
The calibration of parameter ϵ is performed by solving the inverse problem and imposing the following objective function (F.O.):
where h i,m and h i,s , respectively, represent the measured and estimated pressure heads at node i, σ h is the mean square error between the measured and simulated water heads, and n t is the number of nodes controlled by a remote control system. The decision variable of Equation (7) is the unknown parameter ϵ, and the state variables are the measured pressure heads. The optimization problem in Equation (7) is solved by applying the numerical code previously elaborated by Tucciarelli & Termini () . For the simulations performed in the present work, the daily water consumption law for each node is determined by considering the daily variation coefficient reported in Figure 1 .
The daily water consumption law of Figure 1 was determined by applying a stochastic model calibrated in previous studies conducted by Fontanazza et al. (a, 2006b ) by using measured water consumption data collected in three residential buildings in the same network being considered in the present work. The water consumption data were obtained using a volumetric pulse flow meter installed at the building's service connection to the distribution network considered for the application.
However, by installing an automated meter reading (AMR) device on the user's property, it would be possible to track the user's water consumption up to four times daily and to use the real-time data instead of the water consumption law (Figure 1) . Thus, the use of an AMR system would allow a network manager to perform simulations using real-time data on a daily basis.
Water-quality parameters
The calibration of the water-quality parameters, k b and k w , is performed by solving the following optimization problem:
where C i,m and C i,s are, respectively, the measured (for example, by a remote control system) and calculated chlorine concentrations, σ C is the mean square error between the measured and calculated chlorine concentrations, and n m is the number of measurements.
CASE STUDY Characteristics of the network
An analysis has been conducted in the sub-network 'Oretostation' in the city of Palermo (Italy). A plane-view of the network is given in Figure 2 . This network includes 394 HDPE (high-density polyethylene) pipes (with diameters ranging from 110 to 225) and 263 nodes. The network is fed through two inflow pipes with diameters of 500, connecting inflow nodes 1 and 107 to the head reservoir (S. Ciro Basso -54 m a.s.l.). The sub-network is provided with a remote control system that makes it possible to monitor the water pressure (and flow rate) at eight internal nodes (nodes 1, 47, 57, 107, 134, 162, 210, and 248 ) of the network. The chlorine concentration is also recorded through a chlorine residual meter installed at these nodes.
Both the water pressure and the chlorine concentration data were made available by the municipal water service management company (AMAP s.p.a.) for the network. During each campaign, four simultaneous series of measurements were performed, spaced 3 hours apart (i.e., at 09:00, 12:00, 15:00, and 18:00). Finally, a total of 220 measurements was obtained.
Because the examined network is composed of new pipes made of the same material (HDPE), a unique value for the roughness coefficient, ϵ, was assumed for the whole network.
As a result of the optimization problem in Equations (1) and (2), a Hazen-Williams coefficient equal to 140 was obtained.
Application and results
To assess the goodness of the procedure, first, an empirical clustering technique based on the physical and hydraulic characteristics of the network and previously developed by Table 1 . From Table 1 , it should be noted that, although zones 2 and 3 are characterized by the same flow velocity and chlorine concentration variability ranges, two different zones were considered because they were characterized by different pipe diameter distributions.
Then, the calibration of the 'zonated' k w parameters was performed by using the measured chlorine data and solving the optimization problem, Equation (8).
Finally, to investigate the relation between the considered variables (the pipe's diameter and pipe's flow velocity) and parameter k w , the weighted averages of the diameters and flow velocities of the pipes included in the pth zone (the weight was defined on the basis of the water volume in each included pipe), d p and U p , were estimated.
The regression analysis, performed using d p and U p as independent variables, yielded the following relationship (with
where the coefficients α, β, ξ, x, and y have to be determined by using experimental data. For the considered study case: Equation (9) suggests that the spatial distribution of the unknown parameter, k w , could be defined on the basis of this empirical relationship and by using simulated data.
However, it should be clear that the use of Equation (9) is restricted to the data considered in the present work; further data would be necessary to generalize the expression.
Clustering by fuzzy logic and calibration
The empirical clustering procedure previously applied presents two main limitations: (1) the resulting zonation depends on the initial condition (determined by assuming a unique value of k w for the entire network), and (2) As a result of the first application (i.e., by considering the initial empirical partition), four zones for parameter k w were determined. The values of k w , calibrated as the solution of Equation (8), are reported in Table 2 .
Then, the procedure was applied again by considering, as the initial partition, the one determined through a specific 'membership' condition for each pipe of the network. The 'membership' condition was defined by the matrix, U rc (because it is t ¼ 4, r ¼ 1, … , 4 × n; and c ¼ 1, … , nP). For the examined network, it was assumed that nP ¼ 10. Thus, once the matrix is defined, the 'membership' condition for a particular cluster is identified by the maximum value of the degree of 'membership' of each pipe of the network.
As a result of the algorithm application, four zones were identified by grouping clusters 3, 8, and 9; clusters 4, 5, and 6; and clusters 1 and 10 of the initial partition. Then, the calibration of parameter k w (indicated as k w,c ) was performed using Equation (8). Table 2 also reports the final zonation of the network and the value of parameter k w,c determined for each zone. 
CORRELATION ANALYSIS FOR SAMPLING SITES AND VALIDATION
To further verify the zonation determined by applying the aforementioned procedure, the corresponding associations among sampling sites were checked using a correlation analysis.
In fact, the sampling sites with a high correlation coefficient should be included in the same zone of the network (Lee et al. ) . For this purpose, a correlation matrix was generated for all the sampling sites. The terms of the correlation matrix are the correlation coefficients of the chlorine concentration between a sampling site and the other ones. The calculated correlation matrix is shown in Table 5 . The correlation matrix is a squared matrix (21 × 21) with diagonal terms equal to 1.0; the maximum (less than 1.0) value of the correlation matrix has been boxed. Table 5 shows that the sampling sites with a high correlation coefficient (squared) belong to the same zone of the network. Figure 5 reports the final zonation and the positions of the sampling sites.
From Figure 5 , it can be seen that the sampling sites that belong to the same zone are characterized by high values for the correlation coefficient. As an example, sampling sites P5 and P13 have a correlation coefficient equal to 0.98 and belong to the same zone.
Then, the good fit between measured and estimated values of chlorine concentration has been verified and the root mean squared error (σ c,t ) has been used as indicator.
It is as follows:
where N is the total number of measurements considered. The procedure has the option of by-passing the simulation process to determine the water pressure and flow rate at 'control nodes' of the network and applying the water-quality parameter calibration by using real-time measured data. Thus, the advantage of the proposed clustering procedure is that it is a user-friendly, modular system for the dynamic simulation of complex multiple reactions, which may or may not be linked by hydraulic flows.
The application of this procedure to a real-size network determined a zonation of the quality parameter k w that was basically equal to that obtained by considering, as the initial partition, the empirical zonation determined by the empirical relationship between the residual chlorine and the flow velocity.
To assess the procedure, the associations among sampling sites were checked using a correlation analysis. 
