We use long, low-frequency data on prices and interest rates for Canada, Italy, Norway, Sweden, the United Kingdom, and the United States to investigate empirical relationships previously taken to support the Gibson paradox and the Fisher effect. Using recent advances in applied econometrics, we reject the existence of a long run relationship between the price level and the nominal interest rate and between the inßation rate and the nominal interest rate.
Introduction
In this paper we test the Gibson paradox relationship between the price level and the nominal interest rate as well as the Fisherian link between the nominal interest rate and the inßation rate, using long, low-frequency international data. The Gibson paradox -the strong positive correlation between the price level and the nominal interest rate -casts doubt on classical macroeconomic theory. In particular, it seems to contradict the long-run neutrality and superneutrality of money propositions as well as the Fisher effect -the one-for-one relationship between permanent changes in the rate of inßation and nominal interest rates.
Recent empirical studies reject both the Gibson paradox and the Fisher effect. For example, Corbae and Ouliaris (1989) reject the Gibson paradox, using annual U.S. and U.K. data over the 1920-1987 period, and Serletis and Zestos (1999) reject the Gibson paradox using postwar quarterly data for eight European Union countries -Belgium, Denmark, England, France, Germany, Ireland, Italy, and the Netherlands. Similarly, King and Watson (1997) reject the Fisher effect using postwar quarterly data for the United States and Koustas and Serletis (1999) reject the Fisher effect, using the King and Watson (1997) methodology and postwar quarterly data for eleven countries -Belgium, Canada, Denmark, France, Germany, Greece, Ireland, Japan, the Netherlands, the United Kingdom, and the United States.
These works use recent advances in the Þeld of applied econometrics, paying explicit attention to the integration and cointegration properties of the variables, since the type of tests that are carried out critically depend on these properties. For example, King and Watson (1997) and Koustas and Serletis (1999) argue that meaningful Fisher effect tests are possible if the inßation rate and interest rate series are integrated of order one [or I(1) in the terminology of Engle and Granger (1987)] and do not cointegrate.
In this paper, we re-examine the Gibson paradox and Fisher effect relationships, using data consisting of over 100 years of annual observations for six countries -Canada, Italy, Norway, Sweden, the United Kingdom, and the United States. In doing so, we also use the Pesaran, Shin, and Smith (2001) bounds testing approach to the analysis of long-run level relationships. This approach is particularly interesting as it does not require that the underlying variables be non-stationary. The technique is capable of uncovering a long run relationship if either of the variables is I(0) or I(1); the theory has not yet been developed for fractionally differenced series.
The paper is organized as follows. Section 2 investigates the Gibson paradox relationship and the Fisherian link, using residual-based tests in the context of bivariate least-squares regressions. Section 3 discusses the Pesaran et al. 
Residual-Based Tests
In this section we test the Gibson paradox and Fisher effect relationships in the context of bivariate least-squares procedures. Ng and Perron (1997) have argued that inference is often difficult in situations of 'nearly unbalanced nearly cointegrated systems.' The difficulty is that some data are not very informative concerning whether or not there exists a unit root. This suggests that a variety of unit root tests should be applied. Given this, we apply four alternative testing procedures to deal with anomalies that arise when the data are not very informative about whether or not there is a unit root.
In Table 1 , we report p-values for the augmented Weighted Symmetric (WS) unit root test [see Pantula et al. (1994) ], the augmented Dickey-Fuller (ADF) test [see Dickey and Fuller (1981) ], and the nonparametric, Z(t b α ), test of Phillips (1987) . These p-values (calculated using TSP 4.3) are based on the response surface estimates given by MacKinnon (1994) . For the ADF test, the optimal lag length was taken to be the order selected by the Akaike information criterion (AIC) plus 2 -see Pantula et al. (1992) for details regarding the advantages of this rule for choosing the number of augmenting lags. Based on the p-values reported in Table 1 , the null hypothesis of a unit root in levels cannot in general be rejected for the logged price level and the nominal interest rate for each of the six countries. It is rejected, however, for the inßation rate.
Given that unit root tests have low power against relevant (trend stationary) alternatives, we also follow Kwiatkowski et al. (1992) and test for level and trend stationarity to distinguish between series that appear to be stationary, series that appear to be integrated, and series that are not very informative about whether or not they are stationary or have a unit root. As can be seen in Table 1 , the b η µ statistic that tests the null hypothesis of level stationarity is large relative to the 5% critical value of .463 given in Kwiatkowski et al. (1992) . Also, the statistic b η τ that tests the null hypothesis of trend stationarity exceeds the 5% critical value of .146 [also given in Kwiatkowski et al. (1992) ]. Combining the results of the tests of the stationarity hypothesis with the results of the tests of the unit root hypothesis, it appears that R t and log(P t ) have one unit root and π t is stationary for all countries.
These results suggest that the conditions necessary for standard cointegration tests of the Fisherian relationship between inßation and nominal interest rates do not hold, since such tests require that the nominal interest rate and the inßation rate are each integrated of order one. It is still possible, however, to test for cointegration between the nominal interest rate and the price level, since each of these series is integrated of order one for each country. To present some evidence on this issue, we report asymptotic p-values [computed using the coefficients in MacKinnon (1994)] of Engle and Granger (1987) cointegration tests in Table 2 . The tests are between log(P t ) and R t and they are Þrst done with log(P t ) as the dependent variable in the cointegrating regression and then repeated with R t as the dependent variable. These tests use a constant and a trend variable and the number of augmenting lags is chosen using the AIC+2 rule mentioned earlier. The results suggest that the null hypothesis of no cointegration between log(P t ) and R t cannot be rejected, at the 5% level.
To summarize, our results indicate that, although each of log(P t ) and R t is I(1), these series do not form a cointegrated system, suggesting that inferences regarding the strength of the Gibson relationship between the price level and the nominal interest rate are spurious. This is consistent with the evidence reported by Corbae and Ouliaris (1989), using annual U.S. and U.K. data over the 1920-1987 period. We have also determined that the Fisherian link between nominal interest rates and inßation cannot be tested using standard procedures, since the Fisher equation is 'unbalanced,' in the terminology of Ng and Perron (1997).
A Bounds Testing Approach
To investigate the robustness of our results to alternative testing methodologies, in this section we apply the Pesaran et al.(2001) bounds testing approach to the problem of testing the Gibson relationship between R t and log(P t ) and the Fisherian link between R t and π t . As we mentioned in the introduction, this approach has the advantage of testing for long-run relations, without requiring that the regressors satisfy certain nonstationarity conditions.
To brießy describe the methodology, consider a vector error correction model
where
, where x t is either the logged price level, log(P t ), or the inßation rate, π t . The vector
where Ω is positive deÞnite and given by
0 is a vector of constant terms, ∆ = 1 − L, and
Here λ is the long-run multiplier matrix and is given by
where I is a 2 × 2 identity matrix and φ j is a matrix of VAR parameters. The diagonal elements of this matrix are left unrestricted. This allows for the possibility that the series can be either I(0) or I(1) -for example, λ RR = 0 implies that R t is I(1) and λ RR < 0 implies that it is I(0). Under the assumption that λ xR = 0, the equation for the nominal interest rate from equation (1) can be written as
where α = µ R − ωµ x , ϕ = λ RR , δ = λ Rx − ωλ xx , β Rj = γ RR,j − ωγ xR,j and β xj = γ Rx,j − ωγ xx,j . This can also be interpreted as an autoregressive distributed lag (ARDL) model. We estimate equation (2) by ordinary least squares (OLS) and test the absence of a long-run (levels) relationship between R t and x t , by calculating the F statistic for the null hypothesis of ϕ = δ = 0 (against the alternative that ϕ 6 = 0 and δ 6 = 0). In practice, there is no reason why p and q in equation (2) should have the same value, and we allow for this possibility. In particular, we consider values from 1 to 6 (given the low-frequency nature of the data) for each of p and q in equation (2), and by running 36 regressions for each bivariate relationship we choose the speciÞcations that minimize the AIC and BIC values. Table 3 contains the results of the ARDL bounds tests for the Gibson paradox (panel A) and Fisher effect (panel B) hypotheses. For each of the hypotheses, two F -statistics are presented, for the null of a lack of a long-run relationship, one based on the AIC speciÞcation and one based on the BIC speciÞcation. Generally speaking, the results show that the ARDL methodology provides very little empirical evidence consistent with the Gibson paradox.
The results of the ARDL bounds tests of the Fisherian link are equally pessimistic. Canada is the only country for which there is strong evidence of rejection of the null hypothesis of a lack of a long-run relationship between the nominal interest rate and the inßation rate. There is some, although extremely weak, evidence of the Fisher hypothesis for Norway. However, although the F -statistic is slightly above the 90% upper bound when the lag length is chosen by the AIC, it is well below the lower bound using the BIC, leaving us to conclude that the results are not consistent with the Fisher effect for Norway.
Conclusion
The Gibson paradox and the Fisher effect have been investigated in a large number of recent studies, using recent advances in the Þeld of applied econo-metrics. Most of the literature, however, ignores a recent important contribution to this topic by Ng and Perron (1997) who show that we should be very wary of estimation and inference in nearly unbalanced nearly cointegrated systems.
In this paper we have used the Pesaran et al. (2001) ARDL bounds test approach to the analysis of the Gibson paradox and Fisher effect relationships. This is a particularly relevant methodology as it does not require that we take a stand on the univariate time series properties of the data. Our results are consistent with most of the existing literature which mostly shows that the data are generally rejecting both the Gibson paradox and the Fisherian link. p-values are computed using the coefficients in MacKinnon (1994).
The number of augmenting lags is determined using the AIC+2 rule. 
