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Abstract: We establish Edgeworth-type expansions for a difference be-
tween probability distributions of sums of independent random vectors in a
Euclidean space. The derived bounds are uniform over two classes of sets:
the set of all Euclidean balls and the set of all half-spaces. These results
allow to account for an impact of higher-order moments or cumulants of the
considered distributions; the derived error terms depend on a sample size
and a dimension explicitly. We compare these results with known Berry–
Esseen inequalities, and show how the new bounds can outperform accuracy
of the normal approximation. We apply the new bounds to the linear re-
gression model and the smooth function model, and examine dependence
of accuracy of the normal approximation in these models on higher-order
moments, a dimension, and a sample size.
This is a short version of the original paper.
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1. Introduction
The Edgeworth series had been introduced by Edgeworth [11, 12] and Chebyshev
[6], and developed by Crame´r [10]. Since that time, the Edgeworth expansion
has become one of the major asymptotic techniques for approximation of a c.d.f.
or a p.d.f. In particular, the Edgeworth expansion is a powerful instrument for
establishing rates of convergence in the CLT and for studying accuracy of the
bootstrap (see, for example, Hall [14], Mammen [17], Lahiri [16]).
In this paragraph we recall some basic facts about the Edgeworth series
that are useful for comparison with the results in this paper. The properties
listed in this paragraph can be found in Chapter 5 of the monograph by Hall
[14] (see also Bhattacharya and Rao [5], Kolassa [15], and Skovgaard [19]). Let
Sn := n
−1/2
∑n
i=1Xi for i.i.d. R
d-valued random vectors {Xi}ni=1 with EXi =
0,Σ := VarXi, and E|X⊗(k+2)i | < ∞. Let A denote a class of sets A ⊆ Rd
∗Support by the National Science Foundation grant DMS-1712990 is gratefully acknowl-
edged
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satisfying
supA∈A
∫
(∂A)ε
ϕ(x)dx = O(ε), ε ↓ 0, (1.1)
where ϕ(x) is the p.d.f. of N (0, Id), and (∂A)ε denotes the set of points dis-
tant no more than ε from the boundary ∂A of A. This condition holds for any
measurable convex set in Rd. Let also ψ(t) := Eeit
TX1 . If the Crame´r condition
lim sup‖t‖→∞ |ψ(t)| < 1 (1.2)
is fulfilled, then
P(Sn ∈ A) =
∫
A
{ϕΣ(x) +
k∑
j=1
n−j/2Pj(−ϕΣ : {κj})(x)
}
dx + o(n−k/2) (1.3)
for n → ∞. The remainder term equals o(n−k/2) uniformly in A ∈ A , ϕΣ(x)
denotes the p.d.f. N (0,Σ); κj are cumulants of X1, and Pj(−ϕΣ : {κj})(x) is a
density of a signed measure, recovered from the series expansion of the charac-
teristic function of X1 using the inverse Fourier transform. In the multivariate
case, a calculation of an expression for Pj(x) for large j is rather involved since
the number of terms included in it grows with j, and it requires to employ
generalized multivariate cumulants (see McCullagh [18]).
Expansion (1.3) does not hold for arbitrary random variables, in particular,
Crame´r’s condition (1.2) holds if a probability distribution of X1 has a nonde-
generate absolutely continuous component. Condition (1.1) does not take into
account dependence on the dimension d. Indeed, if d is not reduced to a generic
constant, then the right hand side of (1.1) depends on d in different ways for
major classes of sets. Let us refer to the series of recent works by Chernozhukov
et al. [7, 8, 9], Belloni et al. [1], where the authors established normal approxima-
tion results and bootstrap accuracy in nonasymptotic and very high-dimensional
setting. Their results include anti-concentration properties of important classes
of sets. Getting back to the Edgeworth series (1.3), due to its asymptotic nature
for probability distribution functions, this kind of expansions is typically used
in the asymptotic framework (i.e., for n→∞) without taking into account de-
pendence of the remainder term o(n−k/2) on the dimension. To the best of our
knowledge, there have been no studies on accuracy of the Edgeworth expansions
in finite sample multivariate setting so far. In the present paper, we consider
this framework and establish approximation bounds of type (1.3) with explicit
dependence on dimension d and sample size n; this is useful for numerous mod-
ern applications, where it is important to track dependence of error terms on
d and n. Furthermore, these results allow to account for an impact of higher-
order moments of the considered distributions, which is important for deriving
approximation bounds with higher-order accuracy.
1.1. Contribution and structure of the paper
We establish expansions for the difference between probability distributions of
Sn := n
−1/2
∑n
i=1Xi for independent random vectors {Xi} and N (0,VarSn).
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The bounds are uniform over two classes of subsets of Rd: the set B of all ℓ2-
balls, and the set H of all half-spaces. These classes of sets are useful when one
works with linear or quadratic approximations of a smooth function of Sn; they
are also useful for construction of confidence sets based on linear contrasts, and
for elliptical confidence regions. We consider these examples in Section 4. The
established bounds are also helpful for approximation of distribution of χ2 and
F -test statistics.
In Section 2, we consider the 2-second order expansions for i.i.d. {Xi}. For the
classB, the approximation error is≤ Cn−1/2R3+C
√
d2/n+Cd2/n, where R3 is
a sublinear function of the 3-d moment EX⊗31 , andR3 ≤ #{nonzero elements of
EX⊗31 }C. In Lemma 2.1 it is shown that the relation d = o(n1/2) as n → ∞ is
necessary for consistency of the expansion when EX⊗31 = 0. See also Remark 2.1
where we compare this bound with the Berry–Esseen inequality by Bentkus [2].
The analogous 2-nd order expansion for the class H is constructed in Theorem
2.2, in Remark 2.2 we explain how this bound can improve the classical Berry–
Esseen inequality. In Proposition 2.1 we establish similar bounds between Sn
and ST,n := n
−1/2
∑n
i=1 Ti for i.i.d. random vectors {Ti} with the same mean
and covariance matrix as Xi’s; here the error term includes a sublinear function
of the difference EX⊗31 − ET⊗31 . In Section 3 we consider expansions of an ar-
bitrary order K, where the expansions’ terms depend sublinearly on differences
between higher-order moments of the compared distributions. Therefore, the
accuracy of these approximation bounds includes information about closeness
of the higher-order moments or cumulants. In Section 3 we study also the case
when summands are independent but not necessarily identically distributed. In
Section 4 we apply the established inequalities to two popular models. The first
example is concerned with a distribution of the least squares estimator in the
linear regression model. In the second example, we consider the smooth func-
tion model and accuracy of the normal approximation in it. Proofs of the main
results are given in a supplementary material.
Let us emphasize that the derived expansions impose considerably weaker
conditions on probability distributions of Xi than the Edgeworth expansions
(1.3) since our results do not require Crame´r’s condition (1.2) to be fulfilled,
and they assume a smaller number of finite moments. Furthermore, the generic
constants in our results do not depend on d and n, which allows to track de-
pendence of the error terms on them. To the best of our knowledge, there have
been no such results obtained so far.
1.2. Notation
For X = (x1, . . . , xd)
T ∈ Rd, ‖X‖ denotes the Euclidean norm, E|Xk| < ∞
denotes that E|xi1 · · ·xik | < ∞ ∀ i1, . . . , ik ∈ {1, . . . , d}. For d× d matrices, we
denote their spectral norm with ‖ ·‖. For A ∈ Rd⊗k, the operator norm (for k ≥
3) is denoted by ‖A‖op := sup{〈A, γ1⊗· · ·⊗γk〉 : ‖γj‖ = 1, γj ∈ Rd, j = 1, . . . , k}.
‖A‖max := max{|ai1,...,ik | : i1, . . . , ik ∈ {1, . . . , d}}. C, c denote positive generic
constants. The abbreviation PD denotes “positive definite”.
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2. Second order expansions
Denote for random vectors X,Y in Rd
∆B(X,Y ) := supr≥0, t∈Rd |P(‖X − t‖ ≤ r) − P(‖Y − t‖ ≤ r)| . (2.1)
Theorem 2.1. Let {Xi}ni=1 be i.i.d. Rd-valued random vectors with E|X4i | <∞.
Let Σ := VarXi be PD; without loss of generality, assume that EXi = 0. Let
also ZΣ ∼ N (0,Σ) in Rd, and Y := Σ−1/2X1, then it holds
∆B(Sn, ZΣ) ≤ 0.72n−1/2R3 (2.2)
+ C‖Σ−1‖‖Σ‖{7.2E‖Y ‖4 + d2 + 2d}1/2n−1/2
+
{
1.5E‖Y ‖4 + 0.1(d2 + 2d)}n−1,
where R3 is a sublinear function of E(Σ
−1/2X1)
⊗3 s.t. in general |R3| ≤ E‖Σ−1/2X1‖3;
if the number of nonzero elements of E(Σ−1/2X1)
⊗3 is ≤ d and ‖E(Σ−1/2X1)⊗3‖max ≤
m3, which takes place, for example, if X1 is symmetrically distributed or if its
coordinates are mutually independent, then
|R3| ≤ m3d. (2.3)
The generic constant C ≥ 28 is independent from d, n, and probability distribu-
tion of Xi (the detailed definitions of R3 and C are given in the proof).
Corollary 1. Denote the j-th coordinate of Y = Σ−1/2X1 with Yj. Suppose
additionally that for some m4 ≥ 1 EY 4j ≤ m4 ∀ j = 1, . . . , d, then
∆B(Sn, ZΣ) ≤ 0.72n−1/2R3 (2.4)
+ C‖Σ−1‖‖Σ‖{(7.2m4 + 1)d2 + 2d}1/2n−1/2
+
{
(1.5m4 + 0.1)d
2 + 0.1d
}
n−1.
Lemma 2.1. There exists a probability distribution Xi satisfying conditions of
Theorem 2.1 with EX31 = 0 s.t. the relation d = o(n
1/2) as n→∞ is necessary
for limn→∞∆B(Sn, ZΣ) = 0.
Remark 2.1. The Berry–Esseen inequality by Bentkus [2] shows that for Σ = Id
and E‖X1‖3 < ∞ ∆B(Sn, ZΣ) ≤ cE‖X1‖3n−1/2. The term Cn−1/2R3 in The-
orem 2.1 is upper-bounded by CE‖Σ−1/2X1‖3n−1/2, which is analogous to the
error term in the inequality by Bentkus [2] (but has an explicit constant). How-
ever, R3 is a sublinear function of the third moment of Σ
−1/2X1 and, therefore,
it can be considerably smaller than the third moment of the ℓ2-norm ‖Σ−1/2X1‖.
Corollary 1 shows that the error term in Theorem 2.1 depends on d and n as
(n−1/2CR3 + Cm4,Σ(
√
d2/n+ d2/n), which can improve the Berry–Esseen ap-
proximation error Cm3,Σ
√
d3/n in terms of the ratio between d and n if, for
example, R3 ≤ cd (see inequality (2.3) and Lemma 2.1). Theorem 2.1 imposes
a stronger moment assumption than the Berry–Esseen bound by Bentkus [2]
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since the latter inequality assumes only 3 finite moments of ‖Xi‖. However,
the theorems considered in this paper require much weaker conditions than the
Edgeworth expansions (1.3) that would assume in general at least 5 finite mo-
ments of ‖Xi‖ and the Crame´r condition (1.2).
Below we consider the uniform distance between the probability distributions
of Sn and ZΣ over the set of all half-spaces in R
d:
∆H (Sn, ZΣ) := supx∈R,γ∈Rd
∣∣P(γTSn ≤ x)− P(γTZΣ ≤ x)∣∣ . (2.5)
Let A3 : R
3 7→ R, A4 : R4 7→ R denote multilinear forms s.t. A3(x1, x2, x3) =
E
∏3
j=1 x
T
j Y , A4(x1, . . . , x4) = E
∏4
j=1 x
T
j Y ∀x1, . . . , x4 ∈ Rd.
Theorem 2.2. Given the conditions of Theorem 2.1, it holds
∆H (Sn, ZΣ) ≤ 0.8‖A3‖opn−1/2 + C
{
8‖A4‖op + 6
}1/2
n−1/2
+ {1.5‖A4‖op + 0.2}n−1,
where C ≥ 10 is a generic constant independent from d, n and a probability
distribution of Xi.
Remark 2.2. Recalling the arguments in Remark 2.1, C‖A3‖opn−1/2 in the latter
statement depends on the third moment of Y sublinearly, and it equals zero when
EX31 = 0. Furthermore, the classical Berry–Esseen theorem by Berry [3] and
Esseen [13] (that requires E‖Xi‖3 < ∞) gives an error term ≤ c‖A4‖3/4op n−1/2
that is ≥ √‖A4‖op/n because ‖A4‖op ≥ 1. This shows that Theorem 2.2 can
have a better accuracy than the result for ∆H implied by the classical Berry–
Esseen inequality when, for example, EX31 = 0 and E‖A4‖op is rather big (e.g.,
for the logistic or von Mises distributions).
The following statement is an extension of Theorems 2.1 and 2.2 to a general
approximating distribution with the same first two moments as Xi’s. Here the
new terms Cn−1/2R3,T and C‖A3,T ‖n−1/2 in the approximation errors depend
on the difference E(Σ−1/2X1)
⊗3−E(Σ−1/2T1)⊗3 sublinearly; in general, R3,T ≤
C
√
d3/n.
Proposition 2.1. Let {Xi}ni=1 satisfy conditions of Theorem 2.1; let also {Ti}ni=1
be i.i.d r.v. in Rd, with ETi = 0,VarTi = Σ, and E|T 4i | < ∞. Denote L4 :=
E‖Σ−1/2X1‖4 + E‖Σ−1/2T1‖4, ST,n := n−1/2
∑n
i=1 Ti. It holds
∆B(Sn, ST,n) ≤ 0.72n−1/2R3,T
+ C‖Σ−1‖‖Σ‖{7.2L4 + 2d2 + 4d}1/2n−1/2 + 1.5L4n−1.
Let also A3,T : R
3 7→ R, A4,T : R4 7→ R denote multilinear forms s.t.
A3,T (x1, x2, x3) = E
∏3
j=1 x
T
j Σ
−1/2X1−E
∏3
j=1 x
T
j Σ
−1/2T1, A4,T (x1, . . . , x4) =
E
∏4
j=1 x
T
j Σ
−1/2T1 ∀x1, . . . , x4 ∈ Rd, then
∆H (Sn, ST,n) ≤ 0.8‖A3,T‖opn−1/2
+ C
{
8(‖A4‖op + ‖A4,T ‖op) + 12
}1/2
n−1/2
+ 1.5(‖A4‖op + ‖A4,T ‖op)n−1.
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Let ∆K(X,Y ) denote the uniform or Kolmogorovmetric for random variables
on the real line ∆K(X,Y ) := supx∈R |P(X ≤ x)− P(Y ≤ x)| . The following
statement shows how Proposition 2.1 reads in the one-dimensional case. It is
derived similarly to Theorem 2.2 and Proposition 2.1 because one can take
d = γ = 1.
Lemma 2.2. Let {Xi}ni=1 satisfy conditions of Theorem 2.1 for d = 1. Let also
σ2 := VarXi > 0. Suppose that {Ti}ni=1 are i.i.d real-valued random variables
s.t. conditions of Proposition 2.1 are fulfilled. Let also L4 := σ
−4(EX41 + ET
4
1 ),
then it holds
∆K(Sn, ST,n) ≤ 0.8σ−3|EX31 − ET 31 |n−1/2
+ C
{
8L4 + 12
}1/2
n−1/2 + 1.5L4n
−1.
Remark 2.3. For any m2 > 0,m3 ∈ R there exists an explicit r.v. Ti s.t. ETi =
0,ET 2i = m2,ET
3
i = m3, and ET
4
i < ∞. Indeed, if m3 = 0, one can take Ti to
be symmetrically distributed around 0 with a finite 4-th moment. If m3 > 0,
then a centered Gamma(α, β) with α = 4m32m
−2
3 , β = 2m2m
−1
3 leads to the
required distribution; or, for instance, centered Lognormal with appropriate
parameters. In case m3 < 0, one can take Ti := −T˜i, where T˜i is a solution
for ET˜i = 0,ET˜
2
i = m2,ET˜
3
i = −m3 > 0. Hence, one can construct explicit
distributions of Ti with given moments m2,m3 in order to approximate the
distribution of Sn in distance ∆K , using Lemma 2.2.
3. Expansions of an arbitrary order
The construction that we introduce in the proofs of Theorems 2.1, 2.2, and
Proposition 2.1 allows to obtain explicit error terms up to the order n−1 with-
out imposing special structural assumptions on a distribution of Xi. In this
section, we modify this method and establish an approximation of an arbitrary
order under similar mild conditions on Xi, and also in case when the random
summands {Xi}ni=1 are mutually independent but not necessarily identically
distributed.
Theorem 3.1. Let {Xi}ni=1 be i.i.d. Rd-valued random vectors with E|XK+δi | <
∞ for an integer K ≥ 4 and δ > 0. Let Σ := VarXi be PD; without loss of
generality, assume that EXi = 0. Let also ZΣ ∼ N (0,Σ) in Rd. Then it holds
∆B(Sn, ZΣ) ≤
∑K−1
j=3
n−(j−2)/2Rj,K
+ CΣ,δ{dK/2n−(K−2)/2 + (dK/2n−(K−2)/2)δK}, (3.1)
where Rj,K are sublinear functions of differences between the moments EZ
⊗j
and E{Σ−1/2X1}⊗j (hence these terms can be considerably smaller than the
absolute j-th moments of Σ−1/2Xi and Z); CΣ,δ > 0 does not depend on d and
n, and δK > 0 is s.t the last term in (3.1) approaches C
√
d/n as K increases.
Explicit expressions for the approximation error terms are given in the proof.
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The following statement extends the K-th order expansions to the case of
a general approximating distribution with the same first two moments as Xi’s
(similarly to Proposition 2.1). Here we include the results for the i.i.d. sum-
mands, the n-i.i.d. case is derived is the same way.
Theorem 3.2. Let {Xi}ni=1 be i.i.d. Rd-valued random vectors with
E|XK+δi | < ∞ for an integer K ≥ 4 and δ > 0. Let Σ := VarXi be PD;
without loss of generality, assume that EXi = 0. Let also {Ti}ni=1 be i.i.d r.v.,
with the same first two moments as Xi’s, and E|TK+δi | < ∞; denote ST,n :=
n−1/2
∑n
i=1 Ti. It holds
∆B(Sn, ST,n) ≤
∑K−1
j=3
n−(j−2)/2Rj,T,K
+ CΣ,δ,T {dK/2n−(K−2)/2 + (dK/2n−(K−2)/2)δ′K}, (3.2)
Rj,T,K are sublinear functions of differences between the moments E{Σ−1/2X1}⊗j
and E{Σ−1/2T1}⊗j. CΣ,δ > 0 does not depend on d and n, and δ′K > 0 is s.t
the last term in (3.2) approaches C
√
d/n as K increases. Explicit expressions
for the approximation error terms are given in the proof.
4. Examples
4.1. Linear regression model
Consider Yi = X
T
i θ + εi for i = 1, . . . , n, with unknown parameter θ ∈ Rd,
deterministic regressors Xi ∈ Rd s.t. matrix XXT =
∑n
i=1XiX
T
i is PD; εi are
i.i.d. real-valued r.v. with Var εi = σ
2 > 0, and E|εi|K+δ < ∞ for an integer
K ≥ 4 and some δ > 0.
Lemma 4.1. Consider the least squares estimator θˆ := (XXT )−1
∑n
i=1XiYi of
the parameter θ. Let ZΣ ∼ N (0, σ2Id), and β := max1≤i≤n ‖(XXT )−1/2Xi‖ ≤
c
√
d/n, then it holds
supx≥0
∣∣P(‖(XXT )1/2(θˆ − θ)‖ ≤ x)− P(‖ZΣ‖ ≤ x)∣∣
≤ ∆B({XXT}1/2(θˆ − θ), ZΣ)
≤ |E(εi/σ)3|dβC3 + |E(ε4/σ)4 − 3|dβ2C4 + d
∑K−1
j=5 β
j−2|mj |Cj
+ CdβK−2 + C(dK/2n−(K−2)/2)δ
′
K
≤∑K−1j=3 C|mj |(dj/nj−2)1/2 + C(dK/nK−2)1/2 + C(dK/2n−(K−2)/2)δ′K , (4.1)
mj are linear functions of differences between the moments E(εi/σ)
j and Zj.
This inequality follows from Theorem 3.1 (the result for the n-i.i.d. case),
using that
∑n
i=1 ‖(XXT )−1/2Xi‖2 = d. Inequality (4.1) shows how accuracy of
the normal approximation depends on the difference between moments of εi/σ
and N (0, 1). For example, if Eε3i = 0, then C|m3|
√
d3/n = 0, and the remaining
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terms include C|m4|d2/n, C|m5|
√
d5/n3, etc. If there exist sufficiently many
finite moments of |εi|, then the last term in (4.1) approaches the ratio C
√
d/n
as K increases.
4.2. Smooth function model
Here we consider the smooth function model introduced by Bhattacharya and
Ghosh [4] and studied by Hall [14]. We apply Theorem 2.2 and derive a higher-
order expansion for the normal approximation in this model. Let f : Rd 7→ R be
s ≥ 2 times differentiable s.t. supx∈Rd ‖f (s)(x)‖op ≤ cs,f for a constant cs,f > 0.
Let {Xi}di=1 be i.i.d. r.v. in Rd, Σ := VarXi is PD and s.t. for some σ2 > 0
E
{
exp(γT (Xi − µ))
} ≤ exp(‖γ‖2σ2/2) ∀γ ∈ Rd,
where µ := EXi. The following lemma provides a uniform second and K-th
order Edgeworth-type expansions for a c.d.f. of f(X¯), X¯ := n−1
∑n
i=1Xi.
Lemma 4.2. Let Zf,Σ ∼ N (0, σ2f ), Y1 := f ′(µ)T (X1 − µ)/σf for σ2f :=
f ′(µ)TΣf ′(µ) > 0. Then the following uniform 2-nd order approximation holds
supx∈R |P(
√
n{f(X¯)− f(µ)} ≤ x)− P(Zf,Σ ≤ x)|
≤ ‖A3‖opn−1/2 + C
{
8‖A4‖op + 6
}1/2
n−1/2
+ {1.5‖A4‖op + 0.2}n−1 +
√
d/n∆(t) + e−t
for any t > 0, where ∆(t) := cf,Σ{
∑s−1
j=2cj,f,µσ
j(d/n)(j−2)/2Cj(t)/j!
+ cs,fσ
s(d/n)(s−2)/2Cs(t)/s!} for cj,f,µ := ‖f (j)(µ)‖op, Cj(t) :=
(
1 + 2
√
t/d +
2t/d
)j/2
(if d ≤ n and t ≤ d, then ∆(t) ≤ C), and A3 : R3 7→ R, A4 :
R
4 7→ R are s.t. A3(x1, x2, x3) = E
∏3
j=1 x
T
j Σ
−1/2(X1 − µ), A4(x1, . . . , x4) =
E
∏4
j=1 x
T
j Σ
−1/2(X1 − µ) ∀x1, . . . , x4 ∈ Rd.
For any integer K ≥ 4 it holds
supx∈R |P(
√
n{f(X¯)− f(µ)} ≤ x) − P(Zf,Σ ≤ x)|
≤ c3|EY 31 |n−1/2 + c4|EY 41 − 3|n−1 +
∑K−1
j=5 cjn
−(j−2)/2|mj |
+ cf,K,µ{n−K−22 + n−
(K−2)
2 δK}+
√
d/n∆(t) + e−t,
for any t > 0, where mj are linear functions of differences between the moments
of Y1 and N (0, 1). Constants cf,Σ, cj , cf,K,µ do not depend on d and n, their
explicit expressions are provided in the proof.
Supplementary Material
Proofs of the presented results are available in the supplementary material.
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