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In scattering theory one assumes that the interaction between 
particles may be represented by a potential V(q,r) which in general is 
dependent on the velocity and separation of the particles. The problem 
of course is to determine that interaction. The traditional approach to 
this problem is to assume some form for the interaction, calculate cross 
sections, polarizations, etc., and then compare with experimental data. 
The interaction is then modified until agreement is reached. The inverse 
problem is posed in the opposite direction. Given information obtained 
from scattering experiments one tries directly to deduce the interparticle 
forces. 
All attempts at the inverse problem have started one step removed 
from the experimental data in that they use either scattering phase shifts 
or the scattering amplitude as input. In this thesis the calculation 
starts from the scattering phase shifts. As stated by Newton (1966) the 
inverse problem has been solved in principle. One may write down an 
integral equation, which if solved, yields a form for the potential. 
Unfortunately, these methods are very involved mathematically and the 
data they require is unobtainable experimentally. To illustrate this 
point a method using the scattering amplitude theoretically needs an 
infinite number of phase shifts as input data. Though this may be 
truncated, the number of phase shifts required cannot be obtained with 
present experimental methods. 
Cook (1969) proposed an alternative method of solution. This 
consisted of expanding the interaction in known functions; the 
1.2 
coefficients of expansion being given by reaction matrix theory. The 
aim of this thesis is to investigate the inverse scattering problem. 
In particular, to see whether Cook's method is suitable for a numerical 
calculation of the interaction. 
It was found that the original method proposed by Cook was 
unsatisfactory as one had to invert a singular matrix. The theory was 
revised and published in 1970 (Cook 1970). This is the basic reference 
for the calculations here. As the pion-nucleon scattering phase shifts 
are well known they were chosen for analysis. Formal theories of this 
interaction have been based on general arguments of causality and 
analyticity rather than on specific potential models. For this reason 
it is of interest to see whether a potential theory can account for the 
known features of the interaction. 
Elastic scattering is taken to be an event in which the final state 
contains the same particles as the initial state. In an inelastic event 
the final particles are different from those in the initial state. 
Consider tc-N scattering. Elastic scattering is given by 
% N —> % N 
If inelastic reactions are possible and the final states formed are 
different to -̂ jN; say TUtN; then the various final states are referred 
to as different channels and one has a multichannel reaction. If there 
is more than one inelastic channel open the absorption coefficient r| gives 
the total inelastic cross section into all channels. It does not define 
the individual inelastic channels. 
From a standard phase shift analysis of experimental data the 
scattering phase shift 6 and absorption coefficient T) are determined. 
1.3 
The calculations presented here are those for single channel scattering 
from which only ô is given. A possible extension to multichannel 
scattering is briefly mentioned in Chapter 10. 
In Chapter 2 a survey of the methods used and problems arising from 
the integral equation approach to the inverse problem is given. Cook's 
method of solution using reaction matrix parameters is outlined in Chapter 
3. Techniques for deriving the necessary parameters are considered in 
Chapter 4. In Chapter 5 a report is given on numerical problems and 
techniques necessary to apply Cook's method. The remainder of the thesis 
is devoted to pion-nucleon scattering. Phase shifts are used as input 
data for this calculation. In Chapter 6 methods used to determine these 
parameters from the experimental data are discussed. Chapter 7 is 
concerned with theoretical attempts to understand this interaction. In 
Chapter 8 the results of using Cook's formulation are discussed. The 
reaction matrix parameters derived in Chapter 4 are used to derive 
properties of nucleón resonances in Chapter 9. Finally, in Chapter 10, 
an overall summary of this work is presented, including an outline of some 
possible future developments. 
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2.1 
CHAPTER 2 
A SURVEY OF THE PROBLEM 
One of the fundamental questions in the quantum theory of scattering 
is that of the relationship between the potential and the scattering 
phase shift. This question may be posed in the following manner 
(Faddeyev 1963). 
The solution of 
2 
H(Zi(q,r) = - Ci(q,r) + V(r) (2i(q,r) + (^(q,r) = q^Ci(q,r) 
dr r 
...(2.1) 
satisfying the condition 
= 0 
behaves asymptotically like 
(¿(q,r) >c sin(qr - + 6(q)) , ...(2.2) r — > oo ^ 
provided the potential V(r) decreases sufficiently fast as r tends to 
infinity. To what extent does the assignment of 6(q) determine V(r) 
and how are these functions related? This question of the determination 
of V(r) from the scattering phase shifts 6(q) is known as the inverse 
scattering problem. One wishes to find the relationship between, the 
scattering (or S) matrix and the energy operator, or Hamiltonian, in 
scattering theory. The S matrix in the above equations is defined by 
the S function 
S(q) = exp(2i 6(q)) , •..(2.3) 
and the Hamiltonian is defined by H in equation (2.1). 
2.2 
2.1 HISTORICAL BACKGROUND 
The first attempts at solving the inverse problem for the s-wave 
case were by Frodberg (1947) and Hylleraas (1948) who expanded the 
potential in terms of the s-wave phase shifts. That this was 
insufficient information to determine the potential uniquely was shown 
by Bargmann (1949a). He constructed explicit examples of different 
phase equivalent potentials with the same bound state positions. 
Levinson (1949) proved that the lack of uniqueness is related to the 
existence of a discrete spectrum. Marchenko (19 50, 19 52) showed that 
the S function of equation (2.3) determines the continuous portion of 
the spectral function of (2.1) and that the spectral function uniquely 
determines a potential. A sufficient set of parameters to determine 
the potential is given by the phase shifts, the positions of the bound 
states and associated normalization constants. Analogous results were 
obtained by Borg (1949), Jost and Kohn (1952a, 1952b) and Holmberg (1952). 
A procedure for constructing a potential from the spectral function 
in the case of s-waves was formulated by Gel'fand and Levitan (19 51). 
They reduced the problem to a linear integral equation and gave conditions 
for the spectral function. More precise conditions on the spectral 
function were obtained by Krein (1953). The problem of characterising 
the class of possible S functions corresponding to a given class of 
potentials was considered by Krein (19 55) and Marchenko (19 55). The 
Gel'fand-Levitan analysis has been extended to higher £ states by 
Levinson (19 53) and Jost and Kohn (19 53) whilst the many channel problem 
was analysed by Newton and Jost (19 55). 
The Gel'fand-Levitan analysis assumes that one has a knowledge of 
the phase shift (i.e. of the S matrix) of a single angular momentum for 
2.3 
all energies. Apart from the practical difficulty of knowing the phase 
shift at all energies this method has proven intractable to use. The 
next part of this thesis considers the mathematical difficulties inherent 
in this approach. 
2.2 THE GEL'FAND-LEVITAN EQUATION 
Consider solutions of the radial Schroedinger equation 
D^(r) Ci^(E,r) = -q^ iZî (E,r) , ...(2.4) 
in which the differential operator is defined by 
dr' 
2 
D^(r) = - - V^(r) , ...(2.5) 
and (¿̂  satisfies the boundary condition 
-/-I lim r (iAE,r) = 1 . ...(2.6) 
Now define a function g(r,r') by the Stieltjies integral 
ao 
dh(E) (^^(E,r) 0j^(E,r') , ...(2.7) 
-oo 
where the function h(E) is for the moment quite arbitrary and is to be 
fixed later. 
The function g satisfies the partial differential equation 
D^(r) g(r,r') = D^(r') g(r,r') , ...(2.8) 
and the boundary conditions 
g(r,0) = g(0,r) = 0 . ...(2.9) 
Now suppose K(r,r') is the unique solution of the linear integral equation 
2,4 
of Gel'fand and Levitan 
K(r,r') = g(r,r') - ^ dr" K(r,r") g(r",r') . ...(2.10) 
The problem is how to find that solution. Newton (1966, Ch.20) gives an 
excellent discussion of the mathematical treatment and is followed in 
this discussion. 
It can be shown that 
D(r) K(r,r') = D^(r') K(r,r') , ...(2.11) 
and K(r,0) = K(0,r) = 0 , ...(2.12) 
where D(r) = D^(r) - ̂ v M , 
AVM =-2-~K(r,r) . ...(2.13) 
Now use the solution K(r,r') of equation (2.10) to define a function 
C((E,r) = (Z(̂ (E,r) - ^ ^ dr* K(r,r') (Zî (E,r') . ...(2.14) 
Application of the differential operator D(r) to equation (2.14) 
shows, after some manipulation, that Ci(E,r) is a solution of the 
differential equation 
D(r) Ci(E,r) = -q^ (Zi(E,r) . ...(2.15) 
Furthermore it follows from equation (2.12) that is a regular solution 
(Zl(E,0) = 0 . ...(2.16) 
At this point one has formally constructed, via equation (2.14) a 
regular solution of the radial Schroedinger equation with the potential 
2.5 
V(r) = V^(r) . . . . ( 2 . 1 7 ) 
The relationship of the functions h(E) and must now be 
investigated. If the potential V(r) of equation (2.17) is well 
behaved, one could consider using that as a starting point and deriving 
an equation for ^^^^(Ejr). Hence there must exist another kernel function 
F ( r , r ' ) such that 
C(^(E,r) = Ci(E,r) + J^ dr' F ( r , r ' ) Ci(E,r') . . . ( 2 . 1 8 ) 
Now insert equation (2 .7) into equation (2 .10) . I t follows that 
K ( r , r ' ) must be expressible in the form 
K(r ,r*) = J d h ( E ) G(E,r) (Zi^(E,r') , . . . ( 2 . 1 9 ) 
where 
G(E,r) = Ci^(E,r) - / ^ d r ' K ( r , r ' ) (Zi^(E,r') . . . . ( 2 . 2 0 ) 
0 
Comparison with equation (2.14) shows that 
G(E,r) = (Zi(E,r) , 
so that 
K ( r , r ' ) = j^dh(E) Ci(E,r) (2(^(E,r') . . . . ( 2 . 2 1 ) 
The functions C^^(E,r) form a complete set. Their completeness 
re lat ion (Newton 1960) contains the spectral function p^(E) which is 
defined in terms of the bound states and the Jost functions for the 










E ^ O ...(2.22) 
N' n 
where is the reduced mass of the system and for E ^ O is given by 
the bound state wave functions 
...(2.23) 
where ^^ " and is the normalisation constant of the n^^ bound state. n 
If V(r) of equation (2.17) possesses finite first and second moments 
then Ci(E,r) similarly forms a complete set with the spectral function )o (E) 
and the completeness relation 
/dp^(E) (Z(̂ (E,r) (Z(̂ (E,r') = 5(r-r') 
J dp(E) (2i(E,r) (Zi(E,r') = 6(r-r') ...(2.24) 
Now multiply equation (2.14) by Ci(E,r'), integrate over dp^ and subtract 
equation (2.18) for ii^(E,r') multiplied by 0(E,r) and integrated over d p . 
The result of using equation (2.24) is 
fd[p(E) -P^(E)J Ci(E,r) (^^(E,r') = K(r,r') r'<r 
= G(r',r) r* >r ...(2.25) 
Comparison with equation (2.19) shows that 
h(E) = p(E) - P^(E) ...(2.26) 
2.7 
One therefore has a potential V(r) which is associated with a given 
spectral function p ( E ) , The procedure is to insert equation (2.26) in 
equation (2.7) and solve the integral equation (2.10). Then equations 
(2.13) and (2.17) give the potential. 
There still remains the question of obtaining the spectral function 
from the phase shifts. This is accomplished by the dispersion relation 
(Newton 1966, p. 348) 
E 
f.(q) = n (1 - -#) exp 1 dq' ô(q') 
J-eo ^ -
...(2.27) - Li Y 
for 5;mq ̂  0 
This expression enables the calculation of the magnitude of the Jost 
function f/(q) from the phase shift ô(q) and the energies of the bound 
states of the system. Given these, the spectral function may be 
determined. 
From this discussion it can be seen that the mathematics involved are 
formidable. Though Newton (1966) states, 'The inverse problem has been 
solved in principle', this and the similar methods of Marchenko, Krein and 
Levinson cannot easily be utilised in practise to determine the potential. 
Newton and Fulton (19 57) have considered the neutron-proton, singlet 
and triplet state scattering. Bargmann (1949b) has shown that if the S 
matrix can be written as a rational function of q in the form 
(q + A.) 
= Ç (q , Y.) ' ...(2.28) 
then the potential can be written in an analytical form. 
For the singlet potential, Newton and Fulton took a simple form for 
equation (2.28) given by 
2.8 
S^ = e^i^ . f ^ ^ ] , ...(2.29) 
^ q - 13; H- la/ ' 
where a and 6 are positive and given by the singlet effective range 
and scattering length a , s r OS 
a = r"^ f d - 2r /a - 1 ] ns L ^ O S J OS  O S 
6 = r"^ f d - 2r /a + 1 1 ...(2.30) OS L O S J 
This amounts to assuming that the effective range approximation is 
exact for all energies. 
The potential corresponding to this choice for the scattering 
matrix had been given previously by Bargmann to be 
V(r) = - B^) (B cosh Br + a sinh 6r)'^ ...(2.31) 
Values of r^^ and a^ are given and the potential calculated from 
equations (2.30) and (2.31). To assert that this is a successful 
application of inverse scattering techniques to calculate a potential 
for the singlet neutron proton system appears, for two reasons, to be 
an invalid conclusion. Firstly, the phase shifts are parameterized by 
the form for the S matrix given in equation (2.29). No attempt has 
been made to see if this form, with the values for a and S given by 
effective range theory, yields phase shifts in agreement with the 
experimentally known singlet phase shifts at higher energies than those 
near threshold. Secondly, the form for the potential is known. This 
leads one to argue in the following manner. With the potential form 
equation (2.31)) one may adjust the parameters a and B.until agreement 
2.9 
with experimental phase shifts is reached. Thus one has a traditional 
method for determining the potential; that of starting with a potential 
form and adjusting it; and not an inverse scattering concept. 
For the triplet state the S matrix assumed was 
S(q) = — 
q + 4X \-q 
IX' 
2 2X' 




2 2 2X -q 
2 2 
The a eigenphase shift is given by 
q cot5 = -^ a 
0K 




and the 8 eigenphase shift is identically zero. K is the deuteron 
binding energy and 0 is obtained from the triplet effective range r^^ 
and scattering length a^ 
d ^ r'^ [ 1 + (1 - 2 r^/a^)'^] . 
ot 
...(2.34) 
With this form for the S matrix they solved the Gel'fand-Levitan 
equation by reducing it to a set of coupled differential equations, 
which can be solved by combinations of spherical Bessel functions. 
There were two arbitrary parameters to be fixed; x and a parameter 
related to the average neutron-proton separation in the deuteron. 
These parameters were fixed to fit the deuteron's quadrupole moment and 
2.10 
D-state probability. Once these are given the potential can be 
determined. The initial values for these parameters gave a 
repulsive hump in the potential at 3 fermi. As this was considered 
undesirable the parameters were changed until this feature had been 
eliminated. Because of this procedure the second criticism of the 
singlet procedure is once again valid. 
Both the singlet and triplet potentials have been obtained through 
effective range approximations; as such they must be considered valid 
only to the extent that the effective range approximation reproduces 
the phase shifts. This excludes resonant reactions. Furthermore 
these approximations leave the shape of the potential largely undetermined 
(Schiff 1968, p. 458). 
Ones final summing up of this paper is as follows. Firstly a 
solution to the Gel'fand-Levitan equation has been found ( and that is 
no minor achievement). Hoxrever, because of its dependence on models 
for the scattering matrix, the potentials found were largely determined 
by over simplified theoretical assumptions, and adjustable parameters. 
Because of this the candidate feels that this paper presents a solution 
to the inverse scattering problem which is not a viable method for the 
general case of obtaining a potential from experimental phase shifts. 
It is also possible to obtain equations for the potential from a 
knowledge of all phase shifts (i.e. of the scattering amplitude) at one 
energy. This approach was first used by Wheeler (19 55). A general 
solution was given by Newton (1962), and has been extensively used by 
Sabatier (1966a, 1966b, 1967, 1971). Newton's method, with its 
adaptions by Sabatier, is extremely interesting and will be considered 
next. 
2.11 
2.3 NEWTON'S SOLUTION, GIVEN THE SCATTERING AMPLITUDE 
The method followed is similar to that for setting up the Gel'fand-
Levitan equation. To simplify the equations measure distances in units 
of the reduced de Broglie wavelength, i.e. set q = 1. Following Newton 
(1962), one starts with a function f(r,r') defined by 
f(r,r') = 2 c^ u^ (r) u^(r') , ...(2.35) 
^=0 
with real coefficients c^ and the regular spherical Riccati-Bessel 
functions 
u^(r) = rj^(r) . ...(2.36) 
The differential equation satisfied by u^(r) is 
D^(r) u^(r) = ^(^+1) u/r) , ...(2.37) 
with the differential operator 
D^(r) = r^ I ^ I . ...(2.38) 
Consequently f(r,r') satisfies the partial differential equation 
D^(r) f(r,r') = D^(r') f(r,r') , ...(2.39) 
and the boundary conditions 
f(o,r') = f(r,o) = 0 . ...(2.40) 
Let the function K(r,r') be the solution of the integral equation 
K(r,r') = f(r,r') - dr" r""^ K(r,r'') f(r",r') , ...(2.41) 
•b 
2.12 
which is the analogue of the Gel'fand-Levitan equation. It can be 
shown that K(r,r') satisfies the partial differential equation 
D(r) K(r,r') = K(r,r') ...(2.42) 
where 
D(r) = D^(r) - r^V(r) , ...(2.43) 
and V(r) = - 2r'^ [r"^ K(r,r)] . ...(2.44) 
There is an implicit energy dependence in this procedure as the actual 
potential energy is obtained from V(r) by multiplying by the energy of 
-.2 2 
relative motion E = 2̂ x 
One can use K(r,r') to define the function 
ii^(r) = u^(r) - f"" dr' r'"^ K(r,r') u^(r') . ...(2.45) 
This satisfies the differential equation 
D(r) (¿^(v) = ¿ U + l ) Ci£(r) ...(2.46) 
with (¿ĵ (o) = 0 ...(2.47) 
Thus one has constructed via (2.45) the regular solutions of the 
radial Schroedinger equation with potential (2.44), starting from.the 
arbitrary function f(r,r'). One must now relate the input information, 
namely the infinite set of phase shifts to the set c^ in f(r,r*). 
Using (2.35), (2.41) and (2.45) Newton proved that 
oo 
K(r,r') = 2 u.(r') . ...(2.48) 
1=0 ^ ^ ^ 
2.13 
Substituting this in (2.45) he obtained a set of coupled linear 
algebraic equations equivalent to the integral equation (2.41) 
0^(r) = u^(r) - , . . . ( 2 . 4 9 ) 
where 
= ^ ¿ . ( r ' ) . . . ( 2 . 5 0 ) 
At this point use is made of the normalization constants for the 
wave functions in (2 .49 ) . Let r —i» oo , then i^^(r) and u^(r) have the 
asymptotic behaviour 
u^(r)—> s in(r - . . . ( 2 . 5 1 ) 
. . . ( 2 . 5 2 ) 
Inserting these relations in (2.49) gives 
sin5y = 2 M b cos(6^, - 6 . ) . . . ( 2 . 5 3 ) 
Tib. 
^̂  = " Tomy" J V V • 
. . . ( 2 . 5 4 ) 
where M^ ,̂ , related to L^^t (^ ) and b ^ a r e defined 
M^ ,̂ = [ ( r - i ) ( ¿ ' + D ] odd 
= 0 t ' ' i even . . . ( 2 . 5 5 ) 
b^ = c^ A ^ . . . ( 2 . 5 6 ) 
7. 14 
From (2.53) one may obtain the simpler form 
tan6/ = S M , a . (1+ tan6 tan6.,) ...(2.57) 
where a^ = b^ cos6^ ...(2.58) 
Inversion of the matrix M whose elements are given by (2.55) yields 
a^ and then b^ . Inserting this result in (2.54) gives A ^ and (2.56) 
finally yields c^. 
In his 1962 paper Newton was unable to find an explicit closed 
form for the inverse matrix M His final conclusions in this paper 
were as follows. Provided only that the phase shifts tend to zero 
sufficiently fast with increasing £ values,there always exists an under-
lying central potential. However this potential is not unique. In 
particular there exists at least one non zero potential which causes no 
scattering whatever. Sabatier (1966a) termed these potentials 
'transparent' potentials. 
Sabatier (1966a) wrote the more general form for M 
= 0 ' Z even ...(2. 59) 
for a > - a 
which reduces to Newton's form if a = ir. He was able to construct an 
explicit form for the inverse M ^ in terms of gamma functions of and 
He also showed that if as there is only one 
-2+f 
potential which goes to zero faster than r as r — . All the 
potentials equivalent to this one have an oscillating tail damped by a 
2.15 
factor r ^ as r « = » 0 . The 'transparent' potentials were also 
considered and these showed the importance of the asymptotic behaviour 
of the coefficients â .̂ 
In his 1966b paper Sabatier studied the analytical continuation of 
V(r) in the complex r plane. This study showed there could exist 
potentials having poles of order at least 2 on the real r axis. Sabatier 
(1967) generalized Newton's solution to coefficients C where |i could be 
M" 
either a discrete or a continuous index. He then showed that in general 
the inverse problem had an infinity of solutions. 
The paper of Sabatier and Quyen Van Phu (1971) is important to the 
work in this thesis as it considers a question important in numerical 
work. If a potential is constructed from its phase shifts, how 
different can the result be from the original potential. They examined 
the potential shapes: exponential, square well, truncated coulomb, flat 
exponential, Gaussian and Wood-Saxon, They found that the recalculated 
potentials were systematically different from the input potentials; on 
the whole the surface features were fairly well reproduced. This paper, 
with its important but perplexing questions of uniqueness will be 
returned to in Chapter 8. 
Many papers have been written on the inverse scattering problem and 
its mathematical methods are, by now, firmly established. However 'no 
impressive success has been obtained up to now from the phenomenological 
point of view, in applying these inversion procedures' (Viano 1969), 
In this thesis a numerical evaluation of the potential for pion-
nucleon scattering is given. Use is made of a method developed by 
Cook (1970, 1972) who showed that reaction matrix theory could give an 
2.16 
expression for the interaction term in the wave equation. This method 
is reported in the next chapter. 
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3.1 
CHAPTER 3 
COOK'S SOLUTION TO THE INVERSE PROBLEM 
In this chapter Cook's (1970) solution for the inverse scattering 
problem is reported. This method of solution consists of expanding the 
interaction term in known functions, with the constants of expansion 
being given by reaction matrix (or R matrix) theory. 
The advantage of this theory is that over a finite energy range the 
R matrix may be defined exactly. The disadvantage of the Gel'fand-
Levitan method which requires a knowledge of the phase shifts at all 
energies is thus avoided. Some background knowledge of reaction matrix 
theory is needed and will be given first. There are excellent reviews 
by Lane and Thomas (1958) or Preston (1965, Ch. 16) to fill out the 
rather skimpy account given here. 
3.1 REACTION MATRIX THEORY OF SCATTERING 
Ctoss sections for interacting particles are given in terms of the 
scattering matrix S which gives the asymptotic form of the wave function 
of the system. To determine the S matrix it is necessary to have a 
knowledge of the wave function in the region of interaction. This is 
given by reaction matrix theory developed by Wigner (1946, 1947) who 
imposed general boundary conditions on the system. 
The simplest case which illustrates the use of reaction matrix 
theory is that of elastic scattering of two spinless particles arising 
from a finite range central force interaction. For this system the 
wave equation may be written 
2 
^ - ¡ i i ^ + ^ q ^ - V(r) = 0 , ...(3.1) 
3.2 
where V(r) is the interaction potential 
q is the centre of mass momentum 
Ji is the orbital angular momentum 
Choose a radius r = a at which the short range potential has 
vanished. Only solutions regular at the origin are considered. 
2 
Further to this, for certain eigenvalues q^, the solution u ^ 
(eigenfunctions) will satisfy a boundary condition at r = a. That is 
u„(a) . ...(3.2) 
These eigenfunctions form an orthonormal set in the interval 
0 ^ r ^ a . 
-a 
J^ dr u^(r) u^(r) = , ...(3.3) 
and satisfy the equation 
,2 
t ^ y . ./„N 1) - + q - V(r) - ^^ , M u.(r) = 0 . ...(3.4) 
dr^ \ ^ r^ ' ^ 
The boundary condition 0 will be examined first. This will 
be generalized later to non zero values. The solution u^(r) of (3.1) 
2 
across the interior region has a continuum of eigenvalues q and may 
not necessarily obey the boundary conditions (3.2). As the eigen-
functions u^(^) form a complete set one may use the expansion 
u^(r) = Z A ^ u^(r) , ...(3.5) 
A 
where 
A ^ = J dr u^(r) u^(r) . ...(3.6) 
3.3 
This integral may be evaluated by applying Green's theorem to 
(3,1) and (3.4). Using this method one multiplies (3.1) by u^; 
(3.4) by M£ ; and the difference is then integrated from the origin 
to a giving 
...(3.7) 
Using partial integration of the first integral and (3.2) with B^ = 0 
gives 
2 2 • ^ ^ " ^ U ^^ = 0 » ...(3.8) 
or 
2 2 \ dr ...(3.9) 
One then has 
q.-q ' - -r-a 
u^(r) = G(r,a) , ...(3.10) 
where 
uAr) u.(a) 
G ( r , a ) = ^ 2 ^ ^ ^^ , ...(3.11) 
A q^-q 
is the Green's function which relates the value of the wave function in 
the internal region to its derivative on the surface. The R function 
is defined 




Y A ..(3.13) 
is the reduced width. Defining 
f = 
/ du^ r jC 
Mj^ dr 
from (3.10) one has 
...(3.U) 
R^(o) = f -1 ...'(3.15) 
where R^ has been written R£(o), stressing that the boundary condition 
has been set equal to zero. One now has to relate R^(o) to the 
scattering matrix S. 
The solution in the exterior region may be written as a linear 
combination of the linearly independent incoming (]̂ ) and outgoing (0^) 
waves 
= I -ji - ...(3.16) 
From equation (3.15) one has 
R^(o) = f -1 
- S^O^ 
r(I^ - S^o:^) r=a ...(3.17) 
the dashes indicating differentation with respect to r. 
Now introduce the logarithmic derivative quantity 
i-i • f̂ ) 
\ O x /r=a 
...(3.18) 
and 0^ are complex conjugate and hence 
...(3.19) 
3.5 
Using (3.18) and (3.19) in (3.17) enables one to write S^ in terms 
of R ^ : 
S^ = Q(1 - R^ - R^ LJ)Q ...(3.20) 
J. -J. where Q 
For non zero B^ the considerations above are still valid. 
Applying Green's theorem to (3.1) and (3.4) one finds for A. 
so that 
\ A-a A q^ - q 
u¿(r) 
Evaluating this at r=a with the definition of R given in (3.12) 
gives 
R = (f - B)"^ . ...(3.23) 
The connection between R and R(o) is 
With R defined by (3.23) one has for A^ 
u (a) u^(a) 
q^- q 
For equations (3.16) to (3.20) the extension to non zero boundary 
conditions will be given in the next chapter. After this short tour 
of reaction matrix theory, Cook's solution to the inverse scattering 
problem will now be considered. 
3.6 
3.2 REACTION MATRIX SOLUTION TO THE PROBLEM 
One rewrites the wave equation (3.1) as a source equation 
, (q,^) . ...(3.26) 
Cook (1970) assumed that the physical solution ¿(q,r) and the 
source />(q,r) may be expanded as 
i(q,r) = 2 A^(q) u^(r) 
A 
P(q,r) = Z A^(q) p^(r) , ...(3.27) 
A 
where u^(^) forms a complete orthonomal set which are the solutions of 
the eigenvalue equation 
(V^ + q2) u^(r) = p ^ ( r ) 5 , ...(3.28) 
with the boundary conditions 
B/7 
u,(a) . ...(3.29) a A 
The radius a is chosen such that the short range interaction has 
vanished, that is 
p^(r) = 0 r> a , 
p(q,r) = 0 r > a • ...(3.30) 
One could also solve (3.26) for p = 0 and with the same boundary 
conditions (3.29) to obtain a complete, orthonomal set of free particle 
eigenfunctionsw ^(r) where 
3.7 
(V^ + kj) w^(r) = 0 , ...(3.31) 
and k are the discrete eigenvalues obtained from w (r). 
M" 
The first problem is to determine û (î ) and in equation 
(3.27). Cook assumed that they may be expanded in terms of w^(r) by 
= I 
Pâ '̂ ^ = I • ...(3.32) 
Substituting (3.32) in (3.28) and applying Green's theorem to 
(3.31) and (3.28) gives 
• •..(3.33) 
Thus once the matrix B is determined one may obtain C and thus u 
"" " " A 
and p . To calculate the wave function and the source term one now ' A 
has to find A . A 
Applying Green's theorem to (3.26) and (3.27) gives 
u (a) i(q,a) 
= IR 2 r - ' ...(3.34) 
where R is defined by (3.23). 
Also 
i(q»a) = 3£{qa) - K(q) n/qa) . ...(3.35) 
and ' 
" • q j^(q^) p(q,r)dr = tan5 ...(3.36) 
3.8 
This form for K(q) is given by Newton (1966). The phase shift 6 
may be calculated from R. (The relation between 6 and the reaction 
matrix will be considered in the next chapter.) The functions j^(x) 
and n^(x) are the Riccati-Bessel functions, defined by Newton (1966, 
p. 38). 
It is convenient to calculate B from the eigenvalues on the 
2 
boundary as is determined from the parameters of the reaction 
matrix. As both (r) and ^ (r) form complete orthonomal sets B is a 
unitary matrix and one has 
Z u h a ) = 2wf(a) ...(3.37) 
In the calculations performed for this thesis ^ is written as a 
bilinear form 
B ?\|i (u.u - U'W) w^(a) + u^(a) w^(a) - u^(a) u^(a) 
- w (a) w^(a) [I A + . ...(3.38) 
It can be seen from (3.38) that B is symmetric. The unitarity 
property is insufficient to determine a unique B. By a unitary 
transformation one may generate other matrices B' which will also 
enable a calculation of the potential. Thus it is possible, in 
principle, to define an infinite number of unitary matrices B each 
giving a different interaction but the same phase shift. 
An 'effective potential' may be defined as a multiplicative 
operator by 
3.9 
2 2 A (q) C. ,, w (r) 
= ...(3.39) 
i(q,r) 2 2 A. (q) B. „ w, (r) 
A fi ^ Â i (i 
The potentials obtained from this expansion for the case of pion-
nuclean scattering will be considered in Chapter 8. The energy 
dependent potential defined here is only one of a number of possible 
definitions. For example one would define a non local potential by 
p(q,r) „ < r i v | r ' > = J V(r, r' ) ¿(q, r' )dr' . ...(3.40) 
Any attempt to classify the possible definitions of potentials and 
the resulting restrictions on the B matrix will have to be left to 
further analysis. 
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4.1 
CHAPTER 4 
REACTION MATRIX PARAMETERS 
To apply the reaction matrix methods described in Chapter 3 one 
2 2 must know the widths Y^ and the poles q^ of the reaction matrix, A 
procedure for the calculation of these parameters is given in this 
chapter. 
In a standard phase shift analysis the scattering matrix S is a 
function of two parameters; 6, the phase shift and rj, the absorption 
or inelasticity coefficient. It must be understood that a single 
channel calculation with a real potential, as presented in this thesis, 
determines only the phase shift. Fortunately 6 does not depend on r| 
so that performing a single channel calculation for 6, even in the region 
of inelastic processes is valid. As Coulomb effects for the pion-
nucleon interaction have been found to be small they have been deleted 
from the resonance parameter analysis, 
4. 1 CALCULATION OF THE REACTION MATRIX FROM THE PHASE SHIFTS 
From equation (3.20) and the definition of the scattering matrix 
S £ one has 
S^(q) = = Q(1 - (1 - ...(4.1) 
where L^ may be written 
L^ = s^ + ipj^ , ...(4.2) 
o 
and isti = e 
with 6 = a - Ca) 
4.2 
CA) is the hard sphere phase shift, is the penetration factor 
and sji is the level shift as defined in Preston (1965). As short 
range forces have been assumed p^, s^ and CJ may be evaluated from 
the free particle wave functions j^(qa) and n^(qa). 
Subtracting the hard sphere phase and taking the real and 
imaginary parts of (4.1) gives 
tana = R̂ ^ p^/(l - R^ s^) , ...(4.3) 
and hence 
R^ = tana/(p^ + sĵ  tana) ...(4,4) 
One may take account of the non zero boundary conditions in (3.29) 
by introducing the boundary condition 
B/ = . ...(4.5) 
This choice of B£ (sometimes termed the square well boundary 
condition) has been used throughout the thesis where boundary conditions 
have been required. 
Selection of a non zero boundary condition modifies the definition 
of L^ and subsequently R^ given above. One now defines 
L^ = L^ - B/ . ...(4.6) 
since B^ is real 
L^ = s^ + ip^ ...(4.7) 
and 
4.3 
= - • ...(4.8) 
With these changes one has 
^t = - V L^)"^ (1 - R^ ••.(4.9) 
and consequently 
R̂ ^ = tana/(p^ + s^ tana) 
= tana/(p^ ~ } tana) ...(4.10) 
4.2 CALCULATION OF THE REACTION MATRIX PARAMETERS 
The question now remaining is how to find the widths and pole 
positions. From the input phases 5, R^ may be calculated from (4.10). 
2 
A least squares fitting procedure to calculate the poles q^ and widths 
2 
Y^ is given now. This procedure is due to Trimble (1970) and has been 
used by the candidate. The reaction matrix used in the thesis 
calculations is written 
2 N ix R(q^) = R^ + S ^ ^ ...(4.11) 
A=1 q ̂ - q 
where R^ is a constant representing the background contributions of 
other levels. To facilitate computations write this as 
N S 
R(x.) = R + 2 ^ ...(4.12) 
° k=I (T^ - X.) 
4 . 4 
N N N 
° k = i ^ ^ k = i ^ ^ ^ 
N . . . ( 4 . 1 3 ) 
k = l ^ ^ 
T h i s m a y b e w r i t t e n a s a r a t i o o f t w o p o l 5 n i o m i a l s 
N 
a + a . x + + a . , x . 
o 1 N _ A ( x ) 
^ = 7 — — N = i w b + b ^ x + - - - + b X 
o i l N 
w h e r e o n e m a y s e t b ^ = 1 t o n o r m a l i s e t h e c o e f f i c i e n t s . 
C l e a r l y R^ = a ^ a n d t h e \ a r e t h e r o o t s o f B ( x ) . Now 
N N 
A ( x ) = R ^ B ( x ) + Sj^ ^ n ^ ( T ^ - x ) , . . . ( 4 . 1 5 ) 
l e t X —^ Tj^, t h e n 
N 
A(Tj^) = + S ^ ^ n ( T ^ - V • . . . ( 4 . 1 6 ) 
B u t B(TJ^) = 0 a n d h e n c e 
A ( T ) 
• . . . ( 4 . 1 7 ) 
• 
^ A 
T h e o n l y p r o b l e m n o w i s t h e d e t e r m i n a t i o n o f t h e c o e f f i c i e n t s a a n d 
b . 
2 
L e t R ( q ^ ) = y ( x ^ ) . T h e n f r o m ( 4 . 1 4 ) 
4.5 
M 
a + a ^ x . + + 
B^ + B^ X. + - + B^X.N 
where y^ is the value of the reaction matrix given by (4 .10) for q^. 
The least squares criteria is 
M 2 
i l l ^ i - y^) = minimum , . . . ( 4 . 1 9 ) 
i .e . i S i ^ i ['A(X^) - y^ = minimum . . . . ( 4 . 2 0 ) 
Define w . = W ^ B ( X . ) " ^ 
1 1 1 ' 
then one must minimise the quantity 
M 2 
F = 2 w . f A ( x p - y. B(x )J . . . ( 4 . 2 1 ) 
i=l 
The conditions for minima are 
dF = 0 k = 0 --- N 
= 0 k = 0 --- N-1 
Now 
^ = 2 2 W [ A ( X ) - y B(x )J x^ = 0 . . . . ( 4 . 2 2 ) 
i=l ^ ^ 1 1 1 
M 
= -2 2 - y. B ( x p ] y. x. = 0 . . . . ( 4 . 2 3 ) 
'k i=l 
Thus one has the set of equations 
4.6 
S a^ ( 2 w. x^*^) + S 2 w. y. xf"^^) = 
£=0 
M 
^ N+k 1 ^ , , V 2 w^ y. X. k = 0 — N-1 . . . ( 4 . 2 4 ) 
i=l 
N M ^ N-1 M J 
2 a^ ( - 2 w. y. x . + 2 b^ ( - 2 w, yf x. ) =. 
^ 4 1 1 1 1 ff i - ' i i ' =0 1=1 £=0 1=1 
M 
2 w. y? x "̂̂ ^ k = 0 - - N-1 . . . ( 4 . 2 5 ) 
i=l " " ^ 
The set of equations (4.24) and (4.25) may be written in matrix 
form, 
f . 
2 w.x. 1 1 1 
2 W.X., 1 1 1 
V 2 2 w.x. 1 1 1 
^ N S w.x. 
i " ^ 
^ N 2 w.x. 
i ^ ^ 
2 w.x. 
1 1 1 
2 w.y. 1 1 1 
^ N-1 2 w.y .x . 
i ^ ^ ^ 
2 w . y . x ; 
•2 w.y.. ^ N-1 - 2 w.y .x . 
i ^ ^ ^ 
^ N ^ 2N-1 •2 w.y.x - 2 w.y .x . . 1 1 1 i ^ 
V 2 ^ 2 N-1 2 w.y 2 w.y .x . . 1 1 i ^ 
^ 2 N-1 ^ 2 2N-2 2 w.y.x 2 w.y .x . £ 1 1 1 . i"' i 1 
N̂ 
N-1 
N 2 w .y .x . . 1 1 1 
V 2N 2 w.y .x . I I I 1 
^ 2 N 2 w.y .x . I I I 1 
^ 2 2N-1 2 w.y .x . 
. . . ( 4 . 2 6 ) 
4.8 
Equation 4.26 may be solved by standard methods to find the 
coefficients a and b. Once these are kno\m it is a relatively simple 
matter to construct the reaction matrix parameters from a^, the roots 
of B(x) and (4.17). 
In using these calculations, the weights w^ were set equal to unity 
and a search was made for the interaction range which gave the smallest 
2 
X , The parameters obtained will be discussed in Chapter 8. The 
procedure used in the calculation is as follows, A value for the radius 
was chosen. For this radius the reaction matrix parameters were 
calculated and the phase shifts recalculated. The radius was then 
increased by 0.1 Compton wavelengths and the procedure was repeated, 2 
To test the goodness of fit the X per degree of freedom was tested. 
This is defined by f 2 
2 ^^i " ( M - ( 2 N + l ) ) x = 2 — — , ...(4.27) 
R. 
1 
where M is the number of data points and N is the number of poles in the 
calculated reaction matrix R^ (4.11). R^ is the input reaction matrix 
defined by (4.10). 
As well as this criteria there are also conditions on the reaction 2 
matrix parameters. As the reaction matrix is real the widths Y^ must 
be positive. For the data used in this thesis values of the range a 
were limited to the range 0.5 to 2.0 Compton wavelengths except for s 
wave calculations which searched 0.1 to 2.0 Compton wavelengths. 
4.9 
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The main difficulty in applying reaction matrix techniques to the 
inverse scattering problem is that from a least squares fit to the phase 
2 2 shifts only a finite number of poles q, and widths Y, are found. As the 
A A 
complete spectrum is not known one has to resort to approximations to 
calculate the effect of the background R^ on the potential. 
For the calculations in this thesis it has been assumed that for 
energies outside the region of interest the potential is a square well 
of depth -V^. For this potential one may write the wave function and 
reaction matrix exactly. The advantage of the square well is that the 
widths in the reaction matrix are the same as the free particle widths, 
and the pole positions are easily calculated from the free particle 
poles. 
To see this, consider firstly the free particle spectrum and then 
that arising for a particle in a square well. 
The free particle eigenfunctions w (r) satisfying (3.31) are 
M' 
Wj^(r) = N , ...(5.1) 
where N is a normalisation constant to ensure the orthonormal. 
It may be determined by the equation (Erdelyi 19 53, p.71) 
t jj ( v ) d t = K M i K ^ v j ' + - --(^.z) 
where = k^a 
5.2 
After some tedious manipulation this gives 
...(5.3) 
k is found from the recurrence relations for the Riccati-Bessel functions 
(Newton 1966 p.39), 
= + j^(^) • ...(5.4) 
With the boundary conditions (3.29) and (4.5) this immediately shows 
that z is such that 
= 0 . ...(5.5) 
A simple regula falsi calculation gives the zeros of j (z) and thence 
£-1 
k^ from 
k = - . ...(5.6) |i a 
For a particle moving in a square well potential of depth -V^, the 
normalised wavefunction is 
= N ĵ ((Zir) , ...(5.7) s. w. 
where = q^ + V o 
If the same boundary conditions B = are used, one has, 
similarly to the free particle case 
= 0 ...(5.8) 
and 
5.3 
q^ = ^ -V ...(5.9) 
Equation (5.6) shows that 
2 1,2 
A A o ...(5.10) 
Now define the square well widths which are given by the value 
of the eigenfunction on the boundary. Comparison of the eigenfunctions 
for the square well and free particle states show that they are the same 
on the boundary and hence 
2/ X 
2 ...(5.11) 
Now consider (3.14), (3.15) and (3.24) to define the R matrix, written as 
R •̂ s. w. s. w ai' - B̂ i/ ^ s. w. -c ̂ s. w. 
...(5.12) 
From the recurrence relation (5.4), and the choice B^ = -^one has 
R 
j^(Cia) 
s.w. ~ 0a ...(5.13) 
With these definitions and using the square well approximation, 
the reaction matrix, source term and wave functions are written as a sum 
over the known poles with contributions from the square well. One then 
writes 
p(q,r) = 
¿(q,a) ( N+1 











N+1 r w^(a)w^(r) 
S 
A=1 L q^- q 1,2 ,, 2 k -V -q A o ^ 







AfI q^-q 2 2 ^s.w. 
A N+1 
^ "l 2 /.I k^.V^.q 
...(5.16) 
where 
i(q>a) = a) - tan6 n^(q a) 
The effect of the unknown part of the spectrum has been 
incorporated through use of the analytic forms for R and ^ s • w» s • w» 
This approximation has also been used to calculate the reaction 
matrix from the phase shifts. The form (4.11) for the reaction matrix 
does not guarantee that B is unitary. To ensure this, an extra pole is 
used. This accounts for the sum over N+1 terms in (5.14), (5.15) and 
(5.16). The calculation of the reaction matrix parameters is now a 
two-stage procedure. From the input data a least squares fit to (4.11) 
yields an initial set of parameters. These are then used to calculate 
the parameters for an extra pole which will guarantee that B is unitary, 
and also incorporate the effect of the background R^. 
The width of the extra pole is easily obtained from (3.37); taking 










The position of the N+1 pole is determined by a least squares fit. 
Defining 
N+1 
^B = ^.w. - ...(5.18) MfI k -V^-q 
one usés the least squares fit (5.16) over all the energy points to give 
= , ...(5.19) 
S (R'.-f.) 1 1 1 
where 
= 2 , ...(5.20) 
A=1 
and R [ = R. - Rg. , ...(5.21) 
2 and R^ is calculated from (4.10) at each point q^ . 
The depth of the square well potential is taken to be 
Vq = kj - q2 , ...(5.22) 
i.e. the difference between the lowest energy free particle pole and the 
lowest energy interaction pole. This is a somewhat arbitrary assign-
ment but has been used as the lowest pole is normally well known, and 
thus (5.22) will produce a more accurate estimation of the depth of the 
background potential than other procedures, e.g. performing this sum for 
all pairs and averaging. The data at low energies is more accurately 
known than at energies where higher poles appear. This is the sense in 
which one says the lowest pole is well known. To make the eigenfunctions 
consistent with the square well and free particle eigenfunction, the values 
5.6 
at the boundary have been given by 
This procedure has been adopted as the reaction matrix parameters 
do not give the sign of the eigenfunction, merely its square. This 
is rather an important point and will be returned to in Chapter 8. 
The functioTB n¿(z) needed for these calculations were 
calculated with the series expansion of Schelkunoff (1951, p.397) 
3ji(z) = sin(z - |) A^ + cos(z - ...(5.23) 
n^(z) = sin(z - - cos(z -
where 
(-l)"" (^+2m): 
A / z ) = 2 ^ 
m=0 (2m): (^-2m): (2z)^"' 
2m<e-l (-!)"" (^+2m+l): 
B/(z) = 2 ^ ...(5.24) 
m=o (2mfl): (^-2m-l): 
These series expansions were checked against the tabulated values 
of Abramowitz and Stegun (1965) for ^ = o, 3 and z values less than 
ten. Agreement to all decimal places given in the tabulation was 
obtained. 
After these functions are given it is a simple matter to calculate 
Cj (the hard sphere phase shift) from 
5.7 
The penetration factors and level shifts are given by the recurrence 
relations (Lane and Thomas 19 58) 
^ P^./ Pj-J ' ...(5.26) 
+ pJ^J , ...(5.27) 
2 where b = ( q a ) , p = q a , s = 0 
Once the source and potential have been found they may be checked by 
recalculating the phase shift. Two methods were considered; firstly the 
integration over the source is defined by (3.36) and secondly a standard 
phase shift analysis. 
For the first method a simple trapezoidal integration sufficed. 
This produced accurate results with the relatively large step size used 
of 0.0025 Heaviside units. 
In the phase shift analysis the wave equation (3.1) with the 
potential from (3.39) was numerically integrated from the origin using a 
central difference method (Fox 1962, p.39). 
• T2 = 4- I h^ - - é fn.l>Vl 
...(5.28) 
where h is the step length and 
f„ = ...(5.29) 
Two starting values were provided by the series expansion (3.27). 
The solution obtained from the integration was matched onto the free 
5.8 
particle solutions j/(q r) and n^(q r) outside the region of interaction 
and the phase shift obtained. This method proved somewhat more 
difficult owing to discontinuities in the potential. To provide the 
same accuracy as the source integration required a much smaller step size. 
As this resulted in longer computing time it was not used, 
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Pion-nucleon scattering experiments have provided rich ground for 
theoretical studies of strong interactions. As yet no theory exists 
which can exhibit the many features of this system. In particular the 
problem of inelastic processes, in which particles are produced, has 
remained intractable. In the next two chapters some of the better known 
properties of pion-nucleon scattering are discussed. In this chapter 
consideration is given to an interpretation of the experimental data 
through a phase shift analysis. Formal attempts to provide a dynamical 
theory of strong interactions are reviewed in the next chapter. The 
standard notation 2T, 2J is used throughout (^is the orbital angular 
momentum, J the total angular momentum and T the isospin state). The 
spectroscopic notation s, p, d, f, etc. is used for JÍ. pl3 for example 
represents a state in w h i c h T = a n d . 
6.1 PHASE SHIFT ANALYSIS 
The traditional meeting ground of experimental data and theory is 
an analysis of the data in terms of phase shifts. For the 7t-N system 
one may write the asymptotic form of the wave function in the centre of 
mass (CM) system as 
iqr 
¿ _ e^^" Í + ...(6.1) 
The first term represents the incoming plane wave of % mesons of 
momentum q, and it is assumed that the direction of motion is parallel 
to the z axis* ¿ is the spin wave function of the initial nucleón. m 
6.2 
The remaining terms represent the outgoing wave. The square of the 
amplitude f(e); the so called non spin flip amplitude represents the 
probability that the pion in the final state, moves away in the direction 
described by the polar angle 9 relative to the incident direction; the 
nucleón spin is in the same direction as before the scattering. The 
square of the amplitude g(e), (spin flip amplitude) represents the 
probability that the pion is moving away in the same direction as in 
f(0) but that the spin of the nucleón has been changed. 
Standard manipulations (see Ferro-Luzzi, 1968) enable one to write 
the differential cross section for an unpolarized target as 
a ( e ) = f(e) + g(e) ...(6.2) 
where 0 is the C.M. pion scattering angle. The nucleón polarization is 
given by 
P(0) = -2 Im g(0) n/a(0) , 
where n = (q X q')/ £ x 
and q' is the final pion C.M. momentum. 
The non spin flip and spin flip amplitudes are given by 
m 
f(e) = i 2 
^=0 





where are the partial wave amplitudes, which for each isospin state 
T, are given by 
A^ = -i-
¿ t 2 i 
6.3 
...(6.6) 
T . T Here a is the phase shift and »7 the absorption coefficient for 
scattering in the state with J = ¿ + f. ^ is the maximum lvalue — m 
considered in the analysis. 
The amplitude for the reactions 
1. 7 t 4 - p — 
2. -x" + p 7\:" + p , ...(6.7) 
and the charge exchange reaction 
3. + p — ^ + n , 
are respectively 
+ A A = A» 
A' = j(A^+2A") 
a"" = ^ ( A ^ - A"*) . ...(6.8) 
Electromagnetic effects have been considered by Roper et al. (1965) 
and Hamilton (1971). After Coulomb corrections have been made one 
assumes that the interaction is then charge independent. 
The phase shift analysis consists of introducing into equations 
(6.2) and (6.3) the experimental values for the differential cross 
sections and polarizations and then solving the equations 'for rj and a. 
Once these are known the partial wave amplitude kĵ  may then be plotted 
on an Argand diagram. (For a discussion of the uses and drawbacks of 
Argand diagrams in phase shift analyses see Salmerón (1970) and 
Donnachie (1971)). One difficulty with this analysis is the non 
uniqueness of A ^ as a function of the energy. For any given value of 
the energy there are in general many solutions for A^satisfying (6.6). 
6.4 
The problem then arises of how to find the best among all the possible 
solutions for A^. 
It must be emphasised that there is neither a correct nor a unique 
way of solving this problem. All analyses use energy continuity as 
their criteria for a best fit. Different manners of imposing this 
condition lead to different results even though the same experimental 
data has been used. This point must be kept in mind when judging phase 
shift analyses. Broadly speaking energy continuity may be imposed in 
two ways; an energy-independent analysis or an energy-dependent analysis. 
6.2 ENERGY-INDEPENDENT METHODS 
In the energy-independent searches only the experiments within a 
narrow interval of energies are analysed at any one time. For any value 
of the C.M. momentum q there are many possible solutions for 7 and a. 
In principle the method of energy-independent analyses is the following. 
For each energy a pattern of solutions is found. Then one solution at 
each energy is chosen as the best solution. Finally all the best 
solutions are combined. It is important to note that the partial wave 
amplitude defined in this manner is not a smooth function of energy. To 
pass from one energy solutions to a smooth function of energy some 
smoothing criterion must be used. Thus different methods of choosing 
the best solution at each point and the smoothing criterion used will 
give rise to different results for 77 and a. Energy independent phase 
shift analyses have been made by groups at Saclay, Berkeley, CERN and 
Glasgow, and their different methods of looking at the phase shifts are 
considered next. 
The Berkeley group (Clairborne Johnson and Herbert Steiner (1967)) 
6.5 
developed the method of the shortest path. Assume that all possible 
solutions for the partial wave amplitude k£ have been found at a set of 
energies E^, E^, - E^. Each solution at E^ will have some distance to 
each solution at E^. The solutions selected at Ê ^ and E^ are those that 
have the shortest distance between them. At the energy E^ the solution 
is chosen which has the shortest distance to the solution at E^. This 
procedure is repeated up to the energy E^. The set of solutions which 
result represent the shortest path joining the set of solutions at the 
consecutive energies. The method of picking out the most continuous 
solution is also used by the group at Saclay (Bareyre et al. 1968). In 
both these analyses the only assumption used is that of a regular behaviour 
with energy of the partial waves. It is very difficult to achieve smooth-
ness in all the amplitudes simultaneously with this approach. 
A model dependent method is used by the CERN group (Auvil et al. 
1964, Donnachie et al. 1968) who define a dispersion relation connecting 
the real and imaginary parts of k£ 
^ r - f ^ , P / im(A^+/K)dS' ^ f A(A^/K)dS' / ^ X p JM^¿+/K)és' ^ , r 
A K r ^ s- - s Jo^ F/ vZ c' c l̂ii J over q' - q (mp+m^) S - S physical ® ^ 
cuts 
...(6.9) 
where P is the pion momentum in the laboratory system 
K is the momentum in the C.M.S. 
S is the total energy in the C.M.S. 




WTl) = + ^ 
/ n= 1 — m= 1 m 
- ê r r ) = 2 h (E) ...(6.10) 
Vk^^+V n=l " " 
account the effect of long range forces, b^ are 
poles to approximate the short range forces. The coefficients a^ 
depend on ^ and are fitted for each partial wave. The limits of 
summation, N and M, may be varied. There is a vast literature on the 
application of dispersion relations to pion-nucleon scattering. One 
could consult the articles by Hamilton (1964, 1967) which give reference 
to earlier work, or the recent article by Hamilton (1971) which gives the 
current state of the art. 
Application of (6.10) requires some arbitrary decisions. For 
example, the number of poles M to be used, or the expression for F_^(E). 
It turns out in practice that the method used by the CERN group over-
smooths the data. This was pointed out by Brody et al. (1969) who 
applied the phase shift results of the Saclay, Berkeley, Glasgow and 
CERN groups to p scattering experimental data. They found that the 
first three groups predicted cross sections which showed reasonable 
agreement with the data, but that there was a discrepancy between the 
data and the CERN dispersion relation solution. 
The Glasgow group (A. T. Davies and R. G. Moorhouse (1968), 
A. T. Davies (1970)) use a hybrid method which attempts to smooth A ^ 
as a function of the energy E by parameterizing a and rf as functions 
of E in small intervals of E. Typical intervals are approximately 
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100 MeV, which are subdivided into 4 or 5 smaller intervals. 
Their analysis started at a pion kinetic energy of 310 MeV with 
the Rugge and Vik (1963) solution II for a and T] . They parameterised 
2 a and t] by a quadratic expression in q , 
a = a^ + - q2) + - q2)2 ^ ...(6.11) 
where q is the C.M. momentum and q^ corresponds to a pion kinetic energy 
of 310 MeV. This form is fitted to all data in the energy interval 
considered (normally 100 MeV) and the best values of A and B are 
^ 0 0 
determined. A momentum q^ near the end of this range is chosen and 
used as a base for searching up into the next 100 MeV interval: 
a = a^ + q^) + - q^)^ , ...(6.12) 
where aĵ is the phase shift at q̂ ,̂ as found in the previous step, so 
continuity of a is forced. r) is treated in a similar way using two 
parameters but with constraints applied to keep 0 < T ] < 1 . By proceeding 
in the same manner for all intervals the continuity of a and r| is imposed. 
6.3 ENERGY-DEPENDENT METHODS 
In an energy dependent analysis, all energies at which data exist 
are treated simultaneously. An energy dependent parameterization of 
the partial wave amplitudes A^ is assumed. This is normally taken to 
be the sum of a rapidly varying resonance contribution and a slowly 
varying background. The principal advantage of this method is that 
continuity is built in right from the beginning. The disadvantage is 
that the number of parameters must be limited to make the analysis 
6 , 8 
numerically tractable. Hence, for high energies the increase in the 
number of partial waves and data to be fitted make this method impractical, 
Successful fits for pion kinetic energy ̂ 700 MeV have been carried out by 
Roper, Wright and Feld (1965) and by Bransden, Moorhouse and O'Donnell 
(196 5). The method used by Roper et al. will be considered in some 
detail as their data was used in the calculations for this thesis. 
They wrote the scattering amplitude as a sum of a non resonant and 
a resonant amplitude (units = = C = 1) 
= eA^_^(res) + Â _j_(non res) , ...(6.13) 
.-T 1 / 2icx T 1 where A.,(non res) = 2i 
is the amplitude for states in which there are no resonances {( = 0) or 
is the background for resonant states (« = 1). 
A ^ « . ) - - Ad • e!,) ) . 
is the resonance amplitude. 
PI ^ qr rf^, V^Jqr ) ...(6.16) 
is the elastic width 
= - 1 S ...(6.17) 
is the barrier penetration factor. j^(qr^) and n^(qr^) are the 
spherical Bessel and Neumann functions respectively. 
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n ^ pT^ ^ r ^ rn n ...(6.18) 
is the resonance total width; P . being a constant inelastic width, y ^^ & 
q^ = threshold pion C.M. momentum for one pion production 
= 1.479 
2 E = (1 + q = total pion C.M. energy 
E = resonance position 
o/± 
2 Y , = reduced scattering width 
M = nucléon mass = 6.7212 M % 
r = interaction range. 
-T 2/+1 '' = q 2 
n=o v ± 
n 
n 
v ± - ^ 
-2V 
...(6.19) 
where V = 0 for q ̂ q 
= (q - q J 
2^+1 2 
n=o Jn 
(q - q^)^ for q>qQ ...(6.20) 
2 
The number of a parameters is and the number of b parameters is 
2(/ The fitting is over the experimental data to find these 
parameters. 
The actual phase shifts and absorption parameters are 
T 1 , - 1 
y ± ^ 2 
2A!e A ^ d - 2jm aJ^) 
6.10 
= 2 ...(6.21) 
The formulae (6.15) and (6.16) are taken from Layson's (1963) 
empirical calculation. It is essentially the Breit-Wigner (1936) 
single level formula and is a qualitative application of reaction 
matrix concepts, though it has no rigorous connection with such a 
theory. His value for the range r^ was taken to be 1 fermi. This 
appears to be far too small an account of the long range nature of 
the interaction. In rigorous applications of reaction matrix 
theory r^ is chosen to be outside the region of interaction. The 
data of Roper et al. has been used in this thesis because of the 
built in smoothness criterion, which makes the least squares fit 
analysis (in Chapter 4) to find the resonance parameters easier to 
perform, 
Bransden et al. used a different model in their parameterization 
of the amplitude. Define the inelasticity coefficient R^^ by 
R -
They used dispersion relations to find the real and imaginary 
parts of the amplitude in terms of The form chosen for R^ 
was a ratio of polynomials, with 8 energy independent parameters. 
These were fixed by fitting over the energy range 300-700 MeV. The 
values obtained for the phase shifts differed (in some cases widely) 
from those of Roper et al. For example the Sll phase shift went 
through %/2 at approximately 600 MeV and the Roper resonance in PIl is 
not reproduced. For these reasons their data has not been used. 
6.11 
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A further reference has just come to the candidate's notice. This 
is by G. Giacomelli (1970), Rivista Del Nuovo Cimento 11, 297. It is 
a comprehensive review of pion-nucleon elastic scattering and gives 
detailed discussions of experimental techniques and the theoretical 
study of this interaction. 
CHAPTER 7 
FORMAL THEORIES OF PION-NUGLEON INTERACTIONS 
Low energy pion-nucleon scattering is dominated by the well known 
P33 resonance. To obtain phase shifts for this state Chew and Low 
(19 56) used the methods of field theory to derive the static theory 
which was solved in the Effective Range approximation. Although 
attempts to apply this method to other states were unsuccessful it has 
provided physical insight into strong interaction processes. Accordingly, 
a brief description of the static theory is given in this chapter. 
Present knowledge of particle processes indicate that the strong 
interactions between elementary particles are produced by exchange 
processes involving these particles. Though no theory for the dynamics 
of strong interactions exists, dispersion theory, by means of general 
arguments from causality and unitarity has enableda consistent para-
meterization of these processes. However, properties such as particle 
masses do not arise naturally, but have to be used as input data for the 
theory. With the realisation that for the moment one is restricted to 
model building, it is worthwhile to consider how well dispersion theory 
can account for the features of pion-nucleon scattering. 
7.1 THE CHEW-LOW STATIC THEORY 
One is considering a scattering problem in which a pion of momentum 
q and energy w is scattered by a nucleón represented by a source density 
p (r). Significant variables for this discussion are the pion field ^ 
and the nucleón spin o and isotopic spin . The pion field is treated 
classically, but the nucleón variables are treated quantum mechanically. 
I . L 
Chew and Low derived an interaction Hamiltonian density of the form 
= Fp (r)a . V C E . . . ( 7 . 1 ) 
where F is a coupling constant measuring the strength of the interaction. 
This form for fi-. ^ is known as the static model. For this interaction 
int 
one may write the equation for the field (J) as 
(V^ + = - F r o . v p ( r ) . . . ( 7 . 2 ) 
which may be written (see Jackson, 19 58), whose discussion has been 
followed here 
(V^ + q^)<î) = - (vp) • / r v ' ( ^ x (Zi) + O X V'<î5']p(r')dr' . 
. . . ( 7 . 3 ) 
This can be thought of as a wave equation for (J) with the right-hand 
side involving a non-local potential operator. If the field is 
factorized into radial, spin angle parts and into states of total 
isotopic spin one then arrives at the p-wave equation: 
2 F^ 






¿L ( -2 1 . . . . ( 7 . 5 ) 
and the notation a = (2T,2J) with a = 1 meaning ( 1 , 1 ) , a = 2, ( 1 , 3 ) -
(3 , 1 ) and a = 3, ( 3 , 3 ) has been introduced. 
l.S 
Outside the range of p(r), U(r) will be a linear combination of 
spherical Bessel functions, 
2 r- n U(r) ^ w(r) = q r fcotd jAqr) - n.(qr) ...(7.6) r — I - i i 
where j^(qr) and n^(qr) are spherical Bessel and Neumann functions 
respectively and 5 is the phase shift. 
Writing equation (7.4) at two energies w , w and matching to the a D 
asymptotic form for W(r) gives 
q^ cota,̂  - q^ cota = - w ) + (wJ - w^) (W W, - - U U, )dr ^b b ^a a A b a b a / a b a b 
•/o ^ 
...(7.7) 
The standard form of the effective range approximation is obtained 
by choosing w = 0. For w = 0 q = i and cot6 = i. Equation (7.7) a a a a 
then takes the form 
q cot6^ 1 1 
. i = i (1 . w r ) ...(7.8) 
w w A a a 
where the 'effective range' r is defined by a 
r = A /'"(U^ + - w^)dr ...(7.9) a a I o 2 o Jo r 
Corrections for nucleón recoil are made by including the kinetic energy 
of the nucleón (mass M) in the C.M. system and replacing w by w^ = w + 
2M • 
Equation (7.8) is usually applied with the l/w term omitted and 
predicts that the P33 phase shift will be positive and show a resonance 
at w^ = l/r^, while all the other p-wave phase shifts will be negative. 
Attempts to apply this theory to states other than P33 have not been 
successful. Phase shifts for these states have been calculated using 
dispersion relations which are considered now, 
7.2 KINEMATIC INVARIANTS 
Dispersion relations are obtained by assuming that scattering 
amplitudes can be treated, with some restrictions, as an analytic 
function of their complex kinematical parameters. When the singularities 
(poles, branch points, etc.) are known, either from perturbation theory or 
from experimental information on resonances, it is possible to obtain the 
functional dependence of the cross section by using Cauchy's theorem. 
Nonrelativistically, the kinematics of scattering are described by 
the kinetic energy and the scattering angle. The corresponding 
relativistically invariant quantities are the square of the centre of 
mass energy, denoted by s, and the square of the four momentum transfer, 
denoted by t. 
Consider the case of pion nucleón scattering. The energy-momentum 
four vectors of the initial and final pions are q^ and q^ where 
2 2 4-q = (q,iw) and w = ( |i + q P (t = C = 1). For the initial and final 
2 2 
nucléons one has p^ and p^ where p = (p,iE) with E = (m + p ) . 
It is convenient to choose s and t to be the invariants 
s = -(p^ + q̂ )̂̂  
t = -(q2 - q^)^ 
u = -(P2 - q^)^ ...(7.10) 
where a further useful invariant u has been defined. In the C.M. system 
ül = % + £2 " ^ ^^^ ll I2 = q' 
Let be the scattering angle. From (7.10) one has 
/. J 
s = [(m^ + q^)^ + (H^ + q ^ r ] 
t = -2q^(l - cose^j^) ...(7.11) 
Physical scattering is given by real values of s and t such that 
s ^ (m + fi)̂  , t ̂  0 ...(7.12) 
To make this section more concrete consider the three processes 
7Z p — ^ p I 
p — V p II 
p p — ^ % % III 
For process I, termed the s channel, s is the square of the C.M. energy 
and t the invariant momentum transfer. For the physical region of 
channel II, termed the u channel, u is the square of the corresponding 
C.M. energy and similarly for t in channel III termed the t channel. 
The dominant singularities of the S matrix are thought to be poles 
owing to the presence of stable or resonance particles. In the s and 
u channel the poles are associated with baryons (e.g. A(1236)), and in 
the t channel meson poles appear (e.g. p(7 50)). 
7.3 DISPERSION RELATIONS 
The definition of the partial scattering amplitude (6.6) will be 
slightly generalised to include q. 
2ia 
Let fp = = r ^ r- , ...(7.13) ^ ^ 2iq q cota^- iq 
and thus 
7.6 
q cota = ^.e f^^ . (for q real) ...(7.14) 
In the physical region s and t obey (7.12). However one could also 
consider unphysical values of these variables and allow them to take any 
value in the complex plane. The scattering amplitudes f^(s,t) are then 
functions of these complex variables, and in the assumption of analyticity 
can be computed by making use of Cauchy's formula. For example, for 
fixed t, i.e. fixed momentum transfer 
where the integral extends around an anticlockwise contour surrounding 
the point s but not enclosing any pole or singularity of f (s,t). 
Equation (7.15) can be considered the simplest dispersion relation. 
It is often convenient to extend the path of integration in infinite 
circles in the complex plane. If the integral in (7.15) does not 
converge sufficiently rapidly for this purpose one defines the subtracted 
dispersion relation 
f(s^,t) - f(s2,t) = - ¿ ï / £(s',t) s'-s^ S'-S2 ds' 
2%i J (s'-s^) (s'-s^) 
The Cauchy principal value provides a relation between the real and 
imaginary parts of the scattering amplitude. Denoting the principal 
value hyPf one has 
7.7 
^ N 1 ïO r J m f(x')dx' ^ e f(x) = - F J ...(7.17) 
m f(x) 
These definitions can be extended to include an arbitrary number of poles. 
The example discussed below closely follows the discussion of Holbrow and 
Davidon (1964). Considering - p scattering they wrote the dispersion 
relation 
/ (w-a) (w-b) (w-c) " (a-b) (a-c) ̂  (b-a) (b-c) (c-a) (c-b) 
...(7.19) 
where f_̂ (w), f (w) are the scattering amplitudes for and % scattering, 
2 1 ^ w is the pion energy, given b y w = ( ( i + q ) . 
To make use of equations (7.17), (7.18) and (7.19) one has to know 
the connection between cross sections and the scattering amplitude. 
This is given by the optical theorem which shows that for zero angle 
scattering, the total cross section is related to the imaginary part 
of the scattering amplitude, 
3 m f(w) = (w) . ...(7.20) 
Crossing symmetry (see Hamilton (1967) or Mandelstam (1962)) gives a 
relationship between f^ and f_ of the form 
f_̂ (w) = f^(-w) , f^(w) = fj(-w) . ...(7.21) 
This enables an examination of the properties of the scattering amplitude 
f_̂ (w) in the complex w plane. As f_̂ (w) is defined only for w ^ for 
/ , u 
the unphysical values w<.-|i one must use the crossing relation (7.21). 
to examine its properties in terms of f_(-w). In the intermediate 
region there is a bound state pole at a position 
^ = - ...(7.22) 
Methods used in field theory give the value of*im f_̂ (w) corresponding to 
this bound state to be the coupling constant f . 
Using the optical theorem (7.20), measurements of the zero angle 
total cross sections give the imaginary part of the scattering amplitude 
for all w. Equations (7.17) and (7.19) are then used to determine 
vie f_^(w) for any value of w. The choice of the values of w at which 
the residues are to be evaluated is dictated by convenience. Two points 
readily chosen are 
w = + ...(7.23) 
and the third point may be varied. 
As ̂ e f_̂ (-|i) is not directly related to an observable quantity, use 
crossing symmetry to replace it with the real part of the scattering 
amplitude of the charge conjugate particle. One then has, after 
rearranging (7.19), 
vCe f^(w) = P ] dw- l̂ jj 
/¡¡ef (ii) (wf|i) 
+ ^ ^ ^ . ...(7.24) 
The quantities f̂ (|i) are related to the s wave scattering lengths 
a^ and a^ (Hamilton and Woolcock 1963) by the equations 
7.9 
•^e = (1 +^)a3 
A e fj\i) = (I + (f S ) • ...(7.25) 
Thus one may express/^e ) in terms of the scattering lengths 
and an integral which can be evaluated in terms of available experimental 
data. To see how this evaluation can be performed, replace ̂ m ) in 
¿(K T (7.24) by the quantity ^ O^(w'). In the range 
) = ai^(-w'); the total cross section for %' scattering at positive 
energies. In the range |i< w'< «¡̂  0^(w) is directly measurable. The 
bound state is taken into account by including the delta function terms 
2 
2% f^ 6(w' - in the definition of^Jm f^(w'). With these substitutions 2M + 
the integral in (7.24) becomes 
3 m f.(w') 
% 
J f I dW 
w) 
4.^ / dw' . - ¿>o q O^(-w') r ^ q a (w') — I + / dw' T — ^ (w'^-H^) (w'-w) ^̂ ^ (w'^-Z) (W'-H) 
2f2(w2 -
r 21 r ..2 1 
w - — ^ - 9 2M^ 4M J 
...(7.26) 
2 .2 w -
47t ̂




^ + w -w w'+w 
w - K. 2M 1 - iiL' 4M\ 
...(7.27) 
Adjustment of the three parameters ^ef (|i) and f^ allow 
one to obtain the best fit to the zero angle cross section. The 
quality of the fit provides an indication of the validity of the under-
lying general assumptions of causality, unitarity and crossing symmetry. 
In the simple example mentioned above, the complications that can 
arise in a dispersion relation calculation have not been mentioned. For 
a full discussion on the classification of singularities of the scatter-
ing amplitude see Hamilton (1967) or Jacob and Chew (1969), both pf whom 
give many references. 
The use of dispersion relations has indicated that the pion-nucleon 
interaction can be considered in terms of four important contributions 
(Hamilton 1967, p.285): 
1. Nucleón exchange 
2. A(1236) exchange 
3. p exchange 
4. (w^)^ exchange, the o indicating that the two-pion system 
has total isospin equal to zero. 
All these contributions have a relatively long range and the effect 
of short range interactions is still an open question. One's overall 
impression is that although discrepancies in numerical calculations have 
occurred (see Brody et al. mentioned in the last chapter) dispersion 
relations have provided meaningful information on the pion-nucleon inter-
action. 
There have been many other attempts to understand strong interactions. 
The Bootstrap theory proposed by Chew (19 56, 1962) or the Regge Pole 
concept applied to high energy scattering (see Barger and C line 1969) 
7.11 
have had some success, A discussion of these, however, is far beyond 
the scope of this thesis. 
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8.1 
CHAPTER 8 
DISCUSSION OF RESULTS 
In this chapter the results of phase shift calculations for the 
pion-nucleon interaction are given. The calculation is, in effect, a 
three stage process. The first step is the least squares fitting of 
the reaction matrix from the input phase shifts. For this step, the 
reaction matrix is defined by (4.11). The parameters obtained are given 
as 'Initial Parameters' in the tables of results. As described in 
Chapter 5 these parameters are then refitted to include the square well 
background. The relevant definitions are given in equations (5.14) to 
(5.16). The parameters obtained from this step are given as 'Final 
Parameters' in the tables of results. 
Once the reaction matrix parameters are determined the method 
discussed in Chapter 3 is used to generate the potentials and sources. 
The computer programs used and the form of output obtained have been 
described by Clayton (1972) so these will not be discussed here. 
The tables of results contain the following information. First 
is the state identified by the standard notation in terms of T and J, 
e.g. Sll. Then follows the interaction range given in pion Compton 
wavelengths (C.W.) All values for variables are in Heaviside units 
such that = C = 1, pion mass H = 1. The two sets of parameters 
mentioned above, 'Initial Parameters' and 'Final Parameters' are then 
given. 
In the initial parameters R^ is the background reaction matrix and 
2 2 
q^, Y^ are the pole positions and widths for the reaction matrix. For 
the final parameters V^ is the depth of the background square well and 
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2 2 ^A ^^^ ^A pole positions and widths for the reaction matrix, 
2 
Also given is the X per degree of freedom for the final fit. 
For two states, Pll and D13, the number of poles in the initial 
and final parameter sets differ. Owing to uncertainties in the phase 
shift data it was felt that the pole most distant from the energy range 
of interest may not be well defined. Because of this, a two stage 
calculation was performed when fitting to the square well background. 
The procedure given in Chapter 5 was followed twice, initially with the 
pole most distant from the energy range excluded, and then with this pole 
included. For the two states mentioned above, the square well pole had 
to be added into the reaction matrix. In all other cases, adequate fits 
were obtained by replacing the pole furthest from the range by a square 
well pole. 
For the results of the phase shift calculations, the pion kinetic 
energy, the imput phase shift and two sets of calculated phases are 
reported. The first of these are the phase shifts arising from the 
least squares fitting of the reaction matrix ('Final Parameters*) and 
the second are those obtained from the integration over the source as 
defined by equation (3.36). The data of Roper et al. (1965) has been 
used and calculations made for the seven states SII, S31, Pll, P13, P31, 
P33 and D13. Unfortunately, Roper has not included errors on the phase 
shifts so we cannot determine the accuracy of the calculation. 
In the next section a discussion of the seven states above is given. 
For each, the potential obtained is discussed and tables of results are 
given. Finally, the potential as a function of radius is plotted for 
pion input kinetic energies 120, 240 and 572 MeV. In Appendix B, plots 
8.3 
of the potential and source as functions of q and r are given. For 
the potential, in both this chapter and the appendix, the function 
plotted has been 
- log^^l V(q,r) 1-1 V(q,r) c -1 
V(q,r) |v(q,r)|<l 
logĵ Q 1 V(q,r) 1+1 for V(q,r) >1 
The sources themselves have been plotted, 
Sll 
There was quite good agreement in the phase shifts. Once the phases 
are given through the reaction matrix, the source or equivalently the 
potential has reproduced these, in all states, the limitation to the 
accuracy has been the least squares fitting for the reaction matrix 
parameters. Once these are given, the source integration has reproduced 
the reaction matrix phase shifts, often to five figures. 
As the s-wave interaction is considered to be short range the search 
for reaction matrix parameters (this is described in Chapters 4 and 5) was 
carried out between 0,1 and 2,0 C.W, There were some good fits below 
2 
0,5 C,W, For these, however, the residues Y^ were negative. As we 
are using a real reaction matrix, they are unacceptable. Extension of 
the reaction matrix to the complex form suggested by Moldauer (1964) and 
Cook and Bertram (1972), may enable us to circumvent this difficulty, 2 
As well as the potential plots as a function of q and r given in 
Appendix B, they have also been plotted for three values of the input 
pion kinetic energy. These plots are presented after the tables of 
results and enable a rather more detailed analysis of the behaviour and 
magnitude of the potential as a function of r. 
8.4 
For 120 MeV incident energy the potential is attractive at the 
origin, having the value -12.9 \i. It slowly varies to -3.0 |i at 0.5 C.W. 
and changes sign at 0. 58 C.W. A repulsive barrier having a maximum value 
5.1 M" at 0.80 C.W. is then formed. The potential then changes character, 
going through zero at 1.07 C.W. and remains attractive to the surface where 
it has the value -3.4 
At 240 MeV there is a repulsive barrier at the origin (8.9 |i). .This 
is maintained until the potential goes through zero at 0.49 C.W. whence it 
forms an attractive bowl having a minimum -2.7 li at 0.77 C.W. It then goes 
through zero again at 1.05 C.W. and remains repulsive to the surface where 
it has the value 5.3 |i. 
At 572 MeV two poles appear. Near the origin the potential is 
attractive (-28 |i) and stays almost constant having the value -32 fi at 
0.40 C.W. There is then a rapid variation with a pole at 0. 502 C.W. 
After this there is an almost constant region to 0.95 C.W. The variation 
in this range being -19 |i at 0.6 to -18 |i at 0.95 C.W. The potential goes 
through zero at 1.03 C.W. and there is a second pole at 1.07 C.W. After 
which it remains attractive to the surface (-32 |i). 
For this state we can see two regions of rapidly varying potential 
behaviour; at 0.5 C.W. and 1.1 C.W. 
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S l l 
A l l values in Heaviside units such that f = C = 1, 
pion mass |i = 1. Interaction range a = 1,3 C.W. 
I n i t i a l Parameters 































6 . 0 2.758 2.5902 2.5887 
31 .0 5.483 5.4817 5.4794 
58.0 6 .920 6.9771 6.9753 
98 .0 8.293 8.2933 8. 2934 
120.0 8 .880 8.8372 8.8373 
144.0 9 .458 9. 3853 9 .3860 
170.0 10.055 9.9827 9.9836 
19 5.0 10.632 10.597 10.597 
220.0 11.237 11.271 11.271 
240.0 11.756 11.863 11.863 
270.0 12.616 12.847 12.845 
310.0 13.9 59 14.348 14.343 
333.0 14.857 15.315 15.308 
370.0 16.526 17.043 17.034 
410.0 18.689 19.186 19.174 
450.0 21.278 21.676 21.661 
490.0 24.345 24. 599 24. 582 
523.0 27.271 27.406 27.390 
550.0 29. 951 30.009 29.993 
572.0 32.336 32.349 32.334 
581.0 33.366 33.365 33.350 
600 .0 35.647 35.617 35.605 
616 .0 37.683 37.627 37.616 
, 650 .0 42.373 42.202 42.194 
689 .0 48.391 47.816 47.813 
698 .0 49.881 49. 141 49.138 
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Once again there was good agreement for the phase shifts. For the 
three states S31, P13 and P31 the background potential depth Vo was 
negative. The procedure adopted for this case was to set Vo to zero and 
refit. If this gives good agreement for the phase shifts the reaction 
matrix parameters for this fit are then used. 
An interesting feature of the potential for this state is its weak-
ness, for much of the range its magnitude was of the order of the pion 
rest mass |i. The potential at input energies 120, 240, and 572 MeV will 
now be discussed. 
For 120 MeV the potential at the origin was almost zero (-0.09 |i). 
There was a slow variation reaching -11 [i at 1.0 C.W. At this point 
there was rapid change, the potential going through a pole at 1.145 C.W. 
After this it remained attractive to the surface being almost constant 
between 1.2 and 1.6 C.W. (the variation being -8.5 |i to -12.4 |i at the 
surface). 
For 240 MeV the potential was repulsive (2 |i) at the origin. It 
slowly changed going through zero at 0.3 C.W. and reached a minimum of 
-5.8 |i at 0.9 C.W. A rapid variation ensued, going through a pole at 
1.2 C.W. after which it remained attractive to the surface, having a 
value there of -32 
For 572 MeV there was a strong pole at 0.04 C.W. Between the origin 
and this point there was a variation from -4200 |i to 3560 [i at 0.04. After 
this it resembled a ramp potential remaining repulsive to the surface. The 
minimum value reached was 5.13 \x at 0.92 C.W. and the value at the surface 
being 12.6 (i. 
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S3L 
Interaction Range a = 1,6 
Initial Parameters 
R = 0.09449 
o 
1.1362 0.9009 
10. 12 5 0.6809 
15.953 0.2181 
Final Parameters 





10. 125 0.6809 
21.899 0.7619 
2 - 5 
X = 4. 5 X 10 
8. LO 













6.0 -0.76100 -0.97667 -0.96311 
31.0 -2.9340 -2 .9865 -2.9678 
58.0 -5 .135 -5.1077 -5.0977 
98.0 -8 .30 50 -8.3109 -8.3218 
120.0 -9.9960 -10.046 -10.069 
144.0 -11.785 -11.876 -11.912 
170.0 -13.642 -13.7 57 -13.804 
195.0 -15.334 -15.444 -15.499 
220.0 -16.920 -16.998 -17.058 
240.0 -18 . 104 -18.138 -18.201 
270.0 -19.723 -19.670 -19.734 
310.0 -21 . 563 -21.376 -21.436 
330.0 -22.442 -22.181 -22.237 
370.0 -23 . 559 -23.206 -23.253 
410.0 -24.331 -23.936 -23.970 
450.0 -24.622 -24.256 -24.277 
490.0 -24.406 -24.135 -24.142 
523.0 -23.831 -23.664 -23.663 
550.0 -23.084 -23.004 -22.994 
572.0 -22.287 -22.263 -22.248 
581.0 -21.911 -21.904 -21.888 
600.0 -21.023 -21.035 -21.014 
616.0 -20.174 -20.180 -20.157 
650 .0 -18.057 -17.972 -17.945 
689.0 -15.094 -14.764 -14.734 
698.0 -14.328 -13.923 -13.893 
R D P E B S 3 Î P R S C S U 
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- 1 2 0 . 0 0 
2 4 0 . 0 0 




The reaction matrix fitting for this state was slightly difficult 
as different sets of parameters gave almost the same fit. Although 
there were better fits at low energies (below 240 MeV) the set of para-
meters given here were chosen as they gave good agreement to the high 
energy data and followed the trend for its low energy region. There 
was four figure agreement between the two sets of calculated phase shifts. 
The potential is plotted for input energies 120, 240, and 572 MeV. 
For 120 MeV it was repulsive (370 |i) at the origin and went through 
zero at 0.27 C.W. After this it remained attractive and reasonably 
constant at approximately -50 fi to about 0.6 C.W. where it underwent 
rapid variation going through a pole at 0.7 C.W. It then became 
repulsive at 0.935 C.W. forming a barrier at the surface (7 |i). 
At 240 MeV it was attractive (-3 |i) at the origin and gradually 
became deeper reaching -45 |ui at 0.7 C.W. There is a very sharp pole at 
0.8 C.W. after which it stays attractive having a value of -50 |i at the 
surface. 
For 572 MeV the potential is characterised by a repulsive hump 
It 
between 0.4 and 0.6 C.W., and a repulsive barrier between 0.8 C.W. and 
the surface. It is very attractive at the origin (-115 |i) and remains 
constant till about 0.3 C.W. The behaviour then changes and it becomes 
repulsive at 0.365 C.W. reaching a plateau of approximately 85 between 
0.45 and 0.5 C.W. From this it goes through zero again at 0. 595 C.W. 
reaching a depth of -46 |i at 0.72 C.W. From this point to the surface 
it becomes a barrier having a value at the surface of 400 |i. 
The phase shift behaviour is consistent with this potential. The 
8 .13 
repulsive surface barrier would give rise to negative phase shifts as a 
low energy pion could not penetrate this. For high energies the barrier 
would not prevent the pions entering into the potential field. A 
possible picture of resonance formation is given by this potential where 
the incident particle is trapped in an attractive region between two 
barriers. It stays there a long time before emerging, thus giving rise 
to the concept of a long lived compound state. 
8.14 
Pll 
Interaction Range a = 1.0 
Initial Parameters 



















X^ = 9.602 X lO"^ 
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6.0 -0.15000 -0 . 14570 -0 . 14572 
31.0 -1.2200 -1.1638 -1.1640 
58.0 -2.045 -1.9357 -1.9359 
98.0 -2.060 -1.8931 -1.8933 
120.0 -1.458 -1.2352 -1.2353 
144.0 -0.344 -0.019563 -0.019568 
170.0 1.375 1.8565 1.8566 
195.0 3.522 4.1792 4.1794 
220.0 6.1660 6.9852 6.9855 
240.0 8.6 590 9.5678 9. 5681 
270.0 13.090 14.005 14.006 
310.0 20.416 21.037 21.037 
333.0 25.391 25.717 25.718 
370.0 34.422 34.334 34.334 
410.0 45.116 45.157 45.157 
450.0 56.131 57.085 57.085 
490.0 67.115 69.008 69.007 
523.0 7 5.906 77.895 77.895 
550.0 82.545 84.132 84.131 
572.0 87.298 88.438 88.438 
581.0 89.028 89.999 89.999 
600.0 92.228 92.926 92.925 
616.0 94.437 95.024 95.024 
650.0 97.737 98.492 98.492 
689.0 99.602 101.07 101.07 
698^0 99.809 101.49 101.49 
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This state was also difficult to fit. Over a wide spread of 
interaction ranges, the parameters gave similar good fits, as evidenced 
2 
by the X for the parameters finally chosen. 
The potential and source were similar in shape to Sil. At 120 MeV 
the potential is attractive at the origin (-21 |i) and remained reasonably 
constant till 0.8 C.W. (-9 |i). It then changed sign becoming repulsive 
at 0.905 C.W, forming a repulsive hump reaching a height of 49 (i at 1.2 
C.W. It then fell away and became attractive at 1.52 C.W. remaining so 
till the surface (-6.8 |i). 
At 240 MeV this behaviour is repeated. Its value at the origin is 
-17 |i; changes sign at 0.9 C.W. reaching a height of 22 |i and changed 
sign again at 1.51 C.W. remaining attractive till the surface (-8.9 |i). 
By 572 MeV the picture has changed. It is attractive (-62 |i) at 
the origin and remains so till a pole at 0.41 C.W. The potential then 
becomes repulsive with a fairly constant slope till it goes through zero 
at 0.9 C.W. forming an attractive bowl with a depth of -4.7 |i. It changes 
sign again at 1.46 C.W. and has a pole at 1.53 C.W, From this point it is 
attractive to the surface (-7.3 |i). 
As will be seen in the next chapter, there is a resonance in this 
system, though the phase shift behaviour does not indicate this. Similarly 
to Pll one has the intuitive picture of a resonance being formed by a 
particle being trapped in an attractive well between two barriers. There 
is also evidence of some form of shell structure as much of the potential 
variation takes place at two points 0.9 C.W. and 1.5 C.W. This point will 
be returned to later in the chapter. 
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P13 
Interaction Range a = 1.8 
I n i t i a l Parameters 
































6 .0 -0 .015 -0.0144 -0.0144 
31.0 -0 .168 - 0 . 16665 -0.16667 
58.0 -0 .412 -0.41577 -0.41581 
98.0 -0 .863 -0.87078 -0 . 87087 
120.0 -1 .139 -1.1464 -1.1465 
144.0 -1 .454 -1.4592 -1.4593 
170.0 -1 .805 -1.8068 -1.8069 
195.0 -2 .146 -2.1450 -2.1458 
220.0 -2.486 -2.4859 -2.4861 
240.0 -2 .755 -2.7573 -2.7574 
270.0 -3 .151 -3.1598 -3.1599 
310.0 -3 .658 -3.6813 -3.6814 
333.0 -3 .938 -3.9702 -3.9703 
370.0 -4 .371 -4.4144 -4.4144 
410.0 -4 .814 -4.8636 -4.8637 
450.0 -5.237 -5.2829 -5.2829 
490.0 -5.647 -5.6802 -5.6802 
523.0 -5 .982 -6.0007 -6.0007 
550.0 -6.259 -6.2653 -6.2653 
572.0 -6.489 -6.4866 -6.4866 
581.0 -6 .585 - 6 . 5795 - 6 . 5795 
600.0 -6 .792 -6.7812 -6.7813 
616.0 -6 .971 -6.9583 -6.9583 
650.0 -7 .374 -7.3613 -7.3614 
689.0 -7 .881 -7.8771 -7.8779 
698.0 -8.007 -8 .0055 -8.0063 











For this state also there was a very good fit to the phase shifts; 
at some energies there was agreement to the fourth decimal place. 
The potential exhibited pole structure at all three energies plotted. 
For 120 MeV it is attractive |i) at the origin. It then varies 
slowly having the value -78 fi at 0.4 C.W. There was a pole at 0. 535 C.W. 
after which the potential remained repulsive to 0.935 C.W., then forming a 
shallow attractive well of depth -2 |i till 1.2 C.W. After this it slowly 
rose, going through zero at 1.47 5 C.W. and formed a repulsive barrier to 
the surface, having a value there of 0.73 |i. 
At 240 MeV there was similar behaviour. There is a value of -32 
at the origin. The pole is further out at 0.66 C.W., after which the 
potential was repulsive till 0.91 C.W. It then forms a slightly deeper 
well reaching a maximum depth of-3.9 |i. It then returns through zero at 
1.46 C.W. and remains repulsive to the surface (2.2 |i). 
At 572 MeV there is a two pole structure. The potential is 
attractive (-19 |i) at the origin, and then remains almost flat, changing, 
only to -20.5 |i by 0.7 C.W. It then has a sharp pole at 0.83 C.W. 
returning to an attractive well till 1.5 C.W., reaching a maximum depth 
of -14.5 |i. There is a further pole at 1.515 C.W. after which the 
potential remains attractive to the surface (-16.4 ̂x), 
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P31 
Interaction Range a 
Initial Parameters 













X^ = 2.7 X 10 
= 1.7 
0 .73390 




















6.0 -0 .03 -0.024396 -0.024396 
31.0 -0 .336 -0.29783 -0.29784 
58.0 -0.847 -0.78285 -0.78286 
98.0 -1 .818 -1.7444 -1.7444 
120.0 -2 .422 -2.3560 -2.3560 
144.0 -3 .113 -3.0613 -3.0613 
170.0 -3 .879 -3.8443 -3.8443 
195.0 - 4 . 6 1 - 4 . 5905 - 4 . 5911 
220.0 -5.317 -5.3093 -5.3099 
240.0 -5 .853 -5.8511 -5.8517 
270.0 -6.586 -6.5882 -6.5881 
310.0 -7 .389 -7.3871 -7.3870 
333.0 -7 .738 -7.7327 -7.7325 
370.0 -8 .093 -8.0860 -8.0857 
410.0 -8.146 - 8 . 1505 -8.1501 
450.0 -7 .805 -7.8401 -7.8397 
490.0 -7 .024 -7.1049 -7.1045 
523.0 -6.017 -6.1389 -6.1385 
550.0 -4 .933 -5.0812 -5,0808 
572.0 -3.867 -4.0274 -4.0270 
581.0 -3 .382 -3.5441 - 3 . 5437 
600.0 -2 .263 -2.4207 -2.4203 
616.0 -1 .218 -1.3634 -1.3631 
6 50.0 1.323 1.2288 1. 2291 
689.0 4.797 4.7742 4.7743 
698.0 5.687 5.6742 5.6743 










On account of the A(1236) resonance, this state has been the subject 
of much theoretical research. Its phase shift behaviour is well known 
and in this analysis quite well reproduced. For the two calculated 
phases there is agreement throughout to five decimal places. 
There is pole structure at all three energies plotted. At low 
energies the potential is relatively flat but with two poles. At higher 
energies it has changed to more of a bell shape. The potentials do not 
show the rapid variation at one or two points as evidenced by P13. Between 
1.2 to 1.3 C.W. there is this type of behaviour, but not at any other point. 
At 120 MeV it is attractive at the origin (-37 |i) and remains fairly 
constant until 0.7 C.W. (-31 |i). There is a narrow pole at 0.73 C.W. 
after which it returns to an attractive well whose depth ranges from -39 ji 
at 0.8 C.W. to -30 |i at 1.19 C.W. There is a further narrow pole at 1.256 
C.W.; the potential then remaining almost constant to the surface (-38 fi). 
For 240 MeV the picture is similar -28 ¡i at the origin and slowly 
varying to -15 p. at 0.7 C.W. The pole is not so narrow and occurs at 
0.895 C.W. The potential is then attractive around -30 |i until 1.26 C.W. 
where it goes through zero and forms a repulsive barrier to the surface 
(38 fi). 
At 572 MeV the potential is dominated by a bell shape. It is highly 
attractive (-100 |i) at the origin and goes through a'pole at 0.33 C.W. 
It then remains repulsive till 0.66 C.W. at which point it changes sign 
and forms a well of depth approximately -11 j-i. There is a further sign 
change at 1.13 C.W. and a pole at 1.27 C.W. The potential then remains 
attractive to the surface (-156 |JL). 
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Interaction Range a 
Initial Parameters 



































6 .0 0.228 0.2016 0.2016 
31.0 2.818 2.6321 2.6320 
58.0 7.81 7. 5930 7.5929 
98.0 20.47 5 20.445 20.445 
120.0 31.526 31.554 31.554 
144.0 48. 152 48.086 48.086 
170.0 70. 594 70.371 70.371 
195.0 91.699 91. 565 91.565 
220.0 108.12 108.24 108.24 
240.0 117.68 117.95 117.95 
270.0 127.72 128.05 128.05 
310.0 136.27 136.48 136.48 
333.0 139.73 139.82 139.82 
370.0 143.95 143.92 143.92 
410.0 147.31 147.32 147.32 
450 .0 149.89 150.11 150.11 
490.0 151.94 152. 52 152.52 
523.0 153.36 154.24 154.24 
550.0 154.37 155.46 155.46 
572.0 155.11 156.30 156.30 
581.0 155.40 156.61 156.61 
600.0 155.97 157.16 157.16 
616.0 156.42 157. 54 157.54 
6 50.0 157.31 158.04 158.04 
689.0 158.21 158.09 158.09 
698.0 158.41 158.02 158.02 
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For this state there was also some difficulty in obtaining a good 
fit for the reaction matrix. There were several parameter sets which 
gave similar fits. None totally covered the full energy range. Above 
600 MeV this fit is accurate only to about 3 per cent, but gives quite 
accurate reproduction of the phase shifts below that energy. Once 
again there was agreement to five decimal places for the two calculated 
sets of phase shifts. 
As can be seen from the graph the shape of the potential is almost 
energy independent. For all three energies, the potential is 
characterised by an interior attractive region and a repulsive hump. 
For 120 MeV the value of the potential is -316 u at the origin; for 
240 MeV -305 U and for 572 MeV -263 U. The repulsive barrier lies between 
0.3 and 0.5 C.W. The height of this barrier varies from 59 u for 120 MeV 
to 2300 U for 240 MeV and 370 U at 572 MeV. After the hump the potentials 
remain fairly constant and attractive with values of approximately -200 U. 
For 120 MeV there is a very narrow pole at 0.692 C.W. For 572 MeV the 
potential shows a broader pole at 0.712 C.W. The potential for 240 MeV 
does not show a pole, remaining constant at about -200 U through to the 
surface. The surface values are similar -153 U for 120 MeV, -177 H for 
240 MeV and -300 U for 572 MeV. 
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D13 
Interaction Range a = 0#8 
I n i t i a l Parameters 




































6.0 0.0 0.000269 0.000269 
31.0 0.005 0.00452 0.00452 
58.0 0.029 0.02572 0.02572 
98.0 0.122 0.11124 0.11126 
120.0 0.214 0. 19762 0. 19765 
144.0 0.357 0.33352 0.33357 
170.0 0.6 59 0.54036 0.54045 
19 5.0 0.84 0.809 56 0.80969 
220.0 1.186 1.1610 1.1612 
240.0 1.527 1. 5115 1.5118 
270.0 2. 161 2.1745 2. 1748 
310.0 3.297 3. 37 52 3.37 56 
333.0 4.142 4.2716 4.2720 
370.0 5.895 6. 12 50 6.1256 
410.0 8. 549 8.8973 8.8980 
450.0 12.403 12.843 12.844 
490.0 18.185 18.626 18.627 
523.0 25.282 25.625 25.626 
550.0 33.42 33.733 33.734 
572.0 42.079 42.702 42.703 
581.0 46.233 47.174 47.174 
600.0 56. 396 58.485 58.485 
616.0 66.956 70.211 70.211 
6 50.0 101.33 101.16 101.16 
689.0 138.93 140.31 140.31 
698.0 143.92 149.29 149.29 














One feature of the least squares fitting procedure is the small 
2 
value of X . This indicates that the number of poles used may be more 
than necessary to give an accurate fit to the data. If errors on the 
phase shifts are available this overfitting will be avoided. 
An examination of the potentials shows that they are singular. 
This presents no conceptual difficulty, however, as singular potentials 
are well known and extensively studied in the literature (see Frank et al. 
(1971) for a review of these potentials). 
The singularities of the potentials provide a simple resonance model 
in which the incident particle is trapped inside a barrier and remains 
there for a long period before emerging. One further point is the 'shell' 
structure shown by many of the states in which there is rapid variation of 
the potential only in narrow bands of the range. This is strikingly shown 
in Sll where most of the potential variation takes place at 0.5 C.W. and 
1.1 C.W. 
8.1 THE QUESTION OF UNIQUENESS 
Although the calculated potentials have been described in detail in 
this chapter, and some simple interpretations of their behaviour are 
outlined, any such results and their interpretation must be regarded as 
a conjecture. The reason for this statement lies in an underlying 
ambiguity in the method and the broader question of uniqueness, which is 
woven into any interpretation. 
As was briefly pointed out in Chapter 5, there is a fundamental 
square root ambiguity in Cook's solution to the inverse problem. As 
the scattering data is analysed through the reaction matrix the value of 
the eigenvalue at the boundary is not known. What is given is the square 
8.34 
defined through the reduced width Y^ by 
Y^ = u^(a)/a A A 
Because of this the matrix B of (3.32) and (3.38) cannot be defined 
without an arbitrary assignment of the signs for u^(a). As stated 
previously, the assignment chosen was to give agreement with the back-
ground potential eigenfunctions. The sources and potentials defined 
in this manner give phase shifts in agreement with the data, but it is 
not possible to give an unambiguous interpretation of the sources or 
potential. 
Apart from this there is another source of non-uniqueness in the 
method, also arising from the matrix B. The unitarity property is / zz 
insufficient to determine a unique B. From the bilinear form for B of 
(3.38) it is possible in principle to generate an infinite number of B 
matrices by means of unitary trans formations on that matrix. 
One could try to restrict the acceptable forms for B by imposing ss 
the condition that the potential obtained be energy independent. For 
the definition (3.39) this requires that the ratio be independent of A. 
This would not lead to a unique definition of the potential, but would 
be advantageous for performing calculations with the potential. 
The question of non-uniqueness has arisen in other methods of 
solutions. Though the Gel'fand-Levitan method is claimed to be unique 
its solution has not been practicable. This claim of uniqueness is at 
variance with the results of this analysis. The Gel*fand-Levitan 
solution is constructed in terms of a so called spectral function, whose 
continuum portion is determined by the S matrix. If there are no bound 
states it is claimed that this gives a unique potential. If there are 
8.35 
N bound states one then has an N parameter family of associated spectral 
functions, and thus, of potentials. In our analysis it has been shown 
that regardless of bound states, the potentials obtained from the 
scattering matrix are not unique. The clarification of this point is 
of vital importance to our understanding of the inverse problem. 
In the scattering amplitude method proposed by Newton and developed 
by Sabatier, the non uniqueness is explicit in the non uniqueness of 
solutions to equation (2.53) of this thesis. In an important paper 
Sabatier and Quyen Van Phu (1971) have investigated simple energy 
independent potentials, to try and put bounds on the variation of the 
calculated potentials from a given input form. They found that their 
method worked best for phase shifts less than k and that the resultant 
potentials were energy dependent. At higher energies the variation from 
the input potential decreased, though without a knowledge of the input 
potential it would be hard to identify the resultant output shape as 
being that from a particular potential. 
The fact that the output potentials were not wildly varying may be-
taken as a sign of encouragement for a similar analysis using the methods 
given in this thesis. One could take simple potentials and obtain the 
phase shifts for these by a standard analysis. The next step would be 
to do the inverse problem and calculate potentials from these phase shifts, 
and then examine these potentials, say for different forms of the B 
matrix, to determine their variation. 
One further investigation would be the effect on the potentials of 
errors in the phase shifts, normally known only to a phase a + 6. One 
manner of conducting this analysis would be to take the set of input 
phase shifts to be R^ = a^ + and calculate the potentials. One then 
8.36 
repeats the procedure for B^ = " à^ and examine the differences in 
the potential. This would be a similar analysis to examining the 
stability of the potential to small perturbations in the reaction matrix 
parameters. 
For the calculations reported here the interaction term in the wave 
equation has been given by a source p(q,r). This is the function 
returned from an inverse analysis and from which a potential has been 
derived. As one may define the potential in many different ways from 
this source, the candidate suggests that any analysis of the uniqueness 
problem should be conducted on the source. A small variation in the 
source and concomitant wave function could lead, in the definition used, 
to large variation in the derived potential, from which one may conclude 
that the method is unstable, though in actual fact it may be stable. 
The question of definition of a potential will be returned to in Chapter 
10. We will turn now to a summary of the methods used in the inverse 
problem and a comparison of their relative merits. 
The Gel *fand-Levi tan method has proved intractable to analysis and 
will not be considered further. The Newton-Sabatier method does enable 
one to construct a potential from a knowledge of the scattering amplitude. 
The drawback to this method is that theoretically one requires a 
knowledge of all the phase shifts, an ideal situation experimentally 
unattainable. Truncation of the phase shifts at / = 28 was used by 
Sabatier and Quyen Van Phu in their analysis and this was sufficient 
to determine the potentials. With present day experimental techniques, 
^̂  analysis is impossible to apply to obtain a potential from measured 
parameters. 
8.37 
Cook's method relies on the more modest requirement that for a 
given partial wave, one knows the phase shift over a finite energy-
range, From this one can construct a reaction matrix, written as a 
sum of poles plus a background. The only approximation in this method 
is that one incorporates the effect of the background by means of a 
simple potential. 
As evidenced by the calculations in this thesis Cook's method is 
simple to apply, and provides an accurate reproduction of the phase 
shifts. The fact that Pll had a bound state produced no difficulty 
nor the resonant nature of the phase shifts. As the Newton-Sabatier 
method is restricted in this aspect and because they require far more 
experimental data. Cook's method must be reckoned superior, both in 
the ease of computation and the generality of its application. 
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One of the motivations for the phase shift analyses discussed in 
Chapter 6 has been the discovery of nucleón resonances. These may be 
defined as excited states of nucléons having definite maas and width 
and definite quantum numbers. These excited states decay via strong 
interactions into other nucleonic states of lower masses plus one or 
more mesons. In this chapter nucleón resonances below 2 GeV are 
discussed. The different criteria and experimental methods used to 
define a resonance will be considered and then a calculation of nucleón 
resonances arising from the reaction matrix methods of earlier chapters 
will be given. As this chapter is wandering rather a long way from 
the original aims of this thesis, no detailed analyses will be given. 
References to necessary background material will be provided as needed. 
9.1 NUCLEON RESONANCES 
Although the definition of a resonance given above is straightforward, 
in an experimental situation it is often difficult to decide what is a 
resonance, or even if one is present or not. To study resonances there 
are two main types of experiments, called formation and production 
experiments respectively. In a formation experiment the resonance formed 
is a compound state which then decays into other particles. In the 
collision the incident particle has sufficient energy to form just the 
resonance and nothing else. In a production experiment the resonance 
is produced together with other particles in the same collision. 
In production experiments one uses either effective mass or missing 
mass techniques to select the resonance. The measurement of total cross 
sections is used in formation experiments. For a detailed discussion of 
9.2 
the techniques used in production and formation experiments see 
Salmerón (1970). 
In both types of experiment the position and width of the resonance 
are determined by fitting to a single level Breit-Wigner formula plus a 
background. The problem of background is a difficulty in all analyses and 
will be considered in the next section. The information coming from 
production experiments is still fragmentary and its greatest importance 
has been the supply of branching ratios for the decay modes of the 
resonances. The total cross section measurements have provided the 
foundation for phase shift analyses which have determined the existence 
of many nucleón resonances below 2 GeV. The question of determining 
their parameters from phase shift analyses is considered next. 
9.2 PHASE SHIFT ANALYSES 
One feature of the phase shift analyses discussed in Chapter 6 has 
been the discovery of several resonances which are not readily identified 
as peaks in total cross sections. The technique used in searching for 
resonances by this method is to plot the partial wave amplitude (as 
defined by (6.6)) on an Argand diagram and examine its behaviour with 
energy variation. If there is no background, the amplitude plotted as 
a function of energy describes an anticlockwise circle. In the presence 
of a background the resonance circle can be displaced and rotated. 
Details of the uses of Argand diagrams in pion-nucleon scattering are 
available in Donnachie (1971) and will not be considered here. Most 
of the groups doing phase shift analyses as referenced in Chapter 6 
have also discussed their uses and drawbacks. An important reference 
is the Particle Data Group (1971) which mentions difficulties inherent 
in this approach. They also give an evaluation of data available and 
9.3 
a table of the known resonances. For this discussion it is sufficient 
to know how one derives resonance parameters from the scattering amplitude. 
For a resonance without background there are five criteria for the position, 
all of which coincide (Donnachie 1971), 
(i) The phase shift ô^ passes through a well defined value at 
resonance (either or 90°). 
(ii) The absorption coefficient Tj^is a minimum (i.e. the inelastic 
cross section is a maximum). 
(iii) / A^l is a maximum (i.e. the elastic cross section is a maximum). 
(iv) ^ m kji, is a maximum (i.e. the total cross section is a maximum). 
dA^ 
(v) ^^^ is a maximum 
Criterion (iv) is an expression of the field theorists interpretation 
of a resonance as a second sheet pole of the scattering amplitude. 
(Peierls (1955) quoted by Greenberg (1969) at the Lund Conference on 
Elementary Particles). In the presence of a background, the energies 
defined by these criteria need not (and usually do not) coincide; nor 
do they necessarily coincide with the resonance position. The criterion 
generally favoured by phase shift analysts is the fifth. 
For an elastic resonance without background the width P is given 
by the difference between the two energies where the phase shift equals 
and For situations normally encountered, i.e. inelastic 
resonance on a background, the widths become highly model dependent. 
Consequently they tend to vary widely, depending on the parameterizations 
used; usually that of a Breit-Wigner form plus a background. 
Although these criteria are clear, their application is not straight-
forward, Firstly, the 'smoothness' condition imposed by all analyses 
9.4 
biases against finding natrow resonances (Johnson 1967). In chapter 6 
mention was made of some of the difficulties, e.g. uniqueness, arising 
in the calculatipn of the partial wave amplitude. The calculation of 
its derivative is necessarily more difficult. The Particle Data Group 
(1971, 597) give a good example of the problems by applying this analysis 
to the P33 resonance. 
Adding background to a resonant amplitude has been extensively 
discussed in the literature (see Dalitz (1963)). One normally writes 
the scattering amplitude as a sum of a resonant amplitude plus a 
(hopefully) slowly varying background. This procedure must be used with 
care as in some cases the background could move fast enough across the 
Argand plot to represent a resonance. As the resonant part of the 
amplitude is dependent on the background, this could result in an 
incorrect estimation of its parameters. Furthermore the amplitude is 
normally a single level form, i.e. only one resonance is considered. 
Resonance-resonance interference is a well known phenomena in low energy 
nuclear physics (see Clayton (1970) for a discussion of this and references 
to earlier work). Incorporation of these effects would change the values 
obtained for the resonance parameters. 
To further complicate matters, Schmid (1968) observed that Argand 
diagram analysis of Regge scattering amplitudes produces loops similar 
to that of a Breit-Wigner resonance amplitude. Since then 'there has 
been considerable argument about the validity of the conventional 
interpretation of experimentally observed Argand diagram loops as resonances 
This argument has been particularly virulent in the case of pion-nucleon 
scattering' (Donnachie and Kirsopp (1969)). In the paper just quoted, 
Donnachie and Kirsopp consider a background arising from what they term 
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a 'generalised interference model*. In this, pion-nucleon scattering 
is given by a sum of second sheet resonance poles in the s channel 
plus t and u channel Regge poles. In the resonance region the Regge 
poles give the background to the resonance poles and the situation is 
reversed at higher energies. They got quite good fits with this model. 
Their calculated resonance parameters to 2 GeV will be discussed later 
in this chapter. 
A striking example of the difficulties inherent in an Argand 
diagram analysis has been provided by Lipshutz (1969). He produced an 
Argand diagram which appeared to be that of a single resonance; but 
which in fact was composed of seven resonances. 
With regard to errors in the parameters the position is best 
summed by Piano (1969). 'Typical errors in mass range from 50 to 
200 MeV and uncertainties in width range upward from 50 per cent.' 
Although there are problems, the generally accepted resonances 
have remained reasonably stable, despite controversies over their 
parameters. The nucleón resonances below 2 GeV will be discussed in 
detail after the resonance definition used here is discussed. 
9.3 POLES OF THE S MATRIX 
In the theory used in Chapters 3 to 5, resonances arise naturally 
as poles of the scattering matrix. From the definition of the scatter-
ing matrix given by (4.9) 
S = Q(1 - RL^)'^ (1 - RL°^)Q , ...(9.1) 
the pole positions are given by the zeros of the denominator in (9.1), i.e. 
RL® - 1 = 0 . ...(9.2) 
9.6 
The problem is to find the complex quantities Q^ such that (9,2) 
is satisfied. Recalling the definition of R given by (4.11), (9.2) 
may be rewritten,. after slight re-arrangement 
where L J fi) 
2 
IS now a function of the complex variable q. To find Q^ satisfying 
(9.3) use was made of a subroutine GREG written by the candidate. This 
finds the zero of a function of a complex variable by a combination of 
complex regula falsi and Monte Carlo methods, minimising the absolute 2 value of the function. Once q is found the total energy in the C.M. 
2 2 system is given by (7.11), where now Q^ = q 
W = (q^ + H^)^ + (q^ + m^)^ . ...(9.4) 
Now define the resonance position m, and width P , to be given by the 
real and imaginary parts of w, i.e. 
W = m - i r ...(9.5) 
This procedure is analogous to the non relativistic definition of Humblet 
and Rosenfeld (1961). Uchiyama-Cambell and Logan (1966) have also used 
the real and imaginary parts of W to define resonance parameters. 
However, they were not given directly by W, but only after further 
parameterization. 
As this is a single channel calculation, the width ^ will be the 
elastic width, i.e. for TtN —» tcN scattering. 
9.7 
A quantity of interest which can be calculated from P is the 
lifetime of the state given by 
"Zr = TT ...(9.6) 
If the resonance is narrow there is more justification in stating 
that these 'compound' states of the system represent particles. To 
get some idea of the relative lifetimes of these states it is useful 
to compare T to the 'interaction time' t, defined to be the transit 
time for a free pion of kinetic energy T to traverse a nucleón. From 
solving 
m c 
T = - m c^ ...(9.7) 
2 ° 
c I
for V, the time t is then given by 
t = "I , ...(9.8) 
to 
where the pion compton wavelength a = — r has been used as the nucleón 
radius. 
With these definitions we can now look at the nucleón resonances 
below 2 GeV for the seven states considered earlier. The reaction 
matrix parameters used in solving (9.3) were those given as initial 
parameters in Chapter 8. The parameters found will be compared to 
the values given by the Particle Data Group (1971) (hereafter called 
P.D.G.) and also those of Donnachie and Kirsopp (1969), termed D.K. 
The analysis in this thesis extends only to a G.M. energy of 157 5 MeV 
so resonance parameters outside this range may not be well defined. 
9.8 
All widths quoted will be elastic widths unless otherwise noted, 
9.4 RESONANCE PARAMETERS 
Sll 
There are three resonances in this system. The first is an 
extremely low-lying state with parameters 
m = 1 1 5 9 MeV 
r = 0. 597 MeV 
This has not been seen in any other analysis. 
For the second, 
m = 1508 MeV 
n = 10.03 MeV 
The third has parameters 
m = 1674 MeV 
P = 16.79 MeV 
There are well known Sll resonances in this region. P.D.G. give an 
average for the first of mass m = 1535 + 27 MeV with an elastic width 
of 45.6 MeV. All comparison elastic widths have been calculated from 
given total widths and elasticity parameters. An idea of the uncertainties 
involved in resonance hunting can be gained from individual estimates of 
the Sll resonance. For the mass, values vary from 1440 to 1591 MeV and 
total widths from 36 to 268 MeV. 
The higher resonance is also well known being found in most analyses. 
P.D.G. give an average mass of 1704 + 29 MeV and elastic width 
r = 167 MeV. 
D.K. also find two resonances: at 1440 MeV, P = 182 MeV, 
(r total - 240 MeV) and at 1685 MeV with elastic width 118 MeV 
(P total = 220 MeV). 
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Production experiments in this mass region have not been able to 
separate the D13 and Sll states. They do, however, give a resonance 
at 1503 MeV with total width 120 MeV. 
9.10 
S3I 
Three resonances found. As with Sll the first being just above 
threshold. Its parameters are 
m = 1155 MeV 
r = 0.518 MeV 
This also has not been seen in other analyses. 
For the higher resonances we have 
m = 1509 MeV 
P = 10.21 MeV 
and 
m = 1672 MeV 
P = 12.86 MeV 
The only resonance in the region reported by P.D.G. has 
m = 1639 + 24 MeV 
r = 46.8 MeV 
D.K*s analysis shows a resonance at m = 1609 MeV with P = 69 MeV. 
Whether our result with two resonance would have sufficient 
resonance-resonance interference to simulate a single broader 
resonance is a matter of conjecture. It would require a much deeper 
analysis than presented here to clarify this point. 
9.11 
Pll 
This state is interesting because of the appearance of the nucleón 
pole. This is normally used as input information for formal theories 
of pion-nucleon interactions so it is a very pleasing result that from 
an analysis of the scattering data we have found a pole in this mass region. 
This had parameters 
m = 928.2 MeV 
n = 33. 55 MeV I 
Although one regards the nucleón as being stable this finite width 
is necessary if we are to regard this pole as a compound state of the 
pion-nucleon interaction. The question of the width is, unfortunately, 
beyond the scope of this thesis, but does warrant consideration in the 
future. 
There are two higher energy resonances found in our analysis. The 
first has parameters 
m = 137 5 MeV 
r = 4.35 MeV II 
This is a well known state. P.D.G. average for this resonance give 
m = 1467 + 18 MeV 
p = 142 MeV 
Individual estimates quoted by P.D.G. range from 1370 to 1505 MeV with 
total widths ranging from 164 to 391 MeV. D.K. give a resonance at 
1440 MeV with an elastic width of 45 MeV. 
Production experiments in this region tend to give a lower mass, 
most experiments giving a mass around 1400 MeV, with total widths also 
being smaller ranging from 100 to 210 MeV. Lifetime comparisons of our 
results with those of P.D.G. and P.K. show similar results to other states. 
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' Z II = 1.51 X lo"^^ sees 
tr P.D.G. = 4.63 X lo"^^ 
^ D.K. = 1.47 X lo"^^ 
_ 0 / P.D.G.*s tr is comparable to t = 4.82 x lo" sees, and it is 
hard to reeoneile this lifetime with a well defined partiele. 
There is one further resonance in our analysis. Its 
2 
reaction matrix pole is at q^ = 22.79. Unfortunately GREG 
converged back on solution II, so we cannot give values for its 
parameters. For all the other states the resonance position 
was not very far removed from its reaction matrix pole. If we 
assume that this holds here, the resonance energy corresponding to q 
will be approximately 1830 MeV. 
This corresponds to P.D.G. average of 17 55+ 68 MeV, and D.K.'s 




Below 2 GeV there are two resonances, the lower having parameters 
m = 12 55 MeV 
n = 0.164 MeV 
Once again there is a narrow resonance not far above threshold. 
The parameters of the second resonance are 
m = 1581 MeV 
r" = 2.39 MeV I 
The only P13 resonance noted by P.D.G. has 
m = 1849 + 38 MeV 
r = 77 MeV II 
D.K. report one resonance with 
m = 166 5 MeV 
n = 140 MeV III 
It is interesting to compare t and X for these resonances 
r\ J • • 9 9 
I t = 4.82 X lO" sees T = 2.76 x lo" 
II t = 4.78 X lO"^^ T = 8.55 X lo"^^ 
III t = 4.80 X lO"^^ ^ = 4.70 X lo"^^ 
For both P.D.G. and D.K. ^ t which makes these states rather 
ill-defined. For our result does at least indicate a long lived 
state. However, as the accepted position for the P13 resonance lies 
outside the range of our analysis no firm conclusions can be drawn from 
our results. 
Ayed (1970) as reported by P.D.G. give one calculation for the P13 
resonance at a low mass of 
m = 1508 MeV 
9.L4 
with the narrow width 
r = 5.78 MeV 
From these results, which are comparable to I, it would appear that much 
more work needs to be done before consistent results are obtained. 
9.15 
P31 
Here also there are two resonances. The first is also not far 
above threshold 
m = 1277.7 MeV 
P = 0.292 MeV 
The second occurs with a mass 
m = 1590 MeV 
with a width 
n = 2.67 MeV 
These results are totally different to other analyses. Although its 
status is only 'fair' P.D.G. report a resonance at 
m = 1888 + 58 MeV 
with a width 
P = 74 MeV 
With regard to this state, D.K.'s analysis gives an ambiguous 
interpretation in which they could not obtain a resonance type fit. 
9.16 
P33 
Although the A(1236) could be regarded as the best established of 
the baryon resonances, its parameters are still uncertain. As the P33 
state is elastic throughout much of the energy range of this analysis, 
it would be expected that the results of our single channel analysis 
should give similar results to other work. To some extent this is true. 
From the reaction matrix parameters three resonances were found,, the 
first having parameters 
m = 120 5 MeV 
n = 0.383 MeV I 
There was a resonance at an intermediate energy 
m = 1377 MeV 
r = 5.80 MeV II 
and the last was at a mass 
m = 1742 MeV III 
with P = 79 MeV 
Though there is total disagreement for the width, the mass of the first 
resonance is in fairly good agreement with other analyses, which agree 
on a mass in the 1230 to 1240 MeV range, and a width in the range 112 to 
120 MeV. Production experiments are in agreement with these estimates. 
A comparison of t and 2* however, does raise questions about this width. 
If we assume the mass is 1236 MeV and its width is 120 MeV then 
T = 5.89 X lO'^^ and t = 5.19 x lo'^^. As t it is hard to visualise 
the prominent peak in the cross section as arising from this resonance. 
This problem does not arise in I though. These parameters give 
Zr = 1.72 X lO"^^ and t = 5.4 X lo"^^ which indicate that the P33 
9.17 
resonance exists as a long lived state. Further analysis of this 
state is definitely warranted. 
There is no evidence for II in other analyses. The resonance III 
is known in other work. P.D.G. give an average for its mass of 
m = 1717+48 MeV 
with r* = 35 MeV 
The width is not particularly well defined as individual measurements 
for the total width range from 240 MeV to 598 MeV with an elasticity 
of approximately 0.1. 
9.18 
PI3 
This is a rather interesting state in which we have a threshold 
resonance 
m = 1085 MeV I 
with p = 2.3 X lo"^ MeV 
This effect has not been reported elsewhere. Two other resonances have 
been found, both of which are in agreement with currently accepted 
parameters. The first is at a position 
m = 1544 MeV II 
with r» = 9.84 MeV , 
and the second has 
m = 1633 MeV III 
with P = 47.9 5 MeV 
For state II P.D.G. give an average m = 1521 + 9 MeV with width 
6 5 MeV. Once again our analysis has indicated a width much narrower 
than in other analyses. "V for both II and this resonance are comparable 
-23 -23 being 1.013 x 10 for P.D.G. and 6.69 x 10 sees for II. They are 
both approximately 10 t so no real distinction on these grounds is possible, 
Resonance III is also reported in D.P.G. They report a mass at 1705 MeV 
with no estimate of its width. Production experiments in this region 
report three T = 1 states in the 1670 to 1780 MeV region. Estimates of 
the total width range from 63 to 235 MeV with an average of 121 MeV. 
D.K.'s analysis put this resonance at a much higher energy 
m = 1980 MeV 
with an elastic width 
^ = 64 MeV 
9.19 
After this discussion of each of the states we should draw some 
conclusions from our analysis. First a word of caution. These 
resonance parameters were drawn from a reaction matrix with a given 
radius. If this radius is varied the reaction matrix changes and 
consequently the resonance parameters also change. The parameters 
quoted here are thus those suitable for an interaction of range a and 
a given particular boundary condition B^ = . Whether nature is 
amenable to this type of analysis is a matter of conjecture. This 
picture of the parameters may not be totally pessimistic. A brief 
discussion of Pll and D13 will illustrate this point. For Pll a 
solution for radius 0.7 C.W. was found. This was slightly better 
at lower energies (below 240 MeV) than the one given in Chapter 8. 
However, for energies greater than 600 MeV it was accurate only to 
about 7 per cent. For this range the reaction matrix parameters 
gave the following results 
m = 978.3 MeV 
n = 1.89 X lo"^ MeV I 
and 
m = 1441 MeV 
r = 30.63 MeV II 
These parameters are in excellent agreement to the quoted and 
calculated values for Pll. A similar situation arose in D13 where 
a relatively good solution was found with range 1.8 C.W, This gave 
better phase shifts above 600 MeV than the fit quoted, but was not as 
good below this energy. This gave resonances at 136 5 MeV, 1540 MeV 
and approximately 17 50 MeV. The latter two are also in good agreement 
with accepted values for the D13 positions. 
9.20 
It may be that certain resonances will remain relatively stable 
under change of radius. To investigate this problem will be the 
aim of a future analysis. 
We have found some resonances not shown in other work. As well 
as these all the well known resonances, P33 (1236), Sll (1535), Sll (1700), 
S31 (1650), Pll (1470) and D13 (1520) have been found. The agreement 
in the positions for these is quite good, but the interpretation of the 
widths is still open. An examination of the sources for these states 
(these are plotted in Appendix B) may shed some light on resonance 
mechanisms. In the states Pll, P33 and D13 especially, we can see that 
the source is a slowly varying function except in the region of a 
resonance, where it becomes highly oscillatory. This gives one an 
intuitive picture of resonance formation arising out of source 
excitations. 
The most important conclusion from this analysis is not the 
resonance parameters themselves. Rather it is the success of our 
underlying potential method for pion-nucleon interactions. The source 
equation is a valid representation of scattering in this system, as 
can be seen from the agreement with experimental phase shifts. 
For future calculations the extension of this method to a multi-
channel analysis is imperative. Using the equiphase hypothesis (Cook 
and Bertram, 1972) it is a relatively straightforward matter to calculate 
two channel scattering and reaction matrices. Below 2 GeV there is one 
dominant inelastic reaction, i.e. tcN >7C7\:N, so a two channel calculation 
should be sufficient. For this case (9.2) is generalised to 
1 - trace RL° = 0 . ...(9.9) 
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The experimental data needed for this calculations are the 
absorption coefficient ?/ and scattering phase shift a. From 
these one can construct a two channel reaction matrix and then solve 
(9.9) to find the poles of the scattering matrix. Applying this 
analysis to all the phase shift data mentioned in Chapter 6 should 
yield a consistent set of resonance parameters, or at least an 
estimate of the validity of their results. 
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At this stage let us briefly review the thesis contents. In 
Chapter 2 a survey of the various solutions to the inverse problem 
was undertaken. It was found that the mathematical complexity and 
the data required made both the Gel'fand-Levitan and Newton-Sabatier 
methods unusable for a calculation from experimental data. In 
Chapters 3, 4 and 5, Cook's solution is discussed and various 
calculations necessary to implement it are reported. Chapters 6 and 
7 are concerned with the pion-nucleon interaction. The methods used 
to obtain the data are discussed in Chapter 6. Chapter 7 has a short 
survey of formal studies on the pion-nucleon system. The data 
reviewed in Chapter 6 has been used in an inverse calculation on the 
pion-nucleon interaction with Cook's method. The results obtained 
are discussed in Chapter 8. It was found that the numerical testing 
reported herein shows Cook's solution to be feasible. In Chapter 9 
the scattering matrix was used to discuss nucleón resonances below 
2 GeV. The results of the analysis were rather ambiguous. The 
positions of many of the resonances were in good agreement with 
conventional analyses. The discrepancy in the calculated widths, 
however, indicates that much work needs to be done. 
To implement the calculations two computer programs were written. 
For phase shift data at 26 energies the entire calculation takes 
approximately 20 minutés on the AAEC IBM 360/50 computer. The time 
division between the two programs is as follows. The least squares 
fitting procedure discussed in Chapters 4 and 5 takes approximately 
10.2 
ten minutes. It.includes an analysis for two and three poles in the 
reaction matrix and variation of the interaction range from 0.5 to 2.0 
compton wavelengths in 0.1 compton wavelength steps. Using parameters 
^ I 
given by this analysis the second program generates the potential using 
the method discussed in Chapter 3. For 26 points the calculation takes 
approximately 8 to 9 minutes. 
To the candidate's knowledge the results presented are the first 
numerical calculations of a potential from experimental data. 
A question which must be raised again is that of uniqueness. As 
we have seen^ the potentials produced from an inverse scattering 
calculation are not unique. One could then argue that this approach is 
unprofitable. If the traditional method of adjusting parameters in some 
analytic model gives agreement with the phase shifts, is it necessary to 
apply the inverse method, which after all will not produce a unique 
potential? The candidate feels that the fact of non-uniqueness makes 
an inverse scattering calculation essential. We know that phase shift 
data is rjiot sufficient to determine a unique potential. The question is: 
what other potentials will also give the same phase shift? Using inverse 
scattering techniques one can define bounds for the variation of the 
potentials which will reproduce the data. A traditional approach will 
not even enable one to start this problem. 
Notwithstanding this difficulty, what future developments are 
possible for Cook's method of solving the inverse problem? Firstly, 
the extent of variation for phase equivalent potentials must be 
determined. An outline of methods which may be useful has been given 
in Chapter 8. The classification of various definitions of a potential 
from the source with their restrictions on the B matrices could also be 
studied. 
10.3 
For applying this method two further considerations should be 
implemented. The first is the incorporation of Coulomb effects so 
that charged particle reactions can be correctly studied. This is 
straightforward and poses no conceptual difficulties. The next step 
would be to undertake a two channel calculation so 77 could be determined. 
A procedure indicating one approach is briefly outlined in Appendix A. 
Once these extensions have been incorporated, nucleon-nucleon 
interactions could be studied. This interaction is of interest also for 
structure calculations, which may be possible using potentials obtained 
from the inverse problem. 
As can be seen from the discussions in this chapter, the calculations 
performed in the thesis are merely a beginning for possible work on the 
inverse problem. The main conclusion from the investigation is that one 
can calculate a form for the interaction from scattering data. 
APPENDIX A 
SUGGESTED EXTENSION TO MULTICHANNEL CALCULATIONS 
As particle collisions can often lead to events other than elastic 
scattering, the single channel analysis presented here must be extended 
to enable one to incorporate the effects of these non elastic events. 
In this appendix a suggested method for generalising the solution to 
the multichannel case is outlined. A two channel calculation is sufficient 
to determine the experimentally measured parameters a and rf , the phase 
shift and absorption coefficient. 
For each channel define a real channel wave function 
4 = ^c ^c - S^^. , ...(Al) c 
where I , 0 are incoming and outgoing wave functions respectively, C is c c c 
a complex constant and S , is the multichannel scattering matrix. The o c 
definition (Al) is different to standard forms (see Lane and Thomas, 1958) 
as we have imposed the condition that must be real. 
Outside the region of interaction is a solution of 
+ = 0 , ...(A2) c -K: 
and has the asymptotic form 
Jr J^rl, A sin(q r + 6 ) . ...(A3) j-c r -^oo c ^ c c 
The condition that $ be real gives 
- C^ = S S^^. C^, , ...(A4) 
c e' ^ 
and hence, 
APPENDIX A (cont'd) 
-iq r iq r 
C^ e ^ + c; e ^ , ... (A5) 
where the exponential form for I and 0 has been substituted in Al, c c 
which together with A4, gives A5, 
Comparing A5 to the asymptotic form A3 shows that 
A -i6 
C^ e . ...(A6) 
Now consider (4.1) defining S for the single channel case. For 
the two channel case considered here the hard sphere phases, given by 
-2iw 
Q = e are generalised to a diagonal matrix 
-iw 
e 0 
Q = . -iw 
0 e ^ 
Incorporating these hard sphere phases into the reduced scattering 
matrix (defined by Cook, 1968) we have 
2i(a-w ) / J i(2(Zi-(ŵ +w )) \ 
Ve /l-r; e \ 
S = 
i(2Ci-(w^+W2)) 2i(2(Zl-a-W2) 
I'T) e ' - r; e 
••.(A7) 
where 0 is the production phase shift. 
Substituting A7 into A4, with A6 gives two equations 
i5, 2i(a-w ) -i6. f — ^ i(2C(-(w^+W2)) 
e = V e e + A yl-r; e e ' 
/ — T i(2Ci-(w.-fwJ) -i6, 2i(2ii-a-w ) 
A e 2 = /l- e ^ ^ e ' - A r; e ^ e 
...(A8) 
APPENDIX A (cont'd) 
These equations have been normalised to unit flux in the incident 
channel, i.e. Â ^ = 1 and A = A^/A^. 
Solving A8 gives 
a = + 
li = + 62 + w^ + w^ 
A = I ...(A9) 
Our choice of a real channel wave function gives the condition 
that the scattering phase shift 6, i.e. a - w^ is the same as for S 
defined in Chapter 4. This ensures the validity of our calculation 
for the phase shift by single channel methods even in the region of 
non elastic events. 
The only problem now is to calculate T]. To do so consider 
the transition matrix T defined by 
S = I + 2iT ...(AlO) 
Cook (1968) proposed the null T hypothesis which leads to 
det T = 0 , 
and hence 
^ 1 - ri€ 
-2ia 1 - T]e 
which on solving for r| yields 
T]= tan2g(/(tan2(2i cos26ĵ  - sin25jL) . ...(A12) 
APPENDIX A (cont'd) 
The next question is how to relate this information to an inverse 
scattering calculation. Firstly we have to write down a wave equation 
for the system, A.s ̂  is a real wave function we have two uncoupled 
equations 
+ = P^ . ...(A13) 
Using procedures analogous to those of Chapter 4, from the 
scattering phase shift a and absorption coefficient \f using A7 and A12 
we may define a two channel reaction matrix R. With R̂ ^̂  and R^^ 
parameters the analysis of Chapter 3 can be performed yielding solutions 
to A13. We then have the potential in both channels which give the 
phase shifts and From A9 and All the scattering phase shift and 
absorption coefficient can be recalculated. The procedure outlined here 
constitutes a solution to the inverse problem as from the scattering 
data we can construct potentials from which one can reproduce that data. 
Cook and Bertram (1972) have outlined a method for deriving an equivalent 
optical model potential from the wave functions and sources in both 
channels, 
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APPENDIX B 
POTENTIALS AND SOURCES 
In this appendix the potentials and sources obtained are plotted 
as functions of both range and incident pion energy. For the potentials 
the function plotted is 
- log^Q/V(q,r)(.X. 
V(q,r) 
loĝ l̂|V(q,r)l +1 
V(q,r) <-l 
I V ( q , r ) U l 
V(q,r) > ĥ  
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