We study numerically a model of random advection of a passive scalar by an incompressible velocity field of different prescribed statistics. Our focus is on the conditional statistics of the passive scalar and specifically on two conditional averages: the averages of the time derivative squared and the second time derivative of the scalar when its fluctuation is at a given value. We find that these two conditional averages can be quite well approximated by polynomials whose coefficients can be expressed in terms of scalar moments and correlations of the scalar with its time derivatives. With the fitted polynomials for the conditional averages, analytical forms for the probability density function ͑pdf͒ of the scalar are obtained. The variation of the coefficients with the parameters of the model result in a change in the pdf. Three different kinds of velocity statistics, ͑i͒ Gaussian, ͑ii͒ exponential, and ͑iii͒ triangular, are studied, and the same qualitative results are found demonstrating that the one-point statistics of the velocity field do not affect the statistical properties of the passive scalar.
I. INTRODUCTION
In the study of fluid turbulence, one of the interesting problems is to understand the fluctuation statistics of velocity and temperature fields, and their derivatives. The statistics of velcocity derivatives or vorticity and temperature derivatives in turbulent flows, which are believed to be small-scale characteristics, have been known to deviate significantly from Gaussian and this is directly related to the problem of dissipative-range intermittency. 1 A series of experimental studies on Rayleigh-Bénard convection further reveal that the temperature fluctuation itself can also be non-Gaussian when the Rayleigh number is high enough. 2 Such a discovery has motivated several studies [3] [4] [5] [6] [7] [8] [9] to understand the statistics of a randomly advected passive scalar, which is a theoretically more tractable problem.
The statistics of any fluctuating quantity are described by its probability density function ͑pdf͒. It has been found that the pdf of any stationary fluctuation can be expressed in an exact formula in terms of two conditional averages, the averages of the time derivative squared and the second time derivative of the fluctuation for a given value of the fluctuation. 10, 11 Suppose X(t) is a physical quantity measured in a statistically stationary process. For simplicity, we take the mean and the standard deviation of X(t) to be 0 and 1, respectively: ͗X͘ϭ0 and ͗X 2 ͘ϭ1. The angular bracket ͗•••͘ denotes the ensemble average. The pdf of X, P(x), is then given by where an overdot indicates a time derivative and C N is a constant fixed by normalization: ͐ Ϫϱ ϱ P(x)dxϭ1. The quantity ͗Ẋ 2 ͉Xϭx͘ denotes the average of the square of the time derivative of X(t) when X is at a given value x. It is thus a conditional average and is generally a function of x. The conditional average of the second time derivative ͗Ẍ ͉Xϭx͘ is defined similarly. An analogous formula for statistically homogeneous fluctuations can also be derived. 11 Thus the problem of understanding the statistics of any fluctuation X(t) is equivalent to the problem of understanding the two corresponding conditional averages ͗Ẋ 2 ͉Xϭx͘ and ͗Ẍ ͉X
ϭx͘.
It has been found 12 that the following closed-form expression for the pdf:
is in good correspondence with measurements in highRayleigh-number and high-Reynolds-number flows when X(t) is taken to be the turbulent temperature fluctuation
␦T(t).
Such an observation implies that the conditional average ͗␦ T͉␦T͘ is approximately Ϫ͗(␦Ṫ ) 2 ͘␦T.
10 Linearity for the conditional average of the second time derivative has also been found to hold approximately for spanwise vorticity data taken in several turbulent shear flows. 13 The existence of such simple general statistical feature in turbulence is quite surprising and understanding it remains a challenge. On the other hand, ͑2͒ does not work well for the time derivative of the temperature fluctuation ‫␦͓ץ‬T(t)͔/‫ץ‬t 12 which indicates that the function ‫ץ͗‬ 3 (␦T)/‫ץ‬t 3 ͉‫␦(ץ‬T)/‫ץ‬t͘ deviates significantly from a linear function of ‫␦(ץ‬T)/‫ץ‬t.
Another major problem in turbulence is to understand the behavior of the structure functions of the velocity field or the scalar field. An n-th order structure function of a field is the ensemble average of the n-th power of the field difference separated by a certain distance. The specific question of interest is to study the scaling properties of these structure functions as a function of the separating distance. In particular, one is concerned with whether there is any deviation from the scaling predicted by Kolmogorov-type dimensional arguments, i.e., whether there is any anomalous scaling. Recently, it has been demonstrated 14 that the conditional aver-age of the Laplacian of the field difference on the value of the field difference plays a crucial role in this scaling problem. Using the standard Taylor hypothesis to replace spatial gradients by time derivatives, such a conditional average is then of the form ͗Ẍ ͉Xϭx͘ ͑where X is the field difference͒ as discussed above.
In this paper, we report a numerical study of the conditional statistics of a passive scalar in a model of random advection. The model was first studied by one of the present authors and Tu 8 and will be described in more details in the next Section. It has been found that the passive scalar fluctuation changes from Gaussian to non-Gaussian upon variation of the parameters in this model. Such a change is similar to what was observed in experiments, as discussed in the beginning of this section. Thus, it is interesting to study how the two conditional averages behave and particularly how they change upon variation of the parameters. We find that the two conditional averages can be fitted quite well by polynomials whose coefficients can be expressed in terms of scalar moments and correlations of the scalar fluctuation with its time derivatives. The coefficients vary with the parameters of the model resulting in a change in the pdf of the passive scalar fluctuation. Another interesting issue is whether and how the statistical properties of the scalar field depend on those of the advecting velocity field. We have studied velocity fields of different prescribed statistics. The same qualitative results are found for the three different kinds of velocity statistics studied, showing that the one-point statistics of the velocity field do not affect the statistical properties of the passive scalar.
II. MODEL
We study the advection of a passive scalar T(r,t), for example, the temperature field, by a random incompressible velocity field u(r,t). Such a process is described by the following equations:
where is the molecular diffusivity. Following an earlier study, 8 we do not solve the full advection-diffusion problem but resort to a simplified discrete model by evaluating ͑3͒ on a two-dimensional square lattice with a lattice spacing equals to . Such coarse-graining has an effect of renormalizing the molecular transport coefficient thus we replace by an effective diffusivity D. The advecting velocity field is generated using the stream function (r,t) which is a scalar function along the third direction. To mimic a turbulent velocity field, we model (r,t) by a random field with prescribed statistics which has a correlation time . The random field is generated independently at each lattice site such that the stream function and thus the velocity field has a correlation length equal to the lattice spacing . The noise strength of the stream function is measured by its standard deviation 0 . The typical size of velocity fluctuation is given by u 0 ϵ 0 /.
Using , , and u 0 as typical time, length, and velocity scales, we nondimensionalize the equation of motion. There are three time scales in the problem: the velocity correlation time , the advection time /u 0 , and the diffusion time 2 /D, giving rise to two independent dimensionless parameters. The resulting equation is
with the two dimensionless parameters being K and C. The parameter K is the ratio of the velocity correlation time to the advection time, u 0 /, and is known as the Kubo number. The parameter C is the ratio of the diffusion time to the velocity correlation time: 2 /(D). The product of K and C gives a Péclet-like number u 0 /D.
We use finite difference method with a small time step ⌬t to integrate ͑4͒ in time. The system size is NϫN and Nϭ31 is used in the present work. A relatively small size is sufficient as we shall evaluate the statistics by averaging over time. The random stream function at each lattice site is updated every m time steps so that ϭm⌬t. The boundary condition for both the velocity and the scalar fields is periodic in the i-direction. In the j-direction, the velocity field is no-slip on both the top and bottom boundaries: u(i, jϭ1) ϭu(i, jϭN)ϭ0 while the scalar field satisfies a fixeddifference condition: T(i, jϭ1)ϭ0 and T(i, jϭN)ϭ1. To study the scalar statistics, we measure T at the center of the system, ͓(Nϩ1)/2 , (Nϩ1)/2͔, as a function of time after the system reaches the steady state. A long time series with at least 4ϫ10 6 data points are used to get good statistics. Different probability distributions are prescribed for the stream function to generate velocity field with three different kinds of statistics: ͑i͒ Gaussian, ͑ii͒ exponential, and ͑iii͒ triangular. For all the three cases, we fix the parameter K at 1 such that the velocity correlation time is the same as the advection time and study the conditional statistics of T as a function of the parameter C.
III. RESULTS

A. Gaussian velocity statistics
We first consider the case of velocity field having Gaussian statistics. Such a velocity field is generated by a stream function which has a Gaussian distribution. The parameter C is varied from 0.01 to 13.3 by varying D, 0 , and . As discussed in Ref. 8 , the mean scalar profile is almost linear in j, with a gradient of 1/N, for all the values of C studied. The mean profiles are not exactly linear and have a slight dependence on i, with the spread in i slightly larger for larger C. For each value of C, we use the time series measured at the center of the system to calculate the pdf, P(Xϭx), of the standardized scalar fluctuations X(t) which is defined by
and the two conditional averages,
The averages are evaluated by averaging over time.
In Fig. 1 , we plot P(x) ͑solid line͒ for the various values of C studied. As reported in Ref. 8 , the pdf varies from a Gaussian to distribution with flatter-than-Gaussian tails as C increases ͑or as the Péclet-like number increases since K is fixed to be 1). Using the calculated q(x) and r(x), we evaluate the right hand side of ͑1͒ and display the result as circles in the same figure. It is clear that the circles coincide very well with the solid line verifying that the formula ͑1͒ holds well for all the pdf's regardless of whether they are Gaussian or not.
In Fig. 2 , we show the conditional averages q(x) and r(x) as a function of C. For small C, q(x) is approximately independent of x and its value is about 1 ͓which is what one would get by definition if q(x) is exactly a constant͔. For larger values of C, q(x) becomes a concave, quadratic-like, function in x with the functional dependence on x becoming stronger and stronger as C further increases. On the other hand, the conditional average r(x) is almost a linear function, Ϫx, for both small and large values of C. For intermediate values of C, the deviation of r(x) from Ϫx cannot be neglected and r(x) is approximated better by a cubic function in x.
To quantify the variation of q(x) and r(x) as a function of C, we fit them by polynomials in x. Because of the T to ϪT symmetry at the center of the system, P(x) is symmetric Directly from the data ͑solid lines͒; using Eq. ͑1͒ with the conditional averages q(x) and r(x) from data ͑circles͒; using analytical forms Eqs. ͑13͒ and ͑16͒ resulted from the polynomial fits of q(x) and r(x) ͑dashed lines͒. Good agreement among the three can be seen. we treat d as an independent parameter in the fit. In Table I , we display the fitted values of the coefficients. Using these fitted values, we construct q f it or q f it and r f it which are found to agree well with q and r. Some representative fits are shown in Fig. 3 . We now focus on the cases where ͑8͒ and ͑10͒ are good fits for q(x) and r(x). The parameter b measures how much q(x) deviates from a constant ͑ϭ1͒. It has been shown that if r(x) is a linear function of x then r(x) has to be Ϫx. 10 Thus, the parameter c can be taken as a measure of how much r(x) deviates from linearity with the importance of the nonlinear term in r(x) given directly by eϵd/(1Ϫc). In Fig. 4 correlated with each other controls how much q(x) deviates from a constant. From ͑12͒, the parameter c deviates from
When the pdf of X(t) is Gaussian, we have ͗X 2nϩ2 ͘ϭ(2nϩ1)͗X 2n ͘. Thus the uncorrelation of Ẋ 2 and X 2n is equivalent to cϭ0 or, in other words, q(x) being 1 and r(x) being Ϫx are equivalent in this case. From ͑1͒, if q(x) is algebraic then it has to be 1 for a Gaussian P(x). Hence for a Gaussian P(x), we have q(x)ϭ1 and r(x) ϭϪ x unless q and r are nonalgebraic. For the case that not only P(x) is Gaussian but that X(t) is a Gaussian process, it can be proved exactly that q(x)ϭ1 and r(x)ϭϪx as discussed in Ref. 10 . On the other hand, for non-Gaussian P(x), the linearity of r(x), if observed, is a nontrivial result in the sense discussed above.
Using ͑8͒ and ͑10͒ in ͑1͒, we obtain an analytical expression for P(x):
where
We note that if ␣ is small, ͑13͒ is a Gaussian slightly modified by an algebraic factor. On the other hand, if ␤ is small then ͑13͒ is of the form of a Lorentzian raised to ␣ so that P(x) has algebraic tails. For the cases Cϭ3 and Cϭ5, q(x) is better fitted by ͑9͒ and the corresponding analytic expression for P(x) is given by Table I͒ so that ⌬ is real.͔ The asymptotic behavior of P(x) as ͉x ͉ →ϱ is given by x Ϫ4␣Ј . We note that the value of ␣Ј is quite large in these two cases such that P(x) has very fast-decreasing tails which are practically indistinguishable from exponential tails. The values of ␣ and ␤, or ␣Ј and ␤Ј, for the different values of C ͑except for Cϭ0.01 16 ͒ are shown in Table I . We calculate ͑13͒ and ͑16͒ and compare them ͑dashed lines͒ to the directly calculated pdf's ͑solid lines͒ in Fig. 1 . The good agreement is a confirmation that ͑8͒ or ͑9͒ and ͑10͒ are good approximations for the conditional averages q and r.
B. Other velocity statistics
Besides considering velocity field that has a Gaussian distribution, we have studied two other types of velocity statistics. The first is an exponentially distributed velocity field which is generated by using a stream function whose distribution is given by the modified Bessel function K 0 (͉͉/ 0 )/( 0 ). For the second one, we use a uniformly distributed stream function which produces a velocity field that has a triangular distribution.
The mean scalar profiles are again found to be almost linear in j. A comparison of the mean profile along the centerline, at iϭ16, is made for the three kinds of velocity statistics and is shown in Fig. 5 . We see that the mean profile is not affected much by the velocity statistics.
We analyze the scalar measurements as in the case of Gaussian velocity statistics. First, we find that the pdf of the scalar fluctuation changes from Gaussian to non-Gaussian with flatter tails as observed before. The pdf's are shown in Figs. 6 and 7, respectively, for exponential and triangular velocity statistics. Equation ͑1͒ is again verified. Second, we study the variation of the conditional averages q and r as a function of C. Results for exponential velocity statistics are shown in Fig. 8 while those for triangular statistics are shown in Fig. 9 . Comparing them with Fig. 2 , we find similar changes as C increases.
As before, we fit q and r using polynomials. We find that ͑8͒ and ͑10͒ are good fits in general with the exception that ͑9͒ is a better fit for q for intermediate values of C (Cϭ1.00,3.00, and 5.00) in the case of exponential velocity statistics. The parameter d has to be treated as an independent parameter in the fit r f it for Cу9 as discussed before. The values of the fitted coefficients are displayed in Table II  and Table III , respectively, for the two types of velocity statistics. As C increases, the parameter b increases while the parameter e first increases then decreases as observed before.
Following the discussion in the previous subsection, using ͑8͒ or ͑9͒ and ͑10͒ in ͑1͒ lead to analytical result for the pdf given by ͑13͒ or ͑16͒. The values for ␣ and ␤, or ␣Ј and ␤Ј, are also shown in Tables II and III 
IV. DISCUSSION AND SUMMARY
We have studied numerically a model of a passive scalar advected by a random incompressible velocity field in two dimensions. As the parameter C in the model increases, the pdf changes from Gaussian to distribution with flatter-thanGaussian tails. This change is qualitatively the same for the three different velocity statistics studied: ͑i͒ Gaussian, ͑ii͒ exponential, and ͑iii͒ triangular. As expected, ͑1͒ works for the pdf of the scalar fluctuation so that the pdf is expressed in terms of the conditional averages q and r. Thus, the change in the pdf is reflected by changes in q and r.
The changes in q and r can be quantified by fitting them with polynomial forms and then studying the behavior of the fitted coefficients as a function of C. The conditional average q(x) can generally be well fitted by an even quadratic polynomial except for intermediate values of C for which a quartic polynomial is a better fit. In general, q(x) deviates more and more from a constant as C increases. On the other hand, the conditional average r(x) can be well fitted by an odd cubic polynomial for all the values of C studied. We find that r is close to a linear function for both small and large values of C while for intermediate values of C, the cubic term cannot be neglected. The approximate linearity of r(x) when the pdf is non-Gaussian is a nontrivial result which has yet to be understood.
With the form of the fitted polynomials for q and r, we obtain analytical results for the pdf using ͑1͒. We find that for small values of C, the pdf is a Gaussian, slightly modified by an algebraic factor. For intermediate values of C, the pdf has power-law tails that decay very fast and are thus indistinguishable from exponential tails. For large values of C, the pdf is of the form of a generalized Lorentzian which has algebraic tails.
Results for the three different types of velocity statistics studied are found to be qualitatively the same. This demonstrates that the one-point statistics of the velocity field do not play a role in determining the pdf and the conditional averages of the passive scalar. The relevant parameter is C which is a measure of the relative size of the effective diffusion time to the correlation time of the velocity field. 
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