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ABSTRACT
Performance optimization in wireless networks is a complex problem due to
variability and dynamics in network topology and density, traffic patterns, mutual
interference, channel uncertainties, etc. Opportunistic or selfish approaches may result in
unbalanced allocation of channel capacity where particular links are overshadowed. This
degrades overall network fairness and hinders a multi-hop communication by creating
bottlenecks. A desired approach should allocate channel capacity proportionally to traffic
priority in a cooperative manner. This work consists of two chapters that address the
fairness share problem in wireless ad hoc, peer-to-peer networks and resource allocation
within Cognitive Radio network.
In the first paper, two fair power control schemes are proposed and
mathematically analyzed. The schemes dynamically determine the viable resource
allocation for a particular peer-to-peer network. In contrast, the traditional approaches
often derive such viable capacity for a class of topologies. Moreover, the previous power
control schemes assume that the target capacity allocation, or signal-to-interference ratio
(SIR), is known and feasible. This leads to unfairness if the target SIR is not viable. The
theoretical and simulation results show that the capacity is equally allocated for each link
in the presence of radio channel uncertainties.
In the second paper, based on the fair power control schemes, two novel power
control schemes and an integrated power control scheme are proposed regarding the
resource allocation for Cognitive Radio network to increase the efficiency of the resource
while satisfying the Primary Users’ Quality of Service. Simulation result and tradeoff
discussion are given.

v

ACKNOWLEDGMENTS
It is my honor and pleasure to extend my warm thanks to all the following people
for their support and help that leads to the successful completion of the thesis.
I would like to extend my great thanks and appreciation to Dr. Maciej J.
Zawodniok, my advisor and friend. His guidance and support along with a warm and kind
heart have inspired me both academically and personally. I’m very lucky and grateful to
encounter such a great person to be my advisor in my life. I would also like to extend my
best wishes towards his future life. I would also like to acknowledge National Science
Foundation for supporting the research.
I am grateful to have Dr. Kurt L. Kosbar and Dr. R. Joe Stanley as my committee
members. I am very thankful for the kind support from them. I would also like to thank
the faculty and staff of Dept. of ECE at Missouri S&T for helping me in all ways.
I would like to extend my great thanks to my all my friends world-wide. Their
support gives me the strength to survive the difficult time in my life. I would like to
deliver my special thanks to my Rolla friends and Mr. Nilges who loves and supports me
all along. They made my time at Rolla be life-time unforgettable.
I am fortunate to have a nice group of research mates. I enjoyed the wonderful
time working with them at ERL and

the enjoyble discussion both technical and

otherwise.
At last, I would like to give my great thanks to my entire family. Without their
support, I would not accomplish such work and have such happy time of my life. The
greatest thanks belongs to my parents, Mr. Xianze Wu and Mrs. Wei Liu who I know will
always be there for me.

vi

TABLE OF CONTENTS

Page
PUBLICATION THESIS OPTION ................................................................................... iii
ABSTRACT ....................................................................................................................... iv
ACKNOWLEDGMENTS .................................................................................................. v
LIST OF ILLUSTRATIONS ........................................................................................... viii
LIST OF TABLES ............................................................................................................. ix
SECTION
1. INTRODUCTION ....................................................................................................... 1
REFERENCES ............................................................................................................ 7
PAPER
I.

COOPERATIVE AND FAIR POWER CONTROL FOR PEER-TO-PEER
WIRELESS NETWORK ........................................................................................... 9
ABSTRACT ............................................................................................................... 9
1.1. INTRODUCTION ............................................................................................... 10
1.2. RELATED WORK.............................................................................................. 12
1.3. BACKGROUND ON MODELING .................................................................... 14
1.3.1. Power attenuation model .......................................................................... 15
1.3.2. Cooperative Proportional Power Control (CPPC) ................................... 15
1.4. ANALYSIS OF SYSTEM MODEL ................................................................... 16
1.5. METHODOLOGY .............................................................................................. 20
1.6. RESULTS AND DISCUSSIONS ....................................................................... 26
1.6.1. Results and discussion of CPPC and CRPC ............................................ 26
1.6.2. Statistic simulation and discussion for 2 scenarios of CRPC .................. 26
1.6.2.1. Centralized power control ..........................................................26
1.6.2.2. Distributed power control ..........................................................27
1.6.3. Comparison and discussion of two variants of CRPC ............................ 28
1.6.4. Simulation comparison between different channel models for CRPC .... 30

vii

1.6.5. Simulation with different amount of links in the network ...................... 32
1.6.6. Simulation comparison with existing power control schemes ................ 34
1.7. CONCLUSION ................................................................................................... 39
REFERENCES ................................................................................................................. 40
II. COOPERATIVE POWER CONTROL AND RADIO RESOURCE
ALLOCATION FOR COGNITIVE RADIO NETWORKS .................................... 43
ABSTRACT .............................................................................................................. 43
2.1. INTRODUCTION ............................................................................................. 44
2.2. BACKGROUND ............................................................................................... 46
2.3. ANALYSIS OF SYSTEM MODEL.................................................................. 47
2.4. METHODOLOGY ............................................................................................ 49
2.4.1. Cooperative Proportional RIS Power Control (CPRPC) ........................... 50
2.4.2. Cognitive Radio Power Control with Fixed PUs’ power (CRPCF) ........... 53
Phase I. CRPC attempted fairness share .................................................53
Phase II. Cognitive adjustment ...............................................................54
2.4.3. Cognitive Radio Power Control with Variable PUs’ power (CRPCV) ..... 55
Phase I. CPRPC attempted fairness share ...............................................56
Phase II. Cognitive adjustment ...............................................................56
2.4.4. Integrated scheme addressing two modes of PUs ...................................... 57
2.5. RESULTS AND DISCUSSIONS ....................................................................... 59
2.5.1. Statistic results and discussion of CPRPC ................................................ 59
2.5.2. Simulation results and discussion of CRPCF and CRPCV ....................... 60
2.5.2.1. Common performance discussion ..............................................62
2.5.2.2. Performance comparison and discussion ...................................64
2.5.3. Simulation demonstration of integrated scheme ....................................... 65
2.6. CONCLUSIONS................................................................................................ 69
REFERENCES ................................................................................................................. 70
SECTION
2. CONCLUSIONS.......................................................................................................... 74
LIST OF PUBLICATIONS .............................................................................................. 75
VITA ................................................................................................................................ 76

viii

LIST OF ILLUSTRATIONS
Page
PAPER I
Figure 1. Centralized power control illustration ............................................................... 27
Figure 2. Distributed power control illustration ............................................................... 28
Figure 3. Location of the nodes within the network. ........................................................ 31
Figure 4. SIR error comparison ........................................................................................ 32
Figure 5. Throughput with different number of links active in the network .................... 33
Figure 6. SNR error with different schemes ..................................................................... 35
Figure 7. Estimated throughput difference PDF with different cases ............................... 36
Figure 8. Fairness index with Bambos scheme at different target throughputs ................ 37
Figure 9. Power of all nodes with Bambos scheme at different target throughputs ......... 38
PAPER II
Figure 1. Network model .................................................................................................. 48
Figure 2. Network convergence time for CPRPC scheme ................................................ 59
Figure 3. Network topology .............................................................................................. 61
Figure 4. PU average capacity after convergence ............................................................. 62
Figure 5. SU average capacity after convergence ............................................................. 63
Figure 6. Network convergence time with varying PU’s minimum capacity threshold ... 64
Figure 7. Capacity dynamics............................................................................................. 67
Figure 8. Power dynamics................................................................................................. 68

ix

LIST OF TABLES
Page
PAPER I
Table 1.Simulation description of three network topologies ............................................ 29
Table 2. Simulation comparison for three network topologies ......................................... 29
PAPER II
Table 1. Pseudo-code of the CRPCF scheme ................................................................... 55
Table 2. Pseudo-code of the CRPCV scheme ................................................................... 57
Table 3. Pseudo-code of the integrated scheme ................................................................ 58
Table 4. Parameter configuration for CPRPC simulation ................................................. 60
Table 5. Dynamic of PUs group’s mode ........................................................................... 65
Table 6. Convergence time comparison............................................................................ 68

1.

INTRODUCTION

Fair radio resource sharing is a desired behavior in modern wireless networks
including wireless sensor networks (WSN), cognitive radio network (CRN), and data
access networks [1-4]. However, that goal is challenging to achieve in wireless networks
due to channel uncertainties, random topology, dynamic environment, etc. Furthermore,
the increased usage of the wireless communication in many applications exacerbates the
challenge since increasing number of competing users worsens the congestion. Efficiency
of radio resource allocation impacts performance of a wireless network. In particular, in a
large network, multiple transmissions could create more interference among adjacent
links. Non-cooperative solutions often lead to unbalanced allocation of channel capacity
where specific links overshadow others. In contrast, a cooperative approach has potential
to control the entire network and provide global fairness. This work considers to types of
fairness: equal capacity allocated to each user or link, and a weighted sharing where the
capacity is proportional to a predefined priority.
One of the most important quality-of-service (QoS) metric is throughput. In the
wireless networks, the achievable throughput is limited by the channel capacity. It is
defined by the Shannon –Hartley theorem in terms of Signal-to-Interference Ratio (SIR).
Hence, the channel capacity can be managed through selection of an appropriate target
SIR. In turn, power control mechanism is often employed to dynamically achieve the
target SIR on a link level. Hence, we propose a cooperative scheme that both determines
a fair, achievable SIR and controls the power. The goal of both papers is to design the
cooperative resource allocation and power control schemes for wireless peer-to-peer
networks and CRNs.
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Typically, theoretical study of the channel capacity is done as in [5]. The study in
[5] shows that under assumption of a non-interference protocol, the attainable throughput
is

bits per second for a network with n randomly located nodes and

bandwidth, W. The general results give the relationship between the number of nodes and
statistically attainable throughput. However, for a particular network, for example nongrid, random topology, the achievable, fair capacity varies. Links in densely populated
area could be significantly congested thus resulting in lower throughput than the general
studies indicate. At the same time, other nodes in less densely areas are more likely to
achieve higher throughput. Such an imbalance is often undesirable.
Some link-level power control schemes have been proposed at previous work [6][10]. The channel capacity efficiency improves with more accurate control of SIR which
results in lower interference. Due to local, distributed control, these schemes are not
cooperative. Additionally, these works often define an arbitrary utility or pricing function
that maximizes only the local performance. As a result, those schemes satisfy the utility
and pricing functions, while the overall network performance often suffers. In [11]-[12],
the fairness in radio channel capacity allocation is addressed by selecting an appropriate
target SIR for the power control. However, the schemes require the target SIR to be
feasible. Otherwise, the schemes will result in unfairness when congested links maximize
the transmission power without reaching the target SIR. Moreover, this results in
significant interference injected into the radio channel.
In contrast, the Paper I achieves equal allocation of the channel capacity on each
link by discovering the feasible SIR level. First, we reformulated the SIR and power
control problem by inverting the SIR and considering a ratio-of-interference-to-signal
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(RIS). Note, that the RIS formulation retains the property of equal fairness when all links
converge to the same RIS value. Then, we propose a Cooperative RIS-based Power
Control (CRPC) scheme where the nodes update their power such that the link-level and
network average value of RIS converge. The nodes exchange information about the
average RIS value. The scheme can employ one of several implementation techniques for
the calculation of the average RIS including centralized and distributed methods. The
analysis and simulation results in Paper I demonstrate that either approach ensures
convergence to a common RIS value. However, only the centralized scheme is
mathematically guaranteed to converge. Moreover, it performs the update of the target
RIS based on the average from entire network thus identifying a more efficient, low
power solution. Overall, two benefits of the CRPC have been shown:


Network fairness equilibrium regarding capacity for each link is identified for each
particular, randomly generated network topology. Consequently, the radio
resources are fairly allocated when the power update is applied



The distributed version of CRPC achieves the same fairness goal through iterative
dissemination of the average RIS, one hop at a time. However, the updates are
based on a one-hop information only thus leading to selection of a higher power
Next, in Paper II, we consider application of the RIS-based scheme in cognitive

radio networks (CRNs) where pairs of primary and secondary users share common
channel resources. The topology of a CRN is similar to the peer-to-peer type networks
considered in Paper I. However, the CRNs differentiate users by giving priority to the
primary users. Hence, the revised scheme supports a proportional fairness instead of

4

simple equal fairness in Paper I. The work in Paper II addresses three important issues in
CRNs:


Ensure the minimum QoS for the primary users while fairly sharing the remaining
radio resources among the secondary users



Support various types of primary users including legacy, new or adoptive, and
cooperating ones



Support quick adaptation of resource sharing in the presence of primary users who
periodically switch between active and idle operating modes. For example data
access networks, which transmit only when there are data to send
In CRN type applications, varying levels of capacity are required for each user

based on their priority. Hence, a Cooperative Proportional RIS Power Control (CPRPC)
is proposed in Paper II. Each link is assigned a weight that determines the fraction of
resources allocated to that link. The CPRPC scheme is analyzed theoretically and in
simulations. It is shown to guarantee the proportional fairness in channel capacity
allocation based on the links weight.
However, a direct application of the CPRPC scheme in CRNs is not suitable since
the primary users have to achieve certain minimal level of service, or SIR. Only then the
secondary users can share the remaining resources. In many locations there is a
significant amount of white spectrum space that the secondary users can utilize. Thus a
large amount of research has been conducted on supporting the CRNs [13]-[19]. In [15][18], transmit power control systems are designed to addressing the challenge of
dynamically adjust the power with respect to interference level of PU in a cognitive
network. An integration scheme with power control, access control, and multi-hop
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transmission on efficiency of spectral resource with a cognitive radio system is evaluated
[19]. However, those existing works do not explicitly address fairness aspect of channel
access, both between the primary and secondary users, and among the secondary users.
Overall, we propose a set of three schemes that address the fairness in CRN:


Cooperative RIS Power Control with Fixed power of PU (CRPCF)



Cognitive Radio Power Control with Variable PUs’ power (CRPCV)



An integrated power control scheme addressing two modes of PUs
The first two perform iterative update of link weights in order to ensure the PU

achieves the minimum service. The third scheme improves convergence time when the
PU periodically switches between an active, transmitting mode and an idle, sleep mode.
The third scheme controls SUs to improve utilization of the network resources when PU
is in sleep mode while ensuring quick release of the resources when the PU activation is
detected. The system memorizes the scheme’s parameters and restores them when the
PU’ mode switch is detected. All three proposed schemes are able to reach two main
CRN’s goals:
1) Satisfy the QoS of Primary Users (PUs) such that channel capacity for each PU is
guaranteed at a minimum, threshold capacity
2) Secondary Users (SUs) share the spare resource of the network proportionally to
the assigned weight
The specific application requirements, constraints, and environment conditions
would determine the most suitable scheme. The presented simulations and tradeoff
analysis provide guidance for that decision process.
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In summary, this work addresses the fairness in wireless networks. Cooperative
resource allocation and power control schemes are proposed and applied to peer-to-peer
and cognitive radio networks. Analysis of the network performance is presented in both
papers including mathematical proofs and simulation results.
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PAPER

I.

COOPERATIVE AND FAIR POWER CONTROL FOR PEER-TO-PEER
WIRELESS NETWORK

Liuju Wu, Maciej Zawodniok, Member, IEEE

Electrical and Computer Engineering Department
Missouri S&T, Rolla, USA
(lw6t9@mail.mst.edu, mjzx9c@mst.edu)

ABSTRACT
Performance optimization in wireless networks is a complex problem due to
variability and dynamics in network topology and density, traffic patterns, mutual
interference, channel uncertainties, etc. In particular, it is difficult to fairly allocate
radio resources in large networks. Opportunistic or selfish approaches may result in
unbalanced allocation of channel capacity where particular links overshadow others. A
desired approach should provide every link in the network with the fair share of radio
resource. Addressing this issue, analysis about the wireless network and a cooperative
power control update scheme for the peer-to-peer wireless network are introduced. The
discussion and proposed scheme dresses on the point that every node in the network
should achieve the same share of the resource or capacity i.e. each node pair will have
the same Signal-to-Interference ratio (SIR) in the same shared channel. The simulation
shows that with the same initial power, the network can achieve the same SIR value for
each node pairs with the power update using the proposed scheme. The proofs for the
proposed scheme are also given in the paper.
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1.1. INTRODUCTION
A peer-to-peer wireless communication is employed in wireless networks with
neither centralized access points nor a pre-established infrastructure. There is a wide
range of practical applications of a peer-to-peer based communication including cognitive
communication, mobile ad hoc networks, wireless sensor networks, multimedia sharing,
etc. Such distributed wireless networks share the common radio frequency spectrum.
Theoretical analysis of basic topologies [31] shows that for n randomly located nodes the
attainable throughput under a non-interference protocol is

bits per second.

Ideally, the entire radio spectrum is fairly shared among the links, either equally or
proportionally to the link’s priority and demand. However, in a random topology the
links may achieve varying and unfair share of the channel capacity because of nonuniform distribution of traffic and interference. For example, nodes in densely populated
area experience high interference thus reducing achievable throughput while nodes in
sparsely populated regions may be able to achieve high performance. Conversely, the
nodes from sparse area can dominate and overuse the channel while injecting significant
interference into the adjacent densely populated areas. As a result, the imbalance in
spectrum sharing increases.
Moreover, in multi-hop networks, the end-to-end performance depends on the
weakest links in the path (bottlenecks). The interference among the adjacent links may
cause increased interference from strong links to the bottlenecks thus further weakening
their performance. As a result, the wireless network performance further degrades. In
contrast, the overall network performance increases if the links along the routing paths
maintain the same capacity. In such scenario there is no single bottleneck link.
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Additionally, the mutual interference is reduced thus improving the average SIR and
overall throughput.
Traditionally, the power update schemes achieve it by setting a target signal to
interference ratio (SIR) to the same (or proportional) value and applying a power control
scheme at a link level. However, those works make the assumption that the target SIR is
achievable by all nodes. While, for non-congested network such an approach is sufficient,
it fails in congested, dense scenarios where the maximum achievable SIR is not known.
In case of traditional power control schemes, when a single link is not able to achieve its
target SIR it attempts to increase transmission power to compensate for the high
interference. However, the adjacent links will react by increasing their power to
compensate for higher interference. Consequently, the power control may quickly reach
the node’s maximum transmission power without actually achieving the target SIR thus
causing the link outage. At the same time, by using the maximum transmission power it
injects a significant interference to the channel thus increasing probability of other links
outages.
Among the existing power control schemes, a few non-cooperative game theoretic
schemes have been introduced [1]-[5]. These schemes are more focused on improving the
performance of each link according to the local information from the link itself. The
utility and pricing function is also derived based on non-cooperative theory and try to
reach the Nash equilibrium. They are non-cooperative because each user in the network
tries to maximize the defined utility function of its own and increase its own transmission
without looking at all the other nodes’ information and demands or at least the
neighborhood nodes’ information. This kind of non-cooperative can guarantee the
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optimal performance at link level but may degrade the overall performance including
losing the fair share of the radio resource. In this the section IV of this paper, a novel
power scheme is proposed based on not only the information at the aim link but also the
information from other links which may be impacted by the energy that the transmitter
generates. As a result, the power update is not selfish but more cooperative with the other
users in the network. A goal of fair share of the network resource is guaranteed which is
missed among those existing power control schemes.
In the analysis section of this paper, other peers’ information in the network is
utilized to guarantee fairness with achieving the same SIR on the receiver end of each
link. Based on this cooperative concept, the power update scheme is proposed to control
the power from the transmitter end of the link in order to reach the goal of fairness in the
network at each time instant.
The main contributions of this scheme are: (1) the modeling and analysis of the
peer-to-peer wireless network in terms of fair sharing of the radio resources; (2)
development of a power control scheme which determines the appropriate SIR for each
node pair based on network-wide cognition of channel state; (3) the mathematical proof
of the control scheme which guarantees its reliability.

1.2. RELATED WORK
A number of power control schemes are proposed for the wireless network to
improve the performance of peer-to-peer transmission link. They aim at achieving the fair
channel allocation through power control with assumption of known target capacity or
SIR. In [28], a distributed adaptive power control for wireless network is proposed to
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optimize spectral reuse to decrease the interference within the network. It helps to
increase the overall capacity of the network but the fairness share of the network resource
is not considered. In [26], the power control is proposed to reduce the power dissipation
with satisfying the SNR threshold and the fairness share of the network is satisfied by the
joint link scheduling rather than power control. In [6] , [7], [27] and [29], the power
controls are based on a known desired SIR that is desired to achieve which means a
certain desired SIR is determined before the power control is implemented to the
network. However, in peer-to-peer wireless network, the desired SIR value is often
unknown due to lack of preexisting infrastructure and random topology. Therefore, in this
paper, the analysis considers a realistic scenario when the desired SIR is not known and
cannot be calculated before deployment. The proposed scheme determines the desired
SIR online. It iteratively calculates the adequate power and SIR target based on the
information of other nodes in the network. In contrast to the traditional approaches it
dynamically calculates the achievable desired SIR without a priori knowledge. Moreover,
the presented theoretical proof using Lyapunov approach guarantees that the network
maintains fairness in terms of per link capacity.
There is a large literature that either studies the theoretical limits of network
capacity with analysis of the network channel models [31] [33] or physics law [32]. The
conclusion with respect to the capacity limits is general towards the different network
topologies and channel environments. They assume that there is an implementable, online
scheme that determines the best, fair SIR level for all links in the specific network
topology and under dynamic, fading channel. Hence, for certain case, the capacity will be
within the limits but the certain value of capacity is unknown. In contrast, the proposed
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scheme is more practical in a realistic, fading environment and random deployment since
it determines the capacity limit online. Finally, the reliability of the scheme is guaranteed
through a theoretical proof.
The rest of the paper is organized as following. First, the relevant background is
discussed in Section III. In Section IV, the analysis for the wireless network addressing
the SIR is discussed. Next, the proposed spectrum allocation and power control schemes
is presented in Section V. The mathematical proof of the reliability of the proposed
scheme is included in Section V. In section VI, the simulation results with comparison
with some previous schemes are discussed. Finally, the conclusions are given in Section
VII.

1.3. BACKGROUND ON MODELING
Each receiver node in the wireless network, besides receiving the signal from the
corresponding transmitter, receives interference from other transmitters in the network.
The links performance is impacted by such interference. Shannon’s capacity formula
defines the available capacity on each link based on the signal-to-interference (SIR) ratio
at the receiver. Traditional approach of describing the dynamics of wireless channel in
terms of per-link channel capacity and power usage considers signal-to-interference ratio
[21-25]:
(1)
where

is a attenuation from transmitter of jth link to receiver of ith link,

transmission power on

link, and

is thermal noise.

is
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Ideally, the power and spectrum allocation scheme should minimize the
interference for each link in order to maximize the energy efficiency and maximize
throughputs.
1.3.1. Power attenuation model
In the radio channel, the signal is attenuated during propagation from the jth link
transmitter to the ith link receiver. This paper considers the channel uncertainties
including path loss, multipath fading, and shadowing effect. The power attenuation is
equal to the combination of those factors, which is modeled using [10]:
(2)
where

is the path loss component,

fading [9], and

random variable represents the Rayleigh

denotes the shadowing [10][11]. For the shadowing,

is a

Gaussian random variable, while Rayleigh fading follows probability density function as
in [9]
(3)
1.3.2. Cooperative Proportional Power Control (CPPC)
Assume there are n pairs of node pair in the peer-to-peer wireless network with n
transmitter nodes and n receiver nodes which means 2n nodes in total. For each time
instant k, we calculate the average SIR level of the network as below:
(4)
where

stands for the average SIR of all the receiver nodes at instant k; n is the

number of the link in the network;

is the ith receiver’s SIR level.
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In [30], a power update scheme named as Cooperative Proportional Power
Control (CPPC) is introduced. With the power update law
(5)
where

, the links will achieve the same SIR level i.e.
will converge to zero eventually.
The CPPC power is updated based on both the local information – including

current power, link gain, and interference – and network-wide metric of the average SIR.
The latter facilitates collaboration among the nodes in the form of a game theory based
control. However, the scheme has some limitations. First, it is a relatively simple
proportional update that does not consider the interactions among the adjacent links.
Also, it relies on strong assumptions including a static environment and channel. It leads
to a slow convergence time and high power requirements. The scheme proposed in
section V has overcome the weakness and analytically guarantees fairness thus resulting
in scheme with quicker convergence and lower power requirements.

1.4. ANALYSIS OF SYSTEM MODEL
The Shannon-Hartley theorem defines the channel capacity as equal to:
(6)
where C stands for the channel capacity, B denotes the bandwidth of the channel; SIR
denotes the signal-to-interference ratio. The goal of the proposed scheme is to allocate the
radio resources equally, that is the capacity of each link is the same. Consequently, from
(6) the goal can be restated as to achieve equal SIR value for each link. Thus the problem
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is converted into power control for each transmitter node such that the same SIR is
maintained on each link.
The traditional SIR-based formulation (1) has been exploited in the past to study
and design power and rate control schemes for cellular, wireless ad hoc, and sensor
networks. However, those schemes either (a) do perform opportunistic, i.e. selfish,
optimization at link level [21,29-31] that may lead to unfair allocation of channel to links,
or (b) assume that the target values for SIR or target rate are known for entire network
and achievable [29]. Hitherto, there was little work done that performs such a power and
rate adaptation without these assumptions while ensuring fairness among the links and
sources.
Guarantying fairness in a random peer-to-peer, ad hoc network is both beneficial
and challenging. The challenge is due to nonlinear channel fading, interactions among
adjacent links, and random topologies with mobility and often non-uniform nodes
density. The fairness’ guarantee benefits various wireless applications where fair
spectrum resource allocation. This includes multimedia network, real-time network
control, and flow control in multi-hop networks. Furthermore, the network-wide
guarantee of performance in an inherently distributed system of wireless networks is
essential for practical implementations.
A novel approach is proposed to the above problem by deriving a fair power
control. First, the channel model (2) is redefined as a ratio-of-interference-to-signal (RIS)
that is an inverse of SIR:
(7)
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where

is the

link RIS value, and

is the

link

component of received signal.
Remark 1: Such formulation has several advantages including simpler dynamic
model of the entire network, a better scaling in low SIR rage typical for highly congested
multimedia networks, and a new insight into channel capacity.
As discussed in the introduction, the ideal outcome is when the spectrum is fairly
shared among the links. For simplicity, we will assume the fairness criteria to be equal
throughput that is equivalent to the equal target SIR. Note, that when all links reach the
same SIR level, the corresponding links’ RIS values are also equal.
For the analysis in the following sections, we made the following assumptions:
1) The thermal noise is considered as another source of interferences represented
as

besides the interference from the other N-1 nodes and is not controlled by anything

else and random. Its impacts on RIS is in the form of an upper bound on achievable RIS
value which means
2) We assume that the proposed update scheme is updated faster than the changes
to the network due to mobility and the environment changes. Hence, the average
attenuation changes are considered small enough to be ignored during each update
period. The iterative and converging properties of the proposed work ensure that such
changes are accommodated and countered by the updates.
First, we derive the dynamic equation of RIS by differentiating (7).
(8)
where

is the derivative of
and

, and

and

are derivatives of

respectivelly. Note that the noise component can be considered as one
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of the interference term

thus simplifying the analysis. We discretize the system

description using the Euler’s formula,

where T is the sampling interval:

(9)
Now, we select a multiplicative power update law:
(10)
is the update coefficient for ith link which we derive below. Using the power

where

update law (10), the discrete state equation (9) can be rewritten as
(11)
The network-wide average of the RIS values at instance k is equal to:
(12)
For the average RIS, we made the assumption that for the consecutive iteration
the average RIS doesn’t change much since the interference will not change much for
consequent iterations because of the update law which will be shown in the latter part of
this paper.
And the average RIS for next time instance, k+1, would expressed as:
(13)
The goal of the fair resource allocation is to reaching the same RIS on each link.
Hence, the error is defined as the difference between each link’s RIS and the average
RIS. The error becomes zero when that goal is achieved. This error is expressed as
(14)
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Then for the next time interval,

(15)
where
(16)
With the analysis, a power scheme named is proposed in Section V.

1.5. METHODOLOGY
A power control scheme is introduced in this section with respect to the analysis
in the last section. It is named as cooperative RIS power control (CRPC). The inverse of
SIR is defined and used in this control scheme. Since the RIS of the other nodes are also
taken into consideration, the scheme is cooperative and reaches the goal of fairness.
With the analysis in RIS aspect in the section IV, the problem is converted into
finding the appropriate power update to converge the error (15).
For the purpose of convenience, the minimum value and the maximum value of
the RIS in the network are expressed as:

,

.
For the multiple nodes pairs the power control should asymptotically decrease the
absolute value of the summation of the error (15) to zero. Hence, the following power
update law is proposed.
Theorem 1: For any pair of links with dynamics (11) and channel uncertainties,
the links will achieve the same SNR level when the transmission power is updated using
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(17)
Provided that

satisfies the flowing constraint:
(18)

Proof: The proof below will show that with the (17), the upper and lower bound
of

for each iteration is getting closer to zero.
Define the Lyapunov function candidate as

where. Then, the first

difference of Lyapunov candidate function is equal to

(19)
Then applying the control law (17) to (19) we get
(20)
Then replace (14) into (20) we get

(21)
where
In the following proof, four cases are considered to demonstrate that for
, the network-wide error range decreases after every iteration. That is
and

are converging to zero in each iteration. Also, it is shown

that the error in next iteration

will not exceed the

and

. The convergence condition holds with the constraint (18) on dynamic gains
of the controller. The controller design and analysis is conducted using Lyapunov
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stability analysis thus guaranteeing network-wide convergence to the common, fair
capacity allocation.
Case I:

and

, that is

The first difference of Lyapunov candidate function is equal to:

≠

In this case

<

as long as the following condition holds:

(22)

(23)
Consider the pair such that
since

and

conclusion, the lower bound of

. Then the condition (23) holds
is positive for

. In

for each iteration asymptotically converges to zero

provided (23) holds in this case.
Case II:

and

, that is

The first difference of Lyapunov candidate function is equal to:

(24)
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In this case

as long as the following condition holds:
(25)

Consider node pair i such that
since

and

conclusion, the upper bound of

. Then condition (25) holds
is negative for

. In

for each iteration asymptotically converges to zero

provided (25) holds.
Case III:

and

, that is

In this case, it should be noted that the error term
and
is moves away from

. This leads to the conclusion that
and error increases. However, if

is proven for this case, then the convergence condition holds, i.e.
. Consequently, the upper and lower bound of all

for

each iteration converges to zero. Therefore, the following proof is showing that

1<

in this case.
Note that with assumption (13), the condition

to proving

. According to (11) and (17)

is equivalent
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(26)
is true, then

as long as

the following condition holds:
(27)
Then the inequality

is proven provided the condition (27)

holds.
Case IV:

and

, that is

In this case the error dynamics become
and
from

. Consequently,

. However, if

is getting farther away

can be proved in this case, the

conclusion that the upper and lower bound of all

for each iteration is getting closer

to zero still can be held. Therefore, the following proof is showing that
in this case.
Note that with assumption (13), the condition
to proving

. According to (11) and (17)

is equivalent
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(28)
is true, then

as long as

the following condition holds
(29)
Then the inequality

is proven provided the condition (29)

holds.
Inference from Cases I-IV: The conditions (23), (25), (27) and (29) from the
Cases I-IV have to be satisfied by the power control scheme to guarantee convergence in
all scenarios. Those can be combined into (18) thus defining a comprehensive, common
condition. If it is satisfied for each iteration, then the upper and lower bounds of
are asymptotically converging to zero. In other words,
stable. Therefore, each link’s

will converge to a common

is asymptotically
.

It should be noted that the convergence rate is controlled through tuning of the
learning rate
increases with the
value.

value, provided the condition (18) holds. The convergence speed
since the power changes proportionally to the RIS error and the

26

1.6. RESULTS AND DISCUSSIONS
In this section, a MATLAB-based simulation results are shown to demonstrate the
convergence of the proposed scheme. Various simulation scenarios demonstrate the
performance improvement over a baseline scheme.
1.6.1. Results and discussion of CPPC and CRPC
The comparative results of the CPPC and CRPC schemes [30] demonstrate that
both CRPC and CPPC converge to the common SNR level. However, CRPC scheme has
the advantage of reduced control overhead and shorter conergence time. Two variants of
the CPPC scheme are also evaluated: (a) centralised and (b) distributed. The distributed
form has reduced overhead and thus is more practical in real deployment scenarios.
However, there is no analytical guarantee that the distributed scheme converges in any
scenario.
1.6.2. Statistic simulation and discussion for 2 scenarios of CRPC
The centralized and distributed variants of the CRPC are simulated in MATLAB.
The results are discussed bellow.
1.6.2.1. Centralized power control
In the scenario of centralized power control, it is assumed that every node pair is
in the range of transmission. So each node’s power update will be based on the average
RIS which is calculated with all the other nodes’ information. Figure 1 is given to
demonstrate the scenario of centralize power control. The 1th transmitter collects the RIS
feedback information from all the receiver nodes in the network. The

used for

the power update of the 1th transmitter is calculated with full understanding of the
receivers’ RIS information.
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Figure 1. Centralized power control illustration
1.6.2.2. Distributed power control
The second scenario is the distributed power control. In the practical environment,
some transmitters are very far away from receivers. Hence the interference brought by
those far-away transmitters can be ignored. Additionally, it is also difficult for the RIS
information to get delivered back from receiver to far-away transmitters. As a result,
distributed power control only uses the RIS information from neighborhood receivers
which are inside the transmission range when doing the power update with CRPC. This
idea is illustrated as Figure 2. The CRPC is still applicable and. The overall stability of
the control is kept through the propagation of the update information. However, if there
are nodes that are totally isolated from the other nodes in the network, the scheme will
fail since there is no media for these nodes to exchange information within the network.
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As shown in Figure 2, unlike other transmitters, the 4th transmitter does not get network
information through other receivers. Thus the CRPC will fail for this transmitter.

Figure 2. Distributed power control illustration
1.6.3. Comparison and discussion of two variants of CRPC
The simulation is repeated in a 200*800 feet area under 802.11 network standards
which defines the bandwidth of 20MHz with different topologies. Under each topology
criteria, the simulations are repeated at 384 topologies. The reason that the number of
repeated simulations is chosen as 384 is it guarantee that the average result will have the
confidence level of 95% with the confidence interval of 5 [23] which fairly shows that
the overall performance of each case.
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For the first and second topology criteria, the nodes pairs are uniformly
distributed in the area with different node densities. Here the node density is defined as
the total number of node divide by the area.
In the third area, the overall node density is the same with the second one but
there are 2 sub-areas with different node densities which are listed in the table below too.
For the 2 sub-area, the node is uniformly distributed with the accordingly densities. The
initial powers for all the cases are 1mw and we have the convergence timeout set as 160s.
The detail simulation comparison is given as shown in Table 1 and Table 2.
Generally, for different densities, both centralized and distributed form of CRPC
will have different convergence RIS/throughput since there is a limit of average
throughput/RIS for each density of nodes within the network. Generally speaking, with
larger density of nodes, the interference would be bigger which lowers the SNR level. As
a result the convergence levels of throughput and RIS have the trend as shown in the
Table 2.
Table 1.Simulation description of three network topologies
Topolo
gy
Index
1
2
3

Overall Node Density
2
[Nodes/feet ]

Sub-area illustration

Sub-area Node Density
2
[Nodes/feet ]

0.001
0.003

(Uniform)
(Uniform)

N/A
N/A

0.001

A : 0.003
B: 0.00032

Table 2. Simulation comparison for three network topologies
Topol
Centralized
Distributed
ogy Conver Convergenc Energy Converg Convergen Energy
2
2
Index gence e Time [s]
[w ]
ence ce Time [s]
[w ]
through
throughp
put
ut [kb/s]
[kb/s]
1
18.45
1.29
2.93
22.1
0.399
6.0973
2
4.5
1.74
13.63
5.72
0.375
187.412
3
50.5
1.44
3.54
67.4
1.10
19.10
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As for the comparison of 2 scenarios of CRPC, centralized CRPC can guarantee
stability since all the information of the whole network is guaranteed to be got by every
node and this stability is also be proven mathematically in the proof section. When
updating network with distributed form, the cases that some nodes got isolated in the
network since no other or not sufficient amount of nodes are around them to propagate
the information exist. Theses nodes will totally break the stability of CRPC which means
the RIS/throughput will never converge or not converge before timeout happens. It
should be noted that the convergence rate of the third topology criteria is much lower
than the previous two. The reason why it happens is that with the density distribution of
criteria No.3, it is much more possible that some nodes will get isolated from the network
and the stability of the scheme is broken as a result. From the energy wise, since the fully
understanding of the whole network is got by each node, the final convergence state is
more optimal. However, the beauty of distributed form is it is more applicable to real
world and it would save much time to converge. Since each node only uses the
neighborhood nodes information to update its power, then the update doesn’t need to wait
all the other nodes’ information to pass along to finish the current update iteration. This
benefit is critical if the network is more dynamic since the quick response of convergence
will be necessary.
1.6.4. Simulation comparison between different channel models for CRPC
A comparison of the control scheme of simulation between different channel
models is shown as below. The control scheme is simulated in a network topology in an
area of 200*800 feet under 802.11 network standards which defines the bandwidth of
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20MHz. The locations of the nodes within the network are uniformly randomly generated
and are shown as Figure 3.
transmitter
reciever
800

700

600

500

400

300

200

100

0

0

50

100

150

200

Figure 3. Location of the nodes within the network
In this comparison, two channel models are considered. The first, simplified
model includes the path loss attenuation. The second, more realistic model incorporates
the Rayleigh and shadowing fading. The comparisons result is shown as Table 2.
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For both of the cases, the SIR error converges to 0. However, in presence of
fading channel, more channel uncertainties are injecting a disturbance. Consequently, the
convergence becomes bounded (or limited) by the uncertainties in the fading. In fading
channel case, the control stability resembles a uniformly ultimately bounded (UUB)
condition.
0.03

SIR error with fading
SIR error without fading
channels
channels

0.025

0.02

error
s
0.015

0.01

0.005

0
0

0.5

1

1.5

2

2.5

3

Time(s)
ec)

Figure 4. SIR error comparison
1.6.5. Simulation with different amount of links in the network
With the same topology shown in Figure 3 as shown earlier, the relationship
between the number of links activated in the network and the average throughput using
CRPC is shown as in Figure 5.
With CRPC implemented in the network with different number of node pairs
activated, all the throughputs for active links converge to the same throughput. The
simulation result shows the tradeoff with the number of links active in the network and
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the throughput which is an important aspect of the network. When more links are
activated, more source of interference exists which is the reason why the trend is shown
as it is in the figure. If certain throughput and ideal fairness share need to be guaranteed,
the number of links needs to be limited with CRPC implemented in the wireless network
and with certain number of links and topology existed in the network, then there would
be a saturated throughput that needs to be aware. This result also demonstrates that with
the amount of wireless nodes increased in the network, the average share of the
bandwidth will be lower down. As a result, in the real world, if certain throughput or/and
number of wireless users need to be ensured, a general knowledge of bandwidth can be
derived with the scheme in this case.

200
Throughput with CRPC for different number of links
180
160

Throughput [kb/s]

140
120
100
80
60
40
20
0
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20

30

40
50
Number of links

60

70

Figure 5. Throughput with different number of links active in the network
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1.6.6. Simulation comparison with existing power control schemes
In this section, two existing schemes of power control for wireless network will
be compared with CRPC. The two existing schemes that are used to compared are
Bambos power control [6] and constrained second order power control [7].
To make the comparison more valuable, the simulation for CRPC and the other
two schemes are all done at the same environment and same topology as used at section
D.
The simulation is done with the target throughput set up as 31 kb/s for Bamboo
power control and constrained second order power control which is a reachable target
value for both of the power control and no target value is needed to set up to implement
CRPC. All three cases reach the same level of throughput and the error is shown as
Figure 6.
To compare the throughput distribution of different schemes, according to Kernel
density estimation [24] [25], the estimated probability density functions (PDF) of
throughput differences are generated as shown in Figure 7. About a half of the links in
CRPC scheme have better throughput than the existing scheme. While the other links
achieve worse throughput. However, the overall comparison of the positive and negative
cases shows that the differences range between -0.5 and 0.8. This is at least an order of
magnitude smaller than the average link throughput, which is equal to about 31 kb/s.
These PDFs demonstrate that CRPC has slightly different throughput distribution but the
overall performance is comparable with the existing schemes.
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Figure 6. SNR error with different schemes
To demonstrate the benefits of CRPC, we compared it with Bambos power
control with varying target SIR (target capacity). The Bambos scheme provides relatively
good scheme of selecting a transmission power that satisfies the desired SIR (or capacity)
threshold. However, it is expected to perform poorly when the target SNR is set too high
(unachievable). The simulations are configured to follow the 802.11 network standard
with the bandwidth of 20MHz. For each node, the range of allowed transmission power is
0.001mW to 500 mW. The network topology is shown in Figure 3. The results in terms
of achieved throughput (SIR) and Fairness Index (FI) are shown in Figures 8 and 9.
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Figure 7. Estimated throughput difference PDF with different cases
For the specific target throughput or SIR, the Bambos scheme controls the power
until the target SIR is satisfied. In the ideal case, the power of each node will change and
the target got satisfied which is the case shown on the point where fairness index is at the
peak of 1. And this is the case where appropriate target SNR/throughput is chosen. If the
target is not pre-defined appropriately, the Bambos scheme fails since it increases (or
decreases) the transmission power until it reaches the per-node limit, as observed in
Figure 9.

37

Figure 8. Fairness index with Bambos scheme at different target throughputs
The power saturates when the target SIR is set very high or when the SIR is set
too low. In the former case the power on many links is set to the minimum while the
Bambos scheme indicates the power should be lower than the lower bound. In the latter
case, the Bambos is dictating more and more links to set power above the upper bound.
The realistic power is saturated at the hardware maximum thus a slow convergence to the
maximum power level is observed as more and more links use the maximum. Figure 9
also shows that the proposed CRPC scheme determines the tipping point where the
required power begins increasing faster than the desired SIR (or capacity).
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Figure 9. Power of all nodes with Bambos scheme at different target throughputs
Figure 8 shows the fairness of the capacity allocation among the links. Fairness
index equals to one, “1”, thus indicating that all node achieve the same throughput (SIR).
The CRPC scheme determines that maximum point dynamically thus determining the
optimal SIR or capacity value for the given network topology. When the target SIR is set
below that optimal point, the Bambos scheme underperforms since more and more links
reach the lower power limit. At that point the SIR on those links cannot reach the desired
level. Consequently, the capacity achieved on the links diverges leading to low fairness,
as observed in Figure 8. Similarly, when higher then optimal SIR is set as target, the
Bambos increases the transmission power. Due to increased interference from adjacent
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links the Bambos quickly demands the maximum transmission power to be used. The
power is limited to the upper bound; hence, the desired SIR cannot be achieved for some
links. The number of links that cannot achieve the desired SIR increases with the target
SIR value. Consequently, larger and larger portion of the links uses the maximum
allowed power as observed in Figure 9.
As a result, for an unknown network, CRPC will be a good way to control the
power without setting up a preselected target SNR/throughput to make the scheme work
and this is the benefit with the scheme that is proposed.

1.7. CONCLUSION
The proposed fair resource allocation and power control scheme has been
presented. Both theoretical and simulation convergence to a fair resource allocation are
demonstrated. The scheme is a collaborative approach to ensuring that every link
achieves an equal capacity while minimizing power consumption. The CRPC scheme
successfully identifies the achievable and fair SIR for a particular topology. Hence, no
target SIR/throughput level is required a priori. CRPC scheme improves FI by up to 60%
over the Bambos scheme. Future works includes extension of the scheme to support
proportional or prioritized resource allocation, relaxation of the current assumptions, and
application to cognitive networks with primary and secondary spectrum users.
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ABSTRACT
Radio resource allocation is one of the important aspects of Cognitive Radio
Network (CRN) since it has potential to improve spectrum efficiency and ensure
fairness among the primary and secondary users. Power control is typically employed
to allocate the radio resources. A more practical power control scheme is proposed that
ensures proportional fairness among the secondary users (SUs). Two algorithms are
proposed based on a proportional, cooperative power control scheme. Both schemes
reach the goal that Second Users (SU) reach a fair share of the accessible resource while
following the primary user (PU) protection rule i.e. target QoS is guaranteed among
PUs. An integrated power control scheme is proposed regarding to the active and sleep
mode of PUs such that SUs have better access to the network resource. With the process
of memorizing scheme configuration, the performance could be improved within the
proposed integrated power control scheme. The simulation demonstrates the
advantages and disadvantages of the proposed two schemes. The dynamic of the
proposed integrated control is given in simulation section demonstrate the benefits.
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2.1.

INTRODUCTION
Cognitive radio technology is an attractive approach to utilizing white spaces in

RF spectrum in a flexible and efficient way thus improving network access for both
traditionally underserved and mobile users. However, this interest brought new
challenges to the traditional radio resource allocation approaches including multiple users
competing for common spectrum [2-3]. Two groups of users are included in such
scenarios: primary users (PU) and secondary users (SU). The PUs get full and
unrestricted access to the pre-assigned spectrum. They have priority in utilizing the
resource including guaranteed bandwidth and signal-to-interference ratio (SIR).
Moreover, the PU is typically a legacy system with limited cognitive and adaptation
capabilities. In contrast, the SU employ a cognitive radio technology in order to
dynamically adapt to changing spectrum availability and state including the interference
and radio utilization efficiency. The SUs are required to monitor the radio resources to
avoid interfering with the PUs, while maximizing resource utilization. The QoS and
performance of the PUs is the primary concern and SUs have to adapt its performance
with respect to PU. Consequently, both channel sensing and power control is the key
functions for cognitive radios. Traditionally, the considered scenarios focused on
interactions between the PU and SU. However, the increasing number of secondary users
leads to extending the SU goal with ensuring fairness among the SUs. Hence, this paper
considers radio resource allocation and power control problem in a multi-SU and multiPU scenarios.
Rigorous research has been conducted in context of CRN [2-8]. In [2], a survey is
done to some opportunistic approaches for spectrum access management with CRN. Two
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pair nodes CRN are discussed in [3] and the results give achievable rates with this CRN.
In [4-7], transmit power control systems are designed to addressing the challenge of
dynamically adjust the power with respect to interference level of PU in a cognitive
network. These approaches consider certain type of PU with conservative targets. In
contrast, this work designed the schemes with the consideration of three types of PUs and
protects the QoS of PUs. An integration scheme with power control, access control, and
multi-hop transmission on efficiency of spectral resource with a cognitive radio system is
evaluated [8]. However, these works often insufficiently addressed the issue of fairness of
radio resource sharing. Opportunistic or selfish/local approaches often result in an
unbalanced allocation of channel capacity. This becomes a significant challenge in the
presence of multiple SUs where particular nodes pairs overshadow others. In contrast, the
proposed spectrum allocation schemes ensure fair, proportional allocation of the channel
capacity through an adaptive power control schemes. The first goal that PUs is
guaranteed to have enough resource will be reached. The fairness is set as the second goal
among SUs performance. The goal is reach by controlling the power based on a
cooperative power scheme and make SU’s have the same capacity and share of the
network.
The main contribution of this paper are: (1) addition of a generalized, cooperative
RIS power control that guarantees proportional fairness; 2) development of two resource
allocation schemes which is based on the cooperative RIS power control; 3) integration
of a support for periodically active PUs which switch between active and sleep modes;
and 4) simulation study of the proposed schemes in the context of cognitive radio
application.
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The rest of the paper is organized as following. Section II presents background
information about channel attenuation and cooperative power approach. System model is
discussed in Section III including a cognitive radio based peer-to-peer network and dualmode PUs. The proposed proportional power scheme and two resource allocation
schemes for cognitive radios are introduced in Section IV. Next, simulation results are
discussed in the context of cognitive networks with PUs and multiple SUs, in Section V.
Finally, the conclusion is given in Section VI.

2.2.

BACKGROUND
Each receiver node in the wireless network, besides receiving the signal from the

corresponding transmitter, receives interference from other transmitters in the network.
The links performance is impacted by such interference. Shannon’s capacity formula
defines the available capacity on each link based on the signal-to-interference (SIR) ratio
at the receiver. Traditional approach of describing the dynamics of wireless channel in
terms of per-link channel capacity and power usage considers signal-to-interference ratio
[21-25]:
(1)
is a attenuation from transmitter of jth link to receiver of ith link,

where

transmission power on

link, and

is

is thermal noise.

Ideally, the power and spectrum allocation scheme should minimize the
interference for each link in order to maximize the energy efficiency and maximize
throughputs.
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In the radio channel, the signal is attenuated during propagation from the jth link
transmitter to the ith link receiver. This paper considers the channel uncertainties
including path loss, multipath fading, and shadowing effect. The power attenuation is
equal to the combination of those factors, which is modeled using [10]:
(2)

where

is the path loss component,

fading [9], and

random variable represents the Rayleigh

denotes the shadowing [10][11]. For the shadowing,

is a

Gaussian random variable, while Rayleigh fading follows probability density function as
in [9]
(3)

2.3.

ANALYSIS OF SYSTEM MODEL
The cognitive radio based network is considered in the paper with a peer-to-peer

topology. The total of N nodes pairs are in the network including primary and secondary
users of the common spectrum. In such a scenario, the PUs are given priority in channel
access such that a minimum quality of service (QoS) is maintained. In this paper, we
selected the capacity as the main the metric with convergence time as the secondary one.
The illustration of network model is shown in Figure 1.
The Shannon-Hartley theorem defines the channel capacity as equal to:
(4)
where C stands for the channel capacity, B denotes the bandwidth of the channel; SIR
denotes the signal-to-interference ratio. The goal of the proposed scheme is to allocate the
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radio resources equally, that is the capacity of each link is the same. Consequently, from
(4) the goal can be restated as to achieve equal SIR value for each link. Thus the problem
is converted into power control for each transmitter node such that the same SIR is
maintained on each link. As given in (1), all the transmitters’ power will have impact on
other nodes. To reach the fairness, certain level of SIR needs to be achieved. The power
scheme will need to control the power cooperatively to reach the same SIR among SUs.
There are three issues addressed in the paper according to different types of
PUs’:1) PUs are transmitting at a fixed power level for example PUs like TV stations and
radio stations. 2) PUs are able to adapt its power level for example PUs like Wi-Fi
devices. 3) dual-mode PUs which means PUs can be at active and sleep mode. Since
QoS of different kinds of PUs stated above has to be protected, higher level of control
will proposed beyond that as proposed in the next section.

Figure 1. Network model
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2.4.

METHODOLOGY
This section proposes a cooperative proportional RIS-based power control

(CPRPC) scheme that ensures fair, weighted radio resource allocation in wireless
networks. A proportional, per-link weight is used to vary allocated channel capacity thus
supporting a fair share of resource among links. In context of CRNs, the nodes are to be
divided into at least two groups: PUs and SUs with corresponding weights. Note that the
CPRPC supports proportional fairness that ensures relative resource allocation, while the
PU’s requirements in terms of SIR or capacity are absolute. Consequently, a second layer
of adaptation is required when the CPRPC is employed in a CRN. Sections 2.4.2 and
2.4.3 present such two novel schemes. They are based on the CPRPC scheme and its
simplified version, the Cooperative RIS Power Control (CRPC) that ensures only equal
fairness. Both of the schemes are designed to reach two main goals:
1) Guarantee the minimum capacity of primary users (PUs)
2) Fairly allocate the remaining radio resource among the secondary users (SUs)
The difference between two schemes is the application constraints. The first
scheme should be used when the PU use fixed transmission power, for example for TV
stations. The capacity or SIR is guaranteed through the power control of SUs alone. The
second scheme is intended for scenarios where the PU controls the power and can
collaborate with SUs in order to achieve its desired SIR value. In general, the capacity is
impacted by the changes made by both the SUs and PUs. Also, this scheme shares the
resources fairly among the PUs. Finally, an integrated scheme is proposed to support PUs
that periodically switch between active and sleeping modes.
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2.4.1. Cooperative Proportional RIS Power Control (CPRPC)
The goal of a weighted, proportional fairness is for each link to achieve capacity,
, proportional to the links weight or priority,

. In other words, the ratio of the capacity

to weight should be constant for all links,

. Applying Shannon-Hartley

theorem (4) that ratio can be expressed in terms of link’s SIR. In order to simplify the
subsequent analysis, we recast the ratio to remove logarithm by using a scaled weight,
such that the fairness constant ratio is equal to

,

. Note, that both ratios are

equivalent. Also, the measure of individual link’s deviation from the common constant is
equal to difference between the links and weighted average ratio:
, where

weighted average.

Furthermore, we observed that the analysis of the problem and derivation of
updates could be simplified by studying the inverse of SIR – ratio-of-interference-tosignal, RIS. Hence, the subsequent sections consider the weighted product of
and the scaled weight,

. The weighted RIS value is defined as,
(5)
(6)

where

and

are weighted ith link’s RIS and weighted average RIS.

is the proportional weight for ith link. The analysis later will show that SIR value will
converge proportional to this weight parameter. Note that the weighted SIR average is
defined as the inverse of

,
(7)
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The minimum value and the maximum value of the weighted RIS in the network
are expressed as:

,

.

The error term is revised to a weighted error as,
(8)
While the ideal control scheme should force each links absolute error to
asymptotically and monotonously decrease to zero, the channel dynamics makes such
strict convergence impractical. Note that the convergence of individual

to the

average value can also be ensured be requiring that the most extreme values of WRIS
converge to the average. Such formulation relaxes the need for each link’s

to

monotonously decrease while ensuring ultimate convergence of the entire network.
Hence, we defined the convergence goal as an asymptotical and monotonous decrease of
the absolute, maximum and minimum errors to zero,
and

.
Now, the following power update law is proposed in Theorem 1. The power

update ensures that the summation of absolute value of weighted error will
asymptotically decrease and converge to zero provided the update gain satisfies a
constraint (10).
Theorem 1: For any pair of links with dynamics in paper and channel
uncertainties, each link will achieve a weighted SIR level i.e,
when the transmission power is updated using
(9)
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Provided that

satisfies the flowing constraint:

(10)
Proof: The proof below will show that with the (10), the upper and lower bound
of

for each iteration is getting closer to zero.
Define the Lyapunov function candidate as

. Then, the first

difference of Lyapunov candidate function is equal to

(11)
where

is the dynamic term in the previous derivation.
Then applying the control law (9) to (10) we get

(12)
Then replace (8) into (12) we get

(13)
where
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The proof of stability is very similar to the proof for CRPC. All cases can be
categorized into 4 cases to prove that for

,

and

are getting closer to zero for each iteration while for the next iteration
not exceed the

and

will

with the constraint of (10). That will lead

to the conclusion that the upper and lower bound of
closer to zero. Eventually when

for each iteration is getting
, the conclusion

can be drawn.
2.4.2. Cognitive Radio Power Control with Fixed PUs’ power (CRPCF)
CRPC is the scheme that will search the fair share of the resource by
cooperatively updating the power. With different rages of power limits and initial value,
the scheme will search different sub-optimal solution with fairness guaranteed. In this
case, PUs’ interference will be at certain level towards SUs’ node pairs and controlling
SUs’ power will be the only way to guarantee PUs’ capacity. It is assumed that the
network bandwidth is large enough to support PUs when only PUs are active in the
network. Without the assumption, the network itself is not feasible to have PUs’
transmissions. Addressing the two goals, two phases are included in the SUs’ power
control in this scheme.
Phase I. CRPC attempted fairness share
In this lower level phase, the SUs first try to implement CRPC among SUs’ group
with a pre-defined initial power and maximum power. It should be noted that the average
RIS is calculated only among all the SUs’ RIS.
(14)
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After the implementation of CRPC, SU’s will get to a fair share and stable state.
In this phase, SUs’ group attempt to reach equilibrium with the certain initial power. It
addresses the second goal of the scheme that SUs will have the fair share of the rest of the
radio resource and eliminate the bottleneck link in the network.
Phase II. Cognitive adjustment
In this phase, the SUs’ group uses the SIR information and the target SIR to adjust
the fair share status done by Phase I attempt. There are 2 cases that will be discussed.
In the first case that all the PUs’ SIRs are above the target SIR threshold, the
power scheme is done. At this state, SUs are at a good status that the capacity are
guaranteed while SUs are fairly share the resources that SUs do not need.
In the second case, one or more PUs’ SIR(s)/capacities are below the target
SIR/capacity threshold. It means that SUs’ power are still too high such that the PUs’
Quality of Service (QoS) cannot be guaranteed. An adjustment rate

is introduced.

The predefined initial power and maximum power for Phase 1 will be decreased by

.

With updated predefined configuration, another Phase I attempts will be implemented
among SUs until all the PUs’ capacity are guaranteed. Since with the assumption made
earlier, the PUs’ QoS will eventually be guaranteed since SU’s power are going towards
the direction of zero with

holds. It is noted that with lower

, the convergence

speed will be higher but better use of the rest of the radio source for SUs might be
missed. It is obvious that with very small

, SUs’ power will be very small accordingly

and have much less impact on PUs’ capacity but the utilization for the spare bandwidth
will be low. Hence a trade-off between convergence time and utilization exists in this
case. The summary of CPRCF scheme is given as in Table 1.

55

Table 1. Pseudo-code of the CRPCF scheme
1: Predefined a initial power
, maximum
power
, adjustment rate,
and PU
target SIR
or target
2: for
3:
4: end
5: While (
6: for
7:
8: end
9: end
10: for
11: if (
12:
13: else
14:
15: end
16: end
17: if
18:
19:
20: Go back to step 2
21: else
stop

or

23: end

2.4.3. Cognitive Radio Power Control with Variable PUs’ power (CRPCV)
In this scheme, the CPRPC proposed in sub-section A is implemented. In this
case, PUs are also cooperatively involved in the power control though with a higher
weight and priority. Hence, PUs’ capacity will be impacted by both PU group and SU
group. The similar assumption as last sub-session is made but since PUs’ power will be
controlled, the assumption is revised as that the network bandwidth is large enough to
support SUs’ transmission when only PUs are active in the network after CRPC is
implemented. Since SUs’ power are variable, it is possible that after implementation of
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CRPC towards SU-only network, the minimum level of capacity among PUs increases
and is beyond the target capacity. Thus, higher target capacity may be achieved. This is
also the benefits of CRPCV compared to CRPCF.
Similar to CRPCV two phases are included addressing two goals.
Phase I. CPRPC attempted fairness share
In this first phase, the SUs and PUs first try to implement CPRPC with predefined initial powers, maximum powers and initial weights.
After the implementation, PU and SU will converge to weighted capacity and
stable state. Since PUs also have the power control, the minimum capacity among PUs
increases not only because of the contribution from SUs but also the less interference
from PUs. In most cases, the order of PUs power is higher than SU. The power restriction
among PUs might have dramatically impact.
Phase II. Cognitive adjustment
In this phase, the SUs’ group uses the SIR/capacity information and the target
SIR/capacity to adjust the fair share status done by Phase I attempt. Similar to CRPCF, 2
cases will be discussed.
Similarly for the first case, when all the PUs’ capacities are above the target SIR
threshold, the power scheme is done.
In the second case, the converged PUs’ SIR/capacity is below the target
SIR/capacity threshold. It means that either SUs’ power needs to be updated to lower
level or PUs’ power to higher level such that the PUs’ Quality of Service (QoS) can be
guaranteed. An adjustment rate
be decreased by

is introduced. The weights for SUs’ CPRPC will

. With updated predefined configuration, another Phase I attempts will
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be implemented among SUs until all the PUs’ capacity are guaranteed. With the
assumption made for CRPCV, the QoS of PU will be guaranteed. The summary of
CPRCF scheme is given as in Table 2.
Table 2. Pseudo-code of the CRPCV scheme
1: Predefined initial power
,
maximum power
for both SUs and
PUs, adjustment rate ,PU target SIR
based on capacity,
and
initial weights for each users
2: for
3:
4: end
5: While
6: for
7:
8: end
9: end
10: for
11: if (
12:
13: else
14:
15: end
16: end
17: if
18: for
18:
20: end
20: Go back to step 5
21: else
stop

or

23: end

2.4.4. Integrated scheme addressing two modes of PUs
In the CRN, PUs group can be in active mode and sleep mode. SUs try to get
access to the spare resource and make the best utilization of the network. In particular,
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when PUs are in sleep mode, the entire network is spared. In the last two sections, both of
the schemes are trying to make fair use of the spare resource while the PUs’ QoS is
guaranteed. The case where PUs are active is been considered. While PUs are in sleep
mode, the pure CRPC could be used to share fairly with the entire network resource and
eliminate bottleneck. In practical world, PUs group can be put in both modes. Some
improvements can be done when integrating two cases and accordingly schemes. When
PUs are initially active and either CRPCF or CRPCV is implemented, the final
configuration of the schemes including initial power or proportional weights can be
stored or memorized and will be helpful in future implementation of CRPCF or CRPCV.
When PUs are back on from sleep mode, and either of the schemes will be implemented
again for the network. Restoring those configuration will reduce the Phase II adjustment
process hence reduce the overall process time for the control schemes.
Table 3 lists the steps of integrated schemes addressing two modes of PUs
Table 3. Pseudo-code of the integrated scheme
1: Predefined configuration for all users and
control schemes
2: if
3: implement CRPCV or CRPCF
4: store scheme configuration
5:
If
6:
go back to step 2
7:
Else
8:
go back to step 5
9:
end
10: else
11: Implement CRPC
12: If
13:
go back to step 2
14: else
15:
go back to step 12
16 end
17: end
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2.5.

RESULTS AND DISCUSSIONS
In this section, the MATLAB simulation results are given to demonstrate the

performance of each scheme and also the comparison is given and discussed. In particular,
the tradeoff between CRPCF and CRPCV is demonstrated. In the last section, the
integrated simulation is shown to demonstrate the SUs’ behavior towards two modes of
PUs.
2.5.1.

Statistic results and discussion of CPRPC

The simulation runs on randomly generated topologyo over different number of
nodes pairs. Similar to the concept of Cognitive Radio (CR) network, all nodes pair are
evenly divided into two groups of convergence. To guaranteed the average result with the
confidence level of 95% and the confidence interval of 5 [23], 384 ramdomly generated
topologies are implemented with CPRPC for each amount of nodes pairs. The predefined
configuration for the simulation are given in the Table 4.

0.4
CPRPC for case 1
CPRPC for case 2
CPRPC for case 3

0.35

convergence time(sec)

0.3
0.25
0.2
0.15
0.1
0.05
0

0

10

20
30
number of nodes

40

Figure 2. Network convergence time for CPRPC scheme

50
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Table 4. Parameter configuration for CPRPC simulation

Case Index

First group’s
weight

1
2
3

1
1
1

second
group’s
weight
1
3
5

Power Range of
Transmitters
[mw]
0-1000
0-1000
0-1000

Initial Power of
Transmitters
[mw]
1
1
1

As can be seen from Figure 2, the CPRPC has the quick response for
convergence, for the network up to 50 nodes pairs the average convergence time is below
0.5s. Generally speaking, for all three cases, the convergence time has the trend of
increase with more nodes pairs in the network. It happens because of two possible
reasons. First of all, with more nodes pair in the network, the source of interference is
accordingly more. The complexity of the problem is increasing. Additionally, for each
update, the completion time of collecting network information is longer which built up
the convergence time.
It is interesting to notice that with higher ratio of two groups’ weights, the
convergence time is higher for most of the time. It is explained that with higher weights,
more transmitters in the second groups will potentially reach the maximum power value
since higher SIR needs to be achieved. When that happens, the increase changes of power
cannot make on these nodes. With the scheme, other nodes learn this fact through the
cooperative information and decrease the power accordingly. The restriction on the
power slows the convergence speed and hence has the trend as shown in the graph.
2.5.2. Simulation results and discussion of CRPCF and CRPCV
To better illustrate the difference and tradeoff between CRPCF and CRPCV, the
simulation is conducted at a certain network topology with 7 SU nodes pair and 3 PU
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nodes pair. It is noted that this certain topology is a uniformly randomly generated
topology in an area of 200*200 feet. However, to ensure valid comparison of equivalent
topologies, the presented results are for the same, selected, and representative scenarios.
The network topology is shown in Figure 4. The bandwidth of 20MHz is assumed for the
numerical calculations.
Location of nodes in the network
800

PU Transmitters
PU Receivers
SU Receivers
SU Transmitters
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300

200

100
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50
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150

Figure 3. Network topology
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Over a varied PUs Target/Threshold capacity, the simulation results regarding
PUs and SUs capacities and convergence time are given in Figures 4-6.
2.5.2.1. Common performance discussion
With both schemes implemented in the network, two goals are reached. PUs are
guaranteed to go beyond the target/threshold capacity while SUs share the spare resource
fairly. Some general conclusion can be drawn and explained according to the results.
When predefined target/threshold capacity is increasing, PUs capacity has the trend of
increase while SUs has the decrease trend. It demonstrates that SUs are releasing the
capacity to PUs to satisfy their needs.
PUs Capacity Overview
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Figure 4. PU average capacity after convergence
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Also, step increases are observed in each plot. That happens because of the
discrete, step updates in phase 2 of both schemes. With the increased target/threshold
capacity, SUs cognitively learn that under the current configuration cannot be guaranteed
the QoS of PUs. Hence, the weights of the CPRPC scheme are adapted in phase II and
the system converges to a new operating point with the power control schemes.
Additionally, the convergence time increases with PU’s threshold level, as observed in
Figure 6.
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Figure 5. SU average capacity after convergence
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Figure 6. Network convergence time with varying PU’s minimum capacity threshold
2.5.2.2. Performance comparison and discussion
At the convergence time point of view, CRPCV converges much quicker than
CRPCF. CRPCV includes the power control towards PUs who usually have high order of
power. Hence the control over PUs will have a big impact on the network performance
and with the cooperative characteristic of the control scheme, the convergence time is
shortened.
PUs average capacity after implementation of CRPCF is always higher than with
CRPCV, since the PUs power is fixed at the maximum level in the CRPCF scheme. The
power control in CRPCF is only employed by the SUs, and without feedback or
coordination from Pus, the SUs have to conservatively release more resources to the PUs.
This traditional PUs selfishness is the reason that CRPCF causes higher PUs capacity
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over the other case. CRPCV controls both PUs and SUs to reach a better cooperative
share of the resources. By updating the PUs power, PUs release more resources to be
shared among the SUs. Consequently, SUs’ capacity is higher under CRPCV than
CRPCF. The SUs performance in Figure 5 validates that reasoning.
The decision of which scheme is better would depend on the environment that the
scheme is applied to. When uncertainties of channel and random noise exist, the CRPCF
provides higher margin of error for the PUs, since they always use maximum power. It
means that while fading and interference reduces the capacity for PUs, it still satisfies
their minimum QoS threshold. If the environment is relatively stable, the CRPCV is a
more suitable scheme with more efficient resource allocation and shorter convergence
times. As shown, for this simulation, the maximum target/threshold capacity is increased
by over 30%.
2.5.3. Simulation demonstration of integrated scheme
Certain PUs may periodically switch between active and sleep (idle) modes. The
integrated scheme with memorization employs both CRPCF and CRPCV power control
schemes. The initial configuration of each scheme is the same as in previous simulations.
The target/threshold capacity is predefined as 800KB/s. The scope of the simulation is 2
seconds and table 5 gives the mode dynamic of PU group.
Table 5. Dynamic of PUs group’s mode
Time Slot

PUs group’s mode

0.0 - 0.5s
0.5 -1.0s
1.0 -1.5s
1.5 -2.0s

Active Mode
Sleep Mode
Active Mode
Sleep Mode
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The capacity and power dynamics results are shown in Figures 7 and 8. The
CRPCF scheme provides higher capacity for PUs, though exceeding the required capacity
threshold by a large margin. In contrast, the CRPCV scheme increases the SUs capacity
while the PUs maintains the capacity above the minimum required threshold.
When the PUs are in the sleep mode, the SUs share the entire channel capacity.
Consequently, they converge to a higher capacity. The CRPCF and CRPCV achieve the
same, fair capacity allocation though with different transmission power levels. It is
because when PUs group switch from active to sleep mode at 0.5 or 1s, the initial status
of SUs power are different which leads to CRPC search the fair share solution around
different range of power. The reason that the power levels remain similar in the
subsequent active modes is because the scheme parameters are memorized and restored
when PUs group switch back to active mode. This re-initialization of parameters
contributes to the fast convergence when PUs re-activate since the users start close to the
target, fair operating point.
Control system memorizes the configuration of the stable status of last active
period. When PUs group becomes active again, the configuration is restored. The
restored weights, while not ideally matching the new conditions, are closer to the target
level. Consequently, the scheme requires less time to converge in phase II. Table 6
summarizes the PU’s convergence time for both the initial activation and the subsequent
reactivations. Also, we include the network convergence time that the scheme, which
corresponds to the final, fair, and stable channel allocation. The PUs convergence time
corresponds to the time it takes the PU to reach the minimum required performance, i.e.
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capacity threshold. The PU converges quicker since it typically exceeds its threshold
before reaching its final, stable capacity share.
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Figure 7. Capacity dynamics
The convergence time improves by over 90% when the network memorizes the
weights corresponding to the PU’s active mode and restores them when the PU
reactivation is detected. This improvement is essential for successful implementation of
cognitive networks since it ensures a quick access to the channel for the PU. Such a
scenario with periodically active users has examples of on demand Internet/data access
network. In this case, once the initial learning ends the PU can quickly activate and gain
access to the channel. Also, the SUs will converge quicker thus improving overall
efficiency of spectrum utilization.
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Figure 8. Power dynamics

Table 6. Convergence time comparison
Convergence Time
for CRPCF [s]

Convergence Time for
CRPCV [s]

For PU

For
entire
network

For PU

0.308

0.289

0.192

0.186

0.016

0.001

0.010

0.002

For entire
network
Initial Activation
of PU
Subsequent
Activations of
PU

1.8

2
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2.6.

CONCLUSIONS
A practical, power control scheme with proportional fairness is derived. The

performance is guaranteed through theoretical analysis and verified in simulations. Also,
two resource allocation schemes for CRN are proposed. They ensure the primary user can
access the radio channel and achieve the desired minimum QoS, while ensuring
proportional fairness in channel access among the secondary users. The CRPCV scheme
with collaborating PU achieves faster convergence time and increases the share of SUs’
capacity than the CRPCF scheme where the PU operates independently. The CRPCV
improve the convergence time by 40% over the CRPCF scheme. The SUs capacity is 80%
higher for the CRPCV scheme than for the CRPCF one. Conversely, the CRPCF is more
suitable for a high level of random interference and channel uncertainties since it
maintains a larger margin of error in terms of its SIR and capacity. However, it results in
higher transmission power. Moreover, the integrated scheme is proposed for a dual-mode
PUs. SUs learn and memorize the weights corresponding to the PU’s active and sleep
modes. Then by restoring the memorized parameters the integrated scheme significantly
improves convergence time when PUs is reactivated.
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SECTION

2.

CONCLUSIONS

The theoretical and simulation analysis of wireless network is shown to update the
per-link power while ensuring a fair share of the radio resources. The proposed
Cooperative RIS Power Control (CRPC) scheme dynamically, online, determines the
appropriate capacity allocation. It performs a network-wide cognition of the channel state
and determines the viable target SIR level. In contrast to existing works, no a priori target
SIR level is required. Moreover, the mathematical proofs a theoretical guarantee of
convergence to fair target SIR and resource allocation. The simulations validate the
scheme’s performance. In summary, the proposed scheme improves Fairness Index by up
to 60% when compared with previous power control schemes.
Next, three cooperative control schemes for Cognitive Radio Network (CRN) are
proposed. They ensure that the Primary Users (PUs) can access the radio channel and
achieve the desired minimum QoS while supporting a proportionally fair channel
capacity sharing among the secondary users (SUs). The integrated scheme is proposed for
dual-mode PU, which periodically switches between active and idle modes. The scheme
memorizes the scheme’s parameters and restores once a PU’s mode switch is detected.
Consequently, it significantly improves convergence time when PUs is reactivated.
Finally, it is expected that the results and analysis will further the efficiency and
employment of CRN and adaptive wireless networks. Future work includes theoretical
analysis of the distributed version of the CRPC scheme, study convergence guarantee
under significantly fading channel conditions, and experimental verification.
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