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Abstract
We consider the homotopy type of the space Mσ(Σ, Γ) of maps between symplectic surfaces (Σ,
σΣ) and (Γ, σΓ) whose graphs form symplectic submanifolds of the product. We give a purely topolog-
ical model for this space in terms of maps with constrained numbers of pre-images. We use this to
show that the dependence of the homotopy type on the forms σΣ and σΓ is quantized- it changes only
when the parameters pass certain discrete levels. When the domain Σ is a sphere or torus, and fur-
ther σΣ(Σ) ≤ σΓ(Γ), we compute the full homotopy type of the low degree components. We also give
an example, showing that the homotopy type of the space of sections of a symplectic fibration F must
sometimes change as we deform F . Much of this work generalizes to n-dimensional manifolds
equipped with volume forms.
1 Introduction and motivation
The spaces Hol(CP1,CP1) of holomorphic maps of CP1 to itself have enjoyed a long and fruitful study,
beginning with Segal’s work [Seg79]. One can view a holomorphic map in at least two ways: as a map pre-
serving the complex structure, or as a map whose graph in CP1×CP1 is holomorphic. If one takes this
second point of view we are led to consider maps whose graphs are otherwise constrained. In particular if
one endows the domain Σ and the range Γ with volume forms σΣ and σΓ, one can consider the maps
Mσ(Σ, Γ) whose graphs in Σ × Γ are symplectic submanifolds with respect to the product symplectic
structure:
σ= πΣ
∗σΣ+ πΓ
∗σΓ
This paper is motivated by the study of homotopy type of Mσ(Σ, Γ). However the problem has a more
natural setting in the product of two distinct n-manifolds, each equipped with a volume forms. Then
Mσ(Σ, Γ) will be the space of maps whose graph G is such that σ |G yields a volume form. In sections
Spa81 and Spa81 we begin by by examining this more general problem.
In this context we construct a purely topological model of the homotopy type of Mσ(Σ, Γ) in terms of
maps with constrained numbers of pre-images. We use this characterization to show that the dependence
of the homotopy type of Mσ(Σ, Γ) on the form σ is quantized; it may jump only at discrete intervals,
described when the ratio
σΣ[Σ]
σΓ[Γ]
passes an integer. This quantized topology is reminiscent of that found in
the symplectomorphism groups of ruled surfaces. In fact this paper was originally motivated by efforts to
understand these groups by primarily soft methods.
We also prove certain (general) identities between different components of Mσ(Σ, Γ) for different
forms σ. Then in section 5 we use combine these identities with the theory of J-holomorphic spheres to
show that the homotopy type of the space of sections of a fibration must sometimes change as we deform
the fibration. This suggests both an interesting problem, and that the main results of this paper are prob-
ably out of reach of the methods of J -holomorphic curves. It also shows that any link with the homotopy
type of symplectomorphism groups is complicated.
In section 4 we return to the case where both the domain and range are surfaces to compute the
homotopy type of Mσ(Σ, Γ). We build concrete geometric models for these spaces, via a decomposition
method which may be of independent interest. In an upcoming paper the we use these techniques to
show the failure of the parametric h-principle for maps with prescribed Jacobian.
1
We succeed in providing a complete description of when the domain Σ is a sphere or torus, and further
σΣ(Σ) ≤ σΓ(Γ). Under these conditions, when Σ is a sphere we see that the inclusion Ho l(CP1,Γ) 
Mσ(CP1, Γ) is a homotopy equivalence for maps of degree 0 or 1. However, when the domain is T 2 this
fails dramatically. For instance the homology of the degree 0 component of Mσ(T 2, S2) is infinitely gener-
ated in all dimensions.
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2 General Results
We consider the product of two n-manifolds: Σ × Γ. We endow each factor with a volume form given by
σΣ and σΓ respectively. These volume forms induce a product n-form on Σ×Γ:
σ= πΣ
∗σΣ+ πΓ
∗σΓ
We will call such an n-form on Σ× Γ a product n-form. Denote the space of Ck maps from Γ to Σ by
M(Σ,Γ). Those of degree d we denote by Md(Σ,Γ).
Definition 2.1. f ∈Md(Σ,Γ) is a positive map if equivalently:
1. σ restricted to the graph of f is a volume form.
2. f∗σΓ+σΣ is a volume form on Σ.
We denote the space of positive maps f ∈ Md(Σ, Γ) by Md
σ(Σ, Γ). However when appropriate we will
abbreviate; for example we may shorten Md
σ(Σ,Γ) to Md
σ.
In this section and the next we will give a purely topological model for this space in terms of maps
with constrained numbers of pre-images. For example we will show:
Theorem. (Example of results) Consider the product of two n-manifolds: Σ × Γ, with a product n-
form σ = πΣ
∗σΣ+ πΓ
∗σΓ. Suppose
σΣ[Σ]
σΓ[Γ]
≤ 1, then M0
σ(Σ, Γ) is homotopy equivalent to the space of non-sur-
jective maps from Σ to Γ.
In general, when the ratio
σΣ[Σ]
σΓ[Γ]
> 1 we will prove a similar result with the non-surjective maps
replaced by non Q-surjective maps. We define these now in the next subsection.
2.1 A model forMd
σ(Σ,Γ): Maps with constrained surjectivity
Definition 2.2. A C1 map f : Σ→ Γ is called non Q-Surjective if there is an open ball in U ⊂ Γ such
that every x∈U has less than Q pre-images.
Denote the space of C1 smooth degree d, non Q − surjective maps Σ→ Γ by N Sd
Q. Here d ∈ Z, and
Q∈R. Note that NSd
Q is empty if Q≤ d.
Example 2.3. NS0
Q is the space of non-surjective maps for 0<Q≤ 2.
Definition 2.4. For any product n-form σ on Σ×Γ, let K(σ) denote the ratio:
σΣ[Σ]
σΓ[Γ]
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This section is devoted to the following purely topological description of Mσ(Σ, Γ) in in terms of the
topology of Σ and Γ and this parameter K(σ). When the form σ is clear from context we will abbreviate
K(σ) by K. We also note that scaling the form σ by a positive constant leaves Mσ(Σ, Γ) unchanged,
thus we allow ourselves the following convention to simply the exposition:
Convention: We scale each form σ = πΣ
∗σΣ + πΓ
∗σΓ by a positive constant so that
∫
Γ
σΓ = 1. Then K =∫
Σ
σΣ.
Theorem 2.5. The natural inclusion i:Md
σ
 NSd
2K(σ)+d
is a deformation retract.
For x∈R we denote by ⌈x⌉ the least integer n∈Z such that n≥ x. Then this characterization has the
following corollaries:
Corollary 2.6. ( The dependence of Mσ on σ is quantized) Md
σ1 is homotopy equivalent to Md
σ2 if
⌈K(σ1)⌉= ⌈K(σ2)⌉.
Proof. The corollary follows from the observation that NSd
Q’s dependence on Q is quantized. More pre-
cisely we observe that NSd
Q1=NSd
Q2 if ⌈
Q1− |d|
2
⌉
=
⌈
Q2− |d|
2
⌉
To see this let f ∈ N Sd
Q . Let U ⊂ Γ be an open ball such that every x ∈ U has less than Q pre-images.
Let x ∈ U be a regular value of f . As Γ and Σ are both compact, the set of regular values of f is open.
Let Ureg be a neighborhood of x consisting of regular values of f . Then for every y in U , f
−1(y) has the
same cardinality.
Card(f−1(y)) = |d|+2l < Q
for l a positive integer. The stated quantization of NSd
Q then follows, and thus the corollary. For if⌈
2K(σ1)+ d− |d|
2
⌉
=
⌈
2K(σ2) + d− |d|
2
⌉
then ⌈K(σ1)⌉= ⌈K(σ2)⌉ as
d− |d|
2
∈Z. 
Example 2.7. Consider N S1
2K+1. A regular value of a degree one map can have any odd number of
pre-images: 1,3,5,7.... Thus NS1
2K+1 is empty when K < 0, and changes only when K passes an integer.
Corollary 2.8. Suppose that either the domain Σ or range Γ admits a degree − 1 diffeomorphism γ, then
if K(σ2) =K(σ1) + d, Md
σ1 is homotopy equivalent to M−d
σ2 .
Proof. By theorem 2.5 we have homotopy equivalences:
Md
σ1 ≃ NSd
2K(σ1)+d
M−d
σ2 ≃ NS−d
2K(σ2)−d=NS−d
2K(σ1)+d
Suppose that the range Γ possesses the orientation reversing diffeomorphism. Then φ determines a home-
omorphism:
γ∗:NS−d
2K(σ1)+d → NSd
2K(σ1)+d
f → γ ◦ f
yielding the corollary. If φ is defined on Σ we can define γ∗ by precomposition. 
Example 2.9. Suppose σ1 and σ2 are product 2-forms on S
2× S2, such that K(σ2) =K(σ1) + 1. Then,
as S2 admits an orientation reversing involution γ, M1
σ1(S2, S2) is homotopy equivalent to M−1
σ2 (S2, S2).
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3 Proof of Theorem 2.5
3.1 Strategy for construction of i:Md
σ
 NSd
2K(σ)+d
We will seek to use Moser’s Lemma to the greatest extent possible. First we will apply it in the domain
to show that Md
σ is a deformation retract of N Vd
K(σ)
 those f ∈Md(Σ, Γ) which have bounds on how
great an area of the domain f maps with negative orientation (subsections 3.2 - 3.3.1). Then we will
apply Moser’s lemma in the range to show that NVd
K(σ)
is a deformation retract of NSd
2K(σ)+d
.
3.2 Maps of bounded negative volume
3.2.1 Definition of negative volume
Definition 3.1. Let α be an n-form on an oriented n-manifold Σ.
N (α)= {x∈Σ:α(x)< 0}
where this sign is determined by the orientation of M.
If f : Σ→ Γ and σΓ is a volume form on on Γ we will sometimes denote N (f∗σΓ) by N (f) , for this
set depends only on f , and not on the choice of volume form σΓ. N (f) is the subset of the domain Σ
where f reverses orientation.
Definition 3.2. Define the negative volume of an n-form α denoted NV (α) to be −
∫
N (α)
α.
If f : Σ→Γ we will denote NV (f∗σΓ) by NV (f).
Definition 3.3. Denote by NVd
K those f ∈Md such that NV (f∗σΓ)<K. We will refer to these as maps
of bounded negative volume.
3.2.2 Basic properties of negative volume
For a map f ∈M(Σ, Γ) denote by reg(f)⊂ Γ the regular values of f . For x ∈ reg(f) denote by µf(x) the
cardinality of the set f−1(x)∩N (f). Then:
Lemma 3.4. Let η be a volume form on Γ. Then NV (f∗η)=
∫
reg(f)
µf(x)η
Proof. f |N (f) is a covering map over each connected component Xi of reg(f), the set of regular values of
f in X. This may be the empty cover over certain components Xi - some regular x may have no negative
pre-images. µf(x) is constant for x∈Xi, and gives the number of sheets in this cover. Thus∫
N (f)∩f−1(Xi)
f∗η= µf(x)
∫
Xi
µ
We gain the Lemma by integrating over each Xi. 
Lemma 3.5. (Invariance of domain) Let γ ∈Diff(Σ), α be an n-form on Σ. Then NV (γ∗α) =NV (α)
Proof. N (γ∗α)= γ−1(N (α)). Thus∫
N (γ⋆α)
γ∗α=
∫
γ−1(N (α))
γ∗α=
∫
N (α)
α 
Lemma 3.6. (Continuity) NV : Ωn(Σ)→R is continuous in the C0 topology on forms.
Proof. This follows immediately from the observation that:
NV (α)=
1
2
∫
Σ
(|α| −α) 
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3.3 Positive maps are a deformation retract of maps with bounded negative
volume
This section is devoted to the proof of the following proposition:
Proposition 3.7. The natural inclusion j:Md
σ
 NVd
K(σ)
is a deformation retract.
Proof.
Note that Md
σ⊂NVd
K(σ)
. For if f ∈Md
σ the following equation holds for any (measurable) U ⊂Σ :∫
U
(σΣ+ f
∗σΓ)> 0
If we take U =N (f) we have: (∫
N (f)
σΣ
)
−NV (f)> 0
and thus a bound on the negative volume of f :
NV (f)<
∫
N (f)
σΣ<
∫
Σ
σΣ=K
We now set upon proving that this inclusion is a weak deformation retract. Consider a disc ρ of non-sur-
jective maps with boundary in Md
σ :
ρ: (Dn, ∂Dn)→ (NVd
K ,Mσ
d)
We will construct a retraction of this disc into the space of positive maps Mσ
d. i.e. we will construct a
homotopy of pairs
ρt: (D
n, ∂Dn)→ (NVd
K ,Mσ
d) t∈ [0, 1]
such that:
1. ρ0(x)= ρ for each x∈Dn.
2. ρ1(D
n)⊂Mσ
d.
3. ρt|∂Dn= ρ|∂Dn for all t.
Denote the volume forms on Σ in class [σΣ] by VK. We will construct ρt by constructing a family of
volume forms:
τρ: (D
m, ∂Dm)→ (VK , σΣ)
such that each map ρ(x) is positve with respect to the product n-form στ(x)= πΣ
∗ (τρ(x)) +πΓ
∗(σΓ):
ρ(x)∈Md
στ(x)
In 3.3.2 we will discuss how Moser’s Lemma will provide a family of diffeomorphisms Mτ(x, 1) of Σ such
that Mτ(x, 1)
∗(σΣ)= τρ(x). Our homotopy is then given by:
ρt(x)= ρ(x) ◦Mτ
−1(x, t)
and it provides the necessary retraction of NVd
K into Mσ
d.
3.3.1 Construction of family of forms on the domain Σ
Lemma 3.8. Let ρ: Dm→ N Vd
K(σ)
be a disc of maps, such that ρ(∂Dm) ⊂Mσ
d. Then there is a contin-
uous map τρ:D
m→VK such that:
1. ρ(x)∗σΓ+ τρ(x)> 0
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2. τρ(∂D
m) =σΣ
Proof.
Step 1: Constructing τρ for a single fixed map We begin by fixing a g ∈ N Vd
K, and construct a
τg ∈VK such that:
g∗σΓ+ τg> 0
We build the form τg from σΣ by first modifying σΣ within N (g) to attain the above inequality, then we
scale σΣ away from N (g) so that the resulting form has the proper cohomology class, and thus lies in
VK . There is enough volume to go around precisely because NV (g)<K(σ). To wit:
Let υδ be a volume form on Σ such that:∫
Σ
υδ<K(σ)−NV (g)
Let Uδ be an open neighborhood of N (g) such that υδ− g∗σΓ> 0, and let ψ be a C∞ function such that:
1. ψ(x)= 0 for x∈Σ\Uδ
2. ψ=1 for x∈N (g)
Then for τg
′= ψ · (υδ− g∗σΓ) + (1− ψ) ·σΣ we achieve:
g∗σΓ+ τg
′> 0
Moreover we note that∫
N (g)
τg
′ =
∫
N (g)
(υδ− g∗σΓ) =
(∫
N (g)
υδ
)
+NV (g) < K(σ)
if we choose υδ to be small. We now scale τg
′ in the complement of N (g) so so that the resulting forms are
in Ωσ. We now define ϕ as C
∞ function on Σ such that:
1. ϕ(x)= 1 if x∈N (g)
2. ϕ(d, x)< 1 elsewhere.
For s∈ [1,∞) we examine the integral:
F (k)=
∫
Σ
(ϕs · τg
′)
This a monotone, decreasing, continuous function of the real parameter s. As s approaches ∞, ψs con-
verges to the characteristic function of N (g). Thus:
lim
s→∞
F (s) =
∫
N (g)
τg
′ < K(σ) =
∫
Σ
σΣ
Thus for some value s= t, F (t) =K(σ), and (ϕt · τg
′)∈Ωσ. Since our scaling took place entirely away from
N (g) we retain the inequality:
g∗σΓ+ ϕ
t · τg
′> 0
and τg= ϕ
t · τg
′ is the required form.
Step 2: Constructing ζρ in families via partition of unity: We now globalize the previous con-
struction to the disc of maps ρ via a partition of unity.
Let ⋃
i∈I
Ui
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be a finite covering of Dn by open sets U
i
with forms τρ(xi) such that for x∈Ui ρ(x)∈Md
στ(xi), where
στ(x)= πΣ
∗ (τρ(xi))+ πΓ
∗σΓ
Let U∂D be a neighborhood of the boundary such that for x ∈ U∂D (x) ∈ Md
σ. Finally let {φi, φ∂} be a
partition of unity subordinate to the covering of Dn given by the Ui and U∂D. Then:
τρ(x)=
∑
i∈I
φi(x) · τρ(xi)+ φ∂σΣ
is the family of forms required. The proof of Lemma 3.8 is thus completed. 
3.3.2 Applying Moser’s Lemma on the domain Σ
VK forms a convex set. Thus we can find a homotopy τt of τρ to the constant sphere, based at σΣ within
VK. Moser’s Lemma applies and so if we denote the diffeomorphisms of Σ by Di f f(Σ) we obtain:
Mτ : (D
n× I , ∂D× I)→ (Di f f(Σ), I d)
such that Mτ(x, 1)
∗(σΣ)= τρ(x). Let
ρt(x)= ρ(x) ◦Mτ
−1(x, t)
Then
NV (ρt(x))=NV
(
ρ(x) ◦Mτ
−1(x, t)
)
=NV (ρ(x))<K
by Lemma 3.5 (Invariance of domain). Further we see that ρt gives a retraction into Md
σ, for
ρ1(x)
∗(σΓ)+ σΣ = Mτ
−1(x, 1)∗ρ(x)∗(σΓ)+ σΣ
is indeed a volume form by pulling it back by Mτ(x, 1):
Mτ(x, 1)
∗(ρ1(x)
∗(σΓ)+ σΣ) = ρ(x)
∗(σΓ)+Mτ(x, 1)
∗σΣ
= ρ(x)∗(σΓ)+ τρ(x)
which is a volume form by condition 1 in Lemma 3.8. 
3.4 Maps of bounded negative volume are a weak deformation retract of non
Q-surjective maps
For f ∈C1(Σ,Γ) denote by µf(x) the cardinality of f−1(x)∩N (f).
Proposition 3.9. The natural inclusion i:NVd
K
 NSd
2K+d is a weak deformation retract.
We first show that N Vd
K ⊂ NSd
2K+d. Let f be a degree d map in C1(Σ, Γ)\N Sd
2K+d. Then I claim
that for every regular value x ∈ reg(f), µf(x) > K: For if d ≥ 0 then x has (at least) 2K excess pre-
images. Half of these must be negative. If d< 0 then x has (at least) 2K − 2|d| excess pre-images. Again
half of these must be negative. We also have |d| negative pre-images coming from the degree of the map.
This again yields K =K − |d|+ |d| in total.
By Lemma 3.4,
NV (f) =
∫
reg(f)
µfσ
=
∫
reg(f)∩X
µfσ
≥ K
∫
reg(f)∩X
σ
= K
And so NVd
K⊂NSd
2K+d.
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We now perform the retraction. Consider a disc:
ρ: (Dn, ∂Dn)→ (NSd
2K+d,NVd
K)
We will construct a retraction of this disc into the space of positive maps Md
σ. i.e. we will construct a
homotopy of pairs
ρt: (Dn, ∂Dn)→ (NVd
K ,Mσ
d) t∈ [0, 1]
Our strategy is same as before. We construct a family of forms and then apply Moser’s Lemma. We
remind the reader that for an n-form α we define NV (α) to be −
∫
N (α)
α.
3.4.1 Constructing a family of form on the range Γ
Lemma 3.10. Let ρ: (Dn, ∂D)→ (N Sd
2K+d, N Vd
K) There is a continuous map of pairs τρ: (D
n, ∂D)→
(ΩΓ, σΓ) such that:
NV (ρ(x)∗τρ(x))<K
The proof of this Lemma proceeds along the same lines as that of Lemma 3.8.
Step 1: Constructing τρ for a single fixed map g Partition the range Γ into a set Γ− with less
than 2K + d pre images, and its complement Γ+. Partition the domain into Σ+ = g
−1(Γ+) and Σ− =
g−1(Γ−). Finally, denote the volume forms τ on Γ such that
∫
Γ
τ =
∫
Γ
σΓ=1 by V .
As g ∈N Sd
2K+d, Γ− has nonempty interior we may thus find a volume form τg
ǫ ∈ V such that Γ− very
large: ∫
Γ−
τg
ǫ=1− δ
while
τg
ǫ(x)
σΓ(x)
<ǫ
for all x∈Γ+ where ǫ > 0 is a constant which can be made as small as we like by making δ small.
Now x∈ Γ− has < 2K + d pre images under a map and thus the number of negative pre-images µg(x)
is a also bounded:
µg(x)<K − ǫ1
for some ǫ1> 0. By lemma 3.4:
NV (g∗τg
ǫ|Σ−) =
∫
Γ−
µg(x)τg
ǫ
< (K − ǫ1)
∫
Γ−
τg
ǫ
< (K − ǫ1)(1− δ)
On Σ+ we have the following bound:
NV (g∗τg
ǫ|Σ+)<ǫ
(
NV (g∗σΓ|Σ+)
)
As:
NV (g∗τg
ǫ) =NV (g∗τg
ǫ|Σ−)+NV (g
∗τg
ǫ|Σ+)
We have:
NV (g∗τg
ǫ)< (K − ǫ1)(1− δ)+ ǫ(NV (g∗σΓ|Σ+))
which approaches K − ǫ1 as ǫ, δ→ 0. We can thus make NV (g∗τg
ǫ)<K by making both δ and ǫ small.
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Step 2: Constructing τρ in families via partition of unity
By lemma 3.6, for a fixed xi ∈Dn, N V (g∗τi): C
1(Σ, Γ)→R is a continuous function in g. Thus, after
applying the previous step for each map ρ(x), one can find a covering⋃
i∈I
Ui
Dn by open sets Ui with forms τi such that for x∈Uii NV (ρ (x)
∗τi)<K. By compactness of D
n we can
ensure that I is finite by taking a finite subcover.
Let U∂D be a neighborhood of the boundary such that N V (ρ (x)
∗σΓ)<K for d ∈ U∂D. Finally let {φi,
φ∂} be a partition of unity subordinate to the covering of Dn given by the Udi and U∂D. Then, as both
NV (f ∗ · )<K and having cohomology class [σΓ] are convex conditions on n-forms:
τρ(x) = v∂(x)σΓ+
∑
i∈I
φi(x)τi
satisfies the conditions of the proposition.
3.4.2 Applying Moser’s Lemma on the range Γ
We can find a homotopy τt of τρ to the constant sphere mapping all of D
n to σΓ within volume forms on
Γ with cohomology class [σΓ] Moser’s Lemma yields a family of diffeomorphisms:
Mτ : (D
n× I , ∂D× I)→ (Di f f(Σ), I d)
such that Mτ(x, 1)
∗(σΓ) = τρ(x). Let
ρt(x)=Mτ(x, t) ◦ ρ(x)
Clearly ρt remains in N Sd
K: post-composing a map with a diffeomorphism does not change its Q-surjec-
tivity.
I claim that
NV (ρ1(x)
∗σΓ)<K
For ρ1(x) =Mτ(x, 1) ◦ ρ(x). Thus ρ1(x)∗σΓ= ρ(d)∗Mτ(x, 1)∗σΓ. So
NV (ρ1(x)
∗σΓ) = NV (ρ(x)
∗Mτ(x, 1)
∗σΓ)
= NV (ρ(x)∗τρ(x))<K
Combining Propositions 3.7 and 3.9 we achieve Theorem 2.5.
4 Computations- Making geometric models when the domain Σ
and range Γ are surfaces
In this section we examine the case where Σ and Γ are both symplectic surfaces. Then σ= πΣ
∗σΣ+ πΓ
∗σΓ is
a symplectic form, and the positive sections Mσ
d are symplectic sections for the product fibration. In cer-
tain situations we can completely describe the homotopy type of Mσ
d(Σ,Γ).
4.1 Description of Results
We now describe the results of our computations. The proofs of the main result we postpone to the next
subsections, however we do derive a few corollaries.
4.1.1 Case: Domain is a sphere
Theorem 4.1. Let (Γ, σΓ) and (S
2, σΣ) be symplectic surfaces. Then M0
σ(S2, Γ) is homotopy equivalent
to Γ for K(σ)∈ (0, 1)
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Corollary 4.2. The homotopy type of M0
σ(S2, S2) is a non-constant function of K(σ).
Theorem 4.3. Let (Σ= S2, σΣ) and (Γ = S
2, σΓ) be symplectic surfaces. Md
σ(S2, S2) is homotopy equiva-
lent to SO(3) for:
1. K(σ)∈ (0, 1], d=1
2. K(σ)∈ (1, 2], d=1
The proofs of these Theorems are given in subsection 4.4.
4.1.2 Case: Domain is a Torus
We now examine the case when the domain Σ is the torus T 2. We begin by fixing some initial data. We
will use this data to describe our model for M0
σ(T 2,Γ):
Definition 4.4. Denote by Qˆ the set of ordered pairs (a, b) of relatively prime non zero integers, along
with the pairs (0, 1) and (1, 0).
Definition 4.5. Let γ1 and γ2 denote a pair of simple closed curves in T 2, such that γ1∩ γ2= x∈ T 2, and
such that T 2\γ1 ∩ γ2 is a disk. Let z ∈ S1. For each pair (a, b) ∈ Qˆ let φa,b be a map T 2 to S1 such that
φa,b|γ1 has degree a, and φa,b|γ2 has degree b, and φa,b(x) = z. Further we choose these retractions so that
the maps φ0,1(γ1) = z and φ1,0(γ) = z.
Definition 4.6. Let Θ be a (possibly non compact) surface. Denote by ΩΘ the maps f : T
2→Θ such that
f factors as f = g ◦ φa,b for some a, b∈Z, g ∈M(S1,Θ).
Note that the only maps which admit more than one such factorization are the constant maps.
Theorem 4.7. The inclusion j: ΩΓ  N S0
1(T 2 , Γ) is a homotopy equivalence. Thus, if K(σ) ≤ 1,
M0
σ(T2,Γ) is homotopy equivalent to ΩΓ.
The proof of this Theorem is in subsection 4.5. We note that it implies that M0
σ(T2, Γ) is homotopy
equivalent to ΩΓ and we establish the following corollaries. The first is just a more geometric description
of ΩΓ. It is immediate.
Corollary 4.8. Let (T 2, σΓ) and (S
2, σΓ) be symplectic surfaces such that K(σ)≤ 1. Then M0
σ(T 2, S2) is
homotopy equivalent to countably many copies of the free loop space of S2, joined over the constant loops:∐
i∈Qˆ
M(Si
1, S2)}/∼
where two maps fi ∈M(Si
1, S2) and fj ∈M(Sj
1, S2) are equivalent if there is a z ∈ S2 such that fi(Si
1) =
fj(Sj
1)= z.
We can use this description to compute both π1(M0
σ(T 2, S2)) and H∗(M0
σ(T 2, S2)):
Corollary 4.9. Let (T 2, σΣ) and (S
2, σΓ) be such that K(σ)≤ 1 then M0
σ(T 2, S2) has infinitely generated
π1, and infinite dimensional homology in each dimension.
Proof. These are immediate consequences of van Kampen’s theorem and Mayer Vietoris respectively. 
Corollary 4.10. Let (T 2, σΣ) and (Γ, σΓ) be symplectic surfaces such that K(σ)≤ 1 then
1. M0
σ(T 2, S2)  M0(T 2, S2) is not a homotopy equivalence, and thus M0
σ(T 2, S2) is a nontrivial
function of K(σ).
2. If Γ is a surface of genus > 0, M0
σ(T 2,Γ)M0(T
2,Γ) is a homotopy equivalence.
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Proof.
Case: range is S2. The inclusion M0
σ(T 2, S2)  M0(T
2, S2) cannot by a homotopy equivalence as
M0(T 2, S2) has finitely generated π1, while M0
σ(T 2,Γ) does not by Corollary 4.9.
Case: range is higher genus. By Theorem 4.7 the inclusion j: ΩΓ  NS0
1(T 2 , Γ) is a homotopy
equivalence. Thus is it is sufficient to show that i: ΩΓM0(T
2, Γ) is a homotopy equivalence. If we fiber
both ΩΓ and M0(T 2,Γ) over Γ by f→ f(x) we have the following morphism of fibrations.
(ΩΓ, y) *
ifb
(M0, y)
↓ ↓
ΩΓ *
i
M0
↓ ↓
Θ *
id
Θ
(We have suppressed the T 2 and Γ from our notations.) Both spaces are connected thus it is sufficient to
show that ifb is a homotopy equivalence. The result will then follow by the five lemma [Spa81].
Thus the corollary follows from the following Lemma, whose proof we postpone to 4.5.3. It is also the
key fact underlying Theorem 4.7.
Lemma 4.11. Let Θ be a (potentially non compact) surface. If Θ  S2, then the inclusion j: (ΩΘ, y)
(M0(T 2,Θ), y) is a homotopy equivalence.

4.2 Strategy of proof- Chopping up spaces
Our main tool is the following elementary (but not so well known) lemma in homotopy theory:
Proposition 4.12. (Homotopy Decomposition Lemma[ Gra75]) Let f : X → Y be a continuous map. Let⋃
j∈J UY
j be a finite covering of Y by open sets, and denote f−1(UY
i ) by UX
i . Suppose that for each J ⊂ I
the the restriction
f :
⋂
j∈J
UX
j →
⋂
j∈J
UY
j
is a homotopy equivalence. Then f is a homotopy equivalence
We calculate the homotopy type of each space Y by
1. Finding an appropriate model space X ⊂ Y (like the constant maps, or ΩΓ. X should be simpler,
and have an understandable homotopy type.)
2. Finding an appropriate covering of Y so that it satisfies the hypotheses of the Homotopy Decompo-
sition Lemma.
One can think of this as generalization of a CW decomposition of a space. We divide each space into
pieces that map be complicated, but the map f gives an equivalence of each piece and all their intersec-
tions.
4.3 Discrete Approximation
In most cases it is necessary to replaces the space Y with a sequence of discrete approximations. We
describe these now.
Let T0 be a triangulation of the range Γ. We consider the system of triangulations Ti of Γ, where Ti+1
denotes the barycentric subdivision of Ti. Endow Γ with an auxiliary Riemannian metric g.
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Definition 4.13. (Nets of balls) Let Bi denote the set of balls B(vij , ǫi) centered at vertices vij of Ti and
with radius ǫi> 0 such that:
1. ǫi+1<ǫi
2. The balls B(vij , ǫi) are disjoint.
Definition 4.14. Denote by (N Sd
Q
, Bi) the degree d maps f ∈ C1(Σ, Γ) such that there is a ball ∆ ∈ Bi
such that f−1(∆) consists of k < Q disjoint balls Di, and f : Di → ∆ is a diffeomorphism, and f maps
Σ\
⋃
Di→Γ\∆.
If Q=0 these are the degree 0 maps which miss ∆.
Lemma 4.15. (Discrete approximation)NSd
Q is the direct limit of the system
(NSd
Q
,B0) (NSd
Q
,B1)  (NSd
Q
,Bi) (NSd
Q
,Bi+1)   NSd
Q
The nets of balls Bi and Bi+1
Figure 4.1.
Proof. Each ball ∆i∈Bi, contains a ball ∆i+1∈Bi+1. Thus (NSd
Q
,Bi) (NSd
Q
,Bi+1). Moreover if f ∈
NSd
Q, then there is some ball B1⊂ Γ such that every point in B1 has k < Q pre-images. B1 contains some
ball ∆i ∈ Bj for j ≫ 0. Let x ∈∆i be a regular value of f . Then f is a diffeomorphism restricted to some
small ball Byi surrounding each yi ∈ f−1(x). By choosing these balls Byi small enough we can arrange
that they are disjoint. Then for some large i∞ there is a ∆∞∈Bi∞ such that
∆∞⊂∩ f(Byi)
,and f ∈ (NSd
Q
,Bi∞). 
Definition 4.16. (Bounded Surjectivity Covering) Let ∆k ∈N i Let Uk ⊂ (NSd
|d|+1
,N i) be the maps such
that f−1(∆k) consists of d disjoint discs Di, and f :Di→∆k is a diffeomorphism, and f maps Σ\
⋃
Di→
Γ\∆k. Then
⋃
k∈S Uk=(NSd
|d|+1
,N i).
Remark 4.17. It is straightforward to define analogous coverings for other Q  |d| + 1, however we will
not consider those cases in this paper.
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4.4 Domain S2: Proofs of Theorems 4.1 and 4.3)
4.4.1 Theorem 4.1: M0
σ(S2,Γ) is homotopy equivalent to Γ when K(σ)≤ 1
Denote the constant maps from S2→ Γ by CM. Then CM is homeomorphic to Γ, and CM)⊂ (N S0
2Ti).
We will prove Theorem 4.1 by showing that η: CM NS0
2(S2,Γ) is a homotopy equivalence.
Proof. By the Discrete Approximation Lemma (4.15), it is sufficient to show that f : CM(S2, Γ) 
(N S0
2(S2, Γ), Bi) is a homotopy equivalence. We consider the Bounded Surjectivity Cover U∆j of (N S0
2,
Bi) provided by Definition 4.16. The sets V∆j: = f
−1(U∆j) then cover CM. I claim that
f :
⋂
j∈S
V∆j→
⋂
j∈S
U∆j
is a homotopy equivalence for all indexing sets S ⊂ 1..m. When combined with the Homotopy Decomposi-
tion lemma (proposition 4.12) this will show that f must be a homotopy equivalence.⋂
j∈S U∆j consists of the maps S
2→ Γ which miss
⋃
j∈S ∆j.
⋂
j∈S V∆j consists of the constant maps
S2→Γ which miss
⋃
j∈S ∆j. Denote Γ, \
⋃
j∈S ∆j by Γ∆.
Fix a point x in the domain S2. Then we have a fibration, induced by evaluating each map at x:
M∗(S2,Γ∆)
↓⋂
j∈S
U∆j
↓πx
Γ∆
where M∗(S2, Γ∆) denotes the based maps from S2 to Γ∆, and π(γ) = γ(x). Evaluation at x also induces
a fibration of
⋂
j∈S V∆jover
⋂
j∈S V∆j:
p t
↓⋂
j∈S
V∆j
↓πx
Γ∆
The inclusion f then induces a morphism of these fibrations:
f : p t  M∗(S2,Γ∆)
↓ ↓
f :
⋂
j∈S
V∆j 
⋂
j∈S
U∆j
↓ρx ↓πx
Γ∆ i d Γ∆
Γ∆ is a surface with nontrivial boundary, it is thus a K(π, 1). For any space X,
πl(M∗(S2, X)); πl+2(X)
Thus as Γ∆ is a K(π, 1), M∗(S2,Γ∆) is weakly contractible.
So both ρx and πx are (weak) homotopy equivalences. Thus
f :
⋂
j∈S
V∆j
⋂
j∈S
U∆j
is also a homotopy equivalence for every indexing set S. f : CM(S2, Γ)→ (N S0
2(S2, Γ), Bi) itself is thus a
homotopy equivalence by the Homotopy Decomposition Lemma. 
4.4.2 Theorem 4.3: Mσ
±1(S2, S2) is homotopy equivalent to SO(3)
Proof. In this section we prove Theorem 4.3:
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Theorem. Let (Σ = S2, σΣ) and (Γ = S
2, σΓ) be symplectic surfaces. Md
σ(S2, S2) is homotopy equivalent
to SO(3) for:
1. K(σ)∈ (0, 1], d=1
2. K(σ)∈ (1, 2], d=1
As S2 admits an orientation reversing involution γ, it is sufficient to show the first statement. The
second will follow by applying the identity of Corollary 2.8. Md
σ(S2, S2) is homotopy equivalent to
N S1
3(S2, S2). Diff(S2) is homotopy equivalent to SO(3) [Sma59]. Thus by the Discrete Approximation
Lemma (4.15), to prove Theorem 4.3 it is sufficient to show that
η: Diff(S2) (NS1
3,Bi)
is a homotopy equivalence for each i ∈N. Denote the Bounded Surjectivity Covering (Definition 4.16) by
Uj. We aim to prove this Lemma, and thus our theorem, by applying the Homotopy Decomposition
Lemma to the η and the cover given by Uj. Thus we must show that
η |
⋂
j∈S
Vj→
⋂
j∈S
Uj
is a homotopy equivalence, where {Vj} denotes the cover of Diff(S2) given by {η−1(Uj)}. As Uj ⊃
Diff(S2), this cover is trivial: each Vj, and thus all of their mutual intersections, consists of all of Diff(S
2).
Denote
⋃
j∈S ∆j by ∆.
⋂
j∈S Uj consists of the maps S
2→ S2 which are diffeomorphisms on f−1(∆),
and which map S2\f−1(∆) to S2\∆. To remind us of its content we will denote
⋂
j∈S Uj by NS∆. .
Denote S2\∆ by Al where
Al=D
2− l discs
Definition 4.18. Denote by E∆ the space of orientation preserving embeddings g: ∆→S2 .
Definition 4.19. We denote the degree 1 self maps of Al which are the identity near the boundary by (Al,
Al)
◦. Denote the diffeomorphism of Ai which are the identity near the boundary by Diff(Al)
◦.
η induces a morphism of fibrations:
η: Diff(Al)
◦
 (Al, Al)
◦
↓ ↓
η: Diff(S2)  NS∆
↓π ↓π
E∆ i d E∆
Here each projection π takes f→ f−1|∆. In Lemma 4.20 below we show that
η: Diff(Al)
◦
 (Al, Al)
◦
is a homotopy equivalence. Thus, as E∆ is connected:
η: Diff(S2) NS∆
is also a homotopy equivalence by the 5-lemma. 
Lemma 4.20. η: Diff(Al)
◦
 (Al, Al)
◦ is a homotopy equivalence.
Proof. By Theorem 3.1 in [Edm79], η induces a bijection on connected components; every f ∈ (A, A)1
◦ is
homtopic rel ∂A1 to a diffeomorphism in Diff(Al)◦. Diff(Al)◦ consists of contractible components. Thus it
is sufficient to show that (Al, Al)
◦ also consists of contractible components.
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Choose a disjoint set of l arcs ci⊂Al, such that Al\
⋃
ci consists of 2 disjoint discs. Restricting maps
to the curves
⋃
ci then yields a fibration:
(Al, Al)2
◦
↓
(Al, Al)
◦
↓πA
(Al, Al)1
◦
Where πA sends a map f to its restriction f |⋃ci.
(A, A)1
◦ consists of a direct product of l path spaces in Al. Each path space is homotopy equivalent to
the space of based loops in Al. This has contractible components since Al is a K(π, 1). Thus (Al, Al)1
◦
also has contractible components. (Al, Al)2
◦-the extensions of degree one maps, defined on the boundary
∂A∪
⋃
1..n ci to all of A - is contractible. We can identify πi((Al, Al)2
◦) with πi+2(Al)⊕ πi+2(Al). As Al is
a K(π, 1) these groups all vanish. Thus (Al, Al)2
◦ is contractible, as are the connected components of (Al,
Al)
◦. 
4.5 Domain T 2: (Theorem 4.7) The inclusion j: ΩΓ NS0
Q(T 2, Γ) is a homo-
topy equivalence for 0<Q≤ 2
By Corollary 2.6 is sufficient to consider the case when Q=1.
4.5.1 Reduction to based maps
We note that both ΩΓ and NS0
1(T 2, Γ) fiber over Γ by f → f(x). We denote these maps by πΩ and πN
respectively. Both are fibrations. The inclusion j then induces a morphism of fibrations:
(ΩΓ, y) *jfb
(NS0
1, y)
↓ ↓
ΩΓ *
j
NS0
1(T 2,Γ)
↓πΩ ↓πN
Γ *
id Γ
ΩΓ and NS0
1(T 2,Γ) are each connected. Thus if we show that the inclusion of the fibers
jfb: (ΩΓ, y)  (NS0
1, y)
is a homotopy equivalence, thus inclusion of total spaces
j: ΩΓ  NS0
1(T 2,Γ)
would also be a homotopy equivalence by the 5-lemma. We will prove that jfb is a homotopy equivalence
in the next subsection.
4.5.2 Setting up the decomposition
As with the previous theorems make a discrete approximation of Ωy
Definition 4.21. Let Ωy
i =
(
NS0
1(Bi), y
)
∩ (ΩΓ, y)
We note that just as the direct system:
 NS0
1(Bi) NS0
1(Bi+1)... (NS0
1, y)
(we have suppressed the Γ and T 2 from our notation) converges to NS0
1, the direct system:
... Ωy
i
 Ωy
i+1
... (ΩΓ, y)
converges to Ωy. Thus to prove the lemma it is sufficient to show that the inclusion
j: Ωy
i
 NS0
1(Bi)
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is a homotopy equivalence for each i. We apply the Homotopy Decomposition Lemma to this task:
Let ∆s∈S denote the balls in NBi. Denote by Us the maps in M(T 2,Γ) which miss the ball ∆s. This is
the Bounded Surjectivity Cover of NS0
1(Bi).
NS∆=
⋂
k∈K
Uk
are the C1-maps of T 2 into Γ∆=Γ\
⋃
k∈K ∆k which sendNS∆ x to y. On the other hand,
Ω∆=
⋂
k∈K
j−1(Uk)
is the maps f ∈ΩT such that im(f)⊂S∆
2 .
What we must show is that the map:
j: Ω∆→NS∆
is a homotopy equivalence for each indexing set K ⊂S. This follows from Lemma 4.11 as Γ∆ is not S2.
4.5.3 Proof of Lemma 4.11: If Θ  S2, then the inclusion j: (ΩΘ, y) (M
0(T 2, Θ), y) is a
homotopy equivalence.
Proof. We begin by introducing some briefer notation. Let My
0 =
(
M0(T 2,Θ), y
)
and let Ωy=(ΩΘ, y).
To see this we note that any non spherical surface Θ is a K(π, 1). Thus the based maps My
0 consists
of contractible components indexed by the possible homomorphisms on the fundamental group:
π1(T
2) π1(Γ)
We now characterize these components.
Definition 4.22. Denote by g ∈G the group homomorphisms
g:π1(T
2)→π1(Θ)
which are induced by maps f ∈My
0.
Lemma 4.23. Let γ1, γ2 be as described in Definition 4.5. A homomorphism g: π1(T
2)→ π1(Θ) is in G
only if when g(γ1)  1, g(γ2)
a = g(γ1)
b for some pair e integers (a, b) ∈ Qˆ. Moreover any mapping {γ1,
γ2}→ π1(Θ) satisfying this identity determines a unique g ∈G.
Proof. We begin with the case that Θ  T 2. Let f ∈ My
0. Then as γ1 and γ2 generate π1(T
2) we may
describe the homomorphism f∗ on π1 by determining the values of f∗(γ1) and f∗(γ2). If f∗(γ1) = id there
is no restriction on f∗(γ2). However if f∗(γ1)  id f∗(γ2) is restricted: π1(T
2) is Abelian and thus [f∗(γ1),
f∗(γ2)] = 0. However two elements α, β ∈ π1(Θ) commute if and only if there is a pair of relatively prime
integers a, b such that αa= βb. Thus f∗(γ2)a= f∗(γ1)b .
On the other hand, if Θ = T 2 we note that by examining the action on the cohomology rings we can
see that any degree 0 self map of the Torus cannot be injective on Homology. The claim follows. 
Definition 4.24. Let g ∈G. Denote by (My
0,g) the f ∈My
0 such that f∗= g. Let (Ωy, g)= (My
0 , g)∩Ωy.
We note that (ΩΘ, g) is nonempty for each g ∈G. Moreover, as Θ is a K(π, 1) (My
0 , g) consists of con-
tractible components. I claim that for each g ∈ G, (ΩΘ, g) is nonempty and contractible and thus the
inclusion jg: (ΩΘ, g) (My
0,g) is a homotopy equivalence. We denote then the based maps of (S1, z) to
(Θ, y) by M∗(S1,Θ), and consider two cases:
Case: g(γ1) 1 or g(γ2) 1
In this case there is a unique pair of integers (a, b) ∈ Qˆ such that f∗(γ2)a = f∗(γ1)b. Each f ∈ (ΩΘ, g)
factors as f = h ◦ φa,b. h ∈M∗(S1,Θ) is any map lying in a homotopy class determined by g. Thus (ΩΘ,
g) is homeomorphic to a connected component of M∗(S1,Θ) and so contractible as Θ is a K(π, 1).
Case: g(γ1) = 1, g(γ2) = 1
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Each f factors as f = h ◦ φa,b where h ∈M∗(S1, Θ) is a contractible loop. Here a and b may be any
pair of relatively prime integers. As Θ is a K(π1) there is a deformation retract λt of the contractible
loops to the constant loop. Then we can define λt(h) ◦ φa,b.

5 Applications to symplectic geometry
By [LM96], symplectic structures on S2 × S2 are classified up to diffeomorphism by their cohomology
class. Let (M, ωb) denote S
2 × S2 endowed with a symplectic structure ω such that K(ω) = b ≥ 1. We
denote the symplectomorphism group of (M,ωb) by Sb.
Definition 5.1. Denote by:
1. F the space of symplectic fibrations of S2×S2 by 2-spheres in the homology class [pt×S2].
2. Fk the space of pairs (F , Sk) where F ∈ F, and Sk is a symplectic section of F in the homology class
k[pt×S2] + [S2× pt]
3. Fk,−k the space of triples (F , Sk, S−k) where (F , Sk) ∈ Fk, and S−k is a symplectic section of F in
the homology class − k[pt×S2] + [S2×pt] which is disjoint from Sk.
4. Ek
b the space of symplectic embeddings Σ → (M, ωb) which lie in the homology class k[pt × S2] +
[S2×pt]
5. Ek,−k
b the space of pairs of disjoint embedded symplectic curves (Sk, S−k) in (M, ωb)such that
S±k ∈ E±k
b .
In this section we combine the identities of Corollary 2.8 with work of Abreu and McDuff [AM00] to
show:
Theorem 5.2. Let (M, ωb) denote S
2× S2 endowed with a symplectic structure ω such that K(ω) = b >
k≥ 1 then either the forgetful map πk:Fk→F is not a fibration or π−k:F−k→F is not a fibration.
Proof.
Idea: Corollary 2.8 provides certain identities between different spaces of maps with symplectic graphs.
We will show that these identities cannot be shared by spaces of symplectic embeddings (which the con-
verse of Theorem 5.2 would predict), by first proving that symplectic embeddings satisfy different identi-
ties and then showing a contradiction by comparing with known results on the homotopy type of the sym-
plectomorphism groups. These arguments will be only sketched as the details are very similar to those in
[Cof].
5.0.4 Almost complex structures and holomorphic fibrations
Definition 5.3. Denote:
1. the space of tamed almost complex structures on (M,ωb) by J.
2. the pairs (J , S±k) where Sk∈Ek
b, and J ∈J makes S±k holomorphic by J ±k .
3. the triples (J , Sk, S−k) where (Sk, S−k) ∈ Ek,−k
b , and J ∈ J makes the curves Sk and S−k are
holomorphic by J k,−k.
Key relationship between almost complex structures and symplectic fibra-
tions: (Gromov,McDuff-[McD01]) For each tamed almost complex structure J there is a unique holo-
morphic fibration by spheres in class [pt×S2].
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The Key relationship provides maps: f : J → F, fk: J k→ Fk, fk,−k: J k,−k→ Fk,−k , each of which is
a fibration with contractible fiber. Further there are also maps ek: J k→ Ek
b , and ek,−k: J k,−k→ Ek,−k
b .
These are also fibrations with contractible fiber. Thus Ek
b is homotopy equivalent to Fk, and Ek,−k
b is
homotopy equivalent to Fk,−k.
5.0.5 Assume pi±k are fibrations; then E−k
b ≃Ek
b+2k (will yield contradiction)
By the above F is homotopy equivalent to J , and thus contractible. Thus, if πk is a fibration, Fk is homo-
topy equivalent to the symplectic sections of any particular member of F. In particular we may choose
our symplectic fibration to be the trivial one, and we get that Fk is homotopy equivalent to Mk
ωb, and we
have:
Ek
b ≃Fk≃Mk
ωb
Similarly Σ−k is homotopy equivalent to Mb
−k. By our identity (Corollary 2.8) M−k
ωb
< Mk
ωb+2k, and
thus:
Ek
b ≃F−k≃M−k
ωb ≃Mk
ωb+2k≃Fk≃E
k
b+2k
and Ek
b ≃E
k
b+2k.
5.0.6 Identities between spaces of symplectic embeddings
Proposition 5.4. The spaces Ek
b and E−k
b are homotopy equivalent.
Proof. We will show that each is homotopy equivalent to Ek,−k
b .
E−k
b ≃ Ek,−k
b We now show that the projection J k,−k → J −k is a homeomorphism. Let (J , S−k) ∈
J −k, then I claim that there is a unique J-holomorphic curve J Fix k + 1 distinct points xi on S−k.
There is a unique J-holomorphic curve Fi in class [F ] which passes through xi. As both S and the Fi are
J-holomorphic they must intersect positively. Thus Θ meets each Fi in precisely one point σi. As Θ
misses Z∞, σi∈Fi−xi≃D2. for any k+1-tuple in
∏
i=1..k+1 Fi− xi there is a unique such curve Θ:
I claim that Θ is always smooth and irreducible. For as the set of generic almost complex structures is
dense one can always approximate J by a sequence of complex structures Jn so that the Jn holomorphic
curve through these q points Θn is smooth. The sequence of curves Θn then converges to Θ, and Θ is thus
controlled by Gromov compactness. It consists of a union of J-holomorphic spheres, which meet in points.
The need to:
1. Intersect the curves in class [F ] positively. (Curves in class [F ] exist for every J tamed by ω)
2. Intersect S−k positively.
eliminate all such nodal curves, save those of the form:
Z∞∪
⋃
i=1
k
Fi
where the Fi are (possibly repeated) spheres in class F . However curves of this last form are eliminated as
well. As each point lies off Z∞ and in a distinct J-holomorphic fiber of F , the k fiber components Fi
cannot pass through all k+1 points.
Ek
b ≃ Ek,−k
b For each tamed almost complex structure J there is a unique holomorphic fibration by
spheres in class [pt×S2]. This defines maps: πk: J k→Fk, πk,−k: J k,−k→Fk,−k , each of which is a fibra-
tion with contractible fiber. Further there are also maps pk: J k→ Ek
b , and pk,−k: J k,−k→ Ek,−k
b . These
are also fibrations with contractible fiber. Thus Ek
b is homotopy equivalent to Fk, and Ek,−k
b is homotopy
equivalent to Fk,−k.
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We will now construct large open neighborhoods of the symplectomorphisms Sb within the diffeomor-
phism group. These neighborhood will have the same homotopy type as Sb, but will be far easier to work
with. In particular, it will be much easier to understand the action of this neighborhood on various
objects.
Denote the product fibration of S2× S2 by spheres in class [pt× S2] by F . Fix symplectic sections Zk
and Z−k such that the the triple (F ,Zk, Z−k)∈Fk,−k.
Definition 5.5. Denote by Db
k,−k the diffeomorphisms of S2 × S2 which preserve H2 and such that the
triple (g(F ), g(Zk), g(Z−k))∈Fk,−k.
Proposition 5.6. The inclusions i+Sb Db
k and i±:Sb Db
k,−k are weak deformation retracts.
The proof of each retraction proceeds in two steps. Denote by Pk the symplectic forms in class [ωb]
which are positive on F and Zk. Denote by Pk,−k those in Pk which are also positive on Z−k. Both Pk
and Pk,−k are contractible. One shows this by inflation along Zk. Then one gets each retraction by
applying Mosers Lemma. For details see Proposition 4.4 in [Cof]. i± is precisely the retraction treated
there. i+ can be treated with the same argument.
There are natural orbit maps:Db
k → Fk, and Db
k,−k→ Fk,−k. Each of these are surjective fibrations.
Denote their fibers by Stk,−k and Stk respectively. Each of these are homotopy equivalent to S
1. The
argument is exactly analagous to those of Propositions 6.1 and 6.2 in [Cof]. The forgetful map Fk,−k→
Fk gives us the following morphism of fibrations:
Stk,−k 
i1
Stk
↓ ↓
Db
k,−k
*
id
Db
k
φk↓ ↓φk,−k
Ek,−k
b
< Fk,−k → Fk< Ek
b
Sb is connected [AM00]. Thus so are Db
k,−k, Db
k, Fk,−k and Fk. Thus as the maps on the total space and
fiber are both weak homotopy equivalences, the 5-lemma implies that the map on the base must also be a
homotopy equivalence. 
5.0.7 Comparison with rational homotopy of symplectomorphism group yields contradiction
We have the following string of maps comparing the symplectomorphisms Sb of (M, ωb) with those of (M,
ωb+2k):
Sb≃Db
k
*
φk
Fk≃Ek
b ≃E−k
b ≃Ek
b+2k≃Fk,−k )φk,−k
Db+2k
k,−k≃Sb+2k
where each map ≃ is a homotopy equivalence, and φk and φk,−k are the orbit maps. As each has fiber
homotopy equivalent to S1 they induce isomorphism of πl for l > 2. Denote the greater interger z ≤ b by
⌊b⌋. Then by Abreu and McDuff’s work on on the rational homotopy type of these symplectomorphism
groups [ AM00, McD01] we know that π4⌊b⌋(Sb) and π4⌊b⌋(Sb+2k) are not isomorphic. Since b > 1 this
gives our contradiction, and thus completes the proof of Theorem 5.2. 
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