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Abstract - Traditional data gathering approaches cannot be applied to Mobile Sensor Network (MSN) 
due to sparse network density and sensor node mobility. In this paper, we propose a utility based data 
gathering protocol (UDG). The distance utility is used to indicate the closeness between sensor nodes 
and the sink node, and the activity utility is used to evaluate the ability of sensor nodes acting as relays. 
UDG combines the distance utility with the activity utility to make routing decisions. It also presents a 
buffer management scheme based on the utility. Experimental results show that UDG achieves 
desirable performance with low delivery overhead. 
Index terms: Mobile sensor network, location prediction, order-k Markov chain, distance, activity, utility, 
data gathering. 
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 I. INTRODUCTION 
 
Mobile sensor network (MSN) is the network for pervasive information gathering. It consists of 
two types of nodes, i.e., the wearable sensor nodes and the high-end sink nodes [1]. The sensor 
nodes are attached to people (or other mobile objects), gathering target information and forming a 
loosely connected mobile sensor network for information delivery. The sink nodes (e.g., mobile 
phones or personal digital assistants with sensor interfaces) are either deployed at strategic 
locations with high visiting probability or carried by a subset of mobile entities, serving as sinks 
to receive data from wearable sensors and forward them to access points of the backbone 
network.  
There are many typical applications of MSN, such as flu virus tracking, air quality monitoring 
[2], traffic condition monitoring, and wildlife tracking. Due to the sparse network density and the 
nodal mobility, these applications share a unique characteristic that the network connectivity is 
extremely low and intermittent. In such environments, message replications are necessary for 
data delivery in order to achieve high delivery ratio, but replications also increase transmission 
overheads. Therefore, how to reach a well tradeoff between the data delivery ratio/delay and the 
delivery overhead is the main problem that should be solved effectively in data gathering. An 
efficient data gathering scheme tailored for MSN needs to maximize the data delivery ratio with 
the minimum communication overhead. 
To address this tradeoff, quota-based protocols [3, 4, 5, 6] were presented in recent years. These 
protocols decrease the transmission overhead by restricting the number of replicas, that is, an 
upper bound on the number of replicas allowed in the network is fixed during message creation. 
However, quota-based protocols assume that all sensor nodes have the same capability of 
delivering data, ignoring the difference among their delivery abilities. Compared to the quota-
based replication, the selectively replication [7, 8, 9] is a better approach to achieve a well 
tradeoff between the delivery ratio/delay and the overhead. Because this approach maximizes the 
data delivery ratio with low delivery overhead by only replicating messages to nodes with high 
possibilities of delivering data to sink nodes successfully. 
This paper proposes a utility based data gathering protocol (UDG), which uses the utility of 
nodes to evaluate their abilities of forwarding messages to the sink node successfully. On one 
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hand, the distance utility, which can be used to indicate the closeness between the sensor node 
and the sink node, is acquired through making location predictions on the basis of order-k 
Markov model. On the other hand, the activity utility, which can be used to evaluate nodal 
abilities of acting as relays, is acquired on the basis of historical statistics. The final utility of the 
sensor node is the combination of its distance utility and activity utility. Through only replicating 
messages to nodes with higher utilities and managing the limited buffer of nodes efficiently, 
UDG achieves desirable network performance with low transmission costs.  
The rest of this paper is organized as follows: we review the related work and identify the 
problems in the existing works in Section II. In Section III, we describe the data gathering 
scheme of UDG in detail. The buffer management scheme is proposed in Section IV. Section V 
introduces the experimental environment and analyzes the experimental results. Finally, we 
conclude this work in Section VI. 
 
II. RELATED WORK 
 
Researches on MSN are motivated mainly by the delay-tolerant network (DTN) [10] and its 
applications in sensor networks and mobile ad hoc networks. Various approaches have been 
proposed to address the data gathering problem in DTN, most of them are replication-based. 
Replication-based protocols insert multiple copies of a message into the network to increase the 
probability of delivering message successfully. For instance, Epidemic [11] replicates messages 
at all transfer opportunities, hoping to find a path to the destination. However, as flooding 
messages at all transfer opportunities, this approach results in the waste of resources and the 
increase of transmission overheads. This leads to work in developing protocols which can 
achieve better tradeoff between the delivery ratio and the overhead.   
SWIM [3], Spray and Wait/Focus [4, 5] are protocols which restrict the number of replicas in the 
network. However, these protocols have not taken nodes delivery capabilities into consideration, 
that is, the replication task assigned to a node does not correspond with its delivery ability in 
most cases, i.e., the task may be too heavy or too easy for the node. In other words, the difference 
of delivery abilities of different nodes is neglected by these protocols. This results in poor 
delivery performances and causes a long delay. In fact, delivery abilities of different nodes are 
obviously not same since they are attached to different objects.  
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ZebraNet (ZBR) [12] employs mobile sensor nodes to support wildlife tracking. Considering the 
characteristic of MSN, ZBR proposes a history-based approach for data gathering. It assesses the 
delivery ability of a sensor node according to the historical records. More specifically, the records 
that nodes delivery messages to the sink node directly are used to indicate their history level. 
However, it is not accurate to evaluate ones delivery ability by only using the simple historical 
level. 
On the basis of that, Wang et.al presents RED and FAD [7], and they use the delivery probability 
to indicate the likelihood that a sensor node can deliver data messages to the sink successfully. 
Based on RED, FAD further employs a fault tolerance value to constrain message replications. 
However, nodes delivery probabilities may become inaccurate after multiple recalculations and 
multiple transmissions, and the buffer management, which is based on the delivery probability, 
will become inefficient in this situation.  
Although the selectively replication [7, 8, 9, 12, 13, 14, 15] is a good approach to achieve a well 
tradeoff between the delivery performance and the overhead, most solutions lack comprehensive 
understanding on the delivery ability of sensor nodes in a realistic environment. For instances, 
MPAD [13], MTAD [14] and MEDR [15] can only work under the assumption that the future 
destination or the movement direction is known by sensor nodes before they begin to move. In 
fact, this assumption is not realistic in many scenarios.  
 
III. DATA GATHERING 
 
In this section, we propose a utility based data gathering protocol (UDG) for MSN. We present 
our protocol based on the following two aspects.  
For one thing, since data need to be delivered to the sink node at last, the closer a sensor node is 
to the sink node, the more likely it is to deliver messages to the sink node successfully. Especially, 
when the sink node is within the transmission range of a sensor node, messages can be 
transmitted from the sensor node to the sink node directly. Therefore, it is reasonable to use the 
distance between the sensor node and the sink node to indicate their closeness. In other words, 
the distance can be used to evaluate the possibility that a sensor node can deliver messages to the 
sink node successfully.  
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For another, the more actively a sensor node is, the more likely it is to contact many other nodes 
in the given period. Thus an active node can act as a good relay in data transmission.  
According to the above two considerations, UDG combines the distance utility with activity 
utility to make routing decisions. We will describe UDG in detail in this section. 
 
a. Assumptions 
As shown in Figure 1, the whole network area with a radius of R is partitioned into m adjacent 
concentric parts termed coronas. All coronas have the same width denoted by .The sink node is 
denoted by Co, and it is fixed (non -mobile) in the center of all the concentric coronas. The ith 
corona is denoted by Ci, and Ci-1 is closer to the sink node than Ci. Let Z denote the set of all 
coronas, i.e. Z={C1,C2,…,Cm}, and let S denote the set of serial numbers of all coronas, i.e. 
S={1,2,..,m}. 
C1
C2
. . .
. . .
Cm
. . .
Si nk 
Mobi l e node
Movi ng t r ace
C0
 
Figure 1. The concentric coronas 
 
Through either GPS (Global Positioning System) or other GPS-less techniques such as those 
described in [16, 17], each sensor node can compute its physical position. 
We assume that the location of the sink node, denoted by (xs,ys), is known to all sensor nodes. 
The current position of sensor node i is denoted by (xi,yi), and the distance between sensor node i 
and the sink node can be calculated as 
                   
22 )()( sisii yyxxd                             (1) 
Furthermore, we can get the identifier of the corona which node i is currently in, 
                                







i
cur
d
S                                                   (2) 
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where ScurS. Let  denote the sampling period. Each sensor node obtains its location 
information at interval of .  can be calculated as  
                                     

 
v
                                          (3) 
where  is the width of a corona, and v is the average speed of sensor nodes, and  is a constant 
(0<1) , which is used to control the sampling frequency. 
 
b. Location prediction 
In many applications, the location information of nodes is useful to improve the network 
performance. Different approaches of location prediction [18, 19, 20] have been proposed in 
recent years. In MSN, locations of sensor nodes in the near future are often relevant to their 
historical locations, therefore, we can use order-k (O(k)) Markov chain model to predict nodes 
locations in the near future. Based on the order-k Markov chain model, the location of a sensor 
node in the k+1th period can be predicted from the current context, that is, the sequence of the k 
most recent symbols in the history. 
We think of the node location as a random variable X. Let X(u, v) be a string XuXu+1 . . . Xv 
representing the sequence of random variables Xu, Xu+1, . . . Xv for any 1 ≤ u≤ v≤ m. 
Consider sensor node i, whose location history is Ω = l1,l2,….,lj, where lj denotes the corona in 
which node i is lying in the jth sample period, ljZ. Let Rk denote the sequence of the latest k 
location symbols, i.e., Rk= lj-k+1,lj-k+2,…,lj. 
Let l denote any a corona, and l∈Z. The conditional probability that node i will appear in l in the 
next period is denoted by )),1(|( 1 kj RjkjXlXP  .The Markov assumption is that X 
behaves as follows. 
)),1(|()),1(|( 11 kjj RjkjXlXPjXlXP         (4) 
)),1(|()),1(|( 11 kkikkj RkiiXlXPRkjjXlXP       (5) 
Equation (4) indicates the assumption that the probability depends only on the context of the k 
most recent locations. Equation (5) indicates the assumption of a stationary distribution, that is, 
that the probability is the same anywhere the context is the same. 
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We can generate an estimate )),1(|( 1 kj RjkjXlXP   from the historical location 
sequences Ω and the current context Rk,  
),(
),(
)),1(|( 1



k
k
kj
RNum
lRNum
RjkjXlXP                                    (6) 
where Num(Rkl, Ω) is the number of times that the substring Rkl occurs in the string Ω. Notice 
that if Rk occurs for the first time in the history, then Num(Rk, Ω)=1 and Num(Rkl, Ω)=0. In this 
situation, the above equation is equal to 0, and the O(k) Markov predictor makes no prediction. 
We can solve this problem by gradually reducing the value of k, i.e., k=k-1, repeating this process 
until O(k) Markov predictor can make prediction. In general, whenever an unknown context 
occurs, the O(k) predictor recursively used the result of the O(k-1) predictor. If O(1) Markov 
predictor still can’t make prediction at last, that means R1 occurs for the first time in the history, 
then we can make predictions as 
                           




L
lNum
RXlXP jj
),(
)|( 11                                            (7) 
where Num(l, Ω) is the number of times that l occurs in the string Ω, and LΩ is the length of  
string Ω. 
Figure 2 illustrates the location transitions of a sensor node. Let Ccur denote the corona which the 
sensor node is currently in, and Ccur∈Z,. Cf is the fth corona which the sensor node may move into 
in the next period, and Cf∈Z. Pf is the possibility that the node may move from Ccur to Cf in the 
next period, and Pf=P(Xj+1=Cf|X(j-k+1,j)=Rk)，Pf≥0 and 1
Sf
fP 。 
 
 
 
 
 
 
 
 
Figure 2. Location transitions  
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Let S
i
next denote the identifier of the predicted corona which node i will move into in the next 
period.  S
i
next can be calculated as  
                 


Sf
f
i PfS
next
                                   (8) 
where f (f S) is the identifier of corona Cf. The smaller S
i
next is, the closer sensor node i will be 
to the sink node in the next period. 
 
c. Active degree 
We use active degree (AD) to indicate the activity of sensor nodes. The active degree of a sensor 
node is valued by the number of sensor nodes it meets in the period of T. Generally, an active 
node may meet more other nodes than an inactive one in the given period. In order to evaluate the 
activity of a node accurately, its historical and current behaviors should be taken into 
consideration. Therefore we use a time-weighted average of active degrees to indicate the activity 
of sensor nodes.  
Given sensor node i, it obtains its active degree every period of T. Let Aij denote its active 
degree in the jth period and let tij be the timestamp of the jth period. Then its average active degree, 
which is denoted by iA , is calculated based on the n active degrees acquired in the most recent n 
periods, 
                            
n
j ij
n
j ijiji
ttAA
11
                                 (9) 
where Ain is the active degree obtained in the nth period (the latest period). We can see from 
Equation (9) that the newly obtained active degree accounts for higher proportions in iA , as the 
recent state of nodes may be a good prediction for the future.  
Equation (9) can be further optimized as  
                                
inin
ininini
i
tst
tAstA
A





1
1'
                               (10) 
where 'iA is the time-weighted average active degree before it is updated, and stin is the sum of 
timestamps of the latest n periods.  
                                        
n
j ijin
tst
1
                                            (11) 
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After optimization, sensor node i only needs to store iA  and stin instead of storing n active 
degrees and n timestamps of the latest n periods. 
 
d. Utility based routing  
We use utility to evaluate the ability of delivering data to the sink node successfully for sensor 
nodes. Let DUi denote the distance utility of sensor node i compared to sensor node j, and it is 
given by 
                            
)1()1(
1
m
S
m
S
m
S
DU
j
next
i
next
i
next
i


                              (12) 
where m is the total number of the concentric coronas (as described in Figure 1). Let AUi denote 
the activity utility of sensor node i compared to sensor node j, and it is given by 
                                     
ji
i
i
AA
A
AU

                                         (13) 
Selecting which sensor node as the best carrier for the message becomes a multiple attributes 
decision problem, where we wish to select the sensor node which provides the maximum utility 
for carrying the message. The final utility is a value between 0 and 1, and it is the combination of 
two components: the distance utility and the activity utility. Let Ui denote the final utility of 
sensor node i, and it is calculated as 
                                   iii AUDUU                          (14) 
where α and β are tunable parameters and α + β = 1. Consequently these parameters allow for the 
adjustment of the relative importance of the two utility values. 
The data delivery scheme is based on the final utility of nodes. When sensor node i moves into 
the communication range of a set of L sensor nodes, Let Y={Ψy︱1≤y≤L} represent the set of L 
nodes. Sensor node i first compares its utility with those nodes through simple handshaking 
messages and then replicates messages from itself to a subset of the L sensor nodes, and the 
members of this subset are those whose final utilities is larger than Ui. 
Once a sensor node delivers a message to the sink successfully, this message will not be kept by 
the sensor node, but its ID will be kept by this node for a short term. Meanwhile, if this node 
receives this message again, it will reject it and inform the sender to delete it. 
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IV. QUEUE MANAGEMENT 
 
The replication strategy can be employed to increase the delivery chance. However, the 
transmission overhead also increases. In this section, we propose a priority value (PV) based 
queue management approach to address the tradeoff between the delivery performance and the 
overhead.  The queue management is to appropriately sort the data messages in the queue, to 
determine which data message is to be sent when the sensor node meets another sensor node, and 
to determine which data message is to be dropped when the queue is full.  
Let PVM
i 
denote the priority value of message M in the queue of sensor node i. PVM
i
 is 
determined when M is inserted into the queue. For a new message generated from the sensing 
unit, it is endowed with the highest priority value, i.e., PVM
i
 = H, and H>0, where H is a constant, 
indicating the highest priority value. When the message is forwarded, its PV will be updated. For 
instance, if M is transmitted from node i to node j, PVM
i 
will be updated as 
                                      
j
ii
M
i
M
U
U
PVPV  '                                (15) 
where PVM
i’
 is the PV of message M carried by sensor node i before the transmission. From 
Equation (15) we can see clearly that PV declines in the replication process. The larger Uj is, the 
more rapidly PVM
i
 declines. 
The proposed queue management approach is based on the priority value. The delivery order of 
messages in one’s message queue is decided by their PVs, and the possibility of a message being 
delivered to the sink node can also be reflected by its PV. The message with the highest PV will 
be send first, while the one with the lowest PV will be dropped when the data queue is full. 
More specifically, the message with a larger PV is likely a new message or which has not been 
delivered to sensor nodes with large utilities, thus the probability that it has been received by the 
sink node is usually low, and it should be transmitted first when the delivery chance appears. This 
is done by sorting messages in the queue with a decreasing order of their PVs. The message with 
the largest PV is always at the top of the queue and should be transmitted first. If the queue is full, 
the newly arrived message will be inserted into the queue at an appropriate position according to 
its PV, and the message at the tail of the queue will be dropped. Because this message is the one 
with the smallest PV, and the possibility that it has been delivered the sink node is higher than 
that of other messages.  
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V.  EXPERIMENT AND RESULTS  
 
Experiments have been carried out to evaluate the performance of different data gathering 
approaches. We implement UDG, FAD and ZBR protocols in NS-2.33 and compare 
performances of the three protocols. We also analyze impacts of different experimental 
parameters on performances of these protocols. 
 
a. Network model 
Since we base our protocol on making location predictions according to the movements of nodes, 
it is important that the mobility model we use is realistic. Therefore, we use the community 
model [21], which can reflect the realistic scenario better than some traditional mobility models 
such as the random waypoint model [22] and the random direction model [23].  
In the community model, the network area is divided into several subareas, one of them is called 
gathering place, and the other areas are called communities. The gathering place may be the 
center of the town or the feeding ground for animals in realistic scenarios, and the communities 
may be the village for people or the habitat for animals. Each sensor node belongs to one home 
community that it is more likely to visit than other places, and for each community there are a 
number of sensor nodes that have it as the home community.  
Each sensor node selects a destination and moves to it at a selected speed. After it arrives at the 
destination, it pauses there for a while and then repeats the above process. If a sensor node is at 
home, there is a high possibility for it to select the gathering place as the destination (of course it 
is also possible for it to go to other places), and if it is away from home community, it is very 
likely that it will return home.  
The mobility of each sensor node follows the process described above and is mutually 
independent with each other. The sink node is located in the center of the gathering place, and it 
is fixed (non -mobile).  
 
b. Experimental setup 
Without loss of generality, we consider a network that consists of N sensor nodes randomly 
deployed in a square area A. Each sensor node has the same transmission radius of r. As shown in 
Figure 3, the network area is divided into 3 × 3 subareas. Without loss of generality, the bottom 
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right corner area is appointed as the gathering place, and the sink node is located in the center of 
this area. We assume the data generation of each sensor node follows a Poisson process. The 
experimental parameters and their default values are summarized in Table 1. 
Communi t y1 Communi t y2 Communi t y3
Communi t y4 Communi t y5 Communi t y6
Communi t y6 Communi t y7
Gat her i ng 
pl ace
Si nk
 
Figure 3. Network model 
 
Table 1. Experimental parameters 
 
Parameter Default Value 
Network size (m
2
) 1500×1500 
Number of sensor nodes 200 
Transmission radii r (m) 50 
Queue length of sensor node(message) 200 
Speed of sensor node (m) 1-10 
Size of data message(bit) 200 
Message generation rate (message/s) 0.01 
Length of Ω  400 
Maximum delay tolerant value tmax (s) 1800 
k of Markov chain 4 
 (m) 50 
,β of UDG 0.5, 0.5 
T of UDG (s) 120 
 of FAD 10 
 of FAD 0.1 
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c. Experimental results 
c.i  Impact of queue length 
 
We vary the maximum queue length in our experiments to evaluate the performance of different 
protocols, with results presented in Figure 4 and Figure 5.  
With the increase of queue length, the delivery ratio of all approaches increases, because the 
number of messages dropped by nodes due to the overflow of the queue declines. As shown in 
Figure 4, UDG outperforms FAD and ZBR. As expected, ZBR has the lowest delivery ratio, 
because it only employs history records of direct contacts to decide message transmission. For 
sensor nodes that never directly meet the sink, data transmissions become random, and thus ZBR 
is less efficient. 
 
Figure 4. Impact of queue length on delivery ratio 
 
 
Figure 5. Impact of queue length on average delay 
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We also vary the queue length to observe its impact on the average delay. As shown in Figure 5, 
the increase of the queue size has slightly influence on the delay. With the queue length 
increasing, nodes can buffer more messages, and some messages can be delivered to the sink 
node more rapidly than before, thus the average delivery delay declines. UDG has a shorter 
average delay than FAD and ZBR, since it employs the comprehensive utility of nodes to 
delivery data and to manage the queue efficiently. As expected, ZBR has the longest delivery 
delay among these three protocols. This is because sensor nodes can raise their historical levels 
only when they meet the sink node directly. For nodes which never directly meet the sink node, 
data transmissions become random, thus the delivery delay is long.  
 
c.ii  Impact of transmission loads 
 
In this section, we evaluate the performance of the three protocols under different transmission 
loads by generating messages at different rates. With the rate of message generation changing 
from 0.01 message/s to 0.1 message/s, the performance of these protocols is shown in Figure 6 
and Figure 7. 
 
Figure 6. Impact of transmission loads on delivery ratio 
 
We can see from Figure 6 that with the rate of message generation increasing, the delivery ratio 
declines. The delivery ratio of the three protocols is high when the rate of message generation is 
low. However, as the rate of message generation increases, network collisions and resource 
consumptions aggravate, which results in the decline of the delivery ratio. Among the three 
protocols, UDG achieves the best performance. This means that UDG can deal with heavier 
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transmission loads and has less resource consumption than the other two protocols, since it only 
replicates messages to nodes with higher utilities, and it manages the queue according to message 
priorities. For ZBR, as data may be forwarded among nodes randomly, the delivery ratio is lower 
than the other two protocols. 
Figure 7 shows the impact of transmission loads on the average delivery delay. The average 
delivery delay of all protocols is going up with the rate of message generation increasing. This is 
because network collisions and resource consumptions are intensified with the increase of 
transmission loads. 
 
Figure 7. Impact of transmission loads on delay 
 
c.iii  Impact of density of nodes 
 
The network connectivity is closely related to the density of sensor nodes. As the network area is 
changeless, the change of the density of nodes can be reflected by the change of the total number 
of nodes. Thus, in this section, we will evaluate the impact of the density of nodes on network 
performances by changing the number of nodes. 
We can see from Figure 8 and Figure 9 that UDG performs better in delivery ratio and delivery 
delay than the other two protocols. As shown in Figure 8, with the number of nodes increasing, 
the delivery ratio of the three protocols increases at first, however, it decreases when the number 
of nodes continues to increase. On the contrary, we can see from Figure 9 that with the increase 
of the number of nodes, the delivery delay of all the protocols decreases at first, but it increases 
later. The reason of those changes is that the network connectivity is enhanced with the increment 
of the density of nodes at first, and thus there is a marked improvement in performances of the 
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three protocols. However, with the density of nodes continuing to increase, network collisions 
and resource consumptions aggravate, which results in the decrease of the delivery ratio and the 
increase of the delay. Although the influence of the density of nodes on the performance of ZBR 
is slighter than UDG and FAD, ZBR’s performance is inferior to these two protocols. This is 
because data delivery becomes random when nodes can’t meet the sink node directly, which 
results in the delivery chance in ZBR is less. 
 
Figure 8. Impact of the density of nodes on delivery ratio 
 
 
Figure 9. Impact of the density of nodes on delay 
 
c.iv  Delivery cost 
 
We compare the total delivery cost of the three different protocols. The total delivery cost is 
measured by the total delivery number of messages (including duplications) transmitted across 
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the network. We normalize the total delivery cost by dividing it by the total number of unique 
messages.  
As shown in Figure 10, the delivery cost for all protocols increases with the increase of the queue 
length. This is because nodes can keep more messages when the size of the queue increases, then 
messages can be transmitted among nodes for more times, and the transmission overhead 
increases. 
         
 Figure 10. Impact of queue length on delivery cost 
 
        
Figure 11. Impact of the density of nodes on delivery cost 
 
We can see from Figure 11 that the delivery cost for all protocols increases with the increase of 
the density of nodes. The reason is that when the density of nodes increases, the connectivity of 
the network is improved, thus there are more chances for nodes to transmit messages, and the 
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delivery overhead increases. Among these protocols, UDG’s delivery cost is lower than FAD. 
Although the delivery overhead of ZBR is comparable to that of UDG, its delivery ratio and 
delay are not desirable. The reason is that transmission chances in ZBR are less than those in 
other two protocols, and message transmissions become random when nodes can’t meet the sink 
node directly. 
 
VI. CONCLUSIONS 
 
In the intermittent connected environment of MSN, the strategy of selectively replication is 
necessary for data gathering to achieve a well tradeoff between the network performance and 
transmission costs. This paper proposes a utility based data gathering protocol (UDG) for MSN. 
UDG combines the distance utility with the activity utility of sensor nodes to make routing 
decisions and to manage the limited buffer efficiently. Experimental results show that UDG 
achieves better delivery performance with lower transmission overhead than other two relevant 
schemes.  
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