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GENERALIZED RESOLVENTS OF ISOMETRIC OPERATORS IN
PONTRYAGIN SPACES
DMYTRO BAIDIUK
Abstract. An isometric operator V in a Pontryagin space H is called stan-
dard, if its domain and the range are nondegenerate subspaces in H. General-
ized resolvents of standard isometric operators were described in [11]. In the
present paper generalized resolvents of non-standard Pontryagin space isomet-
ric operators are described. The method of the proof is based on the notion of
boundary triplet of isometric operators in Pontryagin spaces. In the Hilbert
space setting the notion of boundary triplet for isometric operators was intro-
duced in [17].
1. Introduction
Unitary operators in Pontryagin spaces and the problem of continuation of an
isometric operators V were studied in papers [3], [12], [13], [15], [16]. An isometric
operator V in a Pontryagin space H is called standard, if its domain and the
range are nondegenerate subspaces in H. A description of generalized resolvents
of a standard isometric operator was given in [11]. For a nonstandard isometric
operator, the approach presented in [19], [20] leads to significant technical problems
related to the necessity to consider unitary linear relations in a Pontryagin space.
We propose another approach to the theory of extensions of isometric operators
in Pontryagin spaces that is based on the notion of the boundary triplet of an
isometric operator. In the case of a Hilbert space H, this notion was introduced
and applied to the classical problems of analysis in works by M. M. Malamud and
V. I. Mogilevskii [17] and [18]. For a Pontryagin space setting the definition of
boundary triplet of isometric operator given in [4] is a partial case of the definition
of boundary relation in [10]. Boundary triplets considered in [5] had the property
that the auxiliary spaces of that triplets were Hilbert spaces. Such objects were
sufficient in order to give a description of generalized resolvents of V corresponding
to unitary extensions of V acting in wider spaces H˜ with the same negative index
as H.
In the present paper we give a description of generalized resolvents of an isometric
operator V which correspond to exit space unitary extensions of V acting in spaces
H˜ with negative index κ˜ exceeding the negative index of H. It turned out that
the notion of boundary triplet with Hilbert auxiliary space introduced in [5] is not
sufficient for this purpose. That is why we extend the notion of boundary triplet
for Pontryagin space isometric operator to the case where the auxiliary space is a
Pontryagin space.
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We introduce the notion of the Weyl function of an isometric operator, which
generalizes the appropriate definition from [17] and study its properties. This allows
us to describe the properties of extensions of the operator V , as well as generalized
resolvents of the isometric operator V in a Pontryagin space.
The author is grateful to his scientific supervisor, V. A. Derkach, for numerous
discussions and useful remarks and to M. M. Malamud and V. I. Mogilevskii for
the possibility to read the manuscript containing the proofs of all propositions in
[17].
2. Preliminary information
2.1. Linear relations. We recall some information about linear relations from [6],
[10]. Let H1 and H2 be Hilbert spaces. A linear relation (l.r.) T from H1 to H2 is
a linear subspace in H1 ×H2. If the linear operator T is identified with its graph,
then the set B(H1,H2) of linear bounded operators from H1 to H2 is contained
in the set of linear relations from H1 to H2. In what follows, we interpret the
linear relation T : H1 → H2 as a multivalued linear mapping from H1 to H2. If
H := H1 = H2 we say that T is a linear relation in H.
For the linear relation T : H1 → H2, we denote by domT , kerT , ranT , and mulT
the domain, the kernel, the range, and the multivalued part of T , respectively. The
inverse relation T−1 is a linear relation from H2 to H1 defined by the equality
T−1 =
{[
f ′
f
]
:
[
f
f ′
]
∈ T
}
.
The sum T + S of two linear relations T and S is defined by
(2.1) T + S =
{[
f
g + h
]
:
[
f
g
]
∈ T,
[
f
h
]
∈ S
}
.
Let H1 and H2 be Banach spaces. By B(H1,H2), we denote the set of all linear
bounded operators from H1 to H2; B(H) := B(H,H). We recall that the point
λ ∈ C is called a point of regular type of an operator T ∈ B(H), if there exists
cλ > 0 such that
(2.2) ‖(T − λI)f‖H ≥ cλ‖f‖H, f ∈ H.
If ran (T − λI) = H and (2.2) holds, then λ is called a regular point of the
operator T . Let ρ(T ) (ρ̂(T )) be the set of regular (regular type) points of the
operator T and let
(2.3) Rλ(T ) := (T − λI)−1, λ ∈ ρ(T ).
2.2. Linear relations in Pontryagin spaces. Let H be a Hilbert space, and let
jH be a signature operator in H, i.e., jH = j∗H = j−1H . We interpret the space H
as a Kre˘ın space (H, jH) (see [3]), in which the indefinite scalar product is defined
by the equality [ϕ, ψ]H = (jHϕ, ψ)H. The signature operator jH can be presented
in the form jH = P+ − P−, where P+ and P− orthoprojectors in H. In the case
where P− is finite-dimensional, and dimP−H = κ, the Kre˘ın space (H, jH) is called
a Pontryagin space with negative index κ, which is denoted by ind−H = κ.
Consider two Pontryagin spaces (H1, jH1) and (H2, jH2) and a linear relation T
fromH1 toH2. Then the adjoint linear relation T [∗] consists of pairs
[
g2
g1
]
∈ H2×H1
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such that
[f2, g2]H2 = [f1, g1]H1 , for all
[
f1
f2
]
∈ T.
If T ∗ is the l.r. adjoint to T considered as a l.r. from the Hilbert space H1 to the
Hilbert space H2, then T [∗] = jH1T ∗jH2 .
The l.r. T [∗] satisfies the equalities
(2.4) (domT )[⊥] = mulT [∗], (ranT )[⊥] = kerT [∗],
where the sign [⊥] means the orthogonality in a Pontryagin space.
Definition 2.1. A linear relation T from a Pontryagin space (H1, jH1) to a Pon-
tryagin space (H2, jH2) is called isometric, if, for all
[
ϕ
ϕ′
]
∈ T , the equality
(2.5) [ϕ′, ϕ′]H2 = [ϕ, ϕ]H1
holds. It is called a contractive one, if the equality (2.5) is replaced by an inequality
with the sign ≤. A linear relation T from (H1, jH1) to (H2, jH2) is called unitary, if
T−1 = T [∗]. It follows from (2.5) that a linear relation T is isometric iff T−1 ⊂ T [∗].
As is known [3], the sets D \ ρ̂(T ) and De \ ρ̂(T ) for an isometric operator T in
a Pontryagin space with ind−H = κ consist of at most κ points, which belong to
σp(T ).
The definition of unitary relation was first given in [21], where the following
assertion was proved.
Proposition 2.2. If T is a unitary relation, then
(1) domT is closed iff ranT is closed;
(2) the equalities kerT = domT [⊥], mulT = ranT [⊥] hold.
Proposition 2.2 yields the following result.
Corollary 2.3. If T is a unitary relation in a Pontryagin space, then mulT 6= {0}
if and only if kerT 6= {0}. In this case, dimmulT = dimkerT .
3. Boundary triplets for an isometric operator in a Pontryagin space
3.1. Boundary triplets and description of extensions of an isometric op-
erator in a Pontryagin space. In the case where H is a Hilbert space, the
definition of the boundary triplet for an isometric operator was introduced in [17].
We note that the notion of the boundary triplet of an isometric operator, which
will be introduced below in Definition 3.1, is a partial case of the notion of the
boundary relation of an isometric operator in a Pontryagin space [4]. The notion
of boundary triplets for symmetric operator was introduced in [8] (see also [14] and
references therein).
Definition 3.1. Let H,N1 and N2 be Pontryagin spaces with negative indices κ
and ind−N1 = ind−N2 = κ1 respectively. Let an operator V : H → H be an
isometry in H. The collection Π = {N1⊕N2,Γ1,Γ2} is called the boundary triplet
of the isometric operator V , if
1) the following Green’s generalized identity holds:
(3.1) [f ′, g′]H − [f, g]H = [Γ1f̂ ,Γ1ĝ]N1 − [Γ2f̂ ,Γ2ĝ]N2 ,
where f̂ =
[
f
f ′
]
, ĝ =
[
g
g′
]
∈ V −[∗];
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2) the mapping Γ = (Γ1,Γ2)
T : V −[∗] → N1 ⊕N2 is surjective.
For an isometric operator, it is convenient to define the defect subspace Nλ(V )
as follows:
(3.2) Nλ(V ) := ker
(
I − λV [∗]
)
=
{
fλ :
[
fλ
λfλ
]
∈ V −[∗]
}
.
For λ ∈ ρ̂(V ), Nλ(V ) is a closed subspace in H [3].
We also set
(3.3) N̂λ(V ) :=
{[
fλ
λfλ
]
: fλ ∈ Nλ(V )
}
.
It follows from (3.2) that N̂λ(V ) ⊂ V −[∗].
Let θ be a linear relation from N2 to N1. We define the extension Vθ of the
operator V by the equality
(3.4) Vθ =
{
f̂ ∈ V −[∗] :
[
Γ2f̂
Γ1f̂
]
∈ θ
}
.
The extension Vθ is, generally speaking, a linear relation from H to H.
We define two extension V1 and V2 of the operator V :
(3.5) Vi =
{
f̂ ∈ V −[∗] : Γif̂ = 0
}
, i = 1, 2.
We note also that
(3.6) V =
{
f̂ ∈ V −[∗] : Γ1f̂ = 0 and Γ2f̂ = 0
}
.
(A) Here and further on the sets
(3.7) Λ1 = {λ ∈ De : N̂λ(V ) ∩ V1 6= {0}} = σ(V1) ∩ De;
(3.8) Λ2 = {λ ∈ D : N̂λ(V ) ∩ V2 6= {0}} = σ(V2) ∩ D.
will be supposed to be discrete, isolated. Denote D1 := De \ Λ1 and D2 := D \ Λ2
the subsets of regular points of these extensions.
Lemma 3.2. Let the collection Π = {N1 ⊕N2,Γ1,Γ2} be a boundary triplet of the
isometric operator V . Then:
(1) For all λ ∈ D1 = ρ(V1) ∩De
(3.9) V −[∗] = V1 ∔ N̂λ(V );
(2) For all λ ∈ D2 = ρ(V2) ∩D
(3.10) V −[∗] = V2 ∔ N̂λ(V ).
Proof. We prove equality (3.9) (equality (3.10) can be proved analogously). For
this purpose, we set the inclusion V −[∗] ⊂ V1 ∔ N̂λ(V ). Consider a pair of vectors[
f
f ′
]
∈ V −[∗]. Let f1 = (V1 − λ)−1(f ′ − λf) be a solution of the equation
f ′ − λf = f ′1 − λf1, where
[
f1
f ′1
]
∈ V1,
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which is determined uniquely for λ ∈ D1. Then f ′−f ′1 = λ(f−f1), i.e.,
[
f − f1
λ(f − f1)
]
∈
V −[∗] and, hence, f − f1 ∈ Nλ(V ). Since the inverse inclusion is obvious, equality
(3.9) is proved. 
The following theorem gives a description of proper extensions of the operator
V , i.e., such that V ⊂ Vθ ⊂ V −[∗].
Theorem 3.3. Let the collection Π = {N1 ⊕N2,Γ1,Γ2} be a boundary triplet for
V, let θ be a linear relation from N2 to N1, and let Vθ be the corresponding extension
of the operator V . Then:
(1) the inclusion Vθ1 ⊂ Vθ2 is equivalent to the inclusion θ1 ⊂ θ2;
(2) Vθ−[∗] = V
−[∗]
θ ;
(3) Vθ is a unitary extension of the operator V , iff θ is the graph of a unitary
l.r. from N2 to N1;
(4) Vθ is an isometric extension of the operator V , iff θ is the graph of an
isometric l.r. from N2 to N1;
(5) Vθ is a coisometric extension of the operator V , iff θ is the graph of a
coisometric l.r. from N2 to N1;
(6) Vθ is a contraction, iff θ is a contraction;
(7) Vθ is an expansion, iff θ is an expansion.
Proof. Assertion 1) follows obviously from the definition of Vθ1 and Vθ2 .
2) We take
[
f
f ′
]
∈ Vθ and
[
g
g′
]
∈ V −[∗]θ . Then
[
g′
g
]
∈ V [∗]θ . From (3.1), we obtain
0 = [f ′, g′]− [f, g] =
[
Γ1f̂ ,Γ1ĝ
]
N1
−
[
Γ2f̂ ,Γ2ĝ
]
N2
Since
[
Γ2f̂
Γ1f̂
]
∈ θ, we have
[
Γ1ĝ
Γ2ĝ
]
∈ θ[∗] or
[
Γ2ĝ
Γ1ĝ
]
∈ θ−[∗], which means ĝ ∈ Vθ−[∗] .
Hence, we show that V
−[∗]
θ ⊂ Vθ−[∗] .
The inverse assertion can be proved by inversion of the above reasoning.
3) Let V
−[∗]
θ = Vθ, i.e., let Vθ be a unitary extension of the operator V . Using the
first assertion of this Theorem, we obtain θ−[∗] = θ. Conversely, we set θ−[∗] = θ
and, by the first assertion of this Theorem, arrive at V
−[∗]
θ = Vθ.
4) and 5) are proved analogously. Assume that Vθ is a coisometry, i.e., V
−1
θ ⊃
V
[∗]
θ .Then, by virtue of item 2), Vθ−[∗] = V
−[∗]
θ ⊂ Vθ. By virtue of assertion 1), we
obtain θ−[∗] ⊂ θ, i.e., θ is a coisometry.
6) Let Vθ be a contraction. Then, for f̂ =
[
f
f ′
]
∈ Vθ, formula (3.1) yields
0 ≥ [f ′, f ′]− [f, f ] =
[
Γ1f̂ ,Γ1f̂
]
N1
−
[
Γ2f̂ ,Γ2f̂
]
N2
.
We obtain
[
Γ1f̂ ,Γ1ĝ
]
N1
≤
[
Γ2f̂ ,Γ2ĝ
]
N2
. This means that θ is a contraction.
7) is proved analogously 6). 
Corollary 3.4. The extensions V1 and V2 of the operator V are connected by the
formula
(3.11) V2 = V
−[∗]
1 .
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Proof. It is gotten by using the second assertion of the previous Theorem with
θ = 0. Because in this case Vθ = V1 and Vθ−[∗] = V2. 
3.2. γ-field and Weyl function. The notion of the Weyl function of an isometric
operator V in a Hilbert space, which allows one to describe the analytic properties
of extensions of the operator V , was introduced in [17]. In this section, we will
generalize this notion to the case of isometric operator V in a Pontryagin space.
Lemma 3.5. Let Π = {N1 ⊕N2,Γ1,Γ2} be the boundary triplet for V , and let V1
and V2 be the extensions of the isometric operator V that are defined in (3.5). Then
the mappings Γj ↾ N̂λ(V ) : N̂λ(V ) → Nj j = 1, 2, are bounded and boundedly
invertible for λ ∈ Dj.
In this case, the operator-functions
(3.12) γj(λ) := pi1γ̂j(λ) = pi1
(
Γj ↾ N̂λ(V )
)−1
satisfy the equality
(3.13) γj(λ) = (I + (λ− µ)(Vj − λ)−1)γj(µ), for λ, µ ∈ Dj , and j = 1, 2.
The operator-functions γj(·) are called γ-fields for the l.r. V −[∗].
Proof. First, we will show that the mapping Γ : V −[∗] →
[
N1
N2
]
is closed. Let
f̂ =
[
fn
f ′n
]
∈ V −[∗] and f̂n → 0 . Then Γf̂n =
[
Γ1f̂n
Γ2f̂n
]
→
[
h1
h2
]
=: h. From (3.1), we
obtain [h1,Γ1ĝ]N1 − [h2,Γ2ĝ]N2 = 0. The surjectivity of Γ and nondegeneracy of
N1 and N2, imply that h = 0.
Since domΓ = V −[∗], the operator Γ is bounded by the closed graph Banach
theorem. Hence, Γ1 and Γ2 are bounded as well.
By virtue of equality (3.9) and the surjectivity of Γ, the mapping
Γ1 ↾ N̂λ(V ) : N̂λ(V )→ N1
acts on all N1. Hence, Γ1 ↾ N̂λ(V ) is boundedly invertible.
Analogously, we can prove the bounded invertibility of Γ2 ↾ N̂λ(V ). Hence, γj(λ)
for λ ∈ Dj j = 1, 2 are defined properly.
We now prove identity (3.13). For definiteness, we take j = 1 and will prove
that
γ1(λ) = (I + (λ − µ)(V1 − λ)−1)γ1(µ), for λ, µ ∈ D1.
Consider the vector gµ = γ1(µ)h1 ∈ Nµ(V ), where h1 ∈ N1. Then there exists the
vector h2 ∈ N2 such that Γ
[
gµ
µgµ
]
=
[
h1
h2
]
. We set
fλ = gµ + (λ− µ)(V1 − λ)−1gµ.
Then
(3.14) f̂λ =
[
gµ
µgµ
]
+ (λ− µ)
[
(V1 − λ)−1gµ(
I + λ(V1 − λ)−1
)
gµ
]
.
In this equality,
ĝµ =
[
gµ
µgµ
]
∈ N̂µ(V ) ⊂ V −[∗],
[
(V1 − λ)−1
I + λ(V1 − λ)−1
]
gµ ∈ V1 ⊂ V −[∗].
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Thus, f̂λ ∈ N̂λ(V ).
Below, we will use an equality that follows from (3.5)
(3.15) Γ1
[
(V1 − λ)−1gµ(
I + λ(V1 − λ)−1
)
gµ
]
= 0
Equalities (3.14) and (3.15) yield
Γ1f̂λ = Γ1
[
gµ
µgµ
]
+ (λ− µ)Γ1
[
(V1 − λ)−1gµ(
I + λ(V1 − λ)−1
)
gµ
]
= h1
Hence, fλ = pi1Γ
−1
1 h1 = γ1(λ)h1. This proves (3.13). 
The previous lemma implies that it is possible to define the operator-functions
M1(·) and M2(·):
(3.16) M1(λ)Γ1 ↾ Nλ(V ) = Γ2 ↾ Nλ(V ), λ ∈ D1;
(3.17) M2(λ)Γ2 ↾ Nλ(V ) = Γ1 ↾ Nλ(V ), λ ∈ D2.
It follows from definition (3.12) of γ1(·) and γ2(·) thatM1(λ) andM2(λ) are defined
properly, and
(3.18) M1(λ) := Γ2γ̂1(λ), λ ∈ D1;
(3.19) M2(λ) := Γ1γ̂2(λ), λ ∈ D2.
In what follows, we need the Schur class S and the generalized Schur class Sκ of
functions. Their definition is given below.
Definition 3.6. A function s(·) defined and holomorphic in a domain hs ⊂ D
belongs to the class Sκ(N1,N2), if the kernel
Kµ(λ) =
1− s(µ)∗s(λ)
1− λµ
has κ negative squares, i.e. for all λ1, ..., λn ∈ hs and u1, ..., un ∈ N1 the matrix
([Kλj (λi)ui, uj]N1)
n
i,j=1 has at most κ negative eigenvalues. For at least one such
choice, it has exactly κ negative eigenvalues.
In particular, if N1 and N2 are Hilbert spaces then the [N1,N2]-valued function
s(·) belongs to the class S(N1,N2), if the kernel Kµ(λ) is positive definite every-
where in D. As is known, the last condition is equivalent to that s(·) is holomorphic
in D, and ‖s(λ)‖ ≤ 1 for all λ ∈ D.
Proposition 3.7. Let M2(·) be the operator-function defined by (3.19). Then
M2(·) ∈ Sκ(N2,N1).
Proof. Let λj be some points from D2, j = 1, ..., n. We denote hj := Γ2f̂λj . Then
Γ1f̂λj =M2(λ)hj . From (3.1) for f̂λj ∈ Nλj (V ) and f̂λk ∈ Nλk(V ), we have
(λjλk − 1)[fλj , fλk ] = [M2(λj)hj ,M2(λk)hk]N1 − [hj , hk]N2 .
Now we construct the quadratic form
n∑
j,k=1
[
I −M2(λk)[∗]M2(λj)
1− λjλk
hj , hk
]
N2
ξjξk =
n∑
j,k=1
[fλj , fλk ]Hξjξk.
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Since H has the negative index κ, and since the reduced quadratic form has at most
κ negative squares and exactly κ negative squares for some collection fλj ,we have
M2(·) ∈ Sκ(N2,N1). 
Proposition 3.8. The following relations hold:
(3.20) − I −M1(µ)
[∗]M1(λ)
1− λµ = γ1(µ)
[∗]γ1(λ), λ, µ ∈ D1;
(3.21)
I −M2(µ)[∗]M2(λ)
1− λµ = γ2(µ)
[∗]γ2(λ), λ, µ ∈ D2;
(3.22)
M1(µ)
[∗] −M2(λ)
1− λµ = γ1(µ)
[∗]γ2(λ), λ ∈ D2, µ ∈ D1;
(3.23)
M1(λ)−M2(µ)[∗]
1− λµ = γ2(µ)
[∗]γ1(λ), λ ∈ D1, µ ∈ D2.
Proof. We now prove 3.20 and 3.22, because 3.21 is proved analogously to 3.20, and
3.23 is a consequence of 3.22.
Let λ, µ ∈ D1 and h1, h′1 ∈ N1. Then formula (3.18) yields
Γ
[
γ1(λ)h1
λγ1(λ)h1
]
=
[
h1
M1(λ)h1
]
and Γ
[
γ1(µ)h
′
1
µγ1(µ)h
′
1
]
=
[
h′1
M1(µ)h
′
1
]
.
Using this identities and setting (3.1) f̂ = γ̂1(λ)h1 and ĝ = γ̂1(µ)h
′
1, we obtain
(λµ− 1)[γ1(λ)h1, γ1(µ)h′1]H = [h1, h′1]N1 − [M1(λ)h1,M1(µ)h′1]N2
or
(λµ − 1)[γ1(µ)[∗]γ1(λ)h1, h′1]H = [(I −M1(µ)[∗]M1(λ))h1, h′1]N1 .
From whence, we obtain equality (3.20).
Let now λ ∈ D2, µ ∈ D1 and let h1 ∈ N1 and h2 ∈ N2. Then formulas (3.18)
and (3.19) yield
Γ
[
γ2(λ)h2
λγ2(λ)h2
]
=
[
M2(λ)h2
h2
]
and Γ
[
γ1(µ)h1
µγ1(µ)h1
]
=
[
h1
M1(µ)h1
]
.
From (3.1), we obtain
(λµ− 1)[γ2(λ)h2, γ1(µ)h1]H = [M2(λ)h2, h1]N1 − [h2,M1(µ)h1]N2 .
This yields identity (3.22). 
Definition 3.9. The isometric operator V in H is called simple, if
span {Nλ(V ) : λ ∈ ρ̂(V )} = H.
If the isometric operator V in a Pontryagin spaceH is simple, then D∪De ∈ ρ̂(V )
(see [3]).
Theorem 3.10. Let Π = {N1 ⊕ N2,Γ1,Γ2} be the boundary triplet of a simple
isometric operator V , and let M1(·) and M2(·) be the functions defined by equations
(3.16) and (3.17). Then the set of poles of the operator-function M1(·) in De
coincide with Λ1, and the set of poles of the operator-function M2(·) in D coincide
with Λ2.
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Proof. It follows from (3.20) that if λ0 is a pole of the operator-function M1(·),
then it is a singular point for γ1(·), i.e. λ0 ∈ Λ1.
Let now λ0 ∈ Λ1. Then
(V1 − λ)−1 = A−n
(λ− λ0)n + ...+
A−1
λ− λ0 + ...
Let us assume that M1(λ) is holomorphic at the point λ0. Then the equality
−I −M1(µ)
[∗]M1(λ)
1− λµ = γ1(µ)
[∗]
(
I + (λ− µ′)(V1 − λ)−1
)
γ1(µ
′),
implies that [A−iγ1(µ
′)h′1, γ1(µ)h1] = 0 for all i = 1, ..., n, µ, µ
′ ∈ D1 and any
h1, h
′
1 ∈ N1.
The equality
M1(λ)−M2(µ)[∗]
1− λµ = γ2(µ)
[∗]
(
I + (λ− µ′)(V1 − λ)−1
)
γ1(µ
′),
yields [A−iγ1(µ
′)h1, γ2(µ)h2] = 0 for all µ
′ ∈ D1, µ ∈ D2 and any h1 ∈ N1, h2 ∈ N2.
By virtue of the simplicity of the operator V ,
span {Nλ(V ) : λ ∈ D1 ∪ D2} = H.
Hence, all A−i = 0 for i = 1, ..., n. But this contradicts the assumption that
λ0 ∈ Λ1.
The second assertion of this theorem is proved analogously. 
Let us say
(3.24) M#i (λ) :=Mi(1/λ)
[∗] and γ#i (λ) := γi(1/λ)
[∗],
where i = 1, 2.
Theorem 3.11. Under the assumptions of Theorem 3.10, the equality
(3.25) M1(λ) =M
#
2 (λ) for λ ∈ D1
holds.
Proof. Let us take λ ∈ De\(Λ1 ∪Λ#2 ), where Λ#2 is the set symmetric to the set Λ2
relative to the unite disc. Setting µ = 1/λ in (3.23), we obtain (3.25). Equality
(3.25) for λ ∈ D1 can be obtained by the analytic continuation of the function
M#2 (λ) = M1(λ) into the points λ ∈ D1 ∩ Λ#2 and by the application of Theorem
3.10. 
Remark 3.12. By virtue of the holomorphy of M1(·) in D1 and M2(·) in D2, the
identity proved in Theorem 3.11 implies that if λ0 is a pole of M1(·), then 1/λ0 is
a pole of M2(·). The same is true for the poles of M2(·). Thus, the poles of M1(·)
and M2(·) are symmetric with respect to the unit disc. Hence, Λ1 = Λ#2 .
Definition 3.13. The operator-function defined by the equality
(3.26) M(λ) =
{
M1(λ), λ ∈ D1
M2(λ), λ ∈ D2 ,
is called the Weyl function of the operator V , which corresponds to the boundary
triplet Π = {N1 ⊕N2,Γ1,Γ2}.
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Lemma 3.14. Let V : H → H be an isometric operator, and let the collection
Π = {N1 ⊕N2,Γ1,Γ2} be the boundary triplet of the isometric operator V . Then:
(1) For λ ∈ D1, the following equality holds
(3.27) Γ2
[
(V1 − λ)−1
I + λ(V1 − λ)−1
]
= − 1
λ
γ#2 (λ);
(2) for λ ∈ D2, the following equality holds
(3.28) Γ1
[
(V2 − λ)−1
I + λ(V2 − λ)−1
]
=
1
λ
γ#1 (λ).
Proof. 1) Take λ ∈ D1, µ ∈ D2 and h1 ∈ N1. Formula (3.13) yields
γ̂1 (λ) h1 − γ̂1 (µ)h1 = (λ− µ)
[
(V1 − λ)−1
I + λ(V1 − λ)−1
]
γ1 (µ)h1.
Applying the operator Γ2 to both sides of the equality, we obtain
M1 (λ)h1 −M1 (µ)h1 = (λ− µ)Γ2
[
(V1 − λ)−1
I + λ(V1 − λ)−1
]
γ1 (µ)h1.
In this formula, we replace M1(λ) by M2
(
1
λ
)[∗]
.In view of formula (3.23), the left
side can be written as follows:
M2
(
1
λ
)[∗]
h1 −M1(µ)[∗]h1 = −
(
1− µ
λ
)
γ2
(
1
λ
)[∗]
γ1(µ)h1.
Equating the right-hand sides of two last formulas, we obtain
Γ2
[
(V1 − λ)−1
I + λ(V1 − λ)−1
]
= − 1
λ
γ2
(
1
λ
)[∗]
.
2) Take λ ∈ D2, µ ∈ D1, and h2 ∈ N2. Substituting λ and µ in formula (3.13), we
write it in the form
γ̂2(λ)h2 − γ̂2(µ)h2 = (λ− µ)
[
(V2 − λ)−1
I + λ(V2 − λ)−1
]
γ2 (µ)h2.
Applying the operator Γ1 to both sides of the equality, we obtain
M2(λ)h2 −M2(µ)h2 = (λ− µ)Γ1
[
(V2 − λ)−1
I + λ(V2 − λ)−1
]
γ2 (µ)h2.
Replacing M2(λ) in this formula by M1
(
1/λ
)[∗]
, we have
M1
(
1/λ
)[∗] −M2(µ)h2 = (λ − µ)Γ1 [ (V2 − λ)−1I + λ(V2 − λ)−1
]
γ2 (µ)h2.
In view of formula (3.22),we write the left-hand side as
M1
(
1/λ
)[∗] −M2(µ)h2 = (1− µ
λ
)
γ1
(
1
λ
)[∗]
γ2(µ)h2.
Comparing the right-hand sides of two last formulas, we obtain formula (3.28). 
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3.3. Description of resolvents of extensions of V . Below, we present two the-
orems, describing the spectrum and the resolvents of extensions Vθ of the operator
V . The first theorem gives such a description for the points λ lying outside the unit
disc D, i.e., λ ∈ D1 ⊂ De. Recall, that Rλ(T ) means the resolvent of T at λ (see
formula (2.3)).
Theorem 3.15. Let V : H → H be an isometric operator, let the collection Π =
{N1 ⊕N2,Γ1,Γ2} be a boundary triplet of the isometric operator V , and let θ be a
l.r. from N2 to N1. Then, for λ ∈ D1 the following assertions are valid:
(1) λ ∈ σp(Vθ) iff 0 ∈ σp(θ−1 −M1(λ)), in this case,
ker (θ−1 −M1(λ)) =
{
Γ1
[
f
λf
]
, f ∈ ker (Vθ − λ)
}
.
(2) λ ∈ ρ(Vθ) ∩ D1 iff 0 ∈ ρ(θ−1 −M1(λ)), for λ ∈ ρ(Vθ) ∩ D1 the resolvent of
the extension Vθ can be determined from the formula
(3.29) Rλ(Vθ) = Rλ(V1)− λ−1γ1(λ)
(
θ−1 −M1(λ)
)−1
γ#2 (λ).
Proof. 1) Let λ ∈ σp(Vθ) and fλ be an eigenvector of Vθ corresponding to the
eigenvalue λ. Hence,[
fλ
λfλ
]
∈ Vθ, fλ ∈ Nλ(V ), and M1(λ)Γ1f̂λ = Γ2f̂λ.
Since fλ ∈ domVθ, we have
[
Γ1f̂λ
Γ2f̂λ
]
∈ θ−1. Hence, (θ−1 −M1(λ))Γ1f̂λ = 0.
Conversely, if (θ−1 −M1(λ))h1 = 0 for some h1 ∈ N1, then the vector fλ :=
γ1(λ)h1 ∈ Nλ(V ), and, hence, fλ ∈ σp(Vθ).
2) Assume that 0 ∈ ρ(θ−1−M1(λ)),
[
f
f ′
]
∈ Vθ and g ∈ H. Lemma 3.2 implies that
the solution of the equation
(3.30) f ′ − λf = g
can be presented in the form
(3.31)
[
f
f ′
]
=
[
f1
f ′1
]
+
[
fλ
λfλ
]
,where f̂1 ∈ V1, f̂λ ∈ N̂λ(V ).
Then formula (3.30) yields
(3.32) f1 = (V1 − λ)−1g.
Applying the operators Γ1 and Γ2 to the equality (3.31), we obtain
Γ1f̂ = Γ1f̂λ
Γ2f̂ = Γ2
[
(V1 − λ)−1g
g + λ(V1 − λ)−1g
]
+ Γ2f̂λ = − 1
λ
γ#2 (λ)g +M1(λ)Γ1f̂ .
Since 0 ∈ ρ(θ−1 −M1(λ)), the previous equality yields
Γ1f̂λ = − 1
λ
(
θ−1 −M1(λ)
)−1
γ#2 (λ)g,
(3.33) fλ = − 1
λ
γ1(λ)
(
θ−1 −M1(λ)
)−1
γ#2 (λ)g.
Equalities (3.31), (3.32), and (3.33) yield equality (3.29).
12 DMYTRO BAIDIUK
Conversely, let λ ∈ ρ(Vθ). By virtue of item 1), to prove the membership 0 ∈
ρ(θ−1 −M1(λ)) , it is sufficient to show that ran (θ−1 −M1(λ)) = N2. Indeed, by
virtue of the surjectivity of the mapping Γ, there exists the vector f̂1 ∈ V −[∗] for
any h2 ∈ N2 such that Γf̂1 =
[
0
h2
]
. Since Γ1f̂1 = 0, we have f̂1 ∈ V1. We set
f = (Vθ − λ)−1(f ′1 − λf1). Then fλ := f − f1 ∈ Nλ(V ) and f = f1 + fλ. Since[
Γ1f̂
Γ2f̂
]
=
[
Γ1f̂λ
Γ2f̂
]
∈ θ−1, we obtain
Γ2f̂ −M1(λ)Γ1f̂λ = Γ2(f̂ − f̂λ) = Γ2f̂1 = h2.
This proves the equality ran
(
θ−1 −M1(λ)
)
= N2 and also the inclusion 0 ∈
ρ
(
θ−1 −M1(λ)
)
. 
Let θ be a closed l.r. from N2 to N1. Then there exists a Hilbert space H and
bounded operators Ki : H → Ni i = 1, 2, such that
(3.34) θ =
{[
K2h
K1h
]
: h ∈ H
}
.
Corollary 3.16. If we write the l.r. θ in terms of the operators K1 and K2 (see
3.34), then λ ∈ ρ(Vθ) iff 0 ∈ ρ(K2 −M1(λ)K1). Formula (3.29) takes the form
(3.35) Rλ(Vθ) = Rλ(V1)− λ−1γ1(λ)K1 (K2 −M1(λ)K1)−1 γ#2 (λ).
Corollary 3.17. Let θ be the graph of a unitary operator U from N2 to N1. Then,
for λ ∈ D1 such that 0 ∈ ρ(I −M1(λ)U), we obtain λ ∈ ρ(Vθ), and the resolvent of
an extension Vθ can be found by the formula
(3.36) Rλ(Vθ) = Rλ(V1)− λ−1γ1(λ)U (I −M1(λ)U)−1 γ#2 (λ).
The following result for the point λ inside the unit disc D can be proved analo-
gously.
Theorem 3.18. Let V : H → H be an isometric operator, let the collection Π =
{N1 ⊕ N2,Γ1,Γ2} be the boundary triplet of an isometric operator V , and θ be a
l.r. from N2 to N1. Then, for λ ∈ D2, the following assertions are true:
(1) λ ∈ σp(Vθ) iff 0 ∈ σp(θ −M2(λ)), in this case,
ker (θ −M2(λ)) =
{
Γ2
[
f
λf
]
, f ∈ ker (Vθ − λ)
}
.
(2) λ ∈ ρ(Vθ) iff 0 ∈ ρ(θ − M2(λ)); for λ ∈ ρ(Vθ) ∩ D2 the resolvent of an
extension Vθ can be found by the formula
(3.37) Rλ(Vθ) = Rλ(V2) + λ
−1γ2(λ) (θ −M2(λ))−1 γ#1 (λ).
Remark 3.19. Note that formula (3.37) can be obtained from formula (3.29) by
taking ”sharp” of both sides and using the formulas V
−[∗]
1 = V2 and M1(λ)
# =
M2(λ). Indeed,
R1/λ(Vθ)
[∗] = R1/λ(V1)
[∗] − λγ2(λ)
(
θ−1 −M1(1/λ)
)−[∗]
γ#1 (λ),
−λI − λ2Rλ(Vθ−[∗]) =− λI − λ2Rλ(V2)− λγ2(λ)
(
θ−1 −M#1 (λ)
)−1
γ#1 (λ).
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After simplifications one gets
Rλ(Vθ−[∗]) = Rλ(V2) + λ
−1γ2(λ)
(
θ−[∗] −M2(λ)
)−1
γ#1 (λ).
Corollary 3.20. If the l.r. θ is written in terms of the operators K1 and K2 (see
(3.34)), then formula (3.37) takes the form
(3.38) Rλ(Vθ) = Rλ(V2) + λ
−1γ2(λ)K2 (K1 −M2(λ)K2)−1 γ#1 (λ).
4. Linear fractional transformations of an isometric operator.
Let z0(∈ De) be a regular type point for an isometric operator V and let V˜ be
an extension of V such that z0 ∈ ρ(V˜ ). Then the operators
(4.1) V0 := (I − |z0|2)(V − z0I)−1 − z0I
(4.2) V˜0 := (I − |z0|2)(V˜ − z0I)−1 − z0I
are well defined.
Lemma 4.1. The resolvent set of V˜0, i.e. the set of ζ ∈ C such that (V˜0 − ζI) is
boundary invertible, is connected to the resolvent set of the l.r. V˜ by the formula
(4.3) ζ =
1− z0λ
λ− z0 , where λ ∈ ρ(V˜ ).
Proof. Indeed, the operator
V˜0 − ζI = (I − |z0|2)(V˜ − z0I)−1 − (z0 + ζ)I
=
|z0|2 − 1
λ− z0
(
I − (λ− z0)(V˜ − z0I)−1
)(4.4)
is invertible if and only if λ = 1+ζz0z0+ζ ∈ ρ(V˜ ). Then ζ =
1−z0λ
λ−z0
. 
Lemma 4.2. The connection between the resolvents of V˜0 and V˜ are the following
(4.5) (V˜0 − ζI)−1 = λ− z0|z0|2 − 1
(
I + (λ − z0)(V˜ − λI)−1
)
.
Proof. Namely it follows from (4.4) that
(V˜0 − ζI)−1 = |z0|
2 − 1
λ− z0
(
I − (λ− z0)(V˜ − z0I)−1
)−1
=
λ− z0
|z0|2 − 1
(
I + (λ− z0)(V˜ − λI)−1
)
. 
In the next Lemma connections between boundary operators, γ-fields and Weyl-
functions of V0 and V will be established.
Lemma 4.3. Let V be an isometric operator, let z0 ∈ ρ̂(V ) ∩ De and let V0 and
ζ be given by (4.1) and (4.3), and let Π = {N1 ⊕N2,Γ1,Γ2} be a boundary triplet
for V . Then:
(1) The linear relation (V
[∗]
0 )
−1 takes the form
(4.6) (V
[∗]
0 )
−1 =
{
f̂ =
[
h′ − z0h
h− z0h′
]
: ĥ ∈ V −[∗]
}
;
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(2) A boundary triplet Π0 = {N1 ⊕ N2,Γ01,Γ02} for V −[∗]0 can be given by the
formulas
(4.7) Γ0j f̂ =
√
|z0|2 − 1Γj ĥ (j = 1, 2)
where f̂ and ĥ are connected as in (4.6).
(3) The Weyl functions Mj(ζ) and M
0
j (λ) and the γ-fields γj(ζ) and γ
0
j (λ) cor-
responding to the boundary triplets Π and Π0, respectively, are connected by the
formulas
(4.8) M0j (ζ) =Mj(λ), γ
0
j (ζ) =
λ− z0√
|z0|2 − 1
γj(λ) (j = 1, 2).
Proof. (1) By using the formula (4.1) one obtains
(4.9) V
[∗]
0 = (1− |z0|2)
(
V [∗] − z0
)−1
− z0I.
The formula (4.6) follows from (4.9).
(2) Next it follows from (4.7), (3.1), and (4.6) that[
Γ01f̂ ,Γ
0
1f̂
]
N1
−
[
Γ02f̂ ,Γ
0
2f̂
]
N2
= (|z0|2 − 1)
([
Γ1ĥ,Γ1ĥ
]
N1
−
[
Γ2ĥ,Γ2ĥ
]
N2
)
= (|z0|2 − 1) ([h′, h′]H − [h, h]H) = [h− z0h′, h− z0h′]H − [h′ − z0h, h′ − z0h]H
= [f ′, f ′]H − [f, f ]H.
(3) Let ĥ =
[
h
h′
]
∈ Nλ(V ), i.e., ĥ ∈ V −[∗] and h′ = λh. Then
(4.10) f̂ =
[
f
f ′
]
:=
[
h′ − z0h
h− z0h′
]
∈ Nζ(V0).
Let us set uj := Γj ĥ (j = 1, 2). Then by (3.12) γ̂j(λ)uj = ĥ. It follows from (4.7)
that
Γ0j f̂ =
√
|z0|2 − 1Γj ĥ =
√
|z0|2 − 1uj
and γ̂0j (ζ)uj =
1√
|z0|2−1
ĥ. Hence by (3.12) and (4.10)
γ0j (ζ)uj =
1√
|z0|2 − 1
pi1f̂ =
λ− z0√
|z0|2 − 1
h =
λ− z0√
|z0|2 − 1
γj(λ)uj .
Since (3.18) and (3.19) one gets
M0j (ζ)uj = Γ
0
i γ̂
0
j (ζ)uj =
1√
|z0|2 − 1
Γ0i f̂ = Γiĥ = Γiγ̂j(λ)uj =Mj(λ)uj ,
where i, j = 1, 2 and i 6= j. 
5. Description of generalized resolvents.
Definition 5.1. (see [16]) The operator-function Rλ holomorphic in neighborhood
O of the point ζ ∈ D1 is called the generalized resolvent of an isometric operator
V : H → H, if there exist a Pontryagin space H˜ ⊃ H and a unitary extension
V˜ : H˜ → H˜ of the operator V such that λ ∈ ρ(V˜ ), and if the equality
(5.1) Rλ = PH
(
V˜ − λ
)−1
↾ H, λ ∈ ρ(V˜ ) ∩O
GENERALIZED RESOLVENTS OF ISOMETRIC OPERATORS 15
in which PH is the orthoprojector from H˜ onto H holds.
Definition 5.2. A unitary extension V˜ of an operator V is called minimal, if
HV˜ = H˜, where
(5.2) HV˜ := span
{
H + (V˜ − λ)−1H : λ ∈ ρ(V˜ )
}
.
Definition 5.3. A unitary extension V˜ of an operator V is called regular, if H˜[⊥]
V˜
:=
H˜[−]HV˜ is a Hilbert space.
Proposition 5.4. Let a regular extension V˜ of an operator V be not minimal.
Then the following decompositions are valid:
(5.3) H˜ = H[⊥]
V˜
[∔]HV˜ and V˜ = V˜u[∔]V˜m.
Here V˜m is the minimal extension of the operator V and V˜u is a unitary operator
in a Hilbert space H[⊥]
V˜
. In this case,
(5.4) PH(V˜ − λ)−1 ↾ H = PH(V˜m − λ)−1 ↾ H.
Proof. Since V˜ is the regular extension, we have ind−HV˜ = ind−H˜ = κ˜. Hence,
HV˜ is not degenerate.
We now show that HV˜ and H
[⊥]
V˜
are invariant for V˜ . Let us take different λ1
and λ2 from ρ(V˜ ). Let h ∈ H. Then u := (V˜ − λ2)−1h ∈ HV˜ . Let the operator
(V˜ − λ1)−1 act on this vector:
(V˜ − λ1)−1(V˜ − λ2)−1h = 1
λ1 − λ2
(
(V˜ − λ1)−1 − (V˜ − λ2)−1
)
h ∈ HV˜ .
The case where λ1 and λ2 coincide with each other follows from the previous one,
if λ1 tends to λ2.
Consider now the vectors v ∈ H[⊥]
V˜
and u ∈ HV˜ . Then[
(V˜ − λ)−1v, u
]
H˜
=
[
v, (V˜ ∗ − λ)−1u
]
H˜
=
[
v,
1
λ
(
−I + (I − λV˜ )−1
)
u
]
H˜
= 0.
Here, we use the fact that, for the unitary operator V˜ , the inclusion λ ∈ ρ(V˜ ) yields
the inclusion 1
λ
∈ ρ(V˜ ).
Thus, H˜ = H[⊥]
V˜
[∔]HV˜ and V˜ =
[
V˜u 0
0 V˜m
]
, where V˜m is the minimal extension
of the operator V in HV˜ .
The equality
PH(V˜ − λ)−1 ↾ H = PH(V˜m − λ)−1 ↾ H,
follows from representation (5.3). 
Theorem 5.5. Let V be an isometry in a Pontryagin space H with negative index
κ, let Π = {N1 ⊕ N2,Γ1,Γ2} be the boundary triplet for V , Vi = kerΓi, and
γi(·), Mi(·), i = 1, 2 be the corresponding γ-fields and the Weyl functions and the
condition (A) holds.
Let H˜ = H[⊥][∔]H be a Pontryagin space
ind−H˜ = κ˜ ≥ κ, ind−H[⊥] = κ˜ − κ.We define the projectors pi1 and pi2 from
H[⊥] ×H[⊥] onto the first and second components H[⊥] ×H[⊥],
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pi1ĥ = h, pi2ĥ = h
′, where ĥ =
[
h
h′
]
∈ (H[⊥])2.
Then
(1) the adjoint l.r. for V −1 in the space H˜ takes the form
(5.5) V
−[∗]
H˜
= (H[⊥])2[∔]V −[∗];
(2) the operators
(5.6) Γ˜1 =
[
pi2 0
0 Γ1
]
∈ [(H[⊥])2[∔]V −[∗],H[⊥][∔]N1].
(5.7) Γ˜2 =
[
pi1 0
0 Γ2
]
∈ [(H[⊥])2[∔]V −[∗],H[⊥][∔]N2].
are the boundary operators in the boundary triplet
Π˜ = {(H[⊥][∔]N1)⊕ (H[⊥][∔]N2), Γ˜1, Γ˜2}
for the isometry V in H˜.
Moreover,
V˜1(= ker Γ˜1) = (H[⊥] ⊕ {0})[∔]V1,
V˜2(= ker Γ˜2) = ({0} ⊕ H[⊥])[∔]V2
(5.8)
and the corresponding γ–fields and the Weyl functions for the boundary
triplet Π˜ take the form
γ˜1(λ) =
[
1
λIH[⊥] 0
0 γ1(λ)
]
, λ ∈ D1
γ˜2(λ) =
[
IH[⊥] 0
0 γ2(λ)
]
, λ ∈ D2
(5.9)
M˜1(λ) =
[
1
λIH[⊥] 0
0 M1(λ)
]
, λ ∈ D1
M˜2(λ) =
[
λIH[⊥] 0
0 M2(λ)
]
, λ ∈ D2
(5.10)
Proof. Equality (5.5) is obvious. Let us prove equalities (5.6) and (5.7). Suppose
f̂ =
[
f
f ′
]
, ĝ =
[
g
g′
]
∈ V −[∗] and m̂ =
[
m
m′
]
, n̂ =
[
n
n′
]
∈ (H[⊥])2. Then f̂ + m̂ and
ĝ + n̂ ∈ V −[∗][∔](H[⊥])2. Let us check the general Green equality
[f ′, g′]H − [f, g]H + [m′, n′]H[⊥] − [m,n]H[⊥]
=
[
Γ1f̂ ,Γ1ĝ
]
N1
−
[
Γ2f̂ ,Γ2ĝ
]
N2
+ [pi2m̂, pi2n̂]H[⊥] − [pi1m̂, pi1n̂]H[⊥]
=
[
Γ˜1(f̂ + m̂), Γ˜1(ĝ + n̂)
]
H[⊥][∔]N1
−
[
Γ˜2(f̂ + m̂), Γ˜2(ĝ + n̂)
]
H[⊥][∔]N2
.
The defect space takes the form
N̂λ(V )H˜ =
{
f̂λ + ĝ : f̂λ ∈ N̂λ(V ), ĝ =
[
g
λg
]
∈
[H[⊥]
H[⊥]
]}
.
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Formulas (5.8) have become obvious now. Prove the formulas of γ-fields. Taking
into account
Γ˜1(f̂λ + ĝ) = λg + Γ1f̂λ,
we obtain
γ˜1(λ) =
[
1
λIH[⊥] 0
0 γ1(λ)
]
.
Similarly, we get the formula of γ˜2(·) from
Γ˜2(f̂λ + ĝ) = g + Γ2f̂λ.
Finally let us prove the formulas for Weyl functions. Take h1 ∈ N1 and g ∈
H[⊥].Then be definition of Weyl function one gets
M˜1(λ)(h1 + g) = Γ˜2̂˜γ1(λ)(h1 + g),
where ̂˜γ1(λ) = [ γ˜1(λ)λγ˜1(λ)
]
. We obtain
M˜1(λ)(h1 + g) = Γ˜2
([
1
λIH[⊥]
IH[⊥]
]
g + γ̂1(λ)h1
)
=
1
λ
g +M1(λ)h1.
Similarly, we obtain the latter formula. Now suppose h2 ∈ N2. Then
M˜2(λ)(h2 + g) = Γ˜1̂˜γ2(λ)(h2 + g) = Γ˜1([ IH[⊥]λIH[⊥]
]
g + γ̂2(λ)h2
)
= λg +M2(λ)h1. 
We recall the basic notions of the theory of unitary colligations (see [1], [7]). Let
H,N2 and N1 be a Pontryagin spaces, and let U =
[
T F
G H
]
be a unitary operator
from H[∔]N2 to H[∔]N1. Then the quadruple ∆ = (H,N2,N1;U) is called a
unitary colligation. The spaces H,N2,N1 are called, respectively, the space of
states, space of inputs, and space of outputs, and the operator U is called the
connecting operator of the colligation ∆.
The colligation ∆ is called simple, if there exists no subspace in the space H
reducing U . The operator-function
(5.11) Θ(λ) = H + λG(I − λT )−1F : N2 → N1 (λ−1 ∈ ρ(T ))
is called the characteristic function of a colligation ∆ (or the scattering matrix of
the unitary operator U relative to the channel spaces N2 and N1 in the case where
N2,N1,H are Hilbert ones [2]). The characteristic function characterizes a simple
unitary colligation to within a unitary equivalence.
We recall that for the components of a unitary colligation the following relations
T [∗]T +G[∗]G = IH, F
[∗]F +H [∗]H = IN2 , T
[∗]F +G[∗]H = 0,
TT [∗] + FF [∗] = IH, GG
[∗] +HH [∗] = IN1 , TG
[∗] + FH [∗] = 0
(5.12)
hold.
Proposition 5.6. [9] Let ∆ = (H,N2,N1;T, F,G,H) be a unitary colligation and
Θ(·) be the characteristic function of this colligation . Then
Θ(λ) = PN1(I − λUPH)−1U ↾ N2 = PN1U(I − λPHU)−1 ↾ N2,(5.13)
where PH and PNi are orthoprojections from H[∔]Ni onto H and Ni (i = 1, 2),
respectively.
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Proof. Indeed, by the equality
(IH⊕N2 − λPHU)−1 =
[
(IH − λT )−1 λ(IH − λT )−1F
0 IN2
]
,
we get
(5.14) U(I − λPHU)−1 =
[
T (I − λT )−1 F + λT (I − λT )−1F
G(I − λT )−1 H + λG(I − λT )−1F
]
and the bottom right corner coincides with Θ(λ). This proves the first equation
in (5.13).
Further, note that U−1 = U [∗] and
U(I − λPHU)−1 = (U−1 − λPH)−1 =
(
U−1(I − λUPH)
)−1
= (1− λUPH)−1U,
we obtain the second and the third equalities for Θ(λ). 
Theorem 5.7. Let V be an isometric operator in H, let H˜ = H[∔]H[⊥] be a
Pontryagin space with negative index ind−H˜ = κ˜, ind−H = κ, and let Π˜ be the
boundary triplet constructed in Theorem 5.5. Then:
(1) Any unitary extension V˜ ∈ C(H˜) of the operator V can be represented in
the form V˜ = V˜θ := Γ˜
−1θ−1, where θ is the graph of the unitary operator
(5.15) U =
[
T F
G H
]
:
[H[⊥]
N2
]
→
[H[⊥]
N1
]
.
(2) A unitary extension V˜θ ∈ C(H˜) of the operator V is minimal iff the unitary
colligation ∆ = (H[⊥],N2,N1;T, F,G,H) is simple.
(3) If Θ(λ) is the characteristic function of the unitary colligation
∆ = (H[⊥],N2,N1;T, F,G,H), then the generalized resolvent of the opera-
tor V , which corresponds to the extension V˜θ, takes the following form for
λ ∈ ρ(V˜ ) ∩ D1:
(5.16) Rλ = Rλ(V1)− λ−1γ1(λ)Θ(1/λ) (I −M1(λ)Θ(1/λ))−1 γ#2 (λ);
and if λ ∈ ρ(V˜ ) ∩ D2, it takes the form
(5.17) Rλ = Rλ(V2) + λ
−1γ2(λ)Θ(λ)
[∗]
(
I −M2(λ)Θ(λ)[∗]
)−1
γ#1 (λ).
Proof. 1) The assertion of this item of the theorem is a consequence of Theorem
3.3.3 and the remark after it.
2) Let the colligation ∆ = (H[⊥],N2,N1;T, F,G,H) be not simple, i.e., H[⊥] =
H[⊥]1 [∔]H[⊥]2 . Then the unitary operator U takes the form U =
[
U1 0
0 U2
]
:[
H[⊥]1
H[⊥]2 [∔]N2
]
→
[
H[⊥]1
H[⊥]2 [∔]N1
]
. In view of operators Γ˜1 and Γ˜2 (see formulas 5.6)
and 5.7),we can conclude that they act from
[
H[⊥]1
H[⊥]2
]
to H[⊥]1 as projections. Hence,
V˜ = Vθ will have a reducing subspace, namely, H[⊥]1 . Thus, V˜ is not the minimal
extension of the operator V in H˜. The proof of this assertion in the reverse direction
is analogous. reverse direction is analogous.
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3) Using formulas (3.35) and (3.38) for the resolvents of extensions of the operator
V , we now find the resolvent of the unitary extension V˜ = V˜θ : H˜ → H˜, where
θ =
{[
h
Uh
]
: h ∈
[H[⊥]
N2
]}
.
Then with regard for (5.1), we obtain
Rλg = PHRλ(V˜1)g − 1
λ
PHγ˜1(λ)U
(
I − M˜1(λ)U
)−1
γ˜#2 (λ)g
= Rλ(V1)g − 1
λ
γ1(λ)PN1U
(
I − M˜1(λ)U
)−1
γ#2 (λ)g,
(5.18)
where λ ∈ ρ(V˜θ) ∩D1 and g ∈ H;
Rλg = PHRλ(V˜2)g +
1
λ
PHγ˜2(λ)U
[∗]
(
I − M˜2(λ)U [∗]
)−1
γ˜#1 (λ)g
= Rλ(V2)g +
1
λ
γ2(λ)PN1U
[∗]
(
I − M˜2(λ)U [∗]
)−1
γ#1 (λ)g,
where λ ∈ ρ(V˜θ) ∩D2 and g ∈ H.
The latter formula includes U [∗], since
θ =
{[
h
Uh
]
, h ∈
[H[⊥]
N2
]}
=
{[
U [∗]g
g
]
, g ∈
[H[⊥]
N1
]}
by virtue of the unitary of the operator U .
Using the Frobenius formula for the inverse block matrix, we transform the
former formula as(
I − M˜1(λ)U
)−1
=
(
I −
[
1
λIH⊥ 0
0 M1(λ)
] [
T F
G H
])−1
=
[
I − 1λT − 1λF
−M1(λ)G I −M1(λ)H
]−1
=
[∗ 1λ(I − 1λT )−1FΦ( 1λ)
∗ Φ( 1λ)
]
,
(5.19)
where ∗ stands for the blocks, which are insignificant, and
Φ
(
1
λ
)
: =
(
I −M1(λ)H − 1
λ
M1(λ)G
(
I − 1
λ
T
)−1
F
)−1
=
(
I −M1(λ)Θ
(
1
λ
))−1
.
(5.20)
Substituting (5.19) and (5.20) in (5.18), we obtain
PN1U
(
I − M˜1(λ)U
)−1
↾N2=
1
λ
G(I − 1
λ
T )−1FΦ(
1
λ
) +HΦ(
1
λ
)
= Θ
(
1
λ
)
Φ(
1
λ
) = Θ
(
1
λ
)(
I −M1(λ)Θ
(
1
λ
))−1
.
The latter formula is gotten by using Remark 3.19 and formula Θ#
(
1
λ
)
= Θ(λ)[∗].

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Theorem 5.8. Let V be an isometric operator in H and Π = {N1⊕N2,Γ1,Γ2} be
a boundary triplet for it such that condition (A) holds. Then formulas (5.16) and
(5.17) establish the bijective correspondence between the set of generalized resolvents
of the operator V that correspond to regular extensions V˜ : H˜ → H˜ and the set of
operator-functions ε(·) ∈ Sκ˜−κ(N2,N1).
Proof. Step 1. By virtue of Proposition 5.4 for any general extension V˜ of V
exists a minimal extension V˜m, such that the generalized resolvent for Rλ that cor-
responds to V˜ admits the following representation Rλ = PH
(
V˜m − λ
)−1
↾ H.
Then from Theorem 5.7 the operator V˜m has the form V˜m = Γ˜
−1θ−1, where
θ is the graph of a unitary operator U from (5.15) and the unitary colligation
{U,H[⊥][∔]N2,H[⊥][∔]N1} is simple. Let Θ(·) be the characteristic function for
this colligation. Using Theorem 5.7.3 we get formulas (5.16), (5.17). By Theorem
2.5.10 [1] the operator-function Θ(·) ∈ Sκ˜−κ(N2,N1).
To prove the opposite statement we consider separately two cases: when ε(·) is
holomorphic at zero and when it is not.
Step 2. Assume that ε(·) ∈ Sκ˜−κ(N2,N1) and ε(·) is holomorphic at zero. Then
there exists the unique simple unitary colligation to within a unitary equivalence
∆ = {H[⊥],N2,N1;U} such that H[⊥] is a Pontryagin space with the index κ˜− κ
and the characteristic function of this colligation coincide with ε(·) (see [1, Theorem
2.5.10]).
Consider the boundary triplet from Theorem 5.5. The extension V˜U is minimal.
By Theorem 5.7.3, the generalized resolvent that corresponds to V˜U can be found
by (5.16), (5.17).
Step 3. Assume that ε(·) ∈ Sκ˜−κ(N2,N1) and ε(·) is not holomorphic at
zero. Then there exists a point z0 ∈ De such that ε(·) is holomorphic at 1/z0.
Consider a new operator function ε0(1/ζ) := ε(
ζ+z0
1+z0ζ
), which is holomorphic at
zero. By [1, Theorem 2.5.10] there exists the unique simple unitary colligation
∆0 = {H[⊥],N2,N1;U0} such that the characteristic function of this colligation
coincides with ε0(ζ). Consider the isometric operator V0 defined by (4.2) and the
boundary triplet Π0 for V0 constructed in Lemma 4.3. Then by the reasoning of
Step 2 there exists a unitary extension VU0 of the operator V0 corresponding to the
unitary colligation ∆0 = {H[⊥],N2,N1;U0} via Theorem 5.5.
The generalized resolvent of V0 corresponding to this extension V˜U0 is given by
(5.16) for ζ ∈ De.
(5.21) R0ζ = Rζ(V
0
1 )− ζ−1γ01(ζ)ε0(1/ζ)
(
I −M01 (ζ)ε0(1/ζ)
)−1
γ0#2 (ζ).
We define a l.r.
V˜ε = (I + z0V˜U0 )(V˜U0 + z0)
−1.
Using formula (5.21) and connections between resolvents, γ-fields andWeyl-functions
of V˜ε and V˜U0 (see formula (4.5) and Lemma (4.3)), one gets
R0ζ −Rζ(V 01 ) =
λ− z0
|z0|2 − 1 [I + (λ − z0)Rλ − (I + (λ− z0)Rλ(V1))]
= − λ− z0
1− z0λ
λ− z0√
|z0|2 − 1
γ1(λ)ε (1/λ) (I −M1(λ)ε (1/λ))−1 1/λ− z0√|z0|2 − 1γ#2 (λ).
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After simplifications we obtain the formula
Rλ = Rλ(V1)− λ−1γ1(λ)ε(1/λ) (I −M1(λ)ε(1/λ))−1 γ#2 (λ),
which proves (5.16). Now by taking ”sharp” of both sides we can get formula (5.17)
(see Remark 3.19 and the last part of Theorem 5.7 proof). 
Corollary 5.9. Let the assumptions of Theorem 5.7 be satisfied. Then formulas
for generalized coresolvents have the following forms:
PH(I − λV˜ ) ↾ H = (I − λV1)−1 + γ1(1/λ)Θ(λ) (I −M1(1/λ)Θ(λ))−1 γ2(λ)[∗]
for λ ∈ ρ(V˜ )−1 ∩ D2;
PH(I − λV˜ ) ↾ H = (I − λV2)−1 − γ2(1/λ)Θ#(λ)
(
I −M2(1/λ)Θ#(λ)
)−1
γ1(λ)
[∗]
for λ ∈ ρ(V˜ )−1 ∩ D1.
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