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Povzetek
Naslov: Primerjava algoritmov za izracˇun Fourierjeve transformacije s po-
mocˇjo sistema ALGator
V diplomskem delu bomo najprej predstavili osnovne matematicˇne pojme, ki
so potrebni za razumevanje delovanja izbranih algoritmov. Potem pa se bomo
poglobili v pet razlicˇnih implementacij Fourierjeve transformacije. Analizirali
bomo njihovo cˇasovno zahtevnost, sˇtevilo kompleksnih stesˇtevanj in sˇtevilo
kompleksnih mnozˇenj.
Zaradi integracije v sistem ALGator smo vse algoritme napisali v program-
skem jeziku Java. Sistem je namenjen razvijalcem algoritmov, saj omogocˇa
ucˇinkovito in enostavno testiranje ter analizo dobljenih rezultatov. Prav tako
bomo med seboj primerjali implementacijo z decimacijo po cˇasu ter decima-
cijo po frekvenci enakega algoritma na rekurziven in iterativen nacˇin. Testni
podatki, na katerih bomo testirali navedene algoritme, so sestavljeni iz vho-
dnih podatkov in dejanske resˇitve. Za taksˇno obliko testov smo se odlocˇili
zato, da je preverjanje pravilnosti algoritmov cˇim hitrejˇse.
Kljucˇne besede: Fourierjeva transformacija, kompleksna sˇtevila, N-ti pri-
mitivni koren enote, hitra Fourierjeva transformacija, diskretna Fourierjeva
transformacija, Bluesteinov algoritem, osnova 2, osnova 4, deljena osnova,
ALGator.

Abstract
Title: Comparison of Fourier transform algorithms with the help of ALGator
system
At first we will explain the required mathematical knowledge which is crucial
for the understanding of implemented algorithms in this thesis. Afterwards
we will dive into five different implementations of Fourier transform and anal-
yse their time complexity, number of complex additions and multiplications.
Because of the integration in ALGator system all algorithms will be imple-
mented in Java programming language. This system is intended to be used
by the algorithm developers, because it offers very convenient implementa-
tion, effective testing and fast querying and analysis of the acquired results.
We will compare decimation in time and decimation in frequency implemen-
tations of each algorithm and also its iterative and recursive forms. Testing
data on which we will test our algorithms consist of the input data which
needs to be transformed and correct transformation result. This way we will
be able to verify the correctness of the algorithms as quickly as possible.
Keywords: Fourier transform, fast Fourier transform, discrete Fourier trans-
form, complex numbers, N-th primitive root of unity, Bluestein’s algorithm,
radix-2, radix-4, split radix, ALGator.

Poglavje 1
Uvod
Zapleten signal lahko razdelimo na vecˇ preprostih valov. Fourierjeva trans-
formacija (FT) nam pove vrsto in velicˇino valov iz katerih je sestavljen izvorni
signal. V bistvu lahko vse na svetu predstavimo v obliki signala, na primer:
zvocˇni signal, elektromagnetni signal, viˇsino hriba v odvisnosti od lokacije,
ceno neke dobrine v odvisnosti od cˇasa itd. Fourierjeva transformacija nam
omogocˇa edinstven vpogled in analizo teh signalov, zato je v uporabi na ve-
liko znanstevenih podrocˇjih. Zaradi potrebe po cˇim hitrejˇsi transformaciji
vhodnega signala se je razvilo zˇe veliko razlicˇnih algoritmov oziroma postop-
kov za izracˇun DFT.
FT ni omejena samo na funkcije cˇasa, vendar bomo zaradi lazˇjega in razu-
mljivejˇsega poimenovanja domeno vhodne funkcije poimenovali kot cˇasovno
domeno, domeno izhodne funkcije (FT) pa kot frekvencˇno domeno.
1.1 Testiranje algoritmov
Poglavitna opravila tekom razvoja algoritma so meritve njegove ucˇinkovitosti,
primerjava z zˇe obstojecˇimi algoritmi ter analiza izhodnih podatkov. Ravno
zaradi nasˇtetih nalog smo se odlocˇili za uporabo sistema ALGator, ki vse to
omogocˇa na enem mestu.
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Prav tako pa so njegove pomembne lastnosti sˇe:
• merjenje razlicˇnih cˇasovnih parametrov (minimalni, maksimalni, pov-
precˇni, srednja vrednost),
• testiranje javanske kode,
• izvajanje algoritmov z razlicˇnimi vhodnimi podatki,
• shranjevanje rezultatov izvajanja testov v datotekah,
• graficˇni prikaz rezultatov izvajanja testov.
1.2 Implementirani algoritmi
V delu smo implementirali tri razlicˇne algoritme po metodi Cooley-Tukey, to
so:
• algoritem z osnovo 2,
• algoritem z osnovo 4,
• algoritem z deljeno osnovo (2 in 4).
Za vse zgoraj nasˇtete algoritme smo napisali dve razlicˇici, prva uporablja
decimacijo v cˇasvnem prostoru, druga pa decimacijo v frekvencˇnem prostoru.
Obe uporabljata rekurzivno metodo. Prav tako smo algoritma z osnovo 2 in
osnovo 4 (z decimacijo v cˇasovnem prostoru) napisali tudi v iterativni izvedbi.
Poleg algoritmov, ki imajo omejitve glede dolzˇine vhodnih podatkov, smo
implementirali sˇe Bluesteinov algoritem ter za primerjavo sˇe navadno DFT
(po definiciji).
Cilj te naloge je med drugim tudi integracija problema racˇunanja FT v sistem
ALGator. To razvijalsko orodje se nacˇeloma vsekozi izpopolnjuje in nadgra-
juje, tako smo tudi mi v cˇasu nastajanja tega dela prispevali nekaj popravkov
(napake v dokumentaciji, nepopoln regularni izraz za obravnavo poti do da-
totek na windows platformi, napaka z RSync orodjem) in nadgradenj (nova
statisticˇna funkcija).
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1.3 Pregled dela
To diplomsko delo smo vkljucˇno z uvodom razdelili na sˇest vsebinsko zao-
krozˇenih poglavij.
Po uvodu v drugem poglavju navajamo teoreticˇno predznanje (definicije in iz-
reke), ki je potrebno za boljˇse razumevanje delovanja algoritmov. Natancˇneje
smo opisali Eulerjevo formulo, N-ti primitivni koren enote ter matrike s po-
sebnimi lastnostmi, ki jih uporablja Bluesteinov algoritem.
V tretjem poglavju se osredotocˇimo na natancˇnejˇso predstavitev izbranih al-
goritmov, ki resˇujejo dani problem ter navademo sˇtevilo kompleksnih sesˇtevanj
in mnozˇenj. Poglavje zacˇnemo z definicijo DFT, potem opiˇsemo algoritme,
ki uporabljajo metodo Cooley-Tukey (z decimacijo v cˇasovnem in tudi fre-
kvencˇnem prostoru), na koncu poglavja pa predstavimo idejo Bluesteinovega
algoritma.
V cˇetrtem poglavju predstavimo integracijo izbranih algoritmov v sistem AL-
Gator. Zacˇnemo s splosˇnimi informacijami o sistemu, nadaljujemo pa z na-
tancˇnejˇsim opisom delovanja. Opisali smo naloge, ki jih mora administrator
projekta v ALGatorju opraviti za pravilno integracijo algoritmov in problema
v sistem. Razlozˇili smo tudi strukturo testnih primerov ter vsebino pomozˇnih
knjizˇnic in razredov, ki so potrebni za delovanje projekta znotraj ALGatorja.
Predzadnje poglavje opisuje in primerja rezultate testiranja, to so:
• cˇas izvajanja algoritmov,
• sˇtevilo kompleksnih sesˇtevanj,
• sˇtevilo kompleksnih mnozˇenj,
• sˇtevilo rekurzivnih klicev (pri algoritmih implementiranih z rekurzijo),
• izracˇun cˇasa izvajanja v odvisnosti od sˇtevila rekurzivnih klicev,
• primerjava cˇasa racˇunanja transformacije in inverzne transformacije.
V zadnjem poglavju predstavimo sklepne misli in navedemo ideje za nadaljne
raziskovanja tega podrocˇja ter nekaj izboljˇsav sistema ALGator.
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Poglavje 2
Definicije in izreki
2.1 Kompleksna sˇtevila
Ucˇinkovito racˇunanje DFT je zelo odvisno od razumevanja kompleksnih
sˇtevil.
Kompleksna sˇtevila so bila predstavljena, da bi lahko resˇili enacˇbe, kot so
x2 + 1 = 0, ki nimajo resˇitve v mnozˇici realnih sˇtevil R.
Definicija 2.1 Kompleksno sˇtevilo je urejen par (x, y) kjer sta x, y ∈ R
realni sˇtevili in na katerih sta operaciji sesˇtevanje in mnozˇenje definirani
kot [1]:
Naj bosta (x1, y1) in (x2, y2) kompleksni sˇtevili.
Potem je kompleksno sesˇtevanje (x1, y1) + (x2, y2) definirano kot:
(x1, y1) + (x2, y2) := (x1 + x2, y1 + y2). (2.1)
Kompleksno mnozˇenje (x1, y1)× (x2, y2) pa kot:
(x1, y1)× (x2, y2) := (x1x2 − y1y2, x1y2 + y1x2). (2.2)
V zgornji definiciji mnozˇenja dveh kompleksnih sˇtevil 2.2 opazimo, da po-
trebujemo za eno kompleksno mnozˇenje sˇtiri realna mnozˇenja in dve realni
sesˇtevanji. Cˇe oznacˇimo
A := x1(x2 + y2), (2.3)
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B := y2(x1 + y1), (2.4)
C := x2(y1 − x1), (2.5)
potem lahko mnozˇenje dveh kompleksnih sˇtevil zapiˇsemo s spodnjo enacˇbo
(x1, y1)× (x2, y2) = (A−B,A+ C). (2.6)
Z nacˇinom mnozˇenja dveh kompleksnih sˇtevil zapisanih v enacˇbi 2.6 potre-
bujemo za izracˇun tri realna mnozˇenja in pet realnih sesˇtevanj. Opazimo, da
smo prihranili eno realno mnozˇenje za ceno treh realnih sesˇtevanj. Enacˇba 2.6
bi nam koristila samo v primeru, cˇe bi se algoritmi izvajali na racˇunalniku,
ki izvede tri realna sesˇtevanja hitreje kot eno realno mnozˇenje. V nasˇih al-
goritmih bomo zato kompleksna mnozˇenja implementirali po enacˇbi 2.2.
Definicija 2.2 Definirajmo imaginarno enoto i:
i := (0, 1). (2.7)
Iz enacˇbe (2.2) in definicije imaginarne enote 2.2 potem sledi:
i2 = (0, 1)× (0, 1) = (0 · 0− 1 · 1, 0 · 1 + 0 · 1) = (−1, 0) = −1, (2.8)
to nam pokazˇe, da je kvadratni koren imaginarne enote i enak -1. Opa-
zimo tudi, da lahko kompleksno sˇtevilo (urejen par) zapiˇsemo tudi kot vsoto
realnega in imaginarnega dela:
(x, y) = (x, 0) + (y, 0)× (0, 1) = (x, 0) + (0, y) = x+ yi. (2.9)
Izrek 2.1 Naj bo z = x + yi kompleksno sˇtevilo, kjer sta x, y ∈ R2. Potem
absolutno vrednost sˇtevila z zapiˇsemo kot |z| in velja [1]:
r = |z| =
√
x2 + y2. (2.10)
Ker je kompleksno sˇtevilo urejen par, ga lahko predstavimo v ravnini realnih
sˇtevil R2.
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2.1.1 Predstavitev kompleksnega sˇtevila v ravnini
Definicija 2.3 Naj bo z = x+ yi kompleksno sˇtevilo, potem je:
• Re(z) := x koeficient realnega dela kompleksnega sˇtevila z
• Im(z) := y koeficient imaginarnega dela kompleksnega sˇtevila z
Slika 2.1: Predstavitev kompleksnega sˇtevila v ravnini.
Definicija 2.4 Konjugacija kompleksnega sˇtevila z = x + yi je definirana
kot [1]:
z = x− yi. (2.11)
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Slika 2.2: Predstavitev kompleksnega sˇtevila z in njegove konjugacije v rav-
nini.
2.1.2 Polarna predstavitev
Definicija 2.5 Naj bo z = x + yi, kjer sta x, y ∈ R2. Potem kot, ki ga z
oklepa z realno osjo, oznacˇimo [1]:
θ = arg(z) (2.12)
Iz zgornje definicije 2.5, izreka o absolutni vrednosti kompleksnega sˇtevila
2.1 in trigonometricˇnih funkcij potem sledi:
x
r
= cos θ =⇒ x = r cos θ, (2.13)
y
r
= sin θ =⇒ y = r sin θ. (2.14)
To pomeni, da lahko vsako kompleksno sˇtevilo z = x+ yi 6= 0 zapiˇsemo kot:
z = x+ yi = r(cos θ + i sin θ). (2.15)
Par 〈r, θ〉 imenujemo polarna oblika kompleksnega sˇtevila z 6= 0. Sˇtevilo
z = 0 + 0i pa je definirano kot 〈0, 0〉.
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Slika 2.3: Predstavitev kompleksnega sˇtevila v polarnih koordinatah.
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2.2 Eulerjeva formula
Za razumevanje Eulerjeve formule je potrebno omeniti Taylorjevo vrsto.
Izrek 2.2 Naj bo funkcija f na okolici tocˇke a (n+1)-krat zvezno odvedljiva,
potem lahko funckijo f razvijemo v vrsto okrog tocˇke a in velja [2]:
f(x) = f(a)+f ′(a)(x−a)+f
′′(a)
2!
(x−a)2+. . .+f
(n)(a)
n!
(x−a)n+Rn(x) (2.16)
Rn(x) =
f (n+1)(ξ)
(n+ 1)!
(x− a)n+1; (2.17)
pri cˇemer je ξ neka tocˇka med a in x.
f(x) =
n∑
k=0
f (k)(a)
k!
(x− a)k +Rn(x) (2.18)
Izrek 2.3 Eulerjeva formula, vcˇasih imenovana tudi Eulerjeva identiteta, se
glasi [1]:
eix = cos(x) + i sin(x) (2.19)
kjer je i imaginarna enota, definirana z definicijo 2.2.
Dokaz. Za dokaz Eulerjeve formule si bomo pomagali s Taylorjevo vrsto.
Najprej razvijmo Taylorjeve vrste za funckije ex, cos(x) in sin(x) okrog tocˇke
a = 0, tako dobimo:
ex = 1 + x+
x2
2!
+ · · · =
∞∑
k=0
xk
k!
, (2.20)
cos(x) = 1− x
2
2!
+
x4
4!
− x
6
6!
+ · · · =
∞∑
k=0
(−1)kx2k
(2k)!
, (2.21)
sin(x) = x− x
3
3!
+
x5
5!
− x
7
7!
+ · · · =
∞∑
k=0
(−1)k
(2k + 1)!
x2k+1. (2.22)
Sedaj, ko poznamo Taylorjevo vrsto za funkcijo ex, lahko v funkcjo namesto
x vstavimo ix, potem dobimo:
eix = 1 + ix+
(ix)2
2!
+
(ix)3
3!
+
(ix)4
4!
+
(ix)5
5!
+ . . . (2.23)
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Cˇe se spomnimo enacˇbe (2.8) iz poglavja o kompleksnih sˇtevilih, kjer smo
pokazali, da velja i2 = −1, potem lahko zgornjo enacˇbo poenostavimo:
eix = 1 + ix− x
2
2!
− ix
3
3!
+
x4
4!
+
ix5
5!
− . . . (2.24)
Tako lahko izpostavimo i in dobimo:
eix = (1− x
2
2!
+
x4
4!
− . . . ) + i(x− x
3
3!
+
x5
5!
− . . . ). (2.25)
Zaradi poznavanja Taylorjeve vrste funkcij cos(x) in sin(x) takoj opazimo, da
vsota v prvem oklepaju predstavlja vrsto za cos(x), vsota v drugem oklepaju
pa vrsto za sin(x) in tako potem dobimo Eulerjevo formulo:
eix = cos(x) + i sin(x). (2.26)

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2.3 N-ti primitivni koren enote
Definicija 2.6 Naj bo K obseg in naj za ω ∈ K velja:
(i) ωN = 1,
(ii) ωj 6= 1; j = 1, 2, . . . , N − 1.
Potem se ω imenuje N-ti primitivni koren enote in ga oznacˇimo z ωN [1].
V nasˇem primeru kjer je obseg K = C (mnozˇici kompleksnih sˇtevil), bo
primitivni N-ti koren enote [7]:
ωN = e
−i 2pi
N (2.27)
Slika 2.4: Prikaz N-tega primitivnega korena enote v primeru N = 5.
Sedaj bomo navedli lastnosti N-tega primitivnega korena enote v mnozˇici C,
ki nam bodo omogocˇale ucˇinkovitejˇsi izracˇun FT [8].
(a) Periodicˇnost: ωk+NN = ω
k
N .
(b) Zrcalnost: ω
k+N
2
N = −ωkN .
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(c) Simetrija kompleksne konjugiranosti: ω
k(N−n)
N = ω
kn
N .
(d) ωkN = ωN
k
(e) Cˇe velja: N mod 2 = 0 =⇒ ω
N
2
N = −1.
V enakem vrstnem redu, kot smo nasˇteli zgornje lastnosti, jih bomo sedaj
dokazali.
Dokazi.
(a) Periodicˇnost dokazˇemo enostavno, cˇe razsˇirimo zapis na levi strani enacˇbe (a)
s pomocˇjo Eulerjeve formule 2.3:
ωk+NN = ω
k
N · ωNN = ωkN · e−i
2piN
N
= ωkN · (cos(−2pi) + i sin(−2pi))
= ωkN · (1 + 0)
= ωkN . (2.28)

(b) Enako naredimo tudi pri dokazu zrcalnosti, razsˇirimo levo stran enacˇbe (b):
ω
k+N
2
N = ω
k
N · ω
N
2
N
= ωkN · e−i
2pi
N
N
2
= ωkN · e−ipi = ωkN · (cos(−pi) + i sin(−pi))
= ωkN · (−1 + 0)
= −ωkN . (2.29)

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(c) Z uposˇtevanjem Eulerjeve formule 2.3 in definicije 2.4 dokazˇemo lastnost (c):
ω
k(N−n)
N = ω
kN−kn
N = e
−i 2pi
N
kN · ω−knN
= (cos(−2pik) + i sin(−2pik)) · ei 2piN kn = (1 + 0) · ei 2piN kn
= (cos(
2pi
N
kn)− i sin(2pi
N
kn))
= e−i
2pi
N
kn
= ωknN . (2.30)

(d) Z uposˇtevanjem enacˇbe (2.27) in Eulerjeve formule 2.3 dokazˇimo la-
stnost (d):
ωkN = e
−i 2pi
N
k
= e
−i 2pi
N 1
k = e
−i 2piN
k
= ωN
k
. (2.31)

(e) Dokazˇimo lastnost (e). Ker N mod 2 = 0 =⇒ N = 2k za ∀k ∈ N,
potem lahko ωN zapiˇsemo kot:
ωN = e
−i 2pi
N = e−i
2pi
2k = e−i
pi
k . (2.32)
Zato velja:
ω
N
2
N = ω
k
N = e
−ipi
k
k = e−ipi = −1. (2.33)

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2.4 Vrste matrik
Definicija 2.7 Naj bo D kvadratna matrika velikosti n×n. Matriko D ime-
nujemo diagonalna matrika, cˇe za vsak i, j = 1, 2, . . . , n velja di,j = 0, kjer
i 6= j.
D = diag(d1,1, d2,2, . . . , dn,n) =

d1,1 0 . . . 0
0 d2,2
. . . 0
...
. . . . . . 0
0 . . . 0 dn,n
 . (2.34)
Definicija 2.8 Za kvadratno matriko A velikosti n× n recˇemo, da je sime-
tricˇna, cˇe je enaka svoji transponirani obliki. Elementi simetricˇne matrike
so enaki glede na glavno diagonalo [3]. Primer simetricˇne matrike velikosti
4× 4:
A = AT =

a b c d
b e f g
c f h i
d g i j
 . (2.35)
Definicija 2.9 Toeplitzova matrika je kvadratna matrika velikosti n × n,
Tn = [ti,j; i, j = 0, 1, . . . , n − 1], kjer velja ti,j = hi−j za vseh 2n − 1
skalarjev h−(n−1), . . . , h0, . . . , hn−1. kot na primer [4]:
Tn =

h0 h−1 h−2 . . . h−(n−1)
h1 h0 h−1
h2 h1 h0
...
...
. . .
hn−1 . . . h0

. (2.36)
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Definicija 2.10 Krozˇna matrika C je Toeplitzova matrika posebne oblike,
C =

c0 c1 c2 . . . cn−1
cn−1 c0 c1 c2
...
cn−1 c0 c1
. . .
...
. . . . . . . . . c2
c1
c1 . . . cn−1 c0

, (2.37)
kjer je vsaka vrstica ciklicˇni zamik vrstice nad njo. Obliko matrike lahko
opiˇsemo tudi na nacˇin, cˇe je (i, j) element matrike C, Ci,j, podan s spodnjo
enacˇbo [4]:
Ci,j = c(j−i) mod n. (2.38)
Poglavje 3
Algoritmi
V tem poglavju si bomo podrobneje ogledali algoritme za izracˇun FT in
sˇtevilo kompleksnih sesˇtevanj in mnozˇenj, ki jih potrebujejo. Teoreticˇne pred-
stavitve si bodo sledile v vrstnem redu: algoritem z osnovo 2, algoritem z
osnovo 4 ter algoritem z deljeno osnovo (2 in 4). Pri vsakem od nasˇtetih
algoritmov bomo med seboj primerjali DIT in DIF izvedbo. Na koncu po-
glavja pa bomo predstavili tudi glavno idejo Bluesteinovega algoritma.
Pri implementaciji algoritmov smo uporabili paket, ki implementira komple-
ksna sˇtevila in operacije nad njimi iz matematicˇne knjizˇnjice Apache Com-
mons [6].
Potence N-tega primitivnega korena enote izracˇunamo znova ob vsaki trans-
formaciji. Za izracˇun smo uporabili Eulerjevo formulo (2.19):
ωkN = e
−i 2pi
N
k = cos(
2pi
N
k)− i sin(2pi
N
k); k,N ∈ N0 (3.1)
Teh vrednosti nismo izracˇunali zˇe v naprej in jih tudi nismo shranili v
kakrsˇnokoli vrsto tabele za kasnejˇso ponovno uporabo.
Prav tako vsi algoritmi uporabljajo enako funckijo za izracˇun DFT in izracˇun
inverzne DFT. S pomocˇjo vhodnega parametra funkcije za izracˇun transfor-
macije (boolean spremenljivka) dolocˇimo, cˇe racˇunamo inverzno transforma-
cijo. V primeru racˇunanja inverza se v zadnji fazi izvajanja vsaka izhodna
vrednost deli sˇe z dolzˇino vhodnih podatkov (N).
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Izvorno kodo implementiranih algoritmov in celoten ALGator projekt smo
shranili tudi v javno dosegljiv GitHub repozitorij [11].
3.1 Diskretna Fourierjeva transformacija
Definicija 3.1 Diskretna Fourierjeva transformacija (DFT) Xk vhodnega
zaporedja xk dolˇzine N je podana z naslednjo enacˇbo [7]:
Xk =
N−1∑
r=0
xrω
rk
N ; k = 0, 1, . . . , N − 1. (3.2)
Kjer je ωN N-ti primitivni koren enote podan z enacˇbo (2.27).
Iz zgoraj navedene enacˇbe (3.2) razberemo, da je sˇtevilo kompleksnih sesˇtevanj
S in sˇtevilo kompleksnih mnozˇenj M v DFT sledecˇe:
S = N ·N = N2 (3.3)
in
M = N ·N = N2. (3.4)
Pri cˇemer nismo uposˇtevali izracˇuna potenc N-tega korena enote.
Ta algoritem smo implementirali striktno po zgornji enacˇbi (3.2) zato, da
bomo lahko meritve ostalih algoritmov primerjali z definicijo DFT.
3.2 Osnova 2
Algoritem Cooley-Tukey (1965), ki sta ga razvila James William Cooley in
John Tukey, razdeli problem velikosti N na vecˇ podproblemov (v primeru
tega algoritma na dva), tako da velja N = N1 · N2, kjer sta N1 sˇtevilo
podproblemov in N2 velikost podproblemov. To nam omogocˇi, da izracˇun
ene DFT razbijemo na vecˇ manjˇsih DFT in zaradi posebnih lastnosti N-tega
primitivnega korena enote, ki smo jih navedli v razdelku 2.3, zmanjˇsamo cˇas
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izracˇuna. V nasˇem primeru na O(N · logN).
Predpostavimo, da zˇelimo izracˇunati DFT Xk vhodnega zaporedja xk dolzˇine
N , kjer veljaN = 2t; t ∈ N. Tedaj lahko izberemo zaN1 = 2 inN2 = 2t−1, kar
pomeni, da smo razdelili vhodno mnozˇico podatkov na dve mnozˇici velikosti
N
2
. Ta nacˇin razdelitve vhodnih podatkov na dve podmnozˇici imenujemo
algoritem z osnovo 2 (angl. radix-2). Predstavili bomo dve vrsti algoritma
z osnovo 2. Razlikujeta se po nacˇinu razdelitve vhodnih podatkov xk v dve
mnozˇici.
Glavno idejo algoritma z osnovo 2 smo razdelili na tri korake [8]:
1. korak: razdelimo problem na dva podproblema manjˇse velikosti.
2. korak: resˇimo vsak podproblem z enakim algoritmom.
3. korak: sestavimo resˇitev zacˇetnega problema iz resˇitve obeh podproble-
mov.
3.2.1 Decimacija v cˇasovnem prostoru (DIT)
Cˇe vhodno zaporedje xk dolzˇine N razdelimo na sodi in lihi del x2m ter x2m+1,
potem lahko DFT Xk zapiˇsemo kot [7]:
Xk =
N
2
−1∑
m=0
x2mω
2mk
N + ω
k
N
N
2
−1∑
m=0
x2m+1ω
2mk
N (3.5)
in, cˇe uposˇtevamo sˇe lastnost ω
N
2
N = −1,
Xk+N
2
=
N
2
−1∑
m=0
x2mω
2mk
N − ωkN
N
2
−1∑
m=0
x2m+1ω
2mk
N (3.6)
k = 0, 1, . . . ,
N
2
− 1.
Cˇe v zgornjih dveh enacˇbah (3.5) in (3.6) uposˇtevamo lastnost (d) N-tega
primitivnega korena enote, opazimo, da sta obe vsoti sodih x2m ter lihih
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Slika 3.1: Metuljcˇek Cooley-Tukey.
x2m+1 zopet DFT dolzˇine
N
2
. Cˇe DFT sodih x2m oznacˇimo s Sk in DFT lihih
x2m+1 z Lk, dobimo:
Xk = Sk + ω
k
NLk (3.7)
Xk+N
2
= Sk − ωkNLk (3.8)
Izracˇun, ki je zapisan z zgornjima enacˇbama (3.7) in (3.8), predstavljen v
spodnji sliki 3.1, je v literaturi pogosto omenjen kot metuljcˇek Cooley-Tukey
(angl. Cooley-Tukey butterfly).
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Slika 3.2: Zadnji korak racˇunanja DFT z decimacijo v cˇasovnem prostoru
(N=8).
Taksˇen pristop racˇunanja DFT imenujemo decimacija v cˇasovnem prostoru
(angl. decimation in time). Na taksˇen nacˇin smo izracˇun DFT na N tocˇkah
nadomestili z dvema DFT dolzˇine N
2
in N dodatnimi sesˇtevanji in N
2
mnozˇenji
z ωkN . Enak postopek potem uporabimo, da nadomestimo vsako DFT dolzˇine
N
2
sˇe z dodatnima dvema DFT dolzˇine N
4
, in N dodatnimi sesˇtevanji in N
2
mnozˇenji.
Sistematicˇna uporaba te metode izracˇuna DFT dolzˇine 2t v t = log2N kora-
kih. Vsak korak razdeli 2i diskretnih Fourierjevih transformacij dolzˇine 2t−i
v 2i+1 diskretnih Fourierjevih transformacij dolzˇine 2t−i−1 in pridela N doda-
tnih sesˇtevanj in N
2
mnozˇenj. Posledicˇno je sˇtevilo kompleksnih mnozˇenj M
in sˇtevilo kompleksnih sesˇtevanj S, ki jih zahteva izracˇun DFT dolzˇine N z
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algoritmom osnove 2, enako:
M =
N
2
log2N (3.9)
in
S = N log2N. (3.10)
Slika 3.3: Algoritem z osnovo 2 (decimacija v cˇasovnem prostoru, N=8).
3.2.2 Decimacija v frekvencˇnem prostoru (DIF)
Drugo obliko algoritma z osnovo 2 dobimo, cˇe vhodno zaporedje xk dolzˇine N
enostavno razdelimo na prvo in drugo polovico. Tako dobimo dve podmnozˇici
xk in xk+N
2
velikosti N
2
. Na taksˇen nacˇin, ki ga imenujemo decimacija v
frekvencˇnem prostoru (angl. decimation in frequency), zapiˇsemo Fourierjevo
transformacijo z enacˇbo [7]:
Xk =
N
2
−1∑
m=0
(xm + ω
kN
2
N xm+N
2
)ωmkN (3.11)
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Sedaj lahko sode in lihe vrednosti Xk izracˇunamo locˇeno. Za sode Xk k
nadomestimo z 2k in dobimo [7]:
X2k =
N
2
−1∑
m=0
(xm + xm+N
2
)ω2mkN (3.12)
k = 0, 1, . . . ,
N
2
− 1.
Pri lihih Xk pa k nadomestimo z 2k + 1, potem dobimo [7]:
X2k+1 =
N
2
−1∑
m=0
(xm − xm+N
2
)ωmNω
2mk
N (3.13)
k = 0, 1, . . . ,
N
2
− 1.
Sedaj v zgornjih dveh enacˇbah (3.12) in (3.13) oznacˇimo:
pm = (xm + xm+N
2
) (3.14)
in
dm = (xm − xm+N
2
)ωmN , (3.15)
potem dobimo bolj pregledni obliki enacˇbe za izracˇun sodih X2k in lihih
X2k+1 elementov DFT:
X2k =
N
2
−1∑
m=0
pmω
2mk
N (3.16)
X2k+1 =
N
2
−1∑
m=0
dmω
2mk
N (3.17)
k = 0, 1, . . . ,
N
2
− 1.
Izracˇun, ki je zapisan z zgornjima enacˇbama (3.14) in (3.15), predstavljen v
spodnji sliki 3.4, je v literaturi pogosto omenjen kot metuljcˇek Gentleman-
Sande (angl. Gentleman-Sande butterfly). Poimenovan po W. M. Gentleman
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in G. Sande (1966), ki sta neodvisno predstavila algoritem z osnovo 2 po
metodi DIF [8].
Slika 3.4: Metuljcˇek Gentleman-Sande.
Slika 3.5: Prvi korak racˇunanja DFT z decimacijo v frekvencˇnem prostoru
(N=8).
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Na tak nacˇin smo zopet razdelili izracˇun vecˇje DFT dolzˇine N na dve manjˇsi
DFT dolzˇine N
2
, za to pa potrebujemo N kompleksnih sesˇtevanj in N
2
komple-
ksnih mnozˇenj. Tako kot pri algoritmu z osnovo dva, ki uporablja decimacijo
v cˇasovnem prostoru, lahko tudi s tem nacˇinom izracˇunamo DFT v log2N
korakih. Vsak korak razdeli 2i diskretnih Fourierjevih transformacij dolzˇine
2t−i v 2i+1 diskretnih Fourierjevih transformacij dolzˇine 2t−i−1 z N doda-
tnimi kompleksnimi sesˇtevanji in N
2
kompleksnimi mnozˇenji. To pomeni,
da ta pristop, decimacija v frekvencˇnem prostoru, potrebuje enako komple-
ksnih sesˇtevanj in mnozˇenj kot pa alogritem z enako osnovo in decimacijo v
cˇasovnem prostoru. Cˇe z M oznacˇimo sˇtevilo kompleksnih mnozˇenj, s S pa
sˇtevilo kompleksnih sesˇtevanj, to pomeni:
M =
N
2
log2N (3.18)
in
S = N log2N. (3.19)
Slika 3.6: Algoritem z osnovo 2 (decimacija v frekvencˇnem prostoru, N=8).
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3.3 Osnova 4
V tem razdelku bomo predpostavili, da obravnavamo DFT velikostiN = 4t =
22t. Opazimo, da lahko DFT taksˇne velikosti izracˇunamo tudi z algoritmom
z osnovo dva, predstavljenim v prejˇsnjem razdelku 3.2. Ta algoritem bomo
obravnavali zato, ker ima manj aritmeticˇnih operacij kot algoritem z osnovo
dva.
Algoritem z osnovo sˇtiri je sˇe ena izmed mnogih variacij algoritma Cooley-
Tukey. Cˇe se spomnimo iz razdelka 3.2, je glavna ideja, da nadomestimo
izracˇun ene DFT z vecˇ manjˇsimi, tako da velja N = N1 ·N2. V tem primeru
bomo izbrali N1 = 4 in N2 = 2
t−2. To je enako, kot cˇe bi razbili vhodno
zaporednje xm v 4 manjˇsa zaporednja velikosti
N
4
. Poznamo vecˇ vrst algo-
ritma z osnovo 4. Med seboj se razlikujejo predvsem po tem, kako razdelijo
vhodne podatke xm na manjˇsa zaporedja.
3.3.1 Decimacija v cˇasovnem prostoru (DIT)
Cˇe razdelimo vhodno zaporenje xm na sˇtiri manjˇsa zaporedja x4m, x4m+1,
x4m+2, x4m+3 velikosti
N
4
, kjer m = 0, 1, . . . , N
4
− 1, potem govorimo o deci-
maciji v cˇasovnem prostoru (angl. decimation in time). Pri taksˇni razdelitvi
lahko potem osnovno enacˇbo DFT (3.2) zapiˇsemo z delnimi vsotami [8]:
Xk =
N
4
−1∑
r=0
x4rω
k(4r)
N +
N
4
−1∑
r=0
x4r+1ω
k(4r+1)
N +
N
4
−1∑
r=0
x4r+2ω
k(4r+2)
N +
N
4
−1∑
r=0
x4r+3ω
k(4r+3)
N
(3.20)
Xk =
N
4
−1∑
r=0
x4rω
k(4r)
N +ω
k
N
N
4
−1∑
r=0
x4r+1ω
k(4r)
N +ω
2k
N
N
4
−1∑
r=0
x4r+2ω
k(4r)
N +ω
3k
N
N
4
−1∑
r=0
x4r+3ω
k(4r)
N
(3.21)
Xk =
3∑
l=0
ωlkN
N
4
−1∑
r=0
x4r+l ω
4rk
N (3.22)
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k = 0, 1, . . . , N − 1.
Ko smo razdelili vhodno zaporedje na sˇtiri manjˇsa zaporednja: {yr|yr =
x4r, 0 ≤ r ≤ N4 − 1}, {zr|zr = x4r+1, 0 ≤ r ≤ N4 − 1}, {gr|gr = x4r+2, 0 ≤
r ≤ N
4
− 1} in {hr|hr = x4r+3, 0 ≤ r ≤ N4 − 1}, potem lahko podpro-
bleme velikosti N
4
s pomocˇjo lastnosti (d) N-tega primitivnega korena enote
definiramo kot [8]:
Y k =
N
4
−1∑
r=0
yrω
kr
N
4
(3.23)
Zk =
N
4
−1∑
r=0
zrω
kr
N
4
(3.24)
Gk =
N
4
−1∑
r=0
grω
kr
N
4
(3.25)
Hk =
N
4
−1∑
r=0
hrω
kr
N
4
(3.26)
k = 0, 1, . . . ,
N
4
− 1.
Vse, kar moramo sedaj storiti je, da te podprobleme resˇimo na enak nacˇin
(z metodo deli in vladaj) na koncu pa resˇitev vhodnega problema dobimo
z uposˇtevanjem enacˇbe (3.22) in posebnimi lastnostmi N-tega primitivnega
korena enote ω
N
4
N = −i, ω
N
2
N = −1 in ω
3N
4
N = i. Tako lahko resˇitev Xk
zapiˇsemo s pomocˇjo Y k, Zk, Gk in Hk za vse k = 0, 1, . . . ,
N
4
− 1 [8]:
Xk = Y k + ω
k
NZk + ω
2k
N Gk + ω
3k
N Hk, (3.27)
Xk+N
4
= Y k − iωkNZk − ω2kN Gk + iω3kN Hk, (3.28)
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Xk+N
2
= Y k − ωkNZk + ω2kN Gk − ω3kN Hk, (3.29)
Xk+3N
4
= Y k + iω
k
NZk − ω2kN Gk − iω3kN Hk. (3.30)
Cˇe bi algoritem z osnovo 4 implementirali po zgornjih enacˇbah (3.27), (3.28),
(3.29) in (3.30) potem bi en korak tega algoritma z osnovo 4 potreboval vecˇ
aritmeticˇnih operacij kot pa dva koraka algoritma z osnovo 2, ker bi nekatere
delne rezultate izracˇunali vecˇkrat. Ampak, cˇe prepoznamo te delne rezultate
in jih izracˇunamo samo enkrat, potem bo en korak algoritma z osnovo 4
zahteval manj aritmeticˇnih operacij kot dva koraka algoritma z osnovo 2, tako
bomo zmanjˇsali cˇasovno zahtevnost alogritma z osnovo 4. Sˇtiri prepoznane
delne rezultate bomo zapisali spodaj znotraj oklepajev [8]:
Xk = (Y k + ω
2k
N Gk) + (ω
k
NZk + ω
3k
N Hk), (3.31)
Xk+N
4
= (Y k − ω2kN Gk)− i(ωkNZk − ω3kN Hk), (3.32)
Xk+N
2
= −(ωkNZk + ω3kN Hk) + (Y k + ω2kN Gk), (3.33)
Xk+3N
4
= i(ωkNZk − ω3kN Hk) + (Y k − ω2kN Gk), (3.34)
kjer k = 0, 1, . . . , N
4
− 1. Izracˇun zapisan z enacˇbami (3.31), (3.32), (3.33)
in (3.34) lahko predstavimo z dvostopenjskim metuljcˇkom (slika 3.7).
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Slika 3.7: Dvostopenjski metuljcˇek za algoritem z osnovo 4 (DIT).
Opazimo, da morajo biti ω2kN Gk, ω
k
NZk in ω
3k
N Hk izracˇunani pred sˇtirimi
delnimi rezultati. Ker je velikost vsakega podproblema N
4
, potrebujemo 3N
4
kompleksnih mnozˇenj in N kompleksnih sesˇtevanj v prvi stopnji. V drugi
stopnji, ker ni mnozˇenj z N-timi primitivnimi koreni enote, potrebujemo
samo N kompleksnih sesˇtevanj. Posledicˇno je sˇtevilo kompleksnih mnozˇenj
M in sˇtevilo kompleksnih sesˇtevanj S, ki jih zahteva izracˇun DFT dolzˇine N
z algoritmom (DIT) osnove 4, enako:
M = 3
N
4
log4N (3.35)
in
S = 2N log4N. (3.36)
3.3.2 Decimacija v frekvencˇnem prostoru (DIF)
Algoritem z osnovo 4 z decimacijo v frekvencˇnem prostoru (angl. decimation
in frequency) dobimo tako, da zaporedje v frekvencˇni domeni razdelimo na
sˇtiri manjˇsa zaporedja, oznacˇena z Y k = X4k za 0 ≤ k ≤ N4 − 1, Zk = X4k+1
za 0 ≤ k ≤ N
4
− 1, Gk = X4k+2 za 0 ≤ k ≤ N4 − 1 in Hk = X4k+3 za
0 ≤ k ≤ N
4
− 1. Taksˇno razdelitev smo zopet dobili s pomocˇjo osnovne
30 POGLAVJE 3. ALGORITMI
enacˇbe DFT (3.2) [8]:
Xr =
N
4
−1∑
l=0
xlω
rl
N +
N
2
−1∑
l=N
4
xlω
rl
N +
3N
4
−1∑
l=N
2
xlω
rl
N +
N−1∑
l= 3N
4
xlω
rl
N (3.37)
Xr =
N
4
−1∑
l=0
xlω
rl
N +
N
4
−1∑
l=0
xl+N
4
ω
r(l+N
4
)
N +
N
4
−1∑
l=0
xl+N
2
ω
r(l+N
2
)
N +
N
4
−1∑
l=0
xl+ 3N
4
ω
r(l+ 3N
4
)
N
(3.38)
Xr =
N
4
−1∑
l=0
xlω
rl
N+ω
r
4
N
4
−1∑
l=0
xl+N
4
ωrlN+ω
2r
4
N
4
−1∑
l=0
xl+N
2
ωrlN+ω
3r
4
N
4
−1∑
l=0
xl+ 3N
4
ωrlN (3.39)
Xr =
N
4
−1∑
l=0
(xl + xl+N
4
ωr4 + xl+N
2
ω2r4 + xl+ 3N
4
ω3r4 )ω
rl
N . (3.40)
r = 0, 1, . . . , N − 1.
Sˇtiri manjˇsa zaporedja bomo dobili, cˇe nadomestimo r = 4k, r = 4k + 1,
r = 4k + 2 in r = 4k + 3 v zgornji enacˇbi (3.40) [8].
Y k = X4k =
N
4
−1∑
l=0
(xl + xl+N
4
ω4k4 + xl+N
4
ω2×4k4 + xl+ 3N
4
ω3×4k4 )ω
4kl
N
=
N
4
−1∑
l=0
(xl + xl+N
4
+ xl+N
2
+ xl+ 3N
4
)ωklN
4
=
N
4
−1∑
l=0
((xl + xl+N
2
) + (xl+N
4
+ xl+ 3N
4
))ωklN
4
=
N
4
−1∑
l=0
ylω
kl
N
4
, k = 0, 1, . . . ,
N
4
− 1. (3.41)
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Zk = X4k+1 =
N
4
−1∑
l=0
(xl + xl+N
4
ω4k+14 + xl+N
4
ω
2(4k+1)
4 + xl+ 3N
4
ω
3(4k+1)
4 )ω
(4k+1)l
N
=
N
4
−1∑
l=0
((xl − xl+N
2
)− i(xl+N
4
− xl+ 3N
4
))ωlNω
kl
N
4
=
N
4
−1∑
l=0
zlω
kl
N
4
, k = 0, 1, . . . ,
N
4
− 1. (3.42)
Gk = X4k+2 =
N
4
−1∑
l=0
(xl + xl+N
4
ω4k+24 + xl+N
4
ω
2(4k+2)
4 + xl+ 3N
4
ω
3(4k+2)
4 )ω
(4k+2)l
N
=
N
4
−1∑
l=0
((xl + xl+N
2
)− (xl+N
4
+ xl+ 3N
4
))ω2lNω
kl
N
4
=
N
4
−1∑
l=0
glω
kl
N
4
, k = 0, 1, . . . ,
N
4
− 1. (3.43)
Hk = X4k+3 =
N
4
−1∑
l=0
(xl + xl+N
4
ω4k+34 + xl+N
4
ω
2(4k+3)
4 + xl+ 3N
4
ω
3(4k+3)
4 )ω
(4k+3)l
N
=
N
4
−1∑
l=0
((xl − xl+N
2
) + i(xl+N
4
− xl+ 3N
4
))ω3lNω
kl
N
4
=
N
4
−1∑
l=0
hlω
kl
N
4
, k = 0, 1, . . . ,
N
4
− 1. (3.44)
Ker bomo za izracˇun sˇtirih podproblemov uporabili dvostopenjski metuljcˇek,
smo v zgornjih enacˇbah delne vsote oznacˇili z:
yk = (xk + xk+N
2
) + (xk+N
4
+ xk+ 3N
4
), (3.45)
zk = ((xk − xk+N
2
)− i(xk+N
4
− xk+ 3N
4
))ωkN , (3.46)
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gk = ((xk + xk+N
2
)− (xk+N
4
+ xk+ 3N
4
))ω2kN , (3.47)
hk = ((xk − xk+N
2
) + i(xk+N
4
− xk+ 3N
4
))ω3kN , (3.48)
k = 0, 1, . . . ,
N
4
− 1.
Tako bomo lahko izracˇune zapisane v enacˇbah (3.45), (3.46), (3.47) in (3.48)
zapisali z dvostopenjskim metuljcˇkom, kot smo prikazali na sliki 3.8.
Slika 3.8: Dvostopenjski metuljcˇek za algoritem z osnovo 4 (DIF).
Cˇe primerjamo DIT metuljcˇek na sliki 3.7 in DIF metuljcˇek na sliki 3.8,
hitro opazimo, da je sˇtevilo kompleksnih mnozˇenj M in sˇtevilo kompleksnih
stesˇtevanj S enako kot pri decimaciji v cˇasovnem prostoru (DIT), torej:
M = 3
N
4
log4N (3.49)
in
S = 2N log4N. (3.50)
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3.4 Deljena osnova
Ker smo zˇe predstavili algoritma z osnovo dva in osnovo sˇtiri v razdelkih 3.2
in 3.3, bomo predstavili sˇe algoritem z deljeno osnovo. Enako kot v prejˇsnjem
razdelku o algoritmu z osnovo sˇtiri 3.3 bomo tudi tukaj obravnavali DFT
velikosti N = 4t = 22t. Ta algoritem uporabi nekaj delnih vsot iz algoritma z
osnovo 2 in nekaj iz algoritma z osnovo 4. Na ta nacˇin bomo tako sˇe zmanjˇsali
sˇtevilo kompleksnih mnozˇenj in sesˇtevanj. Omenimo, da sta algoritem z
deljeno osnovo prvicˇ predstavila Duhamel in Hollman v letu 1984. Prav tako
bomo zopet predstavili DIT in DIF implementaciji tega algoritma.
3.4.1 Decimacija v cˇasovnem prostoru (DIT)
Algoritem z deljeno osnovo z decimacijo v cˇasovnem prostoru (DIT) dobimo
tako, da vhodno zaporedje xk razdelimo na tri manjˇsa zaporedja {yk|yk =
x2k, 0 ≤ r ≤ N2 −1}, {zk|zk = x4k+1, 0 ≤ r ≤ N4 −1} ter {hk|hk = x4k+3, 0 ≤
r ≤ N
4
−1}. Ko na ta nacˇin razdelimo osnovno enacˇbo (3.2) DFT, dobimo [8]:
Xr =
N−1∑
l=0
xlω
rl
N
=
N
2
−1∑
k=0
x2kω
r(2k)
N +
N
4
−1∑
k=0
x4k+1ω
r(4k+1)
N +
N
4
−1∑
k=0
x4k+3ω
r(4k+3)
N (3.51)
=
N
2
−1∑
k=0
x2kω
r(2k)
N + ω
r
N
N
4
−1∑
k=0
x4k+1ω
r(4k)
N + ω
3r
N
N
4
−1∑
k=0
x4k+3ω
r(4k)
N
r = 0, 1, . . . , N − 1.
Tako smo razdelili vhodni problem na tri manjˇse podprobleme, ki jih bomo
resˇili z enakim algoritmom. Oznacˇimo jih z [8]:
Y r =
N
2
−1∑
k=0
x2kω
r(2k)
N =
N
2
−1∑
k=0
x2k(ω
2
N)
rk =
N
2
−1∑
k=0
ykω
rk
N
2
, r = 0, 1, . . . ,
N
2
− 1,
(3.52)
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Zr =
N
2
−1∑
k=0
x4k+1ω
r(4k)
N =
N
4
−1∑
k=0
x4k+1(ω
4
N)
rk =
N
4
−1∑
k=0
zkω
rk
N
4
, r = 0, 1, . . . ,
N
4
− 1,
(3.53)
Hr =
N
2
−1∑
k=0
x4k+3ω
r(4k)
N =
N
4
−1∑
k=0
x4k+3(ω
4
N)
rk =
N
4
−1∑
k=0
hkω
rk
N
4
, r = 0, 1, . . . ,
N
4
− 1.
(3.54)
Koncˇno resˇitev vhodnega problema velikosti N sestavimo po enacˇbi (3.51) za
r = 0, 1, . . . , N − 1. Ker je Y r+kN
2
= Y r za 0 ≤ r ≤ N2 − 1, Zr+kN4 = Zr za
0 ≤ r ≤ N
4
−1 terHr+kN
4
= Hr za 0 ≤ r ≤ N4 −1 lahko enacˇbo (3.51) zapiˇsemo
ponovno s pomocˇjo podproblemov Y r, Y r+N
4
, Zr in Hr za 0 ≤ r ≤ N4 −1 [8].
Xr = Y r + ω
r
NZr + ω
3r
NHr = Y r + (ω
r
NZr + ω
3r
NHr), (3.55)
Xr+N
4
= Y r+N
4
+ω
r+N
4
N Zr +ω
3(r+N
4
)
N Hr = Y r+N
4
− i(ωrNZr −ω3rNHr), (3.56)
Xr+N
2
= Y r + ω
r+N
2
N Zr + ω
3(r+N
2
)
N Hr = Y r − (ωrNZr + ω3rNHr), (3.57)
Xr+ 3N
4
= Y r+N
4
+ω
r+ 3N
4
N Zr+ω
3(r+ 3N
4
)
N Hr = Y r+N
4
+i(ωrNZr−ω3rNHr), (3.58)
r = 0, 1, . . . ,
N
4
− 1.
Izracˇune predstavljene v enacˇbah (3.55), (3.56), (3.57) ter (3.58) v literaturi
imenujemo dvostopenjski nesimetricˇni DIT metuljcˇek [8], ki je prikazan na
sliki 3.9.
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Slika 3.9: Dvostopenjski nesimetricˇni metuljcˇek za algoritem z deljeno osnovo
(DIT).
Opazimo, da smo v prvi stopnji metuljcˇka opravili dve kompleksni mnozˇenji
in dve kompleksni sesˇtevanji, v drugi stopnji pa sˇtiri kompleksna sesˇtevanja.
Opomnimo sˇe, da mnozˇenja z imaginarno enoto i ne sˇtejemo, ker je vse
kar naredi to, da zamenja realni in imaginarni del ter obrne predznak pri
imaginarnem delu. Ta operacija je mnogo cenejˇsa od obicˇajnega sesˇtevanja
in mnozˇenja, zato je ne sˇtejemo. Sˇtevilo potrebnih kompleksnih mnozˇenj M
in sˇtevilo kompleksnih sesˇtevanj S, ki jih potrebuje algoritem z deljeno osnovo
z decimacijo v cˇasovnem prostoru (DIT), je torej enako:
M =
N
2
log4N (3.59)
in
S = 3
N
2
log4N. (3.60)
3.4.2 Decimacija v frekvencˇnem prostoru (DIF)
Algoritem z deljeno osnovo z decimacijo v frekvencˇnem prostoru dobimo tako,
da za resˇevanje podproblemov uporabimo algoritma z osnovo 2 in 4 z DIF.
Glavni problem razdelimo na tri podprobleme Y k = X2k za 0 ≤ k ≤ N2 − 1,
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Zk = X4k+1 za 0 ≤ k ≤ N4 − 1 in Hk = X4k+3 za 0 ≤ k ≤ N4 − 1, kot bomo
pokazali spodaj. Spomnimo se resˇitve, ki smo jo razvili v algoritmu z osnovo
2 z DIF v (3.11), potem dobimo [8]:
Xr =
N
2
−1∑
m=0
xmω
rm
N +
N−1∑
m=N
2
xmω
rm
N =
N
2
−1∑
m=0
(xm + xm+N
2
ω
rN
2
N )ω
rm
N , (3.61)
r = 0, 1, . . . , N − 1.
Cˇe oznacˇimo Y k = X2k, ym = xm + xm+N
2
potem prvi podproblem velikosti
N
2
definiramo z:
Y k = X2k =
N
2
−1∑
m=0
(xm + xm+N
2
)ωkmN =
N
2
−1∑
m=0
ymω
km
N , (3.62)
k = 0, 1, . . . ,
N
2
− 1.
Da pa bi dobili formulo za resˇevanje drugih dveh podproblemov velikosti
N
4
, se moramo spomniti enacˇbe iz definicije DFT (3.2), hkrati pa uporabiti
enacˇbo, ki smo jo razvili v algoritmu z osnovo 4 z DIF v razdelku 3.3.2 [8].
Xr =
N−1∑
m=0
xmω
rm
N =
N
4
−1∑
m=0
(xm + xm+N
4
ωr4 + xm+N
2
ω2r4 + xm+ 3N
4
ω3r4 )ω
rm
N ,
(3.63)
r = 0, 1, . . . , N − 1.
Sedaj naredimo substituciji r = 4k + 1 in r = 4k + 3, da dobimo enacˇbi za
druga dva podproblema:
Zk = X4k+1 =
N
4
−1∑
m=0
(xm + xm+N
4
ω4k+14 + xm+N
2
ω
2(4k+1)
4 + xm+ 3N
4
ω
3(4k+1)
4 )ω
(4k+1)m
N
Zk =
N
4
−1∑
m=0
((xm − xm+N
2
)− i(xm+N
4
− xm+ 3N
4
))ωmNω
km
N
4
Zk =
N
4
−1∑
m=0
zmω
km
N
4
, (3.64)
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Hk = X4k+3 =
N
4
−1∑
m=0
(xm + xm+N
4
ω4k+34 + xm+N
2
ω
2(4k+3)
4 + xm+ 3N
4
ω
3(4k+3)
4 )ω
(4k+3)m
N
Hk =
N
4
−1∑
m=0
((xm − xm+N
2
) + i(xm+N
4
− xm+ 3N
4
))ωmNω
km
N
4
Hk =
N
4
−1∑
m=0
hmω
km
N
4
, (3.65)
k = 0, 1, . . . ,
N
4
− 1.
Ker bomo za izracˇun vseh podproblemov uporabili dvostopenjskega nesime-
tricˇnega metuljcˇka, smo v zgornjih enacˇbah delne vsote oznacˇili z:
ym = (xm + xm+N
2
), (3.66)
ym+N
4
= (xm+N
4
+ xm+ 3N
2
), (3.67)
zm = ((xm − xm+N
2
)− i(xm+N
4
− xm+ 3N
2
))ωmN , (3.68)
hm = ((xm − xm+N
2
) + i(xm+N
4
− xm+ 3N
2
))ω3mN , (3.69)
m = 0, 1, . . . ,
N
4
− 1.
Tako bomo lahko izracˇune v enacˇbah (3.66), (3.67), (3.68) in (3.69) zapisali
z dvostopenjskim nesimetricˇnim metuljcˇkom, ki je prikazan na sliki 3.10.
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Slika 3.10: Dvostopenjski nesimetricˇni metuljcˇek za algoritem z deljeno
osnovo (DIF).
Opazimo, da je sˇtevilo kompleksnih mnozˇenj M in sˇtevilo kompleksnih sesˇtevanj
S enako kot pri decimaciji v cˇasovnem prostoru (DIT), torej je sˇtevilo operacij
v frekvencˇnem prostoru (DIF) enako:
M =
N
2
log4N (3.70)
in
S = 3
N
2
log4N. (3.71)
3.5 Bluesteinov algoritem
Glede na to, da vsi predstavljeni algoritmi za izracˇun FFT v prejˇsnjih raz-
delkih zahtevajo, da je dolzˇina vhodnih podatkov potenca sˇtevila dva, nas je
zanimalo, cˇe obstaja kaksˇen algoritem, ki lahko izracˇuna DFT za poljubno
dolzˇino vhodnih podatkov prej kot v cˇasu Θ(N2), to je v Θ(N logN). Pred-
vsem za podatke, katerih dolzˇina je liho ali veliko prasˇtevilo. To bi sicer
lahko izracˇunali naprimer tudi z algoritmom z osnovo 2 tako, da bi dopolnili
vhodno zaporedje z nicˇlami (0) do ustrezne dolzˇine, ki jo zahteva algoritem z
osnovo 2. Vendar bi to v najslabsˇem primeru pomenilo, da bi dolzˇino vhodnih
podatkov podvojili.
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Predstavili bomo Bluesteinov algoritem, enega izmed mnogih (Raderjev [7],
Bruunov [7], Berglandov [8], ...), ki lahko izracˇuna DFT podatkov, katerih
velikost ni potenca sˇtevila dva. Zelo pomembno se nam zdi pripomniti, da ta
algoritem nima nobenih omejitev glede dolzˇine vhodnih podatkov - N, prav
tako ga tudi ni smiselno uporabiti za racˇunanje DFT velikost N = 2t, saj je
algoritem z osnovo dva za taksˇne velikosti hitrejˇsi.
Bluesteinov algoritem temelji na dveh idejah. Prva je spodnja identita 3.72:
rl =
r2
2
+
l2
2
− (r − l)
2
, (3.72)
druga pa uporaba Chirp-Z transformacije in konvolucije za izracˇun DFT.
Cˇe uporabimo zgornjo enacˇbo (3.72) in rl v eksponentu N-tega primitivnega
korena enote ωN zapiˇsemo kot:
ωrlN = ω
r2
2
N · ω
N2
2
N · ω
−(r−l)2
2
N . (3.73)
Potem lahko formulo za izracˇun DFT po definiciji 3.1 preuredimo v:
Xr = ω
r2
2
N ·
N−1∑
l=0
(xlω
l2
2
N · ω
−(r−l)2
2
N ); r = 0, 1, . . . , N − 1. (3.74)
Opazimo, da je zapis v oklepaju v zgornji enacˇbi (3.74) oblika konvolucije.
N-ti primitivni koren enote ω
r2
2
N pred vsoto pa ravno faktor za Chirp-Z trans-
formacijo [8]. S spodnjo sliko 3.11 in kratkim opisom [8] bomo pojasnili
Bluesteinov algoritem. Barvna sˇtevila na sliki se navezujejo na spodaj opi-
sane in osˇtevilcˇene korake algoritma.
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Slika 3.11: Osˇtevilcˇeni koraki Bluesteinovega algoritma.
• Izrazimo DFT produkt med matriko in vhodnim vektorjem v enacˇbi (3.2)
kot produkt med simetricˇno Toeplitzovo matriko H in vhodnim vek-
torjem x.
• Razsˇiritev Toeplitzove matrike H velikosti N × N v krozˇno matriko
H(2) velikosti (2N − 2)× (2N − 2). Cˇe velja 2N − 2 = 2s, potem bomo
izracˇunali produkt med povecˇano krozˇno matriko in vektorjem. Cˇe pa
velja 2N − 2 6= 2s, potem bomo velikost krozˇne matrike povecˇali na
R = 2s. Na primer, cˇe je N = 5, potem velja 2N − 2 = 8 = 23 in lahko
izracˇunamo produkt med krozˇno matriko velikosti 8 × 8 in vhodnim
vektorjem. Za primer, ko je N = 6, potem velja 2N − 2 = 10 6= 2s
in tedaj moramo velikost krozˇne matrike povecˇati na R = 24 = 16.
To izvedemo zato, da lahko FT potrebne za konvolucijo izracˇunamo z
algoritmom z osnovo 2.
• Diagonaliziramo matriko H(2) s pomocˇjo identitete ΩH(2) = DΩ [8],
kjer je Ω matrika z M-timi primitivnimi koreni za izracˇun DFT dimen-
zije M ×M .
• Za poznane vhodne podatke x definiramo povecˇan vektor y(2) dolzˇine
R in izracˇunamo njegovo FT.
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• Izvedemo konvolucijo med y(2) in diagonalnimi elementi hˆr diagonalne
matrike D. Nato izracˇunamo inverzno FT nad dobljenim rezultatom
ter izlusˇcˇimo transformirane vrednosti iz prvih N elementov.
Sedaj bomo po korakih opisali Bluestenov algoritem za izracˇun DFT [8]
Xr =
N−1∑
l=0
xlω
rl
N , r = 0, 1, . . . , N − 1, N 6= 2n. (3.75)
1. korak: za dani N izracˇunajmo simetricˇno Toeplitzovo matriko H:
hl = ω
− 1
2
l2
N , l = 0, 1, . . . , N − 1. (3.76)
2. korak: razsˇirimo H v krozˇno matriko H(2): definirajmo R kot najmanjˇso
potenco sˇtevila dva, da velja 2s = R ≥ 2N − 2 in izracˇunajmo vektor h(2)
dolzˇine R definiran z:
h
(2)
l = hl, l = 0, 1, . . . , N − 1, (3.77)
h
(2)
l = hR−l, l = R−N + 2, . . . , R− 1, (3.78)
v primeru, ko velja R > 2N − 2,
h
(2)
l = 0, l = N, . . . , R−N + 1. (3.79)
3. korak: izracˇunamo diagonalo diagonalne matrike D: uporabimo algori-
tem z osnovo dva, da izracˇunamo DFT produkta med matriko in vektorjem
definiranega z:
hˆr =
R−1∑
l=0
h
(2)
l ω
rl
R , r = 0, 1, . . . , R− 1 (3.80)
4. korak: za poznan xl definirajmo povecˇan vektor y
(2) dolzˇine R kot:
y
(2)
l = xlω
1
2
l2
N , l = 0, 1, . . . , N − 1, (3.81)
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y
(2)
l = 0, l = N, . . . , R− 1. (3.82)
5. korak: izracˇunamo FFT vektorja y(2), imenujmo jo Ωy(2): za izracˇun
uporabimo algoritem z osnovo dva:
Y r =
R−1∑
l=0
y
(2)
l ω
rl
R , r = 0, 1, . . . , R− 1. (3.83)
6. korak: izracˇunamo zˆ = D(Ωy(2)): pomnozˇimo Y r s hˆ, kot bomo zapisali
spodaj:
Zˆr = hˆrY r, r = 0, 1, . . . , R− 1. (3.84)
7. korak: izracˇunamo z(2) = Ω−1zˆ: uporabimo algoritem z osnovo dva za
izracˇun inverzne DFT produkta med matriko in vektorjem definiranega z:
Zr =
1
R
R−1∑
l=0
Zˆlω
−rl
R , r = 0, 1, . . . , R− 1. (3.85)
8. korak: izlusˇcˇimo transformirane vrednosti Xr vhodnega zaporedja xr iz
prvih N elementov v vektorju z(2) z:
Xr = Zrω
1
2
r2
N , r = 0, 1, . . . , N − 1. (3.86)
Opomnimo, da bi lahko implementirali algoritem na nacˇin, da bi se prvi trije
koraki izvedli samo takrat, ko bi se spremenila velikost vhodnih podatkov -
N. Vendar tega v nasˇi implementaciji nismo storili, ker bomo merili hitrost
algoritma vkljucˇno z vsemi koraki (ne glede na spremembo N).
Opazimo, da v tem algoritmu uporabimo dve DFT in eno inverzno DFT z
osnovo dva nad podatki dolzˇine R. To pomeni, da bomo za izracˇun potrebo-
vali 3-krat toliko operacij kompleknsih sesˇtevanj in mnozˇenj kot pri algoritmu
z osnovo dva, plus R kompleksnih mnozˇenj, ki jih pridelamo pri inverzni DFT.
Uposˇtevati pa moramo seveda sˇe sˇtevilo kompleksnih mnozˇenj v 4., 6. in 8.
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koraku. Torej, cˇe z M2 oznacˇimo sˇtevilo kompleksnih mnozˇenj v algoritmu
z osnovo dva (3.49) in s S2 oznacˇimo sˇtevilo kompleksnih stesˇtevanj v algo-
ritmu z osnovo dva (3.50), potem lahko zapiˇsemo skupno sˇtevilo kompleksnih
mnozˇenj M in skupno sˇtevilo kompleksnih sesˇtevanj S:
M = 3 ·M2 +R +N +R +N = 3 · R
2
log2R + 2R + 2N (3.87)
in
S = 3 · S2 = 3 ·R log2R. (3.88)
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Poglavje 4
Integracija v sistem ALGator
4.1 ALGator
ALGator [5] je sistem implementiran v programskem jeziku Java, ki razvi-
jalcu algoritmov omogocˇa enostavno integracijo ter izvajanje algoritmov na
izbranih testnih podatkih in analiziranje rezultatov izvajanj.
Sistem omogocˇa dodajanje in upravljanje s poljubnim sˇtevilom projektov. V
okviru enega projekta je definiran problem, testne mnozˇice vhodnih podat-
kov ter nacˇin resˇevanja nalog tega problema. Projekt lahko vsebuje poljubno
sˇtevilo algoritmov, ki naloge resˇujejo na predpisan nacˇin. Sistem omogocˇa
analizo izvajanja posameznega algoritma ter primerjavo med algoritmi istega
projekta [5].
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4.2 Delovanje in struktura sistema
Sistem za svoje delovanje uporablja korenski imenik <ALGator root> in nje-
gove podimenike:
• app: imenik z zagonsko JAR datoteko in potrebnimi knjizˇnicami za
delovanje sistema.
• data root : imenik, ki vsebuje korenske imenike vseh projektov in dato-
teke potrebne za njihovo delovanje.
• data local : imenik s testnimi mnozˇicami in prevedenimi (binarnimi)
izvornimi datotekami vseh projektov.
Prav tako pa so znotraj posameznega projekta prisotne konfiguracijske dato-
teke tipa JSON in CSV, ki opisujejo vhodne ter izhodne parametre izvajanih
algoritmov. Slika 4.1 prikazuje primer imenika <data root>/projects, ki vse-
buje definicije problemov v sistemu.
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Slika 4.1: Primer imenika <data root>/projects [5].
4.3 Opredelitev problema
Administrator v imeniku <ALGator root>/data root/projects/
PROJ-<project name>/ definira tri konfiguracijske datoteke:
• <project name>.atp: vsebuje splosˇne informacije o projektu, kot so
opis, avtor ter imena algoritmov za resˇevanje problema, testnih mnozˇic,
javanskih datotek algoritma in pomozˇnih JAR datotek.
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• <project name>-cnt.atrd : konfiguracijska datoteka za meritve s sˇtevci.
Na primer koda algoritma lahko vsebuje ukaz
//@COUNT{<counter name>, <value>}, ki povecˇa vrednost sˇtevca
<counter name> za <value>.
• <project name>-em.atrd : konfiguracijska datoteka z opisi in tipi izho-
dnih ter cˇasovnih indikatorjev.
Imenik vsebuje tudi podimenik src, v katerem najdemo naslednje tri javanske
datoteke:
• <project name>TestCase.java: razred, ki opisuje testni primer ozi-
roma objekt s podatkovnimi strukturami, potrebnimi za shranjevanje
podatkov o testnem primeru.
• <project name>TestSetIterator.java: razred, ki prebere parametre po-
sameznega testnega primera iz tekstovne datoteke in jih pretvori v
objekt TestCase.java
• <project name>AbsAlgorithm.java: abstraktni razred, katerega mora
implementirati vsak razred algoritma za resˇevanje problema. V metodi
init() pripravimo parametre, ki jih kasneje podamo metodi run(), kjer
se izmeri cˇas izvajanja algoritma. Ko se izvajanje algoritma koncˇa,
se ob koncu izvede sˇe metoda done(), v kateri iz rezultata algoritma
preberemo sˇe dodatne zˇeljene izhodne parametre.
4.4 Implementacija algoritmov
Algoritmi se nahajajo v imeniku<ALGator root>/data root/projects/PROJ-
<project name>/algs/. V tem imeniku ima vsak algoritem, ki resˇuje dani
problem svoj imenik z imenom ALG-<algorithm name>. V njem se nahaja
konfiguracijska datoteka, ki vsebuje informacije o posameznem algoritmu
(npr. ime, avtor, naziv javanjske datoteke algoritma ipd.). Poleg konfi-
guracijske datoteke se tu nahaja sˇe imenik src, ki vsebuje javansko datoteko
ALG-<algorithm name>.java
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Implementirali smo algoritme, ki smo jih predstavili v poglavju 3, na vecˇ
nacˇinov. Poleg imena algoritma bomo v oklepaju navedli krajˇso oznako, ki
jo bomo uporabili tudi na grafih v naslednjem poglavju. In sicer:
1. Navadna diskretna Fourierjeva transformacija (DFT).
2. Bluesteinov algoritem.
3. Hitra Fourierjeva transformacija z osnovo 2 - decimacija v cˇasovnem
prostoru, implementiran na rekurziven nacˇin (ALG2T).
4. Hitra Fourierjeva transformacija z osnovo 2 - decimacija v cˇasovnem
prostoru, implementiran na iterativen nacˇin (ALG2TI).
5. Hitra Fourierjeva transformacija z osnovo 2 - decimacija v frekvencˇnem
prostoru, implementiran na rekurziven nacˇin (ALG2F).
6. Hitra Fourierjeva transformacija z osnovo 4 - decimacija v cˇasovnem
prostoru, implementiran na rekurziven nacˇin (ALG4T).
7. Hitra Fourierjeva transformacija z osnovo 4 - decimacija v cˇasovnem
prostoru, implementiran na iterativen nacˇin (ALG4TI).
8. Hitra Fourierjeva transformacija z osnovo 4 - decimacija v frekvencˇnem
prostoru, implementiran na rekurziven nacˇin (ALG4F).
9. Hitra Fourierjeva transformacija z deljeno osnovo (2 in 4) - decimacija
v cˇasovnem prosotru, implementiran na rekurziven nacˇin (ALG24T).
10. Hitra Fourierjeva transformacija z deljeno osnovo (2 in 4) - decimacija v
frekvencˇnem prosotru, implementiran na rekurziven nacˇin (ALG24F).
Z oznako ALG2 bomo oznacˇili vse algoritme z osnovo 2, z ALG4 vse z osnovo
4 ter z oznako ALG24 oba algoritma z deljeno osnovo.
Zaradi posebnih lastnosti Fourierjeve transformacije smo za izracˇun inverzne
transformacije uporabili enako metodo kot za izracˇun transformacije. Edini
razliki sta, da se pri izracˇunu inverza uporabijo konjugirane vrednosti potenc
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N-tega primitivnega korena enote, lastnost (c) in v zadnji stopnji oziroma
iteraciji vsak izhodni element delimo z dolzˇino vhodnih podatkov.
Pogoji za prekinitev rekurzije pri rekurzivnih algoritmih so odvisni od osnove.
Rekurzija pri algoritmu z osnovo 2 in deljeno osnovo se zakljucˇi, ko podpro-
blem dosezˇe velikost 2. Pri algoritmu z osnovo 4 pa, ko je velikost podpro-
blema enaka 4. Ob vsakem klicu funkcije se ustvari nova tabela komple-
ksnih sˇtevil, v kateri vrnemo (delni) rezultat. Iterativni algoritmi izvedejo
vse izracˇune s pomocˇjo ene tabele. Z zanko for znotraj funkcije iteriramo
cˇez tabelo, tako kot je prikazano z metuljcˇki Cooley-Tukey na sliki 3.6. Opo-
mnimo, da moramo pred racˇunanjem v iterativnih algoritmih spremeniti vrsti
red vhodnih podatkov, kot je prikazano na spodnji sliki 4.2.
Slika 4.2: Zamenjan vrstni red vhodnih podatkov (dolzˇine N = 8) pri itera-
tivnem algoritmu.
4.5 Testni primeri
V imeniku<ALGator root>/data root/projects/PROJ-<project name>/tests/
se nahajajo mnozˇice testnih primerov in datoteke, ki opisujejo te mnozˇice.
Torej je vsaka mnozˇica testnih primerov sestavljena iz ene datoteke z la-
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snostmi, ki se imenuje <set name>.atts, v kateri so zapisane lastnosti te-
stnih primerov (npr. sˇt. testnih primerov v datoteki, kratko ime, opis ipd.)
in <set name>.txt, v kateri so zapisani dejanski testni primeri. Vsaka vrstica
v tej datoteki predstavlja en testni primer. Vsak testni primer pa je podan
v naslednji obliki (vse skupaj v eni vrstici):
“<test name>:<length>:<min allowed error>:<type>:
<input values>:[<transformed values>]”.
• <length>: sˇtevilo kompleksnih sˇtevil v testnem primeru.
• <min allowed error>: da je transformacija oznacˇena za uspesˇno, mora
biti razlika med dejansko in izracˇunano vrednostjo transformacije vsa-
kega podanega sˇtevila manjˇsa od tega parametra.
• <type>: definirali smo vecˇ tipov podajanja sˇtevil v testnih primerih.
IDENTICAL - identicˇni: vsa sˇtevila so enaka prvi podani vrednosti (pa-
rameter transformiranih vrednosti ni potreben, saj je resˇitev trivialna
zaradi posebnih lastnosti FT). ALTERNATE - alternirane vrednosti:
vsa sˇtevila so enaka, le da smo sˇtevila na lihih pozicijah pomnozˇili z
minus ena. Tudi pri tem tipu testnega primera ni potrebno podati
transformiranih vrednosti, saj je resˇitev zaradi posebnih lastnosti FT
trivialna. INLINE - vhodne vrednosti smo podali z nasˇtevanjem. Pri
tem tipu pa je potrebno obvezno podati tudi transformirane vrednosti.
Vsa sˇtevila smo med seboj razmejili s presledkom (’ ’). Realno in kompleksno
komponento posameznega sˇtevila po smo locˇili s podpicˇjem (’;’).
Testne primere smo glede na dolzˇino vhodnih podatkov in velikost razdelili
v sˇest testnih mnozˇic. Na primer dve izmed testnih mnozˇic vsebujeta samo
testne primere, ki imajo liho sˇtevilo vhodnih podatkov, kar pomeni, da je
transformacijo mogocˇe izracˇunati samo z navadno DFT ali z Bluesteinovim
algoritmom. Potem naslednji dve testni mnozˇici vsebujeta testne primere z
dolzˇino 2N . Za nekatere primere v tej mnozˇici ni mogocˇe izracˇunati trans-
formacije z algoritmi z osnovo sˇtiri in deljeno osnovo. Ustvarili smo sˇe dve
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testni mnozˇici, v katerih so testni primeri dolzˇine 22M , za katere lahko trans-
formacijo izracˇunamo z vsemi algoritmi, ki smo jih implementirali. Zadnja
mnozˇica testnih primerov vsebuje teste s poljubnim sˇtevilom vhodnih podat-
kov.
Minimalna dolzˇina testnega primera izmed vseh testov je 2, maksimalna pa
218.
4.6 Pomozˇni razredi
Pri implementaciji, delovanju in analiziranju algoritmov smo si pomagali tudi
z drugimi razredi in knjizˇnicami, ki smo jih zapakirali v FourierTransformAd-
min.jar datoteko. Ti razredi so:
• Constants.java: razred, v katerem so definirane vse konstante, ki jih
projekt potrebuje za delovanje (npr. znak s katerim so delimitirana
sˇtevila v testnih primerih ipd.).
• UtilityFunctions.java: razred s pomozˇnimi funkcijami, ki jih potrebu-
jemo za delovanje projekta (npr. sortiranje tabel, izpis tabele v obliki
niza ipd.).
• AlgorithmError.java: ta razred predstavlja objekt, v katerem so shra-
njena minimalna, maksimalna in povprecˇna napaka algoritma. Ta
objekt ustvarimo v metodi done() v razredu FourierTransformAbsAl-
gorithm.java in ga uporabimo kot izhodni parameter.
• commons-math3-3.6.jar [6] : Apache commons matematicˇna knjizˇnica,
ki nam olajˇsa delo s kompleksnimi sˇtevili. Tako nam ni bilo treba imple-
mentirati osnovnih operacij s kompleksnimi sˇtevili, kot so: sesˇtevanje,
odsˇtevanje, mnozˇenje in deljenje.
Poglavje 5
Meritve
V tem poglavju bomo predstavili rezultate meritev, ki smo jih pridobili s
pomocˇjo sistema ALGator. Predvsem nas je zanimal cˇas izvajanja v odvi-
snosti od velikosti vhodnih podatkov ter kaksˇne so razlike med rekurzivnimi
in interativnimi implementacijami. Kot zanimivost in za primerjavo smo do-
dali tudi meritve navadne DFT. Prav tako bomo predstavili, kako sˇtevilo
kompleksnih operacij in sˇtevilo rekurzivnih klicev vpliva na cˇas izvajanja.
Vse meritve smo izvedli na sistemu z naslednjimi specifikacijami:
• procesor Intel Core i5 2.6 GHz z dvema jedroma,
• 10 GB delovnega pomnilnika,
• operacijski sistem Microsoft Windows 10 Proffesional.
Zaradi cˇasovne zahtevnosti algoritma in posledicˇno predolgega izvajanja, ki
je implementiran po definiciji DFT, smo vrednosti zanj izmerili samo do
velikosti vhodnih podatkov 16384 (214).
Vsi grafi v tem poglavju uporabljajo logaritmicˇno skalo.
5.1 Rekurzivni klici
Pri algoritmih, ki smo jih implementirali na rekurzivni nacˇin, nas je zani-
malo, kako sˇtevilo rekurzivnih klicev vpliva na cˇas izvajanja algoritma, kar je
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prikazano na grafu 5.1. Vidimo, da je sˇtevilo klicev pri osnovi 2 najvecˇje, pri
algoritmu z osnovo 4 pa najmanjˇse, kar je posledica nacˇina delitve vhodnega
problema na manjˇse podprobleme. Sˇtevilo rekurzivnih klicev je neodvisno
od prostora decimacije (cˇasovni ali frekvencˇni).
Slika 5.1: Graficˇni prikaz sˇtevila rekurzivnih klicev v odvisnosti od dolzˇine
vhodnih podatkov.
Spodnji graf 5.2 prikazuje srednjo vrednost cˇasa izvajanja rekurzivnih algo-
ritmov v odvisnosti od sˇtevila rekurzivnih klicev. Vidimo, da cˇas narasˇcˇa
premosorazmerno s sˇtevilom klicev. Sklepamo lahko, da poleg sˇtevila klicev
na cˇas izvajanja vpliva sˇe neka druga lastnost, saj imajo algoritmi z enako
osnovo razlicˇne cˇase izvajanja (cˇas je ocˇitno odvisen tudi od prostora deci-
macije).
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Slika 5.2: Graficˇni prikaz srednje vrednosti cˇasa izvajanja algoritma v odvi-
snosti od sˇtevila rekurzivnih klicev.
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5.2 Sˇtevilo kompleksnih operacij
Zanimalo nas je tudi sˇtevilo kompleksnih operacij v posamezni implementa-
ciji algoritma. S pomocˇjo sistema ALGator smo enostavno presˇteli sˇtevilo
kompleksnih sesˇtevanj (oz. odsˇtevanj) in mnozˇenj (oz. deljenj).
5.2.1 Sˇtevilo kompleksnih mnozˇenj
Opomnimo, da se za izracˇun transformacije in inverzne transformacija upo-
rablja enaka funkcija (opisano v poglavju 3), edina razlika bo v sˇtevilu kom-
pleksnih mnozˇenj. To tudi vpliva na cˇas izvajanja. Iz tega je logicˇno sklepati,
da bo cˇas racˇunanja inverzne transformacije vedno vecˇji od cˇasa racˇunanja
transformacije. Spodnji graf 5.3 jasno prikazuje, kako sˇtevilo kompleksnih
mnozˇenj v DFT (implementirani po definiciji) eksponentno narasˇcˇa.
Slika 5.3: Graficˇni prikaz sˇtevila kompleksnih mnozˇenj v odvisnosti od dolzˇine
vhodnih podatokv za DFT in Bluesteinov algoritem.
Sˇtevilo kompleksnih mnozˇenj je odvisno od osnove (2, 4, 2 in 4) algoritma.
Prav tako bi radi dodali, da je sˇtevilo kompleksnih mnozˇenj enako ne glede na
prostor decimacije. Z grafa 5.4 je mogocˇe razbrati, da ima najmanjˇse sˇtevilo
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mnozˇenj algoritem z deljeno osnovo (2 in 4), najvecˇje pa algoritem z osnovo
2. Vidimo, da je sˇtevilo kompleksnih mnozˇenj v inverznih transformacijah
res vecˇje za faktor N.
Slika 5.4: Graficˇni prikaz sˇtevila kompleksnih mnozˇenj v odvisnoti od dolzˇine
vhodnih podatkov za vse implementirane algoritme in njihove inverze (razen
DFT in Bluestainovega algoritma - slika 5.3)
5.2.2 Sˇtevilo kompleksnih sesˇtevanj
Algoritmi implementirani po metodi Cooley-Tukey imajo enako sˇtevilo kom-
pleksnih sesˇtevanj. To lastnost smo opazili sˇele, ko smo si ogledali rezultate
meritev. Z nekaj znanja matematike lahko enostavno pokazˇemo, da to res
drzˇi. Spomnimo se sˇtevila kompleksnih sesˇtevanj posameznega algoritma iz
poglavja 3. Vemo, da je sˇtevilo kompleksnih sesˇtevanj neodvisno od pro-
stora decimacije. Cˇe z I oznacˇimo sˇtevilo kompleksnih sesˇtevanj v algoritmu
z osnovo 2 (3.50), z J v algoritmu z osnovo 4 (3.50) in s K v algoritmu z
deljeno osnovo (3.60), potem je:
I = N log2N, (5.1)
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J = 2N log4N (5.2)
in
K = 3
N
2
log4N + Iˆ . (5.3)
Kjer je Iˆ dodatno sˇtevilo kompleksnih sesˇtevanj v algoritmu z deljeno osnovo,
ki jih pridelamo, ko uporabimo algoritem z osnovo 2 na najmanjˇsih podpro-
blemih (v zadnjem koraku rekurzije - velikosti 2), to je:
Iˆ =
N
2
log4N. (5.4)
Dokaz. Spomnimo se formule za prehod na novo osnovo logaritma:
loga x =
logb x
logb a
, (5.5)
kjer so a 6= 1, b 6= 1 in hkrati velja a, b, x > 0.
Sedaj v zgornji enacˇbi (5.1) nadomestimo algoritem z osnovo 2 z algoritmom
z osnovo 4, potem dobimo:
I = N log2N = N
log4N
log4 2
= 2N log4N =⇒ I = J. (5.6)
Takoj opazimo, da je sˇtevilo kompleksnih sesˇtevanj v algoritmu z osnovo 2
enako kot v algoritmu z osnovo 4.
Poenostavimo enacˇbo sˇtevila kompleksnih sesˇtevanj v algoritmu z deljeno
osnovo:
K = 3
N
2
log4N + Iˆ
= 3
N
2
log4N +
N
2
log4N = (3
N
2
+
N
2
) log4N
= 2N log4N =⇒ K = J = I. (5.7)

Spodnji graf 5.5 prikazuje, kako hitro narasˇcˇa sˇtevilo kompleksnih sesˇtevanj
v navadni DFT in v Bluesteinovem algoritmu v primerjavi z algoritmi, ki
uporabljajo metodo Cooley-Tukey.
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Slika 5.5: Graficˇni prikaz sˇtevila kompleksnih sesˇtevanj v odvisnosti od
dolzˇine vhodnih podatkov.
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5.3 Cˇas izvajanja
Ker vemo, da sistem ALGator na posameznem testnem primeru meri cˇas izva-
janja T-krat (kolikokrat je podano v konfiguracijski datoteki testne mnozˇice)
in da prihaja do razlik med prvim izvajanjem algoritma in nadaljnjimi, so nas
zanimale tudi razlike med maksimalnim, minimalnim, povprecˇnim in srednjo
vrednostjo cˇasa izvajanja algoritma. Z grafa 5.6, ki prikazuje zgoraj nave-
dene izmerjene cˇase izvajanja algoritma z osnovo 2 (decimacija v cˇasovnem
prostoru), je razvidno, da je maksimalni cˇas izvajanja za velike N malo manj
kot trikrat vecˇji od srednje vrednosti cˇasa izvajanja algoritma. Zaradi vre-
dnosti, ki so prikazane na spodnjem grafu, smo se odlocˇili, da se bomo pri
meritvah cˇasa osredotocˇili na srednjo vrednost izmerjenega cˇasa. To pomeni,
da so vsi prikazani cˇasi na grafih v tej nalogi srednje vrednosti izmerjenih
cˇasov.
Slika 5.6: Primerjava minimalnega, maksimalnega, povprecˇnega in srednje
vrednosti cˇasa izvajanja algoritma z osnovo 2 z decimacijo v cˇasovnem pro-
storu (rekurzivna implementacija) v odvisnosti od dolzˇine vhodnih podatkov.
Rekurzivni algoritem z osnovo 2 z decimacijo v cˇasovnem prostoru je najpocˇasnejˇsi
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med algoritmi, ki smo jih implementirali po metodi Cooley-Tukey. Vendar je
vseeno veliko hitrejˇsi kot navadna DFT ali Bluesteinov algoritem, kar jasno
pokazˇe graf 5.7.
Slika 5.7: Srednja vrednost cˇasa izvajanja DFT, Bluesteinovega algoritma in
algoritma z osnovo 2 z decimacijo v cˇasovnem prostoru.
Zanimiva je ugotovitev z grafa 5.8, da so algoritmi (implementirani na rekur-
zivni nacˇin), ki uporabljajo decimacijo v frekvencˇnem prostoru, hitrejˇsi od
tistih z decimacijo v cˇasovnem prostoru, kljub enakemu sˇtevilu operacij. Prav
tako tudi, da je algoritem z osnovo 4 hitrejˇsi od algoritma z deljeno osnovo,
saj za izracˇun potrebuje vecˇje sˇtevilo kompleksnih mnozˇenj. Do N < 27 je
celo hitrejˇsi od iterativne implementacije algoritma z osnovo 4 (z decimacijo
v cˇasovnem prostoru).
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Slika 5.8: Graficˇni prikaz srednje vrednosti cˇasa izvajanja v odvisnosti od
dolzˇine vhodnih podatkov algoritmov, ki uporabljajo metodo Cooley-Tukey.
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5.3.1 Napoved cˇasa izvajanja rekurzivnih algoritmov
glede na sˇtevilo rekurzivnih klicev
Graf 5.2 iz prejˇsnjega razdelka 5.1 prikazuje (priblizˇno) logaritmicˇno (Alog(A))
odvisnost cˇasa izvajanja algoritma od sˇtevila rekurzivnih klicev. Zaradi te
lepe lastnosti in ker je cˇas izvajanja algoritma tezˇko (posˇteno) izmeriti, smo
se odlocˇili, da ga bomo poskusˇali napovedati s pomocˇjo sˇtevila rekurzivnih
klicev. Za napoved smo najprej potrebovali racˇunsko oceniti sˇtevilo klicev v
algoritmih. Z opazovanjem izmerjenega sˇtevila klicev in poznavanjem geo-
metrijskih vrst smo priˇsli do naslednjih formul:
• algoritma z osnovo 2:
#CALL2(N) = 2
1−N
1− 2 (5.8)
• algoritma z osnovo 4:
#CALL4(N) = 4
1−N
1− 4 (5.9)
• algoritma z deljeno osnovo:
#CALL24(N) =

2 , cˇe N = 2
5 , cˇe N = 4
2 ·#CALL24(N4 ) + #CALL24(N2 ) + 3 , cˇe N > 5
(5.10)
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kjer je N ustrezna dolzˇina vhodnih podatkov, ki jih sprejme algoritem. Iz
tabele na sliki 5.9 vidimo, da se sˇtevilo izracˇunanih rekurzivnih klicev popol-
noma ujema z izmerjenim sˇtevilom.
Slika 5.9: Sˇtevilo izmerjenih in izracˇunanih rekurzivnih klicev za posamezen
algoritem.
Z metodo najmanjˇsih kvadratov smo potem iz podatkov z grafa 5.2 za vsak
algoritem izracˇunali konstanti a in b:
b =
r
r∑
i=1
(yi ln(xi))−
r∑
i=1
yi
r∑
i=1
ln(xi)
r
r∑
i=1
ln(xi)
2 − (
r∑
i=1
ln(xi))
2
, (5.11)
a =
r∑
i=1
yi − b
r∑
i=1
ln(xi)
r
. (5.12)
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Kjer je r sˇtevilo prvih r tocˇk uporabljenih za izracˇun konstant a in b, ki je
odvisno od osnove algoritma:
• osnova 2: r = 9,
• osnova 4: r = 6,
• deljena osnova: r = 8.
Dejanske izracˇunane vrednosti konstant za posamezen algoritem so prikazane
v tabeli na sliki 5.10.
Slika 5.10: Izracˇunane vrednosti konstant a in b.
Nato smo z logaritmicˇnim ujemanjem po spodnji formuli izracˇunali napove-
dan cˇas izvajanja za vsak algoritem:
T (N) = a+ b ·#CALLq(N) · ln(#CALLq(N)). (5.13)
S spodnjih grafov 5.11, 5.12, 5.13 razberemo, da se napovedan cˇas dobro
ujema z izmerjenim.
66 POGLAVJE 5. MERITVE
Slika 5.11: Graficˇni prikaz med izmerjenim in napovedanim (izracˇunanim)
cˇasom izavanja za algoritma z osnovo 2.
Slika 5.12: Graficˇni prikaz med izmerjenim in napovedanim (izracˇunanim)
cˇasom izavanja za algoritma z osnovo 4.
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Slika 5.13: Graficˇni prikaz med izmerjenim in napovedanim (izracˇunanim)
cˇasom izavanja za algoritma z deljeno osnovo.
Za primerjavo z ostalimi izmerjenimi cˇasi algoritma z osnovo 2 DIT smo
vkljucˇili sˇe graf 5.14. Razlika pri ostalih algoritmih je prav tako zelo podobna.
Slika 5.14: Graficˇni prikaz izmerjenih cˇasov in napovedanega (izracˇunanega)
za algoritem z osnovo 2 (DIT).
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5.3.2 Primerjava cˇasa izvajanja transformacije in in-
verzne transformacije
Kljub vecˇjemu sˇtevilu kompleksnih mnozˇenj, ki so potrebna za izracˇun in-
verza, se je pri nekaterih dolzˇinah vhodnih podatkov (N) izracˇun inverzne
transformacije vseeno izvedel hitreje kot izracˇun transformacije. Opazili smo
tudi vecˇjo razliko v cˇasu izvajanja med inverzno transformacijo in transfor-
macijo pri algoritmih, ki uporabljajo decimacijo v frekvencˇnem prostoru.
DFT
Najbolj nas je presenetil cˇas izavajanja DFT (po definiciji) in njegovega in-
verza. Rezultati na grafu 5.15 kazˇejo, da se izracˇun inverza izvede hitreje
ne glede na dolzˇino vhodnih podatkov. To ni najbolj logicˇno, saj za izracˇun
inverza potrebujemo vecˇ kompleksnih mnozˇenj.
Slika 5.15: Graficˇni prikaz srednje vrednosti cˇasa izvajanja DFT in inverza.
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Algoritmi z osnovo 4
Na grafu 5.16 smo opazili podobne lastnosti tudi pri algoritmih z osnovo 4,
da se inverz do dolocˇene velikosti vhodnih podatkov racˇuna hitreje in sicer:
• za algoritem z decimacijo v cˇasovnem prostoru velja, da je izvajanje
inverza hitrejˇse do dolzˇine 26 (tudi pri iterativni razlicˇici),
• za algoritem z decimacijo v frekvencˇnem prostoru pa je izracˇun inverza
hitrejˇsi do dolzˇine 28.
Slika 5.16: Graficˇni prikaz srednje vrednosti cˇasa izvajanja v odvisnosti od
dolzˇine vhodnih podatkov algoritmov z osnovo 4 in njihovih inverznih trans-
formacij.
Algoritmi z osnovo 2
Za algoritme z osnovo 2 neodvisno od prostora decimacije in nacˇina imple-
mentacije (iterativno/rekurzivno) se je izkazalo, da je izracˇun inverza hitrejˇsi
pri podatkih z velikostjo (N), ki je manjˇsa ali kvecˇjemu enaka od 28. To je
vidno na grafu 5.17.
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Slika 5.17: Graficˇni prikaz srednje vrednosti cˇasa izvajanja v odvisnosti od
dolzˇine vhodnih podatkov algoritmov z osnovo 2 in njihovih inverznih trans-
formacij.
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Algoritma z deljeno osnovo
Z grafa 5.18 razberemo, da je pri algoritmih z deljeno osnovo (neodvisno
od prostora decimacije) izracˇun inverzne transformacije hitrejˇsi, dokler je
dolzˇina vhodnih podatkov manjˇsa od 210.
Slika 5.18: Graficˇni prikaz srednje vrednosti cˇasa izvajanja v odvisnosti od
dolzˇine vhodnih podatkov algoritmov z deljeno osnovo in njunih inverznih
transformacij.
Bluesteinov algoritem
Pri Bluesteinovem algoritmu za vhodne podatke velikosti N > 28 prihaja do
minimalnih razlik v cˇasu izvajanja. Preden smo zacˇeli z raziskovanjem smo
taksˇen rezultat pricˇakovali pri vseh algoritmih, ne glede na velikost vhodnih
podatkov (N), vendar rezultati meritev kazˇejo drugacˇe. Ker ta algoritem
izracˇuna transformacijo s pomocˇjo konvolucije, za kar uporablja algoritem
z osnovo 2 (DIT - iterativno razlicˇico), opazimo tudi na grafu 5.19 enako
lastnost, kot na zgornjem grafu 5.17 pri algoritmih z osnovo 2, da je izracˇun
inverza hitrejˇsi pri N < 28.
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Slika 5.19: Graficˇni prikaz srednje vrednosti cˇasa izvajanja (transformacije
in inverzne transformacije) v odvisnosti od dolzˇine vhodnih podatkov Blue-
steinovega algoritma.
Poglavje 6
Sklepne ugotovitve
S pomocˇjo sistema ALGator smo na vhodnih podatkih dolzˇine od 22 pa
do 218 testirali 10 razlicˇnih algoritmov za izracˇun Fourierjeve transformacije
in njenega inverza. Po pricˇakovanjih se je najslabsˇe odrezal algoritem, ki
smo ga implementirali striktno po definiciji DFT. Med algoritmi, ki smo
jih implementirali z rekurzijo, se je najbolje odrezal algoritem z osnovo 4 z
decimacijo v frekvencˇnem prostoru, kljub temu, da algoritem z deljeno osnovo
potrebuje manj mnozˇenj. Izmed iterativnih razlicˇic je bil prav tako najhitrejˇsi
algoritem z osnovo 4 (z decimacijo v cˇasovnem prostoru). Ugotovili smo, da
se izmed implementiranih algoritmov za dolzˇino vhodnih podatkov vkljucˇno
in manjˇso od 217 najbolj splacˇa uporabiti iterativno razlicˇico algoritma z
osnovo 2 (z decimacijo v cˇasovnem prostoru), za podatke daljˇse od 217 pa
algoritem z osnovo 4.
Rezultati pri izracˇunu cˇasa izvajanja v odvisnosti od sˇtevila rekurzivnih klicev
algoritmov kazˇejo zelo dobro ujemanje napovedanih (izracˇunanih) in izmer-
jenih vrednosti. Imajo enak trend kot izmerjen povprecˇni cˇas izavanja. Cˇas
izvajanaj smo merili v 18 tocˇkah, krivuljo za napoved pa smo izracˇunali iz
manj kot prve polovice izmerjenih tocˇk, kar kazˇe na dobro metodo napovedi.
Pri primerjavah cˇasa izvajanja transformacij in inverznih transformacij smo
opazili, da so razlike v cˇasu izvajanja med inverzom in transformacijo vecˇje
pri algoritmih, ki uporabljajo decimacijo v frekvencˇnem prostoru, kot pa pri
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algoritmih, ki uporabljajo decimacijo v cˇasovnem prostoru.
Glede na zgornje ugotovitve bi bilo zanimivo analizirati, kako bi se obnesel
algoritem z osnovo 4 z decimacijo v frekvencˇnem prostoru implementiran na
iterativen nacˇin. Zanima nas tudi, kaksˇni bi bili rezultati, cˇe bi implementi-
rati enake algoritme v programskem jeziku C. S posebnim delom ALGatorja,
ki se imenuje ALGatorc in omogocˇa izvajanje ter analiziranje algoritmov, ki
so implementirani v programsekm jeziku C, bi primerjavo naredili na enosta-
ven nacˇin.
Kljub dobri zasnovi sistema ALGator pa smo ob uporabi opazili sˇe nekaj
pomanjkljivosti, ki bi jih bilo potrebno odpraviti. Eden izmed vecˇjih proble-
mov je uporaba graficˇnega prikaza rezultatov testiranja, saj se zˇe ob manjˇsi
izbiri podatkov graficˇni vmesnik odziva zelo pocˇasi. Prav tako je otezˇeno pri-
blizˇevanje na grafu. Pogresˇali smo tudi numericˇne vrednosti na obeh oseh,
ko smo priblizˇali dolocˇen del grafa.
Ta hiba sistema nas je tudi prislila, da smo za generiranje slik grafov uporabili
drugo orodje.
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