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KNASTER AND FRIENDS II: THE C-SEQUENCE NUMBER
CHRIS LAMBIE-HANSON AND ASSAF RINOT
Abstract. Motivated by a characterization of weakly compact cardinals due
to Todorcevic, we introduce a new cardinal characteristic, the C-sequence num-
ber, which can be seen as a measure of the compactness of a regular uncount-
able cardinal. We prove a number of ZFC and independence results about
the C-sequence number and its relationship with large cardinals, stationary
reflection, and square principles. We then introduce and study the more gen-
eral C-sequence spectrum and uncover some tight connections between the
C-sequence spectrum and the strong coloring principle U(. . .), introduced in
Part I of this series.
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2 CHRIS LAMBIE-HANSON AND ASSAF RINOT
1. Introduction
A common theme in modern set theory, running through the study of large
cardinals, combinatorial set theory, and inner model theory, is the investigation
into the compactness properties of uncountable cardinals and the extent to which
large cardinal properties can hold at “small” cardinals. Two prominent compact-
ness properties of an uncountable cardinal κ, each of which is equivalent to weak
compactness, are:
(P1) the partition relation κ→ (κ)nθ holds for all n < ω and θ < κ;
(P2) every C-sequence 〈Cβ | β < κ〉 is trivial (see Theorem 1.5 for a precise
statement).
Another compactness property which holds at every weakly compact cardinal κ
but, by [CL17], does not characterize weak compactness is:
(P3) the class of κ-Knaster posets is closed under ν-support products for every
ν < κ.
This series of papers, in which the present work forms Part II, is devoted to the
investigation into the ways in which graded families of strong negations of the above
properties (P1)–(P3) can serve to measure the incompactness of regular uncountable
cardinals, and to the exploration of the network of implications and independences
that exist among these families of incompactness properties. Part I of the series
[LHR18] is concerned with strong negations of properties (P1) and (P3), and their
connection. Let us recall some of the relevant definitions and results from [LHR18]
here. In what follows and throughout the paper, κ denotes a regular uncountable
cardinal, and χ, θ, and µ denote cardinals ≤ κ.
Definition 1.1 ([LHR18]). U(κ, µ, θ, χ) asserts the existence of a coloring c : [κ]2 →
θ such that for every χ′ < χ, every family A ⊆ [κ]χ
′
consisting of κ-many pairwise
disjoint sets, and every i < θ, there exists B ∈ [A]µ such that min(c[a× b]) > i for
all (a, b) ∈ [B]2.1
Fact 1.2 ([LHR18]). Suppose that χ, θ are regular and that κ is (<χ)-inaccessible.
For every coloring c : [κ]2 → θ witnessing U(κ, µ, θ, χ), there exists a corresponding
poset P such that
(1) P is well-met and χ-directed closed with greatest lower bounds;
(2) if µ = 2, then Pτ is κ-cc for all τ < min({χ, θ});
(3) if µ = κ, then Pτ has precaliber κ for all τ < min({χ, θ});
(4) Pθ is not κ-cc.
Much of Part I is devoted to analyzing situations in which U(. . .) necessarily
holds and, moreover, is witnessed by closed colorings. As a corollary, we obtained:
Fact 1.3 ([LHR18]). If the class of κ-Knaster posets is closed under ω-powers,
then κ is inaccessible and every stationary subset of κ reflects at an inaccessible
cardinal.
In this paper, which can be read largely independently of [LHR18], we take our
investigations of U(. . .) in a slightly different direction, by bringing property (P2)
into the picture. We introduce and study a cardinal characteristic for regular,
1We refer the reader to the ‘Notation and conventions’ subsection at the end of this introduction
for explanation of any nonstandard notation, and in particular for our conventions regarding
elements of [B]2 for a set B.
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uncountable cardinal κ, which we denote by χ(κ) and call the C-sequence number
of κ. This new cardinal characteristic is connected with our coloring principle in the
sense that it serves as a natural candidate for the fourth parameter of U(κ, κ, θ, χ),
especially, in the case θ = ω. Yet, as time passes by, it becomes evident that it is
of interest in its own right.
To motivate our definition, let us recall Todorcevic’s characterization of weakly
compact cardinals.
Definition 1.4. A C-sequence over κ is a sequence 〈Cβ | β < κ〉 such that, for all
β < κ, Cβ is a closed subset of β with sup(Cβ) = sup(β).
Theorem 1.5 (Todorcevic, [Tod87, Theorem 1.8]). For every strongly inaccessible
cardinal κ, the following are equivalent.
(1) κ is weakly compact.
(2) For every C-sequence 〈Cβ | β < κ〉 there exist ∆ ∈ [κ]κ and b : κ→ κ such
that ∆ ∩ α = Cb(α) ∩ α for every α < κ.
We are now ready for the main definition of the paper, which, in light of the
preceding theorem, suggests a way of measuring how far an inaccessible cardinal κ
is from being weakly compact. As we shall see, though, it is of interest for successors
of singular cardinals as well.
Definition 1.6 (The C-sequence number of κ). If κ is weakly compact, then let
χ(κ) := 0. Otherwise, let χ(κ) denote the least (finite or infinite) cardinal χ ≤ κ
such that, for every C-sequence 〈Cβ | β < κ〉, there exist ∆ ∈ [κ]κ and b : κ→ [κ]χ
with ∆ ∩ α ⊆
⋃
β∈b(α) Cβ for every α < κ.
With this definition in hand, it is also natural to consider the C-sequence spec-
trum of a cardinal κ, which can provide additional information.
Definition 1.7 (The C-sequence spectrum of κ).
(1) For every C-sequence ~C = 〈Cβ | β < κ〉, χ(~C) is the least cardinal χ ≤ κ
such that there exist ∆ ∈ [κ]κ and b : κ → [κ]χ with ∆ ∩ α ⊆
⋃
β∈b(α)Cβ
for every α < κ.
(2) Cspec(κ) := {χ(~C) | ~C is a C-sequence over κ} \ ω.
In this paper, we present a number of both ZFC results and consistency results
regarding the C-sequence number and C-sequence spectrum, in particular explor-
ing how these concepts interact with large cardinal notions and square principles.
Among these results are the following.
Theorem A. (1) If the class of κ-Knaster posets is closed under ω-powers,
then χ(κ) ≤ 1.
(2) If χ(κ) ≤ 1, then κ is greatly Mahlo.
(3) If χ(κ) > 1, then min(Cspec(κ)) = ω and max(Cspec(κ)) = χ(κ).
(4) Every finite family of stationary subsets of Eκ
>χ(κ) reflects simultaneously.
Proof. (1) follows from Fact 1.2 and Lemma 5.7. (2) follows from Lemma 2.9(3). (3)
follows from Lemma 2.2(3), Corollary 5.18 and Theorem 4.7. (4) is Lemma 2.2(4).

Theorem B. Any of the following implies that Reg(κ) ⊆ Cspec(κ):
(1) (κ,<ω) holds;
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(2) κ is a successor of a regular cardinal;
(3) κ is an inaccessible cardinal which is not Mahlo.
Proof. This is Corollary 5.21. 
Theorem C. (1) If χ(κ) = 0, then for every χ ∈ {1} ∪ Reg(κ + 1), there
is a (<κ)-distributive forcing extension in which χ(κ) = χ and Reg(χ) ⊆
Cspec(κ).
(2) It is consistent that χ(ℵω+1) = ℵω. Assuming the consistency of a super-
compact cardinal, it is also consistent that χ(ℵω+1) = ω.
(3) If λ is a singular limit of strongly compact cardinals, then χ(λ+) = cf(λ)
and Reg(cf(λ)) ⊆ Cspec(λ+).
(4) If λ is a singular limit of supercompact cardinals, then, for every χ ∈
Reg(λ)\cf(λ), there is a <λ-distributive forcing extension in which χ(λ+) =
χ and Reg(χ) ⊆ Cspec(λ+).
Proof. (1) follows from Corollary 2.4, Theorem 3.3 and Theorem 3.4. (2) follows
from Corollary 2.4 and Theorem 3.10. (3) follows from Theorem 2.10 and Theo-
rem 5.24(1). (4) follows from Theorem 3.5 and Corollary 5.20. 
We then go back to the theme of property (P1) and uncover an unexpected
connection between the C-sequence spectrum and the third (and fourth) parameter
of the principle U(. . .).
Theorem D. For every θ ∈ Reg(κ), the following are equivalent:
(1) θ ∈ Cspec(κ);
(2) There is a closed witness to U(κ, κ, θ, θ).
Proof. This follows from Corollary 5.17. 
1.1. Organization of this paper. In Section 2, we introduce the C-sequence
number and prove some basic results regarding it, in particular settling its be-
havior at successors of regular cardinals. In Section 3, we present a number of
consistency results concerning the C-sequence numbers, the principle U(. . .), and
related matters, at both inaccessible cardinals and successors of singular cardinals.
These consistency results will, among other things, indicate that certain results
both from this paper and from [LHR18] are sharp. In Section 4, we study the C-
sequence spectrum, which provides more information about a cardinal κ than the
C-sequence number alone. In Section 5, we investigate connections between the
C-sequence spectrum and U(. . .), in particular proving the theorems that yield the
corollaries listed above. In Section 6, we present some open questions and closing
remarks.
1.2. Notation and conventions. When constructing a C-sequence 〈Cβ | β < κ〉,
we automatically let Cβ+1 := {β} for all β < κ unless we explicitly note otherwise.
We say that κ is (<χ)-inaccessible iff, for all ν < χ and λ < κ, λν < κ. We
denote by HΥ the collection of all sets of hereditary cardinality less Υ, where Υ is
a regular cardinal sufficiently large to satisfy that all objects of interest are in HΥ.
Reg denotes the class of infinite regular cardinals, and Reg(κ) denotes Reg∩κ.
It will frequently be convenient for us to refer to the cardinal sup(Reg(κ)), where κ
is an uncountable cardinal. Note that if κ is a limit cardinal, then sup(Reg(κ)) = κ,
and if κ is a successor cardinal, then sup(Reg(κ)) is the immediate predecessor of
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κ. Eκχ denotes the set {α < κ | cf(α) = χ}, and E
κ
≥χ, E
κ
>χ, E
κ
6=χ, etc. are defined
analogously.
For a set of ordinals a, we write ssup(a) := sup{α+1 | α ∈ a}, acc+(a) := {α <
ssup(a) | sup(a ∩ α) = α > 0}, acc(a) := a ∩ acc+(a), nacc(a) := a \ acc(a), and
cl(a) := a ∪ acc+(a). For sets of ordinals a and b, we write a < b if, for all α ∈ a
and all β ∈ b, we have α < β. For a set of ordinals a and an ordinal β, we write
a < β instead of a < {β} and β < a instead of {β} < a. For a set of ordinals A,
Tr(A) denotes the set {β ∈ E
ssup(A)
>ω | A ∩ β is stationary in β}.
For any set A, we write [A]χ := {B ⊆ A | |B| = χ} and [A]<χ := {B ⊆ A |
|B| < χ}. In particular, [A]2 consists of all unordered pairs from A. In some
scenarios, we will also be interested in ordered pairs from A. In particular, if A is
either an ordinal or a collection of sets of ordinals, then we will abuse notation and
write (a, b) ∈ [A]2 to mean {a, b} ∈ [A]2 and a < b.
2. The C-sequence number
In this section, we initiate our study of the C-sequence number. Our first lemma
will be useful in our later analysis and asserts that sets ∆ and functions b as in
Definition 1.6 can always be chosen to have certain nice properties. In what follows,
let us call a function b : κ→ [κ]χ progressive if min(b(α)) ≥ α for all α < κ.
Lemma 2.1. Suppose that
• 〈Cβ | β < κ〉 is a C-sequence;
• χ < sup(Reg(κ)) is a cardinal;
• A,∆′,Γ ∈ [κ]κ are sets;
• b′ : A→ [Γ]≤χ is a function satisfying ∆′ ∩ α ⊆
⋃
β∈b′(α) Cβ for all α ∈ A.
Then the following two statements hold.
(1) For every stationary Σ ⊆ Eκ>χ, there exist ∆0,∆1 ∈ [κ]
κ, and a progressive
function b : κ→ [Γ]≤χ such that
• ∆0 ⊆ ∆′;
• acc+(∆1) ∩ Eκ>χ ⊆ ∆1;
• ∆0 ∩ α ⊆
⋃
β∈b(α)Cβ for all α < κ;
• ∆1 ∩ α ⊆
⋃
β∈b(α) acc(Cβ) for all α < κ;
• {α ∈ Σ | ∀β ∈ b(α)[sup(Cβ ∩ α) = α]} is stationary.
(2) If χ is a positive integer, then there exist ∆ ∈ [∆′]κ and a function b : κ→ Γ
such that ∆ ∩ α ⊆ Cb(α) for all α < κ.
Proof. It is easy to extend dom(b′) to the whole of κ by sending each α < κ to
b′(min(A \ α)). Thus, we shall assume that A = κ.
(1) Let Σ ⊆ Eκ>χ be stationary. For all α ∈ Σ, we have cf(α) > χ ≥ |b
′(α)|, and
hence we may define a regressive function f : Σ→ κ by letting, for all α ∈ Σ,
f(α) := sup({sup(Cβ ∩ α) | β ∈ b
′(α), sup(Cβ ∩ α) < α}).
By Fodor’s Lemma, let us fix an ǫ < κ for which T := f−1{ǫ} is stationary.
For all α < κ, set α′ := min(T \ α). Then, consider the progressive function
b : κ→ [Γ]≤χ, defined by letting, for all α < κ,
b(α) := {β ∈ b′(α′) | sup(Cβ ∩ α
′) = α′}.
As α = α′ for all α ∈ T , we have that {α ∈ Σ | ∀β ∈ b(α)[sup(Cβ ∩α) = α]} covers
the stationary set T .
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To see that ∆0 := ∆
′ \ (ǫ + 1) and ∆1 := Eκ>χ ∩ acc
+(∆′ \ ǫ) are as sought, fix
an arbitrary α < κ.
◮ Let δ ∈ ∆0 ∩ α be arbitrary. As δ ∈ ∆′ ∩ α′, we may find some β ∈ b′(α′)
such that δ ∈ Cβ . In particular, sup(Cβ ∩ α′) ≥ δ > ǫ = f(α′), meaning that
sup(Cβ ∩ α
′) = α′, so β ∈ b(α).
◮ Let δ ∈ ∆1∩α be arbitrary. Fix d ⊆ ∆′\ǫ with ssup(d) = δ. As d ⊆ ∆′∩α′, we
have d ⊆
⋃
β∈b′(α′) Cβ . But cf(δ) > |b
′(α′)|, and hence we may find some β ∈ b′(α′)
such that sup(d ∩ Cβ) = δ. In particular, sup(Cβ ∩ α′) ≥ δ > ǫ = f(α′), meaning
that sup(Cβ ∩ α′) = α′. Consequently, β ∈ b(α) and δ ∈ acc(Cβ).
(2) By Clause (1), we may assume that ∆′ is a club and that b′ is progressive.
To avoid trivialities, suppose also that χ > 1, and let n := χ− 1.
Clearly, if D := {δ ∈ ∆′ | ∀α ∈ (δ, κ)[δ ∈
⋂
β∈b′(α) Cβ ]} is cofinal in κ, then we
may simply take ∆ := D, and then any b : κ → Γ satisfying b(α) ∈ b′(α) for all
α < κ, will do. Thus, suppose that D is bounded below κ. We will find an ǫ < κ
and a function b : κ→ [Γ]n such that (∆′ \ ǫ) ∩ α ⊆
⋃
β∈b(α) Cβ for all α < κ. The
result will then follow by induction.
For each δ ∈ ∆′ \ D, find αδ ∈ (δ, κ) and βδ ∈ b′(αδ) such that δ /∈ Cβδ . In
particular, sup(Cβδ ∩ δ) < δ. Use Fodor’s Lemma to find an ε < κ and a stationary
T ⊆ ∆′ \D such that sup(Cβδ ∩ δ) = ε for all δ ∈ T .
Let ǫ := ε+ 1, and define b : κ→ [Γ]n by letting, for all α < κ,
b(α) := b′
(
αmin(T\α)
)
\ {βmin(T\α)}.
To see that ǫ and b are as sought, fix arbitrary α < κ and δ ∈ (∆′ \ ǫ) ∩ α. Set
δ′ := min(T \α). As δ < α ≤ δ′ < αδ′ , we have δ ∈ ∆∩αδ′ , and we may pick some
β ∈ b′(αδ′) such that δ ∈ Cβ . We know that sup(Cβδ′ ∩ δ
′) = ε < ǫ ≤ δ < α ≤ δ′,
and hence δ /∈ Cβδ′ . So β 6= βδ′ , and β ∈ b(α). 
We are now ready to record a few basic facts about χ(κ).
Lemma 2.2. The C-sequence number satisfies the following properties.
(1) χ(κ) ≤ sup(Reg(κ)).
(2) For every infinite cardinal λ, we have cf(λ) ≤ χ(λ+) ≤ λ. In particular, if
λ is regular, then χ(λ+) = λ.
(3) If χ(κ) > 1, then χ(κ) ≥ ω.
(4) Every finite family of stationary subsets of Eκ>χ(κ) reflects simultaneously.
(5) If V = L, then χ(κ) ∈ {0, sup(Reg(κ))}.
Proof. (1) To avoid trivialities, suppose that sup(Reg(κ)) < κ. Then κ = λ+ for
λ := sup(Reg(κ)). To see that χ(κ) ≤ λ, let ~C = 〈Cβ | β < κ〉 be an arbitrary
C-sequence, and set ∆ :=
⋃
β∈acc(κ) Cβ . Clearly, ∆ ∈ [κ]
κ. Now, for every α < κ,
as |∆ ∩ α| ≤ λ, it is trivial to find b(α) ∈ [κ]λ such that ∆ ∩ α ⊆
⋃
β∈b(α)Cβ .
(2) By Clause (1), it suffices to verify that cf(λ) ≤ χ(λ+). To this end, let
κ := λ+, and let ~C = 〈Cβ | α < κ〉 be a C-sequence such that otp(Cβ) ≤ λ for
all β < κ. Fix ∆ ∈ [κ]κ and b : κ → [κ]χ(κ) such that ∆ ∩ α ⊆
⋃
β∈b(α)Cβ for
every α < κ. Let α ∈ ∆ be the unique ordinal to satisfy otp(∆ ∩ α) = λ2, so
otp(
⋃
β∈b(α) Cβ) ≥ λ
2. As the union of fewer than cf(λ)-many sets, each of order
type less than λ2, has order type less than λ2, it follows that χ(κ) = |b(α)| ≥ cf(λ).
(3) This follows immediately from Lemma 2.1(2).
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(4) Suppose for sake of contradiction that n is a positive integer and 〈Si | i < n〉
is a sequence of stationary subsets of Eκ>χ(κ) that does not reflect simultaneously.
Let 〈Cβ | β < κ〉 be a C-sequence such that, for all β < κ, for some i(β) < n,
acc(Cβ) ∩ Si(β) = ∅. For each i < n, let Ti := {β ∈ acc(κ) | i(β) = i}.
As S0 is a stationary subset of E
κ
>χ(κ), we know that χ(κ) < sup(Reg(κ)). We
shall show that, for all i ≤ n, there exist ∆i ∈ [κ]
κ and a function bi : κ → [κ]
χ(κ)
such that, for all α < κ,
• ∆i ∩ α ⊆
⋃
β∈bi(α)
Cβ ;
• bi(α) ∩
⋃
j<i Tj = ∅;
• min(bi(α)) > α.
As
⋃
j<n Tj = acc(κ), this will mean that bn(α) ⊆ nacc(κ), and hence |
⋃
β∈bn(α)
Cβ | =
χ(κ) for all α < κ, contradicting the fact that (χ(κ))+ < κ.
The proof is by induction on i.
◮ For i = 0, we do the following. As χ(κ) < sup(Reg(κ)), by the definition
of χ(κ) and by Lemma 2.1, we may find ∆ ∈ [κ]κ and a progressive function
b : κ → [κ]χ(κ) such that ∆ ∩ α ⊆
⋃
β∈b(α)Cβ for all α < κ. Now, let ∆0 := ∆
and define b0 by letting b0(α) := b(α + 1) for all α < κ. Clearly, ∆0 and b0 are as
sought.
◮ Suppose that i < n and that ∆i, bi have been defined. Define f : Si → κ by
setting, for all α ∈ Si,
f(α) := sup{sup(Cβ ∩ α) | β ∈ bi(α) ∩ Ti}.
For all α ∈ Si and β ∈ bi(α)∩Ti, we have β > α and α /∈ acc(Cβ), so sup(Cβ ∩α) <
α. f is therefore regressive, and we may fix some ǫ < κ for which A := f−1{ǫ}
is stationary. Let ∆i+1 := ∆i \ (ǫ + 1) and define bi+1 by letting, for all α < κ,
bi+1(α) := bi(min(A \ α)) \ Ti.
To see that ∆i+1 and bi+1 are as sought, fix an arbitrary α < κ. Set α
′ :=
min(A \α), so that min(bi+1(α)) ≥ min(bi(α
′)) > α′ ≥ α. Finally, let τ ∈ ∆i+1 ∩α
be arbitrary. As τ ∈ ∆i+1 ∩α ⊆ ∆i ∩α′, we may pick β ∈ bi(α′) such that τ ∈ Cβ .
Then sup(Cβ ∩ α′) ≥ τ > ǫ = f(α′), so β /∈ Ti, and hence β ∈ bi+1(α).
(5) If V = L and κ is a regular uncountable cardinal that is not weakly compact,
then, for every χ ∈ Reg(κ), Eκχ contains a stationary subset that does not reflect.
The result now follows from Clause (4). 
Remark 1. • Clause (2) is sharp, as witnessed by Theorem 2.10 below.
• Clause (4) is sharp, as, by Clause (2), for every κ which is the successor of
a regular cardinal, Eκχ(κ) is stationary and non-reflecting. It is also sharp
in another sense; by Theorem 3.4 below (using θ := ω), it is consistent that
for some strongly inaccessible cardinal κ, χ(κ) = ω, and there is a family S
consisting of countably many stationary subsets of Eκ>ω such that S does
not reflect simultaneously.
Corollary 2.3. If κ = λ+ and λ,< cf(λ) holds, then χ(κ) = λ. In particular, it is
consistent for χ(κ) to be a singular cardinal.
Proof. Suppose that κ = λ+ and λ,< cf(λ) holds. By Clause (2) of Lemma 2.2,
cf(λ) ≤ χ(κ). In particular, we may assume that λ is singular. By the proof of
[CM11, Lemma 2.2], λ,< cf(λ) implies that any stationary subset of λ
+ contains
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a stationary subset that does not reflect. Thus, by Clause (4) of Lemma 2.2,
χ(κ) = sup(Reg(κ)) = λ. 
Remark 2. The preceding result is sharp in the sense that λ,cf(λ) does not imply
χ(λ+) = λ; this follows from Theorem 3.6 below.
Corollary 2.4. If (κ,<ω) holds, then χ(κ) = sup(Reg(κ)).
Proof. By [HLH17, Theorem 2.8], (κ,<ω) implies that any stationary set S ⊆ κ
contains two stationary subsets S0 and S1 such that Tr(S0) ∩ Tr(S1) = ∅. Now,
appeal to Lemma 2.2(4). 
We next argue that, if κ is inaccessible and χ(κ) is small, then κ must have a
high degree of Mahloness. Before we precisely state and prove this result, let us
recall some facts about canonical functions and the Mahlo hierarchy.
Definition 2.5. Suppose that η < κ+. A function f : κ→ κ is a canonical function
on κ of rank η if there exists a surjection e : κ → η and a club C ⊆ κ such that,
for all α ∈ C, we have f(α) = otp(f [α]). We let fκη denote the set of all canonical
functions on κ of rank η.
For a function f : κ → κ, we let f + 1 denote the unique function g : κ → κ
satisfying g(α) = f(α) + 1 for all α < κ. For two functions f, g : κ → κ, we write
f =∗ g if there is a club C ⊆ κ such that f(α) = g(α) for all α ∈ C. It is easily
verified that, if f, g : κ→ κ, η < κ+, and f ∈ fκη , then g ∈ f
κ
η if and only if g =
∗ f .
We now recall some basic facts about canonical functions. For proofs of these facts,
see [Jec84, §3] and [KS11, §1].
Fact 2.6. (1) For all η < κ, the constant function taking value η is in fκη .
(2) The identity function is in fκκ .
(3) If η < κ+ and f ∈ fκη , then f + 1 ∈ f
κ
η+1.
(4) If η < κ+ and f ∈ fκη , then there is a club C ⊆ κ such that, for all
uncountable α ∈ C ∩ Reg(κ), f ↾ α ∈ fα
f(α).
(5) Suppose that ξ < η < κ+ and e : κ → η is a surjection. Define f : κ → κ
by letting f(α) := otp(e[α] ∩ ξ) for all α < κ. Then f ∈ fκξ .
Let us now recall the definition of the Mahlo hierarchy. The definition is by
recursion.
Definition 2.7. Assume that, for all regular uncountable α < κ and all η ≤ α+,
we have already specified what it means for α to be η-Mahlo. By recursion on
η ≤ κ+, we say that κ is η-Mahlo if
• (η = 0) κ is inaccessible;
• (η = ξ + 1) the set {α < κ | α is f(α)-Mahlo} is stationary in κ for some
(any) f ∈ fκξ ;
• (η limit) κ is ξ-Mahlo for all ξ < η.
κ is said to be greatly Mahlo if it is κ+-Mahlo.
Remark 3. It is also possible to define greatly Mahlo cardinals without explicitly
mentioning canonical functions; see the discussion following Theorem 3 of [MS89].
Proposition 2.8. Suppose that κ is inaccessible and, for every sequence 〈Si | i < κ〉
of stationary subsets of κ, there exists an inaccessible β < κ such that Si ∩ β is
stationary in β for all i < β. Then κ is greatly Mahlo.
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Proof. We prove by induction on η ≤ κ+ that κ is η-Mahlo. Note that our assump-
tion in fact implies that, for every sequence 〈Si | i < κ〉 of stationary subsets of κ,
there are stationarily many inaccessible β < κ such that Si ∩ β is stationary in β
for all i < β. In particular, it follows that κ is 1-Mahlo. In addition, if η ≤ κ+
is a limit ordinal and we have shown that κ is ξ-Mahlo for all ξ < η, it follows by
definition that κ is η-Mahlo. There are three remaining cases to consider.
Case 1: η = ξ + 2 for some ξ < κ+ and κ is (ξ + 1)-Mahlo. Fix f ∈ fκξ . By
Clause (4) of Fact 2.6, there is a club C ⊆ κ such that, for every inaccessible β ∈ C,
f ↾ β ∈ fβ
f(β). Let S := {α < κ | α is f(α)-Mahlo}. Since κ is (ξ + 1)-Mahlo, S is
stationary in κ. By our hypothesis, there are stationarily many inaccessible β ∈ C
such that S ∩ β is stationary in β. It follows that each such β is f(β) + 1-Mahlo.
By Clause (3) of Fact 2.6, f + 1 ∈ fκξ+1. It follows that κ is (ξ + 2)-Mahlo.
Case 2: η = ξ+1 for some limit ordinal ξ ∈ Eκ
+
<κ and κ is ξ-Mahlo. Let 〈ξi |
i < cf(ξ)〉 be an increasing, continuous sequence of ordinals converging to ξ. Fix a
surjection e : κ → ξ, and let f : κ → κ be defined by letting f(α) := otp(e[α]) for
all α < κ. For i < cf(ξ), let fi : κ→ κ be defined by letting fi(α) := otp(e[α] ∩ ξi)
for all α < κ. Then f ∈ fκξ and, by Clause (5) of Fact 2.6, fi ∈ f
κ
ξi
for all i < cf(ξ).
Note that, for all β < κ, f(β) = sup{fi(β) | i < cf(ξ)}.
For all i < cf(ξ), let Si := {α < κ | α is fi(α)-Mahlo}. Since κ is ξ-Mahlo,
it follows that each Si is stationary in κ. Using our hypothesis and Clause (4) of
Fact 2.6, we see that there are stationarily many inaccessible β < κ such that, for
all i < cf(ξ),
• fi ↾ β ∈ f
β
fi(β)
;
• Si ∩ β is stationary in β.
Each such β is therefore fi(β)-Mahlo for all i < cf(ξ), so, since f(β) = sup{fi(β) |
i < cf(ξ)}, β is in fact f(β)-Mahlo. It follows that κ is (ξ + 1)-Mahlo.
Case 3: η = ξ + 1 for some ξ ∈ Eκ
+
κ and κ is ξ-Mahlo. Let 〈ξi | i < κ〉,
e : κ → ξ, f : κ → κ, and 〈fi | i < κ〉 be defined as in Case 2. Again, we have
f(β) = sup{fi(β) | i < κ} for all β < κ. But notice that D := {β < κ | e[β] ⊆ ξβ}
is a club in κ and, for all β ∈ D, we in fact have f(β) = sup{fi(β) | i < β}.
For all i < κ, let Si := {α < κ | α is fi(α)-Mahlo}. Since κ is ξ-Mahlo, Si is
stationary in κ for all i < κ. Using our hypothesis and Clause (4) of Fact 2.6 (and
taking a diagonal intersection of the clubs obtained thence), we see that there are
stationarily many inaccessible β ∈ D such that, for all i < β,
• fi ↾ β ∈ f
β
fi(β)
;
• Si ∩ β is stationary in β.
Each such β is therefore fi(β)-Mahlo for all i < β, so, since f(β) = sup{fi(β) |
i < β}, β is in fact f(β)-Mahlo. It follows that κ is (ξ + 1)-Mahlo. 
Lemma 2.9. (1) If κ is inaccessible and χ(κ) < κ, then κ is ω-Mahlo.
(2) If χ(κ) = 1, then, for every sequence 〈Si | i < κ〉 of stationary subsets of
κ, there exists an inaccessible β < κ such that Si ∩ β is stationary in β for
all i < β.
(3) If χ(κ) = 1, then κ is greatly Mahlo.
Proof. (1) Suppose that κ is inaccessible and χ(κ) < κ. We first show that κ is
Mahlo (i.e., 1-Mahlo). Suppose not, and let D be a club in κ consisting of singular
cardinals. Let ~C = 〈Cβ | β < κ〉 be a C-sequence such that, for all β ∈ acc(κ),
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• otp(Cβ) = cf(β);
• if β ∈ D, then min(Cβ) = cf(β);
• if β /∈ D, then min(Cβ) = sup(D ∩ β).
Note that for all β ∈ D and nonzero α ≤ β, we have otp(Cβ ∩ α) < α, since,
otherwise, otp(Cβ ∩ α) = α and min(Cβ) < α, so that
cf(β) = min(Cβ) < α = otp(Cβ ∩ α) ≤ otp(Cβ) = cf(β),
which gives a contradiction. It follows that, for all α ∈ D and β ∈ [α, κ), otp(Cβ ∩
α) < α.
As χ(κ) < sup(Reg(κ)), we appeal to Lemma 2.1 and fix ∆ ∈ [κ]κ and a pro-
gressive function b : κ → [κ]χ(κ) such that ∆ ∩ α ⊆
⋃
β∈b(α) Cβ for all α < κ. For
all α ∈ D ∩ Eκ
>χ(κ), let ǫα := sup{otp(Cβ ∩ α) | β ∈ b(α)}, and note that ǫα < α.
We can therefore apply Fodor’s Lemma to find a stationary S ⊆ D ∩ Eκ
>χ(κ) and
an ǫ < κ such that ǫα = ǫ for all α ∈ S. Find a large enough α ∈ S such that
|∆ ∩ α| > max{|ǫ|, χ(κ)}. As ∆ ∩ α ⊆
⋃
β∈b(α)Cβ ∩ α, we get a contradiction to
the fact that |
⋃
β∈b(α) Cβ ∩ α| ≤ max{|ǫ|, χ(κ)} < |∆ ∩ α|. Thus, κ is Mahlo.
To finish, suppose there is a positive integer n such that κ is n-Mahlo but not
(n + 1)-Mahlo. Let E be a club in κ such that E contains no n-Mahlo cardinals,
and let S be the set of (n − 1)-Mahlo cardinals below κ (recall that “0-Mahlo” is
the same as “inaccessible”). Then S ∩ E ∩ Eκ
>χ(κ) is a non-reflecting stationary
subset of Eκ
>χ(κ), contradicting Clause (4) of Lemma 2.2.
(2) Suppose that χ(κ) = 1. In particular, κ is inaccessible by Clause (2) of
Lemma 2.2 and hence Mahlo by Clause (1) of this lemma. Towards a contradiction,
suppose that 〈Si | i < κ〉 is a sequence of stationary subsets of κ, such that, for every
inaccessible β < κ, for some i(β) < β, Si(β) ∩ β is non-stationary in β. Without
loss of generality, we may assume that
⋃
i<κ Si ⊆ acc(κ). It follows that we may
fix a C-sequence ~C = 〈Cβ | β < κ〉 such that, for all β ∈ acc(κ),
• if β is singular, then otp(Cβ) = min(Cβ) = cf(β);
• if β is inaccessible, then Cβ ∩ Si(β) = ∅ and min(Cβ) = i(β).
Next, by Lemma 2.1, and since χ(κ) = 1, we can fix a club ∆ ⊆ κ and b :
κ → κ such that, for all α < κ, ∆ ∩ α ⊆ Cb(α). Let α ∈ acc(∆) be an arbitrary
inaccessible cardinal, and let β := b(α). As ∆ ∩ α ⊆ Cβ and α ∈ acc(∆), we
have otp(Cβ ∩ α) = α, so min(Cβ) < α. If β is singular, then we would get
otp(Cβ) = min(Cβ) < α ≤ otp(Cβ), which yields a contradiction. Therefore, β is
inaccessible and i(β) = min(Cβ) < α.
Fix a stationary A ⊆ Reg(κ) and i < κ such that i(b(α)) = i for all α ∈ A. Pick
δ ∈ ∆ ∩ Si, and then pick α ∈ A above δ. Then, δ ∈ ∆ ∩ α, whereas δ /∈ Cβ(α),
which is again a contradiction.
(3) This now follows immediately from Clause (2) and Proposition 2.8. 
Remark 4. It is not the case that χ(κ) = 1 implies that κ is strongly inaccessible.
Indeed, by Corollary 4.9 below, after adding any number of Cohen reals to a weakly
compact cardinal κ, χ(κ) ≤ 1.
We next show that, assuming the consistency of large cardinals, it is consistently
true that there is a singular cardinal for which χ(λ+) = cf(λ).
Theorem 2.10. If λ is a singular limit of strongly compact cardinals, then χ(λ+) =
cf(λ).
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Proof. By Lemma 2.2(2), χ(λ+) ≥ cf(λ). To show that χ(λ+) ≤ cf(λ), fix an
arbitrary C-sequence ~C = 〈Cβ | β < λ+〉. We will produce a club ∆ in λ+ such
that for every α < λ+, for some z ∈ [λ+]≤cf(λ), ∆ ∩ α ⊆
⋃
β∈z Cβ .
Claim 2.10.1 (folklore). Let δ < λ be strongly compact. Then there exists a δ-
complete uniform ultrafilter D over acc(λ+) which is moreover weakly normal.2
Proof. Set κ := λ+. As δ is κ-strongly compact, let us fix a δ-complete uniform
ultrafilter U over κ. We follow the proof of [Jec03, Theorem 10.20]. Define an
ordering <U of
κκ by letting f <U g iff {α < κ | f(α) < g(α)} ∈ U . For each
γ < κ, let cγ denote the constant function from κ to {γ}. It is clear that the
identity function id : κ → κ satisfies cγ <U id for all γ < κ. As U is a σ-complete
ultrafilter, <U is well-founded, and it follows that we may fix a function f : κ→ κ
satisfying the following two conditions:
• for all γ < κ, cγ <U f ;
• for every f ′ : κ→ κ, if cγ <U f
′ for all γ < κ, then {α < κ | f(α) ≤ f ′(α)}
is in U .
For every α < κ, let (βα, nα) ∈ ({0} ∪ acc(κ)) × ω be such that f(α) = βα + nα.
Define f ′ : κ → κ via f ′(α) := max{ω, βα}, and note that cγ <U f ′ for all γ < κ.
It follows that f ′ is U -equivalent to f , so that we may simply assume that Im(f) ⊆
acc(κ).
Now, it is easy to see that D := {X ⊆ acc(κ) | f−1[X ] ∈ U} is a δ-complete
ultrafilter over acc(κ). It is uniform, since otherwise, there exists γ < κ with f−1[γ]
in U , contradicting the fact that cγ+1 <U f . Finally, to see thatD is weakly normal,
fix an arbitrary regressive map g : X → κ with X ∈ D. Put h := (g ◦ f) ↾ f−1[X ].
As g is a regressive function (defined on a set in U), h <U f . So, by the choice
of f , there exists γ < κ for which Y := {α ∈ dom(h) | h(α) < cγ(α)} is in U . In
particular, Z := f [Y ] ∩ X is in D and, for every β ∈ Z, there exists α ∈ Y such
that β = f(α), so that g(β) = h(α) < cγ(α) = γ. Consequently, Λg,γ := {β ∈ X |
g(β) < γ} covers Z, therefore, it belongs to D. ⊠
Claim 2.10.2. Suppose that δ < λ is an uncountable cardinal and that there exists
a uniform δ-complete weakly normal ultrafilter D over acc(λ+). Then there exists
A ∈ [λ+]λ
+
such that, for every B ∈ [A]<δ, there exists β < λ+ for which B ⊆ Cβ.
Proof. As D is δ-complete, it suffices to prove that the following set has size λ+:
A := {α ∈ λ+ | {β ∈ acc(λ+) | α ∈ Cβ} ∈ D}.
To this end, let ǫ < λ+ be arbitrary, and we shall find α ∈ A above ǫ.
We will recursively define an increasing sequence 〈γn | n < ω〉 or ordinals below
λ+. Let γ0 := ǫ. Now, suppose that n < ω and that γn has already been defined.
Define a regressive function gn : acc(λ
+ \γn)→ λ+ via gn(β) := min(Cβ \ (γn+1)).
Then, pick γn+1 < λ
+ for which Λgn,γn+1 is in D.
As D is σ-complete, Λ :=
⋂
n<ω Λgn,γn+1 is in D. Let α := supn<ω γn. For every
β ∈ Λ and n < ω, Cβ ∩ (γn, γn+1) is nonempty, so α ∈ acc(Cβ) ⊆ Cβ . Thus, Λ
witnesses that α ∈ A. ⊠
2That is, for every X ∈ D and every regressive function g : X → λ+, there exists γ < λ+ such
that Λg,γ := {β ∈ X | g(β) < γ} is in D.
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Fix a strictly increasing sequence 〈λi | i < cf(λ)〉 of strongly compact cardinals
that converges to λ. By the preceding claim, for each i < cf(λ), let us fix Ai ∈
[λ+]λ
+
such that for every B ∈ [A]<λi , for some β < λ+, B ⊆ Cβ .
We claim that ∆ :=
⋂
i<cf(λ) acc
+(Ai) is as sought. To see this, let α < λ
+
be arbitrary. By increasing α, we can clearly assume that otp(∆ ∩ α) = α and
cf(α) = ω. Now, using the definition of ∆ and the fact that |∆ ∩ α| ≤ λ, fix 〈Bi |
i < cf(λ)〉 such that
• ∆ ∩ α =
⋃
i<cf(λ) acc
+(Bi);
• for every i < cf(λ), Bi ∈ [Ai]<λi and sup(Bi) = α.
For each i < cf(λ), pick βi < λ
+ such that Bi ⊆ Cβi . As Cβi is closed below α, we
also have acc+(Bi) ⊆ Cβi . Altogether, ∆ ∩ α ⊆
⋃
i<cf(λ) Cβi , as sought. 
Remark 5. We briefly remark upon the relationship between the assertion “χ(λ+) =
cf(λ)” and two other prominent compactness principles that hold at successors of
singular limits of strongly compact cardinals, namely the tree property and the
existence of scales with stationarily many bad points. Our remarks indicate that
“χ(λ+) = cf(λ)” is somewhat orthogonal to the other two properties.
We first note that the existence of a scale of length ℵω+1 with stationarily many
bad points entails the existence of a non-reflecting stationary subset of E
ℵω+1
>ω
and hence, by Lemma 2.2(4), it in fact implies that χ(ℵω+1) > ω. Similarly, if
cf(λ) < κ < λ and κ is supercompact, then there is a bad scale of length λ+,
but this situation is certainly compatible with the existence of many non-reflecting
stationary subsets of Eλ
+
≥κ and hence with χ(λ
+) = λ.
By Theorem 3.6 below, χ(λ+) = cf(λ) is compatible with the existence of a
(special) λ+-Aronszajn tree and hence does not imply the tree property at λ+. On
the other hand, in known models for the tree property at ℵω+1, there are non-
reflecting stationary subsets of E
ℵω+1
ω and hence χ(ℵω+1) > ω, so the tree property
or even its strengthenings do not imply χ(λ+) = cf(λ).
3. Changing the value of the C-sequence number
In this section, we prove a number of consistency results regarding the C-
sequence number, square principles, and the principle U(. . .). We will begin with
consistency results at inaccessible cardinals and then proceed to successors of sin-
gular cardinals. Let us first recall the following result from Part I of this series.
Fact 3.1 ([LHR18]). Suppose that θ ∈ Reg(κ), χ < κ, and c : [κ]2 → θ witnesses
U(κ, 2, θ, χ). For every infinite cardinal θ′ < χ,
(1) if θ′ < θ, then T (c) admits no θ′-ascending path;
(2) if cf(θ′) 6= θ, then T (c) admits no θ′-ascent path.
We will also need a certain indexed square principle, which we now recall.
Definition 3.2 ([LH17]). Suppose that θ < κ are infinite, regular cardinals. Then
ind(κ, θ) asserts the existence of a sequence 〈Cα,i | α < κ, i(α) ≤ i < θ〉 such that
(1) for all α < κ, we have i(α) < θ;
(2) for all α ∈ acc(κ), 〈Cα,i | i(α) ≤ i < θ〉 is a ⊆-increasing sequence of clubs
in α;
(3) for all α < β in acc(κ) and all i(β) ≤ i < θ, if α ∈ acc(Cβ,i), then
Cβ,i ∩ α = Cα,i (and, in particular, i ≥ i(α));
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(4) for all α < β in acc(κ), there is i(β) ≤ i < θ such that α ∈ acc(Cβ,i);
(5) there do not exist a club D in κ and an ordinal i < θ such that, for all
α ∈ acc(D), D ∩ α = Cα,i.
A sequence satisfying these requirements is called a ind(κ, θ)-sequence.
3.1. Inaccessibles. It follows from Corollary 2.4 that it is consistent for an in-
accessible cardinal κ that the C-sequence number χ(κ) is equal to κ. In addition, it
follows from Lemma 2.1(2) that χ(κ) cannot be equal to an integer greater than 1.
In this subsection we show, among other things, that for an inaccessible cardinal κ,
χ(κ) can consistently take any value in {0, 1}∪Reg(κ+1). We begin with a result
that follows almost immediately from analysis done by Cox and Lu¨cke on a model
of Kunen and, among other things, provides a model with an inaccessible cardinal
κ for which χ(κ) = 1.
Theorem 3.3. Suppose that κ is a weakly compact cardinal. Then there is a
cofinality-preserving forcing extension in which:
(1) κ is strongly inaccessible;
(2) χ(κ) = 1;
(3) there exists a coherent κ-Souslin tree;
(4) Pr1(κ, κ, κ, ω) holds;
3
(5) U(κ, κ, ω, ω) fails.
Proof. The desired forcing extension was first isolated by Kunen in [Kun78]. The
key feature of the forcing extension is that there exists a coherent κ-Souslin tree
(T,≤) such that forcing with T := (T,≥) resurrects the weak compactness of κ.
Clauses (1) and (3) follow immediately, whereas Clause (4) follows from Clause (3).
Cox and Lu¨cke show [CL17, Theorem 1.14] that in this model, for every ν < κ
the class of κ-Knaster posets is closed under ν-support products. Clause (5) then
follows from Fact 1.2.
We now establish Clause (2). Fix a C-sequence ~C = 〈Cα | α < κ〉 in the forcing
extension. By forcing with T, we resurrect the weak compactness of κ, so, by
Theorem 1.5, there is a T-name D˙ for a club, every initial segment of which is
equal to the initial segment of a club in ~C. But, since T has the κ-cc, there is a
club ∆ in κ such that T “∆ˇ ⊆ D˙”. Then every initial segment of ∆ is covered by
a club in ~C, so it witnesses this instance of χ(κ) = 1. 
We next show that, if κ is weakly compact, then there are mild forcing extensions
in which χ(κ) takes any desired value in Reg(κ).
Theorem 3.4. Suppose that κ is a weakly compact cardinal and θ ∈ Reg(κ). Then
there is a cofinality-preserving forcing extension in which:
(1) κ is strongly inaccessible;
(2) χ(κ) = θ;
(3) ind(κ, θ) holds;
(4) every κ-Aronszajn tree admits a θ-ascent path;
(5) there exists a non-reflecting stationary subset of Eκθ ;
3Recall that Pr1(κ, κ, κ, ω) asserts the existence of a coloring c : [κ]2 → κ such that, for
every family A ⊆ [κ]<ω consisting of κ-many pairwise disjoint sets, and for every i < κ, there is
(a, b) ∈ [A]2 such that c[a× b] = {i}.
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(6) U(κ, 2, θ′, θ+) fails for all θ′ ∈ Reg(κ) \ {θ}. Furthermore, for every θ′ ∈
Reg(θ) and for every function c : [κ]2 → θ′, there is A ⊆ [κ]≤θ, consisting
of κ-many pairwise disjoint sets, such that
⋂
{c[a× b] | (a, b) ∈ [A]2} 6= ∅.
(7) for every poset Q, if Qθ has the κ-cc, then Qτ has the κ-cc for all τ < κ.
Proof. By using a preparatory forcing if necessary, we may assume that the weak
compactness of κ is indestructible under forcing with Add(κ, 1) (cf. [Kun78]). Let
P be the standard forcing to add a ind(κ, θ)-sequence by closed initial segments,
and, for all i < θ, let T˙i be a P-name for the forcing to thread the ith column of
the generically-added ind(κ, θ)-sequence. (See [HLH17, §3] for more information
on all of these forcing notions.)
Let G be P-generic over V , and, in V [G], let ~C := 〈Cα,i | α < κ, i(α) ≤ i < θ〉 be
the generically-added ind(κ, θ)-sequence. We shall show that V [G] is our desired
model. It is clear that Clauses (1) and (3) hold. We next verify Clause (5).
Claim 3.4.1. Let S := {α ∈ Eκθ | ∀i ∈ [i(α), θ)∃η < α[otp(Cα,i \ η) = θ]}. Then S
is a non-reflecting stationary subset of Eκθ .
Proof. To see that S does not reflect, fix an arbitrary β ∈ Eκ>θ. Let B be the
set of α in Cβ,i(β) such that θ
2 divides otp(Cβ,i(β) ∩ α). Then B is club in β and
B ∩ S = ∅, so S does not reflect at β.
We next show that S is stationary. To this end, let S˙ ∈ V be a canonical P-name
for S, let D˙ ∈ V be a P-name for a club in κ, and let p = 〈Cpα,i | α ≤ γ
p, i(α)p ≤
i < θ〉 ∈ P be an arbitrary condition. Working in V , we will find q ≤P p such that
q P “D˙ ∩ S˙ 6= ∅”. By extending p if necessary, we may assume that i(γ
p)p = 0.
We will recursively construct a decreasing sequence 〈pη | η < θ〉 of conditions
in P together with an increasing sequence of ordinals 〈ξη | η < θ〉 satisfying the
following requirements:
(1) p0 = p;
(2) for all η < θ, we have γpη < ξη < γ
pη+1 and pη+1 P “ξˇη ∈ D˙”;
(3) for all η < θ, i(γpη)pη = 0 and {γpζ | ζ < η} ⊆ acc(C
pη
γpη ,0);
(4) for all i < η < θ, we have acc(C
pη
γpη ,i \ γ
pi) = {γpj | i < j < η}.
The construction proceeds as follows. To start, let p0 := p. If η < θ and we have
constructed 〈pζ | ζ ≤ η〉 and 〈ξζ | ζ < η〉 satisfying the above requirements, then
construct ξη and pη+1 as follows. First, find p
∗
η ≤P pη and an ordinal ξη > γ
pη such
that p∗η P “ξˇη ∈ D˙”. Without loss of generality, we may assume that γ
p∗η ≥ ξη.
We now define pη+1 ≤P p∗η with γ
pη+1 = γp
∗
η + ω. To aid in the definition, let i∗
denote the least i ∈ [η, θ) such that γpη ∈ acc
(
C
p∗η
γ
p∗η ,i
)
. To define pη+1, it suffices
to define C
pη+1
γ
pη+1 ,i
for all i < θ. If i < i∗, then let
C
pη+1
γ
pη+1 ,i
:= C
pη
γpη ,i ∪ {γ
pη} ∪ {γp
∗
η + n | n < ω}.
If i∗ ≤ i < θ, then let
C
pη+1
γ
pη+1 ,i
:= C
p∗η
γ
p∗η ,i
∪ {γp
∗
η + n | n < ω}.
It is easily verified that ξη and pη+1 are as desired.
If η ∈ acc(θ) and 〈pζ , ξζ | ζ < η〉 have been constructed, then simply define pη
such that γpη := sup{γpζ | ζ < η} and, for all i < θ, C
pη
γpη ,i :=
⋃
ζ<η C
pζ
γ
pζ ,i
. It is
again easily verified that pη is as desired.
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Now define a condition q ∈ P by letting γq := sup{γpη | η < θ}, i(γq)q := 0,
and, for all i < θ, Cqγq,i :=
⋃
η<θ C
pη
γpη ,i. Then q is a lower bound for 〈pη | η < θ〉
and hence, for all η < θ, we have q P “ξˇη ∈ D˙”. Since D˙ is forced to be a
club and γq = sup{ξη | η < θ}, it follows that q P “γˇq ∈ D˙”. Also, for all i < θ,
requirement (4) in our construction implies that acc(Cqγq,i\γ
pi) = {γpj | i < j < θ}.
In particular, otp(Cqγq,i \ γ
pi) = θ. But then q P “γˇ
q ∈ S˙”, so q P “D˙ ∩ S˙ 6= ∅”,
as desired. ⊠
Clause (4) is precisely Theorem 1.3 of [LHL18]. Together with Clause (1) and
Fact 3.1, this gives a weak form of Clause (6). We next verify Clause (6).
Claim 3.4.2. Let c : [κ]2 → θ′ be an arbitrary function with θ′ ∈ Reg(κ) \ {θ}.
Then there is k < θ′ and a collection A ⊆ [κ]≤θ of size κ, consisting of pairwise
disjoint sets, such that, for all (a, b) ∈ [A]2,
• if θ′ < θ, then k ∈ c[a× b];
• if θ′ > θ, then c[a× b] ∩ k 6= ∅.
In particular, U(κ, 2, θ′, θ+) fails.
Proof. For every i < θ, we know that, in V , P ∗ T˙i is equivalent to Add(κ, 1), so, in
V [G], forcing with Ti resurrects the weak compactness of κ. Therefore, it is forced
by 1Ti that there is a k < θ
′ and an unbounded H ⊆ κ such that c“[H ]2 = {k}. Let
k˙i and H˙i be Ti-names for such k and H . Recall that, for any pair (j, i) ∈ [θ]2, we
have projection maps πji : Tj → Ti and that, for all j, j′ < θ, t ∈ Tj , and t′ ∈ Tj′ ,
for all sufficiently large i < θ, πji(t) and πj′i(t
′) are ≤Ti-comparable. Fix t ∈ T0
such that, for all i < θ, π0i(t) decides the value of k˙i, say as ki.
We now recursively construct a sequence 〈tγ | γ < κ〉 of conditions from T0 and
a matrix 〈αγ,i | γ < κ, i < θ〉 of ordinals below κ. To this end, suppose that δ < κ
and we have defined 〈tγ | γ < δ〉 and 〈αγ,i | γ < δ, i < θ〉. Let βδ := sup{αγ,i |
γ < δ, i < θ}, and find a condition tδ ≤T0 t such that, for all i < θ, π0,i(tδ) decides
the value of the ordinal min(H˙i \ (βδ + 1)). Call this value αδ,i.
For each γ < κ, let aγ := {aγ,i | i < θ}. It is clear that, for all γ < δ < κ, we
have sup(aγ) ≤ βδ < min(aδ). In particular, aγ < aδ. Let A := {aγ | γ < κ}. If
θ′ < θ, then fix k < θ′ and I ∈ [θ]θ such that ki = k for all i ∈ I. If θ′ > θ, then let
k := sup{ki + 1 | i < θ} and I := θ.
We claim that A and k are as desired in the statement of the theorem. To this
end, fix (γ, δ) ∈ [κ]2. For all sufficiently large i < θ, we know that π0i(tγ) and π0i(tδ)
are ≤Ti-comparable. We can therefore find i ∈ I such that π0i(tγ) and π0i(tδ) are
≤Ti-comparable. Without loss of generality, suppose that π0i(tδ) ≤Ti π0i(tγ). Then
π0i(tδ) Ti “αγ,i, αδ,i ∈ H˙i.” Since tδ ≤T0 t, it follows that c({αγ,i, αδ,i}) = ki. If
θ′ < θ, then ki = k and, if θ
′ > θ, then ki < k. In either case, the fact that αγ,i ∈ aγ
and αδ,i ∈ aδ leads to the desired conclusion. ⊠
We next verify Clause (2). By Lemma 2.2(4), the existence of a non-reflecting
stationary subset of Eκθ implies that χ(κ) ≥ θ. Thus, it remains to show that
χ(κ) ≤ θ. To this end, fix an arbitrary C-sequence 〈Eβ | β < κ〉. We must find
∆ ∈ [κ]κ and a function b : κ→ [κ]≤θ such that ∆ ∩ α ⊆
⋃
β∈b(α)Eβ for all α < κ.
For each i < θ, forcing over V [G] with Ti resurrects the weak compactness of κ.
In particular, there is a Ti-name ∆˙i for a club in κ such that
Ti “for all αˇ < κˇ, there is β˙ < κˇ such that ∆˙i ∩ αˇ ⊆ Eβ˙”.
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Moreover, since, for any pair (i, j) ∈ [θ]2, πij : Ti → Tj is a projection, we have
that, for all (i, j) ∈ [θ]2, ∆˙j can be interpreted as a Ti-name. Replacing each
∆˙i with a Ti-name for
⋂
i≤j<θ ∆˙j , we may assume that Ti “∆˙i ⊆ ∆˙j” for all
(i, j) ∈ [θ]2.
Recursively construct an increasing sequence 〈δξ | ξ < κ〉 of ordinals below κ
together with conditions 〈tξ | ξ < κ〉 from T0 such that tξ T0 “δˇξ ∈ ∆˙0” for all
ξ < κ. Then let ∆′ := {δξ | ξ < κ}. It will clearly suffice to find b′ : κ→ [κ]≤θ such
that, for all ξ < κ, we have {δη | η < ξ} ⊆
⋃
β∈b′(ξ) Eβ .
To this end, fix ξ < κ. For all η < ξ, let αη < κ be such that tη = Cαη ,0. Find
γ ∈ acc(κ) such that γ > αη for all η < ξ. For all η < ξ, let jη < θ be least such
that αη ∈ acc(Cγ,jη ). For j ∈ [i(γ), θ), let Xj := {δη | η < ξ and jη = j}. Clearly,⋃
j∈[i(γ),θ)Xj = {δη | η < ξ}.
Claim 3.4.3. For all j ∈ [i(γ), θ), Cγ,j Tj “Xˇj ⊆ ∆˙j”.
Proof. Fix j ∈ [i(γ), θ) and η < ξ such that δη ∈ Xj . Recall that π0j : T0 → Tj is a
projection, T0 “∆˙0 ⊆ ∆˙j , ” and tη T0 “δˇη ∈ ∆˙0.” Therefore, Cαη ,j = π0j(tη) Tj
“δˇη ∈ ∆˙j”. Moreover, we have αη ∈ acc(Cγ , j), so Cγ,j ≤Tj Cαη ,j , and hence
Cγ,j Tj “δˇη ∈ ∆˙j”. ⊠
It follows that, for all j ∈ [i(γ), θ), we have Cγ,j Tj “for some β˙ < κˇ, Xˇj ⊆ E˙β .”
But then, in V [G], there is a βj < κ such that Xj ⊆ Eβj . Letting b
′(ξ) = {βj |
j ∈ [i(γ), θ)}, it follows that {δη | η < ξ} ⊆
⋃
β∈b′(ξ)Eβ , and we are done.
We are left with verifying Clause (7). To this end, fix in V [G] a poset Q such
that Qθ has the κ-cc.
Claim 3.4.4. There is i < θ and t ∈ Ti such that t Ti “Qˇ has the κˇ-cc”.
Proof. Otherwise, for all i < θ, there is a Ti-name A˙i for an antichain of size κ in
Q. For a fixed i < θ, let 〈q˙α,i | α < κ〉 be a sequence of Ti-names for an injective
enumeration of A˙i. For each α < κ, fix a condition tα ∈ T0 such that, for all i < θ,
π0i(tα) decides the value of q˙α,i, say as qα,i. Define a condition q¯α ∈ Qθ by letting
q¯α(i) = qα,i for all i < θ.
We claim that, for all α < β < κ, q¯α and q¯β are incompatible in Qθ. To this
end, fix α < β < κ. There is a sufficiently large i < θ such that π0i(tα) and π0i(tβ)
are comparable in Ti. Without loss of generality, assume that π0i(tβ) ≤Ti π0i(tα).
Then π0i(tβ) forces qα,i and qβ,i to be distinct elements of the antichain A˙i, so they
are incompatible in Q. It follows that q¯α and q¯β are incompatible. But then {q¯α |
α < κ} is an antichain of size κ in Qθ, contradicting the assumption that Qθ has
the κ-cc. ⊠
Fix i < θ and t ∈ Ti as given by the claim, and let H be Ti-generic over V [G]
with t ∈ H . Then Q has the κ-cc and κ is weakly compact in V [G ∗H ]. It follows
that Qτ has the κ-cc for all τ < κ in V [G ∗ H ]. But (Qτ )V [G∗H] = (Qτ )V [G] for
all τ < κ, and the κ-cc is downward absolute, so Qτ has the κ-cc for all τ < κ in
V [G]. 
Remark 6. By Corollary 5.19 below, the fact that there is a non-reflecting stationary
set in the model from Theorem 3.4 implies that we in fact have Reg(θ+) ⊆ Cspec(κ).
It is an interesting question whether or not Card(θ+) ⊆ Cspec(κ) necessarily holds
in this model.
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It will follow from results in Part III of this series that, in the model from
Theorem 3.4, U(κ, κ, θ, χ) holds for all χ < κ, indicating a way in which Clause (6)
of the theorem is sharp.
3.2. Successors of singulars. We now turn our attention to successors of singular
cardinals. We first prove an analogue of Theorem 3.4, indicating that, if λ is a
singular limit of sufficiently large cardinals, then there are mild forcing extensions
in which χ(λ+) takes any prescribed value in Reg(λ+) \ cf(λ).
Theorem 3.5. Suppose that λ is a singular limit of strongly compact cardinals that
are indestructible under λ+-directed closed set forcings, and let θ ∈ Reg(λ+)\cf(λ).
Then there is a cofinality-preserving forcing extension in which
(1) χ(λ+) = θ;
(2) ind(λ+, θ) holds;
(3) every λ+-Aronszajn tree has a θ-ascent path;
(4) U(λ+, 2, θ′, θ+) fails for all θ′ ∈ Reg(λ+) \ {cf(λ), θ};
(5) there exists a non-reflecting stationary subset of Eλ
+
θ .
Proof. The proof is very similar to that of Theorem 3.4, so many details will be
suppressed. Let P be the standard forcing to add a ind(λ+, θ)-sequence and, for all
i < θ, let T˙i be a P-name for the forcing to thread the ith column of the generically-
added ind(κ, θ)-sequence (again, see [HLH17, §3] for details). Note that, for all
i < θ, P ∗ T˙i has a dense λ+-directed closed subset and hence λ is still a singular
limit of strongly compact cardinals in V P∗T˙i .
Let G be P-generic over V . In V [G], let ~C := 〈Cα,i | α < λ+, i(α) ≤ i < θ〉
be the generically-added ind(κ, θ)-sequence and, for every i < θ, let Ti be the
interpretation of T˙i in V [G]. We claim that V [G] is the desired model. Clearly,
ind(λ+, θ) holds in V [G], and the proof of the existence of a non-reflecting station-
ary subset of Eλ
+
θ is exactly as in the proof of Claim 3.4.1. Also, as in the proof of
Clause (4) of Theorem 3.4, Clause (3) follows immediately from [LHL18, Theorem
1.3].
We now verify Clause (4). Working in V [G], fix θ′ ∈ Reg(λ+) \ {cf(λ), θ} and a
coloring c : [λ+]2 → θ′. We will find a family A ⊆ [λ+]≤θ consisting of λ+-many
pairwise disjoint sets and an ordinal k < θ′ such that, for all (a, b) ∈ [A]2, we have
min(c[a × b]) ≤ k. For all i < θ, forcing with Ti resurrects the fact that λ is a
singular limit of strongly compact cardinals, and so by [LHR18, Theorem 2.14],
Ti “U(λ
+, 2, θ′, cf(λ)+) fails”. In particular, for each i < θ, we can fix a Ti-name
A˙i for a subset of [λ+]≤cf(λ) consisting of λ+-many pairwise disjoint sets and a
Ti-name k˙i for an ordinal below θ′ such that
Ti “for all (a, b) ∈ [A˙i]
2, we have min(cˇ[a× b]) ≤ k˙i”.
Recall that, for any pair (j, i) ∈ [θ]2, we have a projection map πji : Tj → Ti.
Fix t ∈ T0 such that, for all i < θ, π0i(t) decides the value of k˙i, say as ki.
We now recursively construct a sequence 〈tγ | γ < λ+〉 of condition from T0 and
a matrix 〈aγ,i | γ < λ+, i < θ〉 of elements of [λ+]≤cf(λ). To this end, suppose
that δ < λ+ and we have defined 〈tγ | γ < δ〉 and 〈aγ,i | γ < δ, i < θ〉. Let
βδ := sup(
⋃
{aγ,i | γ < δ, i < θ}). Now use the fact that each A˙i is forced to
consist of λ+-many pairwise disjoint elements of [λ+]≤cf(λ) and the fact that each
Ti is <λ+-distributive and hence does not add any new elements to [λ+]≤cf(λ) to
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find a condition tδ ∈ T0 and a sequence 〈aδ,i | i < θ〉 of elements of [λ+]≤cf(λ) such
that, for all i < θ,
• βδ < aδ,i;
• π0i(ti) Ti “aˇδ,i ∈ A˙i”.
For each γ < λ+, let aγ :=
⋃
i<θ aγ,i, and note that aγ ∈ [λ
+]≤θ. Note also
that, for all (γ, δ) ∈ [λ+]2, we have aγ < aδ. Since θ′ 6= θ, we can fix a k < θ′ and
an unbounded I ⊆ θ such that, for all i ∈ I, we have ki ≤ k. We claim that k
and A := {aγ | γ < λ+} are as desired. To verify this, fix (γ, δ) ∈ [λ+]2. For all
sufficiently large i < θ, we know that π0i(tγ) and π0i(tδ) are ≤Ti-comparable. We
can therefore find i ∈ I such that π0i(tγ) and π0i(tδ) are ≤Ti-comparable. Without
loss of generality, suppose that π0i(tδ) ≤Ti π0i(tγ). Then π0i(tδ) Ti “aˇγ,i, aˇδ,i ∈
A˙i”. Since tδ ≤T0 t, it follows that min(c[aγ,i× aδ,i]) ≤ ki ≤ k. Since aγ,i ⊆ aγ and
aδ,i ⊆ aγ , the conclusion is immediate.
We finally turn to Clause (1). To prove that χ(λ+) ≤ θ, note that by Theorem
2.10, for all i < θ, we have Ti “χ(λ
+) = cf(λ)”. Now proceed as in the proof of
Theorem 3.4, making adjustments analogous to those made between the proofs of
Clause (6) of Theorem 3.4 and Clause (4) of this theorem. 
The following theorem is proven in a similar manner. The theorem and proof
use an indexed square principle known as ind
λ,cf(λ). As the notation suggests, it
is a strengthening of both λ,cf(λ) and 
ind(λ+, cf(λ)). For information about
this square principle and the related standard forcing notions that are used in the
following proof, see [CFM01, §9].
Theorem 3.6. Suppose that λ is a singular limit of strongly compact cardinals ν,
each of which is indestructible under ν-directed closed set forcings. Then there is a
cofinality-preserving forcing extension in which
(1) ind
λ,cf(λ) holds;
(2) χ(λ+) = cf(λ);
(3) U(λ+, λ+, θ, cf(λ)+) fails for all θ ∈ Reg(λ) \ {cf(λ)}.
Proof. Fix an increasing sequence 〈λi | i < cf(λ)〉 of indestructibly strongly com-
pact cardinals, with λ0 > cf(λ), that converges to λ. Let P be the standard forcing
to add a ind
λ,cf(λ)-sequence such that, for all i < cf(λ), all clubs in the i
th column
of the square sequence have order type less than λi. For all i < cf(λ), let T˙i be a
P-name for the forcing to thread the ith column of the generically-added ind
λ,cf(λ)-
sequence. Note that, for all i < cf(λ), P ∗ T˙i has a dense λi-directed closed subset
and thus preserves the strong compactness of λj for all j ≤ i.
Let G be P-generic over V . In V [G], let ~C := 〈Cα,i | α < λ+, i(α) ≤ i <
cf(λ)〉 be the generically-added ind
λ,cf(λ)-sequence, and, for all i < θ, let Ti be the
interpretation of T˙i in V [G]. We claim that V [G] is the desired model. Clearly,
ind
λ,cf(λ) holds in V [G]. The proof of the failure of U(λ
+, λ+, θ, cf(λ)+) for all
θ ∈ Reg(λ) \ {cf(λ)} is similar to the proof of the analogous fact in Theorem 3.5,
making adjustments similar to those made below in the proof that χ(λ+) = cf(λ),
so we leave it to the reader.
We end by proving that χ(λ+) = cf(λ). By Clause (2) of Lemma 2.2, we have
χ(λ+) ≥ cf(λ). To prove the other inequality, work in V [G] and fix a C-sequence
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〈Eβ | β < λ+〉. We will find ∆ ∈ [λ+]λ
+
and b : λ+ → [λ+]≤cf(λ) such that
∆ ∩ α ⊆
⋃
β∈b(α)Eβ for all α < λ
+.
Fix i < cf(λ). Since forcing with Ti resurrects the strong compactness of λi, the
proof of Claim 2.10.2 shows that, in the extension by Ti, there is an unbounded
subset Ai ⊆ (λ+)V [G] such that, for all B ∈ [Ai]<λi , there is β < (λ+)V [G] such
that B ⊆ Eβ . Let A˙i be a Ti-name for Ai.
As usual, for (j, i) ∈ [cf(λ)]2, we have a projection map πji : Tj → Ti given by
Cγ,j 7→ Cγ,i. Using the fact that T0 is < cf(λ)+-distributive, recursively construct a
sequence 〈tδ | δ < λ+〉 of conditions from T0 and a matrix 〈αδ,i | δ < λ+, i < cf(λ)〉
such that:
• for all (δ, δ′) ∈ [λ+]2 and all i, i′ < cf(λ), we have αδ,i < αδ′,i′ ;
• for all δ < λ+ and all i < cf(λ), we have π0i(tδ) Ti “αδ,i ∈ A˙i”.
For all i < cf(λ), let ∆i := {αδ,i | δ < λ
+}, and then let ∆ :=
⋂
i<cf(λ) acc(∆i) ∩
Eλ
+
>cf(λ). Clearly, ∆ ∈ [λ
+]λ
+
.
To finish, we need to find, for every α < λ+, a set b(α) ∈ [λ+]cf(λ) such that
∆ ∩ α ⊆
⋃
β∈b(α)Eβ . To this end, fix α < λ
+ and let δ∗ < λ+ be the least limit
ordinal such that α ≤ αδ∗,0. For all δ < δ∗, let γδ be the unique element of acc(λ+)
such that tδ = Cγδ,0. Choose γ ∈ acc(λ
+) such that γδ < γ for all δ < δ
∗. For
all i < cf(λ), let Bi := {αδ,i | δ < δ∗ & γδ ∈ acc(Cγ,i)}. Clearly, |Bi| < λi for all
i < cf(λ).
Claim 3.6.1. ∆ ∩ α ⊆
⋃
i<cf(λ) acc
+(Bi).
Proof. Fix η ∈ ∆ ∩ α. By the construction of ∆, there is δ < δ∗ such that cf(δ) =
cf(η) and, for all i < cf(λ), η = sup{αǫ,i | ǫ < δ}. Since cf(δ) > cf(λ), there is
i < cf(λ) such that
• sup{ǫ < δ | γǫ ∈ acc(Cγ,i)} = δ; and
• there is ε ∈ (δ, δ∗) such that γε ∈ acc(Cγ,i).
Then η ∈ acc+(Bi). ⊠
For each i < cf(λ) and each δ < δ∗ such that αδ,i ∈ Bi, we have Cγ,i ≤Ti
π0i(tδ). In particular, Cγ,i Ti “Bˇi ∈ [A˙i]
<λˇi”. It follows that there is βi such that
Bi ⊆ Eβi . Since Eβi is closed, we in fact have acc
+(Bi) ⊆ Eβi . But then, letting
b(α) := {βi | i < cf(λ)}, we have ∆ ∩ α ⊆
⋃
β∈b(α)Eβ . 
We now turn to using Prikry-type forcings to obtain models with singular cardi-
nals λ for which χ(λ+) = cf(λ). We focus on the case in which cf(λ) = ℵ0. These
methods allow us to obtain results from weaker large cardinal assumptions than
those of the previous two results and will also allow us to bring these results down
to smaller singular cardinals, such as ℵω. We refer the reader to [Git10] for more
information about the Prikry-type forcings used in this section. Since the results
at ℵω will require additional technical arguments that may obscure the main ideas,
we begin by presenting results about singular cardinals that remain limits of large
cardinals. For our first such result, we need the following large cardinal notion. It
was introduced by Neeman and Steel in [NS16], where it goes by the name “Π21-
subcompact”. We use the alternative name introduced by Hayut and Unger in
[HU18].
Definition 3.7. A cardinal λ is λ+-Π11-subcompact if, for every set A ⊆ H(λ
+)
and every Π11 statement Φ such that (H(λ
+),∈, A) |= Φ, there are ρ < λ, B ⊆
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H(ρ+), and an elementary embedding j : (H(ρ+),∈, B)→ (H(λ+),∈, A) such that
crit(j) = ρ and (H(ρ+),∈, B) |= Φ.
It is easily proven (see [HU18, Lemma 36]) that, if λ is λ+-Π11-subcompact, then
λ is measurable.
Theorem 3.8. Suppose that λ is λ+-Π11-subcompact and U is a normal measure
over λ. Then, in the extension by the Prikry forcing defined from U , we have
χ(λ+) = ℵ0.
Proof. For the duration of this proof, let [λ]<ω denote the set of finite increasing
sequences from λ. Let P be the Prikry forcing defined from U . Fix, in V , a C-
sequence 〈Cβ | β < λ+〉 such that otp(Cβ) = cf(β) for all β ∈ acc(λ+). Let D˙ be a
P-name for a C-sequence over λ+, and for β < λ+, let D˙β be a P-name forced to
be the βth entry of D˙. We will in fact show that there is ∆ ∈ [λ+]λ
+
in V which is
forced to witness the instance of χ(λ+) = ℵ0 for D˙ in V P.
Let Γ := {β < λ+ | ω < cf(β) < λ}. Since shrinking the clubs in a C-sequence
only makes it harder to witness the value of the C-sequence number, we can assume
without loss of generality that, for all β ∈ Γ, it is forced that D˙β ⊆ Cβ .
For all x ∈ [λ+]<λ, let Fx denote the set of p ∈ P such that, for some β < λ+,
p P “xˇ ⊆ D˙β”.
Claim 3.8.1. There is ∆ ∈ [λ+]λ
+
such that, for every x ∈ [∆]<λ, Fx is dense in
P.
Proof. Suppose not. Then, for every ∆ ∈ [λ+]λ
+
, there is x ∈ [∆]<λ such that Fx
is not dense in P. This is a Π11 statement, which we will call Φ, which is satisfied by
the structure (H(λ+),∈, A), where A ⊆ H(λ+) codes the pair (P, D˙) in a natural
way. By the fact that λ is λ+-Π11-subcompact, we can find ρ < λ, B ⊆ H(ρ
+), and
an elementary embedding j : (H(ρ+),∈, B) → (H(λ+),∈, A) such that crit(j) = ρ
and (H(ρ+),∈, B) satisfies Φ. By elementarity, B naturally codes a pair (P¯, ˙¯D),
where P¯ is a Prikry forcing at ρ and ˙¯D is a P¯-name for a C-sequence over ρ+.
Let γ := sup(j“ρ+), so that γ ∈ Eλ
+
ρ+
⊆ Γ. As |Cγ | < λ and forcing with P adds
no new bounded subsets of λ and hence no new subsets of Cγ , we infer that D˙γ is
forced to be a member of V . Moreover, by the Prikry property and the fact that
|P(Cγ)| < λ, it follows that, for every p ∈ P, there is q ≤∗P p that decides the value
of D˙γ . Thus, for every s ∈ [λ]<ω, there is As ∈ U such that (s, As) decides the
value of D˙γ , say as D
∗
s . Since cf(γ) = ρ
+, D∗ :=
⋂
s∈[ρ]<ω Ds is a club in γ. Since
j“ρ+ is a (<ρ)-club in γ, ∆¯ := {α < ρ+ | j(α) ∈ D∗} is a (<ρ)-club in ρ+. In
particular, ∆¯ ∈ [ρ+]ρ
+
.
Fix an arbitrary x ∈ [∆¯]<ρ, and let F¯x denote the set of p ∈ P¯ such that, for
some β < ρ+, p P¯ “xˇ ⊆
˙¯Dβ”. We will show that F¯x is dense in P¯. To this end,
fix p0 = (s, A) in P¯. In P, p∗ := (s, j(A) ∩ As) extends both j(p0) and (s, As).
In particular, since j(x) = j“x ⊆ j“∆¯, it follows that p∗ P “j(x) ⊆ D˙γ”. By
elementarity, there is p ≤
P¯
p0 in F¯x. But this implies that ∆¯ witnesses the failure
of Φ in (H(ρ+),∈, B), which is a contradiction and finishes the proof of the claim.
⊠
Fix ∆ ∈ [λ+]λ
+
as given by the claim. For each α < λ+, fix a surjection
ϕα : λ → α. Let G be P-generic over V and work in V [G]. Let {λn | n < ω} be
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some cofinal subset of λ, and let 〈Dβ | β < λ+〉 be the interpretation of D˙. By
the choice of ∆, for every x ∈ [∆]<λ ∩ V , there is β < λ+ such that x ⊆ Dβ . In
particular, for all α < λ+ and n < ω, there is βα,n < λ
+ such that ∆ ∩ ϕα“λn is
covered by Dβ,n. Define b : λ
+ → [λ+]≤ω by letting b(α) := {βα,n | n < ω} for all
α < λ+. Then ∆ and b witness this instance of χ(λ+) = ℵ0. 
We next obtain a similar result about a non-trivial failure of U(λ+, . . .), starting
from a large cardinal notion weaker than strong compactness. It is analogous to
Theorem 2.14 of [LHR18].
Theorem 3.9. Suppose that λ is a measurable cardinal and there is a λ-complete
uniform ultrafilter over λ+. Then, in the extension by the Prikry forcing defined
from a normal measure on λ, U(λ+, 2, θ,ℵ1) fails for all θ ∈ Reg(λ+) \ {cf(λ)}.
Proof. Let U be a normal measure on λ, let P be the Prikry forcing defined from U ,
and let θ ∈ Reg(λ) \ {ℵ0}. Set κ := λ+, and let c˙ be a P-name for a function from
[κ]2 to θ. The Prikry property implies that, for every p ∈ P and every (α, β) ∈ [κ]2,
there is q ≤∗
P
p that decides the value of c˙(αˇ, βˇ). Therefore, for every stem s ∈ [λ]<ω
and every (α, β) ∈ [κ]2, we can fix a condition psα,β = (s, A
s
α,β) ∈ P and a color
isα,β < θ such that p
s
α,β P “c˙(αˇ, βˇ) = iˇ
s
α,β”.
Let W be a λ-complete uniform ultrafilter over κ. Since W is, in particular,
θ+-complete, we can fix, for each stem s ∈ [λ]<ω and each α < κ, a color isα < θ
such that the set Xsα := {β ∈ κ \ (α+ 1) | i
s
α,β = i
s
α} is in W .
Next, given γ < κ and E ∈ [γ]<λ, let
D(γ,E) :=
{
(s, A) ∈ P
∣∣∣∣∣ ∃β ∈ ⋂
α∈E
Xsα \ γ
[
A ⊆
⋂
α∈E
Asα,β
]}
.
Clearly, D(γ,E) is dense in P. For each γ < κ, fix a surjection ϕγ : λ → γ, and
then let D′(γ, ν) := D(γ, ϕγ“ν) for all ν < λ.
Let G be P-generic over V , let 〈λn | n < ω〉 be the Prikry sequence, and, for all
m < ω, let sm := 〈λn | n < m〉. We now recursively construct a sequence 〈(aζ , iζ) |
ζ < κ〉 such that, for all (ξ, ζ) ∈ [λ]2, we have aξ ∈ [κ]≤ℵ0 , iξ < θ, and aξ < aζ .
Suppose that ζ < κ and that {aξ | ξ < ζ} have been chosen. Let γζ :=
ssup(
⋃
ξ<ζ aξ), noting that ssup(∅) = 0. For each n < ω, since D
′(γζ , λn) is
dense, fix pζ,n ∈ G ∩ D′(γζ , λn), and let βζ,n be a witness to the fact that pζ,n ∈
D(γζ , ϕγζ“λn). Finally, let aζ := {βζ,n | n < ω} and iζ := ssup{i
sm
α | α ∈ aζ , m <
ω}. This completes the description of the construction.
Fix i < θ and Z ∈ [κ]κ such that iζ = i for all ζ ∈ Z, and set A := {aζ | ζ ∈ Z}.
Let c : [κ]2 → θ be the interpretation of c˙ in V [G]. We shall show that c fails to
witness U(κ, 2, θ,ℵ1) by proving that for all (a, b) ∈ [A]2, there are α ∈ a and β ∈ b
such that c(α, β) < i.
Fix (a, b) ∈ [A]2, along with (ξ, ζ) ∈ [Z]2 such that a = aξ and b = aζ . Let
α ∈ a be arbitrary, and let n < ω be large enough so that α ∈ ϕγζ [λn]. In our
construction of aζ , we found a condition pζ,n ∈ G∩D
′(γζ , λn) with a witness βζ,n.
As pζ,n ∈ G, let m < ω and A ∈ U be such that pζ,n = (sm, A). As β := βζ,n
witnesses that (sm, A) is in D(γ, ϕγζ“λn) and α ∈ ϕγζ“λn, we have that β ∈ X
sm
α
and A ⊆ Asmα,β . As (sm, A) ∈ G and A ⊆ A
sm
α,β , we also have p
sm
α,β ∈ G, and thus
c(α, β) = ismα,β. Since β ∈ X
sm
α , it follows that i
sm
α,β = i
sm
α < iξ = i. We have thus
found α ∈ a and β ∈ b for which c(α, β) < i, as desired. 
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We now show that the preceding results can be brought down to ℵω+1 by starting
with a supercompact cardinal and performing a Prikry forcing with interleaved
collapses.
Theorem 3.10. Suppose that λ is a supercompact cardinal. Then there is a forcing
extension in which
(1) λ = ℵω;
(2) χ(ℵω+1) = ℵ0;
(3) U(ℵω+1, 2,ℵk,ℵ1) fails for all 1 ≤ k < ω.
(4) There exists a non-reflecting stationary subset of E
ℵω+1
ω .
Proof. Let V0 denote the universe in which we begin. We may assume without
loss of generality that, in V0, 2
λ = λ+. Let U0 be a normal, fine ultrafilter over
Pλ(λ+), and let j0 : V0 → M0 be the corresponding ultrapower map. Let P0 be
the Easton-support forcing iteration of length λ+1 in which, for every inaccessible
α ≤ λ, we add α++-many Cohen subsets to α. Let V be an extension of V0 by
P0, and work now in V . By standard arguments (see, e.g., [GS08]), we can find an
extension of j0 to an elementary embedding j : V →M and a sequence of functions
〈fβ | β < j(λ)〉 from λ to λ such that, for all β < j(λ), we have j(fβ)(λ) = β.
Claim 3.10.1. For every c ∈ Coll(λ++, < j(λ))M , there is a function f ∈ V such
that
• dom(f) = λ;
• for all α < λ, f(α) ∈ Coll(α++, < λ);
• j(f)(λ) = c.
Proof. Let F be a function with domain λ such that, for all α < λ, F (α) = 〈cαξ |
ξ < λ〉 is an enumeration of Coll(α++, < λ). Then j(F )(λ) = 〈cλξ | ξ < j(λ)〉 is
an enumeration of Coll(λ++, < j(λ))M . Now, given an arbitrary c ∈ Coll(λ++, <
j(λ))M , let ξ < j(λ) be such that c = cλξ , and let f be a function with domain
λ such that, for all α < λ, f(α) = cαfξ(α). Then j(f)(λ) = c
λ
j(fξ)(λ)
= cλξ = c, as
desired. ⊠
The poset Coll(λ++, < j(λ))M is λ++-closed in M . Moreover, from the point of
view of M , the poset has j(λ)-many maximal antichains. But since |j(λ)| = λ++
and M is closed under λ+-sequences, we can build in V an M -generic filter H for
Coll(λ++, < j(λ))M .
For later use, fix in V a well-ordering ⊳ of Pλ(λ+) and a sequence 〈ϕβ | β < λ+〉
such that, for all β < λ+, ϕβ : λ→ β is a surjection.
Let U be the normal, fine ultrafilter over Pλ(λ+) derived from j, and let U∗ be
the normal measure over λ obtained by projecting U . Note that U concentrates
on the set of x ∈ Pλ(λ+) such that λx := x ∩ λ is an inaccessible cardinal, so we
will implicitly assume that all elements of Pλ(λ+) that we work with are of this
form. We now let P be the Prikry forcing with interleaved collapses defined from
U∗ and H (see [Git10, §4] for further information about Prikry-type forcings with
interleaved collapses). More precisely, conditions of P are all sequences
p = 〈c0, α0, c1, α1, c2, . . . , αn−1, cn, A, C〉
satisfying the following conditions.
(1) n < ω.
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(2) 〈αi | i < n〉 is an increasing sequence of inaccessible cardinals below λ. For
ease of notation, set α−1 := ω.
(3) For all i < n, ci ∈ Coll(α
++
i−1, < αi).
(4) cn ∈ Coll(α
++
n−1, < λ).
(5) A ∈ U∗.
(6) C is a function such that
• dom(C) = A;
• for all α ∈ A, C(α) ∈ Coll(α++, < λ);
• j(C)(λ) ∈ H .
The number n is referred to as the length of p, or lh(p), and 〈c0, α0, c1, . . . , αn−1, cn〉
is the stem of p, or s(p). We will sometimes write p as s(p)a〈A,C〉. Since lh(p)
depends only on the stem, we can also refer to it as lh(s(p)). Given a condition p,
its constituents will sometimes be referred to as 〈αpi | i < lh(p)〉, 〈c
p
i | i ≤ lh(p)〉,
Ap, and Cp. The same will be done for stems. If s is a stem for P and i < lh(s),
then we will let s ↾ i denote 〈cs0, α
s
0, . . . , α
s
i−1, c
s
i 〉. If s is a stem of length n and
α < λ, then we will say that s is below α if csn ∈ Coll(α
s
n−1, < α).
To define the ordering on P, let us first define an ordering on stems. If s and t
are two stems, then we let t ≤ s if
• lh(t) ≥ lh(s);
• for all i < lh(s), αti = α
s
i ;
• for all i ≤ lh(s), cti ≤ c
s
i (note that, if lh(t) > lh(s), then c
s
lh(s) is being seen
here as an element of Coll((αtlh(s)−1)
++, < αtlh(s))).
Moreover, we define a notion of direct extension by letting t ≤∗ s if t ≤ s and
lh(t) = lh(s).
Now, if p, q ∈ P, then we let q ≤ p if
• s(q) ≤ s(p);
• for all i ∈ [lh(p), lh(q)), αqi ∈ A
p;
• for all i ∈ (lh(p), lh(q)], cqi ≤ C
p(αqi−1);
• Aq ⊆ Ap;
• for all α ∈ Aq, Cq(α) ≤ Cp(α).
Finally, q ≤∗ p if q ≤ p and lh(q) = lh(p).
Note that, if p, q ∈ P and s(p) = s(q), then p and q are compatible in P. In fact,
if D is a collection of fewer than λ-many conditions in P, each of which has the same
stem, then D has a lower bound in P. In particular, since there are only λ-many
stems, P has the λ+-cc. Also, P satisfies the Prikry property: for every sentence
φ in the forcing language and every condition p ∈ P, there is q ≤∗ p such that q
decides the truth value of φ. With these facts, standard arguments show that, in
the extension by P, the only cardinals collapsed are those explicitly in the scopes
of the interleaved collapses, and hence λ = ℵω and (λ+)V = ℵω+1. In addition,
if p ∈ P, i < lh(p), and S ⊆ (αpi )
+ is stationary, then p forces that S remains
stationary in the extension by P.
V P will be our desired model. Let us first deal with Clause (4) of the theorem.
Let S := (Eλ
+
λ )
V . In V , S is clearly a non-reflecting stationary subset of λ+. Since
P has the λ+-cc and since being non-reflecting is upward absolute, S remains a
non-reflecting stationary subset of λ+ in V P. Since λ = ℵω in V P, it follows that S
is a non-reflecting stationary subset of E
ℵω+1
ω , as desired.
24 CHRIS LAMBIE-HANSON AND ASSAF RINOT
We now show that χ(ℵω+1) = ℵ0 in V P. To this end, let C˙ be a P-name for a
C-sequence over λ+ and, for all β < λ+, let C˙β be a P-name for the βth entry of
C˙. For all x ∈ [λ+]<λ, let Fx denote the set of p ∈ P such that, for some γ < λ+,
p  “xˇ ⊆ C˙γ”.
Claim 3.10.2. There is ∆ ∈ [λ+]λ
+
such that Fx is dense in P for every x ∈ [∆]<λ.
Proof. Let η := sup(j“λ+) < j(λ+). Note that, if s is a stem for P, then j(s) = s,
and hence sa〈λ, ∅〉 is a valid stem for j(P). Fix a stem s for P, let n := lh(s),
and let p ∈ j(P) be a condition of the form sa〈λ, ∅, A, C〉. Working in M , define a
sequence 〈pβ | β < λ
+〉 of conditions in j(P) such that, for all β < λ+,
(1) pβ ≤∗ p and pβ decides the truth value of the statement “j(β) ∈ j(C˙)η”;
(2) c
pβ
n+1 ∈ H .
This is possible due to the following facts.
• j(P) satisfies the Prikry property in M .
• Because of the Prikry property, the set of c for which there is q ≤∗ p such
that
– q decides the truth value of “j(β) ∈ j(C˙)η”;
– cqn+1 = c;
is dense in Coll(λ++, < j(λ))M .
• H is M -generic for Coll(λ++, < j(λ))M and hence meets this dense set.
At the end of the process, since each c
pβ
n+1 comes from H , we can find a lower
bound c∗s ∈ H for 〈c
pβ
n+1 | β < λ
+〉. In addition, for each β < λ+, s(pβ) ↾ n is
a stem for P. Since there are only λ-many stems for P, we can find a stationary
S ⊆ Eλ
+
<λ and a stem t for P such that s(pβ) ↾ n = t for all β ∈ S. For all β ∈ S, let
p∗β := t
a〈λ, c∗s , A
pβ , Cpβ 〉.
Using the fact that each p∗β has the same stem and that any collection (in M)
of fewer than j(λ)-many conditions in j(P) with the same stem has a lower bound,
we can find a single condition p∗s such that p
∗
s ≤ p
∗
β for all β ∈ S. We can also
assume that c
p∗s
n+1 = c
∗
s. It follows that, for all β ∈ S, p
∗
s decides the truth value
of the statement “j(β) ∈ j(C˙)η” in the same way that pβ does. Moreover, for
every stationary subset T ⊆ Eλ
+
<λ, p
∗
s forces that T remains stationary in λ
+ and
hence, since j is continuous at ordinals of V -cofinality less than λ, that j“T remains
stationary in η in the extension by j(P).
Let S′ := {β ∈ S | p∗s  “j(β) ∈ j(C˙)η”}. Clearly, S
′ is stationary, as otherwise
we would have p∗s  “j(C˙)η ∩ j“S is nonstationary”, contradicting the fact that
p∗s forces j“S to remain stationary in η. In particular, S
′ is unbounded in λ+.
Moreover, since j(C˙)η is forced to be a club in η, it follows that, letting Ds denote
the ordinal closure of S′ in η, we have p∗s  “Ds ⊆ j(C˙)η”.
Next, let D :=
⋂
{Ds | s is a stem for P}. Since each Ds is club in η, cf(η) = λ+,
and there are only λ-many stems for P, it follows that D is a club and that, for
every stem s, p∗s  “Dˇ ⊆ j(C˙)η”. Let ∆ := {β < λ
+ | j(β) ∈ D}. Since j is
continuous at points of cofinality less than λ, ∆ is (<λ)-club in λ+.
We claim that ∆ witnesses the conclusion of the claim. To this end, fix x ∈ [∆]<λ
and p ∈ P. We must find q ≤ p with q ∈ Fx. By the definition of P, we have
• j(p) = s(p)a〈j(Ap), j(Cp)〉;
• λ ∈ j(Ap);
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• j(Cp)(λ) ∈ H .
Let n := lh(p). We can now find pˆ ≤ j(p) in j(P) such that lh(pˆ) = n + 1,
s(pˆ)↾n = s(p), αpˆn = λ, and c
pˆ
n = j(C
p)(λ). It follows that pˆ and p∗
s(p) are compatible
in j(P), so we can find a common extension, q∗. Note that j(x) = j“x ⊆ D, so,
since q∗ extends p∗
s(p), we have q
∗  “j(x) ⊆ j(C˙)η”. In particular, q∗ ∈ j(Fx). By
elementarity, there is q ≤ p in Fx. ⊠
Let ∆ ∈ [λ+]λ
+
be as given by the claim, let G be a P-generic filter over V ,
and let 〈αn | n < ω〉 be the associated Prikry sequence. Let 〈Cβ | β < λ+〉 be the
interpretation of C˙ in V [G]. By the claim, we know that, for every x ∈ [∆]<λ ∩ V ,
there is γ < λ+ such that x ⊆ Cγ . In V [G], for all β < λ+ and n < ω, let
xβ,n := ∆ ∩ ϕβ“αn. Then xβ,n ∈ [∆]
<λ ∩ V , so there is γβ,n < λ
+ such that
xβ,n ⊆ Cγβ,n . Define b : λ
+ → [λ+]≤ω by letting b(β) = {γβ,n | n < ω}. For
every β < λ+, we have ∆ ∩ β =
⋃
n<ω xβ,n, so ∆ and b witness this instance of
χ(λ+) = ℵ0 in V [G].
We finally show that U(ℵω+1, 2,ℵk,ℵ1) fails in V P for all 1 ≤ k < ω. To this
end, fix such a k, and, in V , let d˙ be a P-name for a function from [λ+]2 to ℵV
P
k .
Work below a condition p0 ∈ P that has sufficient length so that there is a cardinal
θ in V that is forced by p0 to be ℵV
P
k . For ease of notation, we will take k = 1, so
that we may let p0 = 1P and θ = ℵV1 . The general case will follow from the same
arguments, with appropriate bookkeeping.
Fix a stem s for P, and let n := lh(s). Let p ∈ j(P) be a condition of the form
sa〈λ, ∅, A, C〉, and, for each β < λ+, find a condition pβ such that pβ ≤
∗ p, pβ
decides the value of j(c˙)(j(β), η), say as ιs,β , and such that c
pβ
n+1 ∈ H . As in the
proof of Claim 3.10.2, we can find cs ∈ H such that cs ≤ c
pβ
n+1 for all β < λ
+. Let
Cs be a function as given by Claim 3.10.1 such that j(Cs)(λ) = cs.
For all β < λ+, let Xs,β be the set of x ∈ Pλ(λ+) for which β ∈ x and there is a
condition q = s′a〈λx, Cs(λx), A, C〉 such that
• s′ ≤∗ s;
• q  “d˙(β, sup(x)) = ιs,β”.
By the discussion in the previous paragraph, we have j“λ+ ∈ j(Xs,β), so Xs,β ∈ U .
Note that, if q is such a condition, then s′ is below λx. If λx is inaccessible, then the
number of stems below λx is precisely λx. Therefore, since U is a normal ideal, there
is in fact a set X ′s,β ∈ U and a single stem ts,β ≤
∗ s such that, for every x ∈ X ′s,β,
there is a condition q = ts,β
a〈λx, Cs(λx), A, C〉 such that q  “d˙(β, sup(x)) = ιs,β”.
Let G be P-generic over V , let 〈αn | n < ω〉 be the associated Prikry sequence,
and let d be the realization of d˙ in V [G]. We now recursively construct a family
A := {aζ | ζ < λ+}, consisting of non-empty elements of [λ+]≤ℵ0 , with the property
that aζ < aξ for all (ζ, ξ) ∈ [λ+]2. To aid us, let 〈sα | α < λ〉 be an enumeration
in V of all stems for P, and recall that we fixed in V a sequence of surjections
〈ϕβ : λ→ β | β < λ+〉.
Begin by letting a0 = {0}. Suppose now that ξ < λ
+ and that {aζ | ζ < ξ} has
been defined. First, let γξ := ssup(
⋃
ζ<ξ aζ). For each n < ω, let Eξ,n := ϕγξ [αn],
and, if there is x ∈
⋂
{X ′sα,β | α < αn, β ∈ Eξ,n} such that sup(x) > γξ and
λx = αn, then let xξ,n be the ⊳-least such x. Otherwise, let xξ,n be an arbitrary
element x of Pλ(λ
+) with sup(x) > γξ. Finally, let aξ = {sup(xξ,n) | n < ω}.
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We must thin out A to obtain a family witnessing this instance of the failure
of U(ℵω+1, 2,ℵk,ℵ1). Let us say that two stems s and t of the same length are
compatible if there is a single stem that is a direct extension of both. Note that this
amounts to saying that αsi = α
t
i for all i < lh(s) and that c
s
i and c
t
i are compatible
for all i ≤ lh(s). Note also that any two conditions with compatible stems are
themselves compatible in P. Let us additionally say that a stem s is compatible
with G if there is a condition in G whose stem is s. Note that, if two stems of
the same length are both compatible with G, then they are compatible with one
another.
Claim 3.10.3. Suppose that β < λ+ and that s0 and s1 are stems for P of the
same length such that ts0,β and ts1,β are compatible. Then ιs0,β = ιs1,β.
Proof. Recall that j(Cs0)(λ) and j(Cs1 )(λ) are in H , so the set of x ∈ Pλ(λ
+)
for which Cs0(λx) and Cs1(λx) are compatible is in U . We can therefore fix x ∈
X ′s0,β ∩X
′
s1,β
such that x is in this set.
We now have conditions pℓ = tsℓ,β
a〈λx, Csℓ(λx), Aℓ, Cℓ〉 for ℓ < 2 such that
pℓ  “d˙(β, sup(x)) = ιsℓ,β.” But ts0,β and ts1,β are compatible stems and Cs0 (λx)
and Cs1 (λx) are compatible, so p0 and p1 are compatible in P. It follows that
ιs0,β = ιs1,β . ⊠
For each ζ < λ+, let
ιζ := sup{ιs,β | β ∈ aζ , s is a stem, and ts,β is compatible with G}.
By the claim, ιζ is the supremum of a countable set and is thus below ℵk. Fix an
ι < ℵk and an unbounded B ⊆ λ+ such that ιζ = ι for all ζ ∈ B, and let B := {aζ |
ζ ∈ B}. We claim that B is as desired, as witnessed by ι.
To show this, fix (ζ, ξ) ∈ [B]2. We must find (β0, β1) ∈ aζ × aξ such that
d(β0, β1) ≤ ι. Begin by letting β0 ∈ aζ be arbitrary.
Claim 3.10.4. There are a natural number n < ω and a stem s of length n satis-
fying all of the following statements.
(1) αn is large enough so that s ∈ {sα | α < αn} and β0 ∈ Eξ,n.
(2) ts,β0 is compatible with G.
(3) There is x ∈
⋂
{X ′sα,β | α < αn, β ∈ Eξ,n} such that sup(x) > γξ and
λx = αn. Moreover, d(β0, sup(x)) = ιs,β0 for the ⊳-least such x.
Proof. Work in V , and let p0 = s
a〈A0, C0〉 be an arbitrary condition in P. We will
find q ≤ p0 forcing the claim to be true for s and n := lh(s). Fix α∗ < λ such that
s = sα∗ ; we may assume that min(A0) > max
{
α∗,min
(
ϕ−1γξ [{β0}]
)}
.
For all α ∈ A0, let Xα :=
⋂
{X ′sα′ ,β | α
′ < α, β ∈ ϕγξ [α]}. Note that Xα ∈ U .
Let X be the collection of x ∈ Pλ(λ+) such that sup(x) > γξ and x ∈ Xα for all
α < λx. By the normality of U , we have X ∈ U as well. Let A∗ := {λx | x ∈ X}.
We can now find a condition p1 = ts,β
a〈A1, C1〉 such that
• p1 ≤∗ p0;
• A1 ⊆ A∗;
• for all α ∈ A1, C1(α) ≤ Cs(α).
Next, choose α ∈ A1 and let p2 = ts,βa〈α,C1(α), A2, C2〉 extend p1. By our
choice of X , there is x such that λx = α, sup(x) > γξ, and x ∈
⋂
α′<αXα′ =⋂
{X ′sα′ ,β | α
′ < α, β ∈ ϕγξ [α]}. Let x
∗ be the ⊳-least such x. Since x∗ ∈ X ′s,β0 ,
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we can find A3 and C3 so that q := ts,β
a〈α,C1(α), A3, C3〉 extends p2 and q 
“d˙(β0, sup(x
∗)) = ιs,β0 .”.
Since q forces that αn = α, and x
∗ is the ⊳-least x such that x ∈
⋂
α′<αXα′ =⋂
{X ′sα′ ,β | α
′ < α, β ∈ ϕγξ[α]}, sup(x) > γξ, and λx = α, the fact that q forces the
conclusion of the claim follows from the construction. ⊠
Let n and s be given by the claim, and let β1 := sup(xξ,n). By the claim and our
construction of A, xξ,n is the ⊳-least x such that sup(x) > γξ and λx = αn, and
d(β0, β1) = ιs,β0 . Moreover, since ts,β0 is compatible with G, we have ιs,β0 ≤ ιη = ι,
so (β0, β1) is as desired, thus finishing the proof. 
4. The C-sequence spectrum
To obtain a finer understanding of the C-sequence number, we shall want to study
the whole spectrum of C-sequence values. As we shall see in the next section, this
study will also allow us to prove new results about U(. . .). We begin this section by
giving more general versions of the definitions from the Introduction of this paper.
Definition 4.1. Let Γ be a set of ordinals. A C-sequence over Γ is a sequence
~C = 〈Cβ | β ∈ Γ〉 such that, for all β ∈ Γ, Cβ is a closed subset of β with
sup(Cβ) = sup(β).
Definition 4.2. Given a C-sequence ~C over a stationary subset Γ of κ, we let χ(~C)
denote the least (finite or infinite) cardinal χ ≤ κ such that there exist ∆ ∈ [κ]κ
and b : κ→ [Γ]χ with ∆ ∩ α ⊆
⋃
β∈b(α) Cβ for every α < κ.
Following [BR19, Proposition 1.6], we say that ~C is amenable if for every ∆ ∈
[κ]κ, the set {β ∈ Γ | ∆ ∩ β ⊆ Cβ} is nonstationary. In particular, if χ(~C) > 1,
then ~C is amenable.
Definition 4.3. Cspec(κ) := {χ(~C) | ~C is a C-sequence over κ} \ ω.
By Lemma 2.1(2), Cspec(κ) = ∅ iff χ(κ) ∈ {0, 1}. The first result of this section
asserts that if χ(κ) > 1, then, in fact, χ(κ) = max(Cspec(κ)). Later on, we shall
establish that if χ(κ) > 1, then min(Cspec(κ)) = ω. We begin with two technical
lemmas.
Lemma 4.4. Suppose that Γ ⊆ κ, ~C = 〈Cβ | β ∈ Γ〉 is a C-sequence, D ⊆ κ is a
club, and ν is a cardinal for which Γ ∩ Eκ≥ν is stationary. If both
(1) otp(Cβ) < ν for all β ∈ Γ \ Eκ≥ν and
(2) min(Cβ) ≥ sup(D ∩ β) for all nonzero β ∈ Γ \D
hold, then χ(~C) = χ(~C ↾ (D ∩ Eκ≥ν)).
Proof. Let χ := χ(~C). Clearly, χ ≤ χ(~C ↾ (D∩Eκ≥ν )) ≤ sup(Reg(κ)). Suppose now
that χ < sup(Reg(κ)), and that Clauses (1) and (2) above are satisfied. We shall
show that χ(~C ↾ (D ∩ Eκ≥ν)) ≤ χ.
As Σ := D∩Eκ≥ν ∩E
κ
>χ is stationary, Lemma 2.1 provides us with ∆ ∈ [κ]
κ and
b : κ→ [Γ]χ such that:
• ∆ ∩ α ⊆
⋃
β∈b(α) Cβ for all α < κ;
• A := {α ∈ Σ | ∀β ∈ b(α)[sup(Cβ ∩ α) = α]} is stationary.
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Let α ∈ A and β ∈ b(α) be arbitrary.
◮ As sup(Cβ ∩ α) = α and cf(α) ≥ ν, we have otp(Cβ) ≥ ν, so, by Clause (1)
above, cf(β) ≥ ν.
◮ As sup(Cβ∩α) = α and α > 0, we have sup(Cβ∩α) > min(Cβ). Now, if β /∈ D,
then since α ∈ D, we have sup(D ∩ β) ≥ α. Putting this together with Clause (2)
above, we infer that if β /∈ D, then α = sup(Cβ ∩α) > min(Cβ) ≥ sup(D ∩ β) ≥ α,
which is impossible.
Thus we have shown that, for all α ∈ Σ, b(α) ⊆ Γ ∩ D ∩ Eκ≥ν . Define b
′ : κ →
[Γ ∩ D ∩ Eκ≥ν ]
χ via b′(α) := b(min(A \ α)). Then ∆ and b′ witness together that
χ(~C ↾ (D ∩ Eκ≥ν)) ≤ χ. 
Lemma 4.5. Suppose that ~C = 〈Cβ | β < κ〉 is a C-sequence with χ(~C) = χ(κ).
For every family S of stationary subsets of κ, if Σ := Eκ>χ
⋂
S∈S Tr(S) is stationary,
then χ(~C) = χ(~C ↾ Σ).
In particular, for every stationary S ⊆ Eκ>χ(κ), χ(
~C) = χ(~C ↾ Tr(S)).
Proof. Let χ := χ(κ), and fix a family S ⊆ P(κ) for which Σ := Eκ>χ
⋂
S∈S Tr(S) is
stationary. In particular, we assume that χ(κ) < κ. Pick a C-sequence ~D = 〈Dβ |
β < κ〉 such that for all β < κ:
• Dβ+1 = {β};
• if β ∈ Tr(Σ), then Dβ = Cβ ;
• if β ∈ acc(κ) \ Tr(Σ), then Dβ ⊆ Cβ and Dβ ∩ Σ = ∅.
As Dβ ⊆ Cβ for every β < κ, it follows that χ(~C ↾ T ) ≤ χ( ~D ↾ T ) for every
T ∈ [κ]κ. In particular (using T := κ), χ( ~D) = χ(κ). Now, by Lemma 2.1, there
exist ∆ ∈ [κ]κ and a function b : κ→ [κ]≤χ(κ) such that:
(1) ∆ ∩ α ⊆
⋃
β∈b(α)Dβ for all α < κ;
(2) A := {α ∈ Σ | ∀β ∈ b(α)[sup(Dβ ∩ α) = α]} is stationary.
It follows from the definition of ~D together with Clause (2) that, for all α ∈ A
and β ∈ b(α), either β = α or β ∈ Tr(Σ). It is not hard to see that Tr(Σ) ⊆ Σ,
and hence ∆ and the function b′ : κ→ [Σ]≤χ(κ) defined via b′(α) := b(min(A \ α))
witness together that χ( ~D ↾ Σ) ≤ χ(κ). Altogether,
χ(~C) ≤ χ(~C ↾ Σ) ≤ χ( ~D ↾ Σ) ≤ χ(κ) = χ(~C).
Now, the “in particular” part follows from Lemma 2.2(4). 
Corollary 4.6. If χ(κ) = 1, then for every C-sequence ~C over κ and every sta-
tionary S ⊆ κ, χ(~C ↾ Tr(S)) = 1. 
Theorem 4.7. Suppose that χ(κ) > 1. Then χ(κ) = max(Cspec(κ)).
Proof. If χ(κ) = ω or if χ(κ) is a successor cardinal, then the result follows easily.
Also, if κ is the successor of a regular cardinal, then the proposition follows imme-
diately from the proof of Clause (2) of Lemma 2.2 (cf. Lemma 4.10 below). We
may therefore assume that χ(κ) is an uncountable limit cardinal and that Reg(κ)
has no maximal element.
Let µ := cf(χ(κ)), and let 〈χη | η < µ〉 be a strictly increasing sequence of
infinite cardinals that converges to χ(κ). For each η < µ, let ~Cη = 〈Cηβ | β < κ〉 be
a C-sequence with χ(~Cη) > χη.
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◮ Suppose first that µ < κ. Form a C-sequence ~C = 〈Cβ | β < κ〉 such that
otp(Cβ) ≤ µ for all β ∈ Eκ≤µ, and such that Cβ =
⋂
η<µ C
η
β for all β ∈ E
κ
>µ.
We claim that χ(~C) = χ(κ). Trivially, χ(~C) ≤ χ(κ). Also, by Lemma 4.4 (using
ν = µ+ and D := κ), we have χ(~C) = χ(~C ↾ Eκ>µ). Thus, it suffices to show that
χη ≤ χ(~C ↾ Eκ>µ) for all η < µ. But this is clear, as for all η < µ and β ∈ E
κ
>µ, we
have Cβ ⊆ C
η
β , so that χη ≤ χ(
~Cη) ≤ χ(~Cη ↾ Eκ>µ) ≤ χ(~C ↾ E
κ
>µ).
◮ Suppose now that µ = κ. It follows that κ is (weakly) inaccessible. For each
β ∈ acc(κ), let πβ : cf(β) → β be a strictly increasing and continuous function
whose image is a club in β. Form a C-sequence ~C = 〈Cβ | β < κ〉 such that
otp(Cβ) = ω for all β ∈ Eκω and such that Cβ = πβ [
a
η<cf(β) π
−1
β [C
η
β ]] for all
β ∈ Eκ>ω . Towards a contradiction, suppose that χ := χ(~C) is smaller than κ.
As χ < κ = sup(Reg(κ)) and otp(Cβ) = cf(β) for all β ∈ acc(κ), Lemma 4.4
(using ν = χ+ and D := κ) implies that χ(~C ↾ Eκ>χ) = χ(~C). Thus, let us fix
∆ ∈ [κ]κ and b : κ→ [Eκ>χ]
χ such that ∆ ∩ α ⊆
⋃
β∈b(α) Cβ for all α < κ.
Let α ∈ Eκ>χ be arbitrary, and set ǫα := sup{sup(πβ [χ+ 1] ∩ α) | β ∈ b(α)}. As
∆ ∩ α ⊆
⋃
β∈b(α)
Cβ ∩ α ⊆
⋃
β∈b(α)
(πβ [χ+ 1] ∩ α) ∪ (Cβ \ πβ [χ+ 1]),
we have ∆ ∩ (ǫα, α) ⊆
⋃
β∈b(α)(Cβ \ πβ [χ+ 1]).
Use Fodor’s lemma to find ǫ < κ and a stationary A ⊆ Eκ>χ such that ǫα = ǫ for
all α ∈ A. Let ∆′ := ∆ \ (ǫ+ 1). Then, for all α ∈ A,
∆′ ∩ α ⊆
⋃
β∈b(α)
(Cβ \ πβ [χ+ 1]).
Finally, note that for all α ∈ A and β ∈ b(α), by definition of Cβ , any γ ∈
Cβ \ πβ [χ + 1] is of the form πβ(ξ) for some ξ ∈ (χ, cf(β)) such that ξ ∈ π
−1
β [C
η
β ]
for all η < ξ. In particular, γ ∈ Cχβ . It follows that for all α ∈ A, we have
∆′ ∩ α ⊆
⋃
β∈b(α) C
χ
β . Thus, by appealing with b ↾ A and ∆
′ to Lemma 2.1, we
obtain b∗ : κ→ [κ]≤χ and ∆∗ ∈ [κ]κ such that ∆∗ ∩α ⊆
⋃
β∈b∗(α) C
χ
β for all α < κ,
contradicting the fact that χ(~Cχ) > χχ ≥ χ. 
Corollary 4.8. If κ is a Mahlo cardinal, then there exists a C-sequence ~C over κ
for which χ(~C ↾ Reg(κ)) = χ(κ). 
Corollary 4.9. Suppose P is a ν-cc poset for an infinite regular cardinal ν. Let
χ := max{1, χ(κ)}.
(1) If ν < κ, then V P |= χ(κ) ≤ χ;
(2) If ν ≤ χ < κ, then V P |= χ(κ) = χ.
Proof. (1) Assume that ν < κ, and suppose that ~˙C = 〈C˙β | β < κ〉 is a P-name for
a C-sequence. Using the fact that P has the ν-cc, we may find a C-sequence 〈Dβ |
β < κ〉 in V such that
• for all β ∈ Eκ<ν , otp(Dβ) < ν;
• for all β ∈ Eκ≥ν , P “Dˇβ ⊆ C˙β”.
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By Lemma 4.4, we have χ( ~D ↾Eκ≥ν) = χ(
~D) ≤ max{1, χ(κ)} = χ, so we may fix
∆ ∈ [κ]κ and b : κ→ [Eκ≥ν ]
χ with ∆ ∩ α ⊆
⋃
β∈b(α)Dβ for every α < κ. But then,
for every α < κ, we have P “∆ˇ ∩ αˇ ⊆
⋃
β∈bˇ(αˇ) C˙β”. So, P “χ(
~˙C) ≤ χˇ”.
(2) Assume ν ≤ χ < κ, and let us show that V P |= χ(κ) = χ. By Lemma 2.2(2),
we may assume that κ is either an inaccessible or the successor of a singular cardinal.
In particular, ν is smaller than λ := sup(Reg(κ)). As P has the ν-cc, V P |=
sup(Reg(κ)) = λ. In V , using Theorem 4.7, let us pick a C-sequence ~C = 〈Cβ |
β < κ〉 with χ(~C) = χ. Towards a contradiction, suppose that V P |= χ(κ) < χ, so
that, in particular, V P |= χ(κ) < sup(Reg(κ)). Let χ′ := (χ(κ))V
P
. In V P, using
Lemma 2.1, let us fix ∆1 ∈ [κ]κ and a function b : κ→ [κ]≤χ
′
such that
• acc+(∆1) ∩ Eκ>χ′ ⊆ ∆1;
• ∆1 ∩ α ⊆
⋃
β∈b(α) acc(Cβ) for all α < κ.
As P has the κ-cc, let us fix in V a subclub D of acc+(∆1). In V , we let ∆ :=
D ∩ Eκ
>max{ν,χ′}. As max{ν, χ
′} < λ = sup(Reg(κ)) and λ is a limit cardinal, ∆
forms a cofinal subset of ∆1. In V
P, for every α < κ, we have
∆ ∩ α ⊆ ∆1 ∩ α ⊆
⋃
β∈b(α)
acc(Cβ) ⊆
⋃
β∈b(α)
Cβ .
◮ If ν ≤ χ′, then since P has the ν-cc, any set of ordinals of size χ′ in V P is
covered by a V -set of size χ′. This means that, in V , for every α < κ, there exists
bα ∈ [κ]≤χ
′
with ∆ ∩ α ⊆
⋃
β∈bα
Cβ . This contradicts the choice of ~C and the fact
that χ′ < χ.
◮ If χ′ < ν, then since ν is regular, the union of χ′ many sets, each of size < ν,
is of size smaller than ν. This means that, in V , for every α < κ, there exists
bα ∈ [κ]<ν with ∆ ∩ α ⊆
⋃
β∈bα
Cβ . This contradicts the choice of ~C and the fact
that ν < χ < κ. 
Remark 7. Theorem 3.8 takes care of the case χ < ν = κ, witnessing that the
preceding is optimal.
Lemma 4.10. For every infinite cardinal λ, cf(λ) ∈ Cspec(λ+).
Proof. If λ is a regular cardinal, then the conclusion follows immediately from
the proof of Lemma 2.2(2). Thus, suppose that λ is a singular cardinal, and let
{λi | i < cf(λ)} be a cofinal subset of Reg(λ). For each α < λ
+, fix a surjection
ϕα : λ→ α. Also fix an arbitrary progressive function b : λ+ → [λ+]cf(λ) such that
otp(b(α)) = cf(λ) and b(α) ∩ b(α′) = ∅ for all (α, α′) ∈ [λ+]2. For every β < λ+,
let α(β) denote the unique α such that β ∈ b(α), if such α exists; otherwise, α(β)
is undefined. Let ~C = 〈Cβ | β < λ+〉 be a C-sequence satisfying the following
conditions:
• for all β < λ+, otp(Cβ) < λ;
• for all β < λ+, if α(β) is defined, then Cβ ⊇ ϕα(β)[λotp(b(α(β))∩β)].
By the proof of Lemma 2.2(2), χ(~C) ≥ cf(λ). To see that χ(~C) ≤ cf(λ), fix an
arbitrary α < λ+. Let {βi | i < cf(λ)} be the increasing enumeration of b(α).
Then
⋃
β∈b(α)Cβ =
⋃
i<cf(λ) Cβi ⊇
⋃
i<λ ϕα[λi] = α, so λ
+ and b witness that
χ(~C) ≤ cf(λ). 
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As one might expect, there are finer connections between the C-sequence number
and square principles. Let us note a few of them here.
Lemma 4.11. Suppose that ~C = 〈Cβ | β ∈ Γ〉 is a transversal for (κ,<µ,⊑σ),
with σ ∈ Reg(κ) and µ < κ. Then, for every stationary Γ′ ⊆ Γ,
• χ(~C ↾ Γ′) ≥ ω;
• if χ(~C ↾ Γ′) < sup(Reg(κ)), then χ(~C ↾ Γ′) < µ.
Proof. Recalling the definitions from [BR19, §1], the hypothesis amounts to assert-
ing the existence of a sequence 〈Cβ | β < κ〉 such that
• for every β ∈ acc(κ), Cβ is a collection of fewer than µ clubs in β;
• for every β ∈ acc(κ), every C ∈ Cβ, and every α ∈ acc(C), either C∩α ∈ Cα
or (otp(C) < σ and nacc(C) consists only of successor ordinals);
• for every club D ⊆ κ, there exists β ∈ acc(D) such that (D ∩ β) /∈ Cβ;
• Γ = {β ∈ acc(κ) | ∀C ∈ Cβ∀α ∈ acc(C)[C ∩ α ∈ Cα]};
• for every β ∈ Γ, Cβ ∈ Cβ.
Now, let Γ′ be an arbitrary stationary subset of Γ.
Claim 4.11.1. χ(~C ↾ Γ′) ≥ ω.
Proof. Suppose not. By Lemma 2.1(2), then, we may fix ∆ ∈ [κ]κ and a function
b : κ → Γ′ such that ∆ ∩ α ⊆ Cb(α) for all α < κ. Let D := acc
+(∆). For every
α ∈ D, we have b(α) ∈ Γ and sup(Cb(α) ∩ α) = α, so C
•
α := Cb(α) ∩ α is in Cα, and
∆∩α ⊆ C•α. So ∆ witnesses that 〈C
•
α | α ∈ D〉 is not amenable. As C
•
α ∈ Cα for all
α ∈ D, we thus get a contradiction to [BR19, Lemma 1.23] (cf. [HLH17, Corollary
2.6]). ⊠
Next, suppose that χ := χ(~C ↾ Γ′) is smaller than sup(Reg(κ)). In particular,
Σ := Eκ>χ is stationary.
Claim 4.11.2. χ(~C ↾ Γ′) < µ.
Proof. By Lemma 2.1(1), we can fix ∆ ∈ [κ]κ and a function b : κ → [Γ′]χ such
that
• ∆ ∩ α ⊆
⋃
β∈b(α) Cβ for all α < κ;
• A := {α ∈ Σ | ∀β ∈ b(α)[sup(Cβ ∩ α) = α]} is stationary.
For every α ∈ A and β ∈ b(α), we have β ∈ Γ, so Cβ ∩ α ∈ Cα. It follows that we
may pick b′ : A→ [Γ′]<µ such that, for all α ∈ A:
• b′(α) ∈ [b(α)]<µ, and
• {Cβ ∩ α | β ∈ b′(α)} = {Cβ ∩ α | β ∈ b(α)}.
Fix A′ ∈ [A]κ on which α 7→ |b′(α)| is constant, with value, say, µ′. Then ∆ ∩ α ⊆⋃
β∈b′(α) Cβ for all α ∈ A
′, so χ(~C ↾ Γ′) ≤ µ′ < µ. ⊠ 
Corollary 4.12. Suppose that (κ,<µ,⊑σ) holds, with σ ∈ Reg(κ).
(1) If µ < κ, then χ(κ) ≥ ω;
(2) If µ ≤ ω, then χ(κ) = sup(Reg(κ)).
Proof. Fix a transversal ~C = 〈Cβ | β ∈ Γ〉 for (κ,<µ,⊑σ). As κ \ Γ ⊆ Eκ<σ, let
us fix an extension ~C• = 〈Cβ | β < κ〉 of ~C such that otp(Cβ) < σ for all β ∈ κ \Γ.
Let Γ′ := Eκ≥σ. Then Γ
′ ⊆ Γ, so by Lemma 4.4, χ(~C• ↾ Γ′) = χ(~C•) ≤ χ(~C) ≤
χ(~C ↾ Γ′) = χ(~C• ↾ Γ′). That is, χ(~C•) = χ(~C).
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(1) If µ < κ, then by Lemma 4.11(1), we have χ(κ) ≥ χ(~C•) = χ(~C) ≥ ω.
(2) Suppose that χ(κ) < sup(Reg(κ)). Then χ(~C) = χ(~C•) < sup(Reg(κ)), so,
by Lemma 4.11(2), χ(~C) < µ. It now follows from Lemma 4.11(1) that µ > ω. 
5. The C-sequence spectrum and closed colorings
The upcoming subsections will uncover some connections between elements of
Cspec(κ) and the third and fourth parameters in closed instances of U(κ, . . .). Be-
fore getting to those connections, let us recall some relevant definitions and results
from [LHR18].
Definition 5.1 ([LHR18]). For a subset Σ ⊆ κ, we say that c : [κ]2 → θ is Σ-closed
if, for all β < κ and i ≤ θ, the set Dc≤i(β) := {α < β | c(α, β) ≤ i} satisfies
acc+(Dc≤i(β))∩Σ ⊆ D
c
≤i(β). We say that c is somewhere-closed if it is Σ-closed for
some stationary Σ ⊆ κ, that c is tail-closed if it is Eκ≥σ-closed for some σ ∈ Reg(κ),
and that c is closed if it is κ-closed.
Fact 5.2 ([LHR18]). Suppose that λ is an uncountable cardinal and θ ∈ Reg(λ+).
(1) There exists a closed witness to U(λ+, λ+, λ, λ);
(2) If λ is regular, then there exists a closed witness to U(λ+, λ+, θ, λ);
(3) If there exists a tail-closed witness to U(λ+, 2, θ, 2), then there exists a closed
witness to U(λ+, λ+, θ, cf(λ)).
Fact 5.3 ([LHR18]). Suppose that c : [κ]2 → θ is a coloring and ω ≤ χ < κ. Then
(1) =⇒ (2) =⇒ (3):
(1) For some stationary Σ ⊆ Eκ≥χ, c is a Σ-closed witness to U(κ, 2, θ, χ).
(2) For every family A ⊆ [κ]<χ consisting of κ-many pairwise disjoint sets, for
every club D ⊆ κ, and for every i < θ, there exist γ ∈ D, a ∈ A, and ǫ < γ
such that
• γ < a;
• for all α ∈ (ǫ, γ) and all β ∈ a, we have c(α, β) > i.
(3) c witnesses U(κ, κ, θ, χ).
We next recall some of the basic definitions from the theory of walks on ordinals,
which is our primary technique for constructing witnesses to U(κ, . . .).
Definition 5.4 ([Tod87]). Given a C-sequence 〈Cα | α < κ〉, we derive various
functions as follows. For all α < β < κ,
• Tr(α, β) ∈ ωκ is defined recursively by letting, for all n < ω,
Tr(α, β)(n) :=

β if n = 0;
min(CTr(α,β)(n−1) \ α) if n > 0 & Tr(α, β)(n− 1) > α;
α otherwise;
• (Number of steps) ρ2(α, β) := min{n < ω | Tr(α, β)(n) = α};
• (Upper trace) tr(α, β) := Tr(α, β) ↾ ρ2(α, β).
Remark 8. To avoid notational confusion, note that there is no relationship between
the two-place instance Tr(α, β) and the one-place instance Tr(S).
Definition 5.5 ([Rin14a]). For γ < β < κ, let
λ2(γ, β) := sup(γ ∩ {sup(Cτ ∩ γ) | τ ∈ Im(tr(γ, β))}).
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Note that λ2(γ, β) < γ whenever 0 < γ < β < κ. To motivate the preceding
definition, let us point out the following fact.
Fact 5.6 ([LHR18]). Suppose that λ2(γ, β) < α < γ < β < κ. Then tr(γ, β) ⊑
tr(α, β) and one of the following cases holds:
(1) γ ∈ Im(tr(α, β)); or
(2) γ ∈ acc(Cδ) for δ := min(Im(tr(γ, β))). In particular, γ ∈ acc(Cδ) for
some δ ∈ Im(tr(α, β)).
As a consequence, ρ2 : [κ]
2 → ω is closed.
5.1. From C-sequences to closed colorings. In this subsection, we derive closed
witnesses to U(κ, . . .) from the existence of C-sequences witnessing that certain
infinite cardinals are in Cspec(κ). As we shall see, there is a relationship between
elements of Cspec(κ) and the third and fourth parameters of U(κ, . . .).
Lemma 5.7. There exists a closed witness to U(κ, κ, ω, χ(κ)).
Proof. To avoid trivialities, suppose that χ(κ) > 1, so that χ(κ) ≥ ω. The proof
strategy is identical to that of [Tod07, Theorem 6.3.6]. Using Theorem 4.7, let us
fix a C-sequence ~C = 〈Cβ | β < κ〉 with χ(~C) = χ(κ). Let ρ2 : [κ]2 → ω denote
the characteristic function derived from walking along ~C. By Fact 5.6, ρ2 is closed.
We will show that ρ2 witnesses U(κ, κ, ω, χ(κ)).
Claim 5.7.1. For every χ < χ(κ), every family A ⊆ [κ]χ consisting of κ-many
pairwise disjoint sets, and every club D ⊆ κ, there exist γ ∈ D ∩ Eκ>χ and a ∈ A
such that
• γ < a;
• γ /∈
⋃
β∈aCβ.
Proof. Since χ < χ(κ), and by the choice of ~C, we may pick α < κ such that, for
all a ∈ A, D∩Eα>χ *
⋃
β∈aCβ . Pick an arbitrary a ∈ A with a > α, and then pick
γ ∈ D ∩ Eα>χ \
⋃
β∈a Cβ . ⊠
Claim 5.7.2. For every χ < χ(κ), every family A ⊆ [κ]χ consisting of κ-many
pairwise disjoint sets, and every n < ω, there exist B ∈ [A]κ such that min(ρ2[a×
b]) ≥ n for all (a, b) ∈ [A]2.
Proof. We proceed by induction on n. Suppose that n < ω and that the claim
holds for n. Fix a family A ⊆ [κ]χ consisting of κ-many pairwise disjoint sets. By
the preceding claim, we may find a stationary set Γ ⊆ Eκ>χ along with a sequence
〈aγ | γ ∈ Γ〉 such that for all γ ∈ Γ, we have aγ ∈ A, γ < aγ , and γ /∈
⋃
β∈aγ
Cβ .
For each γ ∈ Γ, let a˜γ :=
⋃
{Im(tr(γ, β)) | β ∈ aγ}.
Define f : Γ→ κ, g : Γ→ κ and h : Γ→ χ(κ) by setting, for all γ ∈ Γ,
• f(γ) := sup{sup(Cβ ∩ γ) | β ∈ aγ};
• g(γ) := sup(aγ);
• h(γ) := |a˜γ |.
Pick ǫ < κ and χ′ < χ(κ) for which
A := {γ ∈ Γ | f(γ) = ǫ & g[γ] ⊆ γ & h(γ) = χ′}
is stationary. By the hypothesis on n, there exists B ∈ [A]κ such that for every
(γ, γ′) ∈ [B]2, we have min(ρ2[a˜γ × a˜γ′ ]) ≥ n. We claim that B := {aγ | γ ∈ B} is
as sought. To see this, fix arbitrary (γ, γ′) ∈ [B]2 and (α, β) ∈ aγ × aγ′ .
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Let δ := min(Cβ \ γ′). Then ǫ < γ < α < γ′ < δ < β and min(Cβ \ α) =
min(Cβ \ γ′) = δ, so tr(α, β) = tr(δ, β)a tr(α, δ). Since (α, δ) ∈ a˜γ × a˜γ′ , we have
ρ2(α, δ) ≥ n, and hence ρ2(α, β) ≥ n+ 1. ⊠ 
Remark 9. The preceding construction is not the only way of obtaining instances
of U(κ, κ, θ, χ) with θ := ω. By an analysis from the forthcoming Part III of this
series, in the model of Theorem 3.4, in which χ(κ) = ω, there is a closed witness
to U(κ, κ, ω, κ). Also, by Theorem 2.10, if λ is a limit of an ω-sequence of strongly
compact cardinals, then χ(λ+) = ω, but, by [LHR18, Corolllary 4.13], there is a
closed witness to U(λ+, λ+, ω, λ).
Corollary 5.8. Suppose that κ is strongly inaccessible and θ′ ∈ Eκ>ω is a cardinal.
If every κ-Aronszajn tree admits a θ′-ascent path, then χ(κ) ≤ θ′.
Proof. Suppose that χ := χ(κ) is greater than θ′. Then, by Lemma 5.7, U(κ, κ, θ, χ)
holds for θ := ω. But, then, by Fact 3.1(2), the κ-Aronszajn tree T (c) cannot admit
a θ′-ascent path. This is a contradiction. 
Theorem 5.9. If χ ∈ Cspec(κ), then there exists a closed witness to U(κ, κ, χ, χ).
Proof. Fix χ ∈ Cspec(κ). As c : [κ]2 → κ defined by letting c(α, β) := min{α, β} is
a closed witness to U(κ, κ, κ, κ), we may assume that χ < κ. By Fact 5.2, we may
furthermore assume that χ+ < κ. So, by Lemma 5.7, we may altogether assume
that ω < χ < χ+ < κ.
Fix a C-sequence 〈Cβ | β < κ〉 with χ(~C) = χ. Fix ∆ ∈ [κ]κ and b : κ → χκ
such that, for all α < κ, α < Im(b(α)) and ∆ ∩ (α + 1) ⊆
⋃
β∈Im(b(α)) Cβ . As
χ < sup(Reg(κ)), by Lemma 2.1, we may assume that the stationary set Σ :=
acc+(∆) ∩ Eκ>χ is a subset of ∆. Define a coloring c : [κ]
2 → χ by stipulating that
c(γ, δ) := min{i < χ | min(Σ \ γ) ∈ Cb(min(Σ\δ))(i)}.
Claim 5.9.1. c is Σ-closed.
Proof. Suppose that δ < κ, i < χ, and A ⊆ Dc≤i(δ), with γ := sup(A) in Σ ∩ δ \A.
We shall show that c(γ, δ) ≤ i. We commence with a few simplifications.
• By the definition of c, we may assume that δ = min(Σ \ δ).
• We may assume that min(Σ \ α) < γ for all α ∈ A, as otherwise we would
have min(Σ\α) = min(Σ\γ), and hence c(γ, δ) = c(α, δ) ≤ i. In particular,
by replacing each element α ∈ A with min(Σ \ α), we may assume that A
is a cofinal subset of Σ ∩ γ.
• As cf(γ) > χ, we can thin out A and assume that there is i∗ ≤ i such that
c(α, δ) = i∗ for all α ∈ A.
It follows that A ⊆ Cb(δ)(i∗). As the latter is closed, we conclude that γ ∈ Cb(δ)(i),
so c(γ, δ) ≤ i. ⊠
Claim 5.9.2. Suppose that ω ≤ χ′ < χ, A ⊆ [κ]χ
′
is a family consisting of κ-many
pairwise disjoint sets, D ⊆ κ is a club, and i < χ is a prescribed color. Then there
exist γ ∈ D ∩Σ and a ∈ A such that
• γ < a;
• for all β ∈ a, c(γ, β) > i.
KNASTER AND FRIENDS II 35
Proof. Suppose not, and set ∇ := D ∩ Σ. We shall obtain a contradiction to the
choice of ~C by showing that for every α < κ, there exists some bα ∈ [κ]<χ such
that ∇ ∩ α ⊆
⋃
δ∈bα
Cδ.
To this end, let α < κ be arbitrary. Pick a ∈ A with a > α, and set
bα := {b(min(Σ \ β))(j) | β ∈ a, j ≤ i},
so |bα| < χ. Now, let γ ∈ ∇ ∩ α be arbitrary. As a > α > γ, we may find some
β ∈ a such that c(γ, β) ≤ i. As min(Σ \ γ) = γ, this means that γ ∈ Cb(min(Σ\β))(j)
for some j ≤ i. That is, γ ∈ Cδ for some δ ∈ bα, as sought. ⊠
As c is Σ-closed and Σ ⊆ Eκ≥χ, the preceding claim, together with the implication
(2) =⇒ (3) of Fact 5.3, implies that c witnesses U(κ, κ, χ, χ). By Lemma 5.14
below, then, there exists a closed witness to U(κ, κ, χ, χ). 
Corollary 5.10. Suppose that κ is strongly inaccessible, and every κ-Aronszajn
tree admits an ω-ascent path. Then Cspec(κ) ∩ κ ⊆ Eκω.
Proof. Let χ ∈ Cspec(κ) ∩ κ be arbitrary. Set θ := cf(χ), so that θ ∈ Reg(κ). By
Theorem 5.9, U(κ, κ, θ, χ) holds.
Let θ′ := ω. Now, if cf(χ) 6= ω, then χ > θ′ and cf(θ′) 6= θ, so that, by
Fact 3.1(2), the κ-Aronszajn tree T (c) cannot admit a θ′-ascent path. This is a
contradiction. 
5.2. From closed colorings to C-sequences.
Definition 5.11. A coloring c : [κ]2 → θ is said to have the covering property
if, for every α < κ, there is an injection fα : θ → acc(κ \ α) ∩ Eκ6=θ such that
α \
⋃
i<θD
c
≤i(fα(i)) is bounded below α.
In the next subsection, we shall see how, in certain circumstances, we can derive
colorings with the covering property that witness U(. . .). For now, we show that the
existence of such colorings provides information about the C-sequence spectrum.
Lemma 5.12. Suppose that ω ≤ χ ≤ θ = cf(θ) < κ, Σ ⊆ Eκ≥χ is stationary, and
c : [κ]2 → θ is a coloring. Then there exists a corresponding C-sequence ~C over κ
satisfying the following conditions.
(1) If c is a Σ-closed witness to U(κ, 2, θ, χ), then χ(~C) ≥ χ.
(2) If c has the covering property, then χ(~C) ≤ θ.
Proof. Define f : acc(κ)→ θ + 1 by letting, for all β ∈ acc(κ),
f(β) := min{i ≤ θ | sup(Dc≤i(β)) = β}.
Let Γ := {β ∈ acc(κ) | f(β) < θ}. Note that acc(κ)\Γ ⊆ Eκθ . At this stage, for each
β ∈ Γ, we fix i(β) ∈ [f(β), θ) arbitrarily. Later on, in our handling of Clause (2),
we shall make a more educated choice of i(β). Now, pick a C-sequence ~C = 〈Cβ |
β < κ〉 such that, for all β ∈ Γ, Cβ = cl(Dc≤i(β)(β)), and for each β ∈ acc(κ) \ Γ,
otp(Cβ) = θ.
(1) Suppose that c is a Σ-closed witness to U(κ, 2, θ, χ). Towards a contradiction,
suppose that χ′ := χ(~C) is smaller than χ. In particular, Σ is a stationary subset
of Eκ>χ′ . Using Lemma 2.1, fix ∆ ∈ [κ]
κ and a progressive b : κ → [κ]χ
′
such
that acc+(∆) ∩ Eκ>χ′ ⊆ ∆ and ∆ ∩ α ⊆
⋃
β∈b(α) Cβ for all α < κ. Note that for
every α < κ, bα := {α} ∪ b(α) has cardinality less than χ and hence less than the
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regular cardinal θ. In particular, we may find an i < θ for which the following set
is stationary:
S := {α ∈ acc+(∆) ∩ Σ | sup{i(β) | β ∈ bα ∩ Γ} = i}.
Pick a sparse enough A ∈ [S]κ such that, for every (α, α′) ∈ [A]2, we have bα < α′.
Then A := {bα | α ∈ A} consists of κ-many pairwise disjoint sets.
As, by the implication (1) =⇒ (3) of Fact 5.3, c witnesses U(κ, κ, θ, χ), we can
find B ∈ [A]κ such that min(c[bα × bα′ ]) > i for every (α, α′) ∈ [B]2.
Let α′ ∈ B be such that otp(B ∩ α′) = θ2. Since
B ⊆ A ⊆ S ⊆ acc+(∆) ∩ Σ ⊆ acc+(∆) ∩ Eκ>χ′ ⊆ ∆,
we have B ∩ α′ ⊆
⋃
β∈bα′
Cβ . As |bα′ | < θ = cf(θ) and otp(B ∩ α′) = θ2, we may
find some β ∈ bα′ such that otp(B ∩ α′ ∩ Cβ) = θ2. In particular, otp(Cβ) > θ, so
β ∈ Γ and hence i(β) ≤ i. Pick α ∈ B ∩ α′ ∩ Cβ . Then α ∈ Σ ∩ Cβ ⊆ D
c
≤i(β), so
c(α, β) ≤ i, contradicting the fact that (α, α′) ∈ [A]2 and (α, β) ∈ bα × bα′ .
(2) Suppose that c has the covering property, as witnessed by a sequence of
functions 〈fα | α < κ〉. Fix ǫ < κ and a stationary S ⊆ κ such that, for all α ∈ S,
sup(α\
⋃
i<θD
c
≤i(fα(i))) = ǫ. As min(Im(fα)) > α for all α < κ, let us pick a sparse
enough A ∈ [S]κ such that, for all (α, α′) ∈ [A]2, we have Im(fα) ∩ Im(fα′) = ∅.
In particular, for every β < κ, there exists at most a single pair (α, j) ∈ A × θ
satisfying fα(j) = β. Now, let us revisit our definition of i(β) from the beginning
of our proof, requiring, for all β ∈ Γ, not only that i(β) ≥ f(β), but also that if
α ∈ A and fα(j) = β, then i(β) ≥ j.
Let ∆ := κ \ (ǫ + 1), and define b : κ → [Γ]θ by letting b(α) := Im(fmin(A\α)).
The function b is well-defined, since, for all α < κ, Im(fα) ⊆ acc(κ) \ Eκθ ⊆ Γ. We
claim that ∆ and b witness that χ(~C) ≤ θ. To see this, let α be arbitrary, and
write α′ := min(A \ α). By the choice of A and ǫ, we have
∆ ∩ α ⊆ ∆ ∩ α′ ⊆
⋃
j<θ
Dc≤j(fα′(j))) ⊆
⋃
β∈b(α)
Dc≤i(β)(β) ⊆
⋃
β∈b(α)
Cβ ,
as sought. 
Corollary 5.13. Suppose that ω ≤ χ ≤ θ = cf(θ) < κ and there exists a Σ-closed
witness to U(κ, 2, θ, χ) for some stationary Σ ⊆ Eκ≥χ. Then χ(κ) ≥ χ. 
Remark 10. The hypothesis “χ ≤ cf(θ)” in the preceding corollary cannot be
waived. Indeed, by a result from Part III of this series, ind(κ, θ) implies the ex-
istence of a closed witness to U(κ, κ, θ, sup(Reg(κ)), but in the model of Theorem
3.4, we have χ(κ) < sup(Reg(κ)).
5.3. From colorings to closed colorings. Fact 5.2 shows that, at the level of
successor cardinals, the existence of a tail-closed witness to U(. . .) entails the exis-
tence of fully closed witnesses. The next lemma provides certain circumstances in
which we can improve certain somewhere-closed witnesses to U(. . .) to fully closed
witnesses, while also gaining the covering property.
Lemma 5.14. For every coloring c : [κ]2 → θ, there exists a corresponding coloring
d : [κ]2 → θ satisfying the following conditions.
(1) d is closed;
(2) If κ ≥ ℵ2, then d has the covering property;
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(3) For every infinite cardinal χ ≤ χ(κ), if c is a Σ-closed witness to U(κ, 2, θ, χ)
for some stationary Σ ⊆ Eκ≥χ, then d witnesses U(κ, κ, θ, χ).
Proof. To avoid trivialities, suppose that χ(κ) is an infinite cardinal. By Fact 5.2(2),
we may also assume that κ ≥ ℵ2. As the function d : [κ]2 → κ defined by letting
d(α, β) := min{α, β} is a closed witness to U(κ, κ, κ, κ) that has the covering prop-
erty, we may also assume that θ ∈ Reg(κ).
Claim 5.14.1. There exists a C-sequence ~C = 〈Cβ | β < κ〉 such that χ(~C) = χ(κ),
and, for all α ∈ Eκθ , there are stationarily many β ∈ E
κ
6=θ such that Cα = Cβ ∩ α.
Proof. Let 〈Sα | α < κ〉 be a partition of E
κ
6=θ into stationary sets. For every
β ∈ Eκ6=θ, let α(β) denote the unique ordinal α < κ such that β ∈ Sα. Using
Theorem 4.7, fix a C-sequence ~C = 〈Cβ | β < κ〉 such that χ(~C) = χ(κ). Now,
define a C-sequence ~C• = 〈C•β | β < κ〉 by setting, for all β < κ,
C•β :=
{
Cα(β) ∪ {α(β)} ∪ (Cβ \ α(β)) if β ∈ acc(κ) ∩ E
κ
6=θ and α(β) ∈ E
β
θ ;
Cβ otherwise.
Clearly, for every α ∈ Eκθ , for a tail of β ∈ Sα, we have α(β) = α < β, so
C•β ∩ α = (Cα ∪ {α} ∪ (Cβ \ α)) ∩ α = Cα = C
•
α. In addition, every club in ~C
• is
covered by at most three clubs from ~C, so χ(~C•) = χ(~C) = χ(κ). ⊠
Let ~C be given by the claim. Walk along ~C and derive d : [κ]2 → θ by setting,
for all α < β < κ,
d(α, β) :=
{
max{c(tr(α, β)(n), tr(α, β)(1)) | 1 < n < ρ2(α, β)} if ρ2(α, β) > 2;
0 otherwise.
Claim 5.14.2. d is closed.
Proof. Suppose that β < κ, i < θ, and A ⊆ Dd≤i(β), with γ := sup(A) a limit
ordinal less than β. To see that γ ∈ Dd≤i(β), fix α ∈ A above λ2(γ, β). By Fact 5.6,
tr(γ, β) ⊑ tr(α, β), and hence, by definition of d, we have d(γ, β) ≤ d(α, β) ≤ i. ⊠
Claim 5.14.3. d has the covering property.
Proof. Let α < κ be arbitrary, and put α′ := min(Eκθ \ α). By the choice of
~C,
we can fix an injection fα : θ → acc(κ \ α) ∩ Eκ6=θ with the property that for all
β ∈ Im(fα), we have Cβ ∩ α′ = Cα′ . To see that α =
⋃
i<θD
d
≤i(fα(i)), let η < α
be arbitrary and set i := d(η, α′) and β := fα(i). As η < α
′ and Cβ ∩ α′ = Cα′ ,
we have Tr(η, β)(n) = Tr(η, α′)(n) for all n ≥ 1, so d(η, β) = d(η, α′) and hence
η ∈ Dd≤i(fα(i)). ⊠
Suppose now that χ ≤ χ(κ) is an infinite cardinal, that Σ ⊆ Eκ≥χ is stationary
(in particular, χ < κ), and that c is a Σ-closed witness to U(κ, 2, θ, χ). By the
implication (1) =⇒ (3) of Fact 5.3, to show that d witnesses U(κ, κ, θ, χ), it
suffices to verify that d witnesses U(κ, 2, θ, χ). To this end, suppose that i < θ is a
prescribed color, χ′ < χ, and A ⊆ [κ]χ
′
is a family of κ-many pairwise disjoint sets.
By Claim 5.7.1, we may fix a sequence 〈aι | ι ∈ H〉 such that H is a stationary
subset of Eκ≥χ and, for all ι ∈ H , we have aι ∈ A, aι > ι and ι /∈
⋃
β∈aι
Cβ . Let
B := {{ι} ∪ {min(Cβ \ ι) | β ∈ aι} | ι ∈ H}. By shrinking H , we may assume that
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• B consists of pairwise disjoint sets, and
• there exists ε < κ such that, for all ι ∈ H , sup{sup(Cβ ∩ ι) | β ∈ aι} = ε.
Claim 5.14.4. There is a stationary set Γ ⊆ Σ such that for all γ ∈ Γ, there are
bγ ∈ B and ǫγ < κ with bγ > γ > ǫγ such that for all η ∈ (ǫγ , γ] and all β′ ∈ bγ, we
have c(η, β′) > i.
Proof. Let D be an arbitrary club in κ. Find X ⊆ P(κ) consisting of κ-many
pairwise disjoint sets such that every x ∈ X is of the form {γ}∪b for some γ ∈ Σ∩D
and b ∈ B. As c witnesses U(κ, 2, θ, χ), we may pick (x, y) ∈ [X ]2 such that
min(c[x × y]) > i. Fix γ ∈ (Σ ∩ D) ∩ x and b ∈ B ∩ P(y). Clearly, γ < b and
|b| < χ ≤ cf(γ).
Now, let β′ ∈ b be arbitrary. Since (γ, β′) ∈ x×y, we have c(γ, β′) > i. Then, as
γ ∈ Σ, there must exist ǫ(γ, β′) < γ such that, for all η ∈ (ǫ(γ, β′), γ), c(η, β′) > i.
Since cf(γ) ≥ χ > |b|, we know that ǫ := sup{ǫ(γ, β′) | β′ ∈ b} is less than γ. So γ
is in Σ ∩D, and bγ := b and ǫγ := ǫ are as sought. ⊠
Fix 〈(bγ , ǫγ) | γ ∈ Γ〉 as in the preceding claim. For all γ ∈ Γ, set aγ := amin(bγ).
Define f, g : Γ→ κ by setting, for all γ < κ,
• f(γ) = sup{ǫγ , λ2(γ, β) | β ∈ aγ};
• g(γ) := sup(aγ).
Pick ǫ < γ for which
S := {γ ∈ Γ | f(γ) = ǫ & g[γ] ⊆ γ}
is stationary, and consider the stationary set ∆ := acc+(S \ ε) ∩ Eκ≥χ.
Claim 5.14.5. There exist γ ∈ S and τ ∈ ∆ ∩ γ such that min(d[{τ} × aγ ]) > i.
Proof. Suppose not, and define b : κ → [κ]≤χ
′
as follows. For each α < κ, set
γα := min(S \ α), and then let b(α) := {min(Im(tr(γα, β))) | β ∈ aγα}. We claim
that ∆ ∩ α ⊆
⋃
δ∈b(α) Cδ for all α < κ, contradicting the fact that χ
′ < χ(~C).
Let α < κ and τ ∈ ∆ ∩ α be arbitrary. We shall find δ ∈ b(α) with τ ∈ Cδ. For
notational simplicity, set γ := γα and ι := min(bγ). Note that
bγ = {ι} ∪ {min(Cβ \ ι) | β ∈ aι}.
As γ ∈ S and τ ∈ ∆ ∩ γ, our indirect hypothesis provides us with some β ∈ aγ
such that d(τ, β) ≤ i. Let β′ := min(Cβ \ ι). Clearly, β′ ∈ bγ . Also, as
sup(Cβ ∩ ι) ≤ ε < min(∆) ≤ τ < γ < ι < β
′ < β,
we have tr(τ, β)(1) = min(Cβ \ τ) = β′ = min(Cβ \ γ) = tr(γ, β)(1). In particular,
n := ρ2(γ, β) is greater than 1. Set δ := tr(γ, β)(n− 1), so that δ ∈ b(α). We have
λ2(γ, β) ≤ ǫ < min(S) < min(∆) ≤ τ < γ < β,
so, by Fact 5.6, tr(γ, β) ⊑ tr(τ, β) and γ ∈ Im(tr(τ, β)) ∪ acc(Cδ).
◮ If γ ∈ Im(tr(τ, β)), then γ = tr(τ, β)(n) and 1 < n < ρ2(τ, β), meaning that
d(τ, β) ≥ c(γ, β′) > i, which is not the case.
◮ If γ ∈ acc(Cδ), then we claim that τ ∈ Cδ, as desired. Indeed, otherwise,
for η := tr(τ, β)(n), we would have ǫγ < τ < η < γ, so 1 < n < ρ2(τ, β) and
d(τ, β) ≥ c(η, β′) > i, which is not the case. ⊠
Let γ ∈ S and τ ∈ ∆ ∩ γ be given by the preceding claim. Since d is closed,
for each β ∈ aγ , there exists ε(β) < τ such that, for all α ∈ (ε(β), τ), d(α, β) > i.
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Since cf(τ) ≥ χ > |aγ |, we know that supβ∈aγ ε(β) < τ . As τ ∈ ∆ ⊆ acc
+(S), we
may then find some γ′ ∈ S with supβ∈aγ ε(β) < γ
′ < τ . As τ ∈ acc+(S) and every
element of S is a closure point of g, we infer that g[τ ] ⊆ τ , and hence aγ
′
⊆ (γ′, τ).
It follows that, for all α ∈ aγ
′
and β ∈ aγ , we have ε(β) < γ′ < α < τ < β, so
d(α, β) > i. 
The next corollary shows that, contrary to initial appearances, there is indeed
some monotonicity in the third parameter of U(. . .). Namely, If U(κ, κ, θ, ω) holds,
then so does U(κ, κ, ω, ω).
Corollary 5.15. The following are equivalent:
(1) χ(κ) ≥ ω;
(2) There is a closed witness to U(κ, κ, ω, ω);
(3) There is a somewhere-closed witness to U(κ, 2, θ, ω) for some infinite θ < κ.
Proof. (1) =⇒ (2) follows from Lemma 5.7, (2) =⇒ (3) is trivial, and (3) =⇒ (1)
follows from Lemma 5.13. 
Corollary 5.16. If there exists a tail-closed witness to U(κ, 2, θ, χ) with an infinite
χ ≤ χ(κ), then there exists a closed witness to U(κ, κ, θ, χ).
Proof. This follows from Lemma 5.14. 
5.4. The structure of the C-sequence spectrum.
Corollary 5.17. For every θ ∈ Reg(κ), the following are equivalent:
(1) θ ∈ Cspec(κ);
(2) There is a closed witness to U(κ, κ, θ, θ);
(3) There is a Σ-closed witness to U(κ, 2, θ, θ) for some stationary Σ ⊆ Eκ≥θ.
Proof. (1) =⇒ (2) follows from Theorem 5.9, and (2) =⇒ (3) is trivial. It remains
to prove (3) =⇒ (1). If κ = θ+, then by Lemma 4.10, we have θ ∈ Cspec(κ).
Thus, suppose that θ+ < κ and that there is a Σ-closed witness to U(κ, 2, θ, θ) for
some stationary Σ ⊆ Eκ≥θ. By Corollary 5.13 (using χ = θ), we have χ(κ) ≥ θ.
So, by Lemma 5.14, there exists a closed witness to U(κ, κ, θ, θ) that moreover
has the covering property. It now immediately follows from Lemma 5.12 that
θ ∈ Cspec(κ). 
Remark 11. The hypothesis that θ is a regular cardinal cannot be removed from the
implication (3) =⇒ (1). For instance, if λ is a singular limit of strongly compact
cardinals, then there is a closed a witness to U(λ+, λ+, λ, λ), but λ /∈ Cspec(λ+).
Corollary 5.18. If Cspec(κ) 6= ∅, then min(Cspec(κ)) = ω.
Proof. This follows from Lemma 5.7 and Corollary 5.17. 
Corollary 5.19. If χ ∈ Cspec(κ), then cf(χ) ∈ Cspec(κ).
Proof. There is an elementary proof for this, but let us derive it from previous
results. Suppose that χ ∈ Cspec(κ). By Theorem 5.9, there exists a closed
witness to U(κ, κ, χ, χ). It follows easily that there exists a closed witness to
U(κ, κ, cf(χ), cf(χ)). So, by (2) =⇒ (1) of Corollary 5.17, cf(χ) ∈ Cspec(κ). 
Corollary 5.20. Suppose that χ ∈ Reg(κ) and there exists a non-reflecting sta-
tionary subset of Eκ≥χ. Then Reg(χ
+) ⊆ Cspec(κ).
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Proof. By [LHR18, Corollary 4.10], the hypothesis implies that, for every θ ∈
Reg(κ), there exists a closed witness to U(κ, κ, θ, χ). Now, appeal to (2) =⇒ (1)
of Corollary 5.17. 
Corollary 5.21. Any of the following implies that Reg(κ) ⊆ Cspec(κ):
(1) κ is a successor of a regular cardinal;
(2) κ is an inaccessible cardinal which is not Mahlo;
(3) (κ,<ω) holds.
Proof. (1) This follows from Corollary 5.20.
(2) This follows from Corollary 5.17, using [LHR18, Theorem 4.23].
(3) Let θ ∈ Reg(κ) be arbitrary. By the upcoming Theorem 5.22, using Γ :=
Eκθ , we may find a (κ,<ω)-sequence 〈Cα | α < κ〉 such that, for every
i < θ, Hi := {α ∈ Eκθ | ∀C ∈ Cα[min(C) = i]} is stationary. Fix a C-
sequence 〈Cα | α < κ〉 with Cα ∈ Cα for all α < κ. For every α ∈ acc(κ),
we have that {i < θ | acc(Cα) ∩ Hi 6= ∅} is a subset of the singleton
{min(Cα)}. So, by [LHR18, Theorem 4.11], there exists a closed witness to
U(κ, κ, θ, θ). Then, by Corollary 5.17, θ ∈ Cspec(κ). 
The next theorem is motivated by Clause (3) of the preceding. It simultaneously
improves [Rin14a, Lemma 3.2] and [HLH17, Theorem 2.8] by blending the originals
proofs together with some arguments from [BR19, §1].
Theorem 5.22. Suppose that 〈Cα | α < κ〉 is a (κ,<ω)-sequence. For every
stationary Γ ⊆ κ, there exists a (κ,<ω)-sequence 〈C•α | α < κ〉 such that:
(1) for all α < κ, |C•α| ≤ |Cα|;
(2) for all i < κ, {α ∈ Γ | ∀C ∈ C•α[min(C) = i]} is stationary.
Proof. Let Γ be an arbitrary stationary subset of κ, and, for all ǫ, δ < κ, set
Γǫ,δ := {α ∈ Γ | ∀C ∈ Cα[min(C \ ǫ) ≥ δ]}.
Claim 5.22.1. There exists an ordinal ǫ < κ such that, for all δ < κ, Γǫ,δ is
stationary.
Proof. Suppose not. Then, for every ǫ < κ, we fix δ(ǫ) < κ and a club Dǫ such that
Γǫ,δ(ǫ) ∩Dǫ = ∅. Consider the club D :=
{
α ∈
a
ǫ<κDǫ
∣∣ ∀ǫ < α[δ(ǫ) < α]}.
Subclaim 5.22.1.1. There exist α ∈ D ∩ Γ and β ∈ D ∩ α such that β /∈
⋃
Cα.
Proof. Suppose not. Then, for every α ∈ D ∩ Γ, we have D ∩ α ⊆
⋃
Cα. In
particular, there exists a least positive integer nα along with C′α ∈ [Cα]
nα such that
D∩α\
⋃
C′α is bounded below α. Fix a stationary S ⊆ Γ∩D and some n such that
nα = n for all α ∈ S. By possibly shrinking S, we may also assume the existence
of some ε < κ such that, for all α ∈ S, we have D ∩ α \
⋃
C′α ⊆ ε.
Consider the stationary sets B := acc+(S \ ε) ∩ S and A := acc+(B) ∩ S. Let
α ∈ A and β ∈ B ∩ α be arbitrary. As α ∈ S, we have D ∩ α \
⋃
C′α ⊆ ε. In
particular, D ∩ β \
⋃
{C ∩ β | C ∈ C′α} ⊆ ε. But β > ε and C
′
α is finite, and hence
also
D ∩ β \
⋃
{C ∩ β | C ∈ C′α, sup(C ∩ β) = β}
is bounded below β. Let Dβ := {C ∩ β | C ∈ C′α, sup(C ∩ β) = β}. By coherence,
Dβ ⊆ Cβ , and as D∩β \
⋃
Dβ is bounded below β, the fact that β ∈ S implies that
|Dβ| = nβ = n = nα = |C
′
α|. It follows that, for all C ∈ C
′
α, we have β ∈ acc(C).
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Thus, we have established that for every C-sequence ~C = 〈Cα | α ∈ acc(κ)〉 such
that:
• for all α ∈ acc(κ), Cα ∈ Cα;
• for all α ∈ S, Cα ∈ C′α,
we have that {α ∈ acc(κ) | B ∩ α ⊆ Cα} covers the stationary set A, so, ~C is not
amenable. However, this contradicts [BR19, Lemma 1.23]. ⊟
Fix α ∈ D ∩ Γ and β ∈ D ∩ α such that β /∈
⋃
Cα. As β < α and α ∈ D,
we know that α ∈ Dǫ for all ǫ < β. So, for all ǫ < β, there is Cǫ ∈ Cα with
min(Cǫ \ ǫ) < δ(ǫ) < β, since β ∈ D. As β is a limit ordinal and Cα is finite, we
may find C∗ ∈ Cα such that Cǫ = C∗ for cofinally many ǫ < β. So, for cofinally
many ǫ < β, we have min(C∗ \ ǫ) < β, and hence β is an accumulation point of the
club C∗ from Cα, contradicting the fact that β /∈
⋃
Cα. ⊠
Fix an ordinal ǫ < κ as in the claim. By Fodor’s lemma, for every δ < κ, we
may fix some xδ ∈ [κ \ δ]<ω for which
Γδ := {α ∈ Γǫ,δ \ (ǫ+ 1) | {min(C \ ǫ) | C ∈ Cα} = xδ}
is stationary. Consider the clubs E := {γ < κ | ∀δ < γ[xδ ⊆ γ]} and E′ := acc(E).
For every α < κ, let
C•α :=

{∅} if α = 0;
{β} if α = β + 1;
Cα if α ∈ acc(ǫ+ 1);
{(C \ ǫ) ∪ {sup(otp(min(C \ ǫ) ∩ E′))} | C ∈ Cα} otherwise.
.
It is clear that |C•α| ≤ |Cα| and that each C
• ∈ C•α is closed and satisfies sup(C
•) =
sup(α).
Claim 5.22.2. Suppose that α < κ, C• ∈ C•α and α¯ ∈ acc(C
•). Then C• ∩ α¯ ∈ C•α¯.
Proof. To avoid trivialities, suppose that α ∈ acc(κ \ ǫ). Pick C ∈ Cα such that
C• = (C \ ǫ) ∪ {sup(otp(min(C \ ǫ) ∩E′))}. Clearly, α¯ ∈ acc(C \ ǫ), so C¯ := C ∩ α¯
is in Cα¯, and C• ∩ α¯ = (C¯ \ ǫ) ∪ {sup(otp(min(C¯ \ ǫ) ∩ E′))} is in C•α¯. ⊠
Claim 5.22.3. Let i < κ. Then {α ∈ Γ | ∀C• ∈ C•α[min(C
•) = i]} is stationary.
Proof. Let δ0 be the unique element of E
′ such that otp(E′ ∩ δ0) = i. Let δ1 :=
min(E \ (δ0 + 1)) and δ2 := min(E′ \ (δ0 + 1)), and note that δ0 < xδ1 < δ2. Let
α ∈ Γδ1 be arbitrary. For each C ∈ Cα, we have min(C \ ǫ) ∈ xδ1 , so
sup(otp(min(C \ ǫ) ∩ E′)) = sup(otp((δ0 + 1) ∩ E
′)) = sup(i+ 1) = i.
Consequently, {α ∈ Γ | ∀C• ∈ C•α[min(C
•) = i]} covers the stationary set Γδ1 .
⊠ 
Corollary 5.23. Suppose that (κ,<ω) holds. Then for every stationary Γ ⊆ κ,
there exists a partition 〈Γi | i < κ〉 of Γ into stationary sets such that Tr(Γi) ∩
Tr(Γj) = ∅ for all i < j < κ.
Proof. Let Γ be an arbitrary stationary subset of κ. By Theorem 5.22, we may
fix a (κ,<ω)-sequence 〈Cα | α < κ〉 such that, for every i < κ, Hi := {α ∈ Γ |
∀C ∈ Cα[min(C) = i]} is stationary. As G := Γ \
⋃
i<κHi has cardinality at most
κ, it is easy to find a partition 〈Γi | i < κ〉 of Γ such that, for all i < κ, Hi ⊆ Γi
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and |Hi ∩ G| ≤ 1. To see that 〈Γi | i < κ〉 is as sought, we are left with verifying
the following.
Claim 5.23.1. Let i < j < κ. Then Tr(Γi) ∩Tr(Γj) = ∅.
Proof. Suppose not. Fix β ∈ Tr(Γi) ∩ Tr(Γj). Fix a club C ∈ Cβ. Pick αi ∈
acc(C) ∩ Hi and αj ∈ acc(C) ∩ Hj . By coherence, we have C ∩ αi ∈ Cαi and
C ∩ αj ∈ Cαj , so i = min(C ∩ αi) = min(C) = min(C ∩ αj) = j. This is a
contradiction. ⊠ 
By Lemma 4.10, cf(λ) ∈ Cspec(λ+) for every infinite cardinal λ. In addition,
by Corollary 5.18(1), Reg(λ) ⊆ Cspec(λ+) for every infinite regular cardinal λ.
This, together with Theorem 2.10, suggests that Reg(cf(λ)) ⊆ Cspec(λ+) for every
singular cardinal λ. The following theorem is a step in the right direction.
Theorem 5.24. Suppose that λ is a singular cardinal.
(1) If 2cf(λ) < λ or 2λ = λ+, then Reg(cf(λ)) ⊆ Cspec(λ+);
(2) If cf(λ) = µ+ is a successor cardinal, then Reg(µ) ⊆ Cspec(λ+). If, in
addition, 2<cf(λ) ≤ λ, then Reg(cf(λ)) ⊆ Cspec(λ+).
Proof. Let θ ∈ Reg(cf(λ)) be arbitrary. By Corollary 5.17, to show that θ ∈
Cspec(λ+), it suffices to prove that there exists a closed witness to U(λ+, λ+, θ, θ).
(1) If 2cf(λ) < λ or 2λ = λ+ then by [LHR18, Theorem B], there indeed exists a
closed witness to U(λ+, λ+, θ, θ).
(2) Suppose that ν := cf(λ) is a successor cardinal, say ν = µ+. Recalling the
proof of [LHR18, Theorem 4.21], to prove that there exists a closed witness to
U(λ+, λ+, θ, θ), it suffices to prove that the ideal I defined there in “Case 1: Un-
countable cofinality” is not weakly θ-saturated. For this, let us recall the definition
of the ideal I. We first fix a stationary subset ∆ ⊆ Eλ
+
cf(λ) and a sequence ~e = 〈eδ |
δ ∈ ∆〉 such that
• for every δ ∈ ∆, eδ is a club in δ of order type cf(λ);
• for every δ ∈ ∆, 〈cf(γ) | γ ∈ nacc(eδ)〉 is strictly increasing and converging
to λ;
• for every club D in λ+, there exists δ ∈ ∆ such that eδ ⊆ D.
Then, the ideal I consists of all Γ ⊆ λ+ for which there exists a club D ⊆ λ+ such
that sup(nacc(eδ) ∩D ∩ Γ) < δ for every δ ∈ ∆ ∩D.
The upcoming analysis of the saturation degree of I is inspired by the work in
[LR19, §3]. Let 〈Ai,j | i < µ, j < ν〉 be an Ulam matrix over ν, that is:
• for all i < µ and j < ν, Ai,j ⊆ ν;
• for all j < ν, |ν \
⋃
i<µAi,j | ≤ µ;
• for all i < µ and j < j′ < ν, Ai,j ∩Ai,j′ = ∅.
Fix a club Λ in λ of order-type ν. For any subset A ⊆ ν, let
(A)δ := {γ ∈ nacc(eδ) | otp(Λ ∩ cf(γ)) ∈ A}.
Claim 5.24.1. There exists i < µ satisfying the following: For every club D ⊆ λ+,
there exist δ ∈ ∆ with eδ ⊆ D such that sup((Ai,j)δ) = δ for cofinally many j < ν.
Proof. Suppose not. Then, for every i < µ, fix a club Di ⊆ λ
+ with the property
that, for every δ ∈ ∆, either eδ * Di or sup{j < µ | sup((Ai,j)δ) = δ} < µ. Let
D :=
⋂
i<µDi. Pick δ ∈ ∆ such that eδ ⊆ D. It follows that, for all i < µ, there
exists ji < ν, such that, for all j ∈ (ji, ν), sup((Ai,j)δ) < δ. Let j := (supi<µ ji)+1.
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Then, j < ν and for every i < µ, sup((Ai,j)δ) < δ. As cf(δ) = ν > µ, it follows
that η := supi<µ sup((Ai,j)δ) is below δ. Consequently,
sup{γ ∈ nacc(eδ) | otp(Λ ∩ cf(γ)) ∈
⋃
i<µ
Ai,j} =
sup
i<µ
sup{γ ∈ nacc(eδ) | otp(Λ ∩ cf(γ)) ∈ Ai,j} =
sup
i<µ
sup((Ai,j)δ) = η.
Fix ε < ν such that ε ∪
⋃
i<µAi,j = ν. Pick ǫ ∈ Λ with otp(Λ ∩ ǫ) > ε. Finally,
pick γ ∈ nacc(eδ) with γ > η and cf(γ) > ǫ. As otp(Λ ∩ cf(γ)) > ε, we have
otp(Λ ∩ cf(γ)) ∈
⋃
i<µAi,j . Pick i < µ such that otp(Λ ∩ cf(γ)) ∈ Ai,j . Then
γ ∈ (Ai,j)δ, contradicting the fact that γ > η. ⊠
Let C(ν, θ) denote the least size of a subfamily C ⊆ [ν]θ with the property that for
every club b in ν, there is c ∈ C with c ⊆ b. By the third bullet of [LR19, Lemma 3.1],
if θ ∈ Reg(µ), then C(ν, θ) = ν. In addition, it is clear that C(ν, θ) ≤ νθ, so that
in case θ = µ, νθ = (µ+)µ = 2µ = 2<cf(λ). Thus, in any case, we may let C be a
λ-sized subfamily of {c ⊆ ν | otp(c) = θ} with the property that for every club b in
ν, there is c ∈ C with c ⊆ b.
Let i∗ be given by Claim 5.24.1. For every c ∈ C, define a function hc : λ
+ → θ,
as follows. Given γ < λ+, if there exists j < sup(c) such that otp(Λ∩cf(γ)) ∈ Ai∗,j,
then j is unique, and we let hc(γ) := sup(otp(c ∩ j)). Otherwise, let hc(γ) := 0.
For every c ∈ C and every τ < θ, let Γτc := {γ < λ
+ | hc(γ) = τ}.
Claim 5.24.2. There exists c ∈ C such that, for all τ < θ, Γτc is I-positive.
Proof. Suppose not. Then, for every c ∈ C, we may find τc < θ and a club Dc ⊆ λ+
such that sup(nacc(eδ) ∩ Dc ∩ Γτcc ) < δ for every δ ∈ ∆ ∩Dc. Let D :=
⋂
c∈C Dc.
By the choice of i∗, let us pick δ ∈ ∆ with eδ ⊆ D for which J := {j < ν |
sup((Ai∗,j)δ) = δ} is cofinal in ν. In particular, δ ∈ acc(D) ⊆ D.
As acc+(J) is a club in ν, we may find c ∈ C with c ⊆ acc+(J). As otp(c) =
θ > τc, we may let j
′ denote the unique element of c to satisfy otp(c ∩ j′) = τc.
Now, let j := min(J \ (j′ + 1)). As c ⊆ acc+(J), we know that [j′, j) ∩ c = {j′},
so that otp(c ∩ j) = otp(c ∩ (j′ + 1)) = τc + 1. As c ⊆ acc+(J), we also know that
j < sup(c).
As δ ∈ ∆∩D ⊆ ∆∩Dc, we infer that sup(nacc(eδ)∩Dc∩Γτcc ) < δ = sup((Ai∗,j)δ).
so we may pick γ ∈ (Ai∗,j)δ above sup(nacc(eδ)∩Dc ∩Γτcc ). Recall that the former
means that γ ∈ nacc(eδ) and otp(Λ ∩ cf(γ)) ∈ Ai∗,j . In effect, hc(γ) = sup(otp(c ∩
j)) = sup(τc + 1) = τc. So, γ ∈ nacc(eδ) ∩ Γ
τc
c . Recalling that eδ ⊆ D ⊆ Dc,
we infer that γ ∈ nacc(eδ) ∩ Dc ∩ Γτcc , contradicting the choice of γ to be above
sup(nacc(eδ) ∩Dc ∩ Γτcc ). 
Let c be given the preceding claim. Then 〈Γτc | τ < θ〉 is a partition of λ
+ into
θ many I-positive sets, witnessing that I is indeed not weakly θ-saturated. 
6. Concluding remarks
We end with some some questions that remain open, followed by a couple of
brief remarks connecting the topics of this paper with previous works. First, we
present a conjecture of a connection between the C-sequence number and the infinite
productivity of the κ-Knaster property.
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Conjecture 6.1. For any regular uncountable cardinal κ, the following are equiv-
alent:
• χ(κ) ≤ 1;
• for every κ-Knaster poset P, Pω is κ-Knaster, as well.
A number of fundamental questions about the C-sequence number and C-sequence
spectrum remain open. In addition to the above conjecture, here are a few that
we find especially interesting. The first set of questions concerns the structure of
Cspec(κ).
Question 6.2. Must Cspec(κ) be an interval? Must Cspec(κ) be closed? If θ ∈
Reg(κ) and θ+ ∈ Cspec(κ), must we have θ ∈ Cspec(κ)? If θ ∈ Cspec(κ) is an
uncountable limit cardinal, must it be an accumulation point of Cspec(κ)?
Our next question deal with the connections between the C-sequence spectrum
and U(. . .).
Question 6.3. Must it be the case that U(κ, κ, χ(κ), sup(Reg(κ))) holds? If θ, χ ∈
Cspec(κ), must it be the case that U(κ, κ, θ, χ) holds?
The next question deal with the connections between the C-sequence numbers
and κ-Aronszajn trees.
Question 6.4. Suppose κ is strongly inaccessible. If χ(κ) = 1, must there be a
coherent κ-Aronszajn tree? If 1 < χ(κ) < κ, must there be a κ-Aronszajn tree with
a χ(κ)-ascent path?
Another question has to do with a singular value for the C-sequence number.
Question 6.5. Suppose that χ(κ) is singular. Must it be the case that cf(χ(κ)) =
cf(sup(Reg(κ)))?
The main result of [Rin14b] states that if θ and κ are regular cardinals, κ > θ+,
and Eκ≥θ admits a non-reflecting stationary set, then Pr1(κ, κ, κ, θ) holds. Theo-
rem 3.4 above shows that this result is optimal.
Corollary 6.6. Suppose that κ is a weakly compact cardinal, and θ ∈ Reg(κ).
Then there is a cofinality-preserving forcing extension in which:
(1) κ is strongly inaccessible;
(2) Eκθ admits a non-reflecting stationary set, so Pr1(κ, κ, κ, θ) holds;
(3) Pr1(κ, κ, θ
+, θ+) fails.
Proof. Work in the model of Theorem 3.4. By its Clause (6), Pr1(κ, κ, θ
+, θ+)
fails. 
Finally, we note that the combination of Fact 5.6, Lemma 5.13 and Theorem 2.10
implies that, in the statement of Theorem 6.3.6 of [Tod07], “of size < κ” should
have been “of size < cf(κ)”.
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