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соответствующей связности переходит
в параллельную двумерную площадку.
4. Образы площадки L2p в точке A∈SIIm,m+2⊂Em+2, m=2s,
при соответствующих аффинных отображениях 
связности при каждом p=
⎯
1,s, m=2s, пе
реходят в соответствующие точки. Если при фик
сированном p кручение связности рав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1. Постановка задачи. Нелокальные задачи с ин
тегральными условиями возникают при исследова
нии физических явлений в случае, когда граница
области протекания недоступна для непосредствен
ных измерений. Например, математическое модели
рование процессов распространения тепла [1, 2],
процессы влагопереноса в капиллярнопористых
средах [3] приводятся к таким задачам. Нелокальные
задачи с интегральными условиями для уравнений
с частными производными изучены в работах [4–6].
Рассмотрим уравнение
(1)
в области D={(x, y): 0<x<l, 0<y<h}, где F – заданная
функция.
Уравнение (1) представляет собой канониче
ский вид уравнения в частных производных
третьего порядка относительно старших производ
ных по классификации работы [7], когда уравне
ние характеристик имеет один двукратный и один
простой действительные характеристики.
Пусть Cm+n (D) означает класс функций, имею
щих непрерывные производные
Задача 1. Требуется найти решение u
(x,y)∈C(D
–
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(4)
где ϕ1(x,y), ϕ2(x,y), ψ2(x,y), T1(x,y), T2(x,y) – задан
ные функции.
В случае, когда T1(x,y)≡0, задача 1 изучена в ра
боте [8].
Пусть выполняются условия:




R5 – пятимерное пространство переменных
(u,p,q,r,s);
5)
2. Сведение задачи 1 к системе интегральных ура
внений. Введем обозначение
Тогда решение ур. (1), удовлетворяющее усло
вию (2) и условиям
ux(0,y)=g(y), 0<y<h, u(x,0)=τ(x), 0<x<l,
представимо в виде
где υ(x,ξ)=x–ξ – функция Римана.




Чтобы получить замкнутую систему уравнений





Таким образом, решение задачи 1 сведено к ре
шению систему уравнений (5)–(9).
3. Решение системы уравнений методом сжимаю
щих отображений. С этой целю систему уравнений
запишем в виде
g=Ag, (10)
где g=(g1,g2,g3,g4,g5) – векторфункция с компонента
ми g1=u(x,y), g2=ux(x,y), g3=uy(x,y), g4=uxx(x,y),
g5=uxy(x,y), а оператор A=(A1,A2,A3,A4,A5) определяется
на множестве функций g=∈C(D
–
) и его компоненты
определяются с помощью равенствами (5)–(9):
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(11)
где K11=–xT1(ξ,y), K12≡0, K13=–T2(x,η), K14≡0, K15≡0,
K16≡0, K17≡0, K18≡0, K19=–xT1(ξ,0) T2(ξ,η), K10=υ(ξ,η),
K21=–T1(ξ,y), K22≡0, K23=–T2x(x,η), K24=–T2(x,η),
K25≡0, K26≡0, K27≡0, K28≡0, K29=T1(ξ,0) T2(ξ,η), K20≡1,
K31=–xT1y(ξ,y), K32=–xT1(ξ,y), K33≡K34≡0, K35≡K36≡0,
K37=υ(x,ξ), K38≡K39≡K30≡0, K41≡K42≡0, K43=–T2xx(x,η),
K44=–2T2x(x,η), K45≡0, K46=–T2(x,η), K47≡0, K48≡1,
K49≡0, K40≡0, K51=–T1y(ξ,y), K52=–T1(ξ,y),
K53≡K54≡K55≡K56≡0, K57≡1, K58≡0, K59≡K50≡0, а
g01=Ф(x,y), g02=Фx(x,y), g03=Фy(x,y), g04=Фxx(x,y),
g05=Фxy(x,y), компоненты вектора g0=(g01,g02,g03,g04,g05).
Норму g определим равенством 
В силу свойств заданных функций (1, 2) заклю
чаем, что
Пусть оператор A осуществляет отображение шара
Тогда




Покажем, что при выполнении условия (12) опе
ратор A осуществляет сжатое отображение шара
S(g0,M) в себя. Пусть g∈S(g0,M). Тогда из (11) следует,
что Ag∈C(D
–
) и, кроме того, справедливо неравенство
Тогда
Отсюда заключаем, что при выполнении усло
вия (12) имеет место неравенство
Это означает, что оператор A отображает шар в
себя, т. е. Ag∈S(g0,M). Теперь покажем, что оператор
A при выполнении условия (12) является сжимаю
щим отображением. Пусть g(1)=(g1(1),g2(1),g3(1),g4(1),g5(1)),
g(2)=(g1(2),g2(2),g3(2),g4(2),g5(2)) произвольные два вектора,
принадлежащие шару S (g0,M). Тогда из условия (5)
следует, что ∀g(1), g(2)∈S(g0,M):
Используя это условие из (11) получим
Тогда
Так как, в силу неравенства (12) Q(,h)<1,
то оператор A осуществляет сжатое отображение
шара S(g0,M) в себя. Тогда в силу теоремы С. Бана
ха [9] в шаре S(g0,M) существует, и притом только
одна, неподвижная точка отображения, т. е. суще
ствует только одно решение ур. (10). Решая это ура
внение, например, методом последовательных
приближений, g(1)=(g1(1),g2(1),g3(1),g4(1),g5(1)) можно од
нозначно определить все компоненты вектора g
и тем самым определить решение задачи 1 в обла
сти D и установить, что построенное решение при
надлежит классу C2+1(D). Таким образом, доказана
Теорема. Если выполняются условия (1)–(5)
и (12), то система уравнений (5)–(9) определяет
в области D*={(x,y):0<x<*,0<y<h*} единственное
решение задачи 1, принадлежащее классу .
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Введение
Первая фаза вычислительного эксперимента
(ВЭ) состоит из нескольких этапов: создание и ис
следование модели; её алгоритмизация; програм
мирование алгоритма; сравнение модельных и экс
периментальных результатов – верификации моде
ли [1]. Эффективность исследования и алгоритми
зации модели зависит от выбора адекватных мате
матических методов её анализа. Например, на эта
пе алгоритмизации традиционно применяют один
из математических методов, который позволяет
построить алгоритм преобразования непрерывной
модели в дискретную, пригодную для анализа
на ПЭВМ. Вместе с тем, на первых двух этапах
ВЭ важным является определение области допу
стимых решений модели, выявление и изучение
общих характерных свойств этих решений, кото
рые необходимо учитывать при алгоритмизации.
Кроме этого, остается окончательно не решен
ной проблема выбора критериев сравнения мо
дельных и экспериментальных результатов на эта
пе верификации модели. Этот этап ВЭ существен
ным образом влияет как на фазу калибровки моде
ли, так и на фазу прогноза: он должен давать на
правление модификации модели и определять
обоснованность экстраполяции результатов моде
лирования.
Все это вместе взятое требует поиска новых
и развитие имеющихся методов анализа математи
ческих моделей. Для анализа решений задач Коши
для обыкновенных дифференциальных уравнений
(ОДУ) на разных этапах ВЭ широко применяется
метод фазовой плоскости [2–7]. Данная статья по
священа развитию метода фазовой плоскости, его
применению к анализу решений краевой задачи
для систем дифференциальных уравнений с част
ными производными (ДУЧП).
Применение метода фазовой плоскости 
для краевых задач систем дифференциальных 
уравнений с частными производными
Понятия фазового пространства, связанных
с ним структур, а также метод фазовой плоскости
могут быть расширены и применены для краевой
УДК 519.63




Предложено развитие метода фазовой плоскости для анализа решений краевых задач для систем дифференциальных уравне"
ний с частными производными. Такой анализ необходим на этапах алгоритмизации нелинейных краевых задач и верификации
моделей. Обоснован выбор фазовых плоскостей для анализа решений краевой задачи о распределении параметров низкотем"
пературной плазмы термоэмиссионного преобразователя.
Ключевые слова:
Краевая задача, метод фазовой плоскости, низкотемпературная плазма, термоэмиссионный преобразователь энергии.
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