We define essential idempotents in group algebras and use them to prove that every mininmal abelian non-cyclic code is a repetition code. Also we use them to prove that every minimal abelian code is equivalent to a minimal cyclic code of the same length. Finally, we show that a binary cyclic code is simplex if and only if is of length of the form n = 2 k − 1 and is generated by an essential idempotent.
Introduction
Let F q be a finite field with q elements and m a positive integer. We recall that a linear code of length n over F q is any proper subspace C of F n q . Given a vector v = (a 0 , a 1 , . . . , a n−2 , a n−1 ) ∈ C, its shift is the vector v 1 = (a n−1 , a 0 , a 1 , . . . , a n−2 ). A linear code C is cyclic if, for every vector v ∈ C, its shift also belongs to C. Notice that the definition implies that if a vector v 1 = (a 0 , a 1 , . . . , a n−2 , a n−1 ) is in C, then every vector obtained as a circular permutation of v is also in C.
The map ψ : F n q → F q [X]/ X n −1 given by ψ(a 0 , a 1 , . . . , a m−2 , a m−1 ) = a 0 +a 1 X+· · · , a m−2 X m−2 + a m−1 X m−1 is an isomorphism of linear spaces and it is easy to see that a code C of length n over F q is cyclic if and only its image ψ(C) is an ideal of the ring F q [X]/ X n − 1 .
Since this ring is isomorphic to the group algebra of a cyclic group C, of order n, over F q , we can think of cyclic codes as ideals in the group algebra F q C.
More generally, an abelian code over F q is any ideal in the group algebra F q A of a finite abelian group A. These codes were introduced independently by S.D. Berman [1] and MacWilliams [8] .
Since in the case when char(F) | |A| the group algebra FA is semisimple and all ideals are direct sums of the minimal ones, it is only natural to study minimal abelian code -or -equivalently, primitive idempotents -and these has been done by several authors (see, for example [6] , [5] , [4] [9] [12] [14] ). Also, Sabin and Lomonaco [15] have shown that central codes in metacyclic group algebras are equivalent to abelian codes.
In what follows, we shall show that these are not better than minimal cyclic codes. First, we prove in Corollary 2.5 that every minimal abelian non-cyclic code is a repetition code. Then, we show, in Theorem 3.3, that every minimal abelian code is equivalent to a minimal cyclic code of the same length.
Finally, in section § 4, we show that essential idempotents can be used to characterize simplex codes.
Basic facts
Throughout this paper all groups will be finite, and we shall always assume that the fields F considered are such that char(F) | |G|.
For an element α in the group algebra FG, the Hamming weight of α is the number of elements in its support; i.e., if α = g∈G α g g, then
Given an ideal I ⊂ FG the weight distribution of I is the map which assigns, to each possible weight t, the number of elements of I having weight t.
Let H = {1} be a normal subgroup of a group G. Then
is a central idempotent of FG and 
Also, if α ∈ FA · H, taking a transversal T of H in A we can rewrite α as α = t∈T h∈H α th th.
As α ∈ FA · H, we have that
α th th H = t∈T h∈H α th t H.
So α th = α th for every h, h ∈ H and, setting α t = α th , ∀h ∈ H we can write
Since H is central, it is a sum of primitive central idempotents called its constituents. Given a primitive idempotent e we have that either e H = e or e H = 0, depending on wheather e is, or is not, a constituent of H.
In the first case, e is an element in the ideal FG H, and thus an element α in FGe is also in FG H. So, it can be written as in eqution 1.
Writing T = {t 1 , t 2 , . . . , t d } and H = {h 1 , h 2 , . . . , h m }, the explicit expression of α is
In terms of coding theory, this means that the code given by the minimal ideal FGe is a repetition code. We shall be interested in idempotents that are not of this type. Definition 2.2. A primitive idempotent e in the group algebra FG, is an essential idempotent if e · H = 0, for every subgroup H = (1) in G.
A minimal ideal of FG is called an essential ideal if it is generated by an essential idempotent and non essential otherwise.
Notice that, if e is a central idempotent, then the map π : G → Ge, given by π(g) = g · e is a group epimorphism. We can use this map to characterize essential idempotents. Proposition 2.3. Let e ∈ FG be a primitive central idempotent. Then e is essential if and only if the map π : G → Ge, is a group isomorphism.
Proof. Let e be essential and assume, by way of contradiction, that π is not a monomorphism. Then, there exists 1 = g ∈ G such that π(g) = ge = e, hence also g i e = e for every positive integer i. Thus g · e = e, a contradiction.
Conversely, assume that e is not essential. Then, there exists H = (1) such that e H = e. For every h ∈ H, we have that h · e = h · e H = H · e = e. Hence H ⊂ Ker(π) and thus π is not injective. Consequently, if π is an isomorphism, e is essential.
Corollary 2.4. If G is abelian and FG contains an essential idempotent, then G is cyclic.
Proof. If e ∈ FG is essential, then G ∼ = Ge ⊂ FGe. As G is abelian, a simple component FGe of FG is a field and Ge, being a finite subgroup contained in it, is cyclic.
In terms of coding theory, the result above gives the following. Corollary 2.5. Let A be an abelian non-cyclic group. Then, for any finite field F q , all the minimal codes of F q A are repetition codes.
We wish to show, on the other hand, that if G is a cyclic group, then FG always contains an essential idempotent.
To do so, assume that G is cyclic of order n = p
the unique subgroup of order p i in C i and denote by a i a generator of this subgroup, 1 ≤ i ≤ t. Set
Then e 0 is a central idempotent and we claim that it is non zero. In fact, it is easy to see that the coefficient of a 1 · · · a t in this expression is (−1)
Theorem 2.6. Let G be a cyclic group. Then, a primitive idempotent e ∈ FG is essential if and only if e · e 0 = e.
Proof. Let e ∈ FG be essential. Then, in particular,
Conversely
The equivalence
Let F be a field, A be a finite abelian group such that char(F) | |A| and e = A an idempotent in FA. Set
Clearly, H e is the unique maximal subgroup of G is such that H e e = e and it can be shown easily that H e = G if and only if e = G, the principal idempotent of FG. Actually, H e is the kernel of the irreducible representation associated to the simple component FG · e. Proof. Let K = 1 be a non-trivial subgroup of A/H e . Then, it is of the form K = K/H e where K = H e is a subgroup of A containing H e .
Let T be a transversal of H e in K. Then
As ψ( H e )=1, we have
Corollary 3.2. Let e = A be a primitive idempotent of FA. Then, the factor group A/H e is cyclic.
Proof. This fact follows immediately from Proposition 3.1 above and Corollary 2.4.
Let G 1 and G 2 denote two finite groups of the same order, F a field, and let γ : G 1 → G 2 be a biijection. Denote by γ : FG 1 → FG 2 its linear extension to the corresponding group algebras.
Clearly, γ is a Hamming isometry; i.e., elements corresponding under this map have the same Hamming weight. Ideals I 1 ⊂ FG 1 and I 2 ⊂ FG 2 such that γ(I 1 ) = I 2 are thus equivalent, in the sense that they have the same dimension and the same weight distribution. In this case, the codes I 1 and I 2 are said to be permutation equivalent and were called combinatorially equivalent in [15] .
In what follows, we will show that every minimal ideal of an abelian group algebra FA is permutation equivalent to a minimal ideal of the group algebra of a cyclic group of the same length.
Let A be an abelian group of order n, F a field, I a minimal ideal of FA and e be the primitive idempotent generating I. Let H e be the subgroup defined in (2) and let C be a cyclic group of the same order n. If H e = A then e = A and any bijection σ : A → C is such that I = FAe = Fe is mapped to FC C, so I is equivalent to FC C.
So, assume that H e = A. Since the order d of the factor group A/H e is a divisor of n, there exists a unique subgroup K of C such that |A/H e | = |C/K| = d and, as they are both cyclic groups, we have that
So, also
Denote by µ :
Let a ∈ A be an element such that a = aH e is a generator of A/H e . Then {1, a, a 2 , . . . , a d−1 } is a transversal of H e in A and we can write
Similarly, if t ∈ C is such that t = tK = µ(aH e ), it is a generator of C/K and we can write
As H e and K have the same order, we can choose a bijection f : H e → K and define a map η :
Given an element α ∈ FA · H e , using formula (1) we can write it in the form
and, taking into account that |H e | = |K|, we compute
Comparing the expressions of α and θ(α) it is clear that the linear extension of η : A → C to FA coincides with θ on FA · H e , and it is such that θ(FA · H e ) = FC · K.
Notice that FA · e ⊂ FA · H e and thus e is primitive also in FA · H e , so e = θ(e) is primitive in
We claim that e is also primitive in FC. In fact, assume that e = f 1 + f 2 , with f 1 , f 2 orthogonal idempotents in FC. Then e · K = f 1 K + f 2 K is a decomposition of e in FC · K. Hence, either f 1 K = 0 and f 2 K = e or vice-versa. So either f 1 = f 1 e = f 1 e K = 0 or, in a similar way, f 2 = 0.
Hence, we have shown the following. Theorem 3.3. Every minimal ideal in the semisimple group algebra FA of a finite abelian group A is permutation equivalent to a minimal ideal in the group algebra FC of a cyclic group C of the same order.
It should be noted that non minimal abelian codes can actually be more convenient than the cyclic ones (see, for example, [7] , [10] and [13] ).
Binary simplex codes
Set r = dim Fq C and let B = {v 1 , v 2 , . . . , v r } be a basis of C over F q . We shall denote by G B the generating matrix of C; i.e. the matrix whose rows are the componentes of the vectors of B, when written in the basis B of F q C.
We start with a very simple remark. Proof. In fact, assume that the j th column of the given matrix is zero. Then, the j th component of every vector in C is equal to 0. Take any non-zero vector v ∈ C. So it has at least one component which is equal to 1. Since every shift of v is in C, there exists a vector in C whose j th component is equal to 1, a contradiction.
Notice also that, if a matrix G B has two columns, in positions i and j, say, that are equal to one another, then the i th component of every vector in C is equal to its j th component. Hence, we have shown the following. Set F = F q · e. Then F is an isomorphic copy of F q contained in F q C · e. Notice that, since g is a generator of C, we have that F[ge] = F q C · e. Then, the evaluation mapping ϕ :
, is an epimorphism and we have that
.
Notice that Ker(ϕ) = h , for some h ∈ F[X], which is a polinomial of minimal degree having ge as a root. Since dim F F q C · e = dim Fq F q C · e = r we have that the degree of h is precisely r and there exist coeficients b 0 , . . . , b r−1 in F such that
This clearly implies that B 0 = {e, ge, . . . , g r−1 e} is a basis of F q C · e over F and also over F q .
Moreover, we have the following. Proof. Notice that F q C · e is of dimension r over F q , it contains q r elements.
Suppose, by way of contradiction, the ψ is not injective. Then, there exists an index j, 0 < j < n, such that e = g j e.
Write e = a 0 + a 1 g + · · · + a n−1 g n−1 . Then g j e = a 0 g j + a 1 g j+1 + · · · + a n−1 g j+n−1 .
Since e = g j e, we have that a i = a i+j , 0 ≤ i ≤ n − 1, where the subindexes are taken modulo n. This shows that if G denotes the generating matrix with respect to the basis B then, the first column of G is equal to its j th column.
Conversely, assume that ψ is an isomorphism and, by way of contradiction, that there exists a basis whose corresponding generating matrix has two equal columns, in positions i and j, say. In view of Lemma 4.2 we can assume, without loss of generality, that this basis is precisely the basis B 0 . This means that a i+t = a j+t or, equivalently, that a t = a t+j−i , for all t, where indexes are taken, again, modulo n. This readily implies that e = g j−i e.
Recall that a binary linear code of dimension k and length n is called simplex if a generating matrix for the code contains all possible non zero columns of length k. Since these are 2 k − 1 in number, this matrix must be of size k × (2 k − 1) so, we must have n = 2 k − 1.
Theorem 4.4. Let C be a binary linear code of dimension k and length n = 2 k − 1. Then C is a simplex code if and only if it is essential.
Proof. Assume that C is simplex. Since all its columns are different, it follows from Theorem 4.3 that the mapping ψ : C → C · e is an isomorphism. To prove thar e is an essential idempotent we are only left to prove that it is primitive.
Notice that C · e ⊂ F 2 C · e \ {0}. Since F 2 C · e = C is of dimension k over F 2 , it contains 2 k elements. Hence |F 2 C · e \ {0}| = n = |C|, showing that actually C · e = F 2 C · e \ {0}. This means that every non zero element in FC · e is invertible and thus, it is a field. Consequently, e is primitive.
As a consequence, and taking the results in [3] into account, we can state the following.
Corollary 4.5. Every binary linear code of constant weight is a repetition of a code generated by an essential idempotent.
