Fakult at f ur Mathematik Otto-von-Guericke-Universit at 39016 Madgeburg HELMUT WIELANDT ZUM 90. GEBURTSTAG Let A and B be stochastic matrices of the same type (n; n). It is natural to consider perturbations A(t) of A of the form
Now, the following two questions come up immediately.
(1) When does lim k!1 A(t) k exist? (2) How does lim k!1 A(t) k behave for small t? As the existence of lim k!1 A(t) k depends only on the eigenvalues of A(t), which are continously dependent on t, question (1) The existence of lim k!1 A(t). Lemma 1.1 Let A and B be stochastic matrices of the same type and let A(t) = (1 ? t)A + tB for 0 t 1. Furthermore let be a complex number with j j = 1. Then the following two statements are equivalent. a) is an eigenvalue of A(t 0 ) for some 0 < t 0 < 1. b) is an eigenvalue of A(t) for all 0 t 1.
Proof : We only have to prove that a) implies b) and we may assume that 6 = 1. By a theorem of Frobenius (see Wielandt 5] , page 642) the eigenvalue is a primitive k-th root of unity for some k 6 = 1. By the same theorem there exists a permutation matrix P such that b) It is well-known (part of the ergodic theorem) that
Hence we obtain by a) and Lemma 2.1 im R = ker (A ? E) \ ker (B ? E) = ker (A(t) ? E) = im Q(t) for 0 < t < 1. As Q(t) and R commute, we have the Q(t)-invariant decomposition V = im R ker R = im Q(t) ker R: Thus Q(t) induces on ker R a projection with all eigenvalues equal to 0. Therefore ker R = ker Q(t) which nally shows that R = Q(t). Therefore P A 6 = P A P B 6 = P B . Hence in this case P(t) = lim k!1 A(t) k is constant for 0 < t < 1 but discontinuous in t = 0 and t = 1. b) Continuity of P(t) in t = 0 in Theorem 2.3 requires P A = P A P B . This is easily seen to be equivalent to ker (A ? E) = im P A im P B = ker (B ? E): is irreducible for 0 < t < 1. In particular we have rank (A(t) ? E) = n ? 1 for 0 < t < 1:
Proof: As irreducibility depends only on the zero entries in a matrix, the rst statement is obvious. It is well-known that 1 is a simple eigenvalue of an irreducible stochastic matrix (see Wielandt 5] ). Theorem 3.2 Let A and B be stochastic matrices of type (n; n). Suppose that lim k!1 A k exists and that A(t) is irreducible for 0 < t < 1. Now, since rank (A(t)?E) = n?1, there is a row, say z(t) = (z 1 (t); : : : ; z n (t)) of B(t) such that z(t 0 ) 6 = 0 for some 0 < t 0 < 1. As A(t 0 ) is irreducible, we may assume that all components of the vector z(t 0 ) which is annihilated by A(t) ? E are positive. In particular we have P n i=1 z i (t 0 ) 6 = 0. Furthermore, since the z i (t) are polynomials in t, we may assume that P n i=1 z i (t) 6 = 0 for an open intervall I containing t 0 . If we now divide z(t) by P n i=1 z i (t),
we obtain a vector v(t) = (v 1 (t); : : : ; v n (t)) with rational functions v i (t) in t 2 I. Moreover, v(t)A(t) = v(t) and n X i=1 v i (t) = 1 for t 2 I:
But these identities must then hold for all 0 t 1 except possibly for a nite number of poles of the v i (t).
Lett be di erent from all of those poles and 0 6 =t 6 = 1. As A(t) is irreducible, v(t) is the unique solution of v(t)A(t) = v(t) with P n i=1 v i (t) = 1. Note that this is the continuity of P(t) in t = 0 which follows immediately from 3.2 b) in case A(t) is irreducible for 0 < t < 1. In particular w(0) = 0, and as w is rational, so w 1 = lim t! 0 w(t) t exists. b) Divide the equations (1) and (2) Hence we obtain (v(0); 0)A(t) = (v(0); 0) for 0 t 1: As the non-negative eigenvector of the irreducible matrix A(t) (for 0 < t < 1) has only non-zero components (see Wielandt, 5] ), we have a contradiction. Thus w 1 6 = 0. Remarks 3.5 a) We consider again the situation in Theorem 3.4. By Theorem 3.2, the vectors v(t) and w(t) are analytic in 0; 1]. Thus we may write v(t) = P 1 j=0 v j t j and w(t) = P 1 j=0 w j t j . As (v(t); w(t)) has sum of components equal to 1, we obtain that v 0 has sum of components equal to 1 and (v j ; w j ) has sum of components equal to 0 for j > 0. To be brief in the following we denote by s(v) the sum of components of the vector v. From (v(t); w(t)) = (v(t); w(t))A(t)
But then v(t) is
we get by comparing coe cients It seems that in general there is no way to calculate v(0) without determining v(t) for all small t. be stochastic Jacobi matrices of type (n; n). We assume that a 21 a 32 : : : a n?1;n?2 a 23 a 34 : : : a n?1;n 6 = 0 6 = b 12 b n;n?1 : (1 ? t)a 21 + tb 21 (1 ? t)a n?1;n + tb n?1;n tb n;n?1 :
Therefore lim (1+c)t n . Even equality holds here (see 1], page 88). Note that for n large the perturbated system (0 < t < 1) converges faster than the non-perturbated one (t = 0).
