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We have studied the early stage dynamics of ripple patterns on Si surfaces, in the fluence range of
1–3 1018 ions cm2, as induced by medium energy Arþ-ion irradiation at room temperature.
Under our experimental conditions, the ripple evolution is found to be in the linear regime, while a
clear decreasing trend in the ripple wavelength is observed up to a certain time (fluence).
Numerical simulations of a continuum model of ion-sputtered surfaces suggest that this anomalous
behavior is due to the relaxation of the surface features of the experimental pristine surface during
the initial stage of pattern formation. The observation of this hitherto unobserved behavior of the
ripple wavelength seems to have been enabled by the use of medium energy ions, where the ripple
wavelengths are found to be order(s) of magnitude larger than those at lower ion energies.
Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4953378]
I. INTRODUCTION
Spontaneous pattern formation during surface process-
ing is one route to generate useful nanoscale textured materi-
als.1–3 Ion-beam induced erosion of solids plays a major role
to form self-organized surface nanopatterns in the form of
ripples, dots, and faceted structures.4,5 It is a single-step
process which is considered to be faster as compared to the
conventional lithographic techniques, in order to create nano-
scale patterns over large areas. Recently, ion-bombardment-
induced surface corrugations have been shown to offer the
potential to use them as substrates for deposition of nanofunc-
tional thin films.6–8 To generate patterns, a target is exposed
to a beam of energetic ions (typical energies in the range of
hundreds of eV (Refs. 1 and 9) to tens of keV (Refs.
10–13,15) range) that impinge at a well-defined angle of inci-
dence. Pattern formation under energetic ion bombardment is
known to be governed by a number of parameters, such as
ion-energy,14 -flux, -fluence, and -incidence angle.5
Moreover, despite having the similar experimental condi-
tions, dissimilar surface morphologies are induced by ion
beams, originating from different ion sources used in differ-
ent laboratories.16,17 This shows that various experimental set
ups and/or conditions at different research laboratories do
play a role towards pattern formation.5
An important step to understand the cause of pattern for-
mation was first put forward in the form of Bradley–Harper
(BH) theory.18 This is a continuum model in which
Sigmund’s sputter erosion theory19 is combined with thermal
surface diffusion20 and studied through linear stability
analysis. Indeed, quite generically, this type of analytical
approximation suffices to characterize the onset of the
morphological instability responsible for pattern formation
in many non-equilibrium systems.21 According to BH
theory, the pattern formation under ion-beam irradiation
occurs as a balance between two microscopic processes, viz.,
one that smoothens the surface (thermal surface diffusion)
and another one that increases the surface roughness (remov-
ing surface atoms by ion-induced sputtering). However, the
behavior of the ripple topography in many experimental
observations cannot be explained by BH theory. In particu-
lar, both for low9 and for medium10,22 ion energy irradiation
of silicon, ripple formation only occurs for ion incidence
angle, h, above a non-zero threshold value, hc (relatively
close to 45), while BH theory predicts pattern formation
under any off-normal incidence angle. Carter and
Vishnyakov10 (CV) were able to account for a non-zero
value of hc by considering momentum transfer from the ions
to the target atoms, also within a linear approximation. More
recently, the CV mechanism has been reformulated as stress-
induced viscous flow23,24 or as material redistribution,25–29
based on the surface amorphization that occurs on semicon-
ductor surfaces under the present type of irradiation.
In the recent process or reassessment of the BH para-
digm, most efforts have been directed to the early stages of
evolution, which are controlled by linear effects. For the
case of Si at low ion energies, it has been possible to assess
experimentally important features of an underlying theoreti-
cal description, such as the morphological phase diagram in
terms of ion energy and incidence angle.30 Also the fact that
the linear terms in the evolution equation for the surface to-
pography have the same form (linear dispersion relation) as
in BH theory, if possibly with a different interpretation.16
However, additional information on the early stage of
pattern formation has been hard to obtain because of the in-
herent length scale associated with ripple wavelengths
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formed at low energies (up to a few keV). For instance, low-
energy ions lead to evolution of ripples with wavelengths
typically in the range of 20–50 nm.4,17,30–32 Thus, measure-
ment of corresponding changes in wavelength due to a small
variation in fluence at lower values (i.e., the early stage of
ripple formation) becomes limited by the accuracy of the
characterization tool and/or the associated error.16 As a
result, initial wavelength of ripples (up to certain fluence)
was reported to be constant (within the experimental resolu-
tion).31,33 Note that this is a non-trivial aspect because,
within linear theory, the evolution of the surface height
arises from a dynamical competition among Fourier modes
of the surface topography corresponding to different wave-
vectors (wavelength selection), the one with the fastest
growth-rate setting the ripple wavelength.18,23 On general
grounds, one would expect that the shape of the pristine sur-
face may play a role in this competition, as has actually been
assessed experimentally for related systems.32,34,35
The behavior of silicon surfaces under low (up to 2 keV)
and intermediate (up to 60 keV) energy ion bombardment
has some commonalities. For instance, the absence of any
pattern over the angular window of 0< h< 45 and the evo-
lution of the ripple pattern at angles higher than 45 are simi-
lar for both regimes.4,9,12,36 However, ripple wavelengths at
intermediate energies have much higher values (in the range
of 700–1000 nm) compared to those formed at low ener-
gies.36,37 Such higher values of the ripple wavelength at
intermediate energies should remove the inherent limitation
of addressing small changes in low-energy ion-induced rip-
ple wavelength at lower fluences (as discussed above), albeit
determination of ripple wavelengths at lower energies using
advanced characterization tools has been demonstrated
efficiently.16 Therefore, for a better understanding of pattern
formation at an early stage, intermediate energy keV ions
can be an attractive tool.
In this paper, we report on the nature of wavelength
selection for early stage of ripple formation on silicon surfa-
ces due to 60 keV Arþ-ions. Experimental observations
reveal a decreasing trend in ripple wavelength up to a certain
time, which is compared with the linear stability analysis
results based on continuum theories.
II. EXPERIMENTAL
In order to study the temporal evolution of the morphol-
ogy of Si surfaces, commercially available p-type Si (100)
samples of size 5 5mm2 (rms roughness of 0.2 nm) were
exposed to 60 keV Arþ-ions at room temperature (RT) at an
incidence angle of 60 with respect to the surface normal.
Prior to loading into the experimental chamber, the samples
were ultrasonicated (in 10 min step) in trichloroethylene,
isopropyl alcohol, acetone, and de-ionized water and, subse-
quently, placed in front of dry nitrogen. Several fluences
in the range of 2 1017 to 3 1018 ions cm2 were used,
corresponding to a current density of 20 lA cm2. All
implantations were carried out under the secondary-electron-
suppressed geometry, while the samples were mounted on a
thick copper block using copper tapes. An electron cyclotron
resonance (ECR) ion source was used to carry out this work.
Uniform irradiation was achieved by scanning the beam over
the samples. A low-impurity environment was ensured
during all implantations. Evolution of irradiation induced
surface morphology was studied by ex-situ atomic force
microscopy (AFM) in the ACTM mode (MFP3D, Asylum
Research). A large number of AFM images were acquired
for different scan areas (of 1 1 to 40 40 lm2) and from
different places to test the uniformity of patterns and to
achieve high reliability of the extracted parameters.
III. RESULTS AND DISCUSSION
Figures 1(a)–1(d) and Figures S1(a)–S1(b)38 show AFM
images of Si samples before and after exposure to Arþ ions.
The arrow marks indicate the projection of the ion-beam
direction onto the surface (identified as x-direction herein-
after). The corresponding autocorrelation images and the
respective line profiles are shown in the insets—at the right
bottom corner of the corresponding images. AFM images of
samples implanted below the fluence of 1 1018 ions cm2
are not presented since they show uncorrelated rough surfa-
ces. Thus, we may infer that ripples evolving at this fluence
(1 1018 ions cm2) are at their very initial stages of forma-
tion. Autocorrelation images, rms surface roughness, and
ripple height were extracted using the WSxM software.39
Line profiles extracted from the respective autocorrelation
images are used to calculate ripple wavelengths at different
fluences. The calculated ripple wavelengths are found to be
9006 30 nm, 8786 22 nm, 8506 25 nm, 7916 28 nm, and
7606 20 nm for fluences of 1 1018, 1.5 1018, 2 1018,
2.5 1018, and 3 1018 ions cm2, respectively. Thus, we
observe a clear decreasing trend in ripple wavelength with
increasing irradiation time, somehow opposite to the pattern
coarsening behavior with increasing fluence found at large
irradiation times.13 In Fig. 1(e), we show 1D power spectral
densities (PSD) extracted from the surface morphologies in
Figs. 1(b)–1(d) and Figs. S1(a)–S1(b)38 in the radial direc-
tion. The observed decreasing trend of ripple wavelength
with increasing irradiation time is reflected in the position of
the main peak in the PSD (dominant wavelength in the corre-
sponding morphology) which is observed to shift towards
higher values of q (here, q¼ 2p/ripple wavelength) [indi-
cated by the vertical line in Fig. 1(e)].
It is known that the threshold fluences, flux, and the crit-
ical angle for pattern evolution on silicon surfaces are not
unique at both low and intermediate energies.4,9,13,22,40 For
instance, the results in the present study differ from the
previous studies13,22,36 which were obtained under nearly
similar experimental conditions. Likewise, in the present
case, we get to see ripple patterns on crystalline Si surface at
the fluence 1 1018 ions cm2,22,36 while there are reports41
at comparable energies, where ripple patterns are observed at
even lower fluences on pre-amorphized Si surfaces. In
another work, Chini et al. observed that the wavelength and
amplitude of Si ripples, evolved under comparable experi-
mental conditions, can vary depending upon the beam scan
rate.37 In fact, over an energy range of 50–140 keV, they
observed a smaller wavelength of ripples for irradiation
without any beam scanning, which was attributed to
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ion-induced heating and the resultant local temperature rise
on the sample surface, originating from the nature of thermal
contact of the Si sample with the copper sample-holder.37
This result indicates that ripple dimensions evolved in a
particular experimental situation are finally determined by
specific conditions like surface temperature of the sample
and, therefore, can vary even if external experimental param-
eters such as ion-energy, -fluence, or -angle of incidence
remained the same. It may be mentioned that the scan rates
are quite different42 in the present case compared to those
mentioned in Refs. 13 and 37, which may also lead to such
contrasting ripple dimensions, albeit the role of beam
scanning has not yet been defined in an explicit manner.
Further to this, as discussed earlier, different ion sources are
also known to lead to different ripple parameters, which are
reported in numerous studies based on low energy Ar-ion
induced pattern formation on the Si surface.13,16,17,22,31,32 In
the same note, in the present study, the authors have used a
different ion source compared to the one used in Refs. 13
and 37, which may as well lead to the observed difference in
the ripple wavelengths evolving at an early stage.
In order to understand the anomalous behavior in terms
of evolution of the ripple wavelength, we now go on to ana-
lyze additional surface features, namely, the shape and
FIG. 1. AFM images (10 10lm2) of
Si samples before and after exposure
to Arþ-ions at an incidence angle of
h¼ 60: (a) Pristine Si surface; (b)–(d)
implanted Si surfaces at the fluences
1 1018, 2 1018, and 3 1018 ions
cm2, with height scales 4.0, 15.9, and
45.4 nm, respectively. The autocorrela-
tion image and its line profile of the
implanted samples are also shown as
insets of the corresponding image. To
maintain the clarity, selective AFM
images, obtained from Ar-ion exposed
samples, are presented here. Arrows
indicate the direction of the incident
ion-beam on the surfaces. (e) Radial
1D PSD calculated as a function of
irradiation time. The vertical short line
at the highest data point of each plot
represents the characteristic wave-
length of ripple pattern.
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amplitude of the ripples. For instance, we consider the distri-
bution, P(c), of slope angles c of the ripples by plotting a his-
togram of derivatives of the height profiles, which is shown
in Fig. 2(a) for different values of the ion fluence. For the
pristine sample, the distribution has a nominal width which
is typical of a smooth surface. For argon-ion implanted sam-
ples, the peak position of the P(c) distribution represents the
average slope of the ripples, where positive c corresponds to
the upstream side (front slope) of the ripples, facing the ion
beam, and negative c refers to the downstream side (rear
slope) of the ripples. The symmetric distribution [Fig. 2(a)]
around 0 indicates the similar shapes of the front and the
rear slopes, which persists with increasing ion fluence. This
symmetric peak at the gradient angle 0 is completely differ-
ent from the asymmetric one which is reported in Refs. 22
and 43 for higher fluences, clearly revealing the symmetric
nature of ripples. The widths of the distributions
corresponding to 1 1018, 2 1018, and 3 1018 ions cm2
are 0.76, 1.49, and 2.67, respectively, which indicates that
the ripple height increases with fluence. This agrees well
with our experimental observations, in which the average
surface height (h), extracted from the AFM images, increases
exponentially with ion fluence [Fig. 2(b)].
In order to understand the observed behavior, we now
consider a continuum description of the system. Except per-
haps for the time dependence of the ripple wavelength, all
the observations (exponential increase of surface height, lat-
eral symmetry of ripple shapes) suggest that, up to the largest
fluence considered here, the system is within linear regime.
In a reference frame which is moving with the average sur-
face height, the evolution equation is then expected to
read18,23
@h x; yð Þ
@t
ﬃ x @
2h
@x2
þ y @
2h
@y2
 Kr4hþ N h½  þ g x; y; tð Þ; (1)
where x, y are the components of ion-induced “surface
tension” (that may incorporate both BH-type erosive and
CV-like surface-confined mass transport contributions),
Kr4h accounts for surface relaxation processes (such as
thermal surface diffusion and/or surface-confined viscous
flow44), N[h] accounts for nonlinear corrections, henceforth
assumed to be negligible, and gðx; y; tÞ is Gaussian white
noise with zero average and constant variance 2D. This noise
term accounts for the randomness of the microscopic proc-
esses going on (ion arrival, sputtering events, and surface
diffusion attempts).45 Actually, for low-energy Arþ-ion
bombardment of clean Si targets, the linearized stochastic
Eq. (1) has been explicitly demonstrated experimentally.16
Based on the strong similarities mentioned above between
low- and medium-energy surface nanopatterning of Si, we
will assume that Eq. (1) still provides an appropriate descrip-
tion of our medium-energy experiments. In particular, note
that the form of the nonlinear terms, N[h], remains an open
issue in the field.
The linearized Eq. (1) can be readily solved by Fourier
transform.18,23 Assuming a flat initial condition, each Fourier
mode of the height evolves independently as hq  erqt;
where rq ¼ ðxqx2 þ yqy2 þ jq4Þ, is the so-called linear
dispersion relation and q¼ (qx,qy) is the wave-vector. Under
pattern-forming conditions, the “surface-tension” coeffi-
cients, x;y < 0; so that rq reaches a positive maximum for a
given Fourier mode hq. If one assumes that x < y then
q*¼ (jxj1/2(2K)1/2,0). Thus, the amplitude hq dominates
all other Fourier modes, leading to a ripple structure along
the x-axis, with wavelength k¼ 2p/q*x. This is the linear
wavelength selection mentioned above. With respect to the
time evolution, at very early times t< tc1, Eq. (1) leads to a
smoothing-like relaxation controlled by noise and the
surface-diffusion like term.46 At larger fluences tc1< t< tc2,
one expects the development of the linear instability, during
which exponential amplification of surface features (ripple
amplitude and surface roughness) occurs. Finally, t¼ tc2 sig-
nals the onset of nonlinear effects, once surface slopes have
become sufficiently large. Typically, non-linear behavior is
signaled by a slower rate (e.g., power-law) of increase for
FIG. 2. (a) Selective gradient angle distributions of ripple patterns are shown
for different fluences, along with the value for the pristine sample. To main-
tain the clarity, data for the two intermediate fluences have not been pre-
sented. Data for these plots were extracted from Fig. 1. For direct
visualization of the ripple shape, the inset shows a three-dimensional AFM
image of the irradiated sample corresponding to the highest fluence. Here,
two solid lines are drawn on the image—one line follows the shape of the
ripples at one edge of the image, while the other one follows the pattern in
the middle of the image, showing the symmetric shape of the ripples. (b)
Variation in the average ripple height with respect to Arþ-ion fluence (irradi-
ation time). Error bars on the data points indicate the corresponding values
of the roughness. The dotted line is a guide to the eye and corresponds to ex-
ponential increase.
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the surface roughness, and sometimes additional effects such
as wavelength coarsening, i.e., a power-law increase of the
ripple wavelength with time.23,31
Our experimental results show a hitherto unobserved
decreasing trend in the ripple wavelength for the small values
of the fluence which we study. For larger fluences, under our
experimental conditions, non-linear effects are expected to
occur.22 Thus, it is important to consider whether the time-
dependent behavior that we obtain for the ripple wavelength
can still be accounted for within the framework of Eq. (1).
Thus far, the exponential growth in average ripple height
with irradiation time that we observe indeed suggests that the
temporal evolution of our ripple pattern is within the linear
regime. To strengthen this conclusion further, we analyze the
time-dependent shape evolution of the observed ripples,
which can help to determine the transition from the linear to
the non-linear regime. In fact, the correlation between the
change in the ripple shape from a symmetric to an asymmet-
ric one with the transition to the non-linear regime was put
forward by Mu~noz-Garcia et al.,47 subject to small-slopes
condition, h=k	 1. From Fig. 2(a), it is clear that the sym-
metric shape of the ripples persists for the fluence values
under consideration, and in addition, the condition h=k 	 1
also holds true. These observations reinforce our working hy-
pothesis that the temporal evolution of the ripple pattern in
our experiment does belong to the linear regime tc1< t< tc2.
In order to fully describe the experimental behavior, we
need to take into account the fact that the initial (pristine)
surface is not mathematically flat; actually, it generically fea-
tures non-trivial space correlations,35 which may be particu-
larly noticeable in the early-time evolution. Thus, in what
follows, we perform numerical simulations of Eq. (1), in
which the initial condition is the AFM image of the experi-
mental pristine sample. This allows us to compare in detail
the experimental observations with the dynamical evolution
of the surface height according to the linear model. Indeed,
in our simulations of Eq. (1), we have discarded the nonlin-
ear terms N[h]. The values of the parameters x, y, K, and D
were estimated from a fit of the structure factor jh(q,t)j2 for
time t, obtained from the AFM images of the irradiated sur-
face, in which its value at time t¼ 0 (corresponding to the
pristine surface) has been taken into account. Note that, for a
non-flat initial condition with structure factor jhðq; 0Þj2, the
exact solution of Eq. (1) leads to16,48
jh q; tð Þj2 ¼ exp 2rqtð Þ jh q;0ð Þj2 þ 2p
ð Þ2D
rq
 !
 2pð Þ
2
D
rq
: (2)
Using this equation, a simple-minded fit of the structure factors
of samples irradiated for two different times, t¼ 6960 s
and 13 920 s, provides x¼5.18 105lm2 s1, y¼2.4
 107lm2 s1, K¼ 4.16 107lm4 s1, and D¼ 1.4
 1012lm2 s1. In our numerical simulations, we have
employed periodic boundary conditions, a centered-differences
discretization of Eq. (1), and an Euler–Maruyama scheme for
the temporal evolution, with steps Dx¼Dy¼ 10/128lm, and
Dt¼ 2 103 s, respectively. These choices of Dx and Dt
allow direct comparison between simulated and experimentally
observed morphologies. We have confirmed that simulation
results do not differ significantly for smaller step sizes. With
the values of the parameters described above, the simulated
surface morphologies are observed to correspond to the experi-
mentally observed patterns (including consistent values of the
ripple wavelength for each fluence) at irradiation times ten
times smaller than those of the simulations. Given the uncer-
tainty in estimating the value of tc1 (time of onset of the linear
instability), and in order to reach a one-to-one correspondence
between the simulation and the experimental results, we have
scaled down the values of parameters x, y, and K uniformly
by a factor of 10, thus keeping the wavelength of mode hq*
unchanged, and the value of D by a factor of 3.
Surface morphologies, as simulated from Eq. (1), are
shown in Figs. 3(a)–3(c) for simulation times 7000, 14 000,
and 21 000 s, respectively. These three simulation times have
been selected in order to reach an optimal correspondence
between experimental and simulated morphologies. The sim-
ulation time 7000 s corresponds to an ion fluence of 1 1018
ions cm2, where ripple patterns start to appear. Simulation
times 14 000 and 21 000 s are equivalent to ion fluences of
2 1018 and 3 1018 ions cm2, respectively.
In Fig. 3(d), we show power spectral densities (PSD)
calculated for one-dimensional cuts of the surface morpholo-
gies in Figs. 3(a)–3(c) along the x-direction, parallel to the
ripple wave-vector (vertical direction in the snapshots). In
order to reduce the statistical fluctuations that can mask the
position of local maxima, here, we choose to plot the 1D
PSD instead of the 2D PSD. With increasing simulation
time, the position of the main peak in the PSD (dominant
wavelength in the corresponding morphology) is observed to
shift towards higher values of qx [indicated by the black line
for each curve in Fig. 3(d)]. This implies a decreasing behav-
ior of the ripple wavelength with increasing irradiation time.
The average amplitude and wavelength of the simulated
ripple patterns are plotted in Fig. 3(e). The error bars of the
ripple amplitudes correspond to the roughness value (rms of
the height distribution) for that simulated pattern. The wave-
lengths of the simulated ripple patterns in Fig. 3(e) are com-
parable with those of the experimentally observed ones
described above at the respective sputtering times. Figure
3(e) also shows that the ripple amplitude (average height)
increases exponentially, similarly to the experimental behav-
ior [Fig. 2(a)]. Further quantitative differences between
the simulated and the experimentally observed amplitude
and roughness might be due to approximations involved in
Eq. (1). Thus, we have only considered the terms that are
most relevant to the evolution of the ripple amplitude and to
the selection of the ripple wavelength, which have been
experimentally motivated.16,31 In order to improve the quan-
titative description of the surface—and thus to account for
additional features of the patterns, such as in-plane trans-
port—additional terms are possibly required, such as third-
order derivatives.47
We should mention that the decreasing trend of the rip-
ple wavelength with fluence does not occur in simulations
when an ideally flat surface is employed as an initial condi-
tion (t¼ 0), keeping the same set of parameter values as
above [results not shown]. For example, in such case, the
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ripple wavelength is found to remain constant with increas-
ing simulation time. However, the ripple amplitude and
roughness of the simulated morphology still have quite simi-
lar values at each simulation time as obtained for the pristine
initial morphology.
Thus, our numerical simulations of Eq. (1) indicate that
the decreasing behavior of the ripple wavelength with irradi-
ation time, observed in the initial stage of pattern formation,
is induced by the morphology of the initial surface.
Intuitively, when Fourier-transformed, the form of the pris-
tine surface turns out to have a relatively large contribution
of long-wavelength (small q) modes hq, which are less unsta-
ble than hq*. This implies that the maximum of the PSD
takes place at a value of qx which is smaller than qx*. The lin-
ear wavelength selection mechanism still holds, but it takes
some time for the amplitude hq* to eventually dominate those
of competing Fourier modes. Such a process is seen as a shift
of the peak of the PSD towards the value corresponding to
qx*. In real space, it is perceived as a decrease in the ripple
wavelength with time. Naturally, different initial (pristine)
conditions may lead to different behaviors from this point of
view. Moreover, the larger time and length scales associated
with medium-energy irradiation as compared with low-
energy experiments may justify the lack of reports of a simi-
lar behavior in the latter class of systems, for which the
effect may be hard to resolve.
IV. CONCLUSIONS
Using 60 keV Arþ-ions at RT, we observe a decreasing
trend in the ripple wavelength with ion fluence during the
initial stages of the morphological evolution. To understand
our results, we have carried out numerical simulations of a
linear continuum model for ion irradiated surface evolution,
having shown that the ripple evolution in our experiments is
within a linear stage of evolution. Such a model has been
assessed experimentally for Si irradiation at low ion energies.
Comparison between the simulation and experimental results
indicates that the time-dependent behavior of the ripple wave-
length is due to the influence that the shape of the pristine
surface has during the early stages of pattern formation.
Although Eq. (1) is known to lead a time-independent
FIG. 3. Selective surface morphologies
generated by numerical simulations.
The images correspond to irradiation
times (a) 7000, (b) 14 000, and (c)
21 000 s. (d) Corresponding power
spectral densities, Sqx. For each curve,
the position of the absolute maximum
is shown by a black line. (e) Average
surface height and ripple wavelength
as functions of irradiation time. As in
Fig. 2, error bars shown for average
heights indicate the corresponding val-
ues of the roughness.
225301-6 Garg et al. J. Appl. Phys. 119, 225301 (2016)
behavior of the ripple wavelength for the case of ideally flat
initial conditions, it is likewise known to lead to time-
dependent behavior in the presence of additional effects, such
as conserved noise, which have also been assessed in experi-
ments of interface dynamics at the nanoscale.49 Thus, the
shape of the initial condition appears as an additional ingredi-
ent for the design of patterns with desired morphological
characteristics. In particular, the length scales associated with
ripples formed at medium-energy ion irradiation can aid to
obliterate the limitation to probe a variation in pattern dimen-
sion which is encountered in low-energy experiments.
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