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Affinity Space Adaptation for Semantic
Segmentation Across Domains
Wei Zhou, Yukang Wang, Jiajia Chu, Jiehua Yang, Xiang Bai, Yongchao Xu
Abstract—Semantic segmentation with dense pixel-wise an-
notation has achieved excellent performance thanks to deep
learning. However, the generalization of semantic segmentation
in the wild remains challenging. In this paper, we address
the problem of unsupervised domain adaptation (UDA) in se-
mantic segmentation. Motivated by the fact that source and
target domain have invariant semantic structures, we propose
to exploit such invariance across domains by leveraging co-
occurring patterns between pairwise pixels in the output of
structured semantic segmentation. This is different from most
existing approaches that attempt to adapt domains based on
individual pixel-wise information in image, feature, or output
level. Specifically, we perform domain adaptation on the affinity
relationship between adjacent pixels termed affinity space of
source and target domain. To this end, we develop two affinity
space adaptation strategies: affinity space cleaning and adversar-
ial affinity space alignment. Extensive experiments demonstrate
that the proposed method achieves superior performance against
some state-of-the-art methods on several challenging benchmarks
for semantic segmentation across domains. The code is available
at https://github.com/idealwei/ASANet.
Index Terms—Unsupervised domain adaptation (UDA), seman-
tic segmentation, affinity relationship.
I. INTRODUCTION
FOLLOWING the pioneer fully convolutional network(FCN) [1] for semantic segmentation, recent methods [2],
[3], [4], [5], [6], [7] have achieved remarkable performances
in semantic segmentation using dense pixel-wise annotation.
They usually endeavor to boost segmentation accuracy by
enlarging receptive fields while preserving fine detail infor-
mation [4], making use of context information [3], [5], [8],
capturing long range dependency via attention mechanism [6],
or incorporating structural reasoning via pairwise affinity [2],
[7]. Despite these efforts, it is common that a segmentation
model trained on a specific domain fails to generalize well
on a new one. This is because there exists domain shift
between source training images and target testing images. To
overcome this, one usually resorts to large amount of pixel-
wise labeled target data, which is expensive and tedious to
collect. Therefore, semantic segmentation in the wild remains
challenging.
Unsupervised domain adaptation (UDA) approaches have
been recently studied to address the above issue, where only
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Fig. 1. Proposed affinity space adaptation motivated by similar output
structure across domains. We propose to match the affinity space revealing
output structure between source and target domain. (a) shows the segmentation
results of source and target domain without adaptation. (b) and (c) show
the corresponding segmentation results with the proposed affinity space
cleaning (ASC) and affinity space alignment (ASA) strategy for affinity space
adaptation. For affinity visualization, we show the average Cosine similarity
between predictions of each pixel and all its adjacent pixels.
annotations of source domain are provided, but not for the tar-
get domain. Such UDA problem has been extensively exploited
for image classification, where most prior works attempt to
match source and target distributions to learn domain-invariant
features by adversarial learning [9]. Similarly, in the field of
semantic segmentation, most recent approaches seek to bridge
domain gaps by minimizing the difference between the distri-
butions of image style [10], intermediate features [11], [12],
[13], or network output space [14]. These existing methods
suggest that alignment in image, feature, and output level plays
an important role in cross-domain semantic segmentation.
Considering that semantic segmentation is a structured
prediction problem, which is robust across domains, it is
reasonable to hypothesize that structural knowledge would
be beneficial for semantic segmentation across domains. The
affinity relationship between output of neighboring pixels
contains rich information about spatial structure and local
context, which reveals the structural knowledge. Therefore, we
introduce the concept of affinity space built upon the affinity
relationship between prediction output of each pixel and all
its adjacent pixels. We aim to conduct domain adaptation for
semantic segmentation on top of this concept. Specifically,
we explore two implementations of such concept related to
two schemes in different perspectives to achieve such affinity
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space adaptation. Firstly, we design an affinity loss that forces
high affinity everywhere in the affinity space of both target
and source images in addition to segmentation loss on the
source domain. Since an image (in both source and target
domain) is a priori composed of some continuous semantic
regions. Adjacent pixels belonging to the same semantics are
dominant over adjacent pixels lying on two different semantic
regions. Therefore, such designed affinity loss acts as affinity
space cleaning that regularizes the affinity space and results
in an affinity space with high value almost everywhere for
the target domain, approaching that of source domain. Indeed,
as depicted in Fig. 1(a), without adaptation, the affinity space
of the target domain is not clean in the sense that there are
many low affinities. The proposed affinity space cleaning (see
Fig. 1(b)) yields clean and similar affinity maps for the source
and target domain. Secondly, we also investigate adversarial
training to directly align affinity space distribution of the target
domain and that of the source domain. As depicted in Fig. 1(c),
adversarial affinity space adaptation also effectively aligns the
affinity space.
In summary, the main contributions of this paper are three-
fold: 1) We introduce the concept of affinity space that
highlights structure through leveraging co-occurring output
patterns between neighboring pixels for domain adaptation in
semantic segmentation; 2) We propose two effective schemes
for affinity space adaptation: affinity space cleaning via affinity
loss and adversarial affinity space alignment; 3) The proposed
affinity space adaptation achieves superior performance over
some state-of-the-art methods on several challenging bench-
marks for semantic segmentation across domains.
The rest of this paper is organized as follows. We shortly
review some related works in Section II, followed by the
proposed method in Section III. Section IV presents extensive
experimental results. Finally, we conclude and give some
perspectives in Section V.
II. RELATED WORK
We first review some representative works on semantic
segmentation in Section II-A, followed by some related works
that also leverage pairwise affinity in Section II-B. We then
shortly review some recent domain adaptation methods for
semantic segmentation across domains in Section II-C. The
comparison of the proposed method with some related works
is given in Section II-D.
A. Semantic segmentation.
Semantic segmentation is a fundamental task in computer
vision. The goal is to assign a category label to each pixel of
the image. Driven by the power of deep neural networks, se-
mantic segmentation has achieved great progress since pioneer
works: FCN [1] and U-Net [15].
Numerous methods have then been proposed to boost
segmentation performance. For example, Deeplab [4], [16]
shows that enlarging receptive fields through dilated con-
volutions leads to significant performance gain. Exploiting
context information through atrous spatial pyramid pooling
(ASPP) [4], [16], pyramid spatial pooling (PSP) [3] or context
encoding [5] also improve the segmentation accuracy. Some
other methods [2], [17], [7] attempt to incorporate pairwise
relation to provide structured reasoning that helps to allevi-
ate inconsistency issue in semantic segmentation. Recently,
DANet [18] and OCNet [19] propose to utilize self-attention
mechanism to capture long range dependency and achieve
superior performances.
These fully supervised methods rely on large amount of
pixel-wise annotated data. However, it is claimed in [20] that
experts spend up to 90 minutes per image for pixel-wise an-
notation. Some weakly supervised approaches are proposed to
leverage easy-attained annotations like image level label [21],
[22], bounding boxes [23], [24] or scribbles [25] to circumvent
the expensive cost of pixel-wise annotations. Another direction
addressing the annotation problem is to leverage synthetic
datasets, e.g., GTA5 [20] and SYNTHIA [26]. Though syn-
thetic data with annotations is rather easy to collect, the per-
formance of models trained on synthetic data drops drastically
when applied on real scene due to the domain shift between
synthetic and realistic data.
B. Pairwise affinity.
Pairwise pixel affinity has a long history use in computer
vision tasks. In early vision [27], local affinity has been
utilized to characterize the intrinsic geometric structure. Pair-
wise affinity has been involved in segmentation as clustering
cues in [28], [29]. Recently, pairwise pixel affinity has been
combined with convolutional neural network (CNN) to provide
structure reasoning for semantic or instance segmentation.
Example works are [4], [2], [7], [17], [30]. In [4], [2], the
authors leverage pairwise affinity via conditional random field
(CRF). An adaptive loss built on affinity is proposed in [7] to
improve segmentation accuracy. In [17], the authors propose
spatial propagation networks to learn affinity for improving
semantic segmentation. In [30], the authors explicitly regress
pairwise affinity, serving to separate instances of the same
semantic for instance segmentation.
C. Domain adaptation
Domain adaptation aims to address the domain-shift prob-
lem between the source and target domains. Numerous meth-
ods [31], [32], [33], [34], [35], [36], [37], [38] are developed
for image classification across domains. The main idea is to
minimize the difference of distributions across domains by
adversarial learning.
Similar to adaptation on classification, most modern adap-
tation models for semantic segmentation also rely on adver-
sarial learning to adapt domains either in intermediate feature
level [11], [39], [40], [41] or output level [14], [42], [43].
UDA for semantic segmentation was firstly addressed in [11]
that aligns the global features of source and target domains
via adversarial network. Recently, in [41], a significance-aware
information bottleneck is introduced to align domains in latent
feature space. It has been shown in [14], [42], [43], [44]
that aligning domains in output level may be a better choice
than feature level for semantic segmentation across domains.
In [14], the authors first propose to explicitly align domains on
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Fig. 2. Overview of the proposed approach. For affinity space adaptation with affinity space cleaning, an affinity-based loss LASC is imposed on both source
and target domain. For adversarial affinity space alignment strategy, we utilize adversarial training to make affinity space look similar across domains. Red
arrows are used for source domain, blue arrows are used for target domain and the mixed arrows represent both domains. For both affinity space adaptation
schemes, a segmentation loss Lseg is also computed between segmentation predictions and provided annotations on source images.
the structured output, which is then improved or extended by
introducing new loss functions [42], [43] or extra patch-level
output space alignment [44].
In addition to the distribution (i.e., feature or output
level) alignment strategies that regard each semantic category
equally, some approaches [45], [46], [44] tend to boost the
performance for some specific categories or regions. In [45],
Luo et al. propose a category-level adversarial network which
adaptively weights the adversarial loss for category-level adap-
tation. SSF-DAN [46] utilizes pseudo labels to get semantic
features of each class for separated adaptation, which brings
performance gain on less frequent classes. In [44], Tsai et
al. take multi modes of patch-wise output distribution into
consideration and attach an additional patch alignment module
to [14], further improving the adaptation performance. These
recent methods suggest that class- or region-conditioned adap-
tation is beneficial for semantic segmentation across domains
based on distribution alignment.
Techniques like image translation and self-training have
been proved useful or complementary to the distribution
alignment based methods for domain adaptation in many
works [10], [47], [48], [49], [50], [44]. In [10], the authors
utilize CycleGAN [51] to generate extra target data in addition
to adversarial adaptation on the feature level. DCAN [47]
performs image-level and feature-level adaptation at the same
time. DISE [49] disentangles images into domain-invariant
structure and domain-specific textures for better image trans-
lation and label transfer. In CBST [48], the authors propose
a novel class-balanced self-training framework, where imbal-
anced class distribution and spatial priors are taken into con-
sideration. More recently, BDL [50] proposes a bidirectional
learning framework to make the image translation model, the
segmentation adaptation model, and self-training model learn
alternatively, further boosting the performance.
Some other methods seek to reduce domain gap via ef-
fective utilization of source data [52], designing loss func-
tion [53], [43], curriculum model adaptation [54], [55], or
self-ensembling strategy [56], [57]
D. Comparison with related works
Most existing approaches for unsupervised domain adap-
tation focus on aligning domains based on individual pixel-
wise information in image, intermediate feature, or output
level. Though these approaches have achieved remarkable
performance across domains, the structural and contextual rep-
resentation is not explicitly exploited. We propose to highlight
structure through leveraging co-occurring patterns between
pairwise pixels in the output level of structured semantic
segmentation. The proposed approach performs domain adap-
tation on the affinity space given by the affinity relationship
between adjacent pixels in the output prediction. We exploit
two affinity space adaptation strategies: affinity space cleaning
and adversarial affinity space alignment. Though the proposed
method is driven by the importance of pairwise affinity in-
volved in some fully supervised segmentation methods, we
leverage the pairwise affinity in a different way by constructing
an affinity space and performing domain adaptation on it. This
demonstrates for the first time that the affinity relationship is
beneficial for UDA in semantic segmentation.
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III. APPROACH
A. Overview
Given the source data XS ⊂ RH×W×3 with dense pixel-
wise annotations YS ⊂ (1, . . . , C)H×W and the target data
XT ⊂ RH×W×3 without annotations. Unsupervised domain
adaptation (UDA) in semantic segmentation aims to train a
model that performs well on the target data XT , where H and
W is the image height and width, respectively, and C is the
number of classes. Considering that the semantic segmentation
is a structured prediction problem, we leverage the pairwise
co-occurring patterns that reveals the output structure being
invariant across domains. Specifically, we introduce the con-
cept of affinity space which is built upon affinity between
adjacent pixels in the output space. We perform UDA for
semantic segmentation on the affinity space instead of on
information (from image, feature, or output level) of individual
pixel. To this end, we propose two schemes to adapt based on
the concept of affinity space, which describes the similarity
between adjacent pixels and has different implementations de-
pending on the proposed schemes. The first strategy implicitly
regularizes the affinity space via an affinity space cleaning
loss (see Section III-B). The second one is an adversarial
framework that explicitly aligns affinity distribution across
domains (see Section III-C). The pipeline of the proposed
affinity space adaptation framework is illustrated in Fig. 2.
The adopted network architecture for performing the semantic
segmentation across domains is depicted in Section III-D.
B. Affinity space cleaning
The semantic segmentation can be regarded as a structured
prediction problem. Even though there is no ground-truth for
the target images, we may still impose some constraints on
the output structures. Indeed, based on the observation (see
Fig. 1) about affinity between adjacent pixels in the output
space, we notice that the affinity is unclean in the sense that
it is low on most part of target images without adaptation. For
an expected semantic segmentation, the affinity is low only
on edges of adjacent semantic regions, resulting in a clean
affinity map. Therefore, we propose an affinity space cleaning
loss on both source and target images to force the network to
produce clean affinity map of output space. For an image X ,
the proposed affinity space cleaning (ASC) loss is formulated
as following:
LASC(X) = 1|X|
∑
x∈X
∑
n∈N (x)
1− Px · Pn‖Px‖‖Pn‖ , (1)
where N (x) is the set of 4 or 8 spatially adjacent neighbors of
pixel x, | · | denotes the cardinality, P stands for the Softmax
output prediction, and ‖ · ‖ is the magnitude of the vector.
Minimizing such affinity space cleaning loss encourages high
affinity everywhere. Though such ASC on border pixels does
not entirely make sense, in most cases, pairwise adjacent pixels
lying on the same semantic region dominate over adjacent
pixels from two different semantic regions in the expected
segmentation. Incorporating the structure reasoning in this way
is reasonable and regularizes the affinity space of the target
domain to approach that of the source domain. For a target
image Xt, we minimize such affinity cleaning loss. For a
source image Xs with ground-truth annotation Ys, we also
optimize the following cross-entropy loss for segmentation:
Lseg(Xs) = − 1|Xs|
∑
h,w
∑
c∈C
Y (h,w,c)s log(P
(h,w,c)
s ), (2)
where Ys is the one-hot representation of ground-truth anno-
tation. The final objective function to be minimized for this
affinity space adaptation scheme is given by:
L = Lseg(Xs) + λASCLASC(Xs) + λASCLASC(Xt), (3)
where λASC is a weighting factor (set to a small value, e.g.,
0.001) that represents the importance of loss LASC . The ASC
loss in Eq. (1) acts somehow as smoothing the region in target
images without supervision, and is in the range of [0, 1]. In
the beginning of training when the target prediction is not
accurate, the cross-entropy loss for segmentation Lseg(Xs) on
the source images is much larger than λASC = 0.001. Thus,
the beginning of training is mainly guided by the segmentation
loss on the source images. When the segmentation loss on the
source image drops to a relatively small value, the segmenta-
tion model already possesses a certain ability in segmenting
the target images, and the ASC begins to influence the network
training. Therefore, the proposed ASC strategy in general does
not harm the model training.
Another interpretation of the proposed ASC may be that by
optimizing on the source images in a fully supervised way,
the segmentation model already possesses a certain ability
in predicting semantic labels on target images. By further
minimizing LASC , we enforce the adjacent pixels to have
the same label prediction, which can somehow propagate
accurate classification score from current pixel to nearby pixels
belonging to the same semantic region.
C. Affinity space alignment
We also propose an adversarial framework to explicitly
align the affinity space distribution of the target domain to
that of the source domain. In this way, we could transfer
knowledge of co-occurring patterns from the source domain
to the target domain, e.g. the sky class is always on the
top of the building class and the rider class always comes
up with bike or motorcycle class. For such adversarial affin-
ity space alignment (ASA), we begin with constructing the
affinity space A ∈ RH×W×NC from the output prediction
P ∈ RH×W×C , where N (4 or 8 for 4-connectivity or 8-
connectivity) is the number of involved adjacent pixels on each
pixel. Precisely, for a pixel x and one of its neighboring pixel
n, we denote Px = (p1x, · · · , pCx ) and Pn = (p1n, · · · , pCn )
as the corresponding C-class Softmax output vector. We then
build the affinity space A based on affinity related vector
An = (a
1
n, · · · , aCn ) using KL divergence-like measure on
each class, where ain = (p
i
x log(
pix
pin
) + (1− pix) log( 1−p
i
x
1−pin )
for i-th class. For N pairs of neighboring pixels of under-
lying pixel x, we have N such affinity vectors, resulting in
a vector of NC channels by concatenating them together
A = (A1, · · · , AN ). This gives rise to an affinity space
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A of size H × W × NC for each image X . Such KL
divergence-like measure on each class preserves better the
co-occurring information between different classes than K-
way KL divergence and Cosine similarity which squeeze all
channels into a scalar similarity between neighboring pixels.
For example, adjacent pixels of different K-way classification
probability may result in the same value for these scalar
measurements. With the proposed KL divergence-like measure
on each class, different vectors are produced.
Given an image X from the source domain or target
domain, the segmentation network produces an affinity space
A. We forward the affinity space A to a fully-convolutional
discriminator D using a binary cross-entropy loss Ld for the
source and target domains. The loss Ld is formulated as:
Ld(A) = −
∑
h,w
(
(1− z)log(D(A)(h,w,0))
+zlog(D(A)(h,w,1))
)
,
(4)
where z equals 0 for sample from target domain, and z is
1 for sample from the source domain. For an image Xt
from the target domain, the adversarial objective to train the
segmentation network is given by:
Ladv(At) = −
∑
h,w
log(D(At)
(h,w,1)). (5)
The goal is to train the segmentation network and fool the
discriminator by maximizing the probability of affinity space
At of the target domain being considered as the affinity space
of the source domain. Collaborating with the segmentation loss
in Eq. (2) on source images, the overall loss function to train
the segmentation network can be written as:
LASA(Xs, Xt) = Lseg(Xs) + λASALadv(At), (6)
where λASA is the weighting factor for the adversarial term
Ladv . During training, we alternatively optimize discriminator
network D and the segmentation network using loss function
in Eq. (4) and Eq. (6), respectively.
D. Network architecture
For the semantic segmentation network, we adopt the same
network architecture as [14]. More specifically, we adopt
Deeplab-V2 model [4] as the base architecture while discard-
ing the multi-scale fusion strategy. We evaluate the proposed
method with two CNN backbones: VGG-16 [58] and ResNet-
101 [59], both of which are initialized with the model pre-
trained on ImageNet [60]. Following [4], we modify the
stride and dilation rate of the last two convolutional layers
of CNN backbones. Atrous Spatial Pyramid Pooling (ASPP)
with dilation rates {6, 12, 18, 24 } is also applied on the
last layer of both backbone models. For the discriminator, we
choose the similar network architecture used in [14] for the
proposed adversarial affinity space alignment. More precisely,
the discriminator is composed of five 4×4 convolution layers
with stride 2 and channel numbers {64, 128, 256, 512, 1},
respectively. Each convolutional layer, except the last one, is
followed by a leaky-ReLU layer with a fixed negative slope
of 0.2.
IV. EXPERIMENTS
To validate the effectiveness of the proposed approach
for semantic segmentation across domains, we conduct ex-
periments on two popular domain adaptation benchmarks:
GTA5 [20] to Cityscapes [61] and SYNTHIA [26] to
Cityscapes. Experimental results, including cross-city case
and medical image segmentation across domains, are also
given for validation on real-to-real adaptation scenarios. In the
following, we clarify the implementation details and compare
the proposed method with other state-of-the-art approaches
using similar backbones.
A. Datasets & evaluation metrics
Synthetic-to-Real adaptation. We first conduct experiments
on synthetic-to-real adaptation using Cityscapes [61] as the
target dataset, GTA5 [20] and SYNTHIA [26] as the source
dataset, respectively. The details about these datasets are
shortly described as follows.
Cityscapes [61] is a widely used dataset for semantic
segmentation, which contains high-quality dense annotations
of 5000 images collected from 50 cities. The dataset is divided
into 2975, 500, and 1525 images for training, validation, and
testing, respectively. It provides 30 common classes, of which
19 classes are used for evaluation.
GTA5 [20] is a synthetic dataset containing 24966 images
built with the gaming engine Grand Theft Auto V. Pixel-level
semantic annotations of 33 classes are provided. Following
other methods, we only use the common 19 classes to pair
with the Cityscapes [61] dataset.
SYNTHIA [26] is another large synthetic dataset rendered by
the Unity game engine. Its subset, named SYNTHIA-RAND-
CITYSCAPES, provides 9400 images with labels compatible
with the Cityscapes [61] classes. Different from GTA5, this
dataset contains synthetic images with various viewpoints,
making it challenging for domain adaptation.
Following previous works [48], [14], [42], we utilize labeled
synthetic images and unlabeled training images of Cityscapes
to perform adaptation and evaluate the proposed adapted
model on Cityscapes ‘val’ split.
Real-to-Real adaptation. We also evaluate on real-to-real
adaptation scenarios to further validate the effectiveness of
the proposed method. For that, we conduct experiments on
cross-city dataset [62] and two retinal fundus image datasets:
REFUGE [63] and RIM-ONE-r3 [64]. The details of these
datasets are shortly given in the following.
Cross-city [62] is a high-quality road scene dataset collected
from four different cities: Rome, Rio, Tokyo, and Taipei. Each
city consists of 3200 unlabeled images and 100 Cityscapes-
compatible annotated images. Similar to [62], we adopt the
Cityscapes training set as the source domain and adapt the
segmentation model to each target city using 3200 unlabelled
images. The other 100 annotated images of each dataset are
used for evaluation.
REFUGE [63] and RIM-ONE-r3 [64] are two retinal fundus
image datasets for retinal optic disk and cup segmentation.
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TABLE I
QUANTITATIVE COMPARISON WITH SOME STATE-OF-THE-ART METHODS ON ADAPTING GTA5 TO CITYSCAPES. IN THE FIRST AND SECOND GROUPS,
VGG-16 AND RESNET-101 BACKBONE NETWORKS ARE ADOPTED, RESPECTIVELY. METHODS TRAINED USING MULTI-LEVEL ADAPTATION ARE
MARKED WITH †.
GTA5 → Cityscapes
Method ro
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mIoU
FCNs in the Wild [11] 70.4 32.4 62.1 14.9 5.4 10.9 14.2 2.7 79.2 21.3 64.6 44.1 4.2 70.4 8.0 7.3 0.0 3.5 0.0 27.1
CyCADA [10] 83.5 38.3 76.4 20.6 16.5 22.2 26.2 21.9 80.4 28.7 65.7 49.4 4.2 74.6 16.0 26.6 2.0 8.0 0.0 34.8
AdaptSegNet [14] 87.3 29.8 78.6 21.1 18.2 22.5 21.5 11.0 79.7 29.6 71.3 46.8 6.5 80.1 23.0 26.9 0.0 10.6 0.3 35.0
ADVENT [42] 86.9 28.7 78.7 28.5 25.2 17.1 20.3 10.9 80.0 26.4 70.2 47.1 8.4 81.5 26.0 17.2 18.9 11.7 1.6 36.1
SIBAN [41] 83.4 13.0 77.8 20.4 17.5 24.6 22.8 9.6 81.3 29.6 77.3 42.7 10.9 76.0 22.8 17.9 5.7 14.2 2.0 34.2
Source Only (our) 54.5 15.9 64.5 13.6 19.1 16.9 20.0 6.5 77.3 9.4 74.9 46.3 10.6 47.4 11.2 13.2 0.1 11.6 0.8 27.1
ASC (our) 85.2 7.8 75.5 14.0 22.6 17.8 22.8 10.0 78.2 21.1 59.9 48.3 9.2 79.9 21.2 23.4 0 18.0 0.7 32.4
ASA (our) 86.9 32.5 79.0 22.8 23.1 20.7 22.0 12.6 80.0 32.2 68.5 43.6 11.9 81.3 20.8 9.6 4.2 16.9 8.5 35.6
AdaptSegNet [14] 86.5 25.9 79.8 22.1 20.0 23.6 33.1 21.8 81.8 25.9 75.9 57.3 26.2 76.3 29.8 32.1 7.2 29.5 32.5 41.4
AdaptSegNet† [14] 86.5 36.0 79.9 23.4 23.3 23.9 35.2 14.8 83.4 33.3 75.6 58.5 27.6 73.7 32.5 35.4 3.9 30.1 28.1 42.4
ADVENT† [42] 89.9 36.5 81.6 29.2 25.2 28.5 32.3 22.4 83.9 34.0 77.1 57.4 27.9 83.7 29.4 39.1 1.5 28.4 23.3 43.8
SIBAN [41] 88.5 35.4 79.5 26.3 24.3 28.5 32.5 18.3 81.2 40.0 76.5 58.1 25.8 82.6 30.3 34.4 3.4 21.6 21.5 42.6
MaxSquare [43] 88.1 27.7 80.8 28.7 19.8 24.9 34.0 17.8 83.6 34.7 76.0 58.6 28.6 84.1 37.8 43.1 7.2 32.2 34.2 44.3
Source Only (our) 84.2 9.4 74.6 14.6 17.9 22.4 27.8 17.8 69.1 12.4 73.0 55.3 27.0 82.6 30.9 37.9 3.2 27.6 35.6 38.1
ASC (our) 85.5 23.8 79.8 18.9 21.1 27.5 36.6 18.8 82.7 25.9 76.0 59.7 29.0 81.7 33.1 43.5 14.1 33.7 41.4 43.8
ASA (our) 89.2 27.8 81.3 25.3 22.7 28.7 36.5 19.6 83.8 31.4 77.1 59.2 29.8 84.3 33.2 45.6 16.9 34.5 30.8 45.1
REFUGE [63] has 400 high resolution training images. RIM-
ONE-R3 [64] dataset contains 99 training samples and 60
samples for testing. Both datasets have precise pixel-wise
segmentation annotations for optic disk and cup. We use
the 400 high resolution training images in REFUGE [63]
as the source domain, and adapt the segmentation model
to 99 samples of the RIM-ONE-R3 [64] dataset. We report
segmentation results on the 60 test images in RIM-ONE-
R3 [64] dataset.
Evaluation metric. In all experiments, we adopt the widely
used Intersection-over-Union (IoU) for both synthetic-to-real
and real-to-real segmentation adaptation on road scenes and
Dice coefficients (DSC) for segmentation adaptation on med-
ical images. Concretely, the two evaluation metrics are given
by:
IoU =
TP
TP + FP + FN
, (7)
DSC =
2TP
2TP + FP + FN
, (8)
where TP , FP , and FN represent the number of true positive,
false positive, and false negative pixels, respectively.
B. Implementation details
The implementation is based on the public toolbox Py-
Torch [65]. All experiments are performed on a workstation
with an NVIDIA TITAN Xp GPU card of 12GB memory.
For a fair comparison, we use the same hyper-parameter
settings with AdaptSegNet [14]. More specifically, for the
segmentation model, we use SGD as the optimizer with
“poly” learning rate policy where the learning rate equals to
base lr ∗ (1− itertotal iter )
power
. We set the initial learning rate
base lr to 2.5× 10−4 and the power to 0.9. The momentum
is set to 0.9 and the weight decay is set to 0.0005. For
the discriminator, we employ Adam optimizer with an initial
learning rate 1×10−4. The momentum is set as 0.9 and 0.99.
The hyper-parameter λASC in Eq. (3), and λASA in Eq. (6)
are all set to 0.001 for all experiments in this paper. Except ex-
plicitly stated, we use 8-connectivity adjacent pixels to define
affinity space. Due to limited GPU memory, during training,
the GTA5 (resp. SYNTHIA) source images are resized to
720×1280 (resp. 760×1280), and the target Cityscapes images
are resized to 512 × 1024 for all experiments. In the testing
phase, the same size 512 × 1024 as the training phase for
Cityscapes is used. The segmentation result is then resized to
the original input size at evaluation time. In the real-to-real
adaptation experiments, we resize the images into 512× 1024
as the training input for cross-city adaptation, and the images
are resized to 512 × 512 on both REFUGE and RIM-ONE-
r3 dataset for segmentation adaptation on medical images.
Note that we do not use the ground truth to select the best
adapted model. Instead, as we hypothesize in Section III-B,
an expected semantic segmentation network produces clean
affinity of output space. Thus, we select the the adapted
model by calculating the average pixel affinity on the train set
(ground-truth-free). Specifically, we select the model which
has the largest average pixel affinity value over the train set
of the target domain.
C. Synthetic-to-real adaptation results
The proposed method aims to perform adaptation by align-
ing affinity space of output prediction and thus falls into
the category of distribution alignment (DA) based methods.
Therefore, we first compare the proposed approach with some
state-of-the-art methods attempting to leverage adversarial
training to align feature or output distributions. We then
explore the complementary of the proposed approach with
image translation (IT) and self-training (ST) using pseudo
labels, and compare with some related approaches which also
make use of these techniques. Note that The related methods
that use a different backbone network other than VGG16 or
ResNet101 are not compared in this paper.
Comparison with related DA-based approaches. We first
compare the proposed method with some related distribution
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(a) Target image + GT (b) W/O adaptation (c) With ASC (d) With ASA
Fig. 3. Qualitative results on GTA5 → Cityscapes adaptation. (a) Target images and the corresponding GTs. (b-d): affinity map and semantic segmentation
results before adaptation in (b), using proposed affinity space cleaning in (c), and with proposed adversarial affinity space alignment in (d).
alignment (DA) based approaches. The methods relying on
class- or region-conditioned adaptation to boost the perfor-
mance for some specific categories or regions, are not included
in the comparison.
GTA5 → Cityscapes. We first benchmark the proposed
method on adapting GTA5 to Cityscapes. Tab. I depicts the
performance comparison with several state-of-the-art methods.
The proposed affinity space adaptation achieves competitive or
superior performance. Specifically, the proposed affinity space
cleaning performs competitively with other methods using
both VGG16 and ResNet101 backbones. Using ResNet101
backbone, the proposed ASC yields 43.8% mIoU, outperform-
ing multi-level setting of [14] by 1.4% and similar single-
level setting of [14] by 2.4% in terms of mIoU. It is also
noteworthy that the proposed ASC with the designed affinity
loss does not rely on additional adversarial discriminator,
leading to more efficient training. The proposed adversarial
affinity space alignment further boosts the performance for
both VGG16 and ResNet101 backbones. More precisely, the
proposed ASA using ResNet101 backbone outperforms recent
works which directly aligns the Softmax output [14] or output
entropy [42] between the source domain and the target domain
(under multi-level adaptation) by 2.7% and 1.3% mIoU, re-
spectively. Compared with SIBAN [41] and MaxSquare [43],
the proposed ASA records an improvement of 2.5% mIoU
and 0.8% mIoU, respectively. Some qualitative results of the
proposed affinity space adaptation are given in Fig. 3. The
proposed method effectively aligns the affinity space, resulting
in adapted semantic segmentation across domains.
SYNTHIA → Cityscapes. We then benchmark the proposed
method on adapting from SYNTHIA dataset to Cityscapes.
Following prior works [14], [42], we report both 16 and 13-
categories (marked with *) results in Tab. II. The same obser-
vation also holds as on the GTA5 to Cityscapes adaptation. The
proposed ASC achieves results on par with several state-of-the-
art methods. Consistent to the results of adaptation from GTA5
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TABLE II
QUANTITATIVE COMPARISON WITH SOME STATE-OF-THE-ART METHODS ON ADAPTING SYNTHIA TO CITYSCAPES. IN THE FIRST AND SECOND
GROUPS, VGG-16 AND RESNET-101 BACKBONE NETWORKS ARE ADOPTED, RESPECTIVELY. METHODS TRAINED USING MULTI-LEVEL ADAPTATION
ARE MARKED WITH †.
SYNTHIA → Cityscapes
Method ro
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mIoU mIoU∗
FCNs in the wild [11] 11.5 19.6 30.8 4.4 0.0 20.3 0.1 11.7 42.3 68.7 51.2 3.8 54.0 3.2 0.2 0.6 20.2 22.1
AdaptSegNet [14] 78.9 29.2 75.5 - - - 0.1 4.8 72.6 76.7 43.4 8.8 71.1 16.0 3.6 8.4 - 37.6
ADVENT [42] 67.9 29.4 71.9 6.3 0.3 19.9 0.6 2.6 74.9 74.9 35.4 9.6 67.8 21.4 4.1 15.5 31.4 36.6
SIBAN [41] 70.1 25.7 80.9 - - - 3.8 7.2 72.3 80.5 43.3 5.0 73.3 16.0 1.7 3.6 - 37.2
Source Only (our) 3.13 11.9 63.7 7.0 0.2 21.1 3.4 10.3 71.0 75.6 46.6 4.4 57.5 18.8 2.1 4.4 25.1 28.7
ASC (our) 6.1 11.9 76.0 2.4 0.2 20.6 7.5 13.6 76.9 75.7 50.7 12.5 70.0 21.5 3.1 8.0 28.5 33.3
ASA (our) 72.6 24.2 74.2 8.6 0.6 21.3 6.1 12.6 73.7 77.0 42.3 13.0 67.9 19.1 6.0 14.3 33.3 38.7
AdaptSegNet [14] 79.2 37.2 78.8 - - - 9.9 10.5 78.2 80.5 53.5 19.6 67.0 29.5 21.6 31.3 - 45.9
AdaptSegNet† [14] 84.3 42.7 77.5 9.3 0.2 22.9 4.7 7.0 77.9 82.5 54.3 21.0 72.3 32.2 18.9 32.3 40.0 46.7
ADVENT† [42] 87.0 44.1 79.7 9.6 0.6 24.3 4.8 7.2 80.1 83.6 56.4 23.7 72.7 32.6 12.8 33.7 40.8 47.6
SIBAN [41] 82.5 24.0 79.4 - - - 16.5 12.7 79.2 82.8 58.3 18.0 79.3 25.3 17.6 25.9 - 46.3
MaxSquare [43] 77.4 34.0 78.7 5.6 0.2 27.7 5.8 9.8 80.7 83.2 58.5 20.5 74.1 32.1 11.0 29.9 39.3 45.8
Source Only (our) 54.8 23.1 73.7 8.5 0.1 25.4 10.5 10.3 74.7 80.1 54.8 16.3 42.3 27.7 20.9 19.1 33.9 39.1
ASC (our) 77.6 31.2 75.1 4.3 0.2 26.5 9.7 10.9 78.9 81.6 55.2 19.6 76.4 26.1 16.9 29.3 38.7 45.3
ASA (our) 91.2 48.5 80.4 3.7 0.3 21.7 5.5 5.2 79.5 83.6 56.4 21.0 80.3 36.2 20.0 32.9 41.7 49.3
to Cityscapes, the proposed affinity space adaptation with
ASA strategy performs competitively with the state-of-the-
art methods. Precisely, the proposed ASA using ResNet101
backbone improves multi-level setting of [14] and [42] by
2.6% and 1.7% mIoU, respectively, and outperforms the
similar single-level setting of [14] by 3.4% mIoU. Compared
with the method in [41] and in [43], the proposed ASA brings
3.0% mIoU and 3.5% mIoU improvement, respectively. For
VGG16 backbone, the proposed ASA achieves 1.1% mIoU
improvement against [14]. The improvement of the proposed
affinity space adaptation is less significant with VGG16 back-
bone than with ResNet101 backbone. This is probably because
that the semantic segmentation using VGG16 is not as accurate
as using ResNet101 on the source domain, leading to affinity
space to be aligned far from the ground-truth affinity space.
This makes the adaptation more challenging.
It is noteworthy that most methods do not perform well
on the under-represented classes (e.g., fence, pole and light)
shown in Tab. I and Tab. II. This is a common class imbalance
issue in unsupervised domain adaptation. During adaptation,
the network tends to pay more attention to the dominated
classes than other classes. Consequently, the proposed method
brings consistent performance improvements on the high fre-
quent classes (e.g., road, building and sky) but not on the
infrequent classes (e.g., fence, pole and light). Despite this,
as depicted in Tab. I and Tab. II, the overall performance is
still very encouraging. It is likely that combining with class
balanced techniques may achieve better performances, which
is a promising direction to be explored in the future.
Complementary with IT and ST. Most recent works aim to
solve the UDA semantic segmentation problem by leveraging
the following three strategies: 1) image translation (IT) that
bridges up the image style differences; 2) distribution align-
ment (DA) which aims to align distribution of intermediate
feature or output prediction; 3) self-training that effectively
uses pseudo labels. As demonstrated in [49], [50], these
TABLE III
COMPLEMENTARY OF THE PROPOSED ASA RELYING ON DISTRIBUTION
ALIGNMENT (DA) WITH IMAGE TRANSLATION (IT) AND SELF-TRAINING
(ST).
(a) GTA5 → Cityscapes
Method IT DA ST mIOU
DCAN [47] X X 41.7
CBST [48] X 41.5
DISE [49] X X 45.4
SODPR [44] X X X 46.5
BDL [50] X X X 48.5
ASA (our) X 45.1
ASA + IT (our) X X 45.6
ASA + ST (our) X X 48.1
ASA + IT + ST (our) X X X 49.1
(b) SYNTHIA → Cityscapes
Method IT DA ST mIOU
DCAN [47] X X 44.9
CBST [48] X 36.9
DISE [49] X X 48.8
SODPR [44] X X X 46.5
BDL [50] X X X 51.4
ASA (our) X 49.3
ASA + IT (our) X X 49.8
ASA + ST (our) X X 52.4
ASA + IT + ST (our) X X X 53.8
three strategies are complementary to each other. Though the
proposed method mainly focuses on distribution alignment
(DA) of output prediction, we also discuss the complementary
of the proposed ASA with IT and ST technique.
Image translation is an intuitive way to reduce the domain
gap on image level in unsupervised domain adaptation. We first
explore the complementary with IT by utilizing CyCADA [10]
to generate target-like images from source domain images.
Then, we perform adaptation with ASA from new generated
images to target images. Since domian gap has been somehow
reduced by image translation, the weight of ASA adaptation
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TABLE IV
SENSITIVITY ANALYSIS OF LOSS WEIGHT λ FOR ASC AND ASA.
GTA5 → Cityscapes
λ 0.0002 0.0005 0.001 0.002 0.004
λASC 43.1 43.5 43.8 43.6 43.7
λASA 44.9 45.0 45.1 44.7 44.6
(b) Affinity with C4 ASA(a) Image (c) Affinity with C8 ASA
Fig. 4. Diagonal affinity visualization for ASA with different connectivity
settings on GTA5 → Cityscapes adaptation on some target images in (a).
(b) and (c) show the diagonal affinity given by the average Cosine similarity
between predictions of each pixel and all its diagonal neighboring pixels for
ASA under 4-connectivity (C4) and 8-connectivity (C8) setting, respectively.
λASA in Eq. (6) is set to 0.0001 in this experiment. As depicted
in Tab. III, the image translation technique brings performance
gain to the proposed approach on both GTA5 → Cityscapes
and SYNTHIA→ Cityscapes adaptation, revealing that image
translation is complementary to the proposed ASA adaptation.
Self-training is another common strategy in unsupervised
domain adaptation. The core of self-training is how to get
“correct” pseudo labels. We take the model adapted with the
proposed ASA to generate pseudo labels in a straightforward
way. Specifically, for each pixel x in an image, we verify
the Softmax output on that pixel. If the highest confidence is
larger than 0.9, we consider the predicted class as the pseudo
label on x. Otherwise, we simply set it to ignored label,
which will be ignored in gradient back-propagation. We re-
train the segmentation network with such pseudo labels on
target domain. As shown in Tab. III, the proposed approach
is also complementary to the self-training strategy. More
specifically, on GTA5 → Cityscapes adaptation, the proposed
ASA combined with self-training strategy yields 48.1% mIoU,
performing similarly with BDL [50] which relies on extra
image translation strategy. On SYNTHIA→ Cityscapes adap-
tation, the proposed ASA combined with self-training strategy
achieves 52.4% mIoU, improving BDL [50] by 1.0% mIoU.
Image translation and self-training may further be comple-
mentary to distribution alignment based methods [50], [44].
For a fair comparison with BDL [50] and SODPR [44], we
also equip the proposed ASA with both image translation and
self-training strategies to further boost performance. As de-
picted in Tab. III, we achieve the state-of-the-art performance
on both GTA5 → Cityscapes and SYNTHIA → Cityscapes
benchmarks, which further demonstrates the complementarity
of ASA to image translation and self-training. Specifically, we
get 49.1% mIoU on GTA5 → Cityscapes adaptation, outper-
forming BDL [50] by 0.6% mIoU and SODPR [44] by 2.6%
TABLE V
ABLATION STUDY ON THE NUMBER OF ADJACENT PIXELS N INVOLVED IN
THE PROPOSED CONCEPT OF AFFINITY SPACE AND MODEL COMPLEXITY
ANALYSIS ON GTA5 → CITYSCAPES ADAPTATION.
Method Connectivity (N ) GFLOPs Memory(M) mIoU
Baseline - 644.9 9340 38.1
AdaptSegNet [14] - 1087.8 9602 41.4
ASC 4 1041.7 9528 42.68 1042.3 9532 43.8
ASA 4 1129.3 9628 43.68 1167.7 9654 45.1
mIoU, respectively. On SYNTHIA → Cityscapes adaptation,
we achieve 53.8 % mIoU, which improves BDL [50] by 2.4%
mIoU and SODPR [44] by 7.3 % mIoU, respectively.
D. Ablation Study
We conduct ablation study on two major components of
the proposed method: 1) loss weight hyper-parameters λASC
in Eq. (3) and λASA in Eq. (6); 2) Different connectivity in
defining the affinity space.
Ablation study on hyper-parameters. The weighting factor
λASC for ASC and λASA for ASA are two important hyper-
parameters. We adopt a sensitivity analysis on these two hyper-
parameters. We evaluate the performance of both ASC and
ASA with different weighting factors on GTA5→ Cityscapes
adaptation. As depicted in Tab. IV, both ASC and ASA can
tolerate a large range of weighting factors. And we set both
λASC and λASA to 0.001 in all experiments.
Ablation study on different connectivity. We also study the
effect of different connectivity settings involved in defining
the affinity space. For that, we conduct experiments with 4-
connectivity and 8-connectivity on the GTA5 → Cityscapes
adaptation. As depicted in Tab. V, both ASC and ASA strate-
gies for affinity space adaptation achieve better performance
with 8-connectivity, showing that the co-occurring patterns
revealing the output structure is important for unsupervised
domain adaptation in semantic segmentation. To further un-
derstand the impact of different connectivity, we also visualize
the diagonal affinity maps for ASA with different connectivity
settings on GTA5 → Cityscapes adaptation on some target
images. As shown in Fig. 4, for each pixel, we calculate the av-
erage Cosine similarity with its 4 diagonal neighbors (see red
arrows on the bottom left of target images in Fig. 4). It can be
observed that ASA with 8-connectivity (C8) setting achieves
better diagonal affinity than ASA under 4-connectivity (C4)
setting, which leads to better segmentation performance.
E. Model complexity analysis
We also analyze the amount of computation and memory
footprint during training. The extra computational complexity
of both ASC and ASA is O(N × H ×W ), where H ×W
donates the spatial resolution of output prediction and N
denotes the number of involved adjacent pixels. As shown in
Tab. V, compared with AdaptSegNet [14], both the proposed
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TABLE VI
QUANTITATIVE COMPARISON WITH SOME STATE-OF-THE-ART METHODS ON ADAPTING CITYSCAPES TO CROSS-CITY DATASET.
Cityscapes → Cross-City
City Method ro
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mIoU
Rome
Cross-City [62] 79.5 29.3 84.5 0.0 22.2 80.6 82.8 29.5 13.0 71.7 37.5 25.9 1.0 42.9
CBST [48] 87.1 43.9 89.7 14.8 47.7 85.4 90.3 45.4 26.6 85.4 20.5 49.8 10.3 53.6
AdaptSegNet [14] 83.9 34.2 88.3 18.8 40.2 86.2 93.1 47.8 21.7 80.9 47.8 48.3 8.6 53.8
MaxSquare [43] 80.0 27.6 87.0 20.8 42.5 85.1 92.4 46.7 22.9 82.1 53.5 50.8 8.8 53.9
Source Only (our) 83.8 37.1 87.1 15.7 39.6 84.4 92.2 30.5 20.5 80.3 47.4 38.5 2.8 50.8
ASA (our) 84.9 35.1 87.5 17.3 40.3 85.3 92.3 47.0 25.2 81.7 49.7 49.3 8.7 54.2
Rio
Cross-City [62] 74.2 43.9 79.0 2.4 7.5 77.8 69.5 39.3 10.3 67.9 41.2 27.9 10.9 42.5
CBST [48] 84.3 55.2 85.4 19.6 30.1 80.5 77.9 55.2 28.6 79.7 33.2 37.6 11.5 52.2
AdaptSegNet [14] 76.2 44.7 84.6 9.3 25.5 81.8 87.3 55.3 32.7 74.3 28.9 43.0 27.6 51.6
MaxSquare [43] 70.9 39.2 85.6 14.5 19.7 81.8 88.1 55.2 31.5 77.2 39.3 43.1 30.1 52.0
Source Only (our) 76.4 50.3 81.8 14.8 16.8 77.5 86.1 36.1 17.6 76.9 45.1 28.3 12.7 47.7
ASA (our) 79.1 49.8 84.9 14.3 20.8 80.2 87.6 54.9 33.7 78.3 40.0 50.9 32.0 54.4
Tokyo
Cross-City [62] 83.4 35.4 72.8 12.3 12.7 77.4 64.3 42.7 21.5 64.1 20.8 8.9 40.3 42.8
CBST [48] 85.2 33.6 80.4 8.3 31.1 83.9 78.2 53.2 28.9 72.7 4.4 27.0 47.0 48.8
AdaptSegNet [14] 81.5 26.0 77.8 17.8 26.8 82.7 90.9 55.8 38.0 72.1 4.2 24.5 50.8 49.9
MaxSquare [43] 79.3 28.5 78.3 14.5 27.9 82.8 89.6 57.3 31.9 71.9 6.0 29.1 49.2 49.7
Source Only (our) 82.8 34.4 76.0 15.9 24.7 79.2 87.3 41.4 31.7 70.9 5.1 87.3 24.7 46.8
ASA (our) 83.2 29.1 77.8 16.6 27.2 82.6 89.5 56.2 33.9 72.7 6.0 30.4 49.8 50.4
Taipei
Cross-City [62] 78.6 28.6 80.0 13.1 7.6 68.2 82.1 16.8 9.4 60.4 34.0 26.5 9.9 39.6
CBST [48] 86.1 35.2 84.2 15.0 22.2 75.6 74.9 22.7 33.1 78.0 37.6 58.0 30.9 50.3
AdaptSegNet [14] 81.7 29.5 85.2 26.4 15.6 76.7 91.7 31.0 12.5 71.5 41.1 47.3 27.7 49.1
MaxSquare [43] 81.2 32.8 85.4 31.9 14.7 78.3 92.7 28.3 8.6 68.2 42.2 51.3 32.4 49.8
Source Only (our) 82.9 33.4 86.1 22.7 15.1 76.4 92.2 15.1 17.2 70.9 38.7 48.9 17.4 47.5
ASA (our) 82.6 30.8 86.3 26.0 15.1 77.0 92.3 28.4 9.1 71.9 39.8 47.4 31.0 49.1
(a) Target image (b) GT (c) W/O adaptation (d) With ASA
Rio
Tokyo
Taipei
Rome
Fig. 5. Some qualitative results on Cityscapes → Cross-city adaptation. From left to right: (a) target image; (b) ground-truth segmentation; (c) segmentation
without adaptation; (d) segmentation with affinity space alignment (ASA) adaptation.
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TABLE VII
QUANTITATIVE RESULTS IN TERMS OF DICE COEFFICIENT FOR ADAPTING
REFUGE TO RIM-ONE-R3 ON ‘TEST’ SPLIT OF RIM-ONE-R3.
Method RIM-ONE-r3
Dicecup Dicedisc Mean
Source only 0.751 0.793 0.772
Oracle 0.856 0.968 0.914
AdaptSegNet [14] 0.775 0.893 0.834
ASA (ours) 0.806 0.900 0.853
ASC and ASA achieve better performance while slightly
increasing the computation cost and memory usage during
training.
F. Real-to-Real adaptation results
Based on the synthetic-to-real adaptation evaluation, the
proposed ASA strategy is in general more effective than
the proposed ASC strategy for affinity space adaptation. We
evaluate the proposed ASA on two real-to-real segmentation
adaptations to further demonstrate the effectiveness of the
proposed method.
Cross-City → Cityscapes. Most existing works for UDA
semantic segmentation mainly focus on synthetic-to-real sit-
uation, especially on synthetic-to-cityscapes task. In practice,
domain shift across different cities is a more realistic and chal-
lenging scenario. To verify the effectiveness of the proposed
method on real-to-real adaptation, we conduct experiments
on adapting semantic segmentation from Cityscapes dataset
to Cross-city dataset. We list our baseline and ASA results
in Tab. VI, and compare with some other state-of-the-art
methods. As shown in Tab. VI, for small domain gap in
real-to-real scenario, the proposed approach also achieves
consistent improvement for different cities. Some qualitative
segmentation results are illustrated in Fig. 5. The proposed
ASA effectively improves the segmentation results without any
adaptation.
REFUGE → RIM-ONE-r3. In addition to urban scene adap-
tation, the domain gap is also an important issue in medical
image analysis. To verify the generalizability of the proposed
approach, we conduct an experiment on unsupervised domain
adaptation for retinal optic disk and cup segmentation. Specif-
ically, we adopt Deeplabv3-plus [16] as the baseline, and
evaluate the most related AdaptSegNet [14] and the proposed
ASA using the same experimental settings. As shown in
Tab. VII. The proposed ASA consistently outperforms the
baseline and AdaptSegNet [14]. Some qualitative results are
illustrated in Fig. 6. The proposed ASA effectively bridges up
the domain gap between the source and target domains.
G. Weakness
As demonstrated in previous experimental results, the pro-
posed method performs well in most situations. However, it
stills fails to handle some difficult problems, such as delicate
structure, region inconsistency. The proposed method also
(a) Target image (c) W/O adaptation(b) GT (d) With ASA
Fig. 6. Some qualitative results on REFUGE → RIM-ONE-r3 adaptation.
(b) GT (c) With ASA(a) Target image
Fig. 7. Some failure examples (see the region enclosed by red circles) from
GTA5 → Cityscapes adaptation.
works less well for lower frequent classes (e.g., light and
pole). Some failure cases are shown in Fig. 7. Note that these
difficult problems are also challenging for the other state-of-
the-art methods.
V. CONCLUSION
In this paper, we address the problem of unsupervised
domain adaptation for semantic segmentation. Considering
that the output of semantic segmentation is usually structured
and has invariant structures across domains, we propose to
leverage such invariance through exploiting affinity relation-
ship between adjacent pixels in the output level instead of
adapting domains on individual per-pixel information for most
state-of-the-art methods. To this end, we introduce the concept
of affinity space encoding the affinity relationship. We exploit
two affinity space adaptation strategies: affinity space cleaning
and adversarial affinity space alignment. Both affinity space
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adaptation schemes effectively align the co-occurring patterns
that reveal the output structure of semantic segmentation of
source and target domain, leading to superior performance
over some state-of-the-art methods. This demonstrates for
the first time that the affinity relationship is beneficial for
unsupervised domain adaptation in semantic segmentation. In
the future, we plan to investigate the combination of the two
proposed affinity space adaptation strategies and combine the
proposed output level adaptation with other adaptations on
image and/or feature level. We would also like to explore
the complementary of the proposed method with recent class-
or region-conditioned adaptation to further boost the perfor-
mance.
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