SUMMARY
INTRODUCTION
Methods of noise removal in geophysics may broadly fall into two categories: tools based on physics and tools based on statistics. Statistical methods such as Principal Component Analysis (PCA) simply measure and separate signals based on covariance and do not rely on any prior knowledge of the source or field distribution, but are (in many cases) non-linearly correlated to these distributions. As a result, PCA has been used in radiometrics (Minty and McFadden, 1998) , seismic de-noising (Jackson et al., 1991; Jones and Levy, 1987) , blind source separation for transient electromagnetic (TEM) datasets in unexploded ordnance applications (Kass and Li, 2007) , and others (Green, 1998) . Other linear blind source separation algorithms which also rely on second-order or fourth-order statistics such as those described by , , and Throckmorton et al. (2007) , have also been used with success in clutter analysis to separate signals from their constituent sources.
When noise is filtered from data, the desired signal is inevitably altered in some respect (frequency content, amplitude, etc.). If interpretation is to include numerical inversion, these effects must be considered and accounted for. In the case of noise removal through frequency filtering (for example, in gravity gradiometry data), the inversion must include the same type of filter to accurately represent the causative body (Jacobsen, 1988; Lee, 2006) . The same is also true for linear transforms like PCA when applied to data. For example, in TEM surveys PCA might separate the power-law decay due to layered structure from a partial exponential signal superimposed (in low susceptibility environments) due to a compact conductor. The same kernels used to invert the entire signal for conductivity distribution cannot be used to invert only the exponential signal. In fact, the physics of the system are no longer the same-how to construct and update a global objective function is unclear without an understanding of the physics that produced the anomaly. In order to incorporate this change in the fundamental physics of the system, each kernel in the sensitivity matrix must be rotated in the same fashon the data. Any linear transform of the data must be treated in this manner. In this paper we will exclusively use PCA as an example.
Principal component analysis
Principal component analysis is a method of rotating multichannel data onto a different orthonormal basis set. The new basis is constructed via the eigenvectors of the covariance matrix which populate the columns of the rotation matrix R. Therefore the data are rotated onto a new coordinate system that sorts the data by covariance. Thus signals that are pervasive along the survey tend to be in the first few principal components while uncorrelated noise tends to exist in the last few principal components. To briefly describe the rotational scheme, we introduce the Karhunen-Loéve transform.
Given a covariance matrix, Γ, we can decompose this matrix into its constituent eigenvectors as:
where R T is a matrix whose columns are the eigenvectors of Γ and Λ is a diagonal matrix populated by the eigenvalues. We may then rotate our data matrix, X (with each column representing a single observation location):
and rotate back via the transpose to yield the reconstructed data,X:
We can remove particular components in the rotated domain to isolate particular signals or remove uncorrelated noise. Multiplying by an identity matrix, B:
yields an equivalent result. We can then set the diagonal elements to zero which correspond to principal components to be removed. We will use this formulation as our linear operator throughout this paper. For a comprehensive treatment of the construction of the rotation matrix via the Karhunen-Loéve Transform, please refer to Independent Component Analysis (Hyvärinen et al., 2001 ).
INVERSION APPROACH Linear inversion
Linear inversion of geophysical data seeks to invert the forward mapping operator (or sensitivity matrix), G that operates on the model to produce measured data. This inverted matrix may then be applied to the data to map them back into the model space. In general, noise must be accounted for and the problem is ill-posed. Thus further information, such as constraints on the size or structure of the model, reference models, data weighting, and many others is required for a stable inversion (Oldenburg and Li, 2005) . Allowing a trade off between the model norm (φ m ) and the data misfit (φ d ), leads to the global objective function which is minimized to arrive at the Tikhonov solution:
Inverting for the smallest model, the minimization of this solution expands to:
and m can be solved for iteratively using the conjugate gradient or equivalent solution. The Tikhonov or regularization parameter, β , is either chosen such that an optimal data misfit is reached, or using the L-curve criterion (Hansen, 1992) .
The forward mapping operator described here encompasses the physics and geometry of the geophysical problem. Once data has been processed with PCA for signal isolation or denoising, this forward mapping operator no longer accurately maps the model to this new rotated data as the data space has been rotated to a new basis set. In order to accomplish this mapping (and thus inversion), the forward mapping operator must also be rotated such that it maps from the model space to this new data space.
We apply the rotation matrix to each column of the sensitivity matrix, G, individually to match the processed data, d rot . This is equivalent to multiplying a new matrix R g to the sensitivity matrix, where R g is a block-sparse matrix with the original rotation matrix R on the diagonal as:
Thus Equation 2 becomes
and can be solved with the same numerical methods as before. It is important to note that R and R g are both positivesemidefinite since they are calculated from the eigenvectors of the covariance matrix.
Nonlinear inversion
The general solution to a parametric non-linear inverse problem is solved by developing a locally linear system and minimizing the objective function described in Equation 1 as before. We then update our sensitivity matrix and continue in an iterative process until the global objective function is minimized. In the case where no rotation on the data has been performed, we may develop our global objective function with a data misfit and model norm to be minimized which expands to:
where m is the vector of parameters, d obs is the recorded data with a corresponding weighting matrix W d , F is the forward mapping operator (that depends on m), β is a Tikhonov or trade off parameter, and m re f is a reference model with corresponding weighting matrix W m .
In general, this problem can be solved through a perturbation approach using the Gauss-Newton method with the following form:
where J is a Jacobian matrix. In order to generalize the forward mapping such that the rotation and possible truncation of the data is included, we apply the same rotation operator to the data predicted by the forward operator F, just as in the linear case. This leads to an altered equation 6:
where d rot is the rotated data and R g is the same matrix defined in Equation 3. The inversion can be computed in the same way as before. Since the Jacobian matrix is calculated from the predicted data, the rotation matrix will map into the Jacobian, J rot , with each subsequent step, so explicit rotation of the Jacobian is unnecessary.
Parametric inversion
The same approach to inverting rotated data in a generalized inversion applies equally to a parametric inversion. In the parametric case, the global objective function does not contain a model objective (as the model is defined explicitly already), and so a Gauss-Newton solution to a parametric case with rotated data becomes
As in the full generalized inversion, the rotation matrix should not be explicitly applied to the Jacobian.
Choice of regularization parameter
Alteration of the original data by a transform also modifies the statistical distribution of the noise. After PCA, ideally there is no random noise and all signal is a result of coherent sources (whether geologic or otherwise). This would imply that in an ideal separation case, the Tikhonov parameter β would approach zero to maximally weight a data misfit of zero. Clearly this case is not achieved for several reasons: data errors are not always zero bias with a Gaussian distribution (or any other uncorrelated distribution), PCA has intrinsic numerical error in the calculation of eigenvectors, there is strongly correlated noise associated with most surveys, and original statistical estimates for error removal may have been incorrect in the first place (i.e. which principal components to use). Therefore the data misfit is guaranteed to not have a χ 2 distribution. So while the value of the data misfit is defined, the appropriate value of data misfit for an optimal solution is not. However, this altered data misfit can be treated while choosing β or with a generalized cross validation approach-both work regardless of the rotation applied.
LINEAR SYNTHETIC EXAMPLE
As a synthetic example, we present a simple linear problem. The model, m, consisting of one-thousand elements, is represented by a sine function of the form
with 10 channels of data calculated at each of 11 data locations simulated (110 total data). The channels all utilize exponentials as kernels with different decay parameters and are functions of current and adjacent observation locations with 5% Gaussian noise. Thus we have a linear, underdetermined system to invert for the model parameters.
For the first case where no principal component analysis was applied, we inverted the data for the smallest model. The Tikhonov parameter, β , was chosen through the L-curve criterion. Because our chosen kernels are sensitive to noise, the smallest-model solution yields a poor recovered model (Figure 1) . Even though the optimal data misfit is reached, the structure of the recovered model is poorly constrained at "depth". The imprinted noise on the underdetermined problem is preventing a good result, despite an excellent L-curve ( Figure 4 ).
As a de-noising tool, principal component analysis is a logical choice to reduce the uncorrelated noise present in the data. Therefore, we applied a "blind" PCA to the data, where the amount of energy contained in the noise was estimated and latter principal components were removed to reach 5% noise, nulling all but the first two principal components. The data were then rotated back and inverted again with the same sensitivity matrix as before to yield the model in Figure 2 . Though the "shallow" structure has improved, it still does not accurately represent the true model. In addition, choice of regularization parameter was more ambiguous than the previous case, as the L-curve contained two areas of high curvature (Figure 4 ).
To improve the recovered model, we applied the rotation matrix to the sensitivity matrix as described in this paper. With the sensitivity matrix consistent with the data space, the inversion produced a much better result (Figure 3) . Moreover, the optimal β term was easy to choose from the L-curve (Figure 4) . Figure 5 shows a comparison between the sensitivity matrix before and after rotation. The kernels that correspond to channels that are sensitive to similar model parameters (and thus have a combined higher signal-to-noise ratio) are enhanced while others are reduced. The kernels that correspond to channels that are sensitive to similar model parameters (and thus have a combined higher signal-to-noise ratio) are enhanced while others are reduced.
CONCLUSIONS
We have shown that data rotated onto a principal component basis can be successfully inverted if the same rotation matrix is applied to the forward mapping operator. Without application of the linear rotation matrix to the forward mapping operator, the inversion attempts to map data from the wrong data space into the model, leading to incorrect recovered parameters.
