Several authors have investigated the presence of combinatorial structures, most notably t-designs, among the supports of code words of a given weight. Their application to majority decoding has also received attention. In this paper generalized t-designs, in which differing block sizes and block multiplicities are allowed, are considered. A simple method for determining such designs from the supports of the code words of binary linear codes is established. Using this method a constructive proof of the Rudolph-Robbins theorem, that every binary linear code may be one-step weighted majority decoded, is given.
and their relation to code structure were further investigated by Goethals and van Tilborg (1975) and Assmus et al. (1976) and this last work used the q-ary t-designs to decode certain codes. Ng (1970) noticed that in certain cases one-step majority decoding could be effected by using nonorthogonal parity checks and weighting the zero parity check. Rudolph and Robbins (1972) extended this idea and proved the remarkable fact that any linear binary code can be one-step weighted majority decoded. The proof, however, was nonconstructive and, for a particular code, it remained a problem to determine a set of parity check equations with associated weightings to achieve such a one-step decoding.
The purpose of the present paper is twofold. First, the notion of a generalized t-design, allowing different block sizes and block multiplicities is introduced. Second, these designs will be used to give a constructive proof of the RudolphRobbins theorem. It should be noted that this use of the term generalized t-design differs from that in Assmus et al. (1976) . In coding terms the block sizes will be the weights of the code words used and the multiplicities assigned to the blocks will be the weights of the parity checks. In the case where all the multiplicities are positive integers, they can be viewed as block repetitions. This notion of generalized t-designs is perhaps too general to be of significant interest in itself. When viewed in the light of other structures such as orthogonal arrays and linear codes, interesting results can be obtained.
For the remainder of this section, the necessary coding theory prerequisites will be briefly stated. The next section will review the notions of ordinary, q-ary, and generalized t-designs in order to place these latter designs and their properties in perspective. Methods for obtaining generalized t-designs from linear codes are discussed in Section 3 where several theorems on their construction and characterization are given. Their use in weighted one-step majority decoding is demonstrated in Section 4 where the constructive proof of the Rudolph-Robbins theorem is given.
Many of techniques used in this paper are due to Delsarte (1973) and for completeness we briefly introduce some of the notation. Let Fq be the finite field of order q and Fq ~ the vector space of n-tuples over F~. For x,y ~Fq ~, the weight of x, w(x), is the number of its coordinate positions nonzero and the distance between x and y, d (x, y) , is the number of positions in which x and y differ, w (x --y) . An arbitrary subset C of Fq ~ is called a (nonlinear) code. The minimum distance d of C is defined by We define the parameter s of C to be the number of nonzero distances of C: s = l{ir B~ ~o,i= 1, 2,..., n};
For fixed positive integers n and A, the Krawtchouk polynomial of degree k is defined by
where (~.) = x(x-1)", (x--j + 1)/j!. When it is desired to explicitly show the dependence on n, we will use the notation of MacWilliams and Sloane (1977) and write the polynomial P~(x; n). These polynomials have many interesting properties and we note in particular that for a = 1
To an (n + 1)-tuple of rational numbers A = (A0, A 1 .... , A~) define 
and is a linear (n, ~ --k) code. Denote the weight enumerator of C' by A'(., y) = ~ A~.+y °-~.
¢=0
It was shown by Delsarte (1972) that d~ = ] C I A~., i.e., the weight enumerator of C' is a scalar multiple of the MacWilliams transform of the weight enumerator of C. Consequently the parameter d' of the linear code C is the minimum distance of C' and s' is the number of nonzero weights of C'. Following MacWilliams and 81oane (1977) the nonzero weights of C will be denoted by rl, r2 .... , r~ and those of C' by a x , a~ .... , as' • The remainder of the paper will deal only with binary linear codes although some of the results will also be valid for nonlinear codes.
As a final point of notation for x = (xl, x 2 ..... xn)~Fen let supp(x) (i[x~ ~ 0}. For x, y ~F~ ~, x is said to cover y if xi = yi for all i ~ supp(y).
A pal~icularly useful equation, which we refer to as Delsarte's relation, states that for a linear code C
8(x) = ~ a(w(y)) (x, y) = [ C I ~ c~iB'(x, i), yeC i~O
where ai is the ith coefficient in the expansion of a(x), a polynomial of degree at most n, in the basis of Krawtchouk polynomials; B '(x, i) is the number of words of C' at distance i from x; and, in the binary case of interest here, (x, y) = (--I) (*,vl, (x, y) the usual inner product on Fz n.
GENERALIZED t-DESIGNS
An ordinary t-(n, k, )~t)-design, or t-design, on the set X = {1, 2,.., n} is a collection of distinct k-sets of X called blocks, such that every t-set of X is contained in precisely At of the k-sets of D. If At = 1 the design is called a Steiner system. A t-design is also an/-design, 0 ~ i ~ t. The complement of a t-design, obtained by replacing each k-set with its complement in X to give blocks of size (n --k) is also a t-design. If every k-set of X is a block the design is called trivial.
One of the most important theorems for obtaining t-designs from codes is the Assmus-Mattson theorem, the binary version of which can be stated as follows: THEOREM 2.1 (Assmus and Mattson, 1969) . Suppose that the number of nonzero weights of the binary linear code C' which are less than or equal to n --t is itself less than or equal to d-t. Then each weight of C supports a t-design and each weight less than or equal to (n --t) of C' supports a t-design.
Another theorem, clearly related to the above but different in its statement, was obtained by MacWilliams and Sloane (1977) . It was observed recently (Safavi-Naini and Blake, 1978) that the proviso t < d in Theorem 2.2 is unnecessary since this is always the case. Furthermore, it was shown that Theorems 2.1 and 2.2 are equivalent in the sense that the value of t obtained in each theorem is the same.
One can also obtain t-designs from codes over Fq by considering the supports of code words of a given weight as the design blocks. The q-ary version of the Assmus-Mattson theorem, which will not be given here, covers this situation.
Perhaps a more natural combinatorial structure to investigate in codes over Fq, q > 2, is the q-ary t-design, first defined by Delsarte (1973) . A set D of elements of Fq n forms a q-ary t-design with parameters At, t, k, and n, if every element has weight k and if the number of elements of D covering x ~ F~ n, w(x) = t, is At, a constant independent ofx. It can be shown that a q-ary t-design is also a q-ary/-design, 0 ~< i ~< t. When q ~ 2, the notion of a q-ary t-design reduces to that of an ordinary t-design. The following theorem, contained in Safavi-Naini and Blake (1978) is largely due to Delsarte (1973) , Goethals and van Tilborg (1975) 
The theorem appears as an analog of Theorem 2.2, recognizing that code words of weight n in the q-ary case may not be scalar multiples of each other and hence such vectors cannot be deleted as in the binary case, i.e., s cannot in general be replaced by ~ in the q-ary case.
We now introduce generalized t-designs, written G t-designs.
DEFINITION. Let D be a set of distinct subsets of X = {1, 2,..., n}, not necessarily of the same size. To the block d ~ D we assign the real number ma, the multiplicity of the block d. The set D, together with the assigned multiplicities, is called a G t-design if for any t-set y of X,
where he is a real number, independent of y.
Notice that we do not insist that the multiplicities be positive or integer, although cases where they are all positive and integer will have a physical interpretation. The G t-design can be identified with its incidence matrix D where the row of D corresponding to d ~ D will have the multiplicity m a "associated" with it. For convenience we refer to d E D as the block and d ~ D as its incidence vector, a binary n-tuple.
Denote by S the set of block sizes of D i.e., S = (q-I I d/ = ~', d~ D} {~'1 ' q-2 ..... q's}, Ti < "ri+l , i = 1, 2,..., s --1. If ma =-1, d ~ D and I S I = s = 1 the G t-design is an ordinary t-design. Many of the properties of ordinary t-designs do not carry over to G t-designs. We note in particular that a G t-design is not necessarily a G/-design, 0 ~< i ~< t. The complement of a G t-design, D ~-{X\d, d ~ D} where the block X\d is assigned the multiplicity ma, is not necessarily a G t-design. These comments are illustrated in the following example. with each row assigned a multiplicity of 1, describes a G 3-design which is not a G 2-design but is a G I-design. The complementary design is neither a G 3-design nor a G 2-design but is a G 1-design. The G t-design D is called homogeneous if it is a G /-design for each i = 0, 1 .... , t and such a design will be referred to as a HG t-design. Some of the properties of these designs are similar to those of ordinary t-designs and to verify this we require information on two parameters of the desig n . For the HG t-design let Ai, i = 0, 1 .... , t, denote the number of blocks of D, including multiplicities, which contain a given/-set and by a simple counting argument with parameters a 0 = 14, a 1 ~ 7, A 2 = 3, and a a = 1.
The incidence vectors of this example are actually the code words of weights 3 and 4 in a realization of the Hamming (7, 4) code. Such examples can be readily constructed from codes by considering orthogonal arrays. A binary M × n incidence matrix 0 with the property that any T of its columns contain every ordered binary T-tuple exactly /z times is called a binary orthogonal array of strength T. A code C, either linear or nonlinear, is an orthogonal array of strength d' --1. Clearly if we assign a multiplicity of one to each row of an orthogonal array, of strength T, the result is a HG T-design. Since the dual of the Hamming (7, 4) code has minimum distance 4 and since the all-ones incidence vector can be deleted without affecting the t-design property, it follows that the weight 3 and 4 code words form a HG 3-design as claimed in the example. The relationship between orthogonal arrays and G t-designs is explored further in Safavi-Naini and Blake (in press).
GENERALIZED t-DESIGNS FROM CODES
The relationships between orthogonal arrays, and G t-designs were explored in Safavi-Naini and Blake (in press). We will interpret one of the main results of that work in terms of linear codes. For the linear code C let A', denote the set of words in the dual code C' of weight a. Assign to each such word, viewed as the incidence vector of a a-set of X = {i, 2,..., n}, a multiplicity m~ (the same for each word of weight a). The collection of words with their associated multiplicities is then written as ~o~s' moA" where S' is the set of nonzero weights in C'. In terms of linear codes, Theorem 3.2 of Safavi-Naini and Blake (in press) can be recast as follows:
be a binary linear (n, h) code with distance d and f(x) a polynomial of degree r, r < d' --1. Then ~.o~s' f(a) A~ is a HG (d' --1 --r)-design.
A useful characterization of HG t-designs is contained in the following lenlrlla.
LEMMA 3.2. The linear combination ~.,~S m,A, of the code C is a HG t-design iff for any x ~ F2", w(x) <~ t, ]~c mu(x, Y) is a function of w(x) only, independent of the particular x.
The proofs of the theorem and lemma are omitted. The parameters of the design of Theorem 3.1, which will be useful in the next section, are easily calculated as i=0,1 .... ,d'--1--r.
(3.1)
Similarly we now find the quantities Ai, j .
LEMMA 3.3. For the HG (d' --1 --r)-design ~o~s" f(a) Ao

(n--i--S'lifnt
Proof. As in the case of ordinary t-designs
where use has been made of Eq. (7.1) in Gould (1972) . This last expression is easily simplified to As a polynomial of degree j, we can write
Also from the recurrence relation for Krawtchouk polynomials (MacWilliams and Sloane, 1977, p. 152) , and it is readily calculated that A~ = 0, i = 1, 2, 3. In this case however, since each weight supports a 5-design, the linear sum is a HG 5-design (a fact neither predicted nor prevented by Theorem 3.1) and we find that A 4 ~ 2171 and A 5 =-3967.
From Eqs. (3.1) and (3.2) the dependence of the parameters Ay of the design on the weight enumeration of the code is shown explicitly. However, this is misleading as these parameters can, in fact, be calculated without any reference to the weight enumeration of the code as the following lemma shows. 
LEMMA 3.5. Let f(x) be a polynomial of degree i. The parameter A t of the HG (d' --I --i)-design Z,~s f(T) A, is given by
: i cl2-o ~ (',t((~/(i)
5=0 ~ t~ VI as we were required to show. The following example illustrates the construction of some HG t-designs from a certain class of codes.
EXAMPLE. Extremal codes (Mallows and Sloane, 1973 ) are a class of binary self-dual codes with parameters n :-24m, d = 4(m -[-1), s = 4m, and % := n, with all nonzero code word weights divisible by 4. Each nonzero weight supports a 5-design and the complete code is an orthogonal array of strength 4m ~ 3. Define the subset Rz. r of S, the set of code word weights with the all-ones vector deleted, as and let g~,,(x)= lq (x-~) (3.6) ~S\RL~ which is a polynomial of degree 4m --1 --r. From Theorem 3.1, ~ gt,~(r) A~ is a HG t-design for t = r q-4 and the only weights with nonzero multiplicities assigned are those of Rz,r • For ~i ~ Rz.r g~.,'(~,) -:
Note that the polynomials of (3.6), for l = 1, 2,..., s --r -F 1, always define HG (r @ 4)-designs on consecutive weights and that the sign of the multiplicities attached to the weights is always the same. These polynomials can be defined for any code, of course, and the same observations made. It has been observed that the individual weights of a binary linear code support a t-design for t ~--max(d'-~, d-~') but it is not known whether this is the maximum t possible or not. For a certain class of HG designs the following result is of interest. We adopt the notation that for a set R C S the polynomial ht~(x) is defined by h~(x) = 1-I (~-~), ~ = S\R. 
Then the HG (d' --1 --r)-design ~ hl~(r) A~, l R 1 = r, cannot be a HG ( d' --r )-design.
Proof. Recall Delsarte's relation contrary to assumption, which completes the proof.
~(x) --y ~(w(x)) (~, y) = t c t ~ .,B'(x, i).
The following theorem establishes a result which constrains the maximum t for which each weight class supports an ordinary t-design.
THEOREM 3.7. Let C be a linear code for which d' --~ > d --~'. A necessary and sufficient condition that none of the weight classes of C supports a t-design for t > d' --~ is that the minimum weight class of C' supports a (d' --~)-design (and not a t-design for t > (d' --~)).
Proof. For the polynomial h,,(x) = 1-1 (x--~), the Delsarte relation can be written as
3(x) = ~ h.~,(y) ix, y> = h.~,(ri) ~ (x, y)
is a polynomial of degree ~ --1 and h 5 ~-0, j > ~ --1, the Delsarte relation is
~(x) = I c) h~(x) --h,,(n)(--l)~(~A,
as the all-zero code word is the only one at distance less than or equal to ~ --1 which cover x, is a constant, implying that 3(x) of either (3.7) or (3.8) is a constant. By Lemma 3.3, since ix, y)
3(x) = I C I (h~(~) + he_lB' (x, ~ --
is a constant, the code words of weight r i in C support a (d' --~ + 1)-design for ri e S, and the proof is complete.
COROLLARY 3.8. In a linear code C, if one weight supports a (d' --~ + 1)-design then all weights in both C and C' support (d' --~ + 1)-designs.
The proof of the corollary follows immediately from that of Theorem 3.7.
To this point all HG designs have been polynomial in the sense that the multiplicities associated with weight r in the HG t-design are found by evaluating a polynomial of degree at most d'--1 --t. The following theorem indicates a set of conditions for which this is always true.
THEOREM 3.9. Let C be a linear code such that the code words of weight d' in C' support a t-design for t : d' --~, assumed to be greater than or equal to d --~', and for no larger value of t. Then for any HG t-design Y~;~ m~A, there exists a polynomial f(x) of degree at most d' --1 --t such that f(;) -m~ for all
Proof. Let 3C~n m~d;, i R J = r, denote a HG t-design on r weights and let f(x) be the characteristic polynomial of the design, i.e., f(r) = 0, ~ ~ S\R and f(r)== m,, ; ~R. Using Delsarte's relation we enumerate the various possibilities:
wherefi is the ith coefficient in the expansion off(x) in the basis of Krawtchouk polynomials. In (ii), B'(x, ~ --1) is the number of code words of weight d' in C' which cover x, w(x) = d' --~ q-1. Since
is a constant for w(x) <~ t, depending only on w(x) and not on x, and since for w(
is not a constant as the words of weight d' in C' do not form a (d' --X -? 1)-design, it follows that feq must be zero as the remaining terms in (ii) are independent of x. Similarly from (iii), as B' (x, ~ --2) is the number of words of weight d' in C' covering x, w(x) = d' --~ q-2 we must havef~_ 2 = 0. Repeating the argument yields thatfe_ i =0, i= I, 2,..., ~ --(d'--t). Thus the degree of f(x) is at most d'--1 --t and ~,~R m,A~, I R l ~ r is a polynomial HG t-design, i.e., there does in fact exist a polynomial f(x), of degree at most d' --1 --t, such that f(~-) = m,, ~-~ ~q.
WEIGHTED MAJORITY DECODING AND GENERALIZED t-DESIGNS
In this section we show how the G t-designs can be used to effect a majority decoding algorithm for any binary linear code thereby giving a constructive proof to the Rudolph-Robbins theorem. This was in fact the primary motivation for considering G t-designs. To begin with, a previously known majority decoding algorithm (Goethals, 1970; Assmus and Mattson, 1967; and Rahman, 1975) for the binary self-dual (48, 24) quadratic residue code using only the ordinary 5-design supported by the code words of minimum weight is considered. The algorithm is incomplete in that it is only able to correct four errors not in the position being corrected whereas the code is capable of correcting five such errors. A similar algorithm capable of correcting these five errors, using a G 6-design on the code words of weight 12 and 16 will then be described. The fact that the code is self-dual plays no significant role in the basic argument. The argument is finally extrapolated to the general case to give the proof of the Rudolph-Robbins theorem.
The ( Note that to determine these parameters for a t-design it is necessary that j + i ~< t implying that at most (t --1) errors can be corrected. For the (48, 24) QR code Clearly the function C(i) satisfies the required condition and the algorithm is able to correct four errors. We are unable to use the algorithm to correct the five errors that the code is capable of correcting since the code words of each weight only form five designs.
This problem can be overcome by using the G t-designs of the previous section. In this case we require a G 6-design to correct five errors and this can be accomplished by assigning multiplicities to the two lowest weights of 12 and 16 by the polynomial
i.e., the code words of weight 12 are assigned the multiplicity f(12)--8.12.16.20.24 and those of weight 16 the multiplicity f(16) = -~f(12), using the result of Theorem 3.1. It is readily seen that we can accomplish the same effect by assigning the multiplicities 6 and 1 to the weights 12 and 16, respectively.
For this 6-design the parameters Ai are given by the expression and the algorithm does indeed correct the five errors. The important point to note in this example is that in order to prove the algorithm corrects five errors we required a G 6-design and considering only the vectors of minimum weight, an ordinary 5-design was not sufficient. It is a relatively straightforward matter to extend the method of this example to give a proof of the Rudolph-Robbins theorem. The proof is constructive in the sense that it gives necessary and sufficient conditions on a polynomial to yield a HG (e ~-1)-design which can be used in the error correction algorithm.
It is then a simple matter to construct a polynomial to satisfy these conditions. THEOREM 4.1 (Rudolph-Robbins, 1972) . Let C be a binary linear (n, k) code with minimum distance d = 2e + 1. Then C is one-step weighted majority decodable.
Proof. As in the previous example assume the first position is being weighted majority decoded with a set of parity checks. As before, to obtain a correct decision when up to e errors are made it is necessary that (--1) j A~+a,~_ j > 0, i --0, 1 .... , e. (4.1)
J=0
To construct the HG (e @ 1)-design to achieve the decoding, we first extend C to an (n -~-1, k) linear code with minimum distance d = 2e q-2, still capable of correcting only e errors. The dual code C'~ is an orthogonal array of strength This condition is trivially satisfied if f~ > 0, i = 0, 1,..., e and the proof is complete.
COMMENTS
Generalized t-designs, while of interest in their own right as a combinatorial structure, have provided a constructive solution to the Rudolph-Robbins majority decoding theorem. This solution will in general be very inefficient and seldom used in practice. The question remains as to whether some other approach to majority decoding using weighted nonorthogonal parity checks will give a solution which is competitive with other methods. RECEIVED: September 15, 1978; REVISED: March: 2, 1979 
