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Abstract
In this paper, we consider Quasi-Monte Carlo (QMC) worst case error of weighted
smooth function classes in C∞[0, 1]s by a digital net over F2. We show that the
ratio of the worst case error to the QMC integration error of an exponential
function is bounded above and below by constants. This result provides us with
a simple interpretation that a digital net with small QMC integration error for
an exponential function also gives the small integration error for any function
in this function space.
Keywords: Quasi-Monte Carlo integration, digital net, worst case error,
Walsh coefficients, infinitely differentiable functions
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1. Introduction
Quasi-Monte Carlo (QMC) integration is one of methods for numerical inte-
gration over the s-dimensional unit cube [0, 1)
s
(see [1], [2] and [3] for details).
We approximate the integral of a function f : [0, 1)
s → R
I(f) :=
∫
[0,1)s
f(x) dx
by a quadrature rule of the form
IP (f) :=
1
N
∑
x∈P
f(x),
where P is a point set in [0, 1)
s
with finite cardinality N .
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In order to make the integration error Err(f ;P ) := IP (f)− I(f) small for a
class of functions, we often measure the quality of point sets P ⊂ [0, 1)s using
the so-called worst case error. For a function space F with norm ‖ · ‖F , the
worst case error for F by P is defined as the supremum of the absolute value of
the integration error in the unit ball of F :
ewor(F ;P ) := sup
f∈F
‖f‖F≤1
|Err(f ;P )|. (1)
Apparently, this quantity performs as an upper bound on Err(f ;P ) for every
f ∈ F :
|Err(f ;P )| ≤ ewor(F ;P ) · ‖f‖F . (2)
Thus, our goal is to find a point set P with small value of ewor(F ;P ) for a given
function class F . In what follows, we focus on QMC rules using digital nets
over F2 as point sets (see Definition 2.1). This is a special type of construction
scheme we often use for practical application of QMC.
In the previous works on QMC, the function class consisting of functions f
whose derivatives up to order 1 are continuous has been extensively considered.
For this function class, the star-discrepancy plays an alternative role to the
worst case error in (2). Various types of low discrepancy digital nets P have
been developed, whose discrepancy is of order N−1+ for arbitrary small  (see
[1, 4] for the details). Recently, smoother function spaces also become targets
of research in studies of QMC rules, e.g., α-smooth Sobolev space, consisting
of functions f whose each derivatives up to order α are continuous for α ≥ 2.
For this function space, efficient digital nets P also have been established (see,
e.g., [5, 6]). They satisfy the higher order convergence of the worst case error
N−α+.
More recently, for some family of functions in C∞[0, 1]s, the existence or
theoretical construction algorithm of digital nets P have been developed with the
convergence rate of the integration error N−Cs logN for a constant Cs depending
on s [7, 8]. On the other hand, heuristic algorithm is also used for constructing
digital nets giving efficient QMC rules in [9], in which Walsh Figure of Merit
(WAFOM) is of great importance. WAFOM performs as an upper bound on
the worst case error of a digital net P . Since WAFOM is computable quickly
on computer, we can obtain low-WAFOM point sets by computer search (see,
e.g., [9, 10, 11]).
As a continuous work, Suzuki [12] considered more general function spaces
Fs,u :=
{
f ∈ C∞[0, 1]d
∣∣∣∣∣ ‖f‖Fs,u := sup(α1,...,αs)∈(N∪{0})s
∥∥f (α1,...,αs)∥∥
L1∏s
j=1 u
αj
j
<∞
}
,
with a sequence of positive weights u = (uj)j≥1. (Actually he considered an-
other function space including this smooth function space.) Here f (α1,...,αs) is
the (α1, . . . , αs)-th mixed partial derivative of f . When we set uj = 2 for all j,
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this space corresponds with the original space considered in the above works.
Suzuki [12] gave the existence of digital nets which achieve the convergence rate
N−Cs,u logN of the worst case error for a constant Cs,u depending on s and u.
Furthermore, under certain conditions on the weights u, this upper bound on
the worst case error becomes C ′ ·N−D′(logN)E′ for absolute constants C ′, D′, E′,
which is a dimension-independent convergence rate. Computer search algorithm
is also effective for finding good point sets in this space as in the above case.
For this function space, we can introduce a generalization of WAFOM as an
upper bound on the worst case error (see [12, Remark 6.4]). For this general-
ized WAFOM, applying component-by-component (CBC) construction, we can
construct digital nets achieving the above dimension-independent convergence
rate [13].
In the series of the study on QMC for the function space Fs,u by a digital
net P , we have mainly focused on upper bounds on the worst case error. If
we grasp both lower and upper bounds on the worst case error, we could study
QMC rules more precisely. If we expand the function class Fs,u, such analysis
can be obtained. In fact, a function space Ws,a,b including Fs,u is established
in [12]. The worst case error for Ws,a,b by a digital net P is easily obtained
by the definition, which equals a generalized WAFOM of P . However, it also
contains many other discontinuous functions although we are often interested
in smooth functions in Fs,u.
In this paper, we give feasible upper and lower bounds on the worst case error
for the function space ewor(Fs,u;P ) by using well-known exponential functions.
Generally speaking, the explicit expression for the worst case error is not so
easy to obtain for any point set P . The case where the function space F is a
reproducing kernel Hilbert Space (RKHS) is the most preferable situation, e.g.,
see [1, Chapter 2] for detailed information of RKHS. In this case the worst case
error by a point set P is presented by
ewor(F ;P ) = |Err(fF,P ;P )|,
where fF,P depends on both of F and the choice of P . This identity implies
that there is some function fF,P , whose integration error attains the worst case
error by P . Thus, in analyzing the worst case error, we have to replace fF,P
every time we replace P .
In our case, the target function space Fs,u is not even a RKHS. Nevertheless,
we can obtain the following simple estimation for ewor(Fs,u;P ):
Ls,u ≤
Err(exp(−∑sj=1 ujxj);P )
ewor(Fs,u;P ) ≤ Us,u,
for any digital net P and some constants Ls,u and Us,u depending on s and u
but not P (see Theorem 3.1 for the detailed description of the main theorem).
Although this is not an equality for the worst case error and we restrict the
range of P to the class of digital nets, this gives us with a simple interpretation
for the integration error. Moreover, the choice of integrands is independent of
P unlike the above case on a RKHS.
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This result also has an important role when we try to find a digital net P
whose worst case error is small. As we mentioned above, a computable upper
bound Wu(P ) on the worst case error for Fs,u is established, which is a general-
ization of WAFOM (see Definition 3.3 for Wu(P )). Using this quantity Wu(P ),
we could execute computer search for finding efficient QMC rules. On the
other hand, we may also use Err(exp(−∑sj=1 ujxj);P ) instead of Wu(P ), since
this value Err(exp(−∑sj=1 ujxj);P ) is also computable in reasonable time. We
compare these two quantities in Section 4. From the discussion there, when we
calculate in a wide range of the weights u or higher dimensions s under the con-
dition that uj = u1 for 1 ≤ j ≤ s, we can expect that Err(exp(−
∑s
j=1 ujxj);P )
is suitable for finding good QMC points.
In the proof of our main result, we also prove that Wu(P ) approximates the
worst case error as well as Err(exp(−∑sj=1 ujxj);P ):
L′s,u ≤
Wu(P )
ewor(Fs,u;P ) ≤ U
′
s,u,
where L′s,u and U
′
s,u depends on not P but s and u (see Corollary 3.11 for the
explicit statement). This result verifies that these two criteria have essentially
the same role in the QMC error analysis.
The remainder of this article is organized as follows. In Section 2 we recall
some definitions for QMC integration by digital nets, and relation with Walsh
coefficients. In Section 3 we prove the main result. In Section 4, we show the
numerical properties on Err(f ;P ) and Wu(P ) in terms of running times and
the ratio of these two quantities.
2. Preliminaries
We denote N0 = N ∪ {0} in this paper. In this section we briefly recall the
notion of digital nets and Walsh coefficients.
2.1. QMC integration by digital nets
We first introduce digital nets over the two-element field F2 = {0, 1}, which
is defined as follows.
Definition 2.1 (digital net over F2 [2]). Let n,m ≥ 1 be integers with n ≥ m.
Let 0 ≤ h < 2m be an integer and C1, . . . , Cs be n×m matrices over the finite
field F2. We write the dyadic expansion h =
∑m
i=1 hi2
i−1 and take a vector
h = (h1, . . . , hm) ∈ (Fm2 )>, where hi is considered to be an element in F2. For
1 ≤ j ≤ s, we define the vector
(yh,1,j , . . . , yh,n,j) = h · (Cj)>
and a real number
xj(h) =
∑
1≤i≤n
yh,i,j2
−i ∈ [0, 1),
where yh,i,j is considered to be an element of {0, 1} ⊂ Z. Then we define a
digital net P by {x0, · · · ,x2m−1} where xh = (xj(h))1≤j≤s.
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2.2. Error analysis via Walsh coefficients
We express QMC integration error for functions in the normed function space
Fs,u through Walsh coefficients, which is introduced using Walsh functions as
follows.
Definition 2.2 (Walsh functions and Walsh coefficients over F2). Let f : [0, 1)s →
R and k = (k1, . . . , ks) ∈ Ns0. We define the k-th dyadic Walsh function
walk : [0, 1)→ {±1} by
walk(x) :=
s∏
j=1
(−1)
∑
i≥1 κi,jxi,j .
Here we write the dyadic expansion of kj by kj =
∑
i≥1 κi,j2
i−1 and xj by
xj =
∑
i≥1 xi,j2
−i, where infinitely many digits xi,j are 0.
Using Walsh functions, we define the k-th dyadic Walsh coefficient f̂(k) as
f̂(k) :=
∫
[0,1)s
f(x) · walk(x) dx.
For general information on Walsh analysis see [14, 15] for example. To exploit
the linear structure of digital nets, we need the notion of dual nets [16, 17].
Definition 2.3 (dual net over F2 [17]). We define the dual net of a digital net
P by
P⊥ := {k = (k1, . . . , ks) ∈ Ns0 | C>1 ~k1 + · · ·+ C>s ~ks = 0 ∈ Fm2 },
where ~kj = (κ1,j , . . . , κn,j)
> for kj with b-adic expansion kj =
∑
i≥1 κi,j2
i−1.
The following is the key lemma in analyzing QMC integration error by digital
nets (see [1, Chapter 15], [18, Lemma 18]):
Proposition 2.4. Let f ∈ C0[0, 1]s with ∑k∈Ns0 ∣∣∣f̂(k)∣∣∣ < +∞ and P ⊂ [0, 1)s
be a digital net. The QMC integration error of f by P is given by
Err(f ;P ) =
∑
k∈P⊥\{0}
f̂(k).
Remark 2.5. If f has continuous derivatives f (α1,...,αs) for any nonnegative
integers αj ≤ 2, it holds that
∑
k∈Ns0
∣∣∣f̂(k)∣∣∣ < +∞ (see [19, Section 2]). Note
that any function in the function class Fs,u satisfies this assumption.
3. Worst case error for weighted smooth function spaces
In this section, we give the main theorem, which shows a simple approxima-
tion of the worst case error ewor(Fs,u;P ).
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Theorem 3.1. Let u = (uj)
s
j=1 ∈ Rs be positive real numbers and gs,u(x) :=
exp(−∑sj=1 ujxj). For any digital net P , we have
A−1s,u · Err(gs,u;P ) ≤ ewor(Fs,u;P ) ≤ 2sB−1s,u · Err(gs,u;P ), (3)
where
As,u =
s∏
j=1
1− exp(−uj)
uj
,
Bs,u =
s∏
j=1
inf
1≤w
1− exp(−2−wuj)
2−wuj
∏
1≤i≤w
1− exp(−2−iuj)
2−iuj
 6= 0.
In particular if we choose the normalized function g˜s,u := gs,u(x)/‖gs,u‖Fs,u ,
we have
Err(g˜s,u;P ) ≤ ewor(Fs,u;P ) ≤ 2
sAs,u
Bs,u
· Err(g˜s,u;P ). (4)
Remark 3.2. This theorem implies that the integration error of the exponential
function gs,u by a digital net is always positive.
Now we start the proof for this theorem. We have only to prove the first
statement. In fact, the second statement (4) follows from the first statement
(3) since ‖gs,u‖Fs,u =
∏s
j=1(1− exp(−uj))/uj = As,u and thus
A−1s,u · Err (gs,u;P ) = Err (g˜s,u;P ) . (5)
In what follows, we provide the proof of (3).
The left inequality in (3) is followed by (5) and the definition of ewor(Fs,u;P ).
We move on to the proof on the right inequality in (3). This is proven by
using Lemma 3.5 and 3.6. Before starting the proof, we introduce the following
criteria on a digital net P .
Definition 3.3. Let P ⊂ [0, 1)s be a digital net. For a positive real numbers
u ∈ Rs, we define the following function of P
Wu(P ) :=
∑
k∈P⊥r{0}
2−µu(k),
where for k = (k1, . . . , ks) with kj =
∑
i≥1 κi,j2
i−1 ∈ N0, we define
µu(k) =
∑
1≤j≤s
∑
1≤i
(i+ 1− log2 uj)κi,j .
When kj = 0, we set κi,j = 0 for all i.
Remark 3.4. This quantity is introduced in [12] (see [12, Remark 6.4] for the
details). If we set uj = 2 for 1 ≤ j ≤ s, Wu(P ) corresponds with the original
WAFOM treated in [9].
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We give the upper bound on the worst case error by this function Wu(P ).
Lemma 3.5. For any f ∈ Fs,u and a digital net P , we have
Err(f ;P ) ≤ 2s · ‖f‖Fs,u ·Wu(P ). (6)
In particular, this inequality implies that
ewor(Fs,u;P ) ≤ 2s ·Ws,u(P ). (7)
Proof. In Proposition 2.4, the QMC integration error by a digital net P is
rewritten as a sum of Walsh coefficients. Using the upper bounds on Walsh
coefficients in [20, Theorem 3.9] or [19, Theorem 1.3], it holds that for a function
f ∈ C∞[0, 1]s, ∣∣∣f̂(k)∣∣∣ ≤ 2s · 2−µ(1,...,1)(k) · ‖f (α1,...,αs)‖L1 .
where k = (k1, . . . , ks) with kj =
∑
i≥1 κi,j2
i−1 and αj = |{i ≥ 1 | κi,j = 1}|.
In this condition, we have for u = (u1, . . . , us) with uj > 0,
µu(k) =
∑
1≤j≤s
∑
1≤i
(i+ 1− log2 uj)κi,j
=
∑
1≤j≤s
∑
1≤i
(i+ 1)κi,j −
∑
1≤j≤s
∑
1≤i
(log2 uj)κi,j
= µ(1,...,1)(k)−
∑
1≤j≤s
log2 u
αj
j .
Thus, for a function f ∈ Fs,u, we have∣∣∣f̂(k)∣∣∣ ≤ ‖f‖Fs,u · 2s · 2−µu(k).
Combining this upper bound and Proposition 2.4, we obtain the following eval-
uation on the QMC error by a digital net P .
Err(f ;P ) ≤ 2s · ‖f‖Fs,u ·
∑
k∈P⊥r{0}
2−µu(k) = 2s · ‖f‖Fs,u ·Wu(P ).
The second inequality follows from this inequality as
ewor(Fs,u;P ) = sup
f∈Fs,u
‖f‖Fs,u≤1
|Err(f ;P )| ≤ 2s · 1 ·Wu(P ).
We next obtain the upper bound on Wu(P ) by Err(g;P ). In fact, we can
obtain both of lower and upper bounds as follows.
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Lemma 3.6. For gs,u := exp(−
∑
1≤j≤s ujxj) and any digital net P , it holds
that
A−1s,u · Err(gs,u;P ) ≤Wu(P ) ≤ B−1s,u · Err(gs,u;P ),
where As,u and Bs,u are the same as in Theorem 3.1.
Using these lemmas, we can finish the proof of Theorem 3.1. In fact, com-
bining Lemma 3.5 and 3.6, we get the right inequality in (3) as follows.
ewor(Fs,u;P ) ≤ 2s ·Wu(P ) ≤ 2s ·B−1s,u · Err(gs,u;P ),
which is the right inequality in (3).
In the next subsection, we provide the proof of Lemma 3.6.
3.1. Approximation on Wu(P ) by Err(gs,u;P )
Lemma 3.6 is proven by calculating the Walsh coefficients of exponential
functions. We first consider the case s = 1, in which we explicitly calculate the
Walsh coefficients of exponential functions as follows.
Lemma 3.7. Let a be a nonzero real number and g : [0, 1) → R;x 7→ exp(ax).
Let k be a nonnegative integer and (κj)1≤j≤w be the binary representation with
κw = 1, i.e., k =
∑
1≤i≤w 2
i−1κi. If k = 0, we set w = 0 and interpret the sum
to be empty.
Then, the k-th Walsh coefficient ĝ(k) of g is calculated as
ĝ(k) =
g(2−w)− 1
a
∏
1≤i≤w
(1 + (−1)κig(2−i)).
Proof. Since the case of k = 0 is easily proven by direct calculation, we assume
k > 0 hereafter.
In the following calculation, we divide the interval [0, 1) into 2w intervals
[2−wi, 2−w(i+ 1)) for 0 ≤ i < 2w, in each of which the k-th Walsh function
remains constant. We use the binary inverse expansion (ζj)
w
j=1 of l = 2
w−1ζ1 +
· · · + 20ζw which corresponds with the binary expansion of x =
∑
i≥1 ζi2
−i if
x ∈ [2−wl, 2−w(l + 1)). The following computation proves the lemma:
ĝ(k) =
∫ 1
0
walk(x) exp(ax) dx
=
∑
0≤l<2w
walk
(
l
2w
)
exp
(
a · l
2w
)∫ 2−w
0
exp(ax) dx
=
∑
0≤l<2w
∏
1≤i≤w
(−1)κiζi
∏
1≤i≤w
exp
(
a · 2w−i · ζi
2w
)
· 1
a
(exp(2−wa)− 1)
=
∑
0≤l<2w
∏
1≤i≤w
(
(−1)κi exp
( a
2i
))ζi · 1
a
(exp(2−wa)− 1)
8
=
exp(2−wa)− 1
a
∑
(ζi)wi=1∈{0,1}w
∏
1≤i≤w
(
(−1)κi exp(2−ia))ζi
=
exp(2−wa)− 1
a
∏
1≤i≤w
(1 + (−1)κi exp(2−ia))
=
g(2−w)− 1
a
∏
1≤i≤w
(1 + (−1)κig(2−i)).
Using this lemma, we give the upper and lower bound on the Walsh coeffi-
cients of exp(−ux) with u > 0.
Lemma 3.8. Let u > 0 and gu : [0, 1)→ R;x 7→ exp(−ux). It holds that
Bu2
−µu(k) ≤ ĝ(k) ≤ Au2−µu(k)
for all nonnegative k, where Au, Bu equals A1,u, B1,u appearing in Theorem 3.1,
respectively. If k = 0, we have
Au2
−µu(0) = ĝ(0).
Proof. We use the symbol in the proof of Lemma 3.7. In the case k = 0, it
follows from the above theorem directly.
We assume that k 6= 0. Let I := {i ≤ w | κi = 1} and J := {i < w | κi = 0}.
From Lemma 3.7 we have
ĝu(k) =
1− gu(2−w)
u
∏
1≤i≤w
(
1 + (−1)κigu(2−i)
)
=
1− gu(2−w)
u
·
∏
i∈I
(
1− gu(2−i)
) ·∏
i∈J
(
1 + gu(2
−i)
)
= 2−w · 1− gu(2
−w)
2−wu
·
∏
i∈I
2−iu
1− gu(2−i)
2−iu
·
∏
i∈J
2
1 + gu(2
−i)
2
=
(
2−w ·
∏
i∈I
2−iu ·
∏
i∈J
2
)
·
(
1− gu(2−w)
2−wu
·
∏
i∈I
1− gu(2−i)
2−iu
·
∏
i∈J
1 + gu(2
−i)
2
)
.
The former term can be calculated as follows.
2−w ·
∏
i∈I
2−iu ·
∏
i∈J
2 =
∏
i∈I
2−i−1u
∏
j∈J
1
=
w∏
i=1
2−(i+1−log2 u)κi = 2−µu(k).
Thus, it suffices to give bounds of the form
Bu ≤ 1− gu(2
−w)
2−wu
·
∏
i∈I
1− gu(2−i)
2−iu
·
∏
i∈J
1 + gu(2
−i)
2
≤ Au. (8)
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For fixed w, i.e., if 2w−1 ≤ k < 2w, it holds that∏
1≤i≤w
1− g(2−i)
2−iu
≤
∏
i∈I
1− gu(2−i)
2−iu
∏
j∈J
1 + gu(2
−i)
2
≤
∏
1≤i≤w
1 + gu(2
−i)
2
, (9)
where we use the fact that (1− gu(x))/ux = −g′u(yx) < (1 + gu(x))/2 holds for
every x > 0 and some 0 < yx < ux. The right hand side in (9) is calculated as∏
1≤i≤w
1 + g(2−i)
2
= 2−w
∏
1≤i≤w
(1 + exp(−2−iu)) = 2−w
∏
1≤i≤w
(1 + exp(−2−wu · 2i−1))
= 2−w
1− exp(−2−wu · 2w)
1− exp(−2−wu) =
2−w
1− gu(−2−w) (1− exp(−u)).
By inserting this in the right term of (9) and multiplying (1 − gu(2−w))/2−wu
we obtain
1− gu(2−w)
2−wu
·
∏
i∈I
1− gu(2−i)
2−iu
·
∏
i∈J
1 + gu(2
−i)
2
≤ 1− gu(2
−w)
2−wu
2−w
1− gu(−2−w) (1− exp(−u)) =
1− exp(−u)
u
.
Thus, Au := (1− exp(−u))/u satisfies the upper bound in (8).
Next we move on to the lower bound of (8). Since (1 − exp(−x))/x < 1
holds for all x > 0 and (1− gu(2−w))/(2wu) goes to 1 as w goes to infinity, it is
enough to show that the infinite product∏
1≤i
1− gu(2−i)
2−iu
converges into some nonzero value.
Since exp(−x) < (1− exp(−x))/x < 1 for all positive x,∏
1≤i
exp(−2−iu) ≤
∏
1≤i
1− gu(2−i)
2−iu
≤ 1
holds, whose left hand side converges since
∑
1≤i−2−iu = −u. Thus there
exists
0 < Bu := inf
1≤w
1− gu(2−w)
2−wu
∏
1≤i≤w
1− gu(2−i)
2−iu

which satisfies the claim.
Remark 3.9. For u = 2, which corresponds to the case of the one-dimensional
original WAFOM, the value of B2 and A2 are approximately 0.388 and 0.432.
Next we give bounds on the Walsh coefficients of exp(−∑j=1 ujxj), which
is easily calculated using the above one-dimensional result.
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Lemma 3.10. Let (uj)
s
j=1 ∈ Rs be positive and gs,u(x) = exp(−
∑s
j=1 ujxj).
It holds that
Bs,u2
−µu(k) ≤ ĝs,u(u) ≤ As,u2−µu(k)
for all k ∈ Ns0, where As,u and Bs,u are the same as in Theorem 3.1.
Proof. Since gs,u(x) and walk(x) is written by the product of univariate func-
tions exp(−ujxj) and walkj (xj), respectively, we have
ĝs,u(k) =
∫
[0,1)s
s∏
j=1
exp(−ujxj)walkj (xj) dx1 . . . dxs
=
s∏
j=1
∫
[0,1)
exp(−ujxj)walkj (xj) dxj =
s∏
j=1
ĝuj (kj).
Combining this with Lemma 3.8 we get
Bs,u · 2−µu(k) =
s∏
j=1
Buj2
−µuj (kj) ≤ ĝs,u(k) ≤
s∏
j=1
Auj2
−µuj (kj) = As,u · 2−µu(k).
This inequality and Proposition 2.4 leads to Lemma 3.6 as
Bs,u ·Wu(P ) ≤ Err(gs,u;P ) =
∑
k∈P⊥\{0}
ĝs,u(k) ≤ As,u ·Wu(P ).
3.2. Approximation for the worst case error by the quantity Ws,u(P )
As we mentioned in the last part of Section 1, ewor(Fs,u;P ) is also bounded
below and above by Wu(P ) as follows.
Corollary 3.11. Let u = (uj)
s
j=1 be positive real numbers. For any digital net
P , we have
As,u
Bs,u
·Wu(P ) ≤ ewor(Fs,u;P ) ≤ 2s ·Wu(P ),
where As,u and Bs,u are the same as in Theorem 3.1.
Proof. The left inequality is deduced as
As,u
Bs,u
·Wu(P ) ≤ As,uErr(gs,u;P ) ≤ ewor(Fs,u;P ),
where we used Lemma 3.6 in the first inequality and Theorem 3.1 in the second
one. The right inequality directly follows from Lemma 3.5.
Moreover, we have the following formula as in the case of the original
WAFOM.
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Corollary 3.12. For any digital net P with N = |P |, we have
Wu(P ) =
1
N
∑
x∈P
∏
1≤j≤s
∏
1≤i
(
1 + (−1)ζi,j2−(i+1−log2 uj)
)
− 1,
where we write x = (
∑
i≥1 2
i−1ζi,j).
We omit the proof, which is almost the same as in the case of the original
WAFOM [9, Corollary 4.2].
Remark 3.13.
• To calculate this value on computer, we consider the following discretized
version:
Wnu (P ) =
1
N
∑
x∈P
∏
1≤j≤s
∏
1≤i≤n
(
1 + (−1)ζi,j2−(i+1−log2 uj)
)
− 1,
where we write x = (
∑
i≥1 2
i−1ζi,j). In fact, this discretized version in the
case uj = 2 is originally introduced in [9, Definition 3.5] as a definition of
WAFOM. They introduced this value as a computable quantity on digital
nets for QMC integration error.
• This computable formula appears in [13, Proposition 3] for so-called ‘poly-
nomial lattice rules’, which is a special type of digital nets.
4. Practical Comparison
In previous sections we have shown that the following are approximately
equivalent up to constants (see Theorem 3.1, Lemma 3.6 and Corollary 3.11):
1. the worst-case integration error of the function space Fs,u by P ,
2. the quantity Wu of P , and
3. the integration error of the exponential function Err(exp(−∑ujxj);P )
by P .
In this section we compare the second and third items from practical perspective.
4.1. Implementation and Computational Complexity
One advantage of the approximation Err(exp(−∑ujxj);P ) is that its im-
plementation is almost trivial.
Since na¨ıve implementation of the formula in Remark 3.13 for Wnu (P ) is
slow, there have been some efforts to accelerate the computation. Matsumoto,
Saito and Matoba [9] restricted their search to sequential generators. Due to the
property of sequential generators, partial products can be reused when calculat-
ing the summands (they argue the case uj = 2). The number of floating-point
arithmetic operation reduces by a factor of s, which is an improvement in the
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order. Another effort by Harase [11] (for the case that uj = 2, which is appli-
cable for general u) for accelerating the computation is to use lookup tables.
Though the timings will depend on many factors including code quality, com-
piler, optimization and CPU, his experiment shows a speedup by a factor of
30.
Now we argue the computational complexity of Err(f ;P ) and Wu(P ). We
consider the equal weight, i.e., all uj are equal (this setting includes the case
of the original WAFOM). Moreover, since n can not go infinity in practical
computation, we assume that n is fixed. In this case, the time complexity of his
lookup-table method is dominated by qs times multiplications, where q is the
number of tables and he used q = 3 in his paper. On the other hand, the time
complexity of our approximation is dominated by s times additions when s is
large. If s is small, the computational time of exponential functions determines
the time complexity. Thus we can expect that our method is faster than the
method using look-up table on large dimensions s.
This is observed in the experiment. In [11, Table 1], we see the speed com-
parison between the calculation by look-up table and the integration error of
the exponential function in the case uj = 2 for any j and dimensions s = 2l
with 2 ≤ l ≤ 8. It shows that the computational times of both methods are
proportional to s. While our method is slower than his method, the increasing
rate of our method per a dimension is smaller. Thus we expect that our method
gets faster when s is large, say s > 30. Further, for the search for various values
of the weights u, lookup-table method requires precomputing for each u while
our method does not. Thus we expect that our approximation is suitable when
a dimension s is high or we vary u under the condition of equal weights.
4.2. Approximation Accuracy
As shown in Lemma 3.6, the ratio of Err(exp(−∑sj=1 ujxj);P ) to Wu(P )
lies between As,u and Bs,u. While this is a theoretical bound, this subsection
is to observe the distribution of the ratio through experiment.
The method of the experiment is as follows.
1. Fix the dimensionality s, the weights u, the size of the digital net m, the
number of precision digits n and the number of trials q.
2. Generate q digital nets P by uniform random choice of their generating
matrices.
3. Compute the integration error Err(exp(−∑sj=1 ujxj);P ), WAFOM value
Wu(P ) and their ratio.
We fix uj = 2 (which corresponds with the original WAFOM), n = 32 and
q = 1024. Figure 1 shows the approximation accuracy for randomly generated
digital nets with (s,m) = (2, 8), (4, 8), (4, 16) and (8, 16). Here we use the
notation u = 2 meaning that uj = 2 for any j.
In each figure, the horizontal axis corresponds to W 322 (P ) and the vertical
axis to the ratio Err
(
exp(−2∑sj=1 xj);P)/W 322 (P ), on both of which we use
base-2 log-scale. The horizontal lines represent the lower and upper bounds
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Bs,u and As,u. The value for As,u is computed by straightforward numerical
approximation. The value for Bs,u is computed by taking infimum for w ≤ n.
The figures show that the ratio is almost constant when m is small and s is
large. The ratio varies as m increases.
5. Conclusion
We show that the QMC integration error of exp(−∑1≤i≤s ujxj) by a digital
net P bounds the worst case error ewor(Fs,u;P ). Here Fs,u is some smooth
function class in C∞[0, 1]d. This fact implies that the exponential function is
most difficult to approximate the integration value in this function space. The
combination of this fact and the simplicity of the exponential function leads to
the efficient computer search of digital nets P whose integration error Err(f ;P )
small for all f ∈ Fs,u uniformly.
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Figure 1: The valuesW 322 (P ) and Err
(
exp(−2∑sj=1 xj);P)/W 322 (P ) for randomly generated
digital nets P .
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