We prove comparison theorems for systems of ordinary stochastic differential equations as well as for stochastic partial differential equations.
Introduction
Comparison theorems are useful in the theory of deterministic and stochastic differential equations.
In this paper we shall prove such a theorem for systems of ordinary stochastic differential equations. Our main interest is directed to parabolic SPDEs. A general comparison theorem for this case was shown by Kotelenez (1992) . Independently, the authors proved a similar assertion in a more particular case (cf. Manthey and Stiewe, 1992) . For state-independent noises comparison theorems were earlier used by Manthey (1986 Manthey ( , 1988 , Manthey and Maslowski (1992) and Buckdahn and Pardoux (1990) . In all these papers referred Lipschitz properties of the coefficients were required. The main result of the present paper moderates these conditions. We shall prove it by using Funaki's finite-dimensional approximation (cf. Funaki, 1983) and the comparison theorem shown before for the ordinary case. An earlier version of this result was announced in GeiD and Manthey (1993) .
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A comparison theorem in finite dimensions
Let (!2,9-, P) be a complete probability space and F = (F",)t, 0 a right-continuous filtration in B containing all P-null sets of 9.
Let us consider the following two systems of stochastic differential equations: 
where W= (w,(t), . . . , wr@)lr2~ is an r-dimensional Wiener process with respect to IF. Let X(0) and Y(0) be F-,-measurable.
We shall always assume that the coefficients a =(a1, . . . ,a,), b = (b,, ,bd) and 0 = (gjk)]= 1. ,d k=l, .,r are continuous mappings defined on R, x Rd. Let X and Y be pathwise continuous local solutions to (1 a) and (1 b), respectively, on (Q9, P') with respect to IF and ( W, IF). By 9, and Qy, respectively, we denote the corresponding explosion times. 
Obviously, from the construction it follows that S,(n) = 0, n = 1, 2, . Note that II iI, = i; is F-,-measurable.
Hence
From (C2) we derive IS,(n)1 I rt/n.
Relation (3) and (C3) imply
&w(T)=,; Since both zj and 8j are continuous in (t, z) there exists a 6 > 0 such that Proof. Let us suppose for concreteness that X is pathwise unique and a is quasimonotonously increasing with respect to x E Rd. By the usual localization argument we can assume that a, b and 0 are bounded. Let E > 0 be arbitrarily chosen and define 12; := aj -E, j= 1,
From (Cl*) and the quasi-monotonicity of a it follows immediately that the pair (a", b) satisfies condition (Cl). Consequently, by Theorem 1.1 we get for the corresponding solutions XE and Y the relation X;(t) I Yj(t) P-as. for all t 2 0, j = 1, . , d. Choose a strictly decreasing sequence (E,), , 1 with lim m-r r E, = 0. By the same arguments as above we get The proof is similar to that in Anderson (1972) . Therefore, we omit it.
A comparison theorem in infinite dimensions
In this section we prove a comparison theorem for solutions of the following (formal) Dirichlet problem:
Here 4 stands for a space-time Gaussian
white noise, and $ denotes a given pathwise continuous mapping from fi into @(R, Rd). Furthermore, the mappings f: Rd + Rd and o: Rd -+ lRd x Rd are always supposed to be continuous. 
By GL*M we denote the Green's function corresponding to (D) with f = 0, c = 0 and Dirichlet boundary conditions at x = L and x = M. Then qLzM is given by
For the definition of the stochastic integral in (I) see Funaki (1983) or Iwata (1987) .
We need now the following conditions. (cf. Bilhngsley (1968) ). This implies u1 (t, x) I u2 (t, x) P-a.s.
for any (t, x) E IR, x [0, 11, and the theorem is proved.
Finally, let us consider the Cauchy problem
Definition. By a solution of (C) we mean a pathwise continuous random field, u:R x R+ x R + Rd defined on a complete probability space (R, ,P, P) with a rightcontinuous filtration [F = (gl) , > 0 such that (i) there exists a g '-valued standard [F-Brownian motion B, (ii) u is [F-adapted, (iii) with probability one u and B satisfy u(O,x) = $(x) and
Here G: R, x R + R, denotes the heat kernel G(t, z) = (27~~ '.'exp( -z2/2t). In order to guarantee the uniqueness (already if both,fand g are vanishing) we restrict the consideration to the set
Suppose (Il)-(13) and consider solutions uf,M to the Dirichlet problems
where $i(x) I $a(x) IP-a.s. for any x E R. If we assume that ~4," and ~43" correspond to the same LF-valued standard IF-Brownian motion and are unique in law, then by Theorem 2.1 u4Jr(t, x) 5 uis"(t,x) P-a.s.
for
Extend ut,M to x E R such that it coincides with hi outside (L,M) and denote the extension by the same symbol. Then (6) remains true for any (t, x) E [w + x R. The proof of Theorem 5.1 in Iwata (1987) tells us that Po(u~~~)-' is tight on @(R, E), and any weak limit of this sequence as (L, M) t R is the law of a solution ui to (C). Suppose that the solution of(C) is unique in law and consider the set
Q = { (VI, (~2) 6 a=(@ Rd) x a=(R Rd):
lim cpi(x)e -i.lul = 0 VA > 0, i = 1, 2, 'pi I 'pz IYI' r 1
Obviously, Q is closed and P,,,M,(Q) = 1, where P(,,,, is the probability measure on@(R,Rd)~C(R,Rd)inducedby(u~~M', 2 . I&~.~)) As in the proof of Theorem 2.1 this
where PO is any weak limit of P(L,Mj. Again, it follows that ui (t, x) I u2(t, x) P-as.
for any (t, x) E R, x R. Consequently, we have proved the following theorem. 
An Application
Letfbe additionally locally Lipschitz continuous and suppose Q(U) = U, u 2 0. In this situation all uniqueness requirements are obviously fulfilled. Assume f(0) 2 0 and a(O) = 0 and replacefin (D) or (UZ) byf-f(0). If $ = 0 P-a.s. then u = 0 is the unique solution of (D) or (C), respectively. Because of the pfthwise uniqueness of the solutions we can replace < in (13) by I . Furthermore, we have f>f-f(0). Consequently, the solution of(D) or (C) is onnegative iff(0) L 0 and a(0) = 0. Of 7 a certain physical interest is the case f(x = c,"=, ukxk, m odd, a, < 0, a, 2 0; compare Manthey (1986 Manthey ( , 1988 or Manthey and Stiewe (1992) as well as Kotelenez (1992) . Because of 
Note
After the paper was already accepted the authors received a letter from A.V. Mel'nikov in which he informed us about his paper "On solutions of stochastic equations with driving semimartingales", Proc. European Young Statisticians Meeting, Leuven 1983, 120-124 , where a theorem similar to our Theorem 1.1 was formulated.
