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ABSTRACT OF DISSERTATION

Spatial Augmented Reality Using Structured Light Illumination
Spatial augmented reality is a particular kind of augmented reality technique that
uses projector to blend the real objects with virtual contents. Coincidentally, as a
means of 3D shape measurement, structured light illumination makes use of projector
as part of its system as well. It uses the projector to generate important clues to
establish the correspondence between the 2D image coordinate system and the 3D
world coordinate system. So it is appealing to build a system that can carry out the
functionalities of both spatial augmented reality and structured light illumination.
In this dissertation, we present all the hardware platforms we developed and
their related applications in spatial augmented reality and structured light illumination. Firstly, it is a dual-projector structured light 3D scanning system that has
two synchronized projectors operate simultaneously, consequently it outperforms the
traditional structured light 3D scanning system which only include one projector in
terms of the quality of 3D reconstructions. Secondly, we introduce a modified dualprojector structured light 3D scanning system aiming at detecting and solving the
multi-path interference. Thirdly, we propose an augmented reality face paint system

which detects human face in a scene and paints the face with any favorite colors by
projection. Additionally, the system incorporates a second camera to realize the 3D
space position tracking by exploiting the principle of structured light illumination.
At last, a structured light 3D scanning system with its own built-in machine
vision camera is presented as the future work. So far the standalone camera has
been completed from the a bare CMOS sensor. With this customized camera, we can
achieve high dynamic range imaging and better synchronization between the camera
and projector. But the full-blown system that includes HDMI transmitter, structured
light pattern generator and synchronization logic has yet to be done due to the lack
of a well designed high speed PCB.
KEYWORDS: spatial augmented reality, dual-projector, structured light, multi-path,
face paint
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Chapter 1 Introduction

With recent advances in computer hardware and software, virtual reality (VR) [9,
10, 11] has drawn more and more attention [12]. According to Burdea, virtual reality is a simulation in which computer graphics is used to create a realistic-looking
world. Moreover, the synthetic world is not static but responds to the user’s input,
which defines one key feature of virtual reality, real-time interactivity [13]. The most
common examples of VR devices are these various kinds of headsets that are sold as
commercial products, such as the Samsung Gear VR, HTC Vive, Oculus Rift, etc.
Augmented reality (AR) is another technology to VR that dates back to 1968
when Ivan Sutherland developed a head-mounted display system that could show the
user a virtual drawing [14]. According to Azuma [15, 1], a typical AR system can be
defined as a system that complements the the real world with computer-generated
information or virtual objects. In a more general sense, an augmented reality system
enhances the users’ experience by enabling the users to see, hear, smell or touch
something that does not actually exist. Unlike VR systems that completely remove
the real environment, AR systems blend the real and virtual worlds together.
Augmented Reality has a wide range of applications including entertainment [16];
medical [17]; education [18]; military [19]; and others. The first functioning AR
system was known as virtual fixtures and was developed at the US Air Force Research
Armstrong Laboratory [20]. The objective of the system was to train pilots to improve
their performance in direct and remotely manipulated tasks. In sports, AR has been
1

Figure 1.1: AR applications: A yellow virtual line in NFL broadcast [1](left), A rear
view camera incorporated with AR [2](right)
used to superimpose virtual objects like first-down lines on a football field as well as
highlight a hockey puck with streaks when in high-speed motion from a slap shot [21].
Figure 1.1 (left) shows the illustration of a virtual yellow line during an NFL broadcast
showing the first down marker. Some similar applications can also be found in other
sports including tennis [22], car racing [23], and so on.
Another common application of AR is the backup camera, equipped in most
luxury vehicles that, when moving in reverse, illustrates the path of the left and right
side of the vehicle as illustrated in Fig. 1.1 (right). This outline helps the driver get a
better idea about how far the obstructions are on the basis of the physical size of the
vehicle and the anticipated position of the vehicle according the current orientation
of the steering wheel. Thus the chances of getting the vehicle scratched or any other
undesired accidents are reduced [24].
Wearable head-mounted displays for AR/VR applications have become especially
popular with the release of the Occulus Rift and HTV Vive. These headsets have been
specifically marketed for video games and include a pair of vibrant OLED displays
with a combined resolution of 2160×1200 and a refresh rate of 90 Hz [25]. Augmented

2

reality specific headsets include the Microsoft HoloLens with a see-through optical
head-mounted display made of three layers of glasses [26] and the Magic Leap which
reportedly features a six-layer waveguide display [27].
In either VR or AR headsets, accurate positional tracking of the headset is of
utmost importance because the system needs to know the exact location and orientation of the headset as the user moves in the virtual or real environment [28] so that
the host processing unit can render the current field-of-view. Furthermore, position
tracking can help the users of VR/AR headsets overcome the motion sickness which
is a common but unpleasant experience for them [29].
Because of the importance for accurate head tracking, the Oculus Rift employs a
set of sensors including a gyroscope, an accelerometer, and a magnetometer to track
the orientation of the headset [30]. To obtain location data, a constellation positional
tracking system uses an array of invisible near-infrared (NIR) LEDs located under
the external plastic of the headset with an array of desktop NIR cameras tracking
these LEDs like stars forming constellation.
The HTC Vive uses a positional tracking system called Lighthouse, which involves two laser emitters placed at predefined locations that periodically transmit
laser stripes that sweep both horizontally and vertically in their independent directions [31]. Meanwhile, an array of photosensors mounted on the headset and controllers capture the laser beam at a particular sweep angle with respect to the emitter
and measuring the time differences, the location and orientation of the headset can
be determined in a certain 3D space [32].
Another VR head tracker used by the Open Source Virtual Reality (OSVR) is an
3

Figure 1.2: IR constellation points scatter on the surface the Oculus Rift [3](left) and
HTC lighthouse(right)
electromagnetic (EM) tracking system from Polhemus [33]. Polhemus uses an EM
source to generate a tuned electromagnetic dipole field such that by measuring the
induced voltages on three orthogonal coils, placed within the given electromagnetic
field, the position and the orientation of the coils can be derived following Faraday’s
law [34, 35]. The Polhemus tracking system is a proven technology that has been
used commercially, for example, the fastrak system used for position and orientation
tracking in the VR haptic workstation, the patriot system used in Volkswagen spray
paint gun color and trim exhibit, the liberty latus system used for helicopter trainer
etc [36]. However, the EM tracking system is not perfect, its cost is too expensive
comparing to other tracking techniques mentioned earlier, more importantly, the
accuracy will be seriously degraded by metal and electronic equipment located in the
environment, because they can cause magnetic field distortions [37].
Of the wearable, head-mounted, AR devices, the Microsoft Hololens includes not
only a head-mounted display and sensing hardware but also all necessary computing
hardware for its AR applications [38]. Specifically, the Microsoft Hololens is equipped
with a set of surprisingly powerful processing components including an Intel Cherry
Trail SoC, which contains the CPU and GPU, and a holographic processing unit

4

(HPU) that runs as a co-processor integrating data from the sensors and managing tasks like spatial mapping, gesture recognition, voice recognition etc [39]. The
capability and the users’ feedback of the HoloLens are so appealing that the U.S.
army has decided to arm the soldiers with a ruggedized version of HoloLens called
integrated visual augmentation system (IVAS) in the future. This special version
of HoloLens looks nothing different from a commercial version except for a thermal
camera mounted on top which is made by FLIR [40]. The thermal camera can enable
the vision for soldiers at night and help them see through the smoke and bushes.
Moreover, the IVAS is capable of identifying allies and enemies at night, recognizing
the shape of a person. At last, the IAVS is harder to spot while the regular night
vision goggles glow in the dark [41].
The Magic Leap headset includes a 6-core CPU and a 256-core GPU from NVIDIA,
as well as a linear resonant actuator haptic device [42]. Google has also developed
its own Google glass which looks nothing more than an ordinary pair of eye glasses
in terms of size and shape, but Google managed to fit a variety of hardware into a
small box mounted on the right hand side of the glass, including a dual-core CPU
from Texas Instruments, a 5MP camera, a 3-axis gyroscope, a 3-axis accelerometer, a 3-axis magnetometer, an ambient light sensing and proximity sensor, plus a
Himax liquid crystal on sislicon (LCoS) display which projects videos directly into
wearer’s eye through a series of complex procedures [43]. Other notable AR headsets
include the M300 from Vuzix, Moverio BT-300 from EPSON, focals from North and
so on [44, 45].

5

1.1

Spatial Augmented Reality

Regardless of the tracking technology, there are applications for augmented reality
such as medical surgery where the wearing of headsets is prohibitively distracting from
the task at hand. To alleviate the need to wear headsets, spatial augmented reality is a
potential alternative where digital projectors are used to fuse real objects with virtual
content. Projector-based AR systems are generally referred to as spatial augmented
reality (SAR) [46, 47]. One typical application of SAR is the AR sandbox, which was
developed at the University of California Davis and consists of a traditional child’s
sandbox with a projector mounted above and looking down on to the sand. A depth
sensor is also positioned above the sand and looking down to collect the topographic
shape of the surface of the sand. From the topographic data, different colors of
light are projected on to and in registration with the sand [48]. The projection
changes responsively to changes in topography. Inspired by this invention, various
AR sandboxes have been created to benefit geodesign [49] and pilot training [50].
Unlike the AR Sandbox at the University of California Davis which runs on Linux
OS with a special software package [51], the AR Sandbox developed here at the
University of Kentucky runs on Windows. As such, it takes advantage of the latest
Microsoft Kinect V2 camera with twice the field of view of the Kinect V1, so the size
of the sandbox can potentially be built twice as large as the one at UC Davis. In
addition, the depth video is fed to the GPU directly which greatly increases the speed
of data processing, the projected images update in real time at 30 fps. Figure1.3 (left)
shows the AR sandbox that we built at University of Kentucky.

6

Figure 1.3: AR sandbox(left) and AR pool table [4](right)
Inspired by the AR Sandbox, the AR pool table uses a projector to display visible
lines that direct the player on how to strike the cue ball as seen in Fig. 1.3 (right).
Here, a 2D color camera is used to monitor the positions of the balls on the table [52].
Like the AR Sandbox, various iterations of the AR pool table have been built with
some displaying the trajectory of the target ball after being hit. One step further,
robotic arms have even been made to play [53].
For more mundane applications, the Puppy Cube, by Puppyrobot [54], is a smart
projector with integrated camera to provide a touch sensing interface that turns any
flat surface into a touchscreen. With a pre-installed Android OS, the smart projector
promises to make everyday life more convenient and wonderful. Similar inventions
have been proposed by Touchjet [55], Sony [56] and a research group at Carnegie
Mellon University [57].
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Looking into the future of AR smart tables, a potentially strong application of
SAR that has not yet been explored is for the teaching of human anatomy to first
year medical school students where the simultaneous teaching of anatomy and exposure to human cadavers have long been considered essential to medical education. Dissected cadaver-based anatomy is especially necessary for students intending
to be surgeons [58]; however, there are instances of medical student training using
digital only cadavers [59, 60, 61]. Although there are case studies that show the
digital only cadavers are pretty effective in educating medical students [62], and Panchaphongsaphak et al. [63] even developed a multimodal VR system that functions as
a 3D touch sensitive device using a six-axis force-torque sensor and a tangible object
representing the shape of an anatomical structure, debates on whether the seemingly
obsolete cadaver-based gross anatomy classes should be completely replaced by the
promising AV/VR-based classes have arisen.
Despite the difficulties of carrying out cadaver-based anatomy classes such as high
costs and potential hazard and preservation, some people still deem it as a better way
to help students gain visual-spatial ability [64] as well as other vital experiences that
a qualified doctor should have as there is concern that future doctors or surgeons will
start practical examinations without any previous experience regarding real cadaver
dissection [65]. Noticing an opportunity to bring the benefits of digital augmentation
together with physical cadaver dissection, we hereby envision a SAR cadaver table
that ingeniously brings together real cadavers with digital projectors.
Imagining a prosection class where an experienced instructor demonstrates the
dissection of a real body in front of students [66], the proposed cadaver table could
8

project color onto otherwise colorless bodies, made colorless by the chemicals used
in the body’s preservation. Arrows and other location markers projected onto the
points of interest would allow the instructor to accurately identify points of interest
regardless of the student’s particular point of view around the table. Considering
minimally invasive surgery where only a limited size of incision is allowed [67], the
indirect access to the operation area restricts the surgeon’s vision to what the endoscope sees. Now it might be possible to solve this problem with the recent advances
in AR technology, e.g. projecting virtual organs, bones or tissues on the surface of
the body so that the surgeon can better perform the operation [68].
In the AR cadaver table application, existing AR tables are inadequate due to
their reliance on real-time RGB+D cameras, which have depth accuracy of about a
centimeter when accuracy under a millimeter are required. So supposing the cadaver
needs to be dissected, existing AR tables may not accurately define where to cut
or even how deep. Given the condition that the projection accurately displays the
organs and their locations to direct the surgeons to do any following actions, the
technique that is employed to collect this data becomes crucial. So to pursue an AR
cadaver table effectively, we need to develop a much higher accuracy scanner.

1.2

Structured Light Illumination

A potential means of providing the necessary 3D resolution for an AR cadaver table is
through the use of structured light illumination (SLI), which is a means of 3D scanning
based on projecting a series of striped or structured patterns onto a target and then
reconstructing a 3D model based on the warping of the stripes as measured by a
9

camera [69, 70, 71]. A traditional SLI system consists of one camera, one projector,
and one image data processing instrument, usually a personal computer [72] where, by
projecting a series of striped patterns, the computer is able to reconstruct a 3D surface
based on the warping of the stripes as recorded by the camera. Specifically, SLI relies
on the same triangulation principal of stereo-vision but where correspondences are
calculated between camera and projector instead of camera to camera. Since the
projector actively emits energy into the scene, SLI is commonly referred to as active
triangulation [73] instead of stereo-visions passive triangulation [74]. As an active
technique, SLI is not affected by and, in fact, prefers low textured surfaces where
passive techniques cannot derive correspondences.
When describing this correspondence matching of SLI, we assume a camera and
projector configuration as illustrated in Fig. 1.4 where a camera is oriented above
the projector, each having its line-of-sight oriented in the direction of the Z-axis. In
this configuration and assuming a pin-hole lens model for both camera and projector,
it can be shown that a 3D world coordinate, (Xw , Yw , Zw ), can be derived for any
camera pixel, Ic [r, c] with discrete-space row (r) and column (c) coordinates, that
corresponds to the projector pixel, Ip (x, y) with continuous-space row (y) and column
(x) coordinates, according to:
Xw = a[r, c]Zw + b[r, c],

(1.1)

Yw = c[r, c]Zw + d[r, c], and

(1.2)

Zw = (e[r, c]y + f [r, c])/(g[r, c]y + 1),

(1.3)

where a[r, c], b[r, c], . . ., g[r, c] are scalar constants unique to each camera pixel and
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Figure 1.4: Illustration of an SLI scanner
derived during scanner calibration.
According to different types of pattern schemes that are used to compute correspondences between the captured images by the camera and the projected patterns,
a number of different structured light techniques have been developed. Geng [75]
summarized these SLI techniques as illustrated in Fig 1.5 where, at the very top
level, SLI techniques are classified into single and multi-shot methods. Single-shot
methods are faster than multi-shot because they only have one image to process, but
their reconstruction results are not as impressive as multi-shot in terms of spatial accuracy [76]. As the accuracy is of top priority in our case of AR table, the single-shot
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Figure 1.5: A taxonomy of SLI 3D surface imaging techniques
method is not within the scope of our discussion.
Multi-shot schemes are called sequential projection techniques which sequentially
project a series of patterns onto the scene, then obtain the 3D depth data by capturing and analyzing all the images shot under the projection of each unique pattern [73].
Typical sequential techniques include binary coding and phase shifting. Binary coding [70, 77] projects a sequence of black and white stripes where the widths of stripes
vary between patterns. By putting all the projections in a complete sequence together, each point on the object surface will have a unique binary code[78]. Given all
the binary codes of point cloud in the image and the triangulation principle, the shape
of the 3D object surface can be reconstructed. However, binary coding suffers from
low spatial resolution unless the number of patterns in a sequence is high. Considering large binary numbers introduce much larger computational cost, binary coding
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techniques are not widely used [75]. Alternatively, gray-level patterns are essentially
an improved binary coding technique developed to reduce the number of patterns in
a sequence while not losing its high resolution [79].
Phase shifting methods (PSMs) are known as a kind of fringe projection in which
a set of phase-shifted patterns are projected onto the object surface, and then by
capturing and processing a series of images with deformed fringe patterns, the 3D
coordinates of the object surface can be derived [80]. Various phase shifting method
have been proposed including phase measuring profilometry (PMP) [81], trapezoidal
pattern strategy [82], 2 + 1 pattern strategy [83], triangular pattern strategy [84], etc.
Phase Measuring Profilometry (PMP) [85] originated from the classical optical
interferometry. It has the advantage of high robustness, high depth accuracy, as well
as resistance to both ambient light and reflection variation [86, 87]. In PMP, the
component patterns are defined by the set, {Inp : n = 0, 1, . . . , N − 1}, according to:
Inp (xp , y p ) =

 n

1 1
+ cos 2π − 2πy p .
2 2
N

(1.4)

where (xp , y p ) is the column and row coordinate of a pixel in the projector, Inp is the
intensity of that pixel in a projector with dynamic range from 0 to 1, and n represents
the phase-shift index over the N total patterns.
On the camera side, the light intensity of the image captured under the projection
of PMP patterns is expressed as
In (x, y) = α(x, y) · [A + B cos(2πfφ y p + φ(x, y) − 2πn/N )],

(1.5)

where (x, y) is the image coordinates of a pixel in the camera’s point of view, α(x, y)
is the reflectance variation. φ(x, y) is the phase distortion caused by the presence of
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the object, which corresponds to the depth value of the object surface.Therefore, as
long as we can determine the φ(x, y), the depth coordinate of the object surface can
be somehow derived. From the captured images which are under the projection of
sinusoidal patterns, we can have φ(x, y) calculated by
PN

n=1
φ(x, y) = arctan PN

In (x, y) sin(2πn/N )

n=1 In (x, y) cos(2πn/N )

.

(1.6)

The phase value φ(x, y) calculated in Eq. 1.6 is wrapped within the range of (−π, π] by
the arctan function, whatever the frequency of the sinusoidal wave fφ is. In order to
obtain the non-ambiguous phase value from the wrapped phase, a phase unwrapping
procedure needs to be carried out [88]. The higher the frequency fφ is, the higher
signal to noise ratio (SNR) of the the depth data have after the non-ambiguous phase
unwrapping [89]. Phase unwrapping techniques are commonly utilized in applications
related to interferometry [90, 91, 92, 93], in the field of 3D shape measurements, there
are two principal groups of phase unwrapping techniques: spatial and temporal.
The basic idea of spatial phase unwrapping is that the phase unwrapping at any
pixel is conducted by comparing its phase to the phases of its neighboring pixels [94],
but this has the disadvantage of effectively diffusing phase error between pixels and
it fails to obtain the correct unwrapped phase when there are discontinuities on the
surface of the object [95, 96]. On the other hand, temporal phase unwrapping, as initially proposed by Huntley and Saldner [97], employs one or more sequences of fringe
patterns where the phase of each pixel is studied along the time axis [98]. The phase
of each pixel is, therefore, independently derived from other pixels so that the noise at
certain pixels does not affect its neighbors. More importantly, surface discontinuities
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Figure 1.6: Wrapped phases of low (left), medium (center) and high (right) frequencies SLI scans
are no longer an issue [99, 100]. Liu et al. [101] categorized the temporal phase unwrapping algorithms into three representative classes according to the different fringe
sequences being used: linear sequences [97]; exponential sequences [96]; and reversed
exponential sequences [102]. Figure 1.6 shows the phase maps of a scanned scene and
the phase of pixels along the 900th column when the spatial frequency is 1 (left), 6
(center), and 36 (right). Figure 1.7 presents the result of the unwrapped phase that
is derived from the three wrapped phases of Fig. 1.6 where the noisy phase seen in
the unit frequency image is replaced with a much cleaner phase map derived from
unwrapping the higher frequency phases.
In sum, SLI is a highly accurate means of 3D scanning, but as a scanning process,
SLI can be somewhat inconvenient because the target object must remain still during
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Figure 1.7: Unwrapped phase of the scene
scanning. Any potential motion of the target must be minimized by, most likely,
running the camera and projector at such high speeds as to make the target appear
motionless. But high speed hardware incurs a substantial cost in hardware. Custom
light engines are typically used by manufacturers such as Vialux [103], Greenlight
Optics [104] and Ajile light industries [105], which may charge as much as $10,000 for
a DLP projector [106]. In the case of an AR table, there is already a digital projector
from which to scan. So adding SLI scanning means simply inserting a machine vision
camera onto the AR table’s canopy and then borrowing the PC’s HDMI signal to
insert structured light patterns.
The downside to this borrowing of the projector is that the human user loses the
illusion of augmented reality during scanning, and for this reason, any SLI solution
must also minimize this inconvenience. So in order to provide the high resolution of
structured light to an AR table while also minimizing the inconvenience of scanning,
this dissertation proposes a custom FPGA controller that reads the HDMI signal
from the PC and inserts structure light patterns as requested by the user through a
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machine vision camera’s GPIO interface. By doing so, we can minimize the number
of video frames stolen from the user used for scanning so that any HDMI projector
can be instantly converted into a structured light scanner by simply plugging in the
FPGA. Because of our system’s reliance on commodity projectors, we pay particular
attention on achieving frame rates and scan resolutions as good as, if not better than,
custom light engines at 120 Hz. While this, at first, seems like a substantial sacrifice
when industrial light engines can achieve frames a rates up to 4,300 Hz [107], few
cameras can do the same. As such, we can maximize the available bandwidth between
camera and computer at 120 Hz by employing higher pixel counts.

1.3

Our Contribution

Having understood the principles and advantages of structured light illumination in
3D measurement, it would be of great interest to build an affordable, easy-to-use,
and state of the art SLI 3D scanner. As the essential component of any SLI scanner,
the industrial and scientific light engines are usually either quite expensive or with
low brightness as shown in Tab. 1.1. So as an alternative to industrial light engines,
there are commodity projectors available that have a large diversity, ranging from
pico projectors to theater projectors. Using commodity projectors, therefore, would
allow us to assemble scanners of different scales, with fields of view ranging from
several millimeters to several meters, but since most commodity projectors receive
video streams from HDMI, we need a way to synchronize a machine vision camera
to the HDMI signal as well as identify what SLI pattern is being captured by the
camera at any moment in time.
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As industrial light engines can project patterns slaved to the camera, our HDMI
controller will have to provide a means of slaving the camera to the HDMI signal
while synchronizing the camera exposures to specific patterns without these captured
images containing duplicates of a particular pattern. What’s more, industrial light
engines do not indicate the beginning of the stored pattern sequence, which brings
great inconvenience to users. Our HDMI controller, on the other hand, utilizes a
dedicated enable/reset bit to tell the user when the first frame of the sequence comes
out. So the user can capture a sequence of SLI patterns without having to reshuffle
the captured frames of video to match the intended sequence. Another limitation of
the industrial light engine is that they have limited memory in which to store predefined patterns, whereas, our HDMI controller contains an FPGA which generates
Brightness (lumen)

Price (dollar)

TI DLPDLCR2010EVM

25

520

TI DLP3010EVM-LC

125

830

TI DLPLCR4500EVM

150

1350

CEL5500-LED

120

8000

Vialux STAR-07

1100

9700

Photo

Table 1.1: List of popular industrial DLP light engines available on the market [8]
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SLI patterns on the fly, so the FPGA can generate an infinite number of patterns.
To further exploit our HDMI controller, we devise a new system structure where
video streams from a host PC pass through our controller before they feed the projector. In this way, any patterns designed on a host PC can be used for SLI scanning
without reconfiguration of the FPGA. Furthermore, the FPGA can read the incoming
HDMI signal to extract specific pixels from the signal which act as a de facto handshake with the camera, telling the camera when to trigger an exposure and avoid
duplicate frames. So when a sequence of SLI patterns encoded with index byte are
passed from PC, the HDMI controller knows which pattern it is by reading the first
pixel. Thus we manage to synchronize the PC video with the camera.
Also in order to guarantee that our FPGA can work with any commodity graphics
card, we implemented an Extended Display Identification Data (EDID) emulator,
which is an indispensable part for the HDMI receiver in that it tells the source device
to stream videos in the expected format. EDID is a data structure standardized by the
video electronics standard association (VESA) which contains important information
such as the manufacturer name, the product ID, the supported timings, the display
size and the luminance characteristics and so on [7]. Normally the EDID data is
stored in a serial programmable read only memory (PROM) or a serial electrically
erasable PROM (EEPROM) that is part of the display system. Upon the physical
connection between the HDMI source and sink devices, the EDID is transferred from
sink to source via I2C bus.
Another issue when performing SLI with a commodity projector is the nonlinear
gamma effect [108] where human eyes do not perceive the light in a linear manner
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Figure 1.8: input-output curves of gamma encoding (left) and decoding (right)
but are more sensitive to the changes in darker tones. So the digital images are often
encoded in a way to optimize the usage of the bandwidth [109]. The gamma encoding
and decoding can be generalized in the form of:
Vout = AVinγ ,

(1.7)

where the Vin and Vout are the input and output luminance values respectively, A is a
constant which equals to 1 in common case. When γ < 1, the power-law nonlinearity
is called gamma encoding, while γ > 1, it is called gamma decoding. Figure 1.8
demonstrates the gamma nonlinearity, both the encoding and decoding. From the
power-law expression of gamma, if the encoding γen is the reciprocal of the decoding
γde , the eventual outcome of the image would be identical to the original, assuming
that the image is encoded first and then get decoded by the display system.
Finally the most difficult issue for using commodity projectors is how to set the
camera’s exposure so as to capture undistorted SLI patterns. Specifically, Digital
light processing (DLP) projectors use a digital micromirror device (DMD) to either
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direct light toward or reflect light away from the projection screen [110] and are the
only spatial light modulators for 120 Hz projection rates. Since these spatial light
modulators are binary, the RGB channels of the DLP projector have to be projected in
a time-multiplexed manner, and as a result, the timing of the camera exposure should
be carefully treated to make sure that the exposure covers all the RGB information
within a frame. Otherwise, the camera captures artifacts from the way the DLP
represents continuous shades of color.
With all the factors above taken into consideration, this dissertation describes the
development of a number of FPGA-based projector controllers to build industrialquality 3D scanners using commodity projectors addressing the specific problems of
camera-to-projector synchronization, gamma distortion, and EDID spoofing. In other
words, our projector controller connects an off-the-shelf machine vision camera to any
HDMI projector to instantly turn them into a structured light 3D scanner. With our
projector controller, many hobbyists and those who are interested in SLI will be able
to build their own structured light scanners, and as we will demonstrate, any SAR
table can instantly add high resolution 3D scanning to their feature lists.
To demonstrate the capabilities of our FPGA-based SLI controller, Chapter 2
introduces a novel dual-projector scanner as shown in Fig. 1.9. The scanner manages
to run two projectors simultaneously with their own PMP patterns, make up the
gamma correction that is already built-in the projector but in fact is unnecessary,
because the SLI patterns generated inside FPGA do not have any gamma distortions.
In addition, a robust synchronization scheme is proposed to coordinate the timing
between the camera and projectors. Three actions including triggering the camera,
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Figure 1.9: System configuration of the dual-projector structured light scanning system
updating the pattern, ending the camera exposure, should be executed in a precise
order and timing. Each one of these actions is closely related to and impacts the
other two. In the end, a special feature of DLP projectors and its influence in SLI
scanning are discussed, subsequently a solution is provided to guarantee reliable 3D
scans. It is the discovery that the DLP projectors divide the time in multiple slots
within a frame, in each slot, only one of the red, green or blue color component
is being projected. To avoid bending effect and inconsistencies among images, the
camera exposure needs to be carefully configured so that every exposure covers the
same amount of these time slots at the same position for all the frames.
The results of the related experiments as shown in Fig. 1.10 prove that the dualprojector setup improves the SNR without any interference between two projectors
and minimize the influences of occlusion and multi-path. The left and center-left
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Figure 1.10: Experimental results of the dual-projector scanner that show the improvement in terms of increased SNR and the removal of occlusion and multi-path
figures show the occlusions while only one projector is running; the center-right figure
is the result after putting the results of each projector together, where occlusion is
minimized; the right figure is the result without the pixels that suffer from multi-path
interference.
In Chapter 3, we look into the issue of multi-path as this is a major issue that
has received very little attention in the SLI literature. Multi-path is the occurrence
where a pixel of the image sensor captures light reflecting from two or more different
paths due to the complex geometry of the object surface [111]. Our discussion is
narrowed down to bimodal multi-path which is the simplest but most representative
instance, where the number of paths is strictly restrained as two. Up to now, most
research about multi-path has been conducted in the area of 3D imaging using timeof-flight technique, several analysis models and algorithms to remove multi-path in
ToF images have been proposed [112, 113, 114]. By modifying the dual-projector
SLI scanner described in Chapter 2 , we made another dual-projector SLI scanner
exclusively for multi-path study. The reliability of our FPGA controller has been
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Figure 1.11: The scanned wedge (top) and the 3D reconstruction without any
treatment for multi-path (bottom-left), replace the multi-path with foreground path
(bottom-center), replace the multi-path with background path (bottom-right)
thoroughly tested and proved to be satisfactory as 488 SLI patterns that contains
61 distinct spatial frequencies are scanned without any dropping or duplication of
frames. Experiments are conducted with particular setups for multi-path with results
verifying our analysis and expectation.
As an illustration of the improvements made in Chapter 3 removing multi-path
affects near discontinuities in depth, Fig. 1.11 (top) shows the scanning of a thin
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wedge target placed about an inch in front of the plain white board. When the
dual-projector system scans, multi-path would inevitably be found at the edges of
the wedge since the corresponding pixels see projected light from both the wedge
and the white board behind. Figure 1.11 presents the results of 3D reconstruction
where, on the left, is the 3D view of the wedge without any particular treatment for
multi-path pixels and where many noisy spikes can be seen. In the center, Fig. 1.11
shows the view of the wedge with the detected multi-path pixels replaced by their
foreground-only components while, on the right, are the detected multi-path pixels
replaced by their background components.
In Chapter 4, we focus on how the HDMI video passes from PC to the projector
through our FPGA controller in order to unlock the capability of our system for SAR
applications. The HDMI does not automatically start the transmission of video once
a cable is connected between the source and sink as it requires an initial handshake
to let the PC source know what kind of display device is connected so as to issue the
video with the appropriate format. As the sink device in the system, the FPGA is
not an actual display device like a PC monitor or projector. So an EDID emulator is
implemented to reply the request from the source and then fulfill the handshake such
that the PC sees it like a real display device. Figure 1.12 illustrates that Windows
10 recognizes the FPGA as if it is a DVI display.
In addition to emulating the EDID, we propose a top-left pixel encoding scheme
that allows us to implement a GPU to FPGA handshake that enables our FPGA
to identify specific targeted frames coming from the PC among many unpredictable
unrelated frames, triggering the camera at the right moment and skipping any dupli25

Figure 1.12: An screenshot of our customized EDID recognized by Windows 10
cates. So a user can implement their own structured light encoding scheme knowing
that the camera will captured each and every frame in the sequence once and only
once. We even use a second GPO bit from FPGA to camera to indicate when the
top-left pixel is equal to zero, which a programmer can use to further ensure that
the captured images correspond to specific frames in the SLI sequence. For SAR
applications, this handshake also gives the programmer the ability to use the camera
for traditional human-computer interaction with the AR environment.
To demonstrate the SAR benefits provided by our FPGA controller, two practical
SAR applications are demonstrated. The first is an SAR face paint system that uses
a machine vision camera and a DLP projector to project digital masks onto a human
subject. Specifically, the camera and projector are positioned in front of a human
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face with SLI mode used to scan the face at startup and derive a camera pixel to
projector pixel mapping. And then in SAR mode, the FPGA triggers the camera on
every 8th frame while simultaneously turning off the pixels of pass through video.
This means that, as depicted in Fig. 1.13, the camera captures a photo of the human
subject’s face while not projected any SAR image. This photo is then processed using
an open source facial feature detector with the detected features used to digitally
warp a supplied mask image, projecting it onto the human subject’s face in perfect
registration.
As a second demonstration of our HDMI controller for SAR, we implement a novel
camera tracking system for AR headset tracking without a direct line of sight between
headset and base station. Specifically, a camera-projector pair with fixed position
serves as the base station, performing traditional SLI scanning where a the mapping
between the camera’s 2D image plane and 3D world coordinates can be obtained.
While the base station is scanning, a second camera, serving as a mobile headset,
takes images of the projected patterns concurrently. Therefore, both cameras have
recorded the 2D phases information that is encoded in the SLI patterns. Subsequently,
the 2D phases from the second camera are compared with the phases from the base
station camera, pixel by pixel. If there is a match, a correspondence between the
second camera’s pixel and its 3D world coordinate from the first is found. With a
minimum of 6 such pixels, the perspective matrix of the second camera can be derived
from which the position and orientation of the second camera are extracted. Thanks
to its unique setup, our collaborative tracking system opens up the possibility for
simultaneous multiple AR headsets tracking so that two or more headsets can display
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Figure 1.13: An 2D human face before (left) and after (right) face paint
AR information over the scene in perfect registration across headsets.
To conclude this dissertation, Chapter 5 reviews the results of this study and traces
out a path for future work combining our HDMI controller with a machine vision
sensor. The details on how a machine vision camera that supports high dynamic
range (HDR) imaging is built from the bare CMOS image sensor are presented.
Based on the LUPA300 image sensor from Cypress and the Zynq-7010 micro-zed
board, the proposed smart camera meets of targeted frame rate of 120 fps while
performing phase processing inside the unit, transferring phase data over a gigabit
ethernet (GigE) interface.

Copyright c Ying Yu, 2019.
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Chapter 2 Dual-projector Structured Light 3D Scanning System

Structured light illumination (SLI) is a means of 3D scanning based on projecting a
series of striped or structured patterns onto a target and then reconstructing a 3D
model based on the warping of the stripes as measured by a camera [69, 70, 71]. A
traditional SLI system consists of one camera, one projector, and one image data
processing instrument, usually a personal computer [72]. With evolving electronics, SLI systems have been gaining in performance with faster hardware [115, 116].
Meanwhile, in terms of the algorithm principles, many experimental or practical pattern codecs have been introduced by researchers to achieve high-speed and/or high
accuracy 3D reconstruction [116, 117].
For those applications where high speed 3D scanning is critical, one-shot SLI
methods exist that rely on constantly projecting a single, static pattern onto the
target [118, 119]. While capable of achieving video-rate 3D, the one-shot techniques
sacrifice a substantial amount of resolution in depth [120]. In response, many studies
have been conducted trying to obtain high speed scans without sacrificing scan quality [121]. Liu et al. [122], in particular, proposed a dual-frequency pattern scheme
that combines a unit-frequency pattern sequence with a second, high frequency pattern sequence into a single composite pattern sequence. By combining the two sets
into a single sequence, Liu et al. is able to achieve high spatial resolution with half
the number of video frames as traditionally required.
One challenge that traditional SLI systems face is the limited viewing angles
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of both the projector and camera that causes issues such as occlusions [123] and
multi-path [124]. Occlusions are a particularly common problem associated with
complex surfaces, like step edges, where portions of the target surface are not visible
to either the projector or camera. To address this issue, Zhang et al [125] proposed
a scheme that adds a second camera. Alternatively, Jiang et al. [126] employed a
second projector. The problem with adding a second camera is that it requires twice
the computational complexity, having to process a second set of pixels. This both
increases the needed bandwidth between the PC and the cameras in order to maintain
high frame rates as well as the computational horsepower of the processing element.
Adding a second projector doubles the number of recorded frames of video, which
doubles the acquisition time as well the number of pixels to be processed.
In this chapter, we also propose a dual-projector scanner scheme but in a far more
flexible manner than Jiang et al [126]. In particular, we believe a dual-projector scanner can address a range of issues associated with structured light scanning including:
(1) minimizing occlusions, (2) increasing projector signal strength, (3) minimizing
the number of projector patterns using a novel phase unwrapping scheme, and (4)
detecting multi-paths. Principal to this Chapter is an FPGA controller that synchronizes two commodity LED projectors to a machine vision camera, allowing our
system to run at 120Hz without any frame loss. Compared to custom light engines
such as the TI Lightcrafter, commodity projectors are much brighter and lower cost,
a feature especially important when using multiple projectors.
Specific scanner architectures that we introduce are illustrated in Fig. 2.1 where
Fig. 2.1(a) shows the traditional signal camera-single projector setup. Figure 2.1(b)
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(a)

(b)

(c)

(d)

Figure 2.1: Example structured light scanner architectures illustrating: (a) a traditional single projector, single camera scanner; (b) dual-projector scanner with projectors in opposing positions in order to minimize scan occlusions; (c) dual-projector
scanner with projectors in complementary positions for increasing projected image
brightness; and (d) dual-projector scanner with projectors in stacked orientation for
detecting multi-path.
shows our first dual-projector scanner where projectors are placed in opposing positions with the camera placed in-between. Differing from Jiang’s scheme in which two
projectors work independently and the discussion focuses on the approach of combining the images of the object under projections from different angles, our system drives
both projectors simultaneously using Liu’s dual-frequency pattern scheme [122]. Using the architecture of Fig. 2.1(c) with projectors placed in complementary side-byside position, we can detect the multi-path effect when scanning particular objects.

2.1

Dual-frequency pattern scheme

In Phase Measuring Profilometry (PMP) [85] using the vertical above-below scanner
architecture of Fig. 2.1(a), a series of phase-shifted sinusoidal fringe patterns are
projected onto the object to be measured with the pixels of projected PMP patterns
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generalized as:
Inp (xp , y p )



1 1
2πn
p
= + cos 2πf y −
,
2 2
N

(2.1)

where Inp is the intensity of the pixel at the projector coordinate (xp , y p ) and its range
is [0, 1]; f is the spatial frequency of the fringe pattern set which is equal to the
number of sinusoidal periods from top to bottom in the projection area; and n is the
frame index of the pattern in its sequence of N frames and numbered from 0 to N −1.
From the camera’s perspective, the object under observation can be seen as:
Inc (xc , y c )



2πn
c c
= A (x , y ) + B (x , y ) cos φ(x , y ) −
,
N
c

c

c

c

c

c

(2.2)

where Inc is the intensity of the given pixel with camera coordinate (xc , y c ); Ac (xc , y c )
is the average intensity of the given pixel over the N patterns; and B c (xc , y c ) is
the observed amplitude of the PMP pattern seen by the camera pixel. Now since
every (xc , y c ) has its own Inc , Ac , B c , the notation (xc , y c ) will be assumed present and
omitted hereafter. Same will apply to (xp , y p ) as well.
After capturing a sequence of N frames, the constant, B c , can be derived as:
"
#2 "N −1
#2 0.5
N
−1

X
X
2πn
2πn 
2
Inc sin(
) +
Inc cos(
)
.
(2.3)
Bc =

N  n=0
N
N
n=0
with the angle, φ, derived as:
PN −1

n=0
φ = arctan PN
−1
n=0

Inc sin( 2πn
)
N
)
Inc cos( 2πn
N

.

(2.4)

Having derived φ, we can then identify the projector coordinate, y p , visible to the
camera pixel using an appropriate phase unwrapping scheme [97], depending on f .
And once y p is uniquely identified, we can derive the corresponding world Cartesian
coordinate, (X w , Y w , Z w ), using calibrated lens models for the camera and projector.
32

In the case of the classic pin-hole camera model [89], the 3D world coordinate can
be derived from:
[X w Y w Z w ]T = C −1 D,

(2.5)

where C and D are expressed as:
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where the parameters, mcij and mpij , are the scalar values forming the perspective
matrices:
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of the camera and projector, respectively.
The major factor that influences the accuracy of structured light scanning is noise,
which can come from various sources such as the camera, the projector, ambient
light, etc. Wang et al. [127] demonstrated that the signal-to-noise ratio (SNR) is
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proportional to the number of patterns in the PMP sequence, N , and the spatial
frequency of the pattern set, f . In other words, the accuracy of the 3D scanning can
be improved by either increasing the number of patterns in the sequence or utilizing
the patterns with high spatial frequency, but high spatial frequency also introduces
phase ambiguity. Because pixels with different y p can possibly share the same phase,
φ, as long as they have an equal cos(2πf y p ), unit frequency patterns are needed to
unwrap the ambiguous high frequency pattern set. Practically, two sets of patterns,
one with unit frequency the other with high frequency, are projected sequentially to
implement 3D scans.
Noting that (2.3) is the magnitude of the second N -point, Discrete Fourier Transform (DFT) coefficient while (2.4) is the angle of that same coefficient, Liu et al. [122]
proposed using frequency modulation in time and placing a second set of patterns on
the third N -point DFT coefficient instead of performing time-multiplexed scanning.
This allowed Liu et al. to do in N patterns what others would have done using 2N
patterns. Specifically, Liu et al. define their PMP patterns according to:
Inp =

2πn
1
4πn
1 1
+ cos(2πfh y p −
) + cos(2πfu y p −
),
2 4
N
4
N

(2.10)

where fh is the spatial frequency of the added PMP pattern set, fu is the spatial
frequency of the original pattern set which is usually 1. The magnitude, B1p is identical
to the expression in (2.3) with phase, φu , derived from (2.4). The magnitude, B2p ,
and phase, φh , are derived from:
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and
PN −1

φu = arctan

4πn
c
n=0 In sin( N )
.
PN −1 c
4πn
n=0 In cos( N )

(2.12)

Note that, in order to project two spatial frequencies simultaneously, Liu et al. sacrifices signal strength using the sinusoidal amplitude of

1
4

instead of

1
2

in order for Inp to

be within the dynamic range, [0,1], of the projector. As such, combining more than
two sinusoids is impractical.

2.2

Dual-Projector Scanning

The dual-frequency pattern scheme reduces the effects of noise without increasing
scan times by incorporating a second sequence of high frequency patterns. With this
same objective, we propose a dual-projector structured light scanning system that
not only takes advantage of the dual-frequency pattern scheme but also improves its
performance by increasing the projected light energy. We do this by means of routing
the two sequences of patterns to two separate projectors, instead of combining them
inside of one. Specifically, we define the projected patterns for two separate projectors
according to:
Inp1 (xp1 , y p1 )



1 1
2πn
p1
= + cos 2πf1 y −
,
2 2
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(2.13)

Inp2 (xp2 , y p2 )
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p2
= + cos 2πf2 y −
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and

Since these two sets of patterns temporally shift at different rates, they can be decoupled in the camera by means of the DFT along the time, n, axis.
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The selection of f1 and f2 is application dependent, as we illustrate in Sec. 2.4, but
in any case, both equations are intimately linked through the frame index, n, which is
the same for both projectors at any moment in time. As such, there is an implication
that both projectors are near perfectly synchronized to each other as well as the
camera. In order to guarantee this synchronization, we employed a commercially
available FPGA with dual-HDMI interface and added a 4-pin I/O camera interface
to our selected camera, the USB 3.0 Basler ACE acA1920-150u.
The Basler ACE acA1920-150u, like many machine vision image sensors, incorporates a programmable I/O interface with two pins assigned to input and two to
output. Specifically, Line 1 is an opto-coupled input line used by the FPGA to trigger
a camera exposure. Line 2 is an opto-coupled output line employed by the camera as
an enable bit, allowing the host to tell the FPGA that the camera wants to initiate
a scan. Line 3 is a general purpose line, which we used as an input to the camera,
letting the FPGA tell the camera that the pattern currently being projected is the
first pattern in the SLI sequence. That is, this pin is set high when the projected
pattern corresponds to n = 0. Finally, Line 4 is a general purpose I/O line used by
the camera to tell the FPGA that it is ready for a trigger, i.e. the camera’s trigger
ready signal. This pin is set high after the camera completes an exposure and readout
of its image sensor and is ready to initiate the next exposure.
The system diagram of the FPGA is shown in Fig. 2.3 where there are two input
signals from the camera, Line 2 and Line 4, as well as one output signal to the
camera, Line 1. While Line 3 is available for testing captured images from the camera
and testing which frame corresponds to the first frame in the scan sequence, its
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Figure 2.2: Block diagram of HDMI [5]
presence is not essential to this study. Also illustrated in Fig. 2.3 are two HDMI
transmitters used to drive the two projectors simultaneously. HDMI stands for HighDefinition Multimedia Interface, it is used to carry high quality multi-channel audio
data and all standard high definition consumer electronics video formats. HDMI
system architecture is defined to consist of sources and sinks. An HDMI cable contains
four differential pairs of transition minimized differential signaling (TMDS) data and
a display data channel (DDC). There of these TMDS are video, audio and auxiliary
data channels and the last one is clock channel. The DDC is used for configuration
and status exchange between the source and sink, in other words, the source reads the
sinks enhanced extended display identification data (E-EDID) through DDC channel
to discover the sinks configuration and capabilities. Figure 2.2 shows the internal
structure of HDMI. Included with the FPGA is an external EEPROM used to store a
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user supplied tone correction curve, which the FPGA uses to adjust the output pixel
values in order to achieve a linear response from the light engines in the presence of
projector gamma distortion.
The system diagram of the FPGA is shown in Fig. 2.3 where there are two input
signals from the camera, Line 2 and Line 4, as well as one output signal to the
camera, Line 1. While Line 3 is available for testing captured images from the camera
and testing which frame corresponds to the first frame in the scan sequence, its
presence is not essential to this study. Also illustrated in Fig. 2.3 are two HDMI
transmitters used to drive the two projectors simultaneously. HDMI stands for HighDefinition Multimedia Interface, it is used to carry high quality multi-channel audio
data and all standard high definition consumer electronics video formats. HDMI
system architecture is defined to consist of sources and sinks. An HDMI cable contains
four differential pairs of transition minimized differential signaling (TMDS) data and
a display data channel (DDC). There of these TMDS are video, audio and auxiliary
data channels and the last one is clock channel. The DDC is used for configuration
and status exchange between the source and sink, in other words, the source reads the
sinks enhanced extended display identification data (E-EDID) through DDC channel
to discover the sinks configuration and capabilities. Figure 2.2 shows the internal
structure of HDMI.
Included with the FPGA is an external EEPROM used to store a user supplied
tone correction curve, which the FPGA uses to adjust the output pixel values in order
to achieve a linear response from the light engines in the presence of projector gamma
distortion.Most display systems, including computer monitors and digital projectors
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have γ > 1, because in this way, brightness looks better in human eyes. Nonetheless,
we do not need such default gamma correction to be existing in the projector for our
SLI system. In our case, the projection would be captured by the camera, which
unfortunately operates in a different manner from human eyes. Cameras respond to
the brightness in a linear way. Since the SLI patterns are generated naturally by
the digital circuit without any gamma encoding, the ideal projector in this system
should be a projector without any internal gamma compensation. In [128], Zhang
classifies the existing methods that are used to calibrate the nonlinearity of the digital
fringe projection systems into two categories, active and passive error compensation
methods.
The active approach modifies the fringe patterns before they come to the projector [129], on the contrary, the passive approach compensates the phase error after
those fringe patterns are captured by the camera [130]. In practice, we utilize the
active approach with which we adjust the pixel values of the fringe patterns through
a look-up table before they are sent to the projector. Since projectors from different manufacturers or of models have their own unique γ, each distinctive projector
should have its unique look-up table. The look-up table can be either hard coded in
the FPGA’s configuration file or stored in an external memory which would be read
by the FPGA. In order to make the system more adaptable, the latter one is selected
in our case. Such that, an electrically erasable programmable read-only memory
(EEPROM) is used to store the look-up table for γ correction, the EEPROM can be
erased and reprogrammed through a simple serial port communication tool whenever
it needs, then the FPGA reads the EEPROM to load the look-up table every time it
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Figure 2.3: System diagram of FPGA controller showing the GPIO interface to the
machine vision camera and HDMI outputs to the component projectors.
is powered on.
To see how we use these four pins, Fig. 2.4 shows a timing diagram with four
significant events marked by the letters, A, B, C, and D. Event A is caused by the
host PC programming Line 2 to go high, the rising edge of which tells the FPGA
that user wants to initiate a scan. Upon receiving this, the FPGA waits for the
first following vertical sync, at which it resets its internal frame counter and begins
sending the pixels for the n = 0 frames to both projectors. The projector continues
sending pixels for the first frame for all subsequent vertical syncs until event B, when
it detects a rising edge on Line 4, the trigger ready signal from the camera.
Event C happens on the immediately following vertical sync, when the FPGA
triggers a camera exposure using a rising pulse on Line 1. At this same moment, the
FPGA increments its frame counter, and begins sending pixels for the n = 1 frames.
Again, the projector continues to send the n = 1 frames until it detects another event
B, a rising edge on Line 4. This leads to event C on the following vertical sync and
incrementing the frame counter and sending pixels for the n = 2 frames. The process
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Figure 2.4: Timing diagram of the signals for camera synchronization where “RGB”
represents the pixel buss of the HDMI signal where the pixels associated with each
component scan frame labeled as “Frame 0” to “Frame N − 1”, “V” denotes the
positions in time of vertical syncs, LINEs 1-4 represent the GPIO signals between
FPGA and camera, and the letters A, B, and C are specific events corresponding to
the handshake between camera and FPGA during a scan.

Figure 2.5: The light output for the red, green, and blue LEDs in a (top) TI
DLP3010EVM-LC and a (bottom) Optoma ML750ST projector. Vertical dashed lines
indicate vertical syncs for 120Hz video with the green LED of the TI DLP3010EVMLC projector overlapping vertical syncs where the Optoma ML750ST keeps the color
patterns inside the syncs. Shown as gray boxes are the moments in time when the
camera is exposing its sensor.
of event B-C-B-C-... and so on continues until the camera completes grabbing N
frames, causing event D when the camera toggles Line 2 to tell the FPGA that
scanning is complete. At this point, the FPGA sends all zero pixels to the projectors.
Assuming that the camera can complete an exposure and sensor read-out cycle
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in between consecutive vertical syncs thereby raising the trigger ready signal, scans
can be performed at the video rate of the projectors, in this case 120 Hz. However,
if the camera is slow, relative to the projectors, the above process will run at integer
divisions of 120 Hz, such as 60, 40, 30, or 20 Hz. But regardless of frame rate,
the camera must complete its exposure of the nth frame before the projector begins
displaying the n + 1st frame since the FPGA sends the pixels of n + 1st immediately
following its triggering of the camera for the nth frame.
Properly exposing the camera sensor in response to a trigger can be a complicated
and precise process depending on the timing of the projectors. In particular, DLP
projectors produce RGB images by means of modulating the mirrors of a binary
spatial light modulator and then using a color filter wheel or flashing LEDs to produce
a time-multiplexed sequence of binary color images. The images are then displayed
at such high temporal rates as to create an illusion of continuous tone. To avoid
any hint of flicker, DLP projectors are further complicated by projecting multiple red
light images multiplexed with multiple blue and multiple green.
This complicated timing is observed using a photosensor, placed in the light path
of our scanner’s projector to measure the instantaneous light output of the DLP
light engines. What Fig. 2.5 (top) shows is the voltage output of a photosensor
placed in front of a (top) TI DLP3010EVM-LC and a (bottom) Optoma ML750ST
DLP projector. Specifically, the top three waveforms illustrate when the red, green,
and blue LEDs of the TI DLP3010EVM-LC are turned on in-between vertical syncs
(dashed lines) showing that red and blue LEDs are turned on twice each during a
single frame of video while green is turned on four times. The bottom three waveforms
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show the LED timings for the Optoma ML750ST also having two pulses of light for
red and blue and four for green.
What is most interesting to see in the waveforms of Fig. 2.5 is that the Optoma
ML750ST projects light for the current frame within the bounds of the vertical syncs
while the DLP3010EVM-LC overlaps the green LED over the vertical sync. In order
to achieve 120Hz scanning, this slight overlap means that our FPGA must disable the
green channel, projecting strictly magenta patterns. The alternative would be to delay
the triggering of the machine vision camera slightly beyond a vertical sync; however,
it must still complete the current exposure before the next vertical sync. That would
imply clipping the fourth pulse of green light, but again, DLP projectors project
binary patterns where clipping the last pulse would result is seeing only a partial set
of its eight bits. And the bits being clipped may not be the least significant, resulting
in catastrophic distortion.
In order to captured all bits of all colors, a programmer could extend the exposure
of the camera beyond the following vertical sync, but this would imply losing the next
available projector frame since the frame trigger ready won’t go high until after the
following vertical sync has past. While one could program the FPGA to ignore
the frame trigger ready and just send consecutive frames, doing so would place a
substantial burden on the PC to keep up with the incoming video frames, especially
for long scan sequences. So in summary, the reader should note the some commodity
projectors are better than others for applications in SLI.

43

Y
X
Z

min

Z

Z

max

Figure 2.6: Illustration showing dual-projector scanner calibration.
2.3

Calibration

The procedure for calibrating our scanner is illustrated in Fig. 2.6 and involves
sweeping a rigid, flat checkerboard pattern in correspondence with the XY -plane
and moving in fixed, small-steps through the scan volume from the nearest plane
where Z = Zmin to the farthest plane at Z = Zmax . The physical moving of the
checkerboard pattern is performed using a motorized rail like the Velmex Bi-slide and
VXM controller. These rails can be configured to move with a positional accuracy
of 0.076 mm and repeatability of 0.005 mm. The specific checkerboard pattern that
we use is the CalTag calibration target introduced by Atcheson et al. [131] where, inside each square, is a unique 16-bit codeword identifying the absolute world (Xw , Yw )
coordinates of each square’s four corners. Figure 2.7 shows a CALTag we use when
calibrating a strucutured light scanning system.
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Figure 2.7: One sample CalTag in our system
2.4

Experiments

In this section, a series of experiments and their results are presented to show how
the structured light 3D scanning improves with our dual-projector system. For these
experiments, we use two Optoma ML750ST projectors paired with a Basler ACE
acA1920-150u and an Embedded Micro Mojo V3 Spartan 6 FPGA board with dualHDMI shield. The generated video is 800 by 600 pixels running at 120 Hz. In order
to maintain 120 fps, we sub-windowed the image sensor to its center 1088 by 960
pixels with a 8.1 msec exposure and no trigger delay.

Two projectors operating simultaneously
In this experiment, we demonstrate that we can scan with both projectors simultaneously without cross talk between light engines. Specifically, we employ the scanner
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Figure 2.8: The (left) dual-projector scanner and the (right) scanning target composed of a 22.9” diameter tire with steel rim, both painted with matte white; a plastic
makeup artist face/head; a non-slip area rug pad; and an occluding 4” wide, 0.25”
thick piece of hobby wood.
arrangement illustrated in Fig. 2.8 where the two projectors are arranged in opposition. A single scan is composed of 3 sets of 8 patterns, with each set corresponding
to spatial frequencies of 1, 6, and 18. Phase unwrapping is then used to derive a
single, unambiguous phase value from 0 to 1 where 0 represents the bottom of the
projected image and 1 represents the top. In Fig. 2.9, we show the vertical gradient
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of the phase image of a flat reference plane with (left) only one projector turned on
during scanning and (right) both projectors turned on during scanning. From visual
observation, these two phase gradients are, for all intents and purposes, identical with
negligible crosstalk between light engines.

Occlusion
Although an obvious benefit of using two projectors [132], we consider the reduction
in occlusions achieved by using two projectors placed in opposition in Fig. 2.8. In this
case, we use a 22.9” diameter tire with steel rim, both painted with a matte finish
white spray paint; a plastic makeup artist face/head sitting inside the rim; and at
the top, a non-slip area rug pad. We further placed a 4” wide by 0.25” thick piece
of hobby wood occluding the tire surface so as to create two separate shadows. Now
instead of using the complicated ICP merging scheme of Jiang et al [126], we propose
using a simple weighted averaging scheme where we weight the world coordinates, ~x1
and ~x2 , from the two component scans by their corresponding SNR magnitudes B1c
and B2c .
For those pixels whose magnitudes are considered unreliable (below a pre-determined
threshold), the world coordinates are discarded, and the second of vectors, if available,
are preserved. The scheme can be expressed


B1c
B2c


~
x
x
c +B c + ~
c +B c ,

1
2
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B
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2
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~xm =
~x1 ,






 ~x2 ,
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as:
~x1 and ~x2 both reliable
~x2 unreliable
~x1 unreliable

(2.15)

Figure 2.9: Phase gradient of the reference plane for projector 1 obtained when only
projector 1 is scanning (left), and while both projectors are operating (right)
in which ~xm is the merged world coordinate. Shown in Fig. 2.10 is a close up of
the reconstructed tire surface, where the (left) and (center-left) columns are the reconstructions from each individual projector. The white areas either above or below
the hobby wood are the occlusions. The (center-right) column presents the result of
the weighted averaging scheme where both occlusions are removed and the final scan
recovers the vast majority of surface areas visible to the camera.

Increasing Signal Strength
As was denoted in (2.10), dual-frequency scanning requires a halving of the amplitudes
of the component sinusoids compared to projecting each spatial frequency in temporal
order; whereas, using two projectors maintains the signal strength of each. The
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Figure 2.10: 3D reconstruction with (left) only the projector at the bottom; (centerleft) with only the projector at the top; (center-right) by merging previous two using
weighted averaging scheme; (right) after removing the pixels with multi-path
problem with using two separate projectors, though, is that there is no deterministic
relationship between phase values from one projector to the next. As such, the
traditional means of phase unwrapping defined according to [132]:
φ̃h = (φ2 + bfh φ1 − φ2 + 0.5c) /fh ,

(2.16)

where φ̃h is the unwrapped phase that will be used to calculate the world coordinates,
fh is spatial frequency of high frequency patterns, φ1 and φ2 denote the phases of
unit frequency patterns and high frequency patterns respectively, cannot be used to
unwrap phase in a dual-projector scanner. Instead, the phase relationship between
each projector is unique to each pixel of the camera, and as such, we propose phase
unwrapping according to:
φ̃h = (φ2 + bLU T [xc , y c , φ1 ] − φ2 + 0.5c) /fh ,

(2.17)

where LU T [xc , y c , φ1 ] is built during calibration.
Figure 2.11 illustrates the proposed process of cross-projector phase unwrapping where each figure is split into its (left) raw phase and (right) phase gradi49

ent image. Specifically, Fig. 2.11 (left) shows the raw/gradient phase for the unitfrequency phase scan of the first of two projectors; Fig. 2.11 (center-left) shows the
raw/gradient phase for the high frequency phase scan of the second of two projectors; Fig. 2.11 (center-right) shows the predicted low-frequency phase produced by
the look-up table, LU T [xc , y c , φ1 ]; and Fig. 2.11 (right) shows the unwrapped highfrequency phase image.

Detecting Bimodal Multi-path
Bimodal multi-path is an undesirable but common phenomenon in structured light
scanning for objects with step edges. Zhang et al. [133] define bimodal multi-path as
the specific instance of a camera pixel seeing both a fore and background surface. This
results in a linear combination of two sinusoids whose superposition results in a magnitude that fluctuates between constructive and destructive interference, depending
on the spatial frequency, f . This fluctuation is characterized by the equation:
~ 2 = |A|
~ 2 + |B|
~ 2 + 2|A||
~ B|
~ cos(2πf (y p − y p )),
|AB|
a
b

(2.18)

~ is magnitude of the multi-path pixel seen by the camera; |A|
~ and |B|
~ are
where |AB|
the magnitude components that are reflected from the fore and background surfaces
respectively; f is the spatial frequency of the structured light patterns; and yap and
ybp are the row coordinates for the two paths of the pixel.
While its possible to separate the fore and background components from (2.18)
with just three scan frequencies, the presence of noise in the sensor makes it unlikely,
but we can use the magnitudes of our three frequencies as a test for multi-path, delet-
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ing any pixels that fail. Specifically when no multi-path exists and with ideal optics
and taking into account the reduction in magnitude of the projected sinusoids due to
projector lens defocus, we expect the ratio of the low to medium frequency magnitude
to closely approximate the ratio of the medium to high frequency magnitude. So we
propose that if the two ratios are not within a pre-defined threshold, then we delete
the pixel from our 3D reconstruction.
To better describe the detection of bimodal multi-path in an SLI scan mathematically, we define four variables as the ratio of low to medium and medium to high
frequency magnitudes for each projector:
R1L =

B1M
B1L
H
,
R
=
1
B1M
B1H

B2L
BM
R2L = M
, R2H = 2H ,
B2
B2

and
(2.19)

where R1L and R2L are the ratios of low to medium frequency magnitude of projector
1, R1H and R2H are the ratios of medium to high frequency magnitude of projector
2. B1L , B1M , B1H correlate with magnitudes of low, medium, and high frequency
patterns of projector 1, which can be derived from (2.3) by dividing the total N
frames into three pieces; B2L , B2M , B2H represent the magnitude of low, medium and
high frequency patterns of projector 2, similarly they can be calculated from (2.11).
Ideally magnitude of low, medium and high frequency patterns for one same projector should be very close unless there is multi-path interference at that pixel. So for
any good pixels, the value of R1L , R1H , R2L , R2H are all supposed to be near 1. In our
experiment, we consider pixels that meet the following conditions good, otherwise,
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Figure 2.11: The raw and gradient images (left) the unit frequency phase from projector 1; (center-left) the high frequency phase from projector 2; (center-right) the
predicted unit frequency of projector 2; (right) unwrapped high frequency phase of
projector 2.
we remove the pixels from the reconstruction.
| R1L − 1 |< 0.3,

| R1H − 1 |< 0.3,
(2.20)

|

R2L

− 1 |< 0.3,

|

R2H

− 1 |< 0.3,

Of course, it is not a given that even in the presence of multi-path, that at least one of
the three spatial frequencies will land in a valley of the cosine in eqn. (2.18). Having
two projectors at two different angles makes it far more likely, however.
Shown in Fig. 2.10 (left) is an illustration of the surface removal achieved with
our ratio test for bimodal multi-path. In particular, bimodal multi-path is especially
prevalent along the step edges of the occluding hobby wood as well as the inner step
edges of the wheel rim. It’s also very prevalent in the step edges formed by the holes
in the non-slip area rug pad. To better appreciate these artifacts, Fig. 2.12 shows the
3D reconstructions of Fig. 2.10 (left-center) and (left) from a different perspective.
What is most striking in Fig. 2.12 (left) are the spikes forward and back along the
edges of hobby wood and its shadow caused by the averaging a phase between fore
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Figure 2.12: 3D reconstructions (left) before and (right) after bimodal multi-path
removal.
and background surfaces. These spikes are largely, if not completely, eliminated in
Fig. 2.12 (right). While the number of valid scan points have been diminished, it’s
important to remember that these bimodal multi-path points where never valid to
begin with, and their removal is a great improvement in terms of scan accuracy.

2.5

Summary

In this chapter, we have presented a novel dual-projector structured light system to
improve the quality of the 3D scanning. Specifically, we have introduced an FPGAbased hardware platform that can be easily extended to a diverse range of scanning
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architectures containing multiple projectors. In a head-to-head comparison with single projector scanning, this Chapter has demonstrated the dual-projector scanners
inherent advantages for minimizing occlusions, increasing projector signal strength,
reducing the number of video frames needed for scanning, and identifying and removing bimodal multi-path. And since one could easily trigger multiple cameras
with the introduced FPGA controller, one could easily extend this work to multiplecamera-to-multiple-projector scanners. Ultimately, we hope readers will see this work
not as a one-off, novelty scanner but as an entirely new scanning platform opening
doors to promises and challenges associated with pattern coding and decoding, improved multi-path reconstruction, noise reduction, and component phase fusion as
the proposed algorithms were merely exemplary.

Copyright c Ying Yu, 2019.
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Chapter 3 Detecting and Removing Multi-path in Structured Light
Scanning Using A Dual-projector System

The multi-path is the occurrence where one pixel of the image sensor captures light
reflecting from two or more different paths due to the complex geometry of the object
surface [111]. It is almost inevitable in places where discontinuities split one camera
pixel into pieces, or where light interreflections take places before it is collected by the
camera [133, 134]. The result of 3D measurement would be seriously compromised if
those pixels suffered from multi-path effect are not properly dealt with.
The multi-path issue has drawn much attention in the area of time-of-flight 3D
imaging [112, 135, 136], where light reflects off specular surfaces onto neighboring
surface points before reflecting back to the camera. Considerable efforts have been
made to remove or minimize the influence of multi-path. Freedman et al. propose
a sparse reflections analysis algorithm that is able to remove any general multi-path
interference from ToF images [113]. Naik et al. [114] introduce an image formation
model to separate the global component of radiance from the direct component based
on the Nayar method [137] without any impractical assumption of the sparsity in
optical reflections.
The multi-path interference also negatively impacts the structured light 3D scanning. As an active imaging technique, phase measuring profilometry is susceptible
to errors and distortions caused by the redirection of the projected light from multiple paths from projector to camera besides the direct path of projector to target to
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camera [111]. O’Toole et al. develop a model where only indirect reflection paths are
extracted to analyze in order to better understand how the unconventional indirect
light behaves [124]. Zhang et al. report on a constructive and destructive interference
cue for bimodal multi-path, and present a practical approach to simultaneously identify and extract the dominant phases/magnitudes by taking advantage of this cue in
an intuitive way without any hardware modifications or additional requirements for
customized patterns, but it requires scans of the target with a large range of spatial
frequencies [133].
Direct illumination represents the lights coming from sources, falling on the target surface, and reflecting in the direction of the viewer [138]. Alternatively, indirect/global illumination may come from many sources, such as diffuse reflection [139,
140], subsurface scattering [141], and so on. In the case of dense multi-path [137],
direct light and indirect/global illumination are mixed together. The goal of dense
multi-path correction is, therefore, to separate the direct light path from the indirect
illumination/global illumination [142, 143].
Bimodal multi-path is a sparse multi-path model that occurs in SLI when a camera
pixel sees light from exactly two projector positions, and this type of multi-path
affects phase images regardless of frequency. It is most commonly associated with
complicated scan objects having step edges and other discontinuities in depth or
specular targets that reflect light away from the camera. To do correction here means
to separate two light paths and realize two decoupled depth measurements.
In this Chapter, we take advantage of the Zhang’s algorithm to separate those bimodal multi-path pixels’ intensity back into its source formations, including both fore56
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Figure 3.1: Illustration of bimodal multi-path for (left) time-of-flight imaging, (center)
conventional structured light imaging, and (right) our dual-projector structured light
imaging.
ground path and background path. Since structured light patterns with a wide range
of spatial frequencies need to be scanned, the dual-frequency pattern scheme [122]
is applied to obtain higher speed. Furthermore, we also demonstrate how the dualprojector setup [132] helps us obtain better results not only theoretically but also
experimentally. Unlike the dual-projector scan where two projectors operate sequentially and independently [126], our dual-projector setup synchronize two projectors,
so it is twice faster in theory.

3.1

Bimodal Multi-Path

As described in Chapter 1 section 2, SLI by means of phase measuring profilometry
defines the set of projected patterns, {Inp : n = 0, 1, . . . , N − 1}, according to:
Inp (xp , y p ) =



1 1
n
+ cos 2π( − ky p ) .
2 2
N

(3.1)

where (xp , y p ) is the column and row coordinates of a pixel in the projector, Inp is
the intensity of that pixel in a projector with dynamic range from 0 to 1, n represents the phase-shift index over the N total patterns, and k is the spatial frequency
equal to the number of sinusoidal periods spanning the projector’s field of view. For
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reconstruction, the captured images are expressed as:
Inc (x, y, k)


= A(k) + B(k) cos


2πn
−θ .
N

(3.2)

where (x, y) is the column and row coordinates of a pixel in the camera while Inc (x, y, k)
is the intensity of the pixel. To simplify the notation, Inc (k) will be used henceforth
instead of Inc (x, y, k). The parameter θ, represents the phase value of the captured
sinusoidal pattern. The term A(k) is the averaged pixel intensity across the pattern
set that includes the ambient light component, correspondingly, the term B(k) is the
intensity modulation of a given pixel and is derived from Inc (k), both of them are
functions of k as stated by the optical transfer function [144]. They can be expressed
in terms of real and imaginary components where:
R

B (k) =

N
−1
X


In (k) cos

n=0

2πn
N


and

I

B (k) =

N
−1
X


In (k) sin

n=0

2πn
N


(3.3)

such that
n
o1
2
2 2
R
I
,
B(k) = B (k) + jB (k) = B (k) + B (k)
R

I

(3.4)

which is the magnitude of the observed sinusoids. The phase θ, of the captured
sinusoidal pattern is finally derived as:
R



I

θ(k) = (B (k) + jB (k)) = arctan
6

B I (k)
B R (k)


,

(3.5)

which is used to derive the projector row indices using an appropriate phase unwrapping technique [132]. The principal problem of bimodal multi-path occurs when a
pixel collects light from both fore and background surfaces such that:
B R (k) = BfR (k) + BbR (k)

and
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B I (k) = BfI (k) + BbI (k)

(3.6)

B cI

B cI
BcR

BcR
(a)

B cI

(b)

BcR
(c)

Magnitude of
measured signal

Figure 3.2: Illustration of the change in direction and magnitude, on the (B R , B I )axis, in the (blue) observed complex vector B R + jB I created by the superposition of
(red) complex vectors from multi-path fore and background objects for k = 1, k = 8,
and k = 12.

Spatial frequency of the projected PMP pattern

Figure 3.3: Illustration of the change in (vertical axis) magnitude of the observed
complex vector, B R + jB I , as a function of the (horizontal axis) scaling factor k.
where we added the subscripts f and b to distinguish between the foreground and
background components on B R (k) and B I (k) as illustrated in Fig. 3.1. The magni~ f b [k], with
tude and phase of a subject pixel are then defined according to vector B
~ f (k) and background vector B
~ b (k), such that:
foreground vector B
~ f b [k]|2 = |B
~ f [k]|2 + |B
~ b (k)|2 + 2|B
~ f (k)||B
~ b (k)|cos(2πk(y p − y p ))
|B
a
b

(3.7)

~ f b [k]| is
where yap and ybp are the projector row coordinates for the two paths, |B
the measured magnitude of a pixel from the captured images at the given spatial
frequency k.
Figure 3.2 shows an example of a foreground vector and a background vector and
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their resulted pixel vector at different spatial frequencies, and Fig. 3.3 demonstrates
that the magnitude of the measured pixel under multi-path interference changes in a
sinusoidal manner.
~ f (k) and B
~ b (k), Zhang et al propose a two-step procedure where
To now extract B
~ f (k)|, |B
~ b (k)|, and dy = yap − y p that minimize
the first step finds the parameters |B
b
the mean-squared error given by:
~ ∗ |, |B
~ ∗ |, dy ∗ ) =
(|B
f
b

X

argmin
~ f (k)|,|B
~ b (k)|,dy
|B

~ f b [k]| − |B
~ f (k) + B
~ b (k)|}2 .
{|B

(3.8)

k

~ f (k)|, |B
~ b (k)| are not independent variables, they are constrained by the
Note that |B
zero-frequency scan where k = 0, and are defined as:
~ f b0 |2 = |B
~ f (k)|2 + |B
~ b (k)|2 + 2|B
~ f (k)||B
~ b (k)|.
|B

(3.9)

From this, we get the constraint:
~ f (k)| + |B
~ b (k)| = |B
~ f b0 |
|B

(3.10)

Here, we define three matrices X, Y, M which will be used later in our dualprojector setup to better demonstrate the properties of Eq. (3.8) as:


p
p
1 2 cos(2π · 0 · (ya − yb ) 




1 2 cos(2π · 1 · (y p − y p ) 

a
b 
,
X=
.

..
 ..

.






1 2 cos(2π · 60 · (yap − ybp )

60

(3.11)





~ 0 |2 
|B
 fb 


|B

~ f (k)|2 + |B
~ b (k)|2 
|B
 ~ f1b |2 
 and M = 

Y=
 . ,


 .. 
~ f (k)| · |B
~ b (k)|
|B






~ 60 |2
|B
fb




(3.12)

~ 1 |,
~ 0 |, |B
where the size of X, Y, M are 61 × 2, 2 × 1 and 61 × 1 respectively and |B
fb
fb
~ 60 | denote the measured pixel magnitude at spatial frequencies from 0 to 60. So
...|B
fb
that solving the Eq. (3.8) becomes finding the least squares solution of Y for
XY = M.

(3.13)

And once this is solved, the second step is to obtain the absolute phases, yap and
ybp , by minimizing the mean squared error given by:
∗

∗

(yap , ybp ) = argmin
yap ,ybp

X

~ f b [k] − (B
~ f (k) + B
~ b (k))}2
{B

(3.14)

k

~ f (k)| = |B
~ ∗ |, |B
~ b (k)| = |B
~ ∗ |, and yap − y p = dy ∗ .
such that |B
f
b
b
This algorithm reduces the search space in the first step from the three indepen~ f (k)|, |B
~ b (k)|, and dy to two, |B
~ f (k)| and dy, so that we can perform
dent variables |B
~ f (k)|, |B
~ b (k)|, and the phase difference yap − y p along the
an exhaustive search over |B
b
~ b (k)| = |B
~ f b0 | − |B
~ f (k)| to find the values that minimize the mean-squared
line |B
error in Eq. (3.8) over all scanned values of k. In this way, we reduce the computing
complexity in the first step from O(n3 ) to O(n2 ) while keeping the second step as
O(n) since yap − ybp has already been determined from the first step. So the overall
algorithm complexity is reduced from O(n4 ) to O(n2 ) based on the proposed two-step
optimization. Algorithm 1 lists the above procedures.
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3.2

Dual-projector system setup

A dual-projector system has been developed in Chapter 2 to yield better result for
structured light scanning in terms of increased signal strength, minimized occlusion
and faster scanning speed, we find that it helps in addressing the multi-path problem
as well. As low spatial frequency structured light patterns are more susceptible to
sensor noise, higher frequency patterns are often employed to achieve higher accuracy.
But the high frequency patterns alone give rise to phase ambiguity, unless the corresponding low frequency patterns come together with high frequency ones to unwrap
the ambiguous high frequency phase. With a high frequency pattern set and a low
frequency set to be projected, the length of the structured light sequence doubles, so
does the time it takes to process a scan.
Algorithm 1 Two Step Optimization Reconstruction Algorithm
~ f b)
1: procedure Reconstruction(B
~ f (k)| ← 0 to |B
~ f b0 | do
2:
for |B
~ b (k)| ← |B
~ f b0 | − |B
~ f (k)|
3:
|B
4:
for dy ← 0 to 2π do
5:
if best error in Eq. (3.13) then
~ f (k)|
~ ∗ | ← |B
6:
|B
f
~ b (k)|
~ ∗ | ← |B
7:
|B
b
∗
8:
|dy | ← |dy|
9:
end if
10:
end for
11:
end for
12:
for yap ← 0 to 2π do
13:
ybp ← yap − dy ∗
14:
if best error in Eq. (3.14) then
∗
15:
yap∗ ← yap
16:
ybp ← ybp
17:
end if
18:
end for
19: end procedure
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To solve this dilemma between the speed and accuracy, Liu et al. propose a
dual-frequency pattern scheme which combines a high frequency pattern and a low
frequency pattern into one composite pattern [122]. Inspired by this scheme, in
Chapter 2, we develop a dual-projector structured light scanning system where the
dual-frequency patterns are fed to two projectors simultaneously. In such a system,
the output patterns of the two projectors are expressed as:


1 1
2πn
p1
=
+ cos 2πk1 y −
and
2 2
N


1 1
4πn
p2
p2
p2
p2
In (x , y ) =
+ cos 2πk2 y −
.
2 2
N

Inp1 (xp1 , y p1 )

(3.15)
(3.16)

where k1 and k2 are spatial frequencies of the structured light patterns coming out of
the projectors. Note that because the two cosine patterns in Eq. (3.15) have distinct
temporal frequencies that are determined by

2πn
N

and

4πn
,
N

the two spatial frequency

components can later be separated applying temporal Fourier transform.
With such a dual-projector setup, the analysis of the bimodal multi-path becomes more complicated because instead of two paths, the dual-projector has four
~ f1 (k1 ), background from projector 1, B
~ b1 (k1 ),
which are foreground from projector 1, B
~ f2 (k2 ) and background from projector 2, B
~ b2 (k2 ).
foreground from projector 2, B
~ 0 | and |B
~ 0 | denote the magnitude of a subject pixel for projector
Suppose |B
f b1
f b2
1 and projector 2 at k1 = 0 and k2 = 0 respectively, then refer to Eq. (3.10), the
~ f1 (k1 )|, |B
~ f2 (k2 )| and |B
~ b1 (k1 )|, |B
~ b2 (k2 )| can be described as:
constraints between |B
~ f1 (k1 )| + |B
~ b1 (k1 )| = |B
~ 0 | and
|B
f b1

(3.17)

~ f2 (k2 )| + |B
~ b2 (k2 )| = |B
~ 0 |.
|B
f b2

(3.18)
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We also use yap1 and ybp1 to represent the phases of projector 1 foreground and background paths; likewise, yap2 and ybp2 define the phases of projector 2 foreground and
background. Although there are four phase terms which correlate to four paths for
each pixel, they only emanate from two points of the surface, the foreground and the
background, and in calibration, we recorded the phases of projector 1 and projector
2 at each discrete step along the z axis, which indicates the depth in the light path.
So we can lock the two phase difference terms together based on phase measurements
made between the projectors using the distance from the camera to the foreground,
zf , and the distance from the camera to the background, zb , along the z axies. In
other words, given zf and zb , yap1 , ybp1 , yap2 and ybp2 are all determined as functions of
z, such that
yap1 = y p1 (zf ), ybp1 = y p1 (zb ),

(3.19)

yap2 = y p2 (zf ), ybp2 = y p2 (zb ).

(3.20)

From Eq. (3.13), a new equation for projector 1 can be expressed as:

X 1 Y1 = M 1 ,

(3.21)

where X1 , Y1 , M1 are 61 × 2, 2 × 1 and 61 × 1 matrices that are defined as:


p1
p
1 2 cos(2π · 0 · (ya1 − yb ) 




1 2 cos(2π · 1 · (y p1 − y p1 ) 


a
b
,
X1 = 
.

..
 ..

.






p
1 2 cos(2π · 60 · (yap1 − yb 1 )
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(3.22)





~ 0 |2 
|B
 f b1 


|B

~ f1 (k1 )|2 + |B
~ b1 (k1 )|2 
|B
 ~ f1b1 |2 
 and M1 = 

Y1 = 
 . ,


 .. 
~ f1 (k1 )| · |B
~ b1 (k1 )|
|B






~ 60 |2
|B
f b1




(3.23)

and M1 is a known vector whose values are obtained from the collected scanning
data. The scanning data consists scans with 61 pattern sets that have integer spatial
frequencies ranging from 0 to 60. For any given pair of yap1 and ybp1 , Eq. (3.21) can
~ f1 (k1 )|
be considered as an overdetermined system with respect to two variables |B
~ b1 (k1 )|. By running through the standard procedures of finding least squares
and |B
solutions to overdetermined system, in which the transpose of X1 is multiplied to
both sides of Eq. (3.21) as expressed in:
XT1 X1 Y1 = XT1 M1 ,

(3.24)

the best fitted solutions for Eq. (3.21) can be found if Eq. (3.24) is converted to the
following expression:
Y1 = (XT1 X1 )−1 XT1 M1 ,

(3.25)

~ f1 (k1 )| and |B
~ b1 (k1 )| are not independent, they are constrained by Eq. (3.17).
note that |B
~ f2 (k2 )| and |B
~ b2 (k2 )| can be determined when y p2 and y p2 are given, by
Similarly, |B
a
b
finding the least squares solution to:
X2 Y2 = M2 ,

(3.26)

where X2 , Y2 , M2 are the corresponding matrices of X1 , Y1 , M1 with respect to
projector 2.
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~ f1 (k1 )| and |B
~ f2 (k2 )| to search through the (zmin , zmax ),
Then we use the determined |B
looking for the minimum weighted summation of the defined as:
(zf∗ , zb∗ ) = argmin E1 + E2 ,

(3.27)

zf ,zb

where zmin and zmax define the entire range of zf and zb during calibration, E1 and
E2 represent the least squares error of the vectors for projector 1 and projector 2 that
are described as:

E1 =

X

~ f b1 (k1 ) − (B
~ f1 (k1 ) + B
~ b1 (k1 ))}2 and
{B

(3.28)

~ f b2 (k2 ) − (B
~ f2 (k2 ) + B
~ b2 (k2 ))}2 .
{B

(3.29)

k1

E2 =

X
k2

Algorithm 2 lists the above procedures.
Algorithm 2 Optimization Reconstruction Algorithm
~ f b and B
~fb )
1: procedure Reconstruction(B
1
2
2:
for zf ← zmin to zmax do
3:
for zb ← zf to zm ax do
4:
if best fitted solution for Eq. (3.21) then
~ ∗ (k1 )| ← |B
~ f (k1 )|
5:
|B
1
f1
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:

~ ∗ (k1 )| ← |B
~ b (k1 )|
|B
1
b1
end if
if best fitted solution for Eq. (3.26) then
~ ∗ (k2 )| ← |B
~ f (k2 )|
|B
2
f2
∗
~ (k2 )| ← |B
~ b (k2 )|
|B
1
b2
end if
if best error in Eq. (3.27) then
zf∗ ← zf
zb∗ ← zb
end if
end for
end for
end procedure
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Figure 3.4: The dual-projector scanner we built for multi-path
3.3

Experiments

To implement such a system, we employ two identical Texas Instrument’s DLP2010
projectors, as well as a monocolor Basler uc-1500 camera. Besides, we develop an
FPGA-based controller to generate the separated structured light patterns feeding
the two projectors and synchronize the camera to them.
The experiments are setup in two different manners. In the first one, we place a
piece of wedge about one inch in front of the reference plain as shown in Fig. 3.5 (top),
so some pixels that see the edge of the wedge also receive light reflecting from the
reference plain. Thus bimodal multi-path should be observed at these pixels, because
one pixel sees light reflecting from two points at different depths. The spikes in the
figure at bottom-left demonstrate how multi-path affect the result of 3D reconstruction when it is not taken care of. The other two figures look much cleaner, because
the pixels with multi-path are detected and simply replaced with either the path from
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Figure 3.5: The scanned wedge (top) and the 3D reconstruction without any treatment for multi-path (bottom-left), replace the multi-path with foreground path
(bottom-center), replace the multi-path with background path (bottom-right)
the foreground (bottom-center) or the path from the background (bottom-right).
In the second experiment, we use a teeth mold which later turns out to be a inappropriate 3D model to give rise to bimodal multi-path as the scanned object as seen
in Fig. 3.6 (top). In the bottom-left figure where multi-path pixels are not specially
taken care of, and noise in 3D reconstruction is noticeable, while 3D reconstruction
after applying the proposed algorithm in the bottom-right figure shows little differ-
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Figure 3.6: The scanned teeth mold (top) and the 3D reconstruction without any
treatment for multi-path (bottom-left), 3D reconstruction after processing with the
Algorithm 2 (bottom-right)
ence. Because the round and smooth surface of the teeth edges creates more than two
light paths, so it goes beyond the scope of bimodal multi-path analysis we propose.
Lastly in Fig. 3.7, the differences of magnitudes in the two target objects among
the different paths are presented. Most pixels in these figures do not have multi-path
issue so they appeal to be constant in all three figures. But for the detected multi69
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Figure 3.7: The magnitude maps of the wedge with multi-path (top-left), foreground
path (top-center), background path (top-right) and the magnitude maps of the teeth
mold with multi-path (bottom-left), foreground path (bottom-center), background
(bottom-right)
path pixels, their magnitudes of light from foreground path look obviously darker as
illustrated in the center figures.

3.4

summary

In this Chapter, we presented a dual-projector hardware platform and a corresponding algorithm to detect and analyze the multi-path interference in SLI 3D scanning.
Structured light patterns of 61 different spatial frequencies were projected sequentially, from 0 to 60, the observed magnitude of the subject pixels change in a sinu-
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soidal manner along the 488 patterns, which supported the theoretical analysis we
proposed. Two exemplary objects, a piece of wedge and a teeth mold were scanned
in the experiment part, the result of 3D reconstructions showed that the proposed
algorithm only applies to bimodal multi-path, objects that generate multiple reflected
paths need further research in the future.

Copyright c Ying Yu, 2019.
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Chapter 4 AR Face Paint and Headset Tracking

Spatial augmented reality is a special sort of AR in which projectors are used to
visualize the virtual contents on top of the real world [46, 47]. Typical applications of
SAR includes AR sandbox and AR pool table [48, 4]. As the research goes extensive,
the accuracy of depth measurement for SAR systems becomes an vital parameter that
needs to be taken into consideration. Harrison et al. developed a wearable multitouch human interface system called OmniTouch which is built on a pico-projector
and a depth camera [145]. The system projects a graphical user interface (GUI) on
almost any surface, and the surface with the projected GUI magically turns out to be
virtual touchscreen just like it on any smartphone. But it is different from the real
touchscreen which contains a sensor detecting the physical contact between the human finger and the surface of touchscreen, for the OmniTouch system, glitches occur
when the finger moves close enough to the surface. It would consider the surface and
finger are contacted while they are actually not. Because the depth camera does not
provide sufficiently accurate depth measurement. In seeking for a 3D measurement
technique with high accuracy, structured light illumination stands out for its simple
implementation, low cost, high speed and high accuracy [73]. Additionally, the exploitation of SLI enables the system to realize 3D position tracking which is also an
important feature of any VR/AR headset.
As stated in the introduction, our ultimate goal is to develop an HDMI/camera
controller that plugs into an existing AR table and instantly adds structured light
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scanning. By doing so, the AR table has the ability to carry out high accuracy 3D
measurements. Considering the SLI scanning system and SAR system both require
the projector, a shared projector should be able to switch between SLI mode and
SAR mode. In SLI mode, it projects PMP patterns while in SAR mode it displays
virtual information passed from host PC.
In this Chapter, we describe the details of how our FPGA based SAR/SLI controller is implemented, also present an AR face paint system which takes advantage
of our controller, as well as a position tracking system differing from all the existing
tracking techniques. The face paint system consists of a projector, a camera and an
FPGA-based controller. The projector, camera pair are calibrated using SLI in advance, and then the projector switch back and forth between the SAR and SLI mode.
In every eight consecutive frames, there is one and only one frame projecting plain
white light, during which time an image is taken by the camera. The plain white
light can be considered as a special case of SLI pattern, where the spatial frequency
equals to 0. By processing the image, the detected human face, if there is one, can
be located in the 2D image coordinate system. Because the projector and camera
are calibrated, the corresponding location of face in the projector coordinate can be
obtained too. In this way, any augmented information can be rendered exactly on
top the detected face in the following SAR mode.
The position tracking system consists of a projector, two cameras and an identical
FPGA-based controller as we use for face paint. One camera serves as the base station
which has a fixed position, it is paired with the projector and the correspondence
between the 2D image coordinates and the 3D world coordinates can be determined
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through calibration. Next the other camera which is presumed to be a sensor on
headset takes a sequence of image containing the whole SLI pattern set. Given the
condition that the 3D world coordinates of the patterns is known, a pin hole camera
model can then be established to get the current location of the second camera with
respect to the base station. This novel position tracking system system outshines in
situations where there is no directly line of sight between the headset and the base
station. Admittedly, it can not provide orientation data about the headset like like
other tracking systems do, because the system only works when the second camera
can see the projected patterns.

4.1

HDMI Receiver

To make our system SAR compatible, it is required to be able to operate as an HDMI
sink which receives HDMI video streams. We built the HDMI receiver based on the
application note from Xilinx [6], Fig. 4.1 illustrates the system block diagram. At
the beginning of data flow, serial data streams are converted to the 10-bit HDMI
encoded word individually for RGB channels. As the available primitives for the
Xilinx Spartan 6 devices don’t support 1 to 10 deserialization, the conversion is done
in two steps. Firstly, 1 to 5 deserialization is carried out twice sequentially, and then
a 5 to 10 gear box is used to combine them into one word.
The phase locked loop (PLL) reproduces a bit rate sample clock based on reference
clock from the TMDS clock channel for the incoming serial streams. However, this
bit rate sample clock may not be synchronized with any of the three data channels.
Therefore, the job of the clock data recovery module is to individually adjust the clock
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Figure 4.1: The block diagram of the HDMI receiver [6]
phase for each data lane to ensure that the incoming serial bits are sampled at the
correct timing. Since the deserialization is not aware of word boundaries, a dedicated
logic called word boundary detection is implemented to detect the beginning and the
end of a word. The basic idea is to continuously compare the received raw data with
the specifically defined control tokens until they match. The channel deskew module
applies a FIFO-based logic to synchronize the RGB data lanes between which skews
of up to 0.6 pixel time are tolerant.
To make a system AR compatible, it is required to be able to act as an HDMI sink
which passes the EDID to the source via DDC. EDID is a data structure standardized
by the video electronics standard association (VESA). It contains information such
as the manufacturer name, the product ID, the input type, the supported timings,
the display size and the luminance characteristics. Usually the EDID data is stored
in the display system using a serial programmable read only memory (PROM) or
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Figure 4.2: The process of EDID handshake [7]
a serial electrically erasable PROM (EEPROM). Three wires in the HDMI cable
form the DDC channel, SCL, SDA and DDC/CEC Ground. These wires shall meet
the requirements specified in the I2C-bus Specification, version 2.1, Section 15 for
Standard-Mode devices. Figure 4.2 shows the process of EDID handshake that occurs
at the initial stage upon an HDMI connection.
The EDID emulator is not something included in the application note or any reference design, but without it the HDMI receiver above will not gain any data. It passes
the EDID which is basically a data structure standardized by the video electronics
standard association (VESA) to the source via DDC. It contains information such as
the manufacturer name, the product ID, the supported timings, the display size and
the luminance characteristics. Usually the EDID data is stored in the display sys-
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Figure 4.3: The flowchart of the EDID handshake
tem using a serial programmable read only memory (PROM) or a serial electrically
erasable PROM (EEPROM). Three wires in the HDMI cable form the DDC channel,
SCL, SDA and DDC/CEC Ground. These wires shall support the communication
protocols defined in the I2C-bus Specification. Figure4.2 shows the process of EDID
handshake that occurs at the initial stage upon an HDMI connection.
In practice, we found that the establishment of the EDID communication is not
that straightforward. Several tricks are used to make the handshake robust as we
recorded using a logic analyzer. On plugging in the HDMI cable, test signals are sent
from the HDMI source to ensure that the sink does not response to invalid format
of I2C signals. And then unknown commands 0x40, 0x3A would be issued from
the source, certain contents should be replied by the sink as shown in Fig. 4.3. By
means of reverse engineering the initial handshake data between the PC and a DELL
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2408WFP monitor, replacing the EDID with customized data, we managed to make
an emulated HDMI sink device recognized by the source.

4.2

Synchronization Scheme for SAR

The synchronization scheme defines how the system switch between the SAR mode
and SLI mode, as well as how the system triggers the camera. A general purpose I/O
pin of the camera which is denoted as Line 2 or ENABLE as illustrated in Chapter
2 Fig. 2.3 is used to select which video source is sent to the HDMI transmitter. The
Line 2 is a user defined pin that can be programmed with software running on PC,
when Line 2 is set to 1, the SLI pattern sets generated inside FPGA are transmitted
to the projector; when Line 2 is set to 0, whatever video from PC is transmitted to
the projector.
As the HDMI allows both positive and negative polarities of the vertical sync
signal as illustrated in Fig. 4.4, and only the rising edge of the vertical sync with a
positive polarity should trigger the camera, so a dedicated logic module that is used
to identify the polarity of the incoming video from PC is instantiated. The module
includes two counters, one increments at every clock cycle when the vertical sync is 0,
the other increments at every clock cycle when the vertical sync is 1. By comparing
the maximum value of these two counters, the polarity of vertical sync is determined.
If it is negative polarity, the falling edge which indicates the beginning of a frame
should be sent as the trigger to the camera.
The triggering scheme in SAR mode is quite different from it is in SLI mode in
that the instantaneous output of a PC’s graphics card is unpredictable [132]. Fig78

Figure 4.4: The distinct duty cycles of positive and negative polarities
ure 4.5 illustrates two typical scenarios take place in PC’s graphics card. On top,
the demanded video sequence ABCD does not arrive at the output port after issuing
the command from PC, until an unknown number of do not care (dc) frames have
been transmitted. At the bottom, the frame B is replicated and sent twice, it can
randomly happen to any frames in the sequence. In both cases, there is no way to
effectively capture the useful video sequence for the camera, a much larger number
of frames than necessary need to be captured to ensure that the entire sequence is
included.
To solve this issue, we devise an intuitive approach in which we encode a unique
index byte in red channel of the top left pixel without changing the overall looking of
the frame. As there is a frame buffer which is used to store the current incoming frame
and later project it at next frame, by reading the 8-bit pixel value in red channel for
the frame being received in the FPGA, a decision can be made on whether or not
the next frame to be projected is the target, so as to instruct the FPGA if a camera
trigger should be sent. In Fig. 4.6, it is a screenshot of an oscilloscope that monitors
the camera triggers issued while the system is operating in SAR mode. In this case,
the PC is given a command to output an 8-pattern SLI sequence, they are supposed
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Figure 4.5: Uncertain delay (top) and replicates of frames (bottom) happen in graphics card
to appear at the HDMI port of the graphics card one by one immediately, but the
actual triggers to the camera shown on the oscilloscope in the color of yellow are 8
pulses unevenly spread. Again this proves what is illustrated in Fig. 4.5.
The idea of finding the top left pixel involves a deep understanding of how HDMI
works. The HDMI bus does not transfer video data all the time, in fact, there are
some windows. The video data is transferred only during these windows. Take a video
of 800 × 600 resolution for example, each frame is divided into 600 rows, each row has
800 pixels. All of these 800 pixels are considered a group, each group is operated on
as an entity. In other words, any given 800 pixels in a row are transferred without any
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Figure 4.6: Camera triggers (signal in yellow) recorded for a sequence of 8 SLI patterns
in SAR mode

Figure 4.7: The internal timing of HDMI at a resolution of 800×600
interruptions. We call this period horizontal active pixel time. In between any two
successive rows, there are intervals during which no video data is being sent. This
blank period includes three distinct phases, they are measured in the unit of pixel
clock cycles and are usually referred to as horizontal front porch (HFP), horizontal
sync pulse (HSP) and horizontal back porch (HBP). Similarly, the HDMI standard
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organizes a frame of video in a certain number of rows, which in this case is 600.
It treats 600 rows as an entity and between every two successive frames, there is
an interval consisting of vertical front porch (VFP), vertical sync pulse (VSP) and
vertical back porch (VBP). Instead of pixel clock, they are measured in the unit of
row cycle. Figure 4.7 illustrates the principle of the above HDMI timing convention.
Although HSync, V Sync and DE are not instantiated in real wires in a standard
HDMI bus, by deserializing and decoding the data stream in blue channel of the
HDMI bus, they can be extracted from the blue channel. The DE signal is a series
of windows where each windows represents the transferal of a row of active pixels, it
can be expressed as,

DE = H.ActiveP ixels & V.ActiveP ixels,

(4.1)

the first rising edge of the DE after the rising edge of V.ActiveP ixels indicates the
beginning of the first row, and the first pixel clock after the beginning of the first row
points to the first pixel in a frame. Hence, the target pixel is found.

4.3

Experiments

The face paint system is built with an TI DLP3010EVM-LC projector and a Basler
acA1920-150µc camera, as shown in Fig. 4.8. During calibration, the correspondence
between the camera and projector coordinate systems are established using SLI, then
the system runs in a interlaced manner, where a blank frame is sent to the projector
for every 7 consecutive video frames from PC. In other words, a blank frame is inserted
to replace the last frame in every 8 consecutive frames. It is during this blank frame
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Figure 4.8: The hardware platform of face paint system
that a image is taken by the camera. An open source library for facial recognition
is adopted to find out the face in the image taken, after processing the image, the
2D coordinates of the face is derived. Consequently the augmented painting can be
projected at the corresponding location in the projector coordinate system. Figure 4.9
illustrates that the augmented red dots (left) and dark hair (right) are both aligned
with the human face printed on a wall.
The position tracking system consists of two cameras, one projector and our FPGA
controller, among which one camera and the projector form a conventional SLI scanner and serve as the base station, the other camera is mobile and represents the sensor
mounted on the headset. In order to differentiate the two cameras, we denote the
camera paired with the projector as the master camera and the mobile camera as the
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Figure 4.9: Face paint with red dots (left) and the same face painted with dark hair
(right)
slave camera henceforth. There is a unique feature of the SLI scanner in the system
which is its composite pattern design. Unlike the common SLI pattern sets that are
either horizontal or vertical fringes, the FPGA controller in the position tracking
system generates composite fringe patterns that are the combination of both the horizontal and vertical fringes as shown in Fig. 4.10. Because in the conventional SLI
setup, the positions of camera and projector are deliberately lined up horizontally
or vertically, so the projected patterns only need to contain clues leading to X or Y
coordinate of the 3D space. Specifically, horizontal fringe patterns are used when the
camera and the projector are placed in a perpendicular line; vertical fringe patterns
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Figure 4.10: The unit composite pattern (top-left) with its horizontal/vertical
fringe components (top-center/top-right) and the high frequency composite pattern
(bottom-left) with its horizontal/vertical fringe components (bottom-center/bottomright)
are used when the camera and projector are placed in a flat line. However, in this
case the slave camera could be anywhere in the 3D space, both X and Y coordinates
of the 3D space need to be found out in the process of 3D reconstruction from the
slave camera.
The principle of obtaining the position and orientation data of the slave camera
can be described in two steps. At first, the based station performs an SLI scan at a
certain direction in the 3D space, so the mapping between the 2D coordinates of the
master camera’s image plane (Xm , Ym ) and 3D world coordinates (Xw , Yw , Zw ) can
be established. Moreover, for each pixel in the master camera, its two phases Px , Py
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can be extracted by decomposing the composite pattern into their horizontal and
vertical components. Meanwhile, the FPGA controller sends the identical triggers
to the slave camera as it triggers the master camera. Assuming at least part of the
projection falls into the slave camera’s field of view, there are some pixels in the slave
camera (Xc , Yc ) will hold a valid pair of Px and Px . Then (Px , Py ) can be used as the
index to link one of those subject pixels in the slave camera to its 3D world coordinate
(Xw , Yw , Zw ). As long as there are 6 or more valid pixels can be extracted from the
slave camera, the perspective matrix
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In practice, there are much more valid pixels in slave camera can find their matching (Px , Py ) in master camera, so the least square solution is used to calculate the
M. Figure 4.11 illustrates the process described above. Once the perspective matrix
is determined, the rotation matrix R and translation matrix T can be derived by
matrix decomposition according to Li [146]. It is the R and T that eventually tell
the orientation and position of the slave camera in3D space.

86

Figure 4.11: The mapping between the master camera and the slave camera
Noticing that the during the whole process the slave camera is not required to see
the base station, our position tracking scheme can be employed in applications where
there is no direct line of sight between the base station and the headset. Figure 4.12
shows our experimental setup where the master camera and the projector are fixed in
a perpendicular line and the slave camera are placed at five different positions along
the horizontal rail pointed by the arrow.
Figure 4.13 presents the experimental results of the slave camera’s position tracking, the figures on the left and at the center are the same 3D reconstruction of the
projected space at different view angle, in which the red circle represents the master
camera and the blue circles represent the 5 different positions the slave camera has
been placed. In both figures, the 5 blue circles are roughly located in a straight line
which are consistent with the experimental setup. The figure on the right picks one
of the 5 slave camera positions, replaces the circle with a special camera icon. It not
only illustrates the position but also the orientation of the camera.
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Figure 4.12: The experimental setup of the position tracking

Figure 4.13: The 3D reconstruction of the scanned scene including the positions of
both master and slave cameras (left and center), 3D reconstruction of the scanned
scene just recording one slave camera position and orientation(right)
4.4

Summary

In this Chapter, we demonstrated an FPGA-based multi-functional SAR/SLI controller and its practical application in face paint and position tracking. The face
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paint system operated at 120Hz and constantly took an image every 0.067 second
for the software tool installed on PC to track the location of a human face if there
is any. Meanwhile, virtual dots or figures were projected onto the face. The experimental results turned out to be good in terms of finding the correct location of the
face in the projector coordinate system, but as the location of the face changed in
the projected scene, noticeable delay would be observed before the projector finds
the updated location of the face. A possible solution is to add another depth camera
which runs much faster to collect the location data in real time. The 3D position
tracking system provided a whole new idea for VR/AR headset tracking with SLI, it
supported position tracking without direct line of sight between the base station and
the headset, and the orientation of the headset can be derived as well.

Copyright c Ying Yu, 2019.
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Chapter 5 Conclusions and Future Work

This dissertation documents the evolution of an FPGA-based HDMI input-output
module for adding structured light scanner to a spatial AR table. The proposed
controller specifically addresses the issues associated with using a commodity digital
projector for structured light scanning including properly synchronizing the camera’s
exposure to the on-off-on timing of the LEDs associated with producing the illusion
of continuous shades of gray with a binary digital mirror device. As detailed in
Chapter 2, we introduced a novel dual-projector scanner that simultaneously fed two
projectors with their own PMP patterns. Because commodity projectors assume that
input digital images are encoded with power-law parameter gamma due to the fact
that human eyes perceive the light in a non-linear manner, the SLI patterns generated
inside our FPGA are pre-calibrate to produce linear responses in the projectors.
In addition to generating SLI video, a robust synchronization scheme was proposed
to coordinate the timing between the camera and projectors. Three actions including
triggering the camera, updating the pattern, and ending the camera exposure should
be executed in precise order and timing. Each one of these actions is closely related
to and impacts the other two. In the end, a special feature of DLP projectors and
its influence in SLI scanning were discussed, subsequently a solution was provided
to guarantee reliable 3D scans. And given how DLP projectors reproduce RGB
video, the camera exposure needs to be carefully configured so that every exposure
coincides with specific time slots of the projected video frames. The results of the
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related experiments proved that the dual-projector setup improves the SNR without
any interference between two projectors and minimize the influences of occlusion and
multi-path.
In Chapter 3, we looked into the issue of multi-path as this is a major issue that has
received very little attention in the SLI literature. Multi-path is the occurrence where
a pixel of the image sensor captures light reflecting from two or more different paths
due to the complex geometry of the object surface [111]. Specifically, bimodal multipath is the case of exactly two paths most commonly associated with a discontinuities
in depth where a pixel captures a portions of a fore and background surface. By
modifying the dual-projector SLI scanner described in Chapter 2, we introduced a
dual-projector SLI scanner customized for multi-path analysis. The reliability of our
FPGA controller was thoroughly tested for this purpose and proved to be satisfactory
as 488 SLI patterns that contains 61 distinct spatial frequencies were scanned without
any dropping or duplication of frames. Experiments were conducted with particular
setups for multi-path with results verifying our analysis and expectation.
In Chapter 4, we focused on how the HDMI video passes from PC to the projector
through our FPGA controller in order to unlock the capability of our system for SAR
applications. The HDMI does not automatically start the transmission of video once
a cable is connected between the source and sink as it requires an initial handshake
to let the PC source know what kind of display device is connected so as to issue the
video with the appropriate format. As the sink device in the system, the FPGA is
not an actual display device like a PC monitor or projector. So an EDID emulator
was implemented to reply the request from the source and then fulfill the handshake
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such that the PC sees it like a real display device.
In addition to emulating the EDID, we proposed a top-left pixel encoding scheme
that allows us to implement a GPU to FPGA handshake that enables our FPGA
to identify specific targeted frames coming from the PC among many unpredictable
unrelated frames, triggering the camera at the right moment and skipping any duplicates. So a user can implement their own structured light encoding scheme knowing
that the camera will captured each and every frame in the sequence once and only
once. We even used a second GPO bit from FPGA to camera to indicate when the
top-left pixel is equal to zero, which a programmer can use to further ensure that
the captured images correspond to specific frames in the SLI sequence. For SAR
applications, this handshake also gives the programmer the ability to use the camera
for traditional human-computer interaction with the AR environment.
To demonstrate the SAR benefits provided by our FPGA controller, two practical
SAR applications were demonstrated. The first was an SAR face paint system that
uses a machine vision camera and a DLP projector to project digital masks onto a
human subject. Specifically, the camera and projector were positioned in front of a
human face with SLI mode used to scan the face at startup and derive a camera pixel
to projector pixel mapping. And then in SAR mode, the FPGA triggers the camera
on every 8th frame while simultaneously turning off the pixels of pass through video.
This means that, the camera captures a photo of the human subject’s face while not
projected any SAR image. This photo is then processed using an open source facial
feature detector with the detected features used to digitally warp a supplied mask
image, projecting it onto the human subject’s face in perfect registration.
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As a second demonstration of our HDMI controller for SAR, we implemented
a novel camera tracking system for AR headset tracking without a direct line of
sight between headset and base station. Specifically, a camera-projector pair with
fixed position serves as the base station, performing traditional SLI scanning where
a the mapping between the camera’s 2D image plane and 3D world coordinates can
be obtained. While the base station is scanning, a second camera, serving as a
mobile headset, takes images of the projected patterns concurrently. Therefore, both
cameras have recorded the 2D phases information that is encoded in the SLI patterns.
Subsequently, the 2D phases from the second camera are compared with the phases
from the base station camera, pixel by pixel. If there is a match, a correspondence
between the second camera’s pixel and its 3D world coordinate from the first is found.
With a minimum of 6 such pixels, the perspective matrix of the second camera can be
derived from which the position and orientation of the second camera are extracted.
Thanks to its unique setup, our collaborative tracking system opens up the possibility
for simultaneous multiple AR headsets tracking so that two or more headsets can
display AR information over the scene in perfect registration across headsets.
In conclusion, three FPGA-based hardware platforms and their individual applications in SLI and/or SAR have been presented in this dissertation. We believe this
work will benefit the whole SLI/SAR community in that it provides great potential for researchers to quickly build up their own 3D scanner or SAR platform so
they can focus more on designing SLI patterns or devising related new algorithms,
etc. We specifically describe a path for using a commodity projector in place of an
industrial light engine, achieving a maximum HDMI frame rate of 120 fps without
93

gamma distortion and with accurate synchronization between camera and projector.
Furthermore, our 2D pattern sets will enable high speed scanning for SAR table systems, unlocking 3D resolutions an order of magnitude greater than RGB+D sensors,
albeit with a reduction in temporal frequency. Applications such as the cadaver table
can now be assembled that fuse the two imaging systems for both high spatial and
temporal resolution.
Given the fact that our FPGA-based controller has made it possible to easily
assemble an SLI 3D scanner or SAR system with commodity projectors and off the
shelf cameras, our future work includes integrating the HDMI controller aspects of the
FPGA into the FPGA controller of the machine vision camera. An added incentive
to develop such a customized camera are its capability of high dynamic range (HDR)
imaging and its flexibility for projector synchronization. Up to now, we have made
a working camera that meets our requirement, but the PCB prototype, as shown
in Fig. 5.1 (left), that connects the camera and the FPGA controller still has some
defects. So if a perfect PCB can be successfully designed and made in the future,
we will be able to build a highly integrated SLI/AR system that no one else has
developed before.
Unlike the previously introduced SLI/SAR systems that are based on conventional FPGAs, this customized camera system is built with a Zynq-7010 system on
a chip (SoC) from Xilinx. The Zynq-7000 series SoCs are not just FPGAs but complete embedded systems that contain an ARM Cortex-A9 MPCore-processor and a
7 series FPGA device [147]. With the powerful computational capabilities of the
ARM processor, the Zynq-7000 is able to fulfill high-end application oriented tasks.
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Figure 5.1: The latest version of PCB that has been made (left) and the system
diagram of the camera (right)
Specifically, an Avnet MicroZed system on a module (SoM) featuring a Zynq-7010
is adopted in our design, it provides a software interface for collecting and processing image data as well as receiving, generating and transmitting HDMI video for
SLI/SAR. An Ethernet port on the MicroZed enables high speed transfer of video
frames back to the host PC.
Figure 5.1 (right) shows the overall system diagram that includes everything except the projector and the host PC. The notation PS stands for processing system
which is the dual-core ARM processor while the notation PL represents the programmable logic which is essentially an FPGA, almost every module that has been
used in previous SLI/AR systems is instantiated here, including an SLI pattern generator, an HDMI transceiver that passes the video stream from host PC to projector,
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an external programmable crystal Si514 that is used to generate clocks at some particular frequencies for HDMI and a modified control logic synchronizing the CMOS
image sensor and the projector. What’s more, there is a 16-bit FIFO bridges the
image data flow between the image sensor and the ARM processor, because they
belong to different clock domains.
Since the ARM processor runs the Linux OS, middleware running on the ARM
cores works as an interface with the ARM core’s OS can see the incoming image data
flow as a standard I/O file and manipulate it with some common I/O functions. The
middleware we picked is the Xillibus [148], it provides C code examples of reading
from the Linux device file FIFO that accompany their Verilog IP core. Similarly, the
video server C++ code running on the MicroZed’s A9 processor reads image pixel
values at a very high speed from the device file, so as not to miss any, and then
sends them over a network socket via Ethernet. Once this network socket has been
published, a remote host may open the stream and view the frames of video read
from the image sensor. In this way, remote SLI scans and/or SAR projections can be
controlled from a remote location.
The chosen image sensor for the system is the LUPA300 from ON Semiconductor [149]. Interfacing components of the system to the MicroZed is achieved with
a custom carrier card (CCC) PCB design as shown in Fig. 5.2. This design is responsible for interfacing the LUPA300 to the MicroZed, which requires custom power
supply circuitry and start-up sequencing. The circuitry to realize this comprises the
Power Delivery Network (PDN) of the system. Designing a robust, effective PDN requires adequate component selection and informed PCB routing techniques in order
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Figure 5.2: The PCB layout of the CCC showing high speed traces (red) and PDN
(blue). Power pours on one internal plane are shown in light gray, while the all-over
ground pour on the other internal plane is not shown
to avoid image sensor data corruption due to interference.
Providing a noise free power supply for sensitive devices such as image sensors, or
other mixed signal and analog devices, is critical for correct device operation. Noise
introduced to supply lines for technology such as analog to digital converters (ADC)
can directly induce error on the conversion result. In the case of the high-speed ADCs
used in the LUPA300 sensor, this power supply noise manifests itself as sinusoidal
stripes in the final image, presumably due to a bias in the ADC circuitry. Filtering
supply inputs to sensitive components, as well as the output of regulators, helps
reduce noise on the power supply. Utilizing separate regulators is another technique,
especially when the voltage rail has high instantaneous current usage. Use of ferrite
beads helps ensure high frequency noise immunity of the system, and is used for
isolating sensitive analog supplies from the shared voltage rail.
In an effort to create a PDN with low output ripple and high noise immunity,
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regulators were sourced that featured internal noise suppression and filtering. The
regulators chosen also require minimal external passive components and the ability
to supply sufficient current for the system. These regulators are 2A ultra-low noise
regulators from Analog Devices [150]. The high current rating allows them to be a
common supply line for the 2.5V supplies of the LUPA300 sensor. These regulators are
supplied from the 5V input to the CCC PCB. This 5V input is from a wall adapter
and is first filtered with an inductor capacitor low pass circuit, as well as several
decoupling capacitors, before being supplied to the input of the 2A regulators.
Bypass capacitors eliminate ripple in power supply lines due to fast switching DC
signals with high di/dt. Minimizing the distance these high speed switching currents
have to travel before reaching the capacitor is also beneficial to the noise reduction
process. It is best practice to place the bypass capacitors as close as possible to
the power connection on the IC of interest. Placing multiple capacitors in parallel
across the supplies of high speed devices is also a common practice, as the smaller a
capacitor value is, the higher frequency noise it will be effective at conducting. Bypass
capacitors on the power rails help to mitigate these effects but cannot suppress them
entirely. Ferrite beads are effective for filtering high frequency power supply noise and
cleanly sharing similar voltage supply rails while preserving high frequency isolation.
The component acts like a resistor, which impedes high frequency noise and dissipates
it as heat [151].
When designing a circuit board for high speed applications, the introduction of
multiple layers for power and ground planes is an industry accepted method [152, 153].
In applications with advanced complexity and very high routing density, such as PC
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motherboard designs, stack-ups can be seen with 6, 8 and 12 layers. For the purpose
of this design, a four layer board stack-up was chosen, with a solid ground plane
directly under the high speed traces of the HDMI signals. This type of design has
multiple advantages over a 2 layer configuration including the availability of extra
copper for dedicated power and ground planes. A solid ground plane is not only
helpful for optimizing return current paths of high speed digital signals [154], it is
also essential to minimizing radiated noise power from these signals by means of
microstrip routing techniques [152].
The LUPA300 was chosen due to its ability to operate at greater than the 120Hz
(the rate of 3D ready projectors) and its non-destructive readout (NDR) capability.
Using an image sensor which supports NDR enables HDR imaging applications [155].
The HDR imaging for SLI has been extensively studied [156, 157, 158], because the
SLI 3D measurement in the situations where objects have a wide variations of surface
reflectivity becomes quite difficult. Special treatment is necessary for this kind of
scenarios, especially when phases are major depth cue that is used to reconstruct the
3D surface. Lin et al. proposed a technique called adaptive digital fringe projection
that adjust the pixel-wise intensity of the projected fringe patterns [159]. Cai et al.
applied light field imaging technology to implement HDR, where a special camera
that is able to record both the position and direction of the light is employed [160].
Zhang et al. [161] presented a technique that takes multiple shots of fringe images
and each of them has unique exposure. Considering dark fringe images have good
quality in bright area while bright fringe images show good performance in dark area,
a perfect image with good overall quality can then be obtained by synthesising multi99

Figure 5.3: A sequence of consecutive six images taken when the non-de
ple images with different exposures. However, Zhang et al. do not have any dedicated
synchronization scheme, they have no other way except to manually switch the fringe
patterns and the 23 different camera exposures from PC, which is so inconvenient
and time consuming. With our proposed customized camera based on LUPA300, the
predicament can be solved.
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To understand the NDR, the fundamentals of how an CMOS image sensor works
need to be introduced. Every pixel in a sensor has the identical initial voltage before
exposure, for those pixels receive light of stronger intensity, their voltages would drop
faster, and there is a threshold which is 0. Once the pixel voltage drops to 0, it
will not go any further even if the exposure has not completed. Consequently, if two
pixels are both read a voltage of 0, the actual light intensities at them can not be
determined. Apparently this is not a desirable situation, the users always want the
obtained pixel voltage to be below the initial value and above 0. Therefore, shorter
exposure is required for those pixels that receive light of strong intensity, and longer
exposure is preferred for those receiving light of weak intensity. Normally, an image
sensor refreshes the voltage of every pixel after each exposure. But non-destructive
readout does not do this, it only refresh the voltages after an exposure if the NDR
bit in a special register is deasserted. Figure 5.3 shows a sequence of six consecutive
images that are taken from our system when the NDR bit is asserted. The exposures
of them range from 4 ms to 20 ms with a step of 4 ms.
Retrieving image data from the LUPA300 image sensor is a joint effort of FGPA
and PC programming. After powering on, the PL delays until the PS boots, after
which an 80Mhz clock from the PL is fed to the LUPA300. After this, the PL
enables the voltage regulators to the LUPA300. This sequence of clock before power is
necessary to reliably enable the image sensor. The CCC PCB provides the connections
necessary for the FPGA software to configure and read data from the image sensor.
Image data is then written to a Xillybus IP core. The underlying physical connections
between the ARM processor and FPGA on the MicroZed in combination with kernel
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Figure 5.4: Data from the image sensor to host PC.
drivers on the ARM side, enable the FIFO to be read as if it were a Linux device file.
This process is visualized in Fig. 5.4.
The synchronization module in the PL of the FPGA synchronizes the LUPA300
with a vertical sync signal either from the PC or the SLI pattern generator. To start
a scan, the PC issues a command to the PS via Ethernet. The command consists
of two parameters: exposure time and trigger delay. Both are sent to the PL via
the Xillybus. The PL then begins to trigger LUPA300 exposures according to these
parameters.
The CCC PCB also provides the physical connections between the LUPA300
image sensor’s serial peripheral interface (SPI) port and the FPGA, so that a register
value can be configured within the sensor. SPI register upload can be done at system
initialization or during operation of the sensor to change programmable gain and
offset on the fly. There are a total of 16 registers in the sensor, and configuration
values are composed of 12 bits. Each SPI transaction is made up of 2 bytes, with the 4
most significant bits of the first byte sent representing the sensor register address. The
upload process as part of system initialization consists of first configuring the image
sensor over the SPI bus and then reading image data over the parallel data output.
Another Xillybus FIFO facilitates this register configuration, having data written to
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it by the video server application running on the MicroZed, and the FPGA reading
FIFO data.
Aside from an intuitive firmware level interface, the Xillibus also provide 32 general
purpose registers which can be accessed from both the PS and PL sides. The values
of them are read by the PL constantly and compared to a previous copy of the
register values to determine whether or not it should re-upload the new values to the
internal registers of LUPA300. In this way, we managed to change the parameters
like exposure, subwindow setting, clock granularity, etc. on the fly. As stated earlier,
one of the advantages of the customized camera over an off the shelf camera is its
better potentials in synchronization with projectors.
Common off-the-shelf cameras take advantage of frame trigger ready for synchronization, the signal indicates the instantaneous status of the camera, when the camera
is exposing, it is low, otherwise it is high. Because the exposure is configured in advance by the software for these cameras. So the FPGA has no idea what the exposure
is for the next frame, it can only monitor the status of the frame trigger ready to
measure the exposure of the current frame. In other words, the FPGA is unable to
predict the exposure of the incoming frame, which makes it hard for the FPGA to
synchronize the projector especially when the exposure needs to be randomly varying
over consecutive frames.
The LUPA300 addresses this problem by supplying an alternative slave mode.
Technically, the image sensor has two working modes: master and slave. The master
mode runs the image sensor with a fixed exposure and starts the frame only according
to the system clock. Once the system clock is provided, the start and end of a frame
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Figure 5.5: A sample image with fixed pattern noise(left) and the same image after
the removal of fixed pattern noise(right)
is set. Obviously this is not the mode that can be synchronized with the projector
as it is more like the free run mode in an off the shelf camera. In contrast, the slave
mode uses an external input pin to receive signal that is able to control the start and
end of a frame, as well as the exposure. So by sending a programmable control signal
from the FPGA to that specific pin, the FPGA can predict the incoming frames,
consequently a more flexible synchronization can be achieved.
Figure 5.5 (left) shows a 640×480 sample image taken in room 675 FPAT, there are
noticeable regularly arranged fixed pattern noises (FPN) [162], which is unavoidable
to nearly all the image sensors. By some simple processing afterwards, the FPN can
be removed as in Fig. 5.5 (right). The NDR has been tested to be working as well,
we can see the captured video repeatedly change from dark to bright then back and
forth by refresh the pixel voltage once every four frames. Unfortunately, the CCC
PCB has not made the HDMI transceiver work, it is so far more like a stand alone
camera but not a highly integrated SLI/SAR system. We hope some efforts in the
future will accomplish the exiting hardware platform for SLI and SAR.
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