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LOW-DISCREPANCY POINT SETS FOR NON-UNIFORM MEASURES
CHRISTOPH AISTLEITNER AND JOSEF DICK
Abstract. In the present paper we prove several results concerning the existence of
low-discrepancy point sets with respect to an arbitrary non-uniform measure µ on the
d-dimensional unit cube. We improve a theorem of Beck, by showing that for any d ≥ 1,
N ≥ 1, and any non-negative, normalized Borel measure µ on [0, 1]d there exists a point
set x1, . . . , xN ∈ [0, 1]d whose star-discrepancy with respect to µ is of order
D∗N (x1, . . . , xN ;µ)≪
(logN)(3d+1)/2
N
.
For the proof we use a theorem of Banaszczyk concerning the balancing of vectors, which
implies an upper bound for the linear discrepancy of hypergraphs. Furthermore, the
theory of large deviation bounds for empirical processes indexed by sets is discussed, and
we prove a numerically explicit upper bound for the inverse of the discrepancy for Vapnik–
Cˇervonenkis classes. Finally, using a recent version of the Koksma–Hlawka inequality
due to Brandolini, Colzani, Gigante and Travaglini, we show that our results imply the
existence of cubature rules yielding fast convergence rates for the numerical integration of
functions having discontinuities of a certain form.
1. Introduction
Let x1, . . . , xN be a set of points in the d-dimensional unit cube [0, 1]
d. The star-discrepancy
D∗N of x1, . . . , xN is defined as
(1) D∗N(x1, . . . , xN) = sup
A⊂[0,1]d
∣∣∣∣∣ 1N
N∑
n=1
1A(xn)− λ(A)
∣∣∣∣∣ ,
where 1A denotes the indicator function of A, λ is the d-dimensional Lebesgue measure,
and the supremum is extended over all axis-parallel boxes A which have one vertex at the
origin. By the Koksma–Hlawka inequality, for any x1, . . . , xN and any function f which
has total variation Var f on [0, 1]d (in the sense of Hardy and Krause) we have
(2)
∣∣∣∣∣ 1N
N∑
n=1
f(xn)−
∫
[0,1]d
f(x) dx
∣∣∣∣∣ ≤ D∗N (x1, . . . , xN ) ·Var f.
Consequently, point sets having small discrepancy can be used for numerical integration.
This method is called Quasi-Monte Carlo method (as opposed to the Monte Carlo method,
which uses randomly sampled points), and is heavily used in applications such as option
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pricing in financial mathematics. There exist several constructions of d-dimensional N -
element point sets achieving a discrepancy of order
(3) D∗N(x1, . . . , xN )≪
(logN)d−1
N
.
Consequently, the error of Quasi-Monte Carlo integration for cleverly chosen sampling
points is asymptotically significantly smaller than the (probabilistic) error of order N−1/2
of the Monte Carlo method. For more information on discrepancy theory and the Quasi-
Monte Carlo method, see for example [13, 15, 22].
Upper bounds of the form (3) are only useful if the number of points N is large in com-
parison with the dimension d; in particular, the expression on the right-hand side of (3)
is increasing for N ≤ ed−1. To investigate low-discrepancy point sets whose cardinality
is of moderate size in comparison with the dimension d, the notion of the inverse of the
star-discrepancy was introduced. Let n∗(d, ε) denote the smallest possible cardinality of a
point set in [0, 1]d achieving a star-discrepancy of at most ε. Heinrich, Novak, Wasilkowski
and Woz´niakowski [20] proved that
(4) n∗(d, ε) ≤ cabsdε−2
for some absolute constant cabs, and Hinrichs [21] obtained the lower bound
(5) n∗(d, ε) ≥ cabsdε−1.
Thus the inverse of the star-discrepancy depends linearly on the dimension; on the other
hand, the precise dependence of n∗(d, ε) on ε is still an open problem.
The notion of the star-discrepancy can be easily generalized to measures µ different from
the Lebesgue measure λ (which is the measure of the uniform distribution on [0, 1]d). In
the following we will assume that µ is a real, non-negative, normalized Borel measure on
[0, 1]d. Similar to (1), we define the star-discrepancy of a point set x1, . . . , xN ∈ [0, 1]d with
respect to µ by
(6) D∗N(x1, . . . , xN ;µ) = sup
A⊂[0,1]d
∣∣∣∣∣ 1N
N∑
n=1
1A(xn)− µ(A)
∣∣∣∣∣ .
For any such µ, any d ≥ 1 and any N ≥ 1, Beck [5] proved the existence of a point set
x1, . . . , xN ∈ [0, 1]d for which
(7) D∗N(x1, . . . , xN ;µ)≪
(logN)2d
N
,
where the (unspecified) implied constant may only depend on d, but not on N and, some-
what surprisingly, also not on the measure µ. As a consequence for any µ and any d ≥ 1
there also exists an infinite sequence of points (xn)n≥1 from [0, 1]
d for which
D∗N(x1, . . . , xN ;µ)≪
(logN)2d+2
N
for all N ≥ 1.
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The purpose of the present paper is to obtain an improved and numerically explicit ver-
sion of Beck’s theorems, using results on the balancing of vectors and the discrepancy of
hypergraphs (these concepts are described in detail in Section 2 below). For the proof
we need to approximate a general measure by a discrete measure, and we show how this
problem is connected with the theory of large deviations of empirical processes and the
inverse of the star-discrepancy. We also prove a general, numerically explicit version of (4)
(see Section 3). Finally, combining our results with a recent version of the Koksma–Hlawka
inequality due to Brandolini et al. [9], we prove the existence of cubature rules achieving
fast asymptotic convergence rates for the numerical integration of functions having discon-
tinuities of a certain form (see Section 4).
Theorem 1. Let µ be any non-negative normalized Borel measure on [0, 1]d, where d ≥ 1
is arbitrary. Then for any N ≥ 1 there exist points x1, . . . , xN ∈ [0, 1]d such that
D∗N (x1, . . . , xN ;µ) ≤ 63
√
d
(2 + log2N)
(3d+1)/2
N
.
Theorem 2. Let µ be any non-negative normalized Borel measure on [0, 1]d, where d ≥ 1
is arbitrary. Then there exists an infinite sequence (xn)n≥1 of points from [0, 1]
d such that
D∗N(x1, . . . , xN ;µ) ≤ 133
√
d+ 1
(4 + 2 log2N)
(3d+4)/2
N
for N ≥ 1.
In the statement of these theorems and throughout the rest of this paper log denotes the
natural logarithm, and log2 denotes the dyadic logarithm.
For the proofs of these theorems we need several auxiliary results concerning the linear
discrepancy of hypergraphs and the approximation of measures by discrete measures; they
are presented in Sections 2 and 3, respectively. In Section 4 we present an application of
Theorem 1 for the numerical integration of certain discontinuous functions. Some open
problems are stated in Section 5, and proofs are given in Section 6.
2. Discrepancy of hypergraphs and matrices
Let X be a finite set, and let E be a family of subsets of X (which are called (hyper)edges).
Then the pair H = (X, E) is called a (finite) hypergraph. We can partition the elements of
X into two classes by a coloring function b : X → {−1, 1}. The discrepancy of H is then
defined as
disc(H) = min
b: X→{−1,1}
max
E∈E
|b(E)|,
where b(E) =
∑
x∈E b(x). The concept of discrepancy of hypergraphs can be generalized
to discrepancy of matrices in a natural way. Let A = (aij)1≤i≤m,1≤j≤n be an m×n-matrix,
and set
disc(A) = min
b∈{−1,1}n
‖Ab‖∞.
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This notion of discrepancy of matrices really contains the notion of discrepancy of hyper-
graphs; to see this, let X = {x1, . . . , xn} and E = {E1, . . . , Em} and set A = (aij), where
aij = 1 whenever xj ∈ Ei and aij = 0 otherwise. Then A is called the incidence matrix of
H and disc(A) = disc(H).
There are two closely related notions of discrepancy of matrices. One of them is the linear
discrepancy, which is defined as
lindisc(A) = max
β∈[−1,1]n
min
b∈{−1,1}n
‖A(β − b)‖∞.
The second is the hereditary discrepancy, which is defined as
herdisc(A) = max
J⊂{1,...,n}
disc((aij)1≤i≤m,j∈J).
Both notions can also be used to define the respective discrepancies for hypergraphs, by
identifying a hypergraph with its incidence matrix. Then herdisc(H) is the maximum dis-
crepancy of all induced subgraphs of H, while lindisc(H) gives a bound for the error for
approximating reals by integers (in the spirit of Lemmas 1 and 2 below).
An important relation which we will need is that for any A we have
(8) lindisc(A) ≤ 2 herdisc(A);
this inequality is due to Beck–Spencer [6] and Lova´sz–Spencer–Vesztergombi [23]. More
information on the discrepancy of hypergraphs and matrices can be found in the books of
Chazelle [10] and Matousˇek [25].
Let ∆(H) denote the maximum degree of a hypergraph H, that is
∆(H) = max
x∈X
#{E ∈ E : x ∈ E}.
In other words, no element x of X is contained in more than ∆(H) sets E ∈ E . The
Beck–Fiala theorem states that
(9) disc(H) ≤ 2∆(H)− 1
for any hypergraph H. Clearly the maximum degree of an induced subgraph of H cannot
exceed the maximum degree of H. Thus by a combination of (8) and (9) we have
(10) lindisc(H) ≤ 4∆(H)− 2
for any hypergraph H. A direct consequence of this inequality is the following lemma,
which is (in a slightly stronger form) the key ingredient in Beck’s proof of (7) in [5].
Lemma 1. Let real numbers β1, . . . , βn ∈ [0, 1] be given, and let E be a family of subsets
of {1, . . . , n}. Assume that each i ∈ {1, . . . , n} belongs to at most ∆ elements of E . Then
there exist integers b1, . . . , bn ∈ {0, 1} such that∣∣∣∣∣∑
i∈E
βi −
∑
i∈E
bi
∣∣∣∣∣ ≤ 2∆− 1 for all E ∈ E .
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(Note that this lemma corresponds to using “colors” {0, 1} rather than {−1, 1}, which
saves us a factor 2 in comparison with (10)).
The Beck–Fiala theorem is remarkable insofar as the upper bound in (9) depends only on
∆(H), but not on the number of vertices n or the number of edges m. However, it turns
out that we can improve (7) by using a different bound for the discrepancy of hypergraphs,
which gives an improved dependence on ∆(H) at the cost of an additional dependence on
m. The following lemma is a consequence of a result of Banaszczyk [4]; we will first state
his result, then the lemma we need, and then show how the latter can be deduced from
the former.
Banaszczyk proved the following ([4, Theorem 1 and the remark on p. 353]): Let K
be a convex body in Rm whose m-dimensional (standard) Gaussian measure γm is at
least γm(K) ≥ 1/2 and which contains the origin in its interior. Then for any points
u1, . . . , un ∈ Rm satisfying ‖ui‖2 ≤ 1/5, 1 ≤ i ≤ n, there exist signs b1, . . . , bn ∈ {−1, 1}
such that b1u1 + · · ·+ bnun ∈ K.
Lemma 2. Let real numbers β1, . . . , βn ∈ [0, 1] be given, and let E be a family of subsets
of {1, . . . , n}. Assume that each i ∈ {1, . . . , n} belongs to at most ∆ elements of E , and let
m denote the cardinality of E . Then there exist integers b1, . . . , bn ∈ {0, 1} such that∣∣∣∣∣∑
i∈E
βi −
∑
i∈E
bi
∣∣∣∣∣ ≤ 5√2∆ log(2m) for all E ∈ E .
Here we can choose bi = 0 whenever βi = 0.
The fact that Banaszczyk’s theorem implies an upper bound for the discrepancy of a hy-
pergraph of given maximum degree is known, and is for example mentioned at the end of
Section 4.3 of Matousˇek’s book [25, p. 115-116] (where the upper bound O(√∆ logn) is
given). However, we have not found any place where the value of the implied constant is
explicitly stated; thus a detailed deduction of Lemma 2 is given below.
Banaszczyk’s theorem can also be applied to another interesting problem. Let u1, . . . , un ∈
R
m be vectors having Euclidean norm at most 1. Then by Banaszczyk’s theorem there
exist signs b1, . . . , bn ∈ {−1, 1} such that ‖b1u1 + · · · + bnun‖∞ = O(
√
logm). A famous
conjecture of Komlos states that here the factor O(√logm) can be replaced by an absolute
constant. If the Komlos conjecture is true, then the upper bound in (9) can be replaced by
O(√∆(H)) (which is known as the Beck–Fiala conjecture), the upper bound in Lemmas 1
and 2 can also be replaced by O(√∆), and the asymptotic order of the logarithmic terms in
Theorems 1 and 2 can be improved from (3d+1)/2 and (3d+4)/2 to 3d/2 and (3d+3)/2,
respectively.
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Proof of Lemma 2. The density of the m-dimensional standard Gaussian measure is given
by
γn(y1, . . . , ym) = (2pi)
−m/2 exp
(
−y
2
1 + · · ·+ y2m
2
)
, (y1, . . . , ym) ∈ Rm.
Consequently for K = [−√2 log(2m),√2 log(2m)]m we have
γm(K) =
(
1√
2pi
∫ √2 log(2m)
−
√
2 log(2m)
e−y
2/2 dy
)m
≥
(
1− 2√
2pi
∫ ∞
√
2 log(2m)
y√
2 log(2m)
e−y
2/2 dy
)m
=
(
1− 1√
pi log(2m)
e− log(2m)
)m
=
(
1− 1
2m
√
pi log(2m)
)m
≥ 1/2
(note that
√
pi log(2m) ≥ 1 for m ≥ 1). Let X = {1, . . . , n} and the family E of subsets of
X be given, and write H = (X, E). Then by the assumptions of the lemma the hypergraph
H has maximum degree at most ∆, and consequently the incidence matrix A of H has
column vectors u1, . . . , un for which ‖ui‖2 ≤
√
∆, 1 ≤ i ≤ n. Thus by Banaszczyk’s
theorem there exists colors b1, . . . , bn ∈ {−1, 1} such that
‖b1u1 + · · ·+ bnun‖∞ ≤ 5
√
2∆ log(2m).
In other words, for the discrepancy of H we have
disc(H) ≤ 5
√
2∆ log(2m).
Since the maximum degree of any induced subgraph of H is also at most ∆, together
with (8) this yields
lindisc(H) ≤ 10
√
2∆ log(2m),
which implies Lemma 2 (note again that in Lemma 2 we use “colors” {0, 1} instead of
{−1, 1}, which saves us a factor 2). The fact that we can choose bi = 0 whenever βi =
0 is trivial (we can simply ignore all vertices i for which βi = 0 in the application of
Banaszczyk’s theorem). 
3. Empirical processes
One important ingredient in the proofs of Theorems 1 and 2 is the fact that any measure
µ on [0, 1]d can be approximated by a discrete measure. In this section it is shown how
the existence of such an approximation, together with convergence rates, can be proved
by considering the empirical process of µ-distributed independent random variables, and
how large deviation bounds for empirical processes indexed by sets can be used to obtain a
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generalization of the inverse of the discrepancy-result (4). The results which we obtain in
this section are much stronger than what would be necessary for the proofs of Theorems 1
and 2, but they are of some independent interest.
Throughout this section, let X1, X2, . . . be a sequence of independent, identically dis-
tributed random variables taking values in a measurable space (X,A) and having distri-
bution P , and let C be a class of subsets of X . For C ∈ C let PN(C) denote the empirical
distribution of X1, . . . , XN , that is,
PN =
1
N
N∑
n=1
δXn ,
where δY denotes the Dirac measure centered on Y , and let
αN (C) = N
1/2(PN(C)− P (C)), C ∈ C,
denote the empirical process indexed by C. To avoid measurability problems we will
throughout this paper assume that C is countable. In this section we will be concerned
with probabilistic estimates for the size of
(11) sup
C∈C
|αN(C)|,
which of course will depend on the complexity of the class C. Let A be a finite subset
of X . Then C is said to shatter A if for every subset B of A there exists a C ∈ C such
that B = A ∩ C. If there exists a largest finite number d such that C shatters at least
one set of cardinality d, then C is called a Vapnik–Cˇervonenkis class (VC-class) of index d.
The notion of VC-classes is well-established in the theory of empirical processes indexed
by sets, since there exist strong bounds for the metric entropy of such classes. Using such
entropy bounds (due to Haussler [19]), Talagrand [27, Theorem 1.1 (i)] proved that there
exists an absolute constant cabs such that for each VC-class C of index d ≥ 1 we have for
all t > 0
(12) P
(
sup
C∈C
|αN(C)| ≥ t
)
≤ cabs
t
(
cabst
2
d
)d
e−2t
2
.
Talagrand’s result, which is the key ingredient in the proof of (4), is a significant improve-
ment of earlier results of a similar type (for a comparison with earlier results, see Table
1 in [30]). Regrettably Talagrand doesn’t give an explicit value for the value of the con-
stant cabs in (12). It seems that in principle Talagrand’s method would allow to obtain an
explicit estimate for cabs; however, he writes: “We have, however, felt that the search of
sharp numerical constants is better left to others with the talent and the taste for it” ([27,
p. 31]), and apparently no one has carried out these calculations since then. Yet there
do exist weaker versions of (12) which do not involve any unknown constants. One result
of this type is the original estimate of Vapnik and Cˇervonenkis [29], which together with
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Sauer’s lemma [26] gives
(13) P
(
sup
C∈C
|αN(C)| ≥ t
)
≤ 8
(
eN
d
)d
e−t
2/32
for t > 0 (for a textbook treatment, see for example [11, Theorem 12.5]). Note that (13) is
weaker than (12) in both its dependence on N and t, and could not be used to prove (4).
Another completely explicit large deviations bound for empirical processes, which will be
perfectly suitable for our purpose, is due to Alexander. We state it as a lemma.
Lemma 3. Let N ≥ 1 and let C be a countable VC-class of index d. Then for any t
satisfying both
(14) t >
233/2d√
N
log
(
max
(
N
2d
, e
))
and
(15) t >
√
225d log(4).
we have
P
(
sup
C∈C
|αN(C)| > t
)
≤ 16e−t2 .
Remarks: This is a special case of [3, Theorem 2.8 (ii)]. In fact, Alexander’s theorem
is much more general than Lemma 3, insofar as it is formulated for a VC graph class of
functions with (d, k)-constructible graph region class rather than for a VC class of sets.
However, as noted on [3, p. 1049], a VC class of index d is always a VC graph class
with (d, 1)-constructible graph region class; moreover, every result formulated for a class
of functions is clearly also applicable for a class of sets (by considering the indicator func-
tions of the sets). Furthermore, for the parameters in Alexander’s theorem we have chosen
ψ = 2M2 (which is permitted by the remark after [3, Equation (1.7)]) and ε = 1/2. Since
our functions f are of the form 1C(Xn) for some sets C we have 0 ≤ f(Xn) ≤ 1, and
hence the variance of f(Xn) is at most 1/4; consequently, we can choose α = 1/4. Fi-
nally, the estimate in Alexander’s theorem is for the outer measure P∗ rather than the
measure P; however, by assuming that C is countable we can avoid all measurability prob-
lems, which means that the set {sup |αN | > t} is measurable and we can use the measure P.
As mentioned before, Talagrand’s inequality (12) is the key ingredient in the proof of (4),
together with the well-known fact that the class of axis-parallel boxes in [0, 1]d which have
one vertex in the origin is a VC-class of index d. However, as observed by Heinrich et
al., Talagrand’s inequality (12) can be used to obtain a much more general inverse of the
star-discrepancy result for VC-classes. Using the notation from above, let t1, . . . , tN be
points in X and set
D
(C,P )
N (t1, . . . , tN) = sup
C∈C
∣∣∣∣∣ 1N
N∑
n=1
1C(tn)− P (C)
∣∣∣∣∣ .
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Assume that C is a VC-class of index d. Then by (12) there exist points t1, . . . , tN ∈ X
such that
(16) D
(C,P )
N (t1, . . . , tN) ≤ cabs
√
d√
N
,
which means that there always exists a point set of cardinality at most cabsdε
−2 achieving
a D
(C,P )
N -discrepancy of at most ε. Since Talagrand’s inequality contains an unspecified
constant, the same is the case for (16). However, as we will see in the sequel, using
Lemma 3 instead of (12) we can obtain a fully explicit version of (16), which we state as
the following theorem.
Theorem 3. Let (X,A, P ) be a probability space, and let C be a class of subsets of X.
Assume furthermore that C is a countable VC-class of index d. Then for any N ≥ 1 there
exist points t1, . . . , tN ∈ X for which
D
(C,P )
N (t1, . . . , tN) ≤ 213
√
d√
N
.
Consequently, for any ε ∈ (0, 1) there exists a set of a most N(ε) = 226dε−2 points whose
D
(C,P )
N -discrepancy does not exceed ε.
Theorem 3 is the first fully explicit inverse of the discrepancy-type result for VC classes.
However, the value of the constants in Theorem 3 is not very satisfactory, given the fact
that in inequality (4) (that is, in the case of the star-discrepancy on [0, 1]d) we may choose
cabs = 100 (see [1]). One way for a possible improvement of the constants in Theorem 3
would of course be to try to find a explicit version of Talagrand’s inequality (12). Another
possible way would be to use Massart’s [24] explicit version of an other large deviations
bounds for empirical processes due to Talagrand [28]; however, this bound involves the
quantity
(17) E
(
sup
C∈C
|αN(C)|
)
,
which depends on the entropy of the class C. Using Haussler’s entropy bounds for VC
classes and the method for estimating (17) which is indicated in [16, Section 5.2] it might
be possible to obtain an improved version of Theorem 3. For the problem of estimating (17)
in the context of low-discrepancy point sets on [0, 1]d see [2, 14].
To conclude this section, we repeat an argument from [20] to show how to apply the results
obtained for the discrepancy D
(C,P )
N in Theorem 3 to the case of the discrepancy D
∗
N( · ;µ),
as defined in (6). Clearly, using the notation from the present section, we have to choose
X = [0, 1]d and P = µ. However, we cannot choose C as the class of all axis-parallel boxes
in [0, 1]d having one vertex at the origin, as this class obviously is not countable. Instead we
choose C as the class of all such boxes which have only rational coordinates. Restricting the
test sets A in definition (6) to boxes having only rational coordinates does not change the
value of the star-discrepancy. Consequently, with these settings the discrepancies D
(C,P )
N
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and D∗N( · ;µ) coincide, and Theorem 3 includes an inverse of the star-discrepancy result
for the discrepancy D∗N( · ;µ), which is stated as a corollary below.
Corollary 1. Let µ be any non-negative, normalized Borel measure on [0, 1]d. Then for
any N ≥ 1 there exist points x1, . . . , xN ∈ [0, 1]d such that
D∗N(x1, . . . , xN ;µ) ≤ 213
√
d√
N
.
Furthermore, for any ε ∈ (0, 1) there exists a set of a most N(ε) = 226dε−2 points whose
star-discrepancy with respect to µ does not exceed ε.
4. Numerical integration of discontinuous functions
The Koksma–Hlawka inequality (2) can be rewritten for smooth functions f on [0, 1]d in
the form
(18)
∣∣∣∣∣ 1N
N∑
n=1
f(xn)−
∫
[0,1]d
f(x) dx
∣∣∣∣∣ ≤ D∗N(x1, . . . , xN) · V1,1(f),
where
(19) V1,1(f) =
∑
u⊂{1,...,d}
∫
[0,1]|u|
∣∣∣∣∂|u|f∂xu (xu; 1)
∣∣∣∣ dxu.
Here the sum is extended over all subsets u of {1, . . . , d}. The symbol xu means that only
those coordinates of x are considered whose index is contained in u, and (xu; 1) means
that all those components of x whose index is not contained in u are replaced by 1. The
quantity V1,1(f) is the norm corresponding to an inner product in a certain reproducing
kernel Hilbert space of Sobolev type; for more details, see for example [12, Chapter 3]
or [13, Chapter 2].
The inequality (18) allows a nice function-analytic interpretation of the error of Quasi-
Monte Carlo integration for smooth functions; however, it is not of any use if the function
f has discontinuities. The Koksma–Hlawka inequality in the form (2) is slightly more
flexible, since it also yields upper bounds for the numerical integration of discontinuous
functions. In particular, this is the case if f is the indicator function of an axis-parallel box
having one vertex at the origin (which is not surprising in consideration of the definition
of the star-discrepancy). However, the variation of a function f in the sense of Hardy
and Krause can be infinity even if f is a rather simple function, for example the indicator
function of a polytope which does not only have axis-parallel faces.
Let Ω be a subset of [0, 1]d, and assume that f(x) is of the form
(20) g(x) · 1Ω(x),
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where g is a smooth function. Let x1, . . . , xN be points in [0, 1]
d. Can we then obtain a
bound for the QMC integration error
(21)
∣∣∣∣∣ 1N
N∑
n=1
f(xn)−
∫
[0,1]d
f(x) dx
∣∣∣∣∣
in terms of an (appropriately defined) discrepancy of x1, . . . , xN , which holds uniformly for
all possible sets Ω? Probably not without strong a-priori restrictions on the class of sets
in which Ω has to lie. For example, even if we set g ≡ 1 but allow Ω to be any subset of
[0, 1]d, there will always be a choice of Ω such that the error in (21) equals 1 (namely if
we take Ω = [0, 1]d\{x1, . . . , xN}). Also if we impose some restrictions on Ω we will not
necessarily get any good bounds for the QMC error (21): For example, if g ≡ 1 and Ω
can be any convex set, then independent of the point set x1, . . . , xN the error in (21) will
not be better than ≫ N−2/(d+1) for some choice of Ω (a variant of the Koksma–Hlawka
inequality for functions having convex super-level sets has actually recently been proved
by Harman [18]). In other words, we cannot expect to find a point set which gives good
error bounds for QMC integration for functions of the form (20) which hold uniformly for
all sets Ω from a large class of subsets of [0, 1]d.
However, the problem of numerical integration of functions having discontinuities cannot
be entirely neglected, since such functions arise in a natural way in one of the main areas of
applications of QMC methods. More precisely, QMC methods are a standard tool for pric-
ing financial derivatives in financial mathematics, and there are classes of such derivatives,
such as digital options and barrier options, which have a discontinuous payoff function. In
a standard model of financial mathematics the value of the underlying asset is assumed
to follow a geometric Brownian motion, and the value of a financial derivative is given by
the expected value of the payoff under the risk-neutral measure. The Brownian motion is
discretized into d intervals, and points in [0, 1]d are used, together with a suitable path-
generating method, to simulate a path of the geometric Brownian motion. Accordingly,
the payoff of the financial derivative can be estimated by the d-dimensional integral of
a function f , where the properties of f depend on both the payoff of the derivative and
on the path-generating method which is used. For the basic principles of this method see
Glasserman [17]. The influence of the path-generating method on the effectiveness of QMC
integration has been studied in detail by Wang and Tan [31, 32].
In the sequel we will show that once we assume that the set Ω (where the discontinuities
occur) is fixed, then we can find QMC point sets with asymptotic convergence rate almost
as good as (3). The key ingredient (besides Theorem 1) is a recent variant of the Koksma–
Hlawka inequality for general integration domains, which is due to Brandolini, Colzani,
Gigante and Travaglini [9]. They proved (amongst many other results) the following in-
equality, which we state as a lemma.
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Lemma 4. Let f be a continuous function on Td, and let Ω be a Borel subset of [0, 1]d.
Then for x1, . . . , xN in [0, 1]
d we have∣∣∣∣∣ 1N
N∑
n=1
(f · 1Ω)(xn)−
∫
Ω
f(x) dx
∣∣∣∣∣ ≤ DΩN(x1, . . . , xN) · V (f),
where
(22) D
(Ω)
N (x1, . . . , xN) = 2
d sup
A⊂[0,1]d
∣∣∣∣∣ 1N
N∑
n=1
1Ω∩A(xn)− λ(Ω ∩A)
∣∣∣∣∣
and
(23) V (f) =
∑
u⊂{1,...,d}
2d−|u|
∫
[0,1]d
∣∣∣∣ ∂|u|∂xu f(x)
∣∣∣∣ dx,
where ∂
|u|
∂xu
f(x) is the partial derivative of f with respect to those components of x with index
in u, and the supremum is taken over all axis-parallel boxes A.
As a consequence we get the following theorem.
Theorem 4. Let f by a continuous function on Td, and let Ω be a Borel subset of [0, 1]d
which has positive d-dimensional Lebesgue measure λ. Then for any N ≥ 1 there exist
points x1, . . . , xN in [0, 1]
d for which
(24)
∣∣∣∣∣ 1N
N∑
n=1
f(xn)− 1
λ(Ω)
∫
Ω
f(x) dλ(x)
∣∣∣∣∣ ≤ 63
√
d 4d (2 + log2N)
(3d+1)/2 + 1
N
+
‖f‖∞
N
where V (f) is defined in (23).
The purpose of Theorem 4 is to show that in principle there exist QMC point sets which
yield fast asymptotic convergence rates for QMC integration for functions of the form (20).
Note, however, that the point set x1, . . . , xN in Theorem 4 depends on Ω, and consequently
we would have to construct different point sets for functions having their discontinuities
at different positions (which is not surprising, as noted at the beginning of this section).
Thus for calculating the risk-neutral price of a financial derivative with discontinuous pay-
off the point set yielding small QMC integration error has to be chosen with respect to
both the barrier (where the discontinuity occurs) and the path-generating method (but
not depending on the value of the payoff). Additionally equation (24) contains the term
λ(Ω), which might be unknown. Furthermore the proof of Theorem 1 is of a purely prob-
abilistic/combinatorial nature and not constructive, so it remains an open problem how
to construct such point sets (possibly in a parametric form, depending on Ω). Thus The-
orem 4 is far away from a possible implementation, and is mostly of theoretical interest.
Note that the assumption λ(Ω) > 0 in Theorem 4 is no real restriction, since in the case
λ(Ω) = 0 we clearly have ∫
Ω
f(x) dλ(x) = 0
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for any function f(x), which makes numerical integration pointless. Note also that Theo-
rem 4 is not a trivial consequence of Theorem 1, combined with Lemma 4, since the two
notions of discrepancy in (6) and (22) are defined in a different way. We will choose µ in
such a way that
(25) µ(A) =
λ(Ω ∩ A)
λ(Ω)
.
Then µ is a normalized measure. However, then the discrepancy defined in (6) is given by
(26) sup
A⊂[0,1]d
∣∣∣∣∣ 1N
N∑
n=1
1A(xn)− λ(Ω ∩A)
λ(Ω)
∣∣∣∣∣ ,
which is not the same as (22); in particular, these discrepancies are only comparable for
our point set from Theorem 1 if we can guarantee that all points constructed there for the
measure µ given by (25) are contained in Ω (which actually is the case, as the proof of
Theorem 4 will show).
5. Open problems
As mentioned in (3) for any d ≥ 1 and N ≥ 1 there exists a (finite) point set x1, . . . , xN
whose star-discrepancy (with respect to the uniform measure on [0, 1]d) is bounded by
(27) D∗N(x1, . . . , xN)≪ (logN)d−1N−1;
here the implied constant depends on d. Furthermore, there exists an infinite sequence
(xn)n≥1 of points from [0, 1]
d whose star-discrepancy is bounded by
(28) D∗N (x1, . . . , xN )≪ (logN)dN−1 for all N ≥ 1,
where again the implied constant depends on d. It is unknown if these upper bounds are
optimal, and the problem of finding the optimal convergence rates in these inequalities is
called the Great Open Problem of discrepancy theory. The best known lower bound is
D∗N (x1, . . . , xN )≫ (logN)(d−1)/2+η(d)
for some η > 0, and for any (finite) set of N points in [0, 1]d, due to Bilyk, Lacey and
Vagharshakyan [8] (see [7] for a survey). Obviously the upper bounds in Theorem 1 and 2
are of asymptotic order
(29) D∗N(x1, . . . , xN ;µ)≪ (logN)(3d+1)/2N−1
for a finite point set x1, . . . , xN , and
(30) D∗N(x1, . . . , xN ;µ)≪ (logN)(3d+4)/2N−1 for all N ≥ 1
for an infinite sequence (xn)n≥1; it would be very interesting to know if the asymptotic
upper bounds in these inequalities can be improved to (27) and (28), respectively. As
mentioned in Section 2, a proof of the Komlos conjecture (or the Beck–Fiala conjecture)
would imply that the exponents of the logarithmic terms in (29) and (30) could both be
reduced by 1/2, which would still leave a gap to (27) and (28).
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As mentioned in Section 1, the problem concerning the inverse of the discrepancy is open
even in the case of the “classical” star-discrepancy (that is, with respect to the uniform
measure). As noted in Section 3 the upper bound (4) remains valid if the uniform measure
is replaced by an other measure on [0, 1]d; on the other hand, Hinrichs’ proof of the lower
bound (5) depends on the metric entropy of the system of axis-parallel boxes with respect
to the uniform measure, and can (as far as we understand) not easily be generalized to
other measures. Thus many problems concerning the inverse of the discrepancy for the
star-discrepancy D∗N , the discrepancy D
∗
N(·, µ) and the discrepancy D(C,P )N remain open.
As noted after the statement of Theorem 3, it would also be interesting to get an improved
version of this theorem with a significantly smaller value for the numerical constant, in
the general case of the inverse of the discrepancy with respect to general measures and
VC-classes.
As far as we know, Lemma 4 of Brandolini, Colzani, Gigante and Travaglini is the first
Erdo˝s-Tura´n inequality of this general type (together with an inequality of Harman [18],
which seems to be less useful for numerical integration). Generalizing and improving this
inequality would be very interesting. In particular it would be helpful to get rid of the
terms which are exponential in d, and which spoil a possible application of the point set
from Corollary 1 in order to obtain a version of Theorem 4 which is suitable for point sets
which have moderate cardinality N in comparison with d. Furthermore it would be nice
to have a version of Lemma 4 which is formulated for the discrepancy in (26) rather than
(22); such a Koksma-Hlawka inequality would be more convenient in the case when Ω is
fixed and has small volume, and could for example render the laborious technical argument
in the proof of Theorem 4 unnecessary.
6. Proofs
The proofs given here for Theorem 1 and Theorem 2 are similar to those given for (7) by
Beck in [5], the only major differences being that we use Lemma 2 instead of Lemma 1,
and carefully take into account the dependence of all involved quantities on the dimension d.
As a consequence of Lemma 2, we get the following lemma.
Lemma 5. For (i1, . . . , id) ∈ {1, . . . , N}d, let numbers β(i1,...,id) from [0, 1] be given. Then
there exist numbers b(i1,...,id) ∈ {0, 1} such that b(i1,...,id) = 0 whenever β(i1,...,id) = 0, and
such that for all (J1, . . . , Jd) ∈ {1, . . . , N}d we have∣∣∣∣∣
J1∑
i1=1
· · ·
Jd∑
id=1
(
b(i1,...,id) − β(i1,...,id)
)∣∣∣∣∣ ≤ 10√d (2 + log2N)(3d+1)/2 .
Proof. For simplicity, we assume that N = 2m for some integer m ≥ 1 (this assumption will
be dropped at the end of the proof). We use a classical dyadic decomposition method. Let
m1, . . . , md be non-negative integers such that 0 ≤ m1, . . . , md ≤ m, and let E(m1, . . . , md)
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denote the class of all sets of the form
d∏
s=1
{js2ms + 1, . . . , (js + 1)2ms},
(where the product
∏
denotes the Cartesian product of sets), for 0 ≤ js < 2m−ms , 1 ≤
s ≤ d. Then for any fixed m1, . . . , md the class E(m1, . . . , md) forms a partition of
{1, . . . , N}d, which implies that for fixed m1, . . . , md any (i1, . . . , id) appears in only one
set of E(m1, . . . , md). On the other hand, for fixed m1, . . . , md the class E(m1, . . . , md) con-
sists of at most Nd elements. The number of possible values for (m1, . . . , md) is (m+ 1)
d.
Thus by Lemma 2 there exist numbers b(i1,...,id) ∈ {0, 1} such that for any set E which is
contained in E(m1, . . . , md) for some m1, . . . , md we have∣∣∣∣∣∣
∑
(i1,...,id)∈E
(
b(i1,...,id) − β(i1,...,id)
)∣∣∣∣∣∣ ≤ 5
√
2(m+ 1)d log(2(m+ 1)dNd)
≤ 10
√
d(m+ 1)d log(2N),
and such that additionally b(i1,...,id) = 0 whenever β(i1,...,id) = 0.
For arbitrary J1, . . . , Jd from {1, . . . , N} the set
d∏
s=1
{1, . . . , Js}
can be written as a disjoint union of sets from⋃
0≤ms≤m for 1 ≤ s ≤ d
E(m1, . . . , md),
in such a way that we take at most one set from E(m1, . . . , md) for any possible m1, . . . , md
(such a representation is easily found from the binary representation of the numbers
J1, . . . , Jd). Consequently we have
(31)
∣∣∣∣∣∣
∑
(i1,...,id)∈
∏d
s=1{1,...,Js}
(
b(i1,...,id) − β(i1,...,id)
)∣∣∣∣∣∣ ≤ 10
√
d(m+ 1)d log(2N)(m+ 1)d
for any J1, . . . , Jd. Finally, assume that N is not an integral power of 2. Then we can set
Nˆ for the smallest number exceeding N which is an integral power of 2, and set
b(i1,...,id) = 0 and β(i1,...,id) = 0 for (i1, . . . , id) ∈ {1, . . . , Nˆ}d
∖{1, . . . , N}d.
Then from (31) we get
max
J1,...,Jd:
1≤Js≤N for 1≤s≤d
∣∣∣∣∣∣
∑
(i1,...,id)∈
∏d
s=1{1,...,Js}
(
b(i1,...,id) − β(i1,...,id)
)∣∣∣∣∣∣
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≤ 10
√
d(⌈log2N⌉ + 1)d log(4N)(⌈log2N⌉ + 1)d
≤ 10
√
d (2 + log2N)
(3d+1)/2 ,
which proves Lemma 5. 
Lemma 6. Given any (not necessarily distinct) points z1, . . . , zK in [0, 1]
d and any number
N satisfying N ≤ √K we can find an N-element subset {x1, . . . , xN} of {z1, . . . , zK} such
that for any axis-parallel box A ⊂ [0, 1]d which has one vertex at the origin we have∣∣∣∣∣
N∑
n=1
1A(xn)− N
K
K∑
n=1
1A(zn)
∣∣∣∣∣ ≤ 60√d (2 + log2N)(3d+1)/2 + 4d+ 6.
(Remark: Since we do not assume that the points z1, . . . , zK are distinct, the sets in the
statement and in the proof of this lemma are strictly speaking multisets. However, to keep
the presentation short, we simply neglect this minor technicality.)
Proof. We can rearrange the points z1, . . . , zK in d different ways in increasing order, ac-
cording to their d coordinates. More precisely, for each s ∈ {1, . . . , d} we define z(s)1 , . . . , z(s)K
in such a way that {
z
(s)
1 , . . . , z
(s)
K
}
= {z1, . . . , zK}
and such that the s-th coordinate of z
(s)
m does not exceed the s-th coordinate of z
(s)
n , for
m ≤ n.
For 1 ≤ s ≤ d and 1 ≤ i ≤ N we set
F
(s)
i =
{
z(s)n :
⌊
(i− 1)K
N
⌋
< n ≤
⌊
i
K
N
⌋}
,
and, for (i1, . . . , id) ∈ {1, . . . , N}d,
β(i1,...,id) =
N
K +N
#
{
n : zn ∈
d⋂
s=1
F
(s)
is
}
.
By Lemma 5 there exist numbers b(i1,...,id) ∈ {0, 1} such that for all (J1, . . . , Jd) ∈ {1, . . . , N}d
we have ∣∣∣∣∣
J1∑
i1=1
· · ·
Jd∑
id=1
(
b(i1,...,id) − β(i1,...,id)
)∣∣∣∣∣ ≤ 10√d (2 + log2N)(3d+1)/2 ,
and such that b(i1,...,id) = 0 whenever β(i1,...,id) = 0. Now we select one point x(i1,...,id) from∏d
s=1 F
(s)
is
whenever b(i1,...,id) = 1, and write P for the set consisting of all such points.
Let J1, . . . , Jd ∈ {1, . . . , N} be fixed, and set
G = G(J1,...,Jd) =
⋃
1≤i1≤J1
· · ·
⋃
1≤id≤Jd
(
d⋂
s=1
F
(s)
is
)
.
LOW-DISCREPANCY POINT SETS FOR NON-UNIFORM MEASURES 17
Then we have ∣∣∣∣#(P ∩G)− NK #(G)
∣∣∣∣
≤
∣∣∣∣#(P ∩G)− NK +N #(G)
∣∣∣∣+
∣∣∣∣
(
N
K
− N
K +N
)
#(G)
∣∣∣∣︸ ︷︷ ︸
≤N2/(K+N)≤1
≤
∣∣∣∣∣
J1∑
i1=1
· · ·
Jd∑
id=1
(
b(i1,...,id) − β(i1,...,id)
)∣∣∣∣∣ + 1
≤ 10
√
d (2 + log2N)
(3d+1)/2 + 1.(32)
In particular, by choosing J1 = · · · = Jd = N , we see that the cardinality of P differs
from N by at most 10
√
d (2 + log2N)
(3d+1)/2+1. Consequently, there exists an N -element
subset Q of {z1, . . . , zK} such that
|#(P)−#(Q)| ≤ 10
√
d (2 + log2N)
(3d+1)/2 + 1,
and by (32) we have
(33)
∣∣∣∣#(Q ∩G)− NK #(G)
∣∣∣∣ ≤ 20√d (2 + log2N)(3d+1)/2 + 2
for all G = G(J1, . . . , Jd). In the sequel we will show that the point set Q satisfies the
conclusion of Lemma 6.
Let (a1, . . . , ad) ∈ [0, 1]d be given, and let A denote the axis-parallel box
∏d
s=1[0, as]. Then
there exist J1, . . . , Jd ∈ {1, . . . , N − 1} such that
G(J1, . . . , Jd) ⊂ {zn : zn ∈ A} ⊂ G(J1 + 1, . . . , Jd + 1).
Furthermore, since # (G(J1 + 1, . . . , Jd + 1)\G(J1, . . . , Jd)) ≤ d
(
K
N
+ 1
) ≤ 2dK/N we
have
(34) #
( {zn : zn ∈ A} \G(J1, . . . , Jd)) ≤ 2dK
N
,
and consequently, by (33),
|#(Q ∩A)−#(Q ∩G(J1, . . . , Jd))|
≤ |#(Q ∩G(J1 + 1, . . . , Jd + 1))−#(Q∩G(J1, . . . , Jd))|
≤
∣∣∣∣NK
(
#(G(J1 + 1, . . . , Jd + 1))−#(G(J1, . . . , Jd))
)∣∣∣∣(35)
+40
√
d (2 + log2N)
(3d+1)/2 + 4
≤ 2d+ 40
√
d (2 + log2N)
(3d+1)/2 + 4.(36)
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Thus, by (33), (34) and (36) we have∣∣∣∣∣
N∑
n=1
1A(xn)− N
K
K∑
n=1
1A(zn)
∣∣∣∣∣
=
∣∣∣∣#(Q ∩ A)− NK # {n : zn ∈ A}
∣∣∣∣
≤
∣∣∣#(Q ∩ A)−#(Q ∩G(J1, . . . , Jd))∣∣∣+ ∣∣∣∣#(Q ∩G(J1, . . . , Jd))− NK#(G(J1, . . . , Jd))
∣∣∣∣
+
∣∣∣∣NK
(
#(G(J1, . . . , Jd))−# {n : zn ∈ A}
)∣∣∣∣
≤ 2d+ 40
√
d (2 + log2N)
(3d+1)/2 + 4 + 20
√
d (2 + log2N)
(3d+1)/2 + 2 + 2d
≤ 60
√
d (2 + log2N)
(3d+1)/2 + 4d+ 6.
This proves Lemma 6. 
Proof of Theorem 1. All that is left for the proof of Theorem 1 is to show that we can
closely approximate the measure µ by a discrete measure of the form 1
K
∑K
n=1 δzn for some
appropriate points z1, . . . , zK . Such points exist by Corollary 1: For given N we can choose
K = 226dN2 points z1, . . . , zK ∈ [0, 1]d such that
(37) sup
A⊂[0,1]d
∣∣∣∣∣ 1K
K∑
n=1
1A(zn)− µ(A)
∣∣∣∣∣ ≤ 1N ,
where the supremum is extended over all axis-parallel boxes which have one vertex at the
origin. Then by Lemma 6 there exist points x1, . . . , xN such that
sup
A⊂[0,1]d
∣∣∣∣∣ 1N
N∑
n=1
1A(xn)− µ(A)
∣∣∣∣∣ ≤ supA⊂[0,1]d
∣∣∣∣∣ 1N
N∑
n=1
1A(xn)− 1
K
K∑
n=1
1A(zn)
∣∣∣∣∣+ 1N
≤ 60
√
d (2 + log2N)
(3d+1)/2 + 4d+ 7
N
≤ 63
√
d (2 + log2N)
(3d+1)/2
N
.
This proves Theorem 1. 
Proof of Theorem 2. Theorem 2 follows from Theorem 1. To show that this actually is the
case, we use a classical method of constructing finite point sets in the d + 1-dimensional
unit cube in order to obtain a d-dimensional infinite sequence. Let µ be the given measure
on [0, 1]d, and set ν = µ×λ, where λ is the 1-dimensional Lebesgue measure. Furthermore,
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for i ≥ 1 we set
Ni = 2
(2i−2) and Mi =


0 for i = 1
i−1∑
l=1
Nl for i ≥ 2.
By Theorem 1 for any i ≥ 1 there exists an Ni-element point set Qi ⊂ [0, 1]d+1 whose
star-discrepancy (with respect to ν) is bounded by
63
√
d+ 1 (2 + log2Ni)
(3d+4)/2
Ni
.
We write
x
(i)
1 , . . . , x
(i)
Ni
for the elements of Qi, rearranged in increasing order according to their last coordinate.
Since the order of the points does not influence the discrepancy, we have
(38) D∗Ni(x
(i)
1 , . . . , x
(i)
Ni
; ν) ≤ 63
√
d+ 1 (2 + log2Ni)
(3d+4)/2
Ni
.
We write y
(i)
n for the last coordinate of x
(i)
n . A simple approximation argument shows that
we can assume that y
(i)
n is strictly increasing for 1 ≤ n ≤ Ni.
Now let n ≥ 1 be given. There exists a number i such that n = Mi + j for some j ∈
{1, . . . , Ni}. We set
xn = x¯
(i)
j ,
where x¯
(i)
j is the projection of x
(i)
j onto [0, 1]
d by omitting its last coordinate. Now let A
be any axis-parallel box in [0, 1]d which has one vertex at the origin, and let N ≥ 1. There
exists some i such that N = Mi + j for some j ∈ {1, . . . , Ni}. Note that in this case
log2N ≥ 2i−1 − 2, and consequently 4 + 2 log2N ≥ 2i. Then by the triangle inequality we
have
|#{n ≤ N : xn ∈ A} −Nµ(A)|(39)
≤
∣∣∣∣∣
i−1∑
l=1
#{1 ≤ n ≤ Nl : x(l)n ∈ A× [0, 1]} −Nlν(A× [0, 1])
∣∣∣∣∣
+
∣∣∣#{1 ≤ n ≤ j : x(i)n ∈ A× [0, y(i)j ]}−Niν (A× [0, y(i)j ])∣∣∣(40)
+
∣∣∣Niν (A× [0, y(i)j ])− jµ(A)∣∣∣ .(41)
The terms in lines (40) and (41) are each bounded by NiD
∗
Ni
(x
(i)
1 , . . . , x
(i)
Ni
; ν). Thus by (38)
we conclude that (39) is bounded by(
i−1∑
l=1
63
√
d+ 1 (2 + log2Nl)
(3d+4)/2
)
+ 126
√
d+ 1 (2 + log2 j)
(3d+4)/2
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≤ 126
√
d+ 1


1
2
(
i−1∑
l=1
(2l)(3d+4)/2
)
︸ ︷︷ ︸
≤
(2i)(3d+4)/2
20
+(2i)(3d+4)/2


≤ 133
√
d+ 1(2i)(3d+4)/2
≤ 133
√
d+ 1(4 + 2 log2N)
(3d+4)/2.
Thus we have
D∗N(x1, . . . , xN ;µ) ≤ 133
√
d+ 1
(4 + 2 log2N)
(3d+4)/2
N
,
which proves Theorem 2. 
Proof of Theorem 3. Theorem 3 follows easily from Lemma 3. In fact, using Lemma 3 for
t = 213
√
d, we immediately see that condition (15) is satisfied. On the other hand, for our
choice of t condition (14) is satisfied if
213
√
d >
233/2d√
N
log
(
max
(
N
2d
, e
))
,
which is equivalent to
(42)
√
N√
d
> 27/2 log
(
max
(
N
2d
, e
))
.
Equation (42) holds whenever
√
N ≥ 96√d. Thus, using Lemma 3 under the additional
assumption that
√
N ≥ 96√d we get
P
(
sup
C∈C
|αN(C)| > 213
√
d
)
≤ 16e−226d < 1,
which proves the existence of points t1, . . . , tN ∈ X for which
D
(C,P )
N (t1, . . . , tN) ≤ 213
√
d√
N
.
On the other hand in the case
√
N < 96
√
d the conclusion of Theorem 3 holds trivially,
since D
(C,P )
N is always bounded by 1. 
Proof of Theorem 4. In the case Ω = [0, 1]d the two discrepancies in (6) and (22) coincide,
up to an additional multiplicative factor 2d in (22), and Theorem 4 follows directly from
the combination of Theorem 1 and Lemma 4.
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Now assume that Ω 6= [0, 1]d. Thus there exists a point P ∈ [0, 1]d which is not contained
in Ω. We define the measure µ as in (25), that is
µ(A) =
λ(Ω ∩A)
λ(Ω)
for every Borel subset A of [0, 1]d. Since by assumption λ(Ω) > 0, the measure µ is a
non-negative, normalized Borel measure on [0, 1]d. Let B denote the class of Borel subsets
of [0, 1]d, and define a class A by
A = {B ∩ Ω : B ∈ B}.
Then the pair (Ω,A) forms a measurable space. Since Ω is a measurable subset of [0, 1]d,
the restriction of µ to (Ω,A) is also a measure; with a slight abuse of notation we will
denote this measure also by µ. By definition µ(Ω) = 1, and thus (Ω,A, µ) is a probability
space.
As mentioned in Section 3, it is well-known that the class of axis-parallel boxes which are
contained in [0, 1]d and have vertex at the origin is a VC-class of dimension d. Let C denote
the class of all sets which can be obtained by intersecting such an axis-parallel box with
Ω. It is an easy exercise to check that then the class C is also a VC-class, of dimension at
most d. Applying Theorem 3 to the probability space (Ω,A, µ) and the class C this implies
that there exist points z1, . . . , zK ∈ Ω for which
D∗N(z1, . . . , zK ;µ) = D
(C,µ)
N (z1, . . . , zK) ≤ 213
√
d√
N
(the class C is not countable, but this problem can be overcome in the way described be-
fore the statement of Corollary 1). It is important that in this approximation the points
z1, . . . , zK are elements of Ω. Taking K = 2
26dN2 we get the points z1, . . . , zK for the
proof of Theorem 1, which satisfy (37). The proof of Lemma 6 reveals that the points
x1, . . . , xN in the conclusion of Theorem 1 are chosen from z1, . . . , zK . Consequently, since
in the present case we have z1, . . . , zK ∈ Ω, in this case the points from the conclusion of
Theorem 1 also satisfy x1, . . . , xN ∈ Ω.
For these points we have
D∗N(x1, . . . , xN ;µ) ≤
63
√
d (2 + log2N)
(3d+1)/2
N
.
Let
M =
⌈
N
λ(Ω)
⌉
;
then we have
(43)
∣∣∣∣ 1M − λ(Ω)N
∣∣∣∣ ≤ λ(Ω)2N2 ≤ λ(Ω)N2 .
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We define points
xN+1 = · · · = xM = P
(where P is the point for which P 6∈ Ω). Note that for the discrepancy defined in (22) the
supremum is taken over all axis-parallel boxes contained in [0, 1]d, without the additional
assumption that one corner of each such box has be at the origin as in the definition of the
discrepancy in (6). Restricting the supremum to only those axis-parallel boxes which have
a vertex at the origin will add a multiplicative factor 2d. Thus, using (43), we get
D
(Ω)
M (x1, . . . , xM) ≤ 4d sup
A⊂[0,1]d
∣∣∣∣∣ 1M
M∑
n=1
1Ω∩A(xn)− λ(Ω ∩ A)
∣∣∣∣∣
= 4d sup
A⊂[0,1]d
∣∣∣∣∣ 1M
N∑
n=1
1A(xn)− µ(A)λ(Ω)
∣∣∣∣∣
≤ 4d
(
λ(Ω)
N
+ sup
A⊂[0,1]d
∣∣∣∣∣λ(Ω)N
N∑
n=1
1A(xn)− µ(A)λ(Ω)
∣∣∣∣∣
)
= 4dλ(Ω)
(
1
N
+D∗N(x1, . . . , xN ;µ)
)
≤ 4dλ(Ω) 63
√
d (2 + log2N)
(3d+1)/2 + 1
N
,
where the supremum is always taken over those axis-parallel boxes A which have a vertex
at the origin. Now by Lemma 4 we have, using again (43),∣∣∣∣∣ 1N
N∑
n=1
f(xn)− 1
λ(Ω)
∫
Ω
f(x) dλ(x)
∣∣∣∣∣
≤ 1
λ(Ω)
∣∣∣∣∣ 1M
M∑
n=1
(f · 1Ω)(xn)−
∫
Ω
f(x) dλ(x)
∣∣∣∣∣+ ‖f‖∞N
≤ 1
λ(Ω)
D
(Ω)
M (x1, . . . , xM) · V (f) +
‖f‖∞
N
≤ 4d 63
√
d (2 + log2N)
(3d+1)/2 + 1
N
+
‖f‖∞
N
,
which proves Theorem 4. 
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