Abstract-Large-scale full-wave simulations are performed to investigate radar wave propagation inside buildings. In principle, a radar system combined with sophisticated numerical methods for inverse problems can be used to determine the internal structure of a building. The composition of the walls (cinder block, rebar) may effect the propagation of the radar waves in a complicated manner. In order to provide a benchmark solution of radar propagation in buildings, including the effects of cinder block and rebar, we performed large-scale full-wave simulations using a finite-element time domain (FETD) method. This particular FETD implementation is tuned for the special case of an orthogonal Cartesian mesh and hence resembles finite-difference time domain (FDTD) in accuracy and efficiency. The method was implemented on a general-purpose massively parallel computer. In this paper we briefly describe the radar propagation problem, the FETD implementation, and we present results of simulations that used over 10-billion elements.
boundary scattering transform [3] , and beamforming with nonlinear inverse scattering algorithms [4] , [5] . These studies have used scale chamber measurements [1] as well as simulated data [3] , [5] . In [2] , a ray-trace simulation was used in order to simulate a large area quickly. In [3] , a full-wave finite-difference time domain (FDTD) simulation was used, but the problem size was restricted to a single small target. The simulation performed for this paper allowed for examination of all full-wave scattering effects for through the wall imaging, as well as a tool to benchmark more approximate methods, such as ray-tracing.
The interaction of the radar pulse with the building is simulated by solving the full-wave Maxwell's equations using a finite-element time domain (FETD) method. Numerous FETD methods have been proposed, some with significant convergence and stability issues, but several that are quite robust [6] . The version of FETD used here solves the coupled first-order Maxwell's equations with basis functions for the electric field and basis functions for the magnetic flux density. For efficiency, and due to the fact that the buildings of interest consist of rooms with square corners, a tensor product Cartesian mesh is used to describe the building. When using first-order basis functions along with the trapezoidal rule for element integration, our FETD is completely explicit when applied to a Cartesian mesh [7] . In fact, our FETD has the same computational complexity and second-order accuracy as finite-difference time domain (FDTD) [8] , finite integration theory (FIT) [9] , discrete surface integral (DSI) [10] , and mimetic [11] approaches for the case of a Cartesian mesh. All of these methods employ edge-based and face-based variables, the difference between the methods is in how they are derived and in the meaning of the field unknowns (e.g. field value at a point, voltage along and edge, basis function coefficient). In our laboratory, the explicit FETD algorithm is a special case of a more general code framework that supports unstructured meshes, higher order basis functions, and a variety of time integration methods [12] [13] [14] [15] [16] .
The rebar and the cinder block voids are resolved by the computational mesh, with a mesh resolution varying from 0.75 cm to 1.425 cm. The resulting mesh consisted of 10 114 695 855 elements, which is quite large and requires a massively parallel computer. Simulations of wave phenomena utilizing over 1 billion elements are not unprecedented, for example a 1-billion element FDTD electromagnetic simulation [17] and a 10-billion unknown elastic wave simulation [18] have previously been reported. We acknowledge that there may be more sophisticated multiresolution approaches or -methods that could be applied 0018-926X/$25.00 © 2008 IEEE to this problem, for example using a fine mesh to resolve the detail in the walls and a coarse mesh with higher-order discretization to model the fields in the air. Also, there may exist approximate physical models of rebar and cinder block voids could possibly be utilized to alleviate the need for such a highly refined mesh in the walls. But nevertheless, it is interesting to see how far the Cartesian-mesh FETD method can be pushed, and this simple "brute-force" FETD approach can be used to verify more advanced numerical methods and approximate physical models. In particular, ray-tracing has been proposed for simulating the interaction of a radar pulse within such a building. In Section V, we compare the full-wave FETD results to ray-tracing results.
II. APPROACH
In this section we summarize the FETD method used to simulate the radar pulse. The method is not new, this summary is presented just to be clear on the physical and numerical approximations employed. Maxwell's equations with both electric and magnetic conductivities but without sources are
where and are the electric and magnetic fields, and are the electric and magnetic flux densities, and and are the electric and magnetic conductivities, respectively.
Making use of the constitutive relations and , we can rewrite the Maxwell equations as (5) (6) In the scattered field formulation, we assume that and can be written as the sums of incident and scattered fields (7) (8) The incident fields satisfy Maxwell's equations in some background medium such as air or vacuum and are assumed to be explicitly known. In the scattered field formulation, the object is to solve for and given and . For our particular application, the scattered field formulation produces a better signal to noise ratio (the scattered fields can be quite small), and when needed the total fields can easily be constructed from (7) and (8 Further simplifications can be made if as well. Note that while a Maxwellian perfectly matched layer (M-PML) may be considered a material with optimized tensor electric and magnetic conductivities, these conductivities do not contribute to the effective source terms in the scattered field formulation because they are not part of the scattering body. We briefly investigated a M-PML for a boundary condition for the building problem. But at the receiver location there was little difference in the received signal when using a first-order ABC compared to the case when using a PML. The receiver was close to the building and far from the mesh boundary, so scattering from the building was greater than the nonphysical scattering from the mesh boundary at the time intervals of interest. Since the addition of 10-20 element PML significantly increased the memory usage as well as the complexity of the algorithm, the results shown in Section V employ a local first-order ABC.
The discretization of (9) and (10) is as follows. The scattered fields and are approximated by basis function expan- [20] sions using standard first-order and basis functions, respectively. Equations (9) and (10) are multiplied by test functions from and , respectively, and integrated over the entire domain using the two-point trapezoidal rule. Integration by parts is used on (9) . This results in the semi-discrete equations (11) (12) The precise definition of these matrices can be found in [7] and [15] . Note that , , , and are diagonal matrices that involve the material properties, whereas the matrix is a rectangular matrix that maps edges to faces and hence has 4 nonzeros per row. Time integration is achieved by using a staggered grid in time and updating the fields in "leapfrog" manner This results in the final fully discrete FETD update equations Note that the discrete incident field is computed analytically. This defines the FETD algorithm used to generate the results in Section V below, this method is known to be second-order accurate in space and time, energy conserving, and stable when is chosen to satisfy the stability condition . Also, the divergence-free conditions are satisfied exactly, in a Comparison of the backscattered z-component of the electric field for the broad side pulse between the homogeneous walls and cinder block/rebar walls. The horizontal axis is scaled to distance so that the relation between scattered field and building features can be more easily observed. Fig. 7 . Comparison of the backscattered z-component of the electric field for the narrow side pulse between the homogeneous walls and cinder block/rebar walls. The horizontal axis is scaled to distance so that the relation between scattered field and building features can be more easily observed. discrete sense, if they are satisfied initially. The above FETD procedure is applicable to the case of unstructured meshes and higher-order basis functions, and as detailed in [15] the use of a Cartesian mesh plus the trapezoidal quadrature rule is what makes these equations completely explicit and comparable to an FDTD scheme.
III. COMPUTER HARDWARE
Most of our simulations for this project have been conducted on the ZEUS Linux cluster at Lawrence Livermore National Laboratory (LLNL) shown in Fig. 1 . ZEUS debuted at number 81 on the November 2006 Top500 list [19] (the next list will be out during the last week of June 2007.)
The ZEUS Linux cluster consists of 288 computational nodes which each contain 4 AMD dual-core Opteron processors for a total of eight processors per node and 2304 processors overall. Each node contains 16 GB of memory which is available to each of the 8 processors through an on-board memory controller. The operating system is CHAOS Linux which is a locally modified version of Redhat Linux. These specifications are summarized in Table I .
IV. BUILDING MODEL
The building chosen for the simulation was a two story structure with roughly 5000 sq. ft. interior floorspace. The building included both interior and exterior features, such as doors, windows, and stairs. Fig. 2 shows cut-away views of the building geometry and Fig. 3 provides a close-up showing the structure of the rebar and cinder block walls. Two different assumptions about the building materials were considered; homogeneous concrete walls and cinder block and rebar construction.
For the more complicated materials, all of the interior walls were constructed from cinder block. The cinder block used consisted of rectangular bricks 40 cm 20 cm with two 12 cm 12-cm holes per cinder block. The exterior walls of the building as well as the floors and ceiling were modeled as rebar-reinforced concrete. For simplicity, the rebar was modeled as PEC with a square cross-section with an edge length of 2.2 cm. The outer walls used vertical rebar only with a spacing of 36 cm, while the floors and ceilings used a grid of rebar spaced at 30 cm.
The original CAD files of the building were provided by Johns Hopkins University Applied Physics Laboratory (APL). These CAD files were in AutoCAD Drawing Exchange Format (DXF), which was converted to ACIS Standard (SAT) format using Pro/Engineer. Our FETD code cannot directly read ACIS SAT files, as SAT is a proprietary format. As an intermediate step, this SAT file was processed through CUBIT [21] , a Fig. 9 . Snapshots taken of the total electric field magnitude at times 20, 40, and 60 ns. The solid wall building is shown on the left. The building with cinder block and rebar walls is on the right. These are 3-D pictures, with the fields shown on three different slice planes. The transmitter was located near the broad side of the building at the intersection of the three slice planes. Note how the fields become trapped within the walls, the walls act as waveguides. This effect is much more pronounced in the case of the solid concrete walls.
general solid geometry and mesh generation software package. CUBIT was used to extract key vertices from the geometry, such as location of the walls, doors, stairs, etc. These key points were then exported to a plain ASCII text file. The actual computational mesh was then generated by our FETD code at run time, in parallel. This process was performed by a simple three-step process. First, the distinct x, y, and z coordinates were read from the ASCII text file to form three separate lists, sorted in ascending order. Next, points within each list were merged together so that there was no region with a size less than a specified tolerance. The tolerance chosen for this merge determines the minimum cell size for the FDTD, and also the maximum error in the geometry introduced by the meshing process. Finally, each zone created by the x, y, and z lists was assigned to a material matching the material in that space in the original mesh. Node, edge, face and element ID's are computed by a formula at run time.
V. SIMULATION RESULTS
The simulation was performed with a code optimized to run problems where the domain and the individual geometric elements are all right rectangular prisms. To minimize communication the computational domain was partitioned into roughly cubical regions arranged in a 3-D checker board pattern. The implied red-black coloring of this pattern can then be used to define an eighteen stage communication pattern. During the first six stages each partition exchanges data with the six neighbors that share its two dimensional surfaces, the final twelve stages then involve its twelve neighbors sharing one dimensional interfaces. Through careful ordering such a scheme can keep each interior processor busy during each stage of communication. The message passing interface (MPI) was used for all communication and in particular MPI's Cartesian grid topology was used to implement the pattern described above.
The computational domain consisted of elements and the processor grid was . This gives a typical partition size of elements per processor. The grid spacing varied throughout the mesh. The desired spacing was chosen to be 1.425 cm, The minimum, maximum, and average edge lengths were 0.75 cm, 1.425 cm, and 1.333785 cm respectively. The minimum edge length was used to compute the maximum stable time step according to . For our simulation, we used a time step equal to 95% of this maximum value, i.e., . This is equivalent to a propagation distance of roughly 0.4 cm per time step.
The mesh was truncated on five sides with a first-order absorbing boundary condition. No buffer space at all was used beneath the building but rather just a perfect electrical conductor boundary condition which approximates, roughly, the expected ground bounce. With these buffer zones the overall mesh dimensions were . The simulation used 6 CPUs per node on 256 nodes for a total of 1536 processors. The allocated memory was 1.82515 TB (7.3 GB per node) and the total memory usage was 2.10858 TB (8.4 GB per node) which gives an average memory overhead of 1.1 GB per node. The global numbers of elements, faces, and edges were 10.1147, 30.6691, and 30.5062 billion. This gives an average memory usage of 229 bytes per element.
The simulations were run long enough for the pulse to travel 30 m for the broad side transmitter location and 50 m for the narrow side transmitter location. These distances correspond roughly to the distances from the transmitters to the far corner of the building and back again. The narrow side transmitter location actually required a slightly longer distance but the simulations had to be cut short. The number of time steps for the two transmitter locations were 7288 and 12 264, and the average wall clock times were 11.21 and 18.95 h, respectively. Exactly the same computational mesh was used for all four simulations. Only the material parameters, transmitter locations, number of time steps, and snapshot frequencies were altered.
Simulated received monostatic radar signals are shown in Figs. 4 and 5, for the broad side case and the narrow side case, respectively. In these plots, time has been converted to distance so that the signal peaks can be associated with building features. These plots show both the FETD results and ray-tracing results obtained by the Wireless InSite code [22] both for the solid concrete wall test building. In Fig. 4 , the first large peak in the radar signal is correlated with the outer wall, and this peak was missed by the ray-tracing code. We suspect this is due to the fact that the transmitter was aligned with the doorway, so there was no specular reflection from the outer wall. The addition of diffraction from the edges of the doorway would likely improve these results, but this feature was not enabled for this particular simulation. After 10 m, the radar signals are in fairly good agreement, with the ray-tracing code slightly overpredicting the radar signal at 15 m. In Fig. 5 , the ray-tracing code generally overpredicts the magnitude of the return signal. In particular, the large radar signal between 7 and 10 m is correlated with the stairwell region, and we suspect that the stairwell acts as a series of corner reflectors. A comparison of FETD results for the homogeneous concrete wall and the rebar reinforced cinder block wall is shown in Figs. 6 and 7 for the broad side case and the narrow side case, respectively. The initial reflection from the outer wall is comparable for the two cases, but at further distances the two cases show significant differences. The homogeneous wall case shows some "quiet zones" where there is very little received signal, whereas the rebar case shows a fairly consistent signal level.
Some insight into the differences between the homogeneous wall case and the rebar reinforced cinder block wall case can be obtained by looking at detailed 2-D and 3-D images of the electric field at specific instants of time. Figs. 8 and 9 show two and three dimensional plots of the total electric field magnitude produced by a transmitter pulse incident on the broad side of the building. The 2-D plots show slices made at a height of 1.5 m. The 3-D plots show three slice planes, aligned with the axes of the building, which intersect at the transmitter location. The subfigures in the left hand column show the results obtained when assuming solid concrete walls. The subfigures in the righthand column show results for the case of cinder block interior walls and reinforced concrete exterior walls and floors.
Comparison of the images in the two columns of Fig. 8 show that the rebar walls produce considerably more scattering than the solid walls as one should expect. These plots indicate that, while there is reflection from the first wall, there is also significant penetration of the radar wave into the building. Indeed, the right hand side of Fig. 8(a) distinctly shows two transmitted and three reflected wave fronts due to reflections from the two surfaces of the front wall. On the other hand Fig. 8(b) shows only one transmitted and two reflected wave fronts followed by diffraction patterns created by the reinforcement rods. The presence of these strong diffraction patterns suggests that additional physics would be required in the wall imaging algorithms in order to correctly interpret these data. The 3-D plots in Fig. 9 show some interesting wave guiding effects. Notice the relatively strong fields trapped within the walls and ceilings in Fig. 8(a) . These fields can be seen lagging behind the initial pulse because the wave speed within the concrete is only 2/5 of the speed of light in air. These trapped waves are still present to some extent in the rebar and cinder block walls but they are more spread out and therefore not so noticeable. Fig. 10(a) shows one of these trapped waves as it emerges from the concrete slab separating the first and second floors. Note that Fig. 10(b) shows the same emerging wave but at a much lower amplitude due to the presence of rebar.
Figs. 11 and 12 show two and three dimensional plots of the total electric field magnitude produced by a transmitter pulse incident on the narrow end of the building. The 2-D plots show slices made at a height of 1.5 m. The 3-D plots show three slice planes, aligned with the axes of the building, which intersect at the transmitter location. The subfigures in the left hand column show the results obtained when assuming solid concrete walls. The subfigures in the right hand column show results for the case of cinder block interior walls and reinforced concrete exterior walls and floors. Note that the images in Fig. 12 do not show the full extent of the computational mesh but only the first two thirds of the building. Fig. 12 . Snapshots taken of the total electric field magnitude at times 20, 40, and 60 ns. The solid wall building is shown on the left. The building with cinder block and rebar walls is on the right. These are 3-D pictures, with the fields shown on three different slice planes. The transmitter was located near the narrow end of the building at the intersection of the three slice planes. Note how the fields become trapped within the walls, the walls act as waveguides. This effect is much more pronounced in the case of the solid concrete walls. Fig. 13 . Side-by-side comparison of solid wall (left) versus cinder block wall with rebar (right). The two scenarios have interesting differences. In region labeled "A" the rebar case has significantly more backscattering from the first wall. In regions labeled "B" the solid walls exhibit a waveguide effect with a well defined pulse, whereas in the cinder block wall the fields are much less localized.
Again we see significantly more reflection when the rebar is present and more of a wave guiding effect in the solid walls and floors. This wave guiding is particularly noticeable in the images in the right hand column of Fig. 12 . Also note that the central corridor in both scenarios guides a strong pulse down the full length of the building, see Fig. 11 . Another interesting feature is that the rebar and cinder block walls tend to form cavity resonators trapping more field energy within the individual rooms, see Fig. 11 (e) and (f).
For easy comparison, solid wall results are shown side-byside with the rebar reinforced cinder block results in Fig. 13 . These plots clearly show that there are significant differences between the two cases and these differences appear in both the reflected and transmitted fields.
VI. CONCLUSION
The interaction of radar pulses with buildings was simulated using a FETD algorithm implemented on a general purpose massively parallel computer. The purpose of these simulations was twofold, the first goal was to push the FETD algorithm to its limits on the available computer system. We were able to simulate a highly detailed building model consisting of over 10-billion mesh elements. This required the development of custom software to generate the computational mesh. The second goal was to investigate different wall materials, in particular a comparison between solid concrete walls and rebar reinforced cinder block walls. There were interesting differences between the results, such as the wall waveguide effect seen in the solid wall case and the diffraction patterns created by the rebar. These brute-force full-wave simulation results can be used to benchmark alternative approximate models, and a brief comparison with a commercial ray-tracing program was performed. Synthetic received radar signals were generated, with the FETD calculations compared to ray-tracing calculations. The comparison was interesting, with some agreement in the key scattering features, but also some significant differences. We do not believe that the ray-tracing results presented here are the best that can achieved with such a code, and tuning and enhancements of the ray-tracing code (number of reflections and diffractions , effective wall materials, etc.) is continuing. However it is unlikely that a ray-tracing approach can capture the wave guide effects and the diffraction grating effects that were seen in the full-wave simulations. For future simulations, we propose to use a fine mesh with first-order basis functions in the walls, and a coarse mesh with second-or third-order basis functions in the air. This approach would have less numerical dispersion in the large air regions, but still capture the details of the walls. This is often referred to as an method and is popular in electrostatics and frequency-domain simulations.
