In this paper we present work on automated scribe identification on a new Middle-English manuscript dataset from around the 14th -15th century. We discuss the image and textual problems encountered in processing historical documents, and demonstrate the effect of accounting for manuscript style on the writer identification rate. The grapheme codebook method is used to achieve a Top-1 classification accuracy of up to 78% with a modification to the distance measure. The performance of the Sparse Multinomial Logistic Regression classifier is compared against five k-nn classifiers. We also consider classification against the principal components and propose a method for visualising the principal component vectors in terms of the original grapheme features.
Introduction
Given a set of documents written by a group of authors, the writer identification task attempts to label unseen documents with the correct writer. Offline writer identification is a refinement of this task that uses only static images of handwritten text as input. Much of the research in this area has been to directly identify or verify individuals in forensic applications [11] .
The use of computer-aided writer identification in historical applications is limited, especially in pre-printing era manuscripts. Most documents of this period were produced by scribes copying formal texts on behalf of others rather than for personal use. Complicating the identification of individuals is their training in using a range of defined fonts, and their intent to maintain a consistent and professional format, akin to modern-day typesetting. Where several scribes worked on a manuscript they would also imitate each others' styles, sometimes placing scribal identification closer to forgery de- Previous work on historical texts examined ancient Hebrew documents using script-and character-specific techniques [1] , and Bulacu and Schomaker [5] evaluate a small medieval dataset using the grapheme codebook or CO 3 method. Another grapheme-based approach was taken in the classification of correspondence from the 19th century [2] .
In contexts such as palaeography, the ability to identify the writer of a document can be an important contribution in establishing its authenticity, and in tracking the spread of documents and writers. Additionally, there is often a much higher interest in the interpretation of results, instead of focussing purely on predictive accuracy.
In this paper we look at the results of applying grapheme codebook features for scribe identification, and present a visualisation of the dimensions derived from Principal Component Analysis (PCA).
Dataset
The full dataset contains roughly 500 full-or part-page images from 233 separate Middle-English manuscripts, written by 51 individual scribes. There are between one and 52 images attributed to each scribe; identification of each image was provided by University of York Professor of Medieval English Palaeography, Linne Mooney.
The images in the dataset are highly nonuniform, with content spanning prose, poetry, indexes, and medical and scientific texts; many have decorative borders, characters, and illustrations. The ink trace itself is often broken and faded, text lines can be curved or overlapping, and usually both ink and background vary in colour due to ageing or staining. Even where the document is wellpreserved, the script within a page can change size, layout and font. The images also vary in size and resolution, from archival quality to samples from a handheld digital camera, making this a very difficult dataset to process automatically.
Text selection and binarisation were carried out by hand, while an automated process was used to extract the connected-components of the ink trace, estimate the typical line height, and discard oversized characters (i.e. those heavily decorated). The connected components are split into graphemes by inserting breaks vertically through the ink trace at minima of the upper contour, where both resulting fragments would remain fully connected components and the height of the break is approximately one stroke-width. The resulting graphemes were scaled to 50 × 50 pixels before saving. If this process resulted in a high proportion of 'blocky' or malformed graphemes (due to small noise components being scaled up), the original images were despeckled manually and re-processed. Unfortunately in some cases the original images are low-resolution, leading to some graphemes that are unavoidably jagged.
After processing, the images are grouped by the physical manuscript copy from which the page was taken. The originating document has a very strong influence on the font and writing style used, and a single scribe is capable of producing many fonts. Grouping the data by document forces the classifier to generalise over all the writing styles a scribe has produced, without taking advantage of documentbased rather than writer-based similarities. It does, however, make the classification problem significantly harder, and reduces the usable data to those scribes whose images come from at least two different documents, creating a 24-writer dataset, with 328 images split into 101 documents.
Method
The grapheme codebook method was chosen for these experiments, in particular the variant proposed by Bulacu[3] as it shows good performance and adaptability over heterogeneous texts and several kinds of script [7, 4] .
This method first splits the ink trace of an image into approximately character-level fragments called graphemes. A reference set of graphemes is produced by selecting a subset of these -the codebook. The features for each image are formed by measuring the similarity of each of its graphemes to each of the codebook graphemes, and binning it against the closest match. The resulting probability distribution is the sample's feature vector; codebook size determines the dimensionality.
The codebook graphemes were randomly selected from the entire dataset pool, as van der Maaten [12] finds this produces roughly equivalent results to the computationally intensive Kohonen feature maps originally used. A codebook size of 200 was chosen, as the results in [6] suggest this is a good trade-off between feature vector size and computation requirements.
Grapheme matching was implemented with cross-correlation instead of pixel-wise matching, making the similarity measure translation invariant. No rotation invariance was attempted, as slant and character direction are known to provide writer-specific information [10] . As the graphemes are scaled to a fixed size, no scale invariance is required.
All images were tested in two modes: on a leaveone-out basis, and on a per-document basis. The latter involves removing from the training set any images which originate from the same document, as discussed earlier. Classification was performed using the PyMVPA library [8] . The k-nearestneighbour (k-nn) classifier (one of the most commonly used in writer identification) was tested for 1 ≤ k ≤ 5 using the Euclidean distance, as well as a Sparse Multinomial Logistic Regression classifier [9] . Each experiment was run 4 times and the results averaged.
Results and Analysis
The results in Table 1 give the top-1 classification accuracy for the normal leave-one-out method ('img' columns) and that of leaving out all images from the same document ('doc' columns). This is by far the most significant factor affecting the results, and shows the extent to which document format influences writing style.
Of the classifiers tested, SMLR fails to increase accuracy over the k-nn classifiers; Figure 3 shows that 1-nn performed best on this dataset by a significant margin. However, SMLR shows the greatest performance increase on applying PCA, and maintains this in lower-dimensional data. Visualising the dataset in 3 dimensions with Multi-dimensional Scaling shows class boundaries that are very irregular and poorly separated, suggesting that 1-nn's advantage lies in ignoring the majority of nearby distractors.
As well as the original codebook feature vectors, each experiment was run with two sets of PCA feature vectors consisting of the dimensions required to retain 99% and 90% of the data variance respectively. These varied with each experiment, ranging from the first 115-125 principal components for 99% variance and 44-49 for 90%. Accuracy at 90% variance shows little drop-off from the original, which suggests that the top ∼20% of PCA dimensions represent the data well.
To visualise the relative importance of each grapheme in the top PCA components, we can rank the codebook images according to their weights in the PCA coefficients. That is, given the PCA transform
P : f eatures × f eatures is the eigenvector matrix containing the principal components 
The weighting of a single grapheme g in a principal component c is
Summing these weights across all principal components for each grapheme produces an ordering on the codebook graphemes (Figure 4 ), most significant feature first. Additionally, if we consider a codebook grapheme as a visual representation of a feature (or equivalently of an axis in feature space), the codebook effectively forms a visual basis of the feature space. Any vector can thus be represented by weighting the basis codebook graphemes: in particular, the individual principal component vectors can be visualised by generating the image
where x and y index the image pixels. This formulation also quantises the result into 256 grayscale values. A selection of components are shown in Figure 5 : the components along the top row are clearly dominated by a small number of graphemes, while those on the bottom row are more evenly balanced. Darker areas show pixel positions that have greater weighting amongst the input graphemes. These visualisations can be helpful in explaining PCA and its implications for this dataset, particularly to those with no prior knowledge of classification. 
Summary
In this paper we have presented results of the grapheme codebook method on identifying scribes in a Middle English manuscript dataset, and demonstrated the effect of accounting for document style in this domain. We have also proposed a method for visualising PCA dimensions in terms of the original input graphemes.
The SMLR classifier tested does not perform well on this dataset, possibly due to the limited amount of training data available. Future work will include the application of Linear Discriminant Analysis and feature selection to increase codebook effectiveness.
