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ABSTRACT 
Two-phase gas-liquid flows are prevalent in various industrial applications. In this 
study, flows both with and without heat and mass transfer are being considered. For the 
former, the application of subcooled boiling flow in vertical channels in low and 
elevated pressures are investigated numerically. Also, the application of power 
generation through the expansion of single phase water to two-phase gas-liquid inside 
the nozzle is investigated experimentally. For the latter, the application of bubbly flow 
around an underwater vehicle is numerically studied. 
Modelling subcooled flow boiling in vertical channels requires not only the 
consideration of the dynamic behaviours of two-phase flow and bubbles undergoing 
coalescence, breakup and condensation in the bulk subcooled liquid but also the 
characterisation of the single-phase and local boiling heat transfer phenomena in the 
near-wall region. In numerical modellings of heat partitioning in the subcooled boiling 
flow, mostly empirical correlations have been adopted in the literature. A thorough 
investigation on these correlations reveals that they are mainly bound to very limited 
range of flow conditions in which the experiments had been carried out. Therefore, in 
this study, first principal models of the underlying physical phenomena are being 
considered to enlighten the path for having a potential generic modelling algorithm for 
prediction of wider range of flow conditions. The influence of pressure on the proposed 
method for predicting subcooled boiling flows in elevated pressures has also been 
investigated.  
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Also, the evolution of the bubble size distribution caused by the coalescence and break-
up processes in the bulk subcooled liquid is of main interest to numerically investigate 
its impact on local hydrodynamics. Subsequently, in this study, the performance of six 
kernels on bubble size distribution is compared to achieve a better insight of the 
prediction mechanisms. 
Then, the possibility of utilizing low temperature energy sources as a means of power 
generation in conversion of single phase flow to two phase flow through nozzles is 
investigated experimentally. The experimental data provide essential information 
towards understanding the complex flashing process in the nozzle. The results 
complement the available data on two phase nozzles for medium to high temperature 
applications. 
Finally, an Eulerian-Eulerian two-fluid model coupled with the MUSIG population 
balance model is adopted to predict the bubble size distribution around a DARPA 
SUBOFF submarine to investigate the capability of the model in this emerging 
application. 
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NOMENCLATURE 
a  coalescence rate 
a(Mi, Mj) coalescence rate of i and j bubble class in terms of mass 
a, A, A1, A2, A3 empirical constant  
aif interfacial area concentration (m-1) 
A area (m2)  
Atc fraction of heater area occupied by bubbles 
Atcsl fraction of heater area occupied by sliding bubbles 
b empirical constant  
B birth rate of the bubble in the source term of the MUSIG 
model 
BB, BC  mass birth rate due to break-up and coalescence 
C, C1, C2, C3, CC&T constants  
CD drag coefficient 
CL lift coefficient 
CMB, Kg breakage model constant 
Cp specific heat (J kg-1 K-1) 
Cs constant defined  
𝐶𝑇 thrust coefficient 
Cw specific heat of the wall (J kg-1 K-1) 
Cv acceleration coefficient 
d vapor bubble diameter at heated surface (m) 
df fractal dimension 
dij equivalent diameter 
dr curvature radius of the bubble at the reference point (m) 
dw surface/bubble contact diameter (m) 
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D death rate of the bubble in the source term of the MUSIG 
model,  
average bubble diameter (m) 
DB, DC mass birth rate due to break-up and coalescence 
Dc critical cavity diameter (m) 
Dc,max largest active cavity diameter (m) 
Dc,min smallest active cavity diameter (m) 
?̅?c,max averaged value over all the maximum active cavities 
Dd bubble departure diameter (m) 
DdF Fritz bubble departure diameter (m), calculated based on 
equation (20)  
Dh hydraulic diameter of the annulus, m 
Dl bubble lift-off diameter (m) 
Dsl bubble sliding diameter (m) 
Ds Sauter mean bubble diameter (m) 
𝑒(𝜆) kinetic energy of eddy with size 𝜆 
Eo Eötvos number 
Eod modified Eötvos number 
f bubble departure frequency (Hz) 
fBV  break-up volume fraction, v i/ v j 
fi scalar fraction related to the number density of the 
discrete bubble classes 
F degree of surface cavity flooding, force (N) 
Fb buoyancy force (N) 
Fcp contact pressure force (N) 
Fh force due to the hydrodynamic pressure (N) 
Fdu unsteady drag force due to asymmetrical growth of the 
bubble (N) 
Fqs quasi steady-drag force (N) 
Fs surface tension force (N) 
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FsL shear lift force (N) 
Fx forces along the x-direction (N) 
Fy forces along the y-direction (N) 
Flg action of interfacial forces from vapour on liquid (N) 
Fgl action of interfacial forces from liquid on vapour (N) 
𝐹𝑙𝑔
𝑑𝑟𝑎𝑔
 drag force (N) 
𝐹𝑙𝑔
𝑙𝑖𝑓𝑡
 lift force (N) 
𝐹𝑙𝑔
𝑤𝑎𝑙𝑙 𝑙𝑢𝑏𝑟𝑖𝑐𝑎𝑡𝑖𝑜𝑛 wall lubrication force (N) 
𝐹𝑙𝑔
𝑙𝑢𝑏𝑟𝑖𝑐𝑎𝑡𝑖𝑜𝑛 wall lubrication force (N) 
𝐹𝑙𝑔
𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛
 turbulent dispersion force (N) 
g gravitational constant (m s-2) 
G   mass flux (kg m-2 s-1)  
Gs dimensionless shear rate 
h interfacial heat transfer coefficient, specific enthalpy 
(kJ/kg) 
hf critical film thickness 
hfg latent heat of vaporization (J kg-1) 
hl single-phase heat transfer coefficient for forced 
convection (W m-2 K-1) 
ho initial film thickness 
h (Mi, Mj) collision frequency in terms of mass 
H enthalpy (J kg-1) 
Ja Jakob number 
k thermal conductivity (W m-2 K-1) or turbulent kinetic 
energy (m2 s-2) 
K projected area of bubble (m2) 
ls sliding distance (m) 
L length of nozzle (mm) 
m empirical power  
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?̇? mass flow rate (kg/s) 
M  mass scale of gas phase (bubble) 
n empirical constant, average bubble number density or 
weight 
ni number density of the discrete bubble ith class (m-3) 
Na active nucleation site density (m-2) 
P pressure (N m-2) 
Pb  breakage probability 
𝑃𝑒(𝑒(𝜆)) energy distribution function 
Pr Prandtl number 
Qw wall heat flux (W m-2) 
Qc heat transfer due to forced convection (W m-2) 
Qe heat transfer due to evaporation (W m-2) 
Qtc heat transfer (transient conduction) due to transient 
conduction (W m-2)  
Qtcsl heat transfer (transient conduction) due to sliding bubble 
(W m-2) 
r bubble radius at heated wall (m) or flow spacing within 
annular channel (m), breakage rate 
rc cavity radius at heated surface (m) 
rr curvature radius of the bubble at heated surface (m) 
r (Mi, Mj) partial breakage rate in terms of mass for i bubble class 
breaking into j and (i-j) bubble class 
r (Mi) total breakage rate of i bubble class in terms of mass 
R empirical constant  
Ra arithmetic average roughness  
Re bubble Reynolds number 
Rf ratio of the actual number of bubbles lifting off to the 
number of active nucleation sites 
Ri radius of inner heated wall (m) 
Ro radius of outer unheated wall (m) 
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s spacing between nucleation sites (m) 
S entropy (kJ/kgºK) 
Si additional source terms due to coalescence and breakage 
(kg m-3 s-1), mass transfer rate due to coalescence and 
break-up 
St      Stanton number 
t time (s) 
tg bubble growth period (s) 
tij time for two bubbles to coalesce 
tl bubble lift-off period (s) 
tsl bubble sliding period (s) 
tw bubble waiting period (s) 
T temperature (K) 
Tb bubble internal temperature (K) 
Tsub liquid subcooling temperature (K) equal to Tsat-Tl 
Tsup wall superheat temperature (K) equal to Tw-Tsat 
Tw wall surface temperature (K) 
T difference in temperature (K) 
P pressure (N m-2) 
u Velocity (m s-1) 
ut turbulent velocity 
U relative velocity (m s-1) 
vi specific volume of discrete bubble ith class (m3 kg-1) 
V volume of bubble 
x Cartesian coordinate along x, quality of the mixture 
y Cartesian coordinate along y 
z Vertical distance in the annulus, m 
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 advancing angle (rad), void fraction 
g vapour void fraction 
l liquid void fraction 
𝛼𝑚𝑎𝑥 maximum allowable void fraction 
 receding angle (rad) 
𝛽(𝑓𝐵𝑉 , 1) daughter bubble size distribution 
  thermal boundary layer thickness (m) 
 turbulent dissipation rate (m2 s-3), dissipation of 
turbulent kinetic energy 
 thermal diffusivity (m2 s-1) 
𝜂𝑠 isentropic efficiency, energy conversion coefficient 
𝜂𝑘𝑙𝑖 coalescence mass matrix 
𝜆 size of eddy in inertial sub-range 
𝜆(𝑀𝑖 , 𝑀𝑗) coalescence efficiency in terms of mass 
𝜆𝑚𝑖𝑛 minimum size of eddy in inertia sub-range defined as 
11.3(𝜈3 𝜀⁄ )1 4⁄  
 viscosity (Pa s) 
φ bubble contact angle (rad) 
 bubble contact angle (rad) 
i inclination angle (rad) 
𝜗 specific volume (m3/kg) 
 Density (kg m-3) 
 surface tension (N m-1) 
𝜏𝑖𝑗 contact time for two bubbles 
𝜉 internal space vector of the PBE or size ratio between an 
eddy and a particle 
γ surface-liquid interaction parameter  
ω dimensionless surface roughness parameter  
Φ empirical constant  
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𝛤 interfacial mass transfer rate 
lg interfacial mass transfer from vapor to liquid (kg m-3 s-
1) 
gl interfacial mass transfer from liquid to vapor (kg m-3 s-
1) 
Subscripts  
axial axial distribution 
e  Effective, property at nozzle exit 
exp experimental 
f property of liquid at its saturated condition 
g gas, property of vapour at its saturated condition 
I property at nozzle inlet 
i, j, k  index of gas bubble class 
in channel entrance 
inlet channel entrance 
l liquid 
local local distribution 
ONB onset of nucleate boiling 
ref reference 
s surface heater, isentropic process 
sat saturation 
sub subcooled 
sup superheated 
t turbulent 
th theoretical 
tot total 
w wall 
 
 
   
1 
 
 
 
CHAPTER 1  INTRODUCTION 
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Two-phase gas-liquid flows with heat and mass transfer, such as subcooled boiling 
flows in heated channels at low pressures, are prevalent in various industrial 
applications. Modelling subcooled flow boiling in vertical channels requires not only 
the consideration of the dynamic behaviours of two-phase flow and bubbles undergoing 
coalescence, breakup and condensation in the bulk subcooled liquid but also the 
characterisation of the single-phase and local boiling heat transfer phenomena in the 
near-wall region. The focus of first part of this thesis is the assessment of the heat flux 
partitioning model in handling the latter physics of subcooled flow boiling at low 
pressure. In order to achieve closure to the model, the current prevailing approach has 
always been the utilisation of empirical correlations particularly for the active 
nucleation site density, bubble departure diameter and bubble departure frequency. In 
Chapter 3, a comprehensive survey of existing empirical correlations is presented in the 
first part of this thesis to assess the performance of these empirical models. Selected 
combinations of empirical correlations are compared and validated against axial and 
local radial experiments encompassing a wide range of different mass and wall heat 
fluxes and inlet subcooling temperatures for subcooled flow boiling at low pressures. 
Based on the comparisons made against the axial and local distributions of void 
fraction and bubble Sauter diameter, not one single combination of empirical 
correlations has shown the propensity of providing satisfactory predictions covering the 
entire axial and local conditions. For the modelling of subcooled flow boiling at low 
pressures to become an effective predictive tool, it must therefore be complemented 
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with further consideration of first principal models of the underlying physical 
phenomena. 
Then, in Chapter 4, the improved heat flux partitioning model based on first principal 
models of the underlying physics in determining the active nucleation site density, 
bubble size and bubble frequency is evaluated for subcooled flow boiling in vertical 
heated channels at low pressures. Salient features of this model include the fractal 
approach in determining the active nucleation site density, the force balance model in 
determining bubble diameters at sliding and lift-off as well as bubble frequency 
through the consideration of growth and waiting times and the additional heat flux at 
the heated wall due to surface quenching of sliding bubbles. Model predictions, 
covering a wide range of different mass and heat fluxes and inlet subcooling 
temperatures, are compared against local and axial measurements. In comparison to the 
measured data and selected combinations of empirical correlations, the current model 
predictions clearly demonstrate the effect of the subcooling effect on the activation of 
nucleation sites at the heated wall. The selected combinations of empirical correlations 
consistently under-estimate the wall superheat temperature while the current model 
yields predictions that agree very well with experimentally measured temperatures. 
Bubble sliding along the heat wall and its influence on heat partitioning and surface 
quenching heat flux has been ascertained to play an important role during the subcooled 
flow boiling process.     
Another application of two-phase gas-liquid flows with heat and mass transfer is 
subcooled boiling at elevated pressures such as nuclear reactors. In order to optimise 
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the design, the prediction of two-phase flow behaviours in such flows plays an 
important role. As mentioned earlier, a variety of empirical correlations have been 
employed to predict the behaviour of such flows; however, each of them has been 
found to be limited to a range of flow conditions. In Chapter 5, the more mechanistic 
model proposed in the first part of the thesis is adopted to numerically investigate the 
thermal hydraulic behaviour of such flows at elevated pressures. In order to assess the 
proposed model, the predictions of void fraction, gas velocity and bubble Sauter mean 
diameter obtained from this model along with the predictions of some empirical 
correlations are presented for three different experiments with pressures ranging from 1 
– 9 bars. The results clearly demonstrate the performance of the improved model and 
the limitations of empirical models. Overall, the results show that the mechanistic 
model has a great potential to become a generic modelling algorithm for prediction of 
wider range of flow conditions in subcooled boiling flows. 
In addition to the characteristics of the heat transfer and bubble dynamics that happen 
near the heated wall, the evolution of the bubble size distribution caused by the 
coalescence, break-up and condensation processes in the bulk subcooled liquid requires 
special numerical considerations. It is well known that the evolution of the bubble size 
distribution is largely driven by the bubble coalescence and break-up mechanisms. A 
number of mechanistic coalescence and break-up kernels have been proposed in the 
past decades. Nevertheless, the performance of these kernels in subcooled boiling flows 
remains elusive. In Chapter 6, a numerical assessment on the performance of six 
different bubble coalescence and break-up kernels is therefore carried out to investigate 
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the bubble size distribution and its impact on local hydrodynamics. For the break-up 
kernels, two widely adopted models with different predictions for daughter size 
distribution (DSD) proposed by Luo and Svendsen (1996) and Wang et al. (2003) are 
selected. These break-up kernels are then coupled with three different coalescence 
kernels by Coulaloglou and Tavlarides (1977), Prince and Blanch (1993) and a more 
recent one by Lehr et al. (2002) to form six different combinations of kernels. The 
resulted bubble size distributions are compared to achieve a better insight of the 
prediction mechanisms. Also, the void fraction and interfacial area concentration 
profiles are compared against the experimental data of Ozar et al. (2013) to ensure the 
validity of the simulations. 
Another application of the two-phase gas-liquid flow with heat and mass transfer is the 
power generation through the expansion of single phase water to two-phase gas-liquid 
inside the nozzle. In Chapter 7, the performance of a two-phase nozzle, as an expander 
to generate power is studied. Mostly high pressure and temperature energy sources are 
investigated in the literature, whereas the possibility of utilizing low temperature 
energy remains sparsely covered. This chapter of thesis aims to bridge this knowledge 
gap. Experiments involve with passing water having temperatures lower than 100 °C 
through a convergent-divergent nozzle to a low pressure flash tank. The thermal energy 
of water is converted to kinetic energy in the nozzle. Then by analysing the measured 
data, the efficiency of the process is evaluated. The pressure and temperature profiles 
along the nozzle are obtained and compared with the saturated condition. The 
experimental data provide essential information towards understanding the complex 
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flashing process in the nozzle. The results complement the available data on two phase 
nozzles for medium to high temperature applications. 
For modelling the two-phase gas-liquid flow without heat and mass transfer, a two-
phase bubbly flow around an underwater vehicle using an Eulerian-Eulerian two-fluid 
model coupled with the MUSIG (MUltiple SIze Group) population balance model is 
numerically investigated and validated against experimental results for a range of flow 
conditions in Chapter 8. The turbulence is modeled based on Reynolds averaged 
Navier-Stokes (RANS) transport equations for carrier and dispersed phases, where 
Shear Stress Transport (SST) model is employed for the carrier. Zero equation 
turbulence is adopted for the dispersed phases. Different bubble discharge mass and 
velocities along with a variety of bubble sizes are studied to determine the bubble size 
distribution at different scenarios.  
The thesis closes with conclusion and discussion on possible future work directions in 
Chapter 9.  
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CHAPTER 2  LITERATURE REVIEW 
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Two-phase flow phenomena with boiling are crucial in a number of engineering 
systems. In particular, subcooled flow boiling has been known to be a very efficient 
mode of heat transfer where it can be utilized in energy conversion system such as a 
heat exchanger and cooling of high-energy-density electronic hardware. Subcooled 
flow boiling is also known to be of considerable importance in the design, operation 
and thermal-hydraulic safety analysis of a nuclear reactor. This is particularly important 
where accurate prediction of void fraction is required – the presence of significant 
voidage in the flow can affect the core flow rate or fuel burn-up and could result in the 
inception of two-phase flow instabilities [1]. 
Like in any boiling process, subcooled flow boiling is a phase change process which is 
characterized by the presence of thermodynamic non-equilibrium between the liquid 
and vapor phases within the two-phase flow. Typically, a high-temperature two-phase 
region exists near the heated wall whilst a low-temperature single-phase liquid flow 
persists away from the heated surface. Figure ‎2-1 depicts a description of a subcooled 
flow boiling which is accompanied by a boiling curve describing the void fraction 
distribution along the heated wall. Where vapor bubbles begin to appear on the heated 
wall, bubble nucleation occurs within the small pits and cavities designated as 
nucleation sites on the heated surface. These nucleation sites are activated when the 
temperature of the surface exceeds the saturation liquid temperature at the local 
pressure. Away from the wall, the temperature of the bulk fluid remains below 
saturation; the flow region is thus known as being subcooled. At a point designated as 
the onset of nucleate boiling (ONB), boiling occurs and bubbles remain attached to the 
   
9 
 
 
 
heater surface. As the bulk liquid temperature increases further downstream, vapor 
bubbles on the wall grow larger and begin to detach from the heater surface. A rapid 
increase of the void fraction commences at a location called the net vapor generation 
(NVG) or the onset of significant void (OSV), which indicates the transitional point 
between the low void fraction region followed by another region in which the void 
fraction increases sharply thereafter. 
 
Figure  2-1: Schematic of a subcooled flow boiling process 
In principal, modelling subcooled flow boiling at low pressures involves the 
consideration of two distinct regions [2, 3]: (i) Heat transfer and wall heat flux 
partitioning during subcooled flow boiling at the heated wall and (ii) Two-phase flow 
and bubble behaviours in the bulk subcooled flow away from the heated wall. For 
category (ii), it has been demonstrated that the use of two-fluid model coupled with a 
population balance model [4, 5] or interfacial area transport equation [6, 7] can aptly 
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predict the local and axial distributions of the bubble size, void fraction, interfacial area 
concentration and velocity profiles for two-phase flows in vertical channels. 
With regards to the modelling of category (i), the heat transfer rate during subcooled 
flow boiling can normally be treated by appropriately partitioning the wall heat flux. 
Based on relevant heat transfer mechanisms occurring during the boiling process, 
mechanistic models can be readily employed for both the prediction of the wall heat 
flux as well as the partitioning of the wall heat flux between the liquid and vapour 
phases. The wall heat flux can be partitioned into the respective heat flux components: 
surface quenching or transient conduction, evaporation and single-phase turbulent 
convection. Transient conduction (surface quenching heat flux component) occurs over 
the area of the heater surface under the influence of bubbles while it is assumed that 
single-phase turbulent convection persists in areas of the heated surface which is 
unaffected by the presence of bubbles. The wall heat flux partition model requires the 
evaluation of three important parameters: active nucleation site density (Na), bubble 
departure diameter (Dd) and bubble departure frequency (f).  
There are still many challenges in accurately determining the appropriate values of 
active nucleation site density, bubble departure diameter and bubble departure 
frequency covering a wide range of subcooled flow conditions and imposed wall heat 
fluxes from a modelling perspective. Each of these parameters in the wall heat flux 
partitioning model significantly affects the prediction of the void fraction in the bulk 
liquid region. Numerous empirical correlations have been proposed for each of the 
aforementioned parameters, which are normally formulated and validated against a 
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restricted range of individual experimental conditions. Because of the importance of the 
accurate prediction of void fraction, a thorough review and assessment of the many 
existing empirical correlations are performed in this paper. This study is therefore 
aiming to equally assess their performance and applicability to a range of subcooled 
flow conditions and imposed wall heat fluxes with an identical set of experimental data. 
More importantly, it also aims to reveal the deficiency of existing empirical models 
leading towards the need of the mechanistic model proposed.  
The original heat flux partitioning model developed by Kurul and Podowski [8] is one 
model that has been widely adopted by various researchers [2, 9, 10]. Nevertheless, the 
model suffers from a number of major drawbacks. The original heat flux partitioning 
model assumes that bubbles are immediately released into the bulk subcooled liquid 
during the flow boiling process. This assumption may be possibly valid for restricted 
cases of horizontally oriented pool flow boiling. Experimental observations by 
Klausner et al. [11] and recently by Ahmadi et al. [1] clearly revealed the presence of 
sliding bubbles affects not only the associated thermodynamic non-equilibrium that 
occurs between the vapour bubbles and bulk subcooled liquid but also plays an 
important role in causing NVG downstream of the flow boiling after the point of ONB. 
As indicated in Basu et al. [12, 13] and Sateesh et al. [14], the transient conduction due 
to sliding bubbles becomes the dominant mode of heat transfer. For vertical subcooled 
flow boiling, it is paramount that the heat flux partitioning model incorporates the area 
of influence and transient conduction component due to these sliding bubbles. In Yeoh 
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et al. [15], improvements have been made to the heat flux partitioning model by further 
developing the model to incorporate the sliding period.   
To ensure that the heat flux partitioning model is applicable for subcooled flow boiling 
not only at low pressures but also at high pressures, a more mechanistic approach to 
evaluate the active nucleation site density, bubble size and bubble frequency is 
required. In Yeoh et al. [15], improvements have also been made by mechanistically 
determining the bubble frequency as well as the bubble diameters at sliding and lift-off 
determined via the force balance model developed in Yeoh and Tu [16]. However, the 
heat flux partitioning model remains lacking to adequately predict important phasic 
parameters for particular subcooled flow conditions and imposed wall heat fluxes 
especially through the use of empirical correlations for the active nucleation site 
density.  
A preliminary scoping study on the use of the fractal model proposed by Xiao and Yu 
[17] for a specific vertical subcooled flow boiling configuration has been carried out in 
Yeoh et al. [18]. In essence, the fractal distribution of sizes of active cavities on the 
heated surface is considered of which it is strongly dependent on not only the wall 
superheat as has been typified in most correlations for active nucleation site density but 
also on other flow parameters including the liquid subcooling, fractal dimension, 
minimum and maximum active cavity sizes contact and bulk velocity and physical 
properties of the adjacent fluid. From a mechanistic consideration, the model has 
demonstrated enormous potential in appropriately determining the active nucleation site 
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density distribution especially on the heated wall for subcooled flow boiling at low 
pressures. 
With the particular focus on understanding the behavior of subcooled boiling flows at 
elevated pressures, the review of some experimental investigations and predictive 
models is presented below and tabulated in Table ‎2-1. 
Table  2-1: behavior of subcooled boiling flows at elevated pressures 
Experiment 
P  
(kPa) 
G 
(kg/m
2
s) 
Qw 
(kW/m
2
) 
Tsub@inlet 
(°C) 
Measurement  
Griffith 
3450-
10350 
6000-
9000 
6400-
8500 
11-80 measured the void volumes 
Bartolomei 
3000-
15000 
400-
3000 
400-
2500 
16-20 measured the axial void distribution 
Shen et al. 
11500-
28000 
450-
1550 
50-585 - 
investigated the characteristics of heat 
transfer 
Christensen 
2800-
6900 
770-
1150 
50-115 3-15 
studied the axial variations of void 
distribution 
Ozar et al. 
200-
950 
230-
2470 
55-259 7-30 
measured local parameters such as void 
fraction, interfacial area concentration, 
and bubble interface velocity at radial 
locations of different axial positions 
Griffith et al.[19] measured the void volumes in subcooled boiling systems at pressures 
of 3.5, 7 and 10.5 MPa. Christensen[20] studied the axial variations of void distribution 
in a boiling rectangular channel of a cross-section of 11.1 mm by 44.4 mm and a height 
of 1270 mm. Four different pressures from 2.8 to 3.9 MPa were investigated which 
were comparable to conditions experienced in pressurised boiling water reactors. Pierre 
and Bankoff[21] conducted experiments on a similar test section to Christensen2 but 
obtained the transverse void fraction distributions and averaged cross-sectional void 
fraction in the axial direction at pressures ranging from 1.4 to 5.5 MPa. Bartolomei et 
al.[22] experimentally investigated the true volumetric vapour content in a vertical tube 
with the upward flow of water at subcooled conditions. Uniform heat was imposed on 
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Cr18Ni10Ti steel tubes with 12 mm internal diameter and 2 mm wall thickness with a 
tube length varying between 800 and 1500 mm. The operational conditions were: 
Pressure – 3 to 15 MPa, Heat flux – 0.4 to 2.5 MW/m2, and Mass flux – 400 to 3000 
kg/ m2s. Shen et al.[23] investigated the characteristics of heat transfer in a vertical 
downward flow of water within a circular cross section of 22 mm diameter and 2 m 
heated length. The experimental conditions were: Pressure – 11.5 to 28 MPa, Heat flux 
– 50 to 585 kW/m2, and Mass flux – 450 to 1550 kg/m2s. In spite of extensive 
experiments performed, limited experimental data still exist on local measurements of 
two-phase flow parameters such as void fraction, interfacial area concentration and 
bubble interface velocity. Recently, Ozar et al.[24] investigated steam-water two-phase 
flows in a vertical annular geometry. They measured local parameters such as void 
fraction, interfacial area concentration, and bubble interface velocity at radial locations 
of different axial positions at pressures ranging from 0.2 to 0.95 MPa. 
For the model development, Rouhani and Axelsson[25] calculated the void fraction in 
different regions of flow boiling analytically by considering different heat transfer 
mechanisms. They compared their model with experimental data covering pressures 
from 1.9 to 13.8 MPa. Khater et al.[26] developed a Lagrangian drift-flux formulation 
of governing equations to predict transient, two-phase flows in channels covering 
subcooled boiling, flow reversals and blowdown transients. A global solution was 
attained based on analytical solutions of the differential equations valid for limited time 
and space intervals. Dykhuizen et al.[27, 28] employed a two-fluid model to analyse 
the linear stability of the density-wave oscillations in boiling flow systems. Their 
   
15 
 
 
 
results were found to be in good agreement only with experimental data for high 
subcooling conditions. Luthan[29] adopted a one-dimensional two-fluid model for gas-
liquid stratified and boiling flows utilising the inter-phase slip analyser (IPSA) 
algorithm. Lai and Farouk[30] proposed a two-dimensional two-phase non-equilibrium 
model to predict the distributions of void fraction and temperature in turbulent 
subcooled boiling flows at elevated pressures in heated vertical pipes and channels. 
Prashanth and Seetharamu[31] developed a mathematical model for predicting thermo-
hydraulics of steam-water two-phase flow in vertical pipes which was solved by the 
finite element method at elevated pressures. Zhou and Podowski[32] for the first time 
applied the two-fluid model to investigate the instabilities occurring in boiling systems. 
They adopted frequency-domain and time-domain methods to quantify the stability 
margins and to investigate the nonlinear system response outside the stability 
boundaries. Delhaye et al.[33] used R12 as a testing fluid to simulate water between 10 
and 18 MPa. They proposed a void fraction model based on empirical correlations that 
gave good agreement with DEBORA as well as Bartolomei et al.[22] experimental data 
for water at high pressures. Krepper et al.[10] implemented a wall-boiling model to a 
two-fluid computational fluid dynamics (CFD) code to simulate steam–water bubbly 
flows applicable to fuel assembly design. Although the results demonstrated good 
agreement with the experimental data, the model was limited by its use of empirical 
correlations in the wall-boiling model.  
The size of bubble lift-off from the heated channels is an important consideration in 
subcooled boiling flows. In order to predict the bubble lift-off size, much attention has 
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been directed towards the mechanistic model based on the force balance acting on the 
bubbles. Levy[34] developed a model to predict the vapour volumetric fraction during 
the forced convection of subcooled boiling flows. The force balance equation on a 
spherical bubble was derived to determine the point of bubble departure from the 
heated surface. It was assumed that the buoyancy and wall shear forces act on the 
detachment of the bubble while the surface tension force held the bubble on the wall. 
Staub[35] considered additional forces acting on a hemispherical bubble, including 
liquid inertia force, dynamic force caused by the growing bubble that changed with the 
momentum of the liquid, surface tension, evaporating vapour thrust, drag force, and 
buoyancy force. He calculated the wall shear stress by considering the bubble layer on 
the wall as a rough surface and considered the surface tension, drag and buoyancy 
forces as the dominant forces acting on the bubble. Al-Hayes and Winterton[36] 
proposed different expressions for the surface tension and drag forces and modified the 
friction term of Levy’s model. They included the upstream and downstream contact 
angles of the bubble prior to detachment. Kandlikar and Stumm[37] studied a slow 
nucleation process of bubbles whereby the inertia forces were ignored. Forces such as 
drag, buoyancy, surface tension, pressure difference and change in momentum were 
taken into account during the force balance analysis in determining the bubble 
departure diameter. Klausner et al.[11] proposed a mechanistic force balance model to 
predict both bubble departure and lift-off diameters for refrigerant R113 in a pool and 
flow boiling in both vertical and horizontal channels. Sateesh et al.[14] extended the 
model for water, refrigerant R134a and propane with additional considerations of 
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sliding bubbles on the heating surface. Many research works have been devoted to 
improving the force balance model. Chen et al.[38] attempted to generalise the force 
balance model for all flow conditions and configurations by considering all the forces 
acting on a bubble. They proposed a correlation for bubble contact diameter that plays a 
significant role on the bubble growth rate and bubble lift-off diameters. Recently, 
Colombo and Fairweather[39] proposed a modified force balance model where a new 
growth rate was proposed.  
In spite of the concerted effort dedicated to model development, the near wall flow 
conditions (e.g. velocity, temperature and pressure), in the majority of the 
investigations on subcooled boiling flows, have been either assumed or extracted from 
measurements. Hence, the hydrodynamic effects of local bulk liquid were decoupled in 
the model evaluations. Incorporating the mechanistic models into a generic thermal-
hydraulic modelling framework to aptly predict the subcooled boiling flows remains 
very limited in literature. Following the application of the mechanistic boiling model 
coupled with the two-fluid and population balance modelling of subcooled boiling 
flows at low pressures in Yeoh et al.[2, 3, 15, 16, 18, 40, 41] and Cheung et al.[4, 42, 
43], the recent availability of local measurements at elevated pressure by Ozar et al.[24] 
are utilised to further assess the developed mechanistic boiling model alongside with 
some selected empirical models. It will be demonstrated later that the proper 
determination of the size of bubble lift-off which will subsequently affect the void 
fraction distribution in the bulk flow brings to question the validity of the force balance 
model to be applied for predictions of subcooled boiling flows at elevated pressures. 
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Possible limitations of the force balance model are mentioned and further 
considerations to improve the force balance model are discussed. 
For the modeling of two-phase and bubble behaviors in the bulk flow, majority of 
studies have thus far concentrated on the study of coalescence and break-up kernels in 
two-phase isothermal flows [44, 45]. Recently, comparative analysis of different 
coalescence and break-up kernels has been performed by [46] for two-phase isothermal 
flows in a large bubble column. Nevertheless, such investigations on subcooled boiling 
flows remain elusive. 
The major objectives of the paper are thus twofold: (i) assessing the applicability of 
existing bubble coalescence and break-up kernels in the framework of population 
balance modelling for subcooled boiling flows and (ii) utilize the mechanistic wall heat 
flux partitioning model with specific emphasis at elevated pressures for subcooled 
boiling flows. A numerical assessment on the performance of six different bubble 
coalescence and break-up kernels has been performed to investigate the bubble size 
distribution and its impact on local hydrodynamics based on different heating and flow 
conditions. For the mechanistic break-up kernels, two widely adopted models with 
different predictions for daughter size distribution proposed by Luo and Svendsen[47] 
and Wang et al.[48] are assessed. These break-up kernels are then coupled with three 
different mechanistic coalescence kernels by Coulaloglou et al.[49], Prince et al.[50] 
and Lehr et al.[51] to form the six different combinations to provide insights on the 
predictive capability of the bubble coalescence and break-up mechanisms through 
comparison.  
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In addition, power generation in conversion systems through application of two-phase 
gas-liquid flows is highly in interest of researchers and industries. Geothermal energy 
has been utilized for power generation through three conversion systems; the flashed 
steam system, the binary cycle system and the total flow system [52]. A schematic of 
these energy conversion systems is shown in Figure ‎2-2. In the flashed steam system, 
high temperature geothermal water is introduced directly to a separator where 
separation of vapour and liquid occurs. The extracted brine is injected back into the 
field and the vapour is passed through a turbogenerator for power generation. This 
system cannot work with high salinity water (>3% dissolved solids) since scaling of 
turbine components, corrosion and erosion could be caused by carryover of salts with 
the vapour. Since in a single flash system, at best, only approximately 10% of the 
thermal energy can be converted, the overall thermal efficiency is low. In order to 
utilize brines at relatively low temperatures, or brines containing large amounts of non-
condensable gases or dissolved solids, the binary cycle system was introduced for 
conversion of hot water geothermal energy. In this method, a heat exchanger is required 
to transfer the internal energy of the brine to a clean secondary fluid. The advantage is 
that the turbine is protected from the brine by using the secondary fluid. However, there 
will still be scale formation in the brine side of the heat exchanger. Also, in order to 
optimize energy transfer per unit of exchanger area, the brine outlet temperature must 
be high. This results in a relatively low overall thermal efficiency as is the case for the 
flashed steam system. 
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Figure  2-2: Schematic of (a) Flashed steam system (b) Binary cycle system (c) Total flow 
system 
In the total flow system, the entire wellhead product (liquid or liquid vapour mixture) is 
fed directly into an impulse or reaction turbine. This involves expansion of the fluid 
through converging-diverging nozzles to convert the enthalpy of the high-temperature 
fluid into kinetic energy in the form of low-temperature, high-velocity, streams of 
vapour- liquid mixture (nozzles are discussed in more detail in the next section). The 
advantage of this system is the potential for achieving higher utilization of thermal 
energy than either the flashed steam or binary method [53]. 
The total flow process involves the expansion of the fluid from a geothermal well 
(including water, vapour, and dissolved solids) through a single energy-conversion 
machine. Three characteristics of the total flow process are especially important: 
1- It has the potential for the highest resource utilization efficiency because most 
of the available energy of the well head product is used. 
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2- The simplicity of the single-stage expansion is an advantage in dealing with the 
harsh chemistry of geothermal brines. 
3- It broadens opportunities for successful exploitation of high-temperature/ high-
salinity resources.  
It is known that application of an efficient energy conversion device (turbine) in 
trilateral (topping, bottoming and/or standalone) thermal energy conversion cycles 
could increase the overall efficiency of many energy conversion systems (like Rankine 
cycles) by 10 to 50%. In the trilateral cycle, most of the available heat in the system is 
utilized which is not the case in the Rankine cycle. This is why trilateral cycles have 
higher cycle efficiencies (in terms of utilization of available heat), and why application 
of two-phase turbines, at least in a topping cycle, would ensure increased electrical 
power output [54]. 
The requirement of high velocity for efficient conversion of thermal energy to kinetic 
energy for momentum transfer in an impulse/reaction turbine dictates the use of 
converging-diverging nozzles for supersonic flow velocities. It is also most important 
to develop a highly efficient two-phase flow nozzle when adapting a turbo-type of 
machine as a two-phase flow turbine.  
 A nozzle is a device in which the available energy of a high pressure fluid is converted 
to kinetic energy in an expansion process. A flashing flow nozzle is one in which the 
incoming fluid is a slightly subcooled liquid or low-quality liquid-vapor mixture so that 
substantial phase change takes place during the expansion process [55]. 
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The expansion of fluids and gases through nozzles has been the subject of intensive 
study with literally hundreds of papers written on the subject. Austin L.A. et al. [56] 
investigated almost inclusively the expansion of superheated and high-quality steam, 
liquids, and gases, with very little emphasis given to low quality (<20%) steam, or two-
phase flow. Goodenough [57] studied widely in this area and concluded that nozzle 
coefficients dropped to 0.9 when the quality dropped to 80%. He also constructed an 
analytical expression which predicts a continually decreasing nozzle coefficient with 
decreasing quality. This work is known as “conventional wisdom” indicating that two-
phase flow of low-quality steam through nozzles will not efficiently convert thermal 
energy to kinetic energy. However, some other investigations [58-60] show that 
conclusions based solely on the “conventional wisdom” could be misleading, and 
higher nozzle coefficients could be achieved depending on the flow rate, inlet pressure 
and backpressure on the nozzle. 
Some experimental studies were done previously [58-64] where the main interest was 
the determination of mass flow rate for choked two-phase flow conditions. The 
experimental data indicated that the nozzles tested were typically operating 
overexpanded (ambient pressure higher than ideal) and inefficiently, because of the 
shock waves occurring inside the nozzles. Thus, the thrust coefficients and inferred 
efficiencies were typically low for the operating conditions studied. 
Flashing flow nozzles are of obvious interest for energy systems using high pressure 
hot geothermal water. Such nozzles are used in many total-flow turbine designs 
including the Hero turbine [65]. They are also used in two phase ejectors proposed for 
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flash system use [66]. Other flashing flow nozzle applications include two phase 
ejectors for desalination plants [67], two phase ejectors for refrigeration systems [66, 
68] and total-flow turbines for refrigeration systems [69].  Menegay [70] and Menegay 
and Kornhauser [68] used flashing flow nozzles in tests of a refrigeration system 
incorporating a two-phase ejector with a flashing flow motive nozzle. In later tests, the 
researchers attempted to improve nozzle efficiency by seeding the motive flow with 
small bubbles. The method of seeding the flow has been patented by Kornhauser and 
Menegay [71]. Comfort [72] showed that, in the case of a turbo-type two-phase flow 
turbine, a two-phase flow with a low slip and a small droplet size has a higher 
efficiency. Moreover, a method of remixing flows [73], a method of injecting steam 
into initially subcooled hot water [74] and a method of swirling inlet subcooled hot 
water [75] resulted in increased efficiency. Akagawa et al. [76] and Ohta et al. [77] are 
among the few researchers who measured flashing flow nozzle efficiency. They 
showed that the optimum pressure profile was influenced by inlet subcooling and by 
the divergence angle. The values of the thrust coefficient decrease with increasing 
subcooling under a constant divergence angle and an increase in subcooling lowers the 
nozzle efficiency. The maximum value of the thrust coefficient was obtained at a 
divergence angle of 6°. Also, the maximum thrust coefficient could be obtained at the 
optimum back pressure. They also showed that nozzle efficiency could be increased by 
placing thin wires just upstream the throat. In this way, thin wires could disturb the 
flow; therefore, stimulating a flashing inception, thereby shortening the delay time for 
vapour formation and increasing the nozzle efficiency. Another of their findings was 
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that the maximum nonequilibrium pressure drop at the throat decreases with increasing 
inlet subcooling. The installation of wires is effective in lowering the maximum non-
equilibrium pressure drop at the throat. Last but not least, the magnitude of the thrust 
increases with decreasing back pressure, because the thrust is the product of the mass 
flow rate and the velocity of the flow at the nozzle exit. The reduction in back pressure 
increases the adiabatic temperature drop and the mass flow rate is unaffected by the 
back pressure. Bunch [78] found out that the efficiency of a nozzle could be increased 
by increasing the inlet quality with increasing total mass of seeding bubbles, and 
decreasing size of those bubbles. 
Since most of the available geothermal resources all over the world and specifically in 
Australia are at low temperature and of low quality, there is strong interest in the 
investigation of harvesting such energy. However, further attention and research is 
required in this area. Therefore, some experiments are carried out to enhance 
understanding of these phenomena and to investigate the possibility of utilizing the 
energy of low temperature, low quality mixtures in geothermal resources.  
As aforementioned, two-phase gas–liquid flows are prevalent in many industrial 
applications. One highly interested application is the flow around an underwater 
vehicle. For example, when a conventional submarine is snorting, a large quantity of 
exhaust gas will be discharged into water resulting in a highly turbulent bubbly plume. 
This plume will generate acoustic and visual signatures, and the strong interaction with 
the boundary layer flow will lead to the formation of a bubbly wake. This may 
compromise the survivability of the submarine. In such flows the local hydrodynamic 
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variables (e.g. bubble size distribution, void fraction, bubble coalescence and breakage 
rate and interfacial area concentration) can dynamically evolve and this can make the 
flow structure very complex. To be able to develop the best mitigation strategy, a 
thorough understanding of the associated physics is necessary. Capturing bubble 
evolution may also be important for understanding other associated phenomena, such 
as flow noise and cavitation inception. 
Flows around underwater vehicles have been extensively investigated (both 
experimentally and numerically) and there is an extensive body of literature on this 
subject (see [79-81] and refs therein). Most of these studies deal with a single-phase 
flow. For example, the David Taylor Research Center has performed a thorough 
experimental investigation of turbulent single-phase flows around different submarines, 
including DARPA SUBOFF [79-81], used in the present study. Ashok and Smits [82] 
investigated the turbulent wake of DARPA SUBOFF submarine in pitch and yaw. 
Marshallsay and Eriksson [83] examined a potential use of Computational Fluid 
Dynamics simulations (CFD) as a tool for assessing the performance of the DARPA 
SUBOFF submarine. However, there is no numerical or experimental data in open 
literature for a two-phase fluid flow around a complex body. 
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PART I  
 
 
MODELLING SUBCOOLED FLOW BOILING IN 
VERTICAL CHANNELS AT LOW PRESSURES 
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CHAPTER 3  ASSESSMENT OF EMPIRICAL 
CORRELATIONS 
The contents of this chapter are published in 
 Modelling Subcooled Flow Boiling in Vertical Channels at Low Pressures - Part 
1: Assessment of empirical correlations, International Journal of Heat and 
Mass Transfer, Vol(75), pp. 736-753 (2014) 
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3.1 Introduction 
Two-phase flow phenomena with boiling are crucial in a number of engineering 
systems. In particular, subcooled flow boiling has been known to be a very efficient 
mode of heat transfer where it can be utilized in energy conversion system such as a 
heat exchanger and cooling of high-energy-density electronic hardware. Subcooled 
flow boiling is also known to be of considerable importance in the design, operation 
and thermal-hydraulic safety analysis of a nuclear reactor. This is particularly important 
where accurate prediction of void fraction is required – the presence of significant 
voidage in the flow can affect the core flow rate or fuel burn-up and could result in the 
inception of two-phase flow instabilities [1]. 
Like in any boiling process, subcooled flow boiling is a phase change process which is 
characterized by the presence of thermodynamic non-equilibrium between the liquid 
and vapor phases within the two-phase flow. Typically, a high-temperature two-phase 
region exists near the heated wall whilst a low-temperature single-phase liquid flow 
persists away from the heated surface. Figure ‎3-1 depicts a description of a subcooled 
flow boiling which is accompanied by a boiling curve describing the void fraction 
distribution along the heated wall. Where vapor bubbles begin to appear on the heated 
wall, bubble nucleation occurs within the small pits and cavities designated as 
nucleation sites on the heated surface. These nucleation sites are activated when the 
temperature of the surface exceeds the saturation liquid temperature at the local 
pressure. Away from the wall, the temperature of the bulk fluid remains below 
saturation; the flow region is thus known as being subcooled. At a point designated as 
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the onset of nucleate boiling (ONB), boiling occurs and bubbles remain attached to the 
heater surface. As the bulk liquid temperature increases further downstream, vapor 
bubbles on the wall grow larger and begin to detach from the heater surface. A rapid 
increase of the void fraction commences at a location called the net vapor generation 
(NVG) or the onset of significant void (OSV), which indicates the transitional point 
between the low void fraction region followed by another region in which the void 
fraction increases sharply thereafter. 
 
Figure  3-1: A schematic illustration of a subcooled flow boiling in a heated channel. 
In principal, modelling subcooled flow boiling at low pressures involves the 
consideration of two distinct regions [2, 3]: (i) Heat transfer and wall heat flux 
partitioning during subcooled flow boiling at the heated wall and (ii) Two-phase flow 
and bubble behaviours in the bulk subcooled flow away from the heated wall. For 
category (ii), it has been demonstrated that the use of two-fluid model coupled with a 
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population balance model [4, 5] or interfacial area transport equation [6, 7] can aptly 
predict the local and axial distributions of the bubble size, void fraction, interfacial area 
concentration and velocity profiles for two-phase flows in vertical channels. 
With regards to the modelling of category (i), the heat transfer rate during subcooled 
flow boiling can normally be treated by appropriately partitioning the wall heat flux. 
Based on relevant heat transfer mechanisms occurring during the boiling process, 
mechanistic models can be readily employed for both the prediction of the wall heat 
flux as well as the partitioning of the wall heat flux between the liquid and vapour 
phases. The wall heat flux can be partitioned into the respective heat flux components: 
surface quenching or transient conduction, evaporation and single-phase turbulent 
convection. Transient conduction (surface quenching heat flux component) occurs over 
the area of the heater surface under the influence of bubbles while it is assumed that 
single-phase turbulent convection persists in areas of the heated surface which is 
unaffected by the presence of bubbles. The wall heat flux partition model requires the 
evaluation of three important parameters: active nucleation site density (Na), bubble 
departure diameter (Dd) and bubble departure frequency (f).  
There are still many challenges in accurately determining the appropriate values of 
active nucleation site density, bubble departure diameter and bubble departure 
frequency covering a wide range of subcooled flow conditions and imposed wall heat 
fluxes from a modelling perspective. Each of these parameters in the wall heat flux 
partitioning model significantly affects the prediction of the void fraction in the bulk 
liquid region. Numerous empirical correlations have been proposed for each of the 
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aforementioned parameters, which are normally formulated and validatezd against a 
restricted range of individual experimental conditions. Because of the importance of the 
accurate prediction of void fraction, a thorough review and assessment of the many 
existing empirical correlations are performed in this paper. This paper is therefore 
aiming to equally assess their performance and applicability to a range of subcooled 
flow conditions and imposed wall heat fluxes with an identical set of experimental data. 
More importantly, it also aims to reveal the deficiency of existing empirical models 
leading towards the need of the mechanistic model proposed in the part 2.  
3.2 Heat Flux Partitioning Model 
The unsteady nature of the physics of subcooled flow boiling is accounted for in the 
heat flux partitioning model. Figure ‎3-2 illustrates a description of the respective heat 
flux components that are taken into consideration for the model [8, 84, 85]. At an active 
nucleation site, a vapour bubble nucleates and will grow to its maximum size at the 
heated wall. This particular heat transfer rate is referred as microlayer evaporation (Qe). 
As the bubble lifts off from the wall, colder liquid rushes in to occupy that area 
previously occupied by the nucleating bubble. The heat transfer rate to this colder fluid 
is different from the purely single-phase turbulent convection (Qc) to a relatively 
warmer fluid and is accounted for by the surface quenching or transient conduction 
(Qtc). 
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Figure  3-2: A schematic illustration of the different heat flux components of the heat flux 
partitioning model. 
The wall heat flux component due to evaporation which occurs at the nucleate boiling 
region can be ascertained from 
𝑄𝑒 = 𝑁𝑎𝑓 (
𝜋𝐷𝑑
3
6
)𝜌𝑔ℎ𝑓𝑔 
(1) 
where Na, f, Dd and hfg are the active nucleation site density, the bubble frequency, 
departing bubble diameter and the latent heat, respectively.  
The wall heat flux component contributed by surface quenching is formulated 
accordingly. As liquid comes in contact with the hot surface, the heat is transferred to 
liquid mainly based on transient conduction which can be determined from 
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𝑄𝑡𝑐 = (
2
√𝜋
√𝑘𝑙𝜌𝑙𝐶𝑝𝑙√𝑓)𝐴𝑡𝑐(𝑇𝑤 − 𝑇𝑙) 
(2) 
where Atc denotes the fraction of the wall area that is in contact with the fresh liquid 
and is cooled down by transient conduction. This area is calculated from 
𝐴𝑡𝑐 = 𝑁𝑎 (𝐾
𝜋𝐷𝑑
2
4
) 
(3) 
where K is the area of influence factor, which is taking the value of 4 here. Heat 
transfer due to turbulent convection can be defined based on local Stanton number as 
𝑄𝑐 = 𝑆𝑡𝜌𝑙𝐶𝑝𝑙𝑢𝑙(1 − 𝐴𝑡𝑐)(𝑇𝑤 − 𝑇𝑙) 
(4) 
where ul is adjacent liquid velocity and  
𝑆𝑡 =
𝑁𝑢
𝑅𝑒𝑃𝑟
  
(5) 
where Nu, Re and Pr are the local Nusselt, Reynolds and Prandtl numbers. 
3.3 Review of Empirical Correlations 
There has been copious research in the development of useful empirical correlations 
based on experimental data for active nucleation site density, bubble departure diameter 
and bubble departure frequency. Some of the most common empirical correlations are 
summarized in Table 3-1, Table 3-2 and Table 3-3. These selected correlations are 
further described in the preceding sections. 
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Table  3-1: Empirical correlations for bubble departure frequency 
Name Correlation Details 
Cole [86] 𝑓 = [
4𝑔(𝜌𝑙 − 𝜌𝑔)
3𝐷𝑙𝜌𝑙
]
0.5
 
Zuber [87] 𝑓 =
1.18
2𝐷𝑙
[
𝜎𝑔(𝜌𝑙 − 𝜌𝑔)
𝜌𝑙2
]
0.25
 
Hatton and Hall [88] 𝑓 =
3
𝜋𝜂𝑙
[
16𝑘𝑙𝜎𝑇𝑠𝑎𝑡
(ℎ𝑓𝑔𝜌𝑔)
2
𝐷𝑑𝐷𝑐
]
2
 
Ivey [89] 
𝑓 = 0.9 (
𝑔
𝐷𝑙
)
0.5
                for hydrodynamic region 
𝑓 = 0.44 (
𝑔
𝐷𝑙
3)
0.25
                for transition region 
𝑓 = 𝐶
1
𝐷𝑙
2                         for thermodynamic region 
Stephan [90] 𝑓 =
1
𝜋
√
𝑔
2𝐷𝑙
[1 +
4𝜎
𝐷𝑙
2𝜌𝑔
]
0.5
 
Kocamustafaogullari 
and Ishii [91] 
𝑓 =
1.18
𝐷𝑙
[
𝜎𝑔∆𝜌
𝜌𝑓
2 ]
0.25
 
Podowski et al. [92] 𝑓 =
1
𝑡𝑤 + 𝑡𝑔
 
𝑡𝑤 = [(−𝐶2 + √𝐶2
2 − 4𝐶1𝐶3) 2𝐶1⁄ ]
2
 
𝑡𝑔 = [(−𝐴2 + √𝐴2
2 − 4𝐴1𝐴3) 2𝐴1⁄ ]
2
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Table  3-2: Empirical correlations for nucleation site density 
Name Correlation Details 
Gaertner and Westwater 
[93] 
𝑁𝑎~𝑄𝑤
1/𝑚 
m = 0.48 
Hsu and Graham [94] 0.48 < m < 1 
Kirby and Westwater 
[95] 
m = 0.73 (glass), 0.48 < m < 1 
(metal) 
Mikic and Rohsenow 
[96] 
𝑁𝑎~
𝐶
𝐷𝑐𝑚
 
𝐷𝑐
=
4𝜎𝑇𝑠𝑎𝑡
𝜌𝑣ℎ𝑓𝑔∆𝑇𝑊
 
m = 6.5, C = 
𝐷𝑐,𝑚𝑎𝑥
𝑚  
Johov [97] 
m =3, 
C=4×10-12 
Bier [98] ln𝑁𝑎 = ln(𝑁𝑚𝑎𝑥) [1 − (
𝐷𝑐
𝐷𝑐,𝑚𝑎𝑥
)
𝑚
] 
m = 0.42 (Freon-115) 
m = 0.26 (Freon-11) 
Cornwel and Brown [99] 𝑁𝑎~𝑇𝑠𝑢𝑝
𝑚 m = 4.5 
Lemmert and Chawla 
[100] 
𝑁𝑎 = [𝑛∆𝑇𝑠𝑢𝑝]
𝑚
 
 
Koncar et al. [9] n = 185 , m = 1.805 
Kurul and Podowski [8] n = 210 , m = 1.805 
Krepper et al. [101, 102] 𝑁𝑎 = 𝑛 [
∆𝑇𝑠𝑢𝑝
∆𝑇𝑟𝑒𝑓𝑁
]
𝑚
 
n = 0.8×106, ΔTrefN =10K (exp. of 
Bartolomej) 
n = 3×107 (exp.s of DEBORA 1-2) 
n = 5×106 (exp.s of DEBORA 3-7) 
Kocamustafaogullari and 
Ishii [103] 
𝑁𝑎
=
1
𝐷𝑙
2 [(
2𝜎𝑇𝑠𝑎𝑡
∆𝑇𝑒𝑓𝑓𝜌𝑔ℎ𝑓𝑔
) (0.5 ∗ 𝐷𝑙)⁄ ]
−4.4
𝑓(𝜌∗) 
𝜌∗ = (𝜌𝑙 − 𝜌𝑔) 𝜌𝑔⁄  
𝑓(𝜌∗)
= 2.157𝑒
− 7𝜌∗−3.2(1 + 0.0049𝜌∗)4.13 
Δ𝑇𝑒𝑓𝑓 = 𝑆𝑇𝑠𝑢𝑝 
Wang and Dhir [104] 𝑁𝑎 = 5 × 10
−31(1 − cos𝜑)𝐷𝑐
−6.0  
Benjamin and 
Balakrishnan [105] 
𝑁𝑎 = 218.8𝑃𝑟
1.63 (
1
𝛾
)𝜔−0.4𝑇𝑠𝑢𝑝
3  
𝛾 ≡ (
𝑘𝑤𝜌𝑤𝐶𝑝𝑤
𝑘𝑙𝜌𝑙𝐶𝑝𝑙
)
1 2⁄
 
𝜔
= 14.5 − 4.5 (
𝑅𝑎𝑃
𝜎
)
+ (
𝑅𝑎𝑃
𝜎
)
0.4
 
Hibiki and Ishii [106] 
𝑁𝑎 = 4.72𝑒5{1 − exp(−𝜑
2 4.17⁄ )} 
           [exp{2.5𝑒 − 6𝑓(𝜌+)(𝑇𝑠𝑢𝑝𝜌𝑔ℎ𝑓𝑔 2𝜎𝑇𝑠𝑎𝑡⁄ )}
− 1] 
𝜌+ = log10(Δ𝜌 𝜌𝑔⁄ ) 
𝑓(𝜌+)
= −0.01064 + 0.48246𝜌+ 
                 −0.22712𝜌+2
+ 0.05468𝜌+3 
Basu, Warrier and Dhir 
[107] 
𝑁𝑎 = 0.34 × 10
4(1 − cos𝜑) 𝑇𝑠𝑢𝑝
2.0  ΔTONB <Tsup< 15 K 
𝑁𝑎 = 0.34(1 − cos𝜑) 𝑇𝑠𝑢𝑝
5.3  Tsup ≥ 15 K 
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Table  3-3: Empirical correlations for bubble departure diameter 
Name Correlation       Details 
Fritz [108] 𝐷𝑙𝐹 = 0.0208𝜑[𝜎 𝑔(𝜌𝑙 − 𝜌𝑔)⁄ ]
0.5
 
Zuber [87] 𝐷𝑙 = [
6𝜎
𝑔(𝜌𝑙 − 𝜌𝑔)
𝑘𝑇𝑠𝑢𝑝
𝑄𝑤
]
1/3
 
Han and Griffith 
[109] 
𝐷𝑙 = 0.843𝜑[2𝜎 𝑔(𝜌𝑙 − 𝜌𝑔)⁄ ]
0.5
 
Cole and Shulman 
[110] 
𝐷𝑙 = [𝜎 𝑔(𝜌𝑙 − 𝜌𝑔)⁄ ]
0.5
𝑃−1 
Cole [111] 𝐷𝑙 = 𝜑[𝜎 𝑔(𝜌𝑙 − 𝜌𝑔)⁄ ]
0.5 𝜌𝑙𝐶𝑝𝑇𝑠𝑢𝑝
𝜌𝑔ℎ𝑓𝑔
 
Cole and Rohsenow 
[112] 𝐷𝑙 = 1.5𝑒 − 4[𝜎 𝑔(𝜌𝑙 − 𝜌𝑔)⁄ ]
0.5
(
𝜌𝑙𝐶𝑝𝑙𝑇𝑠𝑎𝑡
𝜌𝑔ℎ𝑓𝑔
)
1.25
 
Tolubinskiy  
and Kostanchuk 
[113] 
𝐷𝑙 = 𝐷𝑟𝑒𝑓 exp(−𝑇𝑠𝑢𝑏/∆𝑇𝑟𝑒𝑓𝑑) 
Unal [114] 𝐷𝑙 =
2.42 × 10−5𝑃0.709𝑎
√𝑏𝜙
 
𝑎 =
(𝑄𝑤 − ℎ𝑙𝑇𝑠𝑢𝑏)
1 3⁄ 𝑘𝑙
2𝐶1 3⁄ ℎ𝑓𝑔√𝜋𝑘𝑙 𝜌𝑙𝑐𝑝𝑙𝜌𝑔⁄
√
𝑘𝑤𝜌𝑤𝑐𝑤
𝑘𝑙𝜌𝑙𝑐𝑝𝑙
, 
𝐶 =
ℎ𝑓𝑔𝜇𝑙[𝑐𝑝𝑙 (0.013ℎ𝑓𝑔𝑃𝑟
1.7)⁄ ]
3
[𝜎 (𝜌𝑙 − 𝜌𝑔)𝑔⁄ ]
0.5 , 
𝑏 = 𝑇𝑠𝑢𝑏 2(1 − 𝜌𝑔 𝜌𝑙⁄ ),⁄  
𝜙 = {
(
𝑢𝑙
0.61
)
0.47
   𝑓𝑜𝑟 𝑢𝑙 ≥ 0.61 𝑚 𝑠⁄
1.0                 𝑓𝑜𝑟 𝑢𝑙 < 0.61 𝑚 𝑠⁄  
 
Kocamustafaogullari  
and Ishii [103] 
𝐷𝑙 = 0.0012 (
𝜌𝑙−𝜌𝑔
𝜌𝑙
)
0.9
𝐷𝑙𝐹  
Farajisarir [115] 𝐷𝑙 = 10.02 × 10
9𝐽𝑎𝑤
−1.65𝑇∗−1.65 𝑇
∗ =
𝑇𝑤 − 𝑇𝑏
𝑇𝑠𝑢𝑝
 
Morel et al. [116] 𝐷𝑙 = 2.42 × 10
−5𝑃0.709
𝐴
√𝑏𝑘
 
𝐴 =
𝑇𝑠𝑢𝑝
2𝜌𝑔ℎ𝑓𝑔
√
𝑘𝑤𝜌𝑤𝑐𝑤
𝜋
, 
𝑏 =
{
 
 
 
 
𝑇𝑠𝑢𝑏
2(1 − 𝜌𝑔 𝜌𝑙)⁄
  𝑓𝑜𝑟 𝑆𝑡 < 0.0065
1
2(1 − 𝜌𝑔 𝜌𝑙)⁄
   𝑓𝑜𝑟 𝑆𝑡 > 0.0065 ,
 
𝑆𝑡 =
𝑄𝑤
0.0065𝜌𝑙𝑐𝑝𝑙𝑢𝑙𝑇𝑠𝑢𝑏
, 
𝑘 = max (1, (
𝑢𝑙
0.61
)
0.47
) 
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3.3.1 Active nucleation site density 
At the heated wall, only some of the nucleation sites will be activated as the 
temperature of the surface exceeds the saturation liquid temperature at the local 
pressure. The active nucleation site density depends on the distributions of cavities on 
the wall surface, heater and liquid properties, and contact angle between liquid and the 
wall. As aforementioned, active nucleation site density plays an important role towards 
the evaluation of one of the heat flux components of the wall heat flux partition model. 
A large amount of research [9, 10, 93, 96-100, 103-107, 117] has been performed to 
empirically correlate the active nucleation site density.  
Gaertner and Westwater [93] formulated the active nucleation site density based on the 
technique in which nickel salts dissolved in water were deposited on the copper-heater 
surface when boiling occurred. They obtained an estimate of the active nucleation site 
density by counting the number of holes in the deposited nickel layer. They related 
active nucleation site density to wall heat flux as 
𝑁𝑎~𝑄𝑤
1/𝑚 
(6) 
 
 
where m=0.48. Hsu and Graham [94] summarized earlier works of several studies 
regarding the relationship between active nucleation site density and heat flux and 
reported that in general range of the exponent m varies between 0.48 and 1. Kirby and 
Westwater [95] concluded that the range of the exponent m is narrow, 0.73 for glass 
and between 1/3 and 1/2 for metal. This showed that the rate of activation could be 
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fairly steady indicating that regardless of the surface finish a wide range of cavity sizes 
exists. 
Johov [97] related the active nucleation site density to the present cavities on the 
heating surface as,  
𝑁𝑎~
𝐶
𝐷𝑐
𝑚 
(7) 
 
 
where he proposed for a pressure of 1 bar, m to be taken 3 and C to be a constant value 
of 4 × 10−12. Dc is the critical cavity diameter expressed as 
𝐷𝑐 =
4𝜎𝑇𝑠𝑎𝑡
𝜌𝑔ℎ𝑓𝑔𝑇𝑠𝑢𝑝
 
(8) 
 
 
Similarly, Mikic and Rohsenow [96] related the active site density to the sizes of the 
cavities existing on the surface where m is an empirical constant taken to be 6.5 and C 
is a variable that depends on the diameter of the largest cavity present on the surface of 
the heated wall, defined as 𝐷𝑐,𝑚𝑎𝑥
𝑚 . Later, Bier et al. [98] correlated Na as 
𝑙𝑛 𝑁𝑎 = 𝑙𝑛(𝑁𝑚𝑎𝑥) [1 − [
𝐷𝑐
𝐷𝑐,𝑚𝑎𝑥
]
𝑚
] 
(9) 
 
 
where Nmax is the value corresponding to Dc = 0. The value of the exponent m was 
found to vary depending on the surface preparation procedure. It is taken to be 0.42 and 
0.26 for Freon-115 and Freon-11 boiling on copper surfaces. 
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Cornwell and Brown [99] carried out experiments for pool boiling of saturated water on 
a copper surface at 1.013 bar using electron microscope and performed a systematic 
study on active nucleation site density. They correlated the active nucleation site 
density to the wall superheat as 
𝑁𝑎~𝑇𝑠𝑢𝑝
𝑚  
(10) 
where m is taken to be 4.5. They justified the functional dependence on the local wall 
superheat by assuming that only conical cavities were present on the surface of the 
heated wall and that before any nucleation could occur, vapour required to be trapped 
in cavities. 
Lemmert and Chawla [100] investigated the nucleation site density for experiments on 
pool boiling of saturated water. They observed that the nucleation site density is 
dependent on local wall superheat by assuming that vapour is trapped in conical 
cavities that exist on the surface of the heated wall before any nucleation could occur. 
The proposed equation is in the form of 
𝑁𝑎 = [𝑛𝑇𝑠𝑢𝑝]
𝑚
 
(11) 
 
 
Koncar et al. [9] proposed to adopt values of n and m as 185 and 1.805, respectively. 
Kurul and Podowski [8] suggested the value of n as 210; these values are thus 
employed in the current study. Recently, Krepper et al. [101, 102] suggested that the 
active nucleation site density has a strong influence on the wall superheat, but has a 
small influence on the gas volume fraction and has barely any influence on the liquid 
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temperature. They suggested a similar correlation to equation (11) for active nucleation 
site density as 
𝑁𝑎 = 𝑛 [
𝑇𝑠𝑢𝑝
∆𝑇𝑟𝑒𝑓𝑁
]
𝑚
 
(12) 
 
 
where m is the pressure in MPa. Referring to Kolev [118], they mentioned that that it is 
required to match different data sets with vastly different parameter values. They 
justified the reason by high dependency of the nucleation site density to the micro-scale 
topography of the boiling surface, and in turn strong dependency on the processes that 
were used to finish the surface, which are very diverse and not specifically controlled in 
most boiling experiments. They mentioned that in their model framework, best results 
were achieved by taking the values of 𝑛 = 0.8 × 106𝑚−2  and ∆𝑇𝑟𝑒𝑓𝑁 = 10
°𝐾 for the 
experiment of Bartolomej et al. [119], where high pressure water was used, and values 
ranging from 𝑛 = 3 × 107𝑚−2 to 𝑛 = 5 × 106𝑚−2 for the DEBORA experiments, 
where R12 was used as the working medium.  
Kocamustafaogullari and Ishii [103] carried out a parametric study to correlate the 
active nucleation site density for the existing data of pool boiling in the literature. They 
also applied the correlation to a few forced convection nucleate boiling data available 
by using an effective superheat rather than the actual wall superheat. The correlation 
for system pressures ranging from 1 to 198 bars is 
𝑁𝑎 =
1
𝐷𝑑
2 [(
2𝜎𝑇𝑠𝑎𝑡
∆𝑇𝑒𝑓𝑓𝜌𝑔ℎ𝑓𝑔
) (0.5 ∗ 𝐷𝑑)⁄ ]
−4.4
𝑓(𝜌∗) 
(13) 
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where 
𝜌∗ = (𝜌𝑙 − 𝜌𝑔) 𝜌𝑔⁄ , 
𝑓(𝜌∗) = 2.157𝑒 − 7𝜌∗−3.2(1 + 0.0049𝜌∗)4.13, 
𝛥𝑇𝑒𝑓𝑓 = 𝑆𝑇𝑠𝑢𝑝 
where𝑓(𝜌∗), S and Dl are the function of a density ratio, the suppression factor and 
bubble departure diameter (which will be given as equation (29) in next section), 
respectively. 
Wang and Dhir [104] performed a systematic study of the effect of wettability on the 
density of active nucleation sites. They investigated the pool boiling of water at 1.013 
bars on vertical copper surfaces, which were prepared by a well-defined procedure. The 
contact angle was varied from 18
o
 to 90
 o
 by controlling the degree of oxidation of the 
surface. The shape of the cavities and the cumulative number density of them were 
obtained with an electron microscope, while the number of active sites was determined 
from the still pictures. It was found that the contact angle had a strong influence on the 
active nucleation site density. They correlated it as 
𝑁𝑎 = 5 × 10
−31(1 − 𝑐𝑜𝑠 𝜑)𝐷𝑐
−6.0 
(14) 
 
 
This equation is valid for 𝐷𝑐 < 5.8 × 10
−6𝑚 which based on equation (8), corresponds 
to 𝑇𝑠𝑢𝑝 > 11.2℃ for atmospheric water. 
Benjamin and Balakrishnan [105] investigated the nucleation site density during 
nucleate pool boiling through experiments on saturated pure liquids at low to moderate 
heat fluxes. They inspected the effect of surface–liquid interaction during the boiling 
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phenomena on the nucleation site density. They used distilled water, carbon 
tetrachloride, n-hexane, and acetone as liquid. Stainless steel and aluminium were 
utilised with different surface finishes. The following correlation was proposed: 
𝑁𝑎 = 218.8𝑃𝑟
1.63 (
1
𝛾
)𝜔−0.4𝑇𝑠𝑢𝑝
3  
(15) 
 
 
where, Pr, γ and ω are the Prandtl number, surface-liquid interaction parameter, and 
dimensionless surface roughness parameter, respectively. γ and ω are defined as 
follows: 
𝛾 ≡ (
𝑘𝑤𝜌𝑤𝐶𝑝𝑤
𝑘𝑙𝜌𝑙𝐶𝑝𝑙
)
0.5
 
(16) 
𝜔 = 14.5 − 4.5 (
𝑅𝑎𝑃
𝜎
) + (
𝑅𝑎𝑃
𝜎
)
0.4
 
(17) 
 
 
where Ra is the arithmetic average roughness which is defined as the average values of 
the peaks and valleys on the surface. Equation (15) is valid for the range of parameters 
as 1.7< Pr < 5, 4.7< γ < 93, 0.02 mm < Ra < 1.17 mm, 5K <Tsup < 25K, 2.2 < ω <14, 
13 × 10−3N/m < 𝜎 < 59 × 10−3N/m. 
Hibiki and Ishii [106] mechanistically modelled the active nucleation site density by 
accounting the size and cone angle distributions of cavities existing on the surface. It 
was shown that the active nucleation site density is a function of the critical cavity size, 
the contact angle, and the wall superheat. The correlation is given by 
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𝑁𝑎 = 4.72𝑒5{1 − 𝑒𝑥𝑝(−𝜑
2 4.17⁄ )} 
          [𝑒𝑥𝑝{2.5𝑒 − 6𝑓(𝜌+)(𝛥𝑇𝑤𝜌𝑔ℎ𝑓𝑔 2𝜎𝑇𝑠𝑎𝑡⁄ )} − 1] 
(18) 
where 
𝜌+ = 𝑙𝑜𝑔10(𝛥𝜌 𝜌𝑔⁄ ), 
𝑓(𝜌+) = −0.01064 + 0.48246𝜌+ − 0.22712𝜌+2 + 0.05468𝜌+3 
This model gave fairly good predictions over the flow conditions of 30° < 𝜑 < 90°, 
1.0×10
4
 sites/m
2
 < Na < 1.5×10
10
 sites/m
2
, 0.101 MPa <P< 19.8 MPa , 0 kg/m
2
 s< mass 
velocity <886 kg/m
2
s. 
Basu et al. [107] conducted subcooled flow boiling experiments using a nine-rod 
(zircalloy-4) bundle and a flat plate with a copper surface to correlate the partitioning 
of the heat flux supplied at the wall. They also needed to quantify the active nucleation 
site density to calculate the energy that is carried away by bubbles from the heated 
wall. They obtained pictures using a CCD camera and manually counted the individual 
sites. The active nucleation site density takes the form of 
𝑁𝑎 = 0.34 × 10
4(1 − cos𝜑) 𝑇𝑠𝑢𝑝
2    ΔTONB<Tsup<15 K                       
(19) 
𝑁𝑎 = 0.34(1 − cos𝜑) 𝑇𝑠𝑢𝑝
5.3  15 KTsup.            
   
The range of parameters covered for the flat plate test surface were 2.5W/cm
2 
< Qw < 
96W/cm
2
, 30° < 𝜑 < 90° 6.6K < ΔTsub,in < 52.5K, and 124kg/m
2
s < G < 886 kg/m
2
s. 
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3.3.2 Bubble departure diameter 
There has been a considerable amount of research and experiment investigating the 
bubble departure diameter in subcooled liquid boiling [12, 87, 101, 103, 108-116, 120-
124]. Most of the empirical correlations have been defined as a function of bubble 
contact angle, Jacob number, or other thermo-hydraulic parameters. 
Fritz [108], in 1935, considered the static equilibrium between adhesive force and 
buoyancy to predict the bubble departure diameter, which is given by 
𝐷𝑑 = 0.0208𝜑 [
𝜎
𝑔(𝜌𝑙−𝜌𝑔)
]
0.5
 
(20) 
where φ is the contact angle in degrees and according to [125], is set to 80°. Zuber [87] 
assumed that a thin superheated thermal layer exists near the surface where the bubble 
growth occurs. The correlation can be written in the form of 
𝐷𝑑 = [
6𝜎
𝑔(𝜌𝑙 − 𝜌𝑔)
𝑘𝑙𝑇𝑠𝑢𝑝
𝑄𝑤
]
1/3
 
(21) 
Then, Han and Griffith [109] derived a modified model based on reviewing the existing 
bubble growth models as 
𝐷𝑑 = 0.257𝜑 [
2𝜎
𝑔(𝜌𝑙−𝜌𝑔)
]
0.5
(1 + 10.44𝑅𝑑)̇  
(22) 
where 𝑅?̇? is the rate of bubble growth in m/sec, φ is in radian, Dd is in m. They defined 
that the bubble departure diameter could be obtained from equation (22) when the 
bubble growth derivative is equal to zero, viz.,   
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𝐷𝑑 = 0.257𝜑 [
2𝜎
𝑔(𝜌𝑙−𝜌𝑔)
]
0.5
 
(23) 
Cole and Shulman [110] proposed that bubble departure diameter being inversely 
proportional to the absolute pressure as 
𝐷𝑑 = [
𝜎
𝑔(𝜌𝑙−𝜌𝑔)
]
0.5
𝑃−1 
(24) 
Cole [111] subsequently investigated existing studies and proposed a correlation in the 
form of 
𝐷𝑑 = 𝜑 [
𝜎
𝑔(𝜌𝑙−𝜌𝑔)
]
0.5
𝜌𝑙𝐶𝑝𝑇𝑠𝑢𝑝
𝜌𝑔ℎ𝑓𝑔
 
(25) 
Cole and Rohsenow [112] modified equation (25) by replacing the wall superheat with 
a critical temperature as 
𝐷𝑑 = 1.5𝑒 − 4 [
𝜎
𝑔(𝜌𝑙−𝜌𝑔)
]
0.5
(
𝜌𝑙𝐶𝑝𝑙𝑇𝑠𝑎𝑡
𝜌𝑔ℎ𝑓𝑔
)
1.25
 
(26) 
Tolubinsky and Kostanchuk [113] employed the local bulk temperature in their 
correlation given by 
𝐷𝑑 = 𝐷𝑟𝑒𝑓 𝑒𝑥𝑝(−𝑇𝑠𝑢𝑏/∆𝑇𝑟𝑒𝑓𝑑) 
(27) 
which is required to be adjusted based of different flow conditions. Krepper et al. [101] 
employed this correlation for their modelling and defined ΔTrefd as 53K and 45K for 
atmospheric pressure and higher pressures, respectively. They also defined the value of 
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dref at atmospheric pressure. For the experiments of Bartolomej [119], Chanturiya[119] 
and DEBORA [101], dref was set to 1.3mm, 0.6mm, 0.24mm and 0.35mm respectively. 
Unal [114] investigated different sets of experiments to find empirical correlations for 
bubble growth rate, maximum bubble diameter and maximum bubble growth time of 
subcooled boiling water. For calculating bubble departure diameter, he used the 
Rohsenow’s [126] superposition method to determine the subcooled nucleate flow 
boiling heat transfer. Then he applied a similar method to Levenspiel’s [127] to 
calculate the heat transfer coefficient. His studies show that the proposed equation for 
bubble departure diameter has a good agreement with most of the experiments within 
±30% uncertainty. The proposed equation by Unal [114] for the bubble departure 
diameter can be written as 
𝐷𝑑 =
2.42 × 10−5𝑝0.709𝑎
√𝑏𝜙
 
(28) 
where 
𝑎 =
(𝑄𝑤 − ℎ𝑙𝑇𝑠𝑢𝑏)
1 3⁄ 𝑘𝑙
2𝐶1 3⁄ ℎ𝑓𝑔√𝜋𝑘𝑙 𝜌𝑙𝑐𝑝𝑙𝜌𝑔⁄
√
𝑘𝑤𝜌𝑤𝑐𝑤
𝑘𝑙𝜌𝑙𝑐𝑝𝑙
, 
𝐶 =
ℎ𝑓𝑔𝜇𝑙[𝑐𝑝𝑙 (0.013ℎ𝑓𝑔𝑃𝑟
1.7)⁄ ]
3
[𝜎 (𝜌𝑙 − 𝜌𝑔)𝑔⁄ ]
0.5 , 
𝑏 = 𝑇𝑠𝑢𝑏 2(1 − 𝜌𝑔 𝜌𝑙⁄ ),⁄  
𝜙 = {
(
𝑢𝑙
0.61
)
0.47
   𝑓𝑜𝑟 𝑢𝑙 ≥ 0.61 𝑚 𝑠⁄
1.0                 𝑓𝑜𝑟 𝑢𝑙 < 0.61 𝑚 𝑠⁄  
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The experimental range for this correlation is: 
Pressure P = 0.1-17.7 MN/m
2 
Wall heat flux Qw = 0.47-10.64 MW/m
2 
Liquid velocity ul = 0.08-9.15 m/s 
Liquid Subcooling Tsub = 3-86 K 
Bubble diameter DbW = 0.08-1.24 mm. 
 
 
The bubble departure diameter correlation based on Kocamustafaogullari and Ishii’s 
[103] has been formulated in boiling systems which has shown good agreement with 
their experimental water data around atmospheric pressure. This equation has been 
modified for higher pressures in accordance with 
𝐷𝑑 = 0.0012 (
ρl − ρg
ρl
)
0.9
𝐷𝑑𝐹 
(29) 
where DdF is the bubble diameter expression provided by equation (20). Farajisarir 
[115] proposed a non-dimensional model for bubble departure diameter based on his 
examination of forced convective boiling flow at atmospheric pressure.  
𝐷𝑑 = 10.02 × 10
9𝐽𝑎𝑤
−1.65𝑇∗−1.65 
(30) 
where 𝐽𝑎𝑤 = 𝜌𝑙𝐶𝑝𝑙
(𝑇𝑤 − 𝑇𝑠𝑎𝑡) 𝜌𝑔ℎ𝑓𝑔⁄  and 𝑇
∗ = (𝑇𝑤 − 𝑇𝑏) 𝑇𝑠𝑢𝑝⁄ . Morel et al. [116] 
modified Unal’s correlation to make it valid up to saturation condition which was later 
employed by Koncar et al. [121] as 
𝐷𝑑 = 2.42 × 10
−5𝑃0.709
𝐴
√𝑏𝑘
 
(31) 
where 
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𝐴 =
𝑇𝑠𝑢𝑝
2𝜌𝑔ℎ𝑓𝑔
√
𝑘𝑤𝜌𝑤𝑐𝑤
𝜋
, 
𝑏 =
{
 
 
 
 
𝑇𝑠𝑢𝑏
2(1 − 𝜌𝑔 𝜌𝑙)⁄
                                           𝑓𝑜𝑟 𝑆𝑡 < 0.0065
1
2(1 − 𝜌𝑔 𝜌𝑙)⁄
𝑄𝑤
0.0065𝜌𝑙𝑐𝑝𝑙𝑢𝑙
                 𝑓𝑜𝑟 𝑆𝑡 > 0.0065 ,
 
𝑆𝑡 =
𝑄𝑤
0.0065𝜌𝑙𝑐𝑝𝑙𝑢𝑙𝑇𝑠𝑢𝑏
, 
𝑘 = max (1, (
𝑢𝑙
0.61
)
0.47
). 
3.3.3 Bubble departure frequency 
Several investigations have been performed on the bubble departure frequency. Cole’s 
[86] investigated the boiling phenomena in the vicinity of the critical heat flux through 
a photographic study. Based on the basic assumption that when successive bubbles 
leave the surface, touch and coalesce, and critical heat flux happens, the bubble 
frequency multiply by the bubble diameter at break-off can be taken to be equal to the 
rate that bubbles leave the surface. The bubble departure frequency is calculated 
according to 
𝑓 = [
4𝑔(𝜌𝑙 − 𝜌𝑔)
3𝐷𝑑𝜌𝑙
]
0.5
 
(32) 
 
Zuber [87] assumed that in a gravitational field, the quotient of departure diameter 
divided by growth time is equal to the bubble rise velocity. He also assumed that 
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bubble waiting time is almost equal to bubble growth time. The following equation was 
obtained as 
𝑓 =
1.18
2𝐷𝑑
[
𝜎𝑔(𝜌𝑙 − 𝜌𝑔)
𝜌𝑙2
]
0.25
 
(33) 
 
Hatton and Hall [88], by the assumption that waiting time has been taken to be 
negligible compared to growth time, correlated the departure frequency and the square 
power of bubble departure diameter with the experimental data from pool boiling of 
water at pressure of 0.0162, 0.0662, and 0.101 MPa as 
𝑓 =
3
𝜋𝜂𝑙
[
16𝑘𝑙𝜎𝑇𝑠𝑎𝑡
(ℎ𝑓𝑔𝜌𝑔)
2
𝐷𝑑𝐷𝑐
]
2
 
(34) 
 
Ivey [89] proposed three correlations, relating the departure frequency with different 
power of departure diameter, for three different regions:  
 Hydrodynamic region in which buoyancy and drag forces are dominant, which 
was correlated with water and methanol data 
𝑓 = 0.9 (
𝑔
𝐷𝑑
)
0.5
 
(35) 
 Transition region where buoyancy, drag, and surface tension forces are in the 
same order, which was correlated with water, methanol, isopropanol, and 
carbon tetrachloride data 
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𝑓 = 0.44 (
𝑔2. (𝑐𝑚)
𝐷𝑑
3 )
0.25
 
(36) 
 Thermodynamic region where bubble growth dominates, which was correlated 
with water data 
𝑓 = 𝐶
1
𝐷𝑑
2 
(37) 
Stephan [90] investigated the heat transfer coefficient in boiling systems and reported 
that bubble departure frequency could be estimated from a correlation by Malenkov 
[128]: 
𝑓 =
1
𝜋
√
𝑔
2𝐷𝑑
[1 +
4𝜎
𝐷𝑙
2𝜌𝑔
]
0.5
 
(38) 
 
Kocamustafaogullari and Ishii [91, 103] considered and boiling channel and formulated 
a one-dimensional interfacial area transport equation for predicting the average bubble 
number density. They correlated the bubble departure frequency as 
𝑓 =
1.18
𝐷𝑑
[
𝜎𝑔∆𝜌
𝜌𝑙
2 ]
0.25
 
(39) 
 
Podowski et al. [92] offered mechanistic models for both the waiting time and growth 
time. By using a balance of the transient heat transfer inside the wall and ﬂuid near the 
heated wall, they derived a bubble waiting time.  
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𝑡𝑤 = [(−𝐶2 + √𝐶2
2 − 4𝐶1𝐶3) 2𝐶1⁄ ]
2
, 
(40) 
where 
𝐶1 = 2𝑄𝑤 𝑅𝜋⁄ ,  
𝐶2 = (
𝑘𝑤𝑇𝑤
√𝜂𝑤
+
𝑘𝑙𝑇𝑙
√𝜂𝑙
) (
𝑘𝑤
√𝜂𝑤
+
𝑘𝑙
√𝜂𝑙
)⁄ − 𝑇𝑠𝑎𝑡 −
𝑄𝑤𝑟𝑐
𝑅√𝜋𝜂𝑙
−
2𝜎
𝑟𝑐
𝑇𝑠𝑎𝑡(
1
𝜌𝑔⁄ −
1
𝜌𝑙⁄ )
ℎ𝑓𝑔
 ,  
𝐶3 = −[(
𝑘𝑤𝑇𝑤
√𝜂𝑤
+
𝑘𝑙𝑇𝑙
√𝜂𝑙
) (
𝑘𝑤
√𝜂𝑤
+
𝑘𝑙
√𝜂𝑙
)⁄ − 𝑇𝑙] 𝑟𝑐 √𝜋𝜂𝑙⁄  , and 
𝑅 =
𝑘𝑤
√𝜋𝜂𝑤
+
𝑘𝑙
√𝜋𝜂𝑙
 . 
They also used the critical bubble size and an energy equation during the bubble 
growth to derive the bubble growth time: 
𝑡𝑔 = [(−𝐴2 + √𝐴2
2 − 4𝐴1𝐴3) 2𝐴1⁄ ]
2
, 
(41) 
where 
𝐴1 = 𝑄𝑤 𝑘𝑤⁄ ,  
𝐴2 = 2 [
(𝑘𝑤𝑇𝑤 √𝜂𝑤⁄ + 𝑘𝑙𝑇𝑙 √𝜂𝑙⁄ ) (𝑘𝑤 √𝜂𝑤⁄ + 𝑘𝑙 √𝜂𝑙⁄ )⁄
+2𝑄𝑤√𝑡𝑤 𝑅𝜋⁄ − 𝑇𝑠𝑎𝑡
] √𝜋𝜂𝑤⁄  , and 
𝐴3 = 𝐷𝑙𝜌𝑔ℎ𝑓𝑔 2𝑘𝑤 ⁄  . 
Then, the bubble departure frequency is calculated by 
𝑓 =
1
𝑡𝑔 + 𝑡𝑤
 
(42) 
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3.4 Two-Fluid Model 
Ensemble-averaged of mass, momentum and energy transport equations are considered 
for each phase in the Eulerian-Eulerian modelling framework. The liquid phase (αl) is 
the continuum and the vapour phase (bubbles) is the disperse phase (αg). These 
equations can be written as: 
 
Continuity equation of liquid phase 
𝜕𝜌𝑙𝛼𝑙
𝜕𝑡
+ ∇. (𝜌𝑙𝛼𝑙?⃑? 𝑙) = Γ𝑙𝑔 
 (43) 
Continuity equation of vapor phase 
𝜕𝜌𝑔𝛼𝑔𝑓𝑖
𝜕𝑡
+ ∇. (𝜌𝑔𝛼𝑔?⃑? 𝑔) = 𝑆𝑖 − 𝑓𝑖Γ𝑙𝑔  (44) 
Momentum equation of liquid phase 
𝜕𝜌𝑙𝛼𝑙?⃑? 𝑙
𝜕𝑡
+ ∇. (𝜌𝑙𝛼𝑙?⃑? 𝑙?⃑? 𝑙) = −𝛼𝑙∇𝑃 + 𝛼𝑙𝜌𝑙𝑔  
+∇[𝛼𝑙𝜇𝑙
𝑒(∇?⃑? 𝑙 + (∇?⃑? 𝑙)
𝑇)] + (Γ𝑙𝑔?⃑? 𝑔 − Γ𝑔𝑙?⃑? 𝑙) + 𝐹𝑙𝑔 
 (45) 
 
Momentum equation of vapor phase 
𝜕𝜌𝑔𝛼𝑔?⃑? 𝑔
𝜕𝑡
+ ∇. (𝜌𝑔𝛼𝑔?⃑? 𝑔?⃑? 𝑔) = −𝛼𝑔∇𝑃 + 𝛼𝑔𝜌𝑔𝑔  
+∇ [𝛼𝑔𝜇𝑔
𝑒 (∇?⃑? 𝑔 + (∇?⃑? 𝑔)
𝑇
)] + (Γ𝑔𝑙?⃑? 𝑙 − Γ𝑙𝑔?⃑? 𝑔) + 𝐹𝑔𝑙  (46) 
 
Energy equation of liquid phase 
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𝜕𝜌𝑙𝛼𝑙𝐻𝑙
𝜕𝑡
+ ∇. (𝜌𝑙𝛼𝑙?⃑? 𝑙𝐻𝑙) = ∇[𝛼𝑙𝜆𝑙
𝑒(∇𝑇𝑙)] + (Γ𝑔𝑙𝐻𝑙 − Γ𝑙𝑔𝐻𝑔) 
(47) 
 
Energy equation of vapor phase 
𝜕𝜌𝑔𝛼𝑔𝐻𝑔
𝜕𝑡
+ ∇. (𝜌𝑔𝛼𝑔?⃑? 𝑔𝐻𝑔) = ∇[𝛼𝑔𝜆𝑔
𝑒(∇𝑇𝑔)] + (Γ𝑙𝑔𝐻𝑙 − Γ𝑔𝑙𝐻𝑔) 
(48) 
 
In equation (44) Si denotes the additional source terms due to coalescence and break-up 
for the range of bubble classes that are present in the population balance model for the 
vapor phase. The coalescence and break-up rates are evaluated according to the models 
proposed by Prince and Blanch [50] Luo and Svendsen [47]. For bubble coalescence, 
turbulent collision in the inertial sub-range of isotropic turbulence is considered while for 
bubble breakage, the behavior of the so-called daughter bubble size fragmentation caused 
by the interaction of the bubbles with turbulent eddies is adopted. Detailed expressions of 
these rates can be found in Yeoh and Tu [2, 3]. 
The interfacial force Flg appearing in equation (45) is formulated through appropriate 
consideration of different sub-forces affecting the interface between each phase. For the 
liquid phase, the interfacial force comprises the sum of the sub-forces such as drag, lift, 
wall lubrication and turbulent dispersion respectively. Note that for the gas phase, Fgl = 
 Flg. Detail descriptions of these forces can be found in Anglart and Nylund [129] and 
Lahey and Drew [130]. Briefly, Interphase momentum transfer between gas and liquid 
due to drag force is given by 
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𝐹𝑙𝑔
𝑑𝑟𝑎𝑔
=
1
8
𝐶𝐷𝑎𝑖𝑓𝜌𝑙|𝑢𝑔⃑⃑⃑⃑ − 𝑢𝑙⃑⃑  ⃑|(𝑢𝑔⃑⃑⃑⃑ − 𝑢𝑙⃑⃑  ⃑) 
 (49) 
 
Lift force in terms of the slip velocity and the curl of the liquid phase velocity is 
described by 
𝐹𝑙𝑔
𝑙𝑖𝑓𝑡
= 𝛼𝑔𝜌𝑙𝐶𝐿(𝑢𝑔⃑⃑⃑⃑ − 𝑢𝑙⃑⃑  ⃑) × (∇ × 𝑢𝑙⃑⃑  ⃑)  (50) 
 
Wall lubrication force, which is in the normal direction away from the heated wall and 
decays with distance from the wall, is expressed by  
𝐹𝑙𝑔
𝑙𝑢𝑏𝑟𝑖𝑐𝑎𝑡𝑖𝑜𝑛 = −
𝛼𝑔𝜌𝑔(𝑢𝑔⃑⃑⃑⃑ − 𝑢𝑙⃑⃑  ⃑)
𝐷𝑠
𝑚𝑎𝑥 (0, 𝐶𝑤1 + 𝐶𝑤2
𝐷𝑠
𝑦𝑤
) ?⃑?  
 (51) 
 
Turbulence dispersion taken as a function of turbulent kinetic energy and gradient of the 
void fraction of the liquid yields in the form of  
𝐹𝑙𝑔
𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛
= −𝐶𝑇𝐷𝜌𝑙𝜅∇𝛼𝑙  (52) 
 
The drag coefficient CD in equation (49) has been correlated for several distinct Reynolds 
number regions for individual bubbles according to Ishii and Zuber [131]. The constant CL 
takes a value of 0.01 [132]. The wall lubrication constants Cw1 and Cw2 as suggested by 
Antal et al. [133] are –0.01 and 0.05 respectively. Recommended value for CTD according 
to Kurul and Podowski [8] of 0.1 is used for the turbulent dispersion force. 
The interfacial mass transfer rate due to condensation in the bulk subcooled liquid in 
equation (43) can be expressed as: 
   
55 
 
 
 
Γ𝑙𝑔 =
ℎ𝑎𝑖𝑓𝑇𝑠𝑢𝑏
ℎ𝑓𝑔
 
(53) 
 
where h represents the inter-phase heat transfer coefficient. The wall vapor generation 
rate is modeled in a mechanistic manner by considering the total mass of bubbles 
detaching from the heated surface as 
Γ𝑔𝑙 =
𝑄𝑒
ℎ𝑓𝑔
 
 (54) 
 
For subcooled flow boiling, the wall nucleation rate is treated as a specified boundary 
condition for equation (44). The boundary mass flux is achieved by apportioning the 
generation rate based on the size of departing bubbles on the heated surface. 
For the population balance model based on the Multiple Size Group (MUSIG) boiling 
model, the transport equation is essentially the form presented in equation (44). The 
source term Si which represents the birth and death rates can be written in terms of the 
size fraction according to 
B𝐶 = (𝜌𝑔𝛼𝑔)
2
1
2
∑∑𝑓𝑘𝑓𝑙
𝑀𝑘 + 𝑀𝑙
𝑀𝑘𝑀𝑙
𝑎(𝑀𝑘 , 𝑀𝑙)
𝑙𝑘
 
 (55) 
 
D𝐶 = (𝜌𝑔𝛼𝑔)
2 ∑𝑓𝑖𝑓𝑘
1
𝑀𝑘
𝑎(𝑀𝑖 , 𝑀𝑘)
𝑘
 
 (56) 
 
B𝐵 = 𝜌𝑔𝛼𝑔 ∑𝑟(𝑀𝑘 , 𝑀𝑖)𝑓𝑗
𝑘
 
 (57) 
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D𝐵 = 𝜌𝑔𝛼𝑔𝑓𝑖 ∑𝑟(𝑀𝑖 , 𝑀𝑘)
𝑘
 
 (58) 
 
where the coalescence rate is a(Mi, Mj) and break-up rate is r(Mi, Mj). The term fi Гlg in 
equation (44) represents the mass transfer due to condensation redistributed for each of 
the discrete bubble classes within the MUSIG boiling model. The gas void fraction g 
along with the scalar fraction fi are related to the number density of the discrete bubble 
ith class ni (similarly to the jth class nj) and specific volume vi as g fi = nivi. 
3.5 Experimental Details 
Two different sets of experiments are investigated for the assessment of vapour 
distribution in both axial and radial directions. Experimental conditions for the local 
(Cases L1-L3) and axial (Cases A1-A4) data are presented in Table ‎3-4. These cases 
cover a wide range of different flow conditions including wall heat flux, inlet 
subcooling temperature and inlet liquid velocity that play important roles on vapour 
phase distribution and wall heat flux partitioning. Simulation results for each case are 
validated and compared against available data of these two experiments.  
Table  3-4: Experimental conditions for axial (A1, A2, A3, A4) and local (L1, L2, L3) Cases  
Case Pinlet (MPa)  Tinlet (°C) Tsub(inlet) (°C) Qw(kW/m
2) G(kg/m2s) 
A1 0.137 91.9 14.9 286.7 156.2 
A2 0.122 93.6 11.6 286.5 258.2 
A3 0.150 94.6 16.6 508.0 264.3 
A4 0.150 88.9 22.5 705.0 411.7 
L1 0.143 96.9 13.4 152.9 474.0 
L2 0.137 94.9 13.8 197.2 714.4 
L3 0.143 92.1 17.9 251.5 1059.2 
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Figure ‎3-3 depicts the schematic of test sections for both axial and local experiments. 
The test section for axial experiment performed by Zeitoun and Shoukri [123] consisted 
of a vertical concentric annulus. The inner tube had an outside diameter of 12.7 mm 
and a length of 30.6 cm. This wall was made of stainless-steel with 0.25 mm thickness 
which was uniformly heated with an electrical power supply of 55 kW DC. The outer 
tube had an inside diameter of 25.4 mm which was made of Plexiglas tube to permit 
visual observation. The working fluid was distilled-degassed water. Measurements for 
bubble size distributions along the subcooled boiling region were performed via 
analysing high speed video information obtained from digital image processing 
technique. A single beam gamma densitometer was used for the void fraction 
measurements. The uncertainties in the measurements of bubble size, void fraction, 
flow rate, temperature and pressure are estimated to be within ±0.05 mm, ±4.0%, 
±2.0%, ±0.2°C and ±1 kPa, respectively. 
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Figure  3-3: A schematic illustration of test channels: (a) Axial case and (b) Local case. 
Local experiment performed by Yun et al. [134] comprised a vertical concentric 
annulus with an outer diameter of 19 mm of the inner heating rod as the test section. 
The heated section was a 1.67 m long Inconel 625 tube with 1.5 mm wall thickness and 
filled with magnesium oxide powder insulation. The entire rod was heated by a 54 kW 
DC power supply. The outer wall was made of two stainless-steel tube with an inner 
diameter of 37.5 mm. Radial measurements of phasic parameters was located at 1.61 m 
downstream of the beginning of the heated section. Demineralized water was used as 
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the working fluid. A two-conductivity probe method was employed to measure local 
gas phase parameters such as local void fraction, bubble frequency and bubble velocity. 
The bubble Sauter mean diameters (assuming spherical bubbles) were determined 
through the interfacial area concentration (IAC), calculated using the measured bubble 
velocity spectrum and bubble frequency. The uncertainties in the measurement of local 
void fraction, velocity, volumetric flow rate, temperature, heat flux and pressure are 
estimated to be within ±3.0%, ±3.3%, ±1.9%, ±0.2°C, ±1.7% and ±0.0005 MPa, 
respectively. 
3.6 Results and Discussion 
The conservation equations for mass, momentum and energy for each phase are solved 
using the finite volume method in ANSYS CFX 4.4 software. In order to accommodate 
coalescence, break-up and condensation of bubbles, a total number of 15 bubble classes 
has been adopted for the dispersed phase which represented an additional set of 15 
transport equations to be solved and coupled with the flow equations during the 
simulations [15], all of which were implemented and coupled in the simulations by 
FORTRAN subroutines. Since uniform heat flux is applied, only one quarter of the 
annulus is modelled as the domain for both axial and local cases. Grid independence is 
examined; further grid refinement did not result in any significant changes to the mean 
values of the two-phase flow parameters. Six different combinations of empirical 
correlations for active nucleation site density by Lemmert and Chawla [100] and Basu 
et al. [107], bubble departure diameter by Unal [114], Fritz [108] and 
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Kocamustafaogullari and Ishii [103] and bubble frequency by Cole [86] are assessed 
against axial and local radial experimental data covering a wide range of different mass 
and wall heat fluxes for the subcooled flow boiling. 
3.6.1 Void fraction 
The predicted and measured axial profiles of void fraction for experiment of Zeitoun 
and Shoukri [123] along the heated section are presented in Figure ‎3-4. Bubbles have a 
tendency to rise in the channel which causes the void fraction to be higher close to the 
exit as compared to the entrance of the channel. As depicted in Figure ‎3-4, this 
phenomenon is captured by all empirical correlations. Also, the void fraction 
generation is dependent on the wall heat flux, liquid subcooling and inlet liquid 
velocity. Cases A1 and A2 have similar heat fluxes. However, the comparison of these 
cases reveals that Case A2 produces significantly higher void fraction close to the 
entrance of the channel. This could be attributed to the higher subcooling temperature 
in Case A1, which subsequently results in increasing the mass transfer rate of 
condensation and having less void fraction. Case A3 generates the highest void fraction 
of all the axial cases. In this particular case, the wall heat flux dominates the subcooling 
effect; more vapour is thereby generated. Whereas in case A4, the subcooling effect 
dominates the wall heat flux; less void fraction is thus generated. It could be seen that 
the combination of Unal-Lemmert and Chawla correlations gives a more accurate 
prediction in all axial cases. At the same time, Basu’s correlation compared to Lemmert 
and Chawla’s correlation under-predicts the void fraction in all cases. This is most 
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probably attributed to the lower prediction of nucleation site density by Basu’s 
correlation, which will be further discussed in detail later. 
 
Figure  3-4: Predicted void fraction profiles against axial experimental data of Zeitoun and 
Shoukri [44]. 
Figure ‎3-5 presents the predicted and measured local profiles of void fraction for 
experiment of Yun et al. [134] and Lee et al. [135] in the radial direction at the 
measuring plane 1.61 m downstream of the beginning of the heated section. Note that 
in all figures related to experiment of Yun et al. [134] and Lee et al. [135], the 
dimensionless parameter (r-Ri)/(Ro-Ri) equal to 1 and 0 which indicates the inner 
surface of the unheated flow wall and the surface of the heating rod in the annulus 
respectively. Bubbles are generated at the heated wall and then as they are exposed to 
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the subcooled liquid, they condense further away until there is no significant void 
fraction near the outer wall at the measuring plane. This phenomenon is captured by all 
empirical correlations. An interesting point is that Case L2 results in higher void 
fraction compared to Case L1 due to higher heat flux but similar subcooled temperature 
at inlet. Although Case L3 has higher heat flux, it has higher subcooled temperature 
that dominates other parameters and condenses the vapour more effectively. 
Subsequently, less void fraction exists in Case L3 compared to Case L2. Predictions of 
combinations of Unal-Basu and Unal-Lemmert and Chawla correlations are relatively 
lower in all local cases. This can be attributed to the conditions under which the 
empirical correlation for bubble departure diameter has been formulated. As 
aforementioned, Unal’s correlation for the bubble departure diameter covers only the 
range of heat fluxes between 0.47 and 10.64 MW/m
2
; all the local cases in this current 
investigation have lower heat fluxes. The results indicate that the combination of Fritz-
Basu correlations gives more accurate predictions for all the local cases. 
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Figure  3-5: Predicted void fraction profiles against local experimental data of Yun et al. [64] 
and Lee et al. [66] at the measuring plane. 
Table ‎3-5 depicts the calculated percentage errors in utilising the various combinations 
of correlations for the prediction of void fraction for the axial and local Cases. The 
combinations of Unal-Lemmert and Chawla correlations only yield the lowest 
percentage errors in the axial Cases A1, A2 and A4. The combinations of Ishii-
Lemmert and Chawla correlations only yield the lowest percentage errors in the local 
Cases L1 and L3. The combinations of Unal-Basu and Fritz-Basu correlations only 
yield the lowest percentage errors in the axial Case A3 and local Cases L2 respectively. 
It can be clearly seen that not one single combination is able to predict the entire axial 
and local Cases.   
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Table  3-5:Percentage errors corresponding to empirical correlations for the prediction of void 
fraction for axial (A1, A2, A3, A4) and local (L1, L2, L3) Cases 
Case 
Void Fraction 
Unal-Basu Unal-LC Ishii-Basu Ishii-LC Fritz-Basu Fritz-LC 
A1 -58.74% -8.46% 45.09% 178.27% 183.86% 320.03% 
A2 -58.47% -3.50% 51.33% 198.64% 136.63% 280.11% 
A3 -12.41% 37.26% 53.74% 149.64% 157.78% 229.54% 
A4 -39.37% -9.70% 22.35% 81.42% 98.24% 148.01% 
L1 -76.84% -55.74% -69.05% 26.24% -29.07% 63.23% 
L2 -64.63% -40.83% -25.38% 58.24% 7.89% 199.11% 
L3 -91.07% -62.81% -47.92% -1.24% -25.07% -3.04% 
 
Table  3-6: The selected least error combination of empirical correlations for axial (A1, A2, A3, 
A4) and local (L1, L2, L3) Cases according to Table 5 
Case Least error combination 
A1 Unal-LC 
A2 Unal-LC 
A3 Unal-Basu 
A4 Unal-LC 
L1 Ishii-LC 
L2 Fritz-Basu 
L3 Ishii-LC 
 
3.6.2 Bubble diameter 
Figure ‎3-6 and Figure ‎3-7 illustrate the predicted and measured profiles of 
dimensionless bubble diameter for experiment of Zeitoun and Shoukri [123] along the 
heated section and bubble Sauter mean diameter for experiment of Yun et al. [134] and 
Lee et al. [135] in the radial direction at measuring plane 1.61 m downstream of the 
beginning of the heated section. In Figure ‎3-6, dimensionless bubble diameter refers to 
the bubble Sauter diameter normalized by length scale √𝜎 𝑔(𝜌𝑙 − 𝜌𝑔)⁄ . As shown in 
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Figure ‎3-6, the effect of inlet liquid velocity has been found to be not significant on the 
bubble size in any of the cases.  
 
Figure  3-6: Predicted dimensionless bubble diameter profiles against axial experimental data of 
Zeitoun and Shoukri [44]. 
 
Specifically, Cases A1 and A2 have similar conditions except for the inlet liquid 
velocity; they both generate similar bubble size. The use of Unal’s correlation has been 
found to under-predict the dimensionless bubble diameter in Cases A1 and A2. This 
directly relates to the applicability of the empirical correlation for the range of heat 
fluxes from which it has been originally formulated. As expected, the prediction of 
Unal’s correlation in Cases A3 and A4 has been found to be rather accurate. It should 
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also be noted that Unal’s correlation is valid for experiments with maximum bubble 
departure diameter of 0.08-1.24 mm. For cases with low wall heat fluxes, experimental 
observations have revealed that bubble departure diameters become much larger than 
1.24 mm which may explain the inaccurate model predictions for Cases A1 and A2. 
Prediction of bubble diameter in Fritz’s correlation which only depends on the contact 
angle being assumed at 80° over-predicts the bubble size in all axial cases. However, 
the prediction of Fritz’s correlation in the local Cases L1-L3 fits the measurements very 
well such as depicted in Figure ‎3-7. Generated bubbles in the bulk liquid have a 
tendency to stay close to the heated wall due to the lift force and the presence of large 
bubbles in the vicinity of the heated wall may indicate the occurrence of bubble 
coalescence. As they move away from the heated wall, they are condensed by the 
subcooled liquid until a total collapse being experienced at the non-heated wall of the 
annulus. This particular flow boiling physics is captured by the two-fluid and the 
population balance model. However, the bubble size close to the non-heated wall tends 
to be over predicted. One possible cause of the deficiency could be the empirical 
correlation of Nusselt number predicting lower rate of vapour condensation of which 
the empirical correlation needs to be further improved. 
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Figure  3-7: Predicted bubble Sauter mean diameter profiles against local experimental data of 
Yun et al. [64] and Lee et al. [66] at the measuring plane. 
3.6.3 Nucleation site density 
The predictions of active nucleation site density along the heated section in vertical 
direction for axial and local experiments are depicted in Figure ‎3-8 and Figure ‎3-9. In 
general, Lemmert and Chawla’s correlation yields higher active nucleation site density 
prediction which subsequently results in higher void fraction prediction. As 
demonstrated, the predicted nucleation site density increases significantly as the heat 
flux increases among Cases A2-A4. In other words, predictions from the model are 
primarily determined by the heat flux of the wall. Both Basu’s and Lemmert and 
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Chawla’s active nucleation site density correlations are based primarily on the 
superheat temperature at the wall. Basu’s correlation considers the contact angle as 
well, but neither of these correlations considers the subcooling effect of the liquid. 
Because of the low wall heat flux and high inlet subcooling in Case L3, it is anticipated 
that no nucleation sites will be significantly activated in the vicinity of the entrance of 
the channel. The generation of bubbles would be suppressed and delayed until further 
downstream of the flow. It is therefore imperative that this subcooling effect should be 
included in the active nucleation site density correlations.  
 
Figure  3-8: Predicted nucleation site density profiles for axial experiments of Zeitoun and 
Shoukri [44]. 
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Figure  3-9: Predicted nucleation site density profiles for local experiments of Yun et al. [64] 
and Lee et al. [66] along the vertical direction. 
3.6.4 Superheat temperature 
Figure ‎3-10 and Figure ‎3-11 present the wall superheat temperature profiles at the 
heated wall for axial and local experiments along the channel height. All various 
combinations of the active nucleation site density and bubble departure diameter 
correlations assessed show increasing wall superheat temperatures along the channel 
height except for the combinations of Unal-Lemmert and Chawla and Unal-Basu 
correlations which clearly contradict the actual flow boiling phenomena with the 
predictions of decreasing wall superheat temperatures. This is most probably due to the 
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smaller than expected bubble departure diameters being obtained via Unal’s correlation 
near the exit of the channel. On the other hand, it can be seen that the wall superheat 
temperature profiles are dominated by the prediction of active nucleation site density. 
In all cases, Basu’s correlation yields higher superheat temperature compared to 
Lemmert and Chawla’s correlation. Prediction of the active nucleation site density 
seems to be crucial in capturing the overall subcooled boiling phenomenon.  
 
Figure  3-10: Predicted superheat temperature profiles for axial experiments of Zeitoun and 
Shoukri [44] along the channel height. 
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Figure  3-11: Predicted superheat temperature profiles for local experiments of Yun et al. [64] 
and Lee et al. [66] along the channel height. 
Figure ‎3-12 shows a graphical representation of active nucleation site density plotted 
against superheat temperature for three axial cases of A2, A3 and A4 along with bubble 
departure diameter predictions of Unal’s and Fritz’s and active nucleation site density 
correlations of Lemmert and Chawla’s and Basu’s. As expected, since these two active 
nucleation site density correlations mainly depend on the superheat temperature, all the 
predictions are located on the empirical correlation lines such as depicted by the trend 
lines in the figure. It can be seen that for a particular wall superheat temperature, the 
predicted active nucleation site density can vary by a large amount. Lemmert and 
Chawla’s correlation tends to predict higher active nucleation site density and the 
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higher the wall heat flux, the higher the predicted nucleation site density. However, 
Basu’s correlation yields lower active nucleation site densities for all wall heat fluxes. 
For the same flow boiling conditions (including similar wall heat flux), Unal’s 
correlation which considers the subcooling effect leads to lower prediction of bubble 
departure diameter compared to Fritz’s correlation. If the prediction of bubble size is 
lower, the prediction of active nucleation site density is higher to achieve the same wall 
heat flux. 
 
Figure  3-12: Predicted axial active nucleation site density profiles against superheat 
temperature for Cases A2-A4. 
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3.7 Conclusions 
Empirical correlations for the active nucleation site density, bubble departure diameter 
and bubble departure frequency that provide the necessary closure for the heat flux 
partitioning model of subcooled flow boiling have been reviewed in this paper. 
Coupling the heat flux partitioning model with the two-fluid and MUSIG models, 
selected combinations of empirical correlations of the aforementioned parameters have 
been assessed against axial and local radial measurements covering a wide range of 
different mass and wall heat fluxes for subcooled flow boiling at low pressures. The 
assessment revealed that numerical predictions of some combinations of empirical 
correlations compared very well with the axial measured data while numerical 
predictions of other combinations were found to provide a better agreement with the 
local measured data. Nevertheless, not one single combination of empirical correlations 
was able to able to provide satisfactory predictions covering the entire axial and local 
conditions of different mass and wall heat fluxes and inlet subcooling temperatures. 
Where accurate prediction of void fraction was found wanting, the deficiency of 
employing empirical correlations was particularly demonstrated by the large predicted 
values of the active nucleation site density depending on the wall superheat 
temperatures recorded at the heated surface. Also, it would be anticipated that no 
nucleation site will be significantly activated in the vicinity of high subcooling 
temperature. It is therefore imperative this subcooling effect should be incorporated to 
improve the heat flux partitioning model.              
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CHAPTER 4  EVALUATION OF MECHANISTIC 
APPROACH 
The contents of this chapter are published in 
 Modelling Subcooled Flow Boiling in Vertical Channels at Low Pressures - Part 
2: Evaluation of Mechanistic Approach, International Journal of Heat and 
Mass Transfer, Vol(75), pp. 754-768 (2014) 
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4.1 Introduction 
Detailed modelling of local phenomena of subcooled flow boiling in heated channels 
generally involves the combination of a multi-dimensional model of two-phase flow 
and heat transfer inside the channel with a model of coupled single-phase and boiling 
heat transfer phenomena in the near-wall region. The accuracy of such simulations is 
highly dependent on the availability of mechanistic closure laws of local boiling 
mechanisms especially inside the boundary layer near the heated wall. An approach 
based on partitioning the total wall heat flux into three components has been frequently 
adopted to model the local near-wall heat transfer such as developed by Podowski 
[136]. These heat flux components, which comprise the single-phase heat transfer 
component corresponding to the non-boiling sections of the heated wall, the quenching 
component associated with heating the liquid which approaches the wall after bubble 
lifting off the heated surface and the rate of heat transfer due to evaporation which is 
directly used to convert liquid into vapour at the heated wall, requires the determination 
of important parameters associated with the active nucleation site density, bubble 
departure diameter and frequency. The original heat flux partitioning model developed 
by Kurul and Podowski [8] is one model that has been widely adopted by various 
researchers [2, 9, 10]. Nevertheless, the model suffers from a number of major 
drawbacks.    
Inherently, the original heat flux partitioning model assumes that bubbles are 
immediately released into the bulk subcooled liquid during the flow boiling process. 
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This assumption may be possibly valid for restricted cases of horizontally oriented pool 
flow boiling. Experimental observations by Klausner et al. [11] and recently by 
Ahmadi et al. [1] clearly revealed the presence of sliding bubbles affects not only the 
associated thermodynamic non-equilibrium that occurs between the vapour bubbles and 
bulk subcooled liquid but also plays an important role in causing Net Vapour 
Generation (NVG) downstream of the flow boiling after the point of Onset Nucleate 
Boiling (ONB). As indicated in Basu et al. [12, 13] and Sateesh et al. [14], the transient 
conduction due to sliding bubbles becomes the dominant mode of heat transfer. For 
vertical subcooled flow boiling, it is paramount that the heat flux partitioning model 
incorporates the area of influence and transient conduction component due to these 
sliding bubbles. In Yeoh et al. [15], improvements have been made to the heat flux 
partitioning model by further developing the model to incorporate the sliding period.   
As summarized in Chapter 3, numerous empirical correlations have been proposed to 
evaluate the active nucleation site density, bubble size and bubble frequency, with each 
applicable to a restricted range of experimental conditions. It should be noted that 
majority of these correlations have been developed for subcooled flow boiling at high 
pressures. It is not surprising that the application of these correlations to flow 
conditions and imposed wall heat fluxes at low pressures has been found to be less 
successful with model predictions deviating significantly from measurements. This has 
certainly prompted the revisiting the fundamental physics governing the boiling process 
in order to circumvent the problem associated with the use of empirical correlations for 
subcooled flow boiling at low pressures. To ensure that the heat flux partitioning model 
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is applicable for subcooled flow boiling not only at low pressures but also at high 
pressures, a more mechanistic approach to evaluate the active nucleation site density, 
bubble size and bubble frequency is required. In Yeoh et al. [15], improvements have 
also been made by mechanistically determined the bubble frequency as well as the 
bubble diameters at sliding and lift-off determined via the force balance model 
developed in Yeoh and Tu [16]. However, the heat flux partitioning model remains 
lacking to adequately predict important phasic parameters for particular subcooled flow 
conditions and imposed wall heat fluxes especially through the use of empirical 
correlations for the active nucleation site density.  
A preliminary scoping study on the use of the fractal model proposed by Xiao and Yu 
[17] for a specific vertical subcooled flow boiling configuration has been carried out in 
Yeoh et al. [18]. In essence, the fractal distribution of sizes of active cavities on the 
heated surface is considered of which it is strongly dependent on not only the wall 
superheat as has been typified in most correlations for active nucleation site density but 
also on other flow parameters including the liquid subcooling, fractal dimension, 
minimum and maximum active cavity sizes contact and bulk velocity and physical 
properties of the adjacent fluid. From a mechanistic consideration, the model has 
demonstrated enormous potential in appropriately determining the active nucleation site 
density distribution especially on the heated wall for subcooled flow boiling at low 
pressures. 
In this current study, the modelling framework entails the consideration of the different 
mechanistic models in determining the active nucleation site density, bubble size and 
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bubble frequency for the improved heat flux partitioning model. In combination with 
the two-fluid and population balance models which have been presented in Chapter 3, 
the numerical predictions are evaluated against the experimental data for vertical 
subcooled flow boiling at low pressures described in Chapter 3. The main focus of this 
paper is to try to extend the numerical model to hopefully leading towards a more 
systematic way to resolve the underlying physics. Therefore, in this paper, the 
performance of the proposed mechanistic model is assessed to see whether it could 
cover a wider range of flow conditions which has always been a problem for existing 
empirical heat partition models (also demonstrated in the results presented in Chapter 
3). We must also admit that there is still room for improvement and the predictions are 
less than perfect at the moment. However, the predicted results have proved that the 
proposed mechanistic approach could be a viable solution for a wider range condition 
and it is a possible direction for future work. 
4.2 Improved heat flux partitioning model 
4.2.1 Active nucleation site density – Fractal model 
The active nucleation site density for subcooled flow boiling in vertical channels at low 
pressures could be determined based on the fractal distribution of the nucleation sites 
on heated surfaces. According to Xiao and Yu [17] the generated active cavities on the 
heated surface can be taken to be similar to the existence of pores in porous media. 
Thus, the cumulative number of active cavities with diameters equal to and greater than 
a particular active cavity diameter, Dc, can be described by 
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 𝑁𝑎(𝐷≥𝐷𝑐) = (
𝐷𝑐,max
𝐷𝑐
)
𝑑𝑓
   
(59) 
The total number of active nucleation sites per unit area (sites/cm
2
) from the smallest to 
the largest active cavity diameter can be obtained from the above equation as 
 𝑁𝑎,tot = (
𝐷𝑐,max
𝐷𝑐,min
)
𝑑𝑓
  𝐷𝑐,min ≤ 𝐷𝑐 ≤ 𝐷𝑐,max   (60) 
where Dc,min and Dc,max are smallest and largest active cavity diameters, respectively, 
and df is the fractal dimension. 
The smallest and largest active cavity diameters for nucleation site distribution are 
evaluated based on Hsu [137],viz., 
 𝐷𝑐,min =
2
𝛿
𝐶1(𝑇𝑠𝑢𝑝+𝑇𝑠𝑢𝑏)
{𝑇𝑠𝑢𝑝 − √𝑇𝑠𝑢𝑝2 −
4𝜁𝐶3
𝛿
(𝑇𝑠𝑢𝑝 + 𝑇𝑠𝑢𝑏)}    
 (61) 
 𝐷𝑐,max =
2
𝛿
𝐶1(𝑇𝑠𝑢𝑝+𝑇𝑠𝑢𝑏)
{𝑇𝑠𝑢𝑝 + √𝑇𝑠𝑢𝑝2 −
4𝜁𝐶3
𝛿
(𝑇𝑠𝑢𝑝 + 𝑇𝑠𝑢𝑏)}    
 (62) 
where 𝜁 = 2𝜎𝑇𝑠𝑎𝑡 𝜌𝑔ℎ𝑓𝑔⁄  , 𝐶1 = (1 + cos 𝜃) sin 𝜃 ⁄ , 𝐶3 = 1 + cos 𝜃, Tsup is the wall 
superheat (Tw-Tsat), Tsub is the temperature of subcooled liquid adjacent to the heated 
wall (Tsat-Tliq) and 𝛿 is the thickness of the thermal boundary layer which can be 
expressed as 𝛿 = 𝑘𝑙/ℎ𝑙 where hl is the single-phase heat transfer coefficient for forced 
convection and can be evaluated from the local Stanton number St for turbulent 
convection. 
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The fractal dimension df of nucleation sites for a boiling system can be derived from on 
Yu and Cheng [138] as 
 𝑑𝑓 =
ln[
1
2
(
?̅?𝑐,max
𝐷𝑐,min
)
2
]
ln(
𝐷𝑐,max
𝐷𝑐,min
)
    (63) 
where ?̅?𝑐,max is the averaged value over all the maximum active cavities, which is 
determined based on Xiao and Yu [17] as 
 ?̅?𝑐,max =
1
𝑇𝑠𝑢𝑝
∫ 𝐷𝑐,𝑚𝑎𝑥(𝑇𝑤)
𝑑𝑇𝑤
𝑇𝑤
𝑇𝑠𝑎𝑡
=
1
𝑇𝑠𝑢𝑝
∑ 𝐷𝑐,𝑚𝑎𝑥(𝑇𝑤,𝑖)
𝑛
𝑖=1 𝛿𝑇𝑤 
                        = (1 𝑛⁄ )∑𝐷𝑐,𝑚𝑎𝑥(𝑇𝑤,𝑖)
𝑛
𝑖=1
 
(64) 
where 𝛿𝑇𝑤 is assumed as a constant (for example, 𝛿𝑇𝑤 = 0.1); 𝑇𝑤,𝑖 = 𝑇𝑠𝑎𝑡 + 𝑖(𝛿𝑇𝑤) 
with i =1, 2, …, n; and 𝑛 = 𝑇𝑠𝑢𝑝 𝛿𝑇𝑤⁄ . 
4.2.2 Bubble lift-off diameter – Force balance approach  
The growth of a bubble is influenced by different forces acting on parallel and normal 
directions to a vertical heating surface. Figure ‎4-1 illustrates a description of growth, 
sliding and lift-off of a typical bubble at the heated surface of the wall.  
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Figure  4-1: A schematic illustration of the different heat flux components of the improved heat 
flux partitioning model. 
For vertical subcooled flow boiling, forces acting on the bubble in the y direction 
influence on bubble sliding diameter as it could slide on the heated wall while it is still 
attached to it; whereas, the ones acting on x direction determine the bubble lift-off 
diameter. These forces are formulated based on the studies of Klausner et al. [11] and 
Zeng et al. [139] as: 
∑𝐹𝑦 = 𝐹𝑠𝑦 + 𝐹𝑑𝑢𝑦 + 𝐹𝑞𝑠 + 𝐹𝑏 
(66) 
where Fs is the surface tension force, Fdu is the unsteady drag due to asymmetrical 
growth of the bubble and the dynamic effect of the unsteady liquid such as the history 
∑𝐹𝑥 = 𝐹𝑠𝑥 + 𝐹𝑑𝑢𝑥 + 𝐹𝑠𝐿 + 𝐹ℎ + 𝐹𝑐𝑝 
(65) 
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force and the added mass force, FsL is the shear lift force, Fh is the force due to the 
hydrodynamic pressure, Fcp is the contact pressure force accounting for the bubble 
being in contact with a solid rather than being surrounded by liquid, Fqs is the quasi 
steady-drag in the flow direction, and Fb is the buoyancy force.  
 
The various forces in equations (7) and (8) are: 
𝐹𝑠𝑥 = −𝑑𝑤𝜎
𝜋
(𝛼−𝛽)
[cos 𝛽 − cos 𝛼]; 
(67) 
𝐹𝑑𝑢𝑥 = −
1
4
𝜌𝑙𝜋𝑑
2 (
3
2
𝐶𝑠?̇?
2 + 𝑑?̈?) cos 𝜃𝑖; 
(68) 
𝐹𝑠𝐿 =
1
8
𝐶𝐿𝜌𝑙∆𝑈
2𝜋𝑑2; 
(69) 
𝐹ℎ =
9
8
𝜌𝑙∆𝑈
2 𝜋𝑑𝑤
2
4
; 
(70) 
𝐹𝑐𝑝 =
𝜋𝑑𝑤
2
4
2𝜎
𝑑𝑟
; 
(71) 
𝐹𝑠𝑦 = −𝑑𝑤𝜎
𝜋(𝛼−𝛽)
𝜋2−(𝛼−𝛽)2
[sin 𝛼 + sin 𝛽]; 
(72) 
𝐹𝑑𝑢𝑦 = −
1
4
𝜌𝑙𝜋𝑑
2 (
3
2
𝐶𝑠?̇?
2 + 𝑑?̈?) sin 𝜃𝑖; 
(73) 
𝐹𝑞𝑠 = 3𝐶𝐷𝜇𝑙∆𝑈𝜋𝑑; 
(74) 
𝐹𝑏 =
1
6
𝜋𝑑3(𝜌𝑙 − 𝜌𝑔)𝑔 
(75) 
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where g is the gravitational acceleration; ,  and i are the advancing, receding and 
inclination angles respectively; dw is the surface/bubble contact diameter; d is the 
vapour bubble diameter at the wall; U is the relative velocity between the bubble 
centre of mass and liquid; CD and CL are the drag and shear lift coefficients; and dr is 
the curvature radius of the bubble at the reference point on the surface x=0, which is 
almost equivalent to five times of the bubble radius: 𝑑𝑟~5𝑑 (Klausner et al. [11]). 
The surface or bubble contact diameter dw changes from the point of inception until the 
point of sliding or lift-off. Based the experimental data of Maity [140], it is determined 
as a function of the bubble contact angle  as 𝑑𝑤 = 1 − exp (−2𝜃
0.6)𝐷𝑑 𝑜𝑟 𝑙. For the 
experiments of Zeitoun and Shoukri [123] and Yun et al. [134] and Lee et al. [135], the 
bubble contact angles have been taken at 35
o
 and 45
o
, respectively. Advancing and 
receding angles are estimated based on bubble contact angle as 𝛼 = 𝜃 + 𝜃′ and 
𝛽 = 𝜃 − 𝜃′ where   of 5o is adopted and a value of 10o is applied for the inclination 
angle i. For more details, refer to Yeoh et al. [15]. 
The drag and shear lift coefficients in equations (69) and (74) are determined according 
to the relationships proposed by Klausner et al. [11] 
𝐶𝐷 =
2
3
+ [(
12
𝑅𝑒
)
0.65
+ 0.7960.65]
−1 0.65⁄
 
 (76) 
𝐶𝐿 = 3.877𝐺𝑠
−1 2⁄ [
1
𝑅𝑒2
+ 0.014𝐺𝑠
2]
1
4⁄
 
where the dimensionless shear rate Gs is estimated as: 𝐺𝑠 = (
𝑑𝑈
𝑑𝑥
) (
𝑟
∆𝑈
).  
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In equations (68) and (73), the constant Cs takes the value of 20/3; ?̇? and ?̈? indicate the 
first and second order derivative of diameter with respect to time. The bubble growth is 
defined based on a diffusion controlled solution (Zeng et al. [139]) as: 
 𝑑(𝑡) =
4𝑏
√𝜋
𝐽𝑎√𝜂𝑡; 𝐽𝑎 =
𝜌𝑙𝐶𝑝𝑙Δ𝑇𝑠𝑎𝑡
𝜌𝑔ℎ𝑓𝑔
; 𝜂 =
𝑘𝑙
𝜌𝑙𝐶𝑝𝑙
  (77) 
where Ja is the Jakob number,  is the liquid thermal diffusivity and b is an empirical 
constant that is intended to account for the asphericity of the bubble which is taken to 
be 0.21. 
When the sum of the parallel forces (y-direction) equals to zero, a bubble could begin 
sliding while it is still attached to the wall. Therefore, by solving Fy = 0, the bubble 
sliding diameter (Dsl) is evaluated. Similarly, for a bubble ready to lift-off and detach 
from the wall, the sum of the normal forces (x-direction) is equivalent to zero. Hence, 
by solving Fx = 0, the bubble lift-off diameter (Dl) is calculated. 
4.2.3 Bubble frequency – A mechanistic model  
A mechanistic approach is adopted to determine the bubble frequency based on the 
description of an ebullition cycle in nucleate boiling where the waiting time tw and the 
growth time of the bubbles tg play role in determining the frequency of bubble 
departure [15]. 
The period between the times when one bubble leaves the nucleation site (begins to 
slide or lifts off) and when the next bubble is generated, is called waiting time. It is 
estimated as 
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 𝑡𝑤 =
1
𝜋𝜂
[
(𝑇𝑠𝑢𝑝+𝑇𝑠𝑢𝑏)𝐶1𝑟𝑐
(𝑇𝑠𝑢𝑝)+2𝜎𝑇𝑠𝑎𝑡 𝐶2𝜌𝑔ℎ𝑓𝑔𝑟𝑐⁄
]
2
   (78) 
where Tsup is the wall superheat (Tw-Tsat), Tsub is subcooled temperature of the liquid 
replacing the bubbles (Tsat-Tliq), C1 and C2 are 𝐶1 = (1 + cos 𝜃) sin 𝜃⁄  and 𝐶2 =
1 sin 𝜃⁄ , and rc is the cavity radius which is given by 
 𝑟𝑐 = 𝐹 [
2𝜎𝑇𝑠𝑎𝑡𝑘𝑙
𝜌𝑔ℎ𝑓𝑔𝑄𝑤
]
1/2
   (79) 
where Qw is the wall heat flux and F is the degree of flooding of the available cavity 
size and the wettability of the surface. F is estimated by 𝐹 = (
1
𝐶1𝐶2
)
1/2
= (
sin2𝜃
1+cos𝜃
)
1/2
. 
For more details, refer to Yeoh et al. [15]. 
The growth time tg can be determined by substituting the bubble sliding diameter (Dsl) 
in equation (77): 
 𝑡𝑔 =
1
16
𝜋
𝜂
𝐷𝑑
2
𝑏2𝐽𝑎2
   (80) 
The lift-off period tl can also be similarly calculated based on the bubble lift-off 
diameter. The sliding time tsl is therefore evaluated as the difference between the 
bubble lift-off period and the bubble grow period (𝑡𝑠𝑙 = 𝑡𝑙 − 𝑡𝑔). Subsequently, the 
sliding distance could be estimated as 𝑙𝑠 = (2 3⁄ )𝐶𝑣𝑡𝑠𝑙
3 2⁄
 where Cv is an acceleration 
coefficient which reflects the rise of the bubble velocity in time after it starts to slide 
away from a nucleation site. It is determined by 𝐶𝑣 = 3.2𝑢𝑙 + 1 where ul is the 
tangential liquid velocity adjacent to the heated surface. 
The frequency of the bubble departure is thus evaluated as 
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𝑓 =
1
𝑡𝑤+𝑡𝑔
   (81) 
4.2.4 Modified heat flux partitioning model 
A fractal model for the wall heat partition model is derived based on the concept that 
the nucleation site size distribution follows the fractal power law such as described in 
equation (60). By differentiating equation (60), the number of active cavities for the 
sizes of cavities between Dc and Dc+dDc can be obtained as 
−d𝑁𝑎 = 𝑑𝑓 (𝐷𝑐,max
𝑑𝑓 𝐷𝑐
𝑑𝑓+1⁄ ) d𝐷𝑐 where d𝐷𝑐 > 0 and −d𝑁𝑎 > 0. The different heat 
flux components for the modified heat flux partitioning model are derived in the 
following. 
4.2.4.1 Surface quenching 
The process of surface quenching or transient conduction occurs in regions that are 
swept by sliding bubbles, Qtcsl, or in regions at the point of inception, Qtc (refer to 
Figure ‎4-1). The transient conduction heat flux for a stationary bubble is given in [15]. 
Here, a fractal model for the heat flux from the smallest site Dc,min to the largest site 
Dc,max is given by 
 𝑄𝑡𝑐 = ∫ 2√
𝑘𝑙𝜌𝑙𝐶𝑝𝑙
𝜋(𝑡𝑤+𝑡𝑠𝑙)
(𝑇𝑠𝑢𝑝 + 𝑇𝑠𝑢𝑏)𝑅𝑓 (𝐾
𝜋𝐷𝑠𝑙
2
4
) 𝑡𝑤𝑓(−d𝑁𝑎)
𝐷𝑐,max
𝐷𝑐,min
   
   +∫ 2√
𝑘𝑙𝜌𝑙𝐶𝑝𝑙
𝜋(𝑡𝑤+𝑡𝑠𝑙)
(𝑇𝑠𝑢𝑝 + 𝑇𝑠𝑢𝑏)𝑅𝑓 (
𝜋𝐷𝑠𝑙
2
4
) (1 − 𝑡𝑤𝑓)(−d𝑁𝑎)
𝐷𝑐,max
𝐷𝑐,min
    
(82) 
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The transient conduction that takes place during the sliding phase and the area occupied 
by the sliding bubble at any instant of time from the smallest site Dc,min to the largest 
site Dc,max is nonetheless given by the fractal model for the heat flux as 
 𝑄𝑡𝑐𝑠𝑙 = ∫ 2√
𝑘𝑙𝜌𝑙𝐶𝑝𝑙
𝜋(𝑡𝑤+𝑡𝑠𝑙)
(𝑇𝑠𝑢𝑝 + 𝑇𝑠𝑢𝑏)𝑅𝑓𝑙𝑠𝐾𝐷𝑡𝑤𝑓(−d𝑁𝑎)
𝐷𝑐,max
𝐷𝑐,min
   
   +∫ 2√
𝑘𝑙𝜌𝑙𝐶𝑝𝑙
𝜋(𝑡𝑤+𝑡𝑠𝑙)
(𝑇𝑠𝑢𝑝 + 𝑇𝑠𝑢𝑏)𝑅𝑓𝑓𝑡𝑠𝑙 (
𝜋𝐷2
4
) (1 − 𝑡𝑤𝑓)(−d𝑁𝑎)
𝐷𝑐,max
𝐷𝑐,min
    
(83) 
where D is the average bubble diameter given by 𝐷 = (𝐷𝑠𝑙 + 𝐷𝑙) 2⁄ ; K is the ratio of 
the area of influence (the area from where the liquid is drawn in when the bubble 
leaves the heater surface) to the projected area of the bubble [84]; and Rf is the 
reduction factor. Rf is the ratio of the actual number of bubbles lifting off per unit area 
of the heater surface to the number of active nucleation sites per unit area which is 
given by 
𝑅𝑓 = 1 (𝑙𝑠 𝑠⁄ )⁄      𝑙𝑠 ≥ 𝑠 
(84) 
𝑅𝑓 = 1 𝑙𝑠 < 𝑠 
where s is the spacing between nucleation sites which can be estimated from 𝑠 =
1 √𝑁𝑎,tot⁄ .  
4.2.4.2 Evaporation  
The heat flux due to vapour generation occurs at the nucleate boiling region which is 
calculated by the energy carried away by the bubbles lifting off from the heated 
surface. A fractal model for this heat flux from the smallest site Dc,min to the largest site 
Dc,max is given by 
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 𝑄𝑒 = ∫ 𝑅𝑓𝑓 (
𝜋𝐷𝑙
3
6
) 𝜌𝑔ℎ𝑓𝑔(−d𝑁𝑎)
𝐷𝑐,max
𝐷𝑐,min
 (85) 
4.2.4.3 Turbulent convection 
Based on fractal characteristics, there is an expression that could relate the pore volume 
fraction to fractal dimension, minimum and maximum pore size in porous media. This 
expression is given by 𝜓 = (𝐷𝑐,min 𝐷𝑐,max⁄ )
𝑑−𝑑𝑓
 where d = 2 in a two-dimensional 
space. The forced convection will always prevail at all times in areas of the heater 
surface that are not influenced by the stationary and sliding bubbles. This heat flux can 
be obtained as 
 𝑄𝑐 = 𝑆𝑡𝜌𝑙𝐶𝑝𝑙𝑢𝑙(1 − 𝐾𝜓)(𝑇𝑠𝑢𝑝 + 𝑇𝑠𝑢𝑏) 
(86) 
where ul is the adjacent liquid velocity. 
The total wall heat flux Qw is thus obtained as sum of the aforementioned heat flux 
components: 𝑄𝑤 = 𝑄𝑡𝑐 + 𝑄𝑡𝑐𝑠𝑙 + 𝑄𝑒 + 𝑄𝑐. Numerical integration is performed via the 
Simpson’s rule to obtain the respective heat flux components during the calculations, 
which is described by the flow chart in Figure ‎4-2. 
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Figure  4-2: Flow chart of heat partitioning procedure to determine the different heat flux 
components of the improved heat flux partitioning model 
4.2.5 Two-fluid and population balance models 
Using the identical numerical framework in Chapter 3, ensemble-averaged of mass, 
momentum and energy transport equations are considered for each phase which is 
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based on the interpenetrating media approach. Two sets of conservations (one 
conservation equation for mass, momentum and energy of the liquid phase as well as 
vapour phase) can be written in terms of phase-averaged properties. The interaction 
between the two phases in this so-called two-fluid model can now be fully described by 
the constitutive relationships governing the inter-phase mass, momentum and energy 
exchange terms acting on each phase. 
The inter-phase exchange mass term accounts for the condensation in the bulk 
subcooled liquid. In the continuity equation of the vapour phase, additional source 
terms due to coalescence and breakup for the range of bubble classes are also included. 
Sub-forces influencing on the interface between liquid and vapour phases are 
considered in the inter-phase exchange momentum term. These comprise the drag and 
non-drag forces. The non-drag forces acting on the vapour in subcooled flow boiling 
are to lift, wall lubrication and turbulent dispersion. 
The Multiple Size Group (MUSIG) boiling model is employed as the population 
balance model for subcooled flow boiling. Mechanisms formulated by Prince and 
Blanch [50] for bubble coalescence and Luo and Svendsen [47] for bubble breakup are 
adopted. More detailed descriptions of the two-fluid and population balance models can 
be found in Chapter 3. 
4.3 Results and Discussion 
For the MUSIG boiling model, a total number of 15 bubble classes have been adopted 
to accommodate coalescence, break-up and condensation of bubbles. This represented a 
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set of 15 transport equations to be solved in addition to the flow equations governing 
the conservation of mass, momentum and energy. For all cases considered, uniform 
heat flux is applied on the inner wall of the annulus; only one quarter of the annulus is 
thus modelled as the computational domain. Grid independence is examined; further 
grid refinement did not result in any significant changes to the mean values of the two-
phase flow parameters. The improved heat flux partitioning model is assessed against 
the same experimental conditions for the axial data (Cases A1–A4) and local radial data 
(Cases L1–L3) covering a wide range of different mass and heat fluxes such as shown 
in Table ‎4-1 and already described in Chapter 3. Comparison of results is also made 
against the selected combinations of correlations for the original heat flux partitioning 
model analysed in Chapter 3. 
Table  4-1: Experimental conditions for axial (A1, A2, A3,A4) and local (L1, L2, L3) cases 
Case Pinlet (MPa)  Tinlet (°C) Tsub(inlet) (°C) Qw(kW/m
2) G(kg/m2s) 
A1 0.137 91.9 14.9 286.7 156.2 
A2 0.122 93.6 11.6 286.5 258.2 
A3 0.150 94.6 16.6 508.0 264.3 
A4 0.150 88.9 22.5 705.0 411.7 
L1 0.143 96.9 13.4 152.9 474.0 
L2 0.137 94.9 13.8 197.2 714.4 
L3 0.143 92.1 17.9 251.5 1059.2 
 
4.3.1 Nucleation site density 
As demonstrated in Chapter 3, the active nucleation site density plays an important role 
in the determination of the wall nucleation rate which subsequently affects the void 
fraction distribution in the two-phase flow boiling. Predictions of active nucleation site 
density along the heated section in the vertical annulus for axial and local experiments 
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are depicted in Figure ‎4-3 and Figure ‎4-4. In general, the improved heat flux 
partitioning model based on the fractal approach predicts higher values of active 
nucleation site density when compared to the combinations of empirical correlations 
being applied. It can be seen that the combinations of Unal-Lemmert and Chawla and 
Unal-Basu correlations predict decreasing values of active nucleation site density along 
the height of the annulus which clearly contradict the actual flow boiling phenomena. 
This could be explained by the decreasing wall superheat temperatures being predicted 
through the numerical calculations based on Lemmert and Chawla’s and Basu’s 
correlations where the active nucleation site density is expressed as a functions of the 
wall superheat temperatures only. It can also be seen that Basu’s correlation of active 
nucleation site density yield values that are much lower than Lemmert and Chawla’s 
correlation of active nucleation site density as well as the fractal model. It should be 
noted that since the fractal model considers more fluid parameters including the 
subcooling effect of the liquid, the suppression and delay in the generation of bubbles 
at the vicinity of the entrance of the pipe especially for Case L3, due to the low wall 
heat flux and high inlet subcooling, is successfully captured by the mechanistic model. 
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Figure  4-3: Predicted axial nucleation site density profiles for experiments of Zeitoun and 
Shoukri [19] 
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Figure  4-4: Predicted axial nucleation site density profiles for experiments of Yun et al. [20] 
and Lee et al. [21] along the vertical direction 
4.3.2 Bubble departure frequency 
Figure ‎4-5 and Figure ‎4-6 present the profiles of bubble departure frequency at the 
heated wall for axial and local experiments along the channel height. It can be seen that 
the bubble departure frequency of Fritz-Basu and Ishii-Lemmert and Chawla 
correlations are constant whereas the the bubble departure frequency of Unal-Basu and 
Unal-Lemmert and Chawla correlations are decreasing along the height of the annulus. 
In Cole’s empirical correlation, the only changing parameter is the bubble lift-off 
diameter. By definition, Fritz’s and Ishii’s empirical correlations result in constant 
bubble lift-off diameters being imposed at the heated wall; the bubble departure 
   
96 
 
 
 
frequency is thus a constant. Nevertheless, Unal’s correlation, which has considered 
thermal and hydrodynamic effects of the fluid on the bubble lift-off diameter, leads to 
increasing diameter along the height of the annulus. As a result, the frequency 
decreases. For Case L3, the combinations of Unal-Basu and Unal-Lemmert and Chawla 
correlations predict very high bubble departure frequencies at the entrance region of the 
subcooled flow boiling. This prediction is likely to be incorrect due to the fact that 
there is hardly any activated nucleation sites in that area due to the suppression and 
delay in the generation of bubbles by the high inlet subcooling effect. 
 
Figure  4-5: Predicted bubble departure frequency for the experiments of Zeitoun and Shoukri 
[19] along the vertical direction 
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Figure  4-6: Predicted bubble departure frequency for the experiments of Yun et al. [20] and Lee 
et al. [21] along the vertical direction 
Nevertheless, the improved heat flux partitioning model based on the fractal approach 
predicts much lower bubble departure frequency when compared to the combined 
empirical correlations. This is mostly attributed to the fact all empirical models have 
been determined based on Cole’s correlation in the absence of any bubble sliding being 
prevalent at the heated wall. In the force balance model of the improved heat flux 
partitioning model, the influence of sliding is considered. As a result, the time before 
the bubble lifts off increases; the predicted frequency is thus lower. A closer inspection 
on the waiting time and growth time of the model reveals that the waiting time 
decreases along the pipe which results in increasing the frequency along the pipe while 
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the growth time does not exert much influence on the bubble departure frequency. One 
plausible explanation is that since the waiting time is dependent on the difference 
between the wall and bulk liquid temperatures, i.e. (Tw-Tl), the waiting time decreases 
due to decreasing of the subcooling temperature. This model prediction is probably 
closer to the flow boiling physics due to the fact that as the liquid is warming up it 
needs less time before the bubble lifts off. 
4.3.3 Void fraction 
Predicted and measured axial profiles of void fraction for experiment of Zeitoun and 
Shoukri [123] along the heated section are presented in Figure ‎4-7. All models appear 
to adequately capture the phenomena of steady increase of void fraction in the highly 
subcooled region with a rapid increase of the void fraction after the point of net vapor 
generation (NVG) in the lowly subcooled region along the height of the annulus. On 
the whole, the improved heat flux partitioning model based on the fractal approach 
shows a closer agreement to the measurements when compared to all of the combined 
empirical correlations. The use of Fritz’s and Ishii’s correlations in determining the 
bubble lift-off diameter generally leads to the over prediction of the void fraction while 
the use of Unal’s correlation fairs better in most of the axial Cases. Based on the results 
generated by the use of empirical correlations, the use of a force balance approach to 
determine the bubble lift-off diameter is paramount. Also, it can be shown that the 
improved heat flux partitioning model based on the fractal approach successfully 
predicts the void fraction dependency on the wall heat flux, liquid subcooling and inlet 
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velocity. It predicts the highest void fraction for Case A3 where the wall heat flux 
dominates over the subcooling effect while it predicts low void fraction for Case A4 
where the subcooling effect dominates over the wall heat flux.  
 
Figure  4-7: Predicted axial void fraction profiles and experimental data of Zeitoun and Shoukri 
[19] 
Figure ‎4-8 presents the predicted and measured local profiles of void fraction for 
experiment of Yun et al. [134] and Lee et al. [135] in the radial direction at the 
measuring plane 1.61 m downstream of the beginning of the heated section. Note that 
in all figures related to the experiment, the dimensionless parameter (r-Ri)/(Ro-Ri) is 
taken to be 1 and 0 which indicates the inner surface of the unheated wall and the 
surface of the heating rod in the annulus. For all the Cases presented in the figure, the 
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improved heat flux partitioning model based on the fractal approach successfully 
predicts the increasing void fraction near the heated wall. Paradoxically, the use of 
Fritz’s and Ishii’s correlations in determining the bubble lift-off diameter, which over 
predicts the axial profiles of void fraction by a significant margin, agree rather well 
with the local profiles of void fraction while the use of Unal’s correlation severely 
under predicts the local profiles for these Cases.  
 
Figure  4-8: Predicted local void fraction profiles and experimental data of Yun et al. [20] and 
Lee et al. [21] at the measuring plane 
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4.3.4 Bubble diameter in the subcooled liquid 
Figure ‎4-9 and Figure ‎4-10 illustrate the predicted and measured profiles of 
dimensionless bubble diameter for experiment of Zeitoun and Shoukri [123] along the 
heated section and bubble Sauter mean diameter for experiment of Yun et al. [134] and 
Lee et al. [135] in the radial direction at measuring plane 1.61 m downstream of the 
beginning of the heated section. In Figure ‎4-9, dimensionless bubble diameter refers to 
the bubble Sauter diameter normalized by length scale √𝜎 𝑔(𝜌𝑙 − 𝜌𝑔)⁄ . Cases A1 and 
A2 have similar conditions of pressure, inlet temperature and wall heat flux but 
different velocity and inlet subcooling. However, as shown in Figure ‎4-9, they generate 
similar dimensionless bubble diameter. This could be contributed to the fact that while 
Case A1 has a lower velocity, hence more time is available for evaporation and 
allowing the existence of larger bubbles, it is exposed to higher subcooling effect. As a 
result, the velocity and subcooling temperature cancel out each other and thereby 
generating similar dimensionless bubble diameters. For all the Cases, the improved heat 
flux partitioning model based on the fractal approach compared very well with the 
axially measured dimensionless bubble diameter and locally measured bubble Sauter 
mean diameter. On a closer examination, it can be seen that Fritz’s and Ishii’s 
correlations over predicts while Unal’s correlation under predicts the dimensionless 
bubble diameter along the height of the annulus for the axial Cases A1 and A2, It can 
also be seen that Fritz’s and Ishii’s correlations have a tendency to over predict while 
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Unal’s correlation tends to under predict the bubble Sauter mean diameter especially in 
Cases L1 and L2. 
 
Figure  4-9: Predicted axial dimensionless bubble diameter profiles and experimental data of 
Zeitoun and Shoukri [19] 
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Figure  4-10: Predicted local bubble Sauter mean diameter profiles and experimental data of 
Yun et al. [20] and Lee et al. [21] along the vertical direction 
It should be noted that although predictions of Fractal method show no obvious 
superiority over the Unal-LC, the Fractal method is an approach with great potential to 
solve the physics mechanistically in future; whilst, Unal-LC is an empirical correlation 
which is inherently valid for a range of specific flow conditions. 
4.3.5 Wall heat flux components 
One of the key parameters in ascertaining the respective wall heat flux components in 
the improved heat flux partitioning model is the wall superheat temperature. 
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Figure ‎4-11 and Figure ‎4-12 present the profiles of wall superheat temperature at the 
heated wall for the axial and local experiments along the height of the annulus. 
 
Figure  4-11: Predicted local superheat temperature profiles for experiments of Zeitoun and 
Shoukri [19] 
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Figure  4-12: Predicted local superheat temperature profiles for experiments of Yun et al. [20] 
and Lee et al. [21] along the vertical direction 
For all Cases, the improved heat flux partitioning model based on the fractal approach 
yields wall superheat temperatures that are considerably higher than the combinations 
of empirical correlations beyond the point of onset of nucleate boiling (ONB). The 
predicted superheat temperature from fractal model ranges from 16 to 25 
o
C. This is in 
agreement with the experiment observations of Basu et al. [13] where the record wall 
superheat temperature varied from 11.7 to 25 
o
C. In contrast, predictions from 
empirical correlations seem to be under-estimated. 
In Case L3, the prevalence of high subcooling at the entrance region of the subcooled 
flow boiling can be seen to significantly suppress and delay the generation of bubbles. 
This particular phenomenon is not reflected in all of the combinations of empirical 
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correlations being assessed. Based on the wall superheat temperature which is required 
to evaluate the quenching heat flux component, it can be seen that a very high 
percentage of about 70% where this component persists along the height of the annulus 
for all axial and local Cases predicted by the improved heat flux partitioning model 
based on the fractal approach seen in Figure ‎4-13 and Figure ‎4-14 beyond ONB. 
Figure ‎4-15 and Figure ‎4-16 reveal that a percentage of about 30% is accounted by 
evaporation. In Case L3, it can be seen that due to high subcooling, the only mode of 
heat transfer that exists at the entrance region is the single-phase turbulent convection. 
 
Figure  4-13: Predicted profiles of quenching heat percentage for experiments of Zeitoun and 
Shoukri [19] along the vertical direction 
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Figure  4-14: Predicted profiles of quenching heat percentage for experiments of Yun et al. [20] 
and Lee et al. [21] along the vertical direction 
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Figure  4-15: Predicted profiles of evaporation heat percentage for experiments of Zeitoun and 
Shoukri [19] along the vertical direction 
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Figure  4-16: Predicted profiles of evaporation heat percentage for experiments of Yun et al. 
[20] and Lee et al. [21] along the vertical direction 
The quenching effect as a result of the use of the combined empirical correlations 
decreases for the axial Cases but increases for the local Cases along the height of the 
annulus. The latter contradicts the vertical flow boiling physics which should exhibit 
the same characteristics as the former. This directly points to the use of empirical 
correlations that are void of any flow physics due to bubble sliding as well as the 
effects of liquid subcooling, minimum and maximum active cavity sizes contact and 
bulk velocity and physical properties of the adjacent fluid being accounted for in the 
multi-dimensional model. However, the improved heat flux partitioning model based 
on the fractal approach demonstrates consistent flow boiling physics in both the axial 
and local Cases.     
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The influence of bubble sliding on the quenching heat flux near the outlet for all axial 
and local cases is investigated which the percentage of quenching heat transfer through 
sliding bubbles is tabulated in Table ‎4-2. It can be seen that more than 80% of the heat 
transfer by quenching is through the prevalence of sliding bubbles such has been 
predicted by the improved heat flux partitioning model based on the fractal approach. 
The significance of considering the phenomenon of bubble sliding is thus important in 
modelling subcooled flow boiling. In Table ‎4-2, wherever the liquid velocity is low, the 
sliding time tsl and distance lsl could increase which results in a higher influence of the 
sliding bubbles compared to the stationary ones. Case A1 has the lowest velocity while 
Case A4 has the highest velocity. As a result, Case A1 is more influenced by the 
presence of sliding bubbles (97.27%) compared to Case A4 (85.67%). Such finding 
also exists for the local Cases. Case L1 (93.93%) has a higher percentage of sliding 
component when compared to Case L3 (80.31%). 
Table  4-2: Investigating the influence of sliding on quenching heat at outlet for all axial and 
local cases 
Case 
Quenching heat 
@ outlet 
(kW/m2) 
Percentage of quenching heat 
transferred through sliding 
bubbles 
tsl lsl 
A1 1.86E+05 97.27% 4.27E-02 1.17E-02 
A2 1.93E+05 93.23% 2.44E-02 6.09E-03 
A3 3.42E+05 92.04% 2.10E-02 5.50E-03 
A4 5.08E+05 85.67% 1.27E-02 2.95E-03 
L1 1.01E+05 93.93% 2.80E-02 1.00E-02 
L2 1.38E+05 86.32% 1.56E-02 5.31E-03 
L3 1.87E+05 80.31% 1.08E-02 3.62E-03 
 
In conjunction with the sliding distance of bubble sliding near the outlet, it is also 
worthwhile to examine the actual active nucleation sites for all axial and local cases.   
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Table ‎4-3 shows the values of sliding distance, spacing between the nucleation sites, 
reduction factor and active nucleate site density for axial and local cases near the outlet. 
In all the Cases examined, it can be seen the sliding distance is much greater than 
spacing between the nucleation sites. This means that nucleated bubbles from the 
individual sites will collide with surrounding bubbles of adjacent sites and they will 
eventually pack together on the heated surface. The reduction factor in the improved 
heat flux partitioning model partially accounts for the actual active nucleation site 
density being affected by the packing of nucleated bubbles. Nevertheless, the packing 
of these bubbles may result in the formation of larger bubbles due to coalescence 
during sliding which is currently not accounted for in the model. This could probably 
explain the deficiency of the model in yielding greater quenching that is required to be 
experienced near the outlet which resulted in lower evaporation and lower void fraction 
being predicted in the bulk subcooled liquid. 
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Table  4-3: Investigating the actual active nucleation sites for all axial and local cases 
Case lsl s Rf=1/(lsl/s) Na Rf.Na 
A1 1.17E-02 5.22E-04 4.45E-02 3.67E+06 1.63E+05 
A2 6.09E-03 7.84E-04 1.29E-01 1.63E+06 2.09E+05 
A3 5.50E-03 5.08E-04 9.23E-02 3.88E+06 3.58E+05 
A4 2.95E-03 7.11E-04 2.41E-01 1.98E+06 4.77E+05 
L1 1.00E-02 8.50E-04 8.47E-02 1.38E+06 1.17E+05 
L2 5.31E-03 1.07E-03 2.02E-01 8.72E+05 1.76E+05 
L3 3.62E-03 1.30E-03 3.60E-01 5.90E+05 2.12E+05 
 
4.4 Conclusions 
The coupling of the improved heat flux partitioning model with the two-fluid and 
MUSIG models have been assessed against axial and local radial measurements 
covering a wide range of different mass and wall heat fluxes for subcooled flow boiling 
at low pressures. Predictions made from the fractal approach in determining the active 
nucleation site density show a clear dependence of the subcooling effect from the bulk 
liquid in affecting the activation of nucleation sites at the heated wall. Although all 
combinations of empirical correlations yield reasonably well predictions for the void 
fraction and bubble Sauter diameter distributions, predictions for the underlying heat 
flux partitioning components have been found to be inconsistent depending on which 
combination of empirical correlations is applied to the axial and local conditions. It is 
clearly seen that all combinations of empirical correlations appear to under-estimate the 
wall superheat temperature while the improved heat flux partitioning model yields 
predictions that are in agreement with experimentally measured temperatures. 
Numerical results have also ascertained the importance of considering bubble sliding 
along the wall surface and its influence on the heat partitioning and surface quenching 
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heat flux. Nevertheless, for the high heat flux condition, bubbles are expected to collide 
and merge during sliding. This in turn resulted in an over-prediction by the force 
balance model in determining the bubble size which significantly affected the 
prediction of the surface quenching heat flux. More work is required to be performed to 
remedy this short-coming by considering the merging of bubble through the sliding 
motion. Moreover, the condensation at the tips of bubbles is not considered in the wall 
heat partitioning approach. This phenomenon is influential on the prediction of “area of 
influence” for division of wall heat flux to transient conduction and convection heat 
components. Although many researchers have mentioned about this occurrence, it has 
not been implemented in the numerical methods yet which could be a direction for 
future work. 
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PART II  
 
 
MODELLING SUBCOOLED FLOW BOILING IN 
VERTICAL CHANNELS AT ELEVATED 
PRESSURES 
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CHAPTER 5  EVALUATION OF MECHANISTIC 
APPROACH 
The contents of this chapter are accepted to be published in 
 Investigation of the Influence of Elevated Pressure on Subcooled Boiling Flow - 
Evaluation of Mechanistic Approach, ASME Journal of Heat Transfer, 
(Accepted), doi:10.1115/1.4035805 (2016)   
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5.1 Introduction 
Two-phase gas-liquid flows with heat and mass transfer, such as subcooled boiling in 
heated channels, are prevalent, especially in steam generation units, heat exchanger, 
nuclear power reactors and power generation systems. Many investigations have been 
performed both experimentally and theoretically/numerically on these industrial 
applications to better understand the physical mechanisms involved during subcooled 
boiling flows. With the particular focus on understanding the behaviour of such flows 
at elevated pressures, the review of some experimental investigations and predictive 
models is presented below. 
Griffith et al.[19] measured the void volumes in subcooled boiling systems at pressures 
of 3.5, 7 and 10.5 MPa. Christensen[20] studied the axial variations of void distribution 
in a boiling rectangular channel of a cross-section of 11.1 mm by 44.4 mm and a height 
of 1270 mm. Four different pressures from 2.8 to 3.9 MPa were investigated which 
were comparable to conditions experienced in pressurised boiling water reactors. Pierre 
and Bankoff[21] conducted experiments on a similar test section to Christensen2 but 
obtained the transverse void fraction distributions and averaged cross-sectional void 
fraction in the axial direction at pressures ranging from 1.4 to 5.5 MPa. Bartolomei et 
al.[22] experimentally investigated the true volumetric vapour content in a vertical tube 
with the upward flow of water at subcooled conditions. Uniform heat was imposed on 
Cr18Ni10Ti steel tubes with 12 mm internal diameter and 2 mm wall thickness with a 
tube length varying between 800 and 1500 mm. The operational conditions were: 
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Pressure – 3 to 15 MPa, Heat flux – 0.4 to 2.5 MW/m2, and Mass flux – 400 to 3000 
kg/ m2s. Shen et al.[23] investigated the characteristics of heat transfer in a vertical 
downward flow of water within a circular cross section of 22 mm diameter and 2 m 
heated length. The experimental conditions were: Pressure – 11.5 to 28 MPa, Heat flux 
– 50 to 585 kW/m2, and Mass flux – 450 to 1550 kg/m2s. In spite of extensive 
experiments performed, limited experimental data still exist on local measurements of 
two-phase flow parameters such as void fraction, interfacial area concentration and 
bubble interface velocity. Recently, Ozar et al.[24] investigated steam-water two-phase 
flows in a vertical annular geometry. They measured local parameters such as void 
fraction, interfacial area concentration, and bubble interface velocity at radial locations 
of different axial positions at pressures ranging from 0.2 to 0.95 MPa. 
For the model development, Rouhani and Axelsson[25] calculated the void fraction in 
different regions of flow boiling analytically by considering different heat transfer 
mechanisms. They compared their model with experimental data covering pressures 
from 1.9 to 13.8 MPa. Khater et al.[26] developed a Lagrangian drift-flux formulation 
of governing equations to predict transient, two-phase flows in channels covering 
subcooled boiling, flow reversals and blowdown transients. A global solution was 
attained based on analytical solutions of the differential equations valid for limited time 
and space intervals. Dykhuizen et al.[27, 28] employed a two-fluid model to analyse 
the linear stability of the density-wave oscillations in boiling flow systems. Their 
results were found to be in good agreement only with experimental data for high 
subcooling conditions. Luthan[29] adopted a one-dimensional two-fluid model for gas-
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liquid stratified and boiling flows utilising the inter-phase slip analyser (IPSA) 
algorithm. Lai and Farouk[30] proposed a two-dimensional two-phase non-equilibrium 
model to predict the distributions of void fraction and temperature in turbulent 
subcooled boiling flows at elevated pressures in heated vertical pipes and channels. 
Prashanth and Seetharamu[31] developed a mathematical model for predicting thermo-
hydraulics of steam-water two-phase flow in vertical pipes which was solved by the 
finite element method at elevated pressures. Zhou and Podowski[32] for the first time 
applied the two-fluid model to investigate the instabilities occurring in boiling systems. 
They adopted frequency-domain and time-domain methods to quantify the stability 
margins and to investigate the nonlinear system response outside the stability 
boundaries. Delhaye et al.[33] used R12 as a testing fluid to simulate water between 10 
and 18 MPa. They proposed a void fraction model based on empirical correlations that 
gave good agreement with DEBORA as well as Bartolomei et al.[22] experimental data 
for water at high pressures. Krepper et al.[10] implemented a wall-boiling model to a 
two-fluid computational fluid dynamics (CFD) code to simulate steam–water bubbly 
flows applicable to fuel assembly design. Although the results demonstrated good 
agreement with the experimental data, the model was limited by its use of empirical 
correlations in the wall-boiling model.  
The size of bubble lift-off from the heated channels is an important consideration in 
subcooled boiling flows. In order to predict the bubble lift-off size, much attention has 
been directed towards the mechanistic model based on the force balance acting on the 
bubbles. Levy[34] developed a model to predict the vapour volumetric fraction during 
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the forced convection of subcooled boiling flows. The force balance equation on a 
spherical bubble was derived to determine the point of bubble departure from the 
heated surface. It was assumed that the buoyancy and wall shear forces act on the 
detachment of the bubble while the surface tension force held the bubble on the wall. 
Staub[35] considered additional forces acting on a hemispherical bubble, including 
liquid inertia force, dynamic force caused by the growing bubble that changed with the 
momentum of the liquid, surface tension, evaporating vapour thrust, drag force, and 
buoyancy force. He calculated the wall shear stress by considering the bubble layer on 
the wall as a rough surface and considered the surface tension, drag and buoyancy 
forces as the dominant forces acting on the bubble. Al-Hayes and Winterton[36] 
proposed different expressions for the surface tension and drag forces and modified the 
friction term of Levy’s model. They included the upstream and downstream contact 
angles of the bubble prior to detachment. Kandlikar and Stumm[37] studied a slow 
nucleation process of bubbles whereby the inertia forces were ignored. Forces such as 
drag, buoyancy, surface tension, pressure difference and change in momentum were 
taken into account during the force balance analysis in determining the bubble 
departure diameter. Klausner et al.[11] proposed a mechanistic force balance model to 
predict both bubble departure and lift-off diameters for refrigerant R113 in a pool and 
flow boiling in both vertical and horizontal channels. Sateesh et al.[14] extended the 
model for water, refrigerant R134a and propane with additional considerations of 
sliding bubbles on the heating surface. Many research works have been devoted to 
improving the force balance model. Chen et al.[38] attempted to generalise the force 
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balance model for all flow conditions and configurations by considering all the forces 
acting on a bubble. They proposed a correlation for bubble contact diameter that plays a 
significant role on the bubble growth rate and bubble lift-off diameters. Recently, 
Colombo and Fairweather[39] proposed a modified force balance model where a new 
growth rate was proposed.  
In spite of the concerted effort dedicated to model development, the near wall flow 
conditions (e.g. velocity, temperature and pressure), in the majority of the 
investigations on subcooled boiling flows, have been either assumed or extracted from 
measurements. Hence, the hydrodynamic effects of local bulk liquid were decoupled in 
the model evaluations. Incorporating the mechanistic models into a generic thermal-
hydraulic modelling framework to aptly predict the subcooled boiling flows remains 
very limited in literature. Following the application of the mechanistic boiling model 
coupled with the two-fluid and population balance modelling of subcooled boiling 
flows at low pressures in Yeoh et al.[2, 3, 15, 16, 18, 40, 41] and Cheung et al.[4, 42, 
43], the recent availability of local measurements at elevated pressure by Ozar et al.[24] 
are utilised to further assess the developed mechanistic boiling model alongside with 
some selected empirical models. It will be demonstrated later that the proper 
determination of the size of bubble lift-off which will subsequently affect the void 
fraction distribution in the bulk flow brings to question the validity of the force balance 
model to be applied for predictions of subcooled boiling flows at elevated pressures. 
Possible limitations of the force balance model are mentioned and further 
considerations to improve the force balance model are discussed. 
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5.2 Mathematical Modelling 
In subcooled boiling flows, it is well-known that three different heat transfer modes 
contribute to the removal of heat from the heated wall. At the non-boiling segments of 
the heated wall, the heat is removed by single-phase liquid through convection. After 
the Onset of Nucleate Boiling (ONB), part of the heat is consumed for evaporation of 
the bubbles to grow and reach the limit to slide or lift-off from the wall. Meanwhile, at 
the fraction of the heated area that is influenced by stationary or sliding bubbles, the 
heat transfer is dominated by the transient conduction. 
In order to determine the contribution of each heat transfer mode in heat removal from 
the hot surface (heat partitioning), it is therefore essential to determine the number of 
bubbles actively being generated at the wall (active nucleation site density), the size of 
the bubbles at which they start to slide or lift-off, and the frequency at which bubbles 
are generated on the same site. On this ground, empirical correlations, as well as 
mechanistic models for calculating these parameters, are firstly introduced in the 
following sections. The heat partitioning model for both empirical and mechanistic 
models is presented afterwards. 
5.2.1 Active Nucleation Site Density 
At the heated wall, only some of the nucleation sites will be activated as the 
temperature of the surface exceeds the saturation liquid temperature at the local 
pressure. It is widely accepted that the active nucleation site density depends on the 
distributions of cavities on the wall surface, heater and liquid properties, and contact 
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angle between the liquid and the wall. Active nucleation site density plays a significant 
role towards the evaluation of the wall heat flux partition model. 
5.2.1.1 Selected Empirical Models 
Many research works have been performed to correlate empirically the active 
nucleation site density. A thorough literature review of the existing empirical 
correlations can be found in our previous publication[43]. In this study, the widely 
adopted correlation of Lemmert and Chawla[100] and more semi-empirical correlation 
of Hibiki and Ishii[106] were adopted for the prediction of active nucleation site 
density. The correlation of Lemmert and Chawla[100] was developed primarily based 
on pool boiling experiments of saturated water. By assuming that vapour is trapped in 
conical cavities of the heated wall before any nucleation could occur, the nucleation 
site density is dependent on local wall superheat as: 
𝑁𝑎 = [185𝑇𝑠𝑢𝑝]
1.805
 ( 1 ) 
  
On the other hand, Hibiki and Ishii[106] mechanistically modelled the active nucleation 
site density by accounting the size and cone angle distributions of cavities existing on 
the surface. The active nucleation site density is, therefore, a function of the critical 
cavity size, the contact angle, and the wall superheat.  
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𝑁𝑎 = 4.72𝑒5{1 − 𝑒𝑥𝑝(−𝜃
2 4.17⁄ )} 
          [𝑒𝑥𝑝{2.5𝑒 − 6𝑓(𝜌+)(𝛥𝑇𝑤𝜌𝑔ℎ𝑓𝑔 2𝜎𝑇𝑠𝑎𝑡⁄ )} − 1] 
( 2 ) 
where 
𝜌+ = 𝑙𝑜𝑔10(𝛥𝜌 𝜌𝑔⁄ ), 
𝑓(𝜌+) = −0.01064 + 0.48246𝜌+ − 0.22712(𝜌+)2 + 0.05468(𝜌+)3 
This model has been proven to be valid over the flow conditions of 30° < 𝜃 < 90°, 
1.0×10
4
 sites/m
2
 < Na < 1.5×10
10
 sites/m
2
, 0.101 MPa <P< 19.8 MPa  and 0 kg/m
2
 s< 
mass velocity <886 kg/m
2
s. 
5.2.1.2 Fractal Model 
Apart from the empirical approach, the active nucleation site density could be 
determined based on the fractal distribution of the nucleation sites on heated surfaces. 
According to Xiao and Yu[17], the generated active cavities on the heated surface can 
be taken to be similar to the existence of pores in porous media. Thus, the cumulative 
number of active cavities with diameters equal to and greater than a particular active 
cavity diameter, Dc, can be described by 
𝑁𝑎(𝐷≥𝐷𝑐) = (
𝐷𝑐,max
𝐷𝑐
)
𝑑𝑓
 ( 3 ) 
 
 
The total number of active nucleation sites per unit area (sites/cm
2
) from the smallest to 
the largest active cavity diameter can be obtained from the above equation as 
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𝑁𝑎,tot = (
𝐷𝑐,max
𝐷𝑐,min
)
𝑑𝑓
 𝐷𝑐,min ≤ 𝐷𝑐 ≤ 𝐷𝑐,max ( 4 ) 
where Dc,min and Dc,max are smallest and largest active cavity diameters, respectively, 
and df is the fractal dimension. 
5.2.2 Bubble Lift-Off Diameter 
5.2.2.1 Selected Empirical Models 
For the bubble lift-off diameter, most of the empirical correlations have been defined as 
a function of bubble contact angle, Jacob number, or other thermo-hydraulic 
parameters[43]. In this study, the empirical correlations of Tolubinsky and 
Kostanchuk[113] and Unal[114] are chosen for predicting the bubble lift-off diameter. 
Tolubinsky and Kostanchuk[113] correlation is derived from the high-pressure water 
boiling experimental data and might perform well at elevated pressures. The 
formulation adopts the local bulk temperature that is adjusted based on different flow 
conditions: 
𝐷𝑙 = 𝐷𝑟𝑒𝑓 𝑒𝑥𝑝(−𝑇𝑠𝑢𝑏/∆𝑇𝑟𝑒𝑓𝑑) 
( 5 ) 
 
 
The empirical model of Unal[114] adopted a different set of experiments to correlate 
the bubble growth rate, maximum bubble diameter and maximum bubble growth time. 
For calculating bubble lift-off diameter, the correlation is given by:  
𝐷𝑙 =
2.42 × 10−5𝑃0.709𝑎
√𝑏𝜙
 ( 6 ) 
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where 
𝑎 =
(𝑄𝑤 − ℎ𝑙𝑇𝑠𝑢𝑏)
1 3⁄ 𝑘𝑙
2𝐶1 3⁄ ℎ𝑓𝑔√𝜋𝑘𝑙 𝜌𝑙𝑐𝑝𝑙𝜌𝑔⁄
√
𝑘𝑤𝜌𝑤𝑐𝑤
𝑘𝑙𝜌𝑙𝑐𝑝𝑙
, 
𝐶 =
ℎ𝑓𝑔𝜇𝑙[𝑐𝑝𝑙 (0.013ℎ𝑓𝑔𝑃𝑟
1.7)⁄ ]
3
[𝜎 (𝜌𝑙 − 𝜌𝑔)𝑔⁄ ]
0.5 , 
𝑏 = 𝑇𝑠𝑢𝑏 2(1 − 𝜌𝑔 𝜌𝑙⁄ ),⁄  
𝜙 = {
(
𝑢𝑙
0.61
)
0.47
   𝑓𝑜𝑟 𝑢𝑙 ≥ 0.61 𝑚 𝑠⁄
1.0                 𝑓𝑜𝑟 𝑢𝑙 < 0.61 𝑚 𝑠⁄  
 
the experimental range for this correlation is: 
Pressure P = 0.1-17.7 MN/m
2 
Wall heat flux Qw = 0.47-10.64 MW/m
2 
Liquid velocity ul = 0.08-9.15 m/s 
Liquid Subcooling Tsub = 3-86 K 
Bubble diameter DbW = 0.08-1.24 mm. 
 
5.2.2.2 Force Balance Method 
Following the study of Klausner et al.[11], the bubble lift-off diameter is influenced by 
different forces acting on the parallel and normal directions to the flow. For vertical 
subcooled flow boiling, forces acting on the bubble in the y (i.e. vertical) direction 
influence on bubble sliding diameter as it could slide on the heated wall while it is still 
attached to it; whereas, the ones acting on x (i.e. horizontal) direction determine the 
bubble lift-off diameter. The summation of all forces in both directions is given by: 
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∑𝐹𝑥 = 𝐹𝑠𝑥 + 𝐹𝑑𝑢𝑥 + 𝐹𝑠𝐿 + 𝐹ℎ + 𝐹𝑐𝑝 ( 7 ) 
 
 
∑𝐹𝑦 = 𝐹𝑠𝑦 + 𝐹𝑑𝑢𝑦 + 𝐹𝑞𝑠 + 𝐹𝑏  ( 8 ) 
 
 
where Fs is the surface tension force, Fdu is the unsteady drag due to asymmetrical 
growth of the bubble and the dynamic effect of the unsteady liquid such as the history 
force and the added mass force, FsL is the shear lift force, Fh is the force due to the 
hydrodynamic pressure, Fcp is the contact pressure force accounting for the bubble 
being in contact with a solid rather than being surrounded by liquid, Fqs is the quasi 
steady-drag in the flow direction, and Fb is the buoyancy force. Details of the 
formulation of these forces could be found in Yeoh et al.[15].  
5.2.3 Bubble Departure Frequency 
5.2.3.1 Selected Empirical Models 
To determine the bubble departure frequency, the widely adopted empirical model by 
Cole[86] is adopted in the present paper. Based on the photographic study of the 
boiling phenomena in the vicinity of the critical heat flux, Coles[86] proposed that the 
bubble departure frequency multiply by the bubble diameter at break-off can be taken 
to be equal to the rate that bubbles leave the surface. The bubble departure frequency is 
thereby expressed as: 
𝑓 = [
4𝑔(𝜌𝑙 − 𝜌𝑔)
3𝐷𝑙𝜌𝑙
]
0.5
 ( 9 ) 
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5.2.3.2 Mechanistic Model 
For the mechanistic approach, the bubble departure frequency is determined by 
considering an ebullition cycle in nucleate boiling where the waiting time, tw, and the 
growth time of the bubbles, tg , play role in determining the frequency of bubble 
departure[107]. The period between the times when one bubble leaves the nucleation 
site (begins to slide or lifts off) and when the next bubble is generated, is called waiting 
time. It is estimated as: 
𝑡𝑤 =
1
𝜋𝜂
[
(𝑇𝑠𝑢𝑝 + 𝑇𝑠𝑢𝑏)𝐶1𝑟𝑐
(𝑇𝑠𝑢𝑝) + 2𝜎𝑇𝑠𝑎𝑡 𝐶2𝜌𝑔ℎ𝑓𝑔𝑟𝑐⁄
]
2
 ( 10 ) 
 
 
where Tsup is the wall superheat (Tw-Tsat), Tsub is subcooled temperature of the liquid 
replacing the bubbles (Tsat-Tliq), C1 and C2 are 𝐶1 = (1 + cos 𝜃) sin 𝜃⁄  and 𝐶2 =
1 sin 𝜃⁄ . For more details, refer to Yeoh et al.[15]. The growth time tg can be 
determined by  
𝑡𝑔 =
1
16
𝜋
𝜂
𝐷𝑠𝑙
2
𝑏2𝐽𝑎2
 ( 11 ) 
 
 
The frequency of the bubble departure is thus evaluated as 
𝑓 =
1
𝑡𝑤 + 𝑡𝑔
 ( 12 ) 
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5.2.4 Heat Flux Partitioning Model 
The unsteady nature of the physics of subcooled flow boiling is accounted for in the 
heat flux partitioning model. For the empirical models, the heat flux partitioning could 
be evaluated based on the active nucleation site density, the bubble departure frequency 
and the bubble lift-off diameter. The detailed formulation could be found in Cheung et 
al.[43] and the references therein. Nonetheless, one should notice that the above 
empirical models do not consider the influence of sliding bubbles. The surface 
quenching that occurs in the regions swept by sliding bubbles is therefore incorporated 
into the mechanistic model.  The transient conduction heat flux for a stationary bubble 
is given by considering the heat flux ranging from the smallest to largest active cavity 
diameters: 
𝑄𝑡𝑐 = ∫ 2√
𝑘𝑙𝜌𝑙𝐶𝑝𝑙
𝜋(𝑡𝑤+𝑡𝑠𝑙)
(𝑇𝑠𝑢𝑝 + 𝑇𝑠𝑢𝑏)𝑅𝑓 (𝐾
𝜋𝐷𝑠𝑙
2
4
) 𝑡𝑤𝑓(−d𝑁𝑎)
𝐷𝑐,max
𝐷𝑐,min
   
   +∫ 2√
𝑘𝑙𝜌𝑙𝐶𝑝𝑙
𝜋(𝑡𝑤+𝑡𝑠𝑙)
(𝑇𝑠𝑢𝑝 + 𝑇𝑠𝑢𝑏)𝑅𝑓 (
𝜋𝐷𝑠𝑙
2
4
) (1 − 𝑡𝑤𝑓)(−d𝑁𝑎)
𝐷𝑐,max
𝐷𝑐,min
    ( 13 ) 
 
 
Similarly, the transient conduction heat flux for place during the sliding phase and the 
area occupied by the sliding bubbles is expressed as: 
𝑄𝑡𝑐𝑠𝑙 = ∫ 2√
𝑘𝑙𝜌𝑙𝐶𝑝𝑙
𝜋(𝑡𝑤+𝑡𝑠𝑙)
(𝑇𝑠𝑢𝑝 + 𝑇𝑠𝑢𝑏)𝑅𝑓𝑙𝑠𝐾𝐷𝑡𝑤𝑓(−d𝑁𝑎)
𝐷𝑐,max
𝐷𝑐,min
   
   +∫ 2√
𝑘𝑙𝜌𝑙𝐶𝑝𝑙
𝜋(𝑡𝑤+𝑡𝑠𝑙)
(𝑇𝑠𝑢𝑝 + 𝑇𝑠𝑢𝑏)𝑅𝑓𝑓𝑡𝑠𝑙 (
𝜋𝐷2
4
) (1 − 𝑡𝑤𝑓)(−d𝑁𝑎)
𝐷𝑐,max
𝐷𝑐,min
    ( 14 ) 
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where the sliding distance could be estimated as 𝑙𝑠 = (2 3⁄ )𝐶𝑣𝑡𝑠𝑙
3 2⁄
 where 𝐶𝑣 = 3.2𝑢𝑙 +
1 is an acceleration coefficient that reflects the rise of the bubble velocity in time after 
it starts to slide away from a nucleation site. The ul is the tangential liquid velocity 
adjacent to the heated surface. 
The wall heat flux component due to evaporation that occurs at the nucleate boiling 
region can be ascertained from the active nucleation site density, the bubble departure 
frequency, departing bubble diameter and the latent heat.  
𝑄𝑒 = ∫ 𝑅𝑓𝑓 (
𝜋𝐷𝑙
3
6
)𝜌𝑔ℎ𝑓𝑔(−d𝑁𝑎)
𝐷𝑐,max
𝐷𝑐,min
 ( 15 ) 
 
 
The wall heat flux component contributed by surface quenching is formulated 
accordingly. As liquid comes in contact with the hot surface, the heat is transferred to 
liquid mainly based on transient conduction which can be determined from the fraction 
of the wall area that is in contact with the fresh liquid and is cooled down by transient 
conduction, bubble departure frequency, liquid properties and wall superheat 
temperature. 
Heat transfer due to turbulent convection can be defined based on local Stanton 
number, liquid properties, liquid velocity, the fraction of the wall area that was not 
influenced by the bubbles and wall superheat temperature. 
𝑄𝑐 = 𝑆𝑡𝜌𝑙𝐶𝑝𝑙𝑢𝑙(1 − 𝐾𝜓)(𝑇𝑠𝑢𝑝 + 𝑇𝑠𝑢𝑏) 
( 16 ) 
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More details of the formulations can be found in Yeoh et al.[41]. 
5.2.5 Two-Fluid and Population Balance Models 
Ensemble-averaged of mass, momentum and energy transport equations are considered 
for each phase in the Eulerian-Eulerian modelling framework. The liquid phase (αl) is 
the continuum, and the vapour phase (bubbles) is the disperse phase (αg). These 
equations can be written as: 
Continuity equation of liquid phase 
𝜕𝜌𝑙𝛼𝑙
𝜕𝑡
+ ∇. (𝜌𝑙𝛼𝑙?⃑? 𝑙) = Γ𝑙𝑔 ( 17 ) 
 
 
Continuity equation of vapor phase 
𝜕𝜌𝑔𝛼𝑔𝑓𝑖
𝜕𝑡
+ ∇. (𝜌𝑔𝛼𝑔?⃑? 𝑔) = 𝑆𝑖 − 𝑓𝑖Γ𝑙𝑔 ( 18 ) 
 
 
Momentum equation of liquid phase 
𝜕𝜌𝑙𝛼𝑙?⃑? 𝑙
𝜕𝑡
+ ∇. (𝜌𝑙𝛼𝑙?⃑? 𝑙?⃑? 𝑙) = −𝛼𝑙∇𝑃 + 𝛼𝑙𝜌𝑙𝑔  
+∇[𝛼𝑙𝜇𝑙
𝑒(∇?⃑? 𝑙 + (∇?⃑? 𝑙)
𝑇)] + (Γ𝑙𝑔?⃑? 𝑔 − Γ𝑔𝑙?⃑? 𝑙) + 𝐹𝑙𝑔 
 
( 19 ) 
Momentum equation of vapor phase 
𝜕𝜌𝑔𝛼𝑔?⃑? 𝑔
𝜕𝑡
+ ∇. (𝜌𝑔𝛼𝑔?⃑? 𝑔?⃑? 𝑔) = −𝛼𝑔∇𝑃 + 𝛼𝑔𝜌𝑔𝑔  
( 20 ) 
   
132 
 
 
 
+∇ [𝛼𝑔𝜇𝑔
𝑒 (∇?⃑? 𝑔 + (∇?⃑? 𝑔)
𝑇
)] + (Γ𝑔𝑙?⃑? 𝑙 − Γ𝑙𝑔?⃑? 𝑔) + 𝐹𝑔𝑙 
 
 
Energy equation of liquid phase 
𝜕𝜌𝑙𝛼𝑙𝐻𝑙
𝜕𝑡
+ ∇. (𝜌𝑙𝛼𝑙?⃑? 𝑙𝐻𝑙) = ∇[𝛼𝑙𝜆𝑙
𝑒(∇𝑇𝑙)] + (Γ𝑔𝑙𝐻𝑙 − Γ𝑙𝑔𝐻𝑔) ( 21 ) 
 
 
Energy equation of vapor phase 
𝜕𝜌𝑔𝛼𝑔𝐻𝑔
𝜕𝑡
+ ∇. (𝜌𝑔𝛼𝑔?⃑? 𝑔𝐻𝑔) = ∇[𝛼𝑔𝜆𝑔
𝑒(∇𝑇𝑔)] + (Γ𝑙𝑔𝐻𝑙 − Γ𝑔𝑙𝐻𝑔) ( 22 ) 
 
 
In equation ( 18 )Si denotes the additional source terms due to coalescence and break-up 
for the range of bubble classes that are present in the population balance model for the 
vapor phase. The coalescence and break-up rates are evaluated according to the models 
proposed by Prince and Blanch[50] and Luo and Svendsen[47]. For bubble coalescence, 
turbulent collision in the inertial sub-range of isotropic turbulence is considered while for 
bubble breakage, the behavior of the so-called daughter bubble size fragmentation caused 
by the interaction of the bubbles with turbulent eddies is adopted. Detailed expressions of 
these rates can be found in Yeoh and Tu[2, 3]. 
The interfacial force Flg appearing in equation ( 19 ) is formulated through appropriate 
consideration of different sub-forces affecting the interface between each phase. For the 
liquid phase, the interfacial force comprises the sum of the sub-forces such as drag, lift, 
wall lubrication and turbulent dispersion respectively. Note that for the gas phase, Fgl = 
 Flg. Detail descriptions of these forces can be found in Anglart and Nylund[129] and 
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Lahey and Drew[130]. In the present study, the drag coefficient CD is evaluated 
according to Ishii and Zuber[131]. The lift coefficient (i.e. CL ) is considered as a 
constant of 0.01[132]. The wall lubrication constants Cw1 and Cw2 as suggested by 
Antal et al.[133] are –0.01 and 0.05 respectively. Recommended value for CTD 
according to Kurul and Podowski[8] of 0.1 is used for the turbulent dispersion force. 
The interfacial mass transfer rate due to condensation in the bulk subcooled liquid in 
equation ( 17 ) can be expressed as: 
Γ𝑙𝑔 =
ℎ𝑎𝑖𝑓𝑇𝑠𝑢𝑏
ℎ𝑓𝑔
 ( 23 ) 
 
 
where h represents the inter-phase heat transfer coefficient. The wall vapor generation 
rate is modeled in a mechanistic manner by considering the total mass of bubbles 
detaching from the heated surface as 
Γ𝑔𝑙 =
𝑄𝑒
ℎ𝑓𝑔
 ( 24 ) 
 
 
For subcooled flow boiling, the wall nucleation rate is treated as a specified boundary 
condition for equation ( 18 ). The boundary mass flux is achieved by apportioning the 
generation rate based on the size of departing bubbles on the heated surface. 
5.3 Experimental Details 
To assess the model performance, four experimental conditions with low and elevated 
pressures based on the studies by Yun et al.[134], Lee et al. [135] and Ozar et al.[24] 
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are investigated. Experimental conditions for low pressure (Case P143) and elevated 
pressure (Cases P218, P497 and P949) data are presented in Table ‎5-1: Experimental 
arrangement for the experiment of Yun et al. and Lee et al. for the Case P143 and the 
experiment of Ozar et al. for the Cases P218, P497 and P949. These cases cover a range 
of different flow conditions including pressure, inlet liquid velocity, wall heat flux and 
inlet subcooling temperature that play important roles in vapor phase distribution and 
wall heat flux partitioning. For each case, simulation results are validated against 
available data of these experiments. Figure ‎5-1 shows the experimental arrangement for 
the two experiments investigated in this paper. For ease of reading, a brief description 
of the two experiments is given as below. 
Table  5-1: Experimental arrangement for the experiment of Yun et al. and Lee et al. for the 
Case P143 and the experiment of Ozar et al. for the Cases P218, P497 and P949 
Case Pinlet (kPa) Tinlet (°C) 
Tsub@inlet 
(°C) 
Qw(kW/m2) G(kg/m2s) 
P143 143 92.1 17.9 251.5 1059.2 
P218 218 110.3 12.7 237.9 1843.8 
P497 497 136.7 14.8 190.9 942.3 
P949 949 167.6 10.0 208.5 964.4 
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Figure  5-1: A schematic illustration of test channels: (a) elevated pressure cases, and (b) low 
pressure case 
The low pressure experiment performed by Yun et al.[134] and Lee et al.[135] 
consisted of a vertical concentric annulus with an inner diameter of 37.5 mm for the 
outer wall, and outer diameter of 19 mm for the inner heating rod as the test section; the 
working fluid was demineralised water. The heated section was 1.67 m long and entire 
rod was heated by a 54 kW DC power supply. Radial measurements of phasic 
parameters were done at 1.61 m downstream of the start of the heated section. A two-
conductivity probe method was used to measure local gas phase parameters such as 
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local void fraction, bubble departure frequency and bubble velocity. The mean Sauter 
bubble diameters (assuming spherical bubbles) were determined by the interfacial area 
concentration (IAC), calculated using the measured bubble velocity spectrum and 
bubble departure frequency. The uncertainties in the measurement of local void 
fraction, velocity, volumetric flow rate, temperature, heat flux and pressure are 
estimated to be within ±3.0%, ±3.3%, ±1.9%, ±0.2°C, ±1.7% and ±0.0005 MPa, 
respectively. 
Ozar et al. [24] performed medium pressure experiments where a vertical concentric 
annulus was employed. The outer wall’s inner diameter was 38.1 mm, and the inner 
heating rod had 19.1 mm outer diameter. The annulus was designed between the pipes 
and the cartridge heater. The heated section was 2.845 m long which was followed by a 
1.632 m long unheated section. The heater could produce a maximum heat flux of 260 
kW/m
2
. The measurements presented in this paper were performed at 2.05 m 
downstream of the start of the heated section. The uncertainties in the measurement of 
local void fraction (done through a 4-sensor conductivity probe), gas velocity, flow 
rate, temperature and pressure are estimated to be less than 10%, less than 10%, within 
±0.75%, ±2.2°C and less than ±0.2%, respectively. 
5.4 Results and Discussion 
To discretise the conservation equations of mass, momentum and energy, the finite 
volume method is employed by adopting ANSYS CFX 4.4 software. Mentioned 
equations for each phase along with 15 extra set of transport equations for capturing 
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coalescence, break-up and condensation of the bubbles for the MUSIG boiling 
model[15] are solved through additional FORTRAN subroutine. Since a uniform wall 
heat flux is applied, only a 60º section of the annulus is modeled as the computational 
domain for all the cases. Grid independence is inspected for 45, 90, 180, 240 and 300 
cells along the vertical direction; the mean velocity profiles of liquid and gas and the 
volume fraction distribution did not change significantly by further grid refinement of 
180 cells in the vertical direction. The proposed mechanistic approach along with some 
of the existing empirical correlations are compared against experimental data of Yun et 
al.[134] and Lee et al.[135] for Case P143 and Ozar et al. [24] for Cases P218, P497 
and P949. Comparisons between the predictions of the empirical and the proposed 
mechanistic models are presented below. 
5.4.1 Predictions in Radial Direction 
5.4.1.1 Void fraction profiles 
The distribution of local void fraction of Cases P143 (experiment of Yun et al.[134] 
and Lee et al.[135] ) and P218, P497 and P949 (experiment of Ozar et al. [24] ) in the 
radial direction is presented in Figure ‎5-2. In this figure, the measuring plane for the 
Case P143 is located at 1.61 m (z/Dh=84.7) downstream of the beginning of the heated 
section. For the Cases P218, P497 and P949 the measurements are done at 2.05 m 
(z/Dh=108) downstream of the beginning of the heated section where z is the vertical 
distance, and Dh is the annulus hydraulic diameter. For the ease of presentation, radial 
locations are represented by a dimensionless parameter (i.e. (r-Ri)/(Ro-Ri)), where the 
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surface of the heating rod in the annulus is taken as zero and the surface of the unheated 
wall is denoted as 1.  
 
 
Figure  5-2: Predicted radial distribution of void fraction and experimental data for (a) Case 
P143 (b) Case P218 (c) Case P497 (d) Case P949 
All numerical models have successfully captured the void fraction peak near the heated 
wall in all cases. The void fraction peak is caused by the significant vapour bubble 
generation at the heated wall. Moreover, as vapour bubbles are relatively small, the 
positive lift force pushes the bubbles towards the wall assisting the formation of the 
peak at the vicinity of the heated surface. In the bulk liquid region, the vapour bubbles 
are exposed to the subcooled liquid and sequentially collapse and vanish due to 
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condensation. This phenomenon is also evident in the measurement where void 
fraction, therefore, becomes zero; indicating the dominant subcooling effect. In general, 
the overall trends of the radial void fraction profiles are reasonably captured by all 
models. 
Meanwhile, the empirical models under-predict the void fraction peak at the wall 
(especially for the Case P143). This under-prediction could be due to the fact that the 
empirical models under-predicted the bubble lift-off diameter. As mentioned above, the 
Tolubinskiy’s model was correlated for higher pressure systems. Thus, the model may 
not perform well at lower pressures (Cases P143 and P218). Similarly, the Unal’s 
model was calibrated against experimental data with the wall heat flux ranging from 
0.47-10.64 MW/m
2
; whereas all the cases in this study have wall heat fluxes around 0.2 
MW/m
2
. This condition also exemplifies the extreme dependency of the empirical 
correlations on the experimental flow conditions. In general, predictions of the Unal’s 
model are in better agreement with the Tolubinskiy’s model.  
In Case P949, the proposed mechanistic model over-predicts the void fraction peak at 
the wall region (see Figure ‎5-2d). This over-prediction could be caused by the 
drawbacks of the current force balance model that over-estimates the bubble lift-off 
diameter. More in-depth discussion of the drawbacks will be presented in later sections. 
Furthermore, the source of error could also partly because of the prevalence of large 
distorted or cap vapour bubbles being generated from evaporation. In the present study, 
coalescence and breakup processes are assumed for spherical bubbles in the MUSIG 
model. As evident in the later section, the sizes of bubbles are therefore under-
   
140 
 
 
 
predicted; leading to the miscalculation of lift force direction towards the wall instead 
of pushing bubbles towards the bulk liquid. Meanwhile, it also leads to over-prediction 
of the interfacial area concentration that is linking to condensation process. 
5.4.1.2 Mean Sauter bubble diameter and IAC profiles 
Figure ‎5-3 shows the comparison of the measured and predicted radial mean Sauter 
bubble diameter profiles for all flow conditions. In most of the cases, there is no 
experimental bubble size reading after a short distance away from the heated wall in the 
bulk liquid. This is due to the high condensation rate in bulk liquid causing all bubbles 
vanish or collapse in the region. In general, the influence of hydraulic pressure on the 
overall bubble size could be observed. Subject to the lowest pressure in Case P143, 
considerably larger bubbles were recorded in the measurements. For the elevated 
pressures, smaller bubble sizes were found for the Cases P218 and P497. As suggested 
by Yuan et al.[141], the latent heat of a unit volume vapour is increased by elevating 
the pressure. More heat is therefore required to obtain the small volume of the bubble. 
The bubble size is therefore inversely proportional to the third root of pressure[142]. In 
Case P949, despite having the highest pressure among all cases, due to the low mass 
flux and subcooling temperature at the inlet, experimental data show the largest bubble 
size in the bulk liquid. In fact, in this case, distorted cap and large bubbles are produced 
which are demonstrated as Group2 in Figure ‎5-3d. However, none of the models is 
considering the non-spherical bubbles in the MUSIG model; hence, they all under-
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predict the bubble size in this case. This under-prediction of the bubble size leads to 
over-prediction of interfacial area concentration (refer to Figure ‎5-4d).  
 
Figure  5-3: Predicted radial distribution of mean Sauter bubble diameter and experimental data 
for (a) Case P143 (b) Case P218 (c) Case P497 (d) Case P949 
The corresponding measured and predicted radial interfacial area concentration (IAC) 
profiles are shown in Figure ‎5-4. In general, the radial IAC profiles follow a similar 
trend with the void fraction profiles for all cases. 
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Figure  5-4: Predicted radial distribution of interfacial area concentration (IAC) and 
experimental data for (a) Case P143 (b) Case P218 (c) Case P497 (d) Case P949 
Through the above experimental data, one can identify that the heat and mass transfer 
phenomenon is closely coupled with the combining effect of flow parameters such as 
hydraulic pressure, heat flux at the heated wall, mass flux and subcooling temperature 
at the inlet. For the Cases P143 and P218, although Case P143 subjects to similar mass 
fluxes and higher subcooling temperature at inlet with the Case P218, it shows a higher 
void fraction near the wall region due to the lower pressure and higher heat flux 
promoting more vapour generation (see Figure ‎5-2a and Figure ‎5-2c). Meanwhile, the 
lower pressure also results in larger bubble size in the Case P143 (see Figure ‎5-3a and 
Figure ‎5-3c). 
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The effect of subcooling temperature is also evident by comparing the measurements 
between Cases P497 and P949. The heat flux and mass flux at the inlet are similar in 
both cases. Despite having lower pressure in Case P497, the high subcooling 
temperature suppress the vapour generation at the heated wall and promotes 
condensation in bulk liquid; leading to a lower void fraction compared to the Case 
P949 (refer to Figure ‎5-2c and Figure ‎5-2d). 
The influence of the mass flux at the inlet can be observed through the comparison of 
Cases P218 and P497 (refer to Figure ‎5-2b and Figure ‎5-2c). Although Case P218 has 
higher heat flux, and lower pressure and subcooling temperature, by having the velocity 
almost twice of Case P497, it ends up with less void fraction compared to Case P497. 
The reason is that with such high velocity, there is not enough time for the liquid to be 
heated and evaporated efficiently at the wall. Similar to other cases, higher subcooling 
temperature in Case P497 helps the distribution of void fraction to become flat in the 
radial direction much faster compared to Case P218 (refer to Figure ‎5-2b and 
Figure ‎5-2c). 
In general, predictions of the mean Sauter bubble diameter and IAC by the proposed 
mechanistic model are in satisfactory agreements with the measurements. In most of 
the cases, the mechanistic model tends to give better predictions compared to empirical 
models. On the other hand, as shown in Figure ‎5-3, the proposed mechanistic model 
under-estimated the vapour bubble size in Case P949. This limitation leads to over-
predictions of the IAC profile and the fault interpretation of lift force direction as 
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discussed in the early section. As discussed, this also reveals some of the drawbacks of 
the adopted mechanistic models. 
For the empirical models, one could notice that the predicted void fraction, mean Sauter 
bubble diameter and IAC profiles are more sensitive to the Tolubinsky and Unal bubble 
lift-off diameter formulations. Relatively less influence from the active nucleation site 
density correlations (i.e. Lemmert and Chawla and Hibiki and Ishii models) can be 
observed. Overall, correlation by Tolubinsky tends to predict smaller bubble lift-off 
diameter compared to the Unal model. The reason goes back to the empirical 
correlation of Tolubinsky that dictates the inverse dependency on subcooling 
temperature. Since subcooling temperature is fairly high in all cases, this model under-
predicts the bubble lift-off diameter at the wall; hence, predicts smaller bubbles in the 
radial direction. The empirical combinations with correlation of Lemmert and Chawla 
(LC) for prediction of active nucleation site density mostly perform better at lower 
pressures; however, for the Case P949 with the highest pressure in the range of this 
study, the correlation of Hibiki and Ishii outperforms LC. The reason is the 
consideration of more fluid properties in the correlation of Hibiki and Ishii; whereas, 
only superheat temperature is considered in LC which becomes less dominant 
parameter influential on the generation of void fraction. Similarly, the more 
mechanistic-empirical correlation of Unal outperforms Tolubinsky in all cases. This 
result shows the importance of taking into account more fluid properties in numerical 
predictions. 
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To better visualize and quantify the performance of the different models, the 
comparison of the predicted void fraction along the radial direction against the 
measured data for Cases P143–P949 is presented in Figure ‎5-5a. The corresponding 
comparison of the predicted interfacial area concentration along the radial direction 
against the measured data is also shown in Figure ‎5-5b. The solid black line on the 
graph represents the exact match between predicted and measured results. As shown in 
the figure, the predictions of proposed mechanistic model are in good agreement with 
the experimental data; especially for the IAC predictions. The mechanistic model also 
shows better performance compared to all adopted empirical models. On the other 
hand, the empirical correlations tend to under-predict the void fraction and IAC values 
in most of the cases. The combination of Unal and Lemmert and Chawla models (Unal-
LC) shows better performance among all other empirical models. 
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Figure  5-5: (a) Predicted void fraction vs. measured void fraction, and (b) predicted IAC vs. 
measured IAC 
To the best of our knowledge, this is one of the very first studies successfully to 
incorporate all essential considerations of wall heat flux partition, bubble coalescence 
and breakage processes and interfacial heat and mass transfer based on mechanistic 
models for the subcooled boiling flows in a range of elevated pressure. The above 
encouraging results indicate that such mechanistic modelling approach is capable of 
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capturing the general trend of aforementioned coupling effects and has a great potential 
to become as a generic modelling algorithm applicable for wider range of flow 
conditions. In the next sections, to explore the strength and possible drawbacks of the 
model, a closer examination of the performance of the mechanistic model near the wall 
region will be presented. 
 This investigation could enlighten the possible future direction of having a fully 
mechanistic model for numerical prediction of subcooled flow boiling systems.  
5.4.2 Axial distributions near wall region 
Figure ‎5-6 shows the mechanistic heat flux partition predictions for the (a) bubble lift-
off diameter, (b) active nucleation site density, (c) superheat temperature, and (d) the 
percentage of evaporation heat along the axial direction of the heated wall. The 
predictions by empirical correlations (Unal for bubble lift-off diameter and Hibiki and 
Ishii for active nucleation site density) are presented in Figure (e)-(h). For the ease of 
comparison, the axial location is normalised against the length of the heated wall.  
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Figure  5-6: The mechanistic predictions for Cases P143-P949 of (a) bubble lift-off diameter, (c) 
wall superheat temperature, (e) active nucleation site density, (g) the contribution of 
evaporation heat in heat partitioning model, and the empirical predictions for 
In Figure ‎5-6a, one may notice that the predicted bubble lift-off diameters exhibit 
insignificant variation along the axial direction. For the lower pressure cases (i.e. Cases 
P143 and P218), the predicted bubble lift-off diameters are within the range between 1 
to 1.2 mm which is agreed with experimental observation by Shabannejad and 
Ashgrriz[143] (for pressures 100-150 kPa, heat flux 130 kW/m
2
, mass flux 300 kg/m
2
s, 
and subcooling temperature ranging from10-20 ºC, the bubble lift-off diameter varied 
between 0.8-1.5 mm), Zeitoun and Shoukri[123] (for pressure 122 kPa, heat flux 286 
kW/m
2
, mass flux 258 kg/m
2
s, and subcooling temperature 11.8 ºC, the bubble lift-off 
diameter varied between 0.8-1.4 mm), Chen et al.[144] (for pressures 138-279 kPa, 
heat flux 85 kW/m
2
, mass flux 400-500 kg/m
2
s, and subcooling temperature 21-29 ºC, 
the bubble lift-off diameter varied between 1.2-1.4 mm), Chu et al.[145] (for pressure 
140-150 kPa, heat flux 200 kW/m
2
, mass flux 300 kg/m
2
s, and subcooling temperature 
11.8 ºC, the bubble lift-off diameter was about 1.1 mm), Hong et al.[146] (for 
atmospheric pressure, heat flux 100 kW/m
2
, mass flux 150-300 kg/m
2
s, and subcooling 
temperature 9-10 ºC, the bubble lift-off diameter varied between 0.8-1.7 mm). 
Nevertheless, the lift-off diameters are over-predicted for the high pressure cases (i.e. 
Cases P497 and P949) ranging from 1.25 to 1.45 mm. The over-prediction for high 
pressure cases could be attributed to the formulation of the force balance model. One of 
the dominant forces in determining the bubble lift-off diameter is the bubble growth 
force. In the presents study, the bubble growth force is evaluated based on the diffusion 
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controlled bubble growth solution proposed by Zuber[147], which is developed for 
lower pressure conditions. Hence, the bubble growth force may not be valid for high 
pressure condition. Furthermore, it could also be due to the drawback of defining 
bubble sliding mechanism. At the present model, there is no criterion to dictate the 
necessity of bubble sliding. As a result, all vapour bubbles are assumed sliding along 
the surface for all conditions. In elevated pressure systems, Thorncroft et al.[148] 
reported that in some cases bubbles depart the nucleation site in the upflow 
configuration, and slide along the heated wall without lift-off. Assuming all bubbles 
slide along the wall could also lead to over-prediction of bubble lift-off diameter. On 
the other hand, the empirical models neglect the sliding mechanism of bubbles in its 
formulation. The predicted bubble lift-off diameter are however under-predicted at the 
beginning of the pipe according to the experimental observations[143]. 
It is also worthwhile to notice that the predicted bubble lift-off diameters exhibit a rapid 
increase at the beginning of the heated section for the Cases P218 and P497 (see also in 
Figure ‎5-6a). This occurance could be attributed to the location of onset of significant 
void (OSV) where the transition between low void fraction region and high void 
fraction region takes place. Before the OSV, due to the low bulk liquid temperature, 
bubbles being formed on the heated wall are subject to the subcooled liquid causing 
condensation at the tips of the bubbles and shrinkage of the bubble size. Unfortunately, 
shrinkage of the bubble due condensations at the bubble tips is not considered in the 
present force balance model that leads to prediction errors at the vicinity of OSV where 
the subcooling effect is dominant. 
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On one hand, compared to the empirical models, the predicted wall superheat 
temperature by the mechanistic model (Figure ‎5-6b) varies significantly from one case 
to another. For low pressure case of Case P143, the predicted wall superheat 
temperature is around 20ºC which is well agreed with the experimental findings of 
Basu et al.[13] where the recorded wall superheat temperature ranged between 11.7–
25ºC. However, for the high pressure cases, the mechanistic model tends to over-
predict the wall superheat temperature. Again, this could be caused by the over-
estimation of bubble lift-off diameter that is coupled with the wall superheat 
temperature predictions. On the other hand, in Figure ‎5-6f, the predicted wall superheat 
temperatures by the empirical model are considerably low (i.e. range between 4–8ºC) to 
for all cases. 
This wall superheat temperature is also closely coupled with the prediction of active 
nucleation site density and the percentage of transient conduction (quenching) 
component in the heat flux partition for both mechanistic and empirical models. 
Theoretically speaking, higher pressure and higher saturated temperature would 
activate more nucleation sites on the heated surface. However, the higher pressure also 
suppresses the bubble growth and lift-off from the nucleation site. Therefore, despite 
having high active nucleation site densities for high pressures, the bubble lift-off 
diameter is much smaller compared to low pressure cases. The area of influence caused 
by the lifting off bubbles is therefore decreased and the contribution of the conduction 
(quenching) heat transfer mode is also decreased with the increase of pressure. In 
general, the trend of the above physical behaviour is reasonably captured by the 
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mechanistic model; expect for the Case P949 (see Figure ‎5-6c and Figure ‎5-6d). The 
predicted active nucleation site density increases; while the percentage of transient 
conduction (quenching) component decreases with the pressure. The predicted active 
nucleation site density is in agreement with the findings of Lin and Chen[149]. On the 
other hand, for the empirical models, the predicted active nucleation site density and 
the percentage of transient conduction exhibit insignificant variation according to the 
elevated pressure (Figure ‎5-6g and Figure ‎5-6h). 
5.4.3 Influence of pressure 
In Figure ‎5-6, although predictions at different pressure were compared, the influence 
of pressure was not clear due to the combining effect of the wall heat flux, subcooled 
temperature and mass flux at the inlet. In order to investigate the influence of pressure 
on the wall heat partitioning components, numerical simulations were performed 
regarding the Case P218 while only changing the pressure from 143 kPa to 949 kPa. 
Figure ‎5-7 demonstrates the influence of pressure on (a) bubble lift-off diameter, (b) 
bubble growth time, and (c) bubble departure frequency through the predictions of the 
mechanistic model. Figure ‎5-7a clearly shows the inverse dependency between the 
bubble lift-off diameter and pressure. By increasing the pressure of the system, the 
latent heat of the unit volume vapour increases. The same volume of vapour bubble 
requires more energy to grow[141]. In general, this phenomenon is captured by the 
mechanistic model.  
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Figure  5-7: The mechanistic predictions for P143-P949kPa at flow condition of 238 kW/m2 
wall heat flux, 12.7°C subcooling temperature, and 1.96 m/s inlet velocity of (a) bubble lift-off 
diameter, (b) bubble growth time, and (c) bubble departure frequency 
Nonetheless, the predicted bubble lift-off diameters at high pressure condition remain 
at a similar size with the lower pressure condition. According to the experimental 
observations of Shabannejad and Ashgriz[143], the bubble lift-off diameter decreases 
significantly with the increase of system pressure. The over-predicted lift-off diameter 
also affects the prediction of bubble growth time and departure frequency (see 
Figure ‎5-7b and Figure ‎5-7c). Under the elevated pressure, bubble requires more time 
to overcome external forces and grow. Due to the over-predictions of the bubble lift-off 
diameter, the predicted growth time is significantly higher for higher pressure. As a 
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result, the predicted departure frequency is decreased by increasing pressure that is in 
contrast to the findings of Euh et al.[150]. Once again, this confirms that the current 
force balance model requires further improvement to properly consider the bubble 
growth force, sliding criterion and condensation at bubble tips for high pressure 
condition.  
5.5 Conclusion 
The coupling of the improved heat flux partitioning model with the two-fluid and 
MUSIG models have been assessed against local radial measurements for subcooled 
flow boiling at low and elevated pressures. This study mechanistically incorporated all 
essential considerations of wall heat flux partition, bubble coalescence and breakup 
processes, and interfacial heat and mass transfer for subcooled boiling flows at a range 
of low to elevated pressure. This proposed fully coupled model was assessed before for 
subcooled boiling flow at low pressures for a wide range of heat and mass fluxes and 
inlet subcooling temperature[41]. In this study, the performance of the mechanistic 
model for elevated pressures is assessed to investigate the strengths and possible 
drawbacks of the current model for further improvement in the future studies.  
The mechanistic model was capable of predicting radial void fraction, mean Sauter 
bubble diameter and interfacial area concentration profiles in good agreement with 
experimental data. Also, the results showed the successful coupling of the heat and 
mass transfer with the combining effect of flow conditions like heat flux at the wall, 
hydraulic pressure, mass flux and subcooling temperature at the inlet. The predictions 
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of the mechanistic model were compared with selected empirical correlations in which 
for most of the cases mechanistic model tended to have better agreement with 
experimental data. Moreover, the importance of consideration of more fluid properties 
and flow conditions even in empirical correlations was discussed. Nevertheless, the 
current model has limitations both in the force balance model for prediction of bubble 
lift-off diameter and for the criteria of sliding of the bubbles at the heated wall, and in 
the condensation process at the tips of the bubbles. Overall, the results show that the 
mechanistic model has a great potential to become a generic modelling algorithm for 
prediction of a wider range of flow conditions in subcooled boiling flows. 
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CHAPTER 6  PERFORMANCE OF COALESCENCE 
AND BREAK-UP KERNELS  
The contents of this chapter are published in 
 Numerical Investigation on the Influence of Coalescence and Break-up Kernels 
on Subcooled Boiling Flows, Journal of Computational Multiphase Flow, 
(Accepted) (2016). 
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6.1 Introduction 
Two-phase gas-liquid flows with heat and mass transfer, such as subcooled boiling 
flows in heated channels, are prevalent in various industrial applications. Subcooled 
boiling flow can be characterized by the thermodynamic non-equilibrium that persists 
between the liquid and vapor phases inside the two-phase flow. A high-temperature 
two-phase region exists near the heated wall whilst a low-temperature single-phase 
liquid generally occurs away from the heated surface. Heterogeneous bubble nucleation 
ensues within the active nucleation sites on the heated surface when the surface 
temperature exceeds the saturated liquid temperature at local pressure. At the onset of 
nucleate boiling (ONB), boiling occurs and bubbles remain attached to the heater 
surface. As the bulk temperature liquid temperature increases, the bubbles grow larger 
and detach from the heater surface. The void fraction increases sharply designated at 
the point of net vapor generation (NVG) – a low void fraction region upstream is 
followed by another region of which the void fraction increases significantly 
downstream. 
In the past decades, modelling subcooled boiling flow based on the computational fluid 
dynamic techniques have been largely focused on capturing the fundamental 
considerations of: (i) heat and  mass transfer in terms of heat flux partitioning during 
subcooled boiling flow at the heated wall and (ii) and the two-phase vapour bubble 
behaviors and its size evolution due to bubble interaction in the bulk subcooled flow 
away from the heated wall.    
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For the modeling of heat transfer at the heated wall, empirical correlations for 
determining the bubble departure diameter, bubble frequency and active nucleation site 
density have been heavily utilized to achieve the necessary closure for the wall heat 
flux partitioning model [12, 13, 100, 111, 113, 114]. A detailed assessment of the 
extent of applicability of these correlations has been performed in Cheung et al. [43] of 
which their limitations to certain flow conditions were demonstrated. Nevertheless, a 
further assessment in Yeoh et al. [41] on the mechanistically developed wall heat flux 
partitioning model to circumvent the use of empirical correlations has shown the 
applicability of such a model to a wider range of heating and flow conditions.  
For the modeling of two-phase and bubble behaviors in the bulk flow, majority of 
studies have thus far concentrated on the study of coalescence and break-up kernels in 
two-phase isothermal flows [44, 45]. Recently, comparative analysis of different 
coalescence and break-up kernels has been performed by Deju et al.[46] for two-phase 
isothermal flows in a large bubble column. Nevertheless, such investigations on 
subcooled boiling flows remain elusive. 
The major objectives of the paper are thus twofold: (i) assessing the applicability of 
existing bubble coalescence and break-up kernels in the framework of population 
balance modelling for subcooled boiling flows and (ii) utilize the mechanistic wall heat 
flux partitioning model with specific emphasis at elevated pressures for subcooled 
boiling flows. A numerical assessment on the performance of six different bubble 
coalescence and break-up kernels has been performed to investigate the bubble size 
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distribution and its impact on local hydrodynamics based on different heating and flow 
conditions. For the mechanistic break-up kernels, two widely adopted models with 
different predictions for daughter size distribution proposed by Luo and Svendsen[47] 
and Wang et al.[48] are assessed. These break-up kernels are then coupled with three 
different mechanistic coalescence kernels by Coulaloglou et al.[49], Prince et al.[50] 
and Lehr et al.[51] to form the six different combinations. Resulting bubble size 
distributions in the form of bubble Sauter mean diameter are compared to provide 
insights on the predictive capability of the bubble coalescence and break-up 
mechanisms. In addition, void fraction profiles are compared against the experimental 
data of Ozar et al.[24] to ensure the validity of the model predictions of subcooled 
boiling flows at elevated pressures.  
Table  6-1: Consideration of different kernel combinations 
No. Coalescence Kernel Break-up Kernel 
1 Prince and Blanch [50] Luo and Svendsen [47] 
2 Prince and Blanch [50] Wang et al. [48] 
3 Coulaloglou and Tavlarides [49] Luo and Svendsen [47] 
4 Coulaloglou and Tavlarides [49] Wang et al. [48] 
5 Lehr et al. [51] Luo and Svendsen [47] 
6 Lehr et al. [51] Wang et al. [48] 
 
6.2 Mathematical Formulation 
6.2.1 Two-Fluid Model  
For two-phase subcooled boiling flows, the ensemble-averaged mass, momentum and 
energy transport equations for continuous and dispersed phases are modelled using the 
Eulerian modelling framework. Considering the liquid (𝛼𝑙) as continuous phase and the 
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bubbles (𝛼𝑔) as disperse phase, numerical simulations are carried out via the two-fluid 
model Eulerian-Eulerian approach [130]: 
Mass transport of continuous phase 
𝜕(𝜌𝑙𝛼𝑙)
𝜕𝑡
+ ∇. (𝜌𝑙𝛼𝑙?⃑? 𝑙) = Γ𝑙𝑔  (1) 
Mass transport of disperse phase 
𝜕(𝜌𝑔𝛼𝑔)
𝜕𝑡
+ ∇. (𝜌𝑔𝛼𝑔?⃑? 𝑔) = Γ𝑔𝑙  (2) 
Momentum transport of continuous phase 
𝜕(𝜌𝑙𝛼𝑙?⃑? 𝑙)
𝜕𝑡
+ ∇. (𝜌𝑙𝛼𝑙?⃑? 𝑙?⃑? 𝑙) = −𝛼𝑙∇𝑃 + 𝛼𝑙𝜌𝑙𝑔 + ∇. [𝛼𝑙𝜇𝑙
𝑒𝑓𝑓(∇?⃑? 𝑙 + (∇?⃑? 𝑙)
𝑇)] +
(Γ𝑙𝑔?⃑? 𝑔 − Γ𝑔𝑙?⃑? 𝑙)+ 𝐹𝑙𝑔   (3) 
Momentum transport of disperse phase 
𝜕(𝜌𝑔𝛼𝑔?⃑? 𝑔)
𝜕𝑡
+ ∇. (𝜌𝑔𝛼𝑔?⃑? 𝑔?⃑? 𝑔) = −𝛼𝑔∇𝑃 + 𝛼𝑔𝜌𝑔𝑔 + ∇. [𝛼𝑔𝜇𝑔
𝑒𝑓𝑓
(∇?⃑? 𝑔 + (∇?⃑? 𝑔)
𝑇
)] +
(Γ𝑔𝑙?⃑? 𝑙 − Γ𝑙𝑔?⃑? 𝑔)+ 𝐹𝑔𝑙   (4) 
Energy transport of continuous phase 
𝜕(𝜌𝑙𝛼𝑙𝐻𝑙)
𝜕𝑡
+ ∇. (𝜌𝑙𝛼𝑙?⃑? 𝑙𝐻𝑙) = ∇. [𝛼𝑙𝜆𝑙∇𝑇𝑙 +
𝜇𝑇𝑙
𝑃𝑟𝑇𝑙
∇𝐻𝑙] + (Γ𝑙𝑔𝐻𝑔 − Γ𝑔𝑙𝐻𝑙)   (5) 
Energy transport of disperse phase 
𝜕(𝜌𝑔𝛼𝑔𝐻𝑔)
𝜕𝑡
+ ∇. (𝜌𝑔𝛼𝑔?⃑? 𝑔𝐻𝑔) = ∇. [𝛼𝑔𝜆𝑔∇𝑇𝑔 +
𝜇𝑇𝑔
𝑃𝑟𝑇𝑔
∇𝐻𝑔] + (Γ𝑔𝑙𝐻𝑙 − Γ𝑙𝑔𝐻𝑔)   (6) 
From the above transport equations, 𝜌 is the density, ?⃑?  is the velocity vector, 𝑃 is the 
pressure, 𝑔  is the gravitational vector, 𝜇 is the viscosity, 𝐻 is the enthalpy, 𝑇 is the 
temperature and 𝜆 is the thermal conductivity. The source term Γ𝑙𝑔 represents the mass 
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transfer rate due to condensation in the bulk subcooled liquid, which can be expressed 
by   
Γ𝑙𝑔 =
ℎ𝑎𝑖𝑓(𝑇𝑠𝑎𝑡−𝑇𝑙)
ℎ𝑙𝑔
   (7) 
where ℎ is the inter-phase heat transfer coefficient determined from the Nusselt number 
correlation by Ranz and Marshall[151], 𝑎𝑖𝑓 is the interfacial area between phases per 
unit volume, 𝑇𝑠𝑎𝑡 is the saturation temperature and ℎ𝑙𝑔 is the latent heat. Note that 
Γ𝑔𝑙 = −Γ𝑙𝑔. The wall vapor generation rate, which is accounted as a boundary condition 
for the mass transport of the disperse phase, can be evaluated in accordance with 
Γ𝑤𝑔 =
𝑄𝑒
ℎ𝑙𝑔+𝐶𝑝𝑙𝑇𝑠𝑢𝑏
   (8) 
where 𝑄𝑒 is the heat transfer due to evaporation, 𝐶𝑝 is the specific heat of constant 
pressure and 𝑇𝑠𝑢𝑏 is the local subcooled temperature. 
Interfacial transfer terms in the momentum and energy transport equations (Γ𝑙𝑔 and 𝐹𝑙𝑔) 
represent the transfer terms from the continuous phase to the disperse phase. The total 
interfacial force 𝐹𝑙𝑔 considered in the present study includes the drag, lift, wall 
lubrication and turbulent dispersion forces:  
𝐹𝑙𝑔 = 𝐹𝑙𝑔
𝑑𝑟𝑎𝑔
+ 𝐹𝑙𝑔
𝑙𝑖𝑓𝑡
+ 𝐹𝑙𝑔
𝑤𝑎𝑙𝑙 𝑙𝑢𝑏𝑟𝑖𝑐𝑎𝑡𝑖𝑜𝑛 + 𝐹𝑙𝑔
𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛
 (9) 
Note that 𝐹𝑔𝑙 = −𝐹𝑙𝑔. More detail descriptions of these forces can be found in[129]. 
By the inclusion of Sato et al.[152] model for bubble-induced turbulence, the effective 
viscosity is considered as the total of the shear-induced turbulent viscosity and the 
bubble-induced turbulent viscosity. The viscosity of the liquid phase can be expressed 
as: 
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𝜇𝑙
𝑒𝑓𝑓
= 𝜇𝑙 + 𝜇𝑇𝑙 + 𝜇𝑇𝑏 (10) 
where 𝜇𝑙 is the dynamic viscosity of the continuous phase, 𝜇𝑇𝑙 is the turbulent viscosity 
of the continuous phase which is given by 
𝜇𝑇𝑙 =
𝜌𝑙𝐶𝜇𝑘𝑙
2
𝜀𝑙
 (11) 
and the extra bubble induced turbulent viscosity 𝜇𝑇𝑏 is evaluated according to 
𝜇𝑇𝑏 = 𝜌𝑙𝐶𝜇𝑏𝛼𝑔𝐷𝑠|?⃑? 𝑔 − ?⃑? 𝑙| (12) 
where 𝐷𝑠 is the local bubble Sauter mean diameter. The constants 𝐶𝜇 and 𝐶𝜇𝑏 have 
values of 0.09 and 0.6 respectively. Effective viscosity in the disperse phase is simply 
determined as 
𝜇𝑔
𝑒𝑓𝑓
= 𝜇𝑙
𝑒𝑓𝑓 𝜌𝑔
𝜌𝑙
 (13) 
The turbulence variables 𝑘 and 𝜀 are determined via the extended version of the two-
equation single–phase standard 𝑘 − 𝜀 model[18]. 
6.2.2 Population Balance Model  
Particle (bubble) size distribution can be determined in accordance with the population 
balance equation expressed in integro-differential form via 
𝜕𝑓(𝑥,𝜉,𝑡)
𝜕𝑡
+ ∇. (?⃑? (𝑥, 𝜉, 𝑡)𝑓(𝑥, 𝜉, 𝑡)) = 𝑆(𝑥, 𝜉, 𝑡) (14) 
where 𝑓(𝑥, 𝜉, 𝑡) is the particle (bubble) number density distribution per unit mixture 
and particle (bubble) volume, ?⃑? (𝑥, 𝜉, 𝑡) is velocity vector in external space dependent 
on the external variables 𝑥 for a given time t and the internal space 𝜉 whose 
components could be characteristic dimensions such as volume, mass etc. On the right 
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hand side, the term 𝑆(𝑥, 𝜉, 𝑡) contains the particle (bubble) source/sink rates per unit 
mixture volume due to the particle (bubble) interactions such as coalescence, break-up 
and phase change. 
By taking mass 𝑀 as the independent coordinate, the discrete particle number density 
can be defined by 
𝑁𝑖(𝑥, 𝑡) = ∫ 𝑓(𝑥,𝑀, 𝑡)𝑑𝑣                          𝑖 = 0,1,2,… ,𝑁
𝑣𝑖+1
𝑣𝑖
 (15) 
From above, the particle number density equation can be alternatively expressed in 
terms of size fraction fi of 𝑁 bubble size groups as 
𝜕(𝜌𝑔𝑗𝛼𝑔𝑗𝑓𝑖)
𝜕𝑡
+ ∇. (𝜌𝑔𝑗𝛼𝑔𝑗?⃑? 𝑔𝑓𝑖) = 𝑆𝑖 (16) 
In the above equation, Si represents the net change in the number density distribution 
due to coalescence and break-up processes. This entails the use of a fixed non-uniform 
volume distribution along a grid that allows a range of bubble sizes to be covered with 
a small number of bins and offers good resolution. Such discretisation of the population 
balance equation has been found to allow accurate determination of the desired 
characteristics of the number density distribution. The interaction term 𝑆𝑖 =
(𝐵𝐶 + 𝐵𝐵 + 𝐷𝐶 + 𝐷𝐵) contains the source rates of birth rates due to coalescence (𝐵𝐶) 
and break-up (𝐵𝐵) and death rates due to coalescence (𝐷𝐶) and break-up (𝐷𝐵) of 
bubbles respectively. 
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6.2.2.1 Coalescence kernels 
For coalescence between fluid particles, the coalescence rate 𝑎(𝑀𝑖 , 𝑀𝑗) could be 
calculated as a product of collision frequency ℎ(𝑀𝑖 , 𝑀𝑗) and coalescence efficiency 
𝜆(𝑀𝑖 , 𝑀𝑗): 
𝑎(𝑀𝑖 , 𝑀𝑗) = ℎ(𝑀𝑖 , 𝑀𝑗)𝜆(𝑀𝑖 , 𝑀𝑗) (17) 
The coalescence kernels that are adopted in this paper are described in the following. 
6.2.2.1.1 Coulaloglou & Tavlarides[49] 
This model has been developed based on the consideration of turbulent random motion 
induced collisions as primary source of bubble coalescence. The collision frequency 
was defined as the effective swept volume rate of sizes of 𝑑𝑖 and 𝑑𝑗: 
ℎ(𝑀𝑖 , 𝑀𝑗) =
𝜋
4
(𝑑𝑖 + 𝑑𝑗)
2
(𝑢𝑡𝑖
2 + 𝑢𝑡𝑗
2)
1
2 (18) 
The turbulent velocity 𝑢𝑡 in the inertial sub-range of isotropic turbulence given by  
𝑢𝑡 = 𝐶1(𝜀𝑙𝑑)
1
3 where 𝐶1 is a constant. As only a fraction of collisions will lead to 
coalescence, the coalescence efficiency based on the film drainage model for 
deformable particle with immobile surfaces can be written as 
𝜆(𝑀𝑖 , 𝑀𝑗) = 𝑒𝑥𝑝 [−𝐶2 ×
𝜇𝑙𝜌𝑙𝜀𝑙
𝜎2
(
𝑑𝑖𝑑𝑗
𝑑𝑖+𝑑𝑗
)
4
] (19) 
where 𝐶2 is a constant. 
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6.2.2.1.2 Prince & Blanch [50] 
The coalescence process can been described in three steps. Firstly, the bubbles trap 
small amount of liquid between them. Secondly, the liquid drains out until the liquid 
film thickness reaches a critical thickness. Thirdly, the bubbles rupture and coalesce 
together. Analogously to Coulaloglou & Tavlarides[49], the collision frequency is 
calculated as 
ℎ(𝑀𝑖 , 𝑀𝑗) = 𝐶3(𝑑𝑖 + 𝑑)
2 (𝑑
𝑖
2
3 + 𝑑
𝑗
2
3)
1
2
𝜀𝑙
1
3 (20) 
where 𝐶3 is a constant. The coalescence efficiency for deformable particle with mobile 
surfaces can be written in accordance with 
𝜆(𝑀𝑖 , 𝑀𝑗) = 𝑒𝑥𝑝 (
𝑡𝑖𝑗
𝜏𝑖𝑗
) (21) 
where  𝑡𝑖𝑗 is the time due to intervening film reaching a critical thickness before 
rupturing and 𝜏𝑖𝑗 is the time due to contact of bubble-bubble collision. 
6.2.2.1.3 Lehr et al. [51] 
In contrast to the above, the coalescence frequency has been considered based on the 
critical approach velocity model. A critical velocity is defined as the maximum velocity 
of bubbles resulting in coalescence which has no dependency on the size of the 
bubbles. Collisions will result in coalescence only when the relative approach velocity 
of bubbles perpendicular to the surface of contact is lower than the critical approach 
velocity. The collision frequency function is given by 
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ℎ(𝑀𝑖 , 𝑀𝑗) =
𝜋
4
(𝑑𝑖 + 𝑑𝑗)
2
𝑚𝑖𝑛(𝑢′, 𝑢𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙) 𝑒𝑥𝑝 [−(
𝛼𝑚𝑎𝑥
1
3
𝛼𝑔
1
3
− 1)
2
]            𝛼𝑚𝑎𝑥 = 0.6
 (22) 
The characteristic velocity 𝑢′ is equivalent to the turbulent eddy velocity with the 
similar length scale of the bubbles. Smaller eddies would not have sufficient energy to 
have significant impact on bubbles to collide. On the other hand, larger eddies would 
end up transporting the bubbles. For the larger eddies, characteristic velocity has been 
defined as the difference in rise velocities of the bubbles, viz.,  
𝑢′ = 𝑚𝑎𝑥 (√2𝜀
1
3√𝑑
𝑖
2
3 + 𝑑
𝑗
2
3, |?⃑? 𝑖 − ?⃑? 𝑗|) (23) 
where ?⃑? 𝑖 and ?⃑? 𝑗 are the velocity vectors of the discrete bubbles travelling in the liquid 
flow. The coalescence efficiency is given in accordance with 
𝜆(𝑀𝑖 , 𝑀𝑗) = 𝑚𝑖𝑛 (
𝑢𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙
𝑢′
, 1) (24) 
The critical velocity 𝒖𝒄𝒓𝒊𝒕𝒊𝒄𝒂𝒍 can be determined according to 
𝑢𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 = √
𝑊𝑒𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙𝜎
𝜌𝑙𝑑𝑒𝑞
 (25) 
where 𝑊𝑒𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 is the critical Weber number and 𝑑𝑒𝑞 is the equivalent diameter given 
by 𝑑𝑒𝑞 = 2𝑑𝑖𝑑𝑗 𝑑𝑖 + 𝑑𝑗⁄ . 
6.2.2.2 Break-up kernels 
For the break-up of fluid particles, the break-up rate 𝑟(𝑀𝑖 , 𝑀𝑗) is a function of total 
break-up frequency 𝑟(𝑀𝑖) and daughter size distribution 𝛽(𝑀𝑖 , 𝑀𝑗): 
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𝛽(𝑀𝑖 , 𝑀𝑗) =
𝑟(𝑀𝑖,𝑀𝑗)
𝑟(𝑀𝑖)
 (26) 
6.2.2.2.1 Luo & Svendsen[47] 
The assumption of bubble binary break-up is invoked under isotropic turbulence 
situation. Break-up event is determined by the energy level of arriving eddy with 
smaller or equal length scale compared to the bubble diameter to induce the oscillation. 
The daughter size distribution is accounted using a stochastic break-up volume 
fraction𝑓𝐵𝑉. The break-up rate in terms of mass can be obtained as 
𝑟(𝑀𝑖 , 𝑀𝑗) = 0.923(1 − 𝛼𝑔)𝑛 (
𝜀𝑙
𝑑𝑗
)
1
3
∫
(1+𝜉)2
𝜉
11
3
P𝑏(𝑓𝐵𝑉|𝑑𝑗 , 𝜆)𝑑𝜉
1
𝜉𝑚𝑖𝑛
 (27) 
The breakage probability, Pb(𝑓𝐵𝑉|𝑑𝑗 , 𝜆) is calculated by using the energy distribution of 
turbulent eddies with size λ. Hence, the breakage rate becomes: 
𝑟(𝑀𝑖 , 𝑀𝑗) = 0.923(1 − 𝛼𝑔)𝑛 (
𝜀𝑙
𝑑𝑗
)
1
3
∫
(1+𝜉)2
𝜉
11
3
𝑒𝑥𝑝(−
12𝑐𝑓𝜎
𝛽𝜌𝑙𝜀𝑙
2
3𝑑𝑗
5
3𝜉
11
3
)𝑑𝜉
1
𝜉𝑚𝑖𝑛
 (28) 
The break-up frequency represents the break-up bubble with mass of 𝑀𝑖 into fraction of 
𝑓𝐵𝑉 and 𝑓𝐵𝑉 + 𝑑𝑓𝐵𝑉 for a continuous 𝑓𝐵𝑉 function. The total break-up frequency can 
thus be obtained by integrating over the whole interval of 0 to 1 as  
𝑟(𝑀𝑖) =
1
2
∫ 𝑟(𝑀𝑖 , 𝑀𝑗)
1
0
𝑑𝑓𝐵𝑉 (29) 
with a daughter bubble size distribution expressed as 
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𝛽(𝑓𝐵𝑉 , 1) =
∫
(1+𝜉)2
𝜉
11
3
𝑒𝑥𝑝
(
 −
12𝑐𝑓𝜎
𝛽𝜌𝑙𝜀𝑙
2
3𝑑
𝑗
5
3𝜉
11
3
)
 𝑑𝜉
1
𝜉𝑚𝑖𝑛
1
2
∫ ∫
(1+𝜉)2
𝜉
11
3
𝑒𝑥𝑝
(
 −
12𝑐𝑓𝜎
𝛽𝜌𝑙𝜀𝑙
2
3𝑑
𝑗
5
3𝜉
11
3
)
 𝑑𝜉
1
𝜉𝑚𝑖𝑛
1
0 𝑑𝑓𝐵𝑉
 (30)  
6.2.2.2.1.1 Wang et al.[48] 
Considering the energy constraint of the break-up kernel developed by Luo and 
Svendsen[47], the model is further extended by adding the capillary constraint to 
calculate the break-up of bubbles. In this model, the dynamic pressure of the turbulent 
eddy is taken to be larger than the capillary pressure resulting in minimum breakup 
fraction. On the other hand, the eddy kinetic energy also needs to be larger than the 
increase of the surface energy resulting in maximum breakup. The advantage of this 
model is to have no adjustable parameter and provide the daughter size distribution 
directly by normalizing the partial breakup frequency by the total frequency: 
𝑟(𝑀𝑖 , 𝑀𝑗) = 0.923(1 − 𝛼𝑔)𝑛𝜀𝑙
1
3 ∫ 𝑃𝑏
𝑑𝑖
𝜆𝑚𝑖𝑛
(𝑓𝐵𝑉|𝑑𝑗 , 𝜆)
(𝜆+𝑑)2
𝜆
11
3
𝑑𝜆 (31) 
The total break-up frequency is also calculated according to Eqn. (29) but with a 
different daughter bubble size distribution expressed as 
𝛽(𝑓𝐵𝑉 , 1) =
∫
(𝜆+𝑑)2
𝜆
11
3
∫
1
𝑓𝐵𝑉,𝑚𝑎𝑥−𝑓𝐵𝑉,𝑚𝑖𝑛
1
?̅?(𝜆)
∞
0 𝑒𝑥𝑝(−
𝑒(𝜆)
?̅?(𝜆)
)𝑑𝑒(𝜆)
𝑑𝑖
𝜆𝑚𝑖𝑛
𝑑𝜆
1
2
∫ ∫
(𝜆+𝑑)2
𝜆
11
3
∫
1
𝑓𝐵𝑉,𝑚𝑎𝑥−𝑓𝐵𝑉,𝑚𝑖𝑛
1
?̅?(𝜆)
∞
0 𝑒𝑥𝑝(−
𝑒(𝜆)
?̅?(𝜆)
)𝑑𝑒(𝜆)
𝑑𝑖
𝜆𝑚𝑖𝑛
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1
0
 (32)  
where 𝑒(𝜆) is the kinetic energy in the inertial subrange and ?̅?(𝜆) is the mean kinetic 
energy.  
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The daughter size distribution profiles for Luo and Svendsen[47] and Wang et al.[48] 
for various bubble sizes are illustrated in Figure ‎6-1. 
 
Figure  6-1: Daughter size distribution profiles: (a) Luo and Svendsen[47] and (b) Wang et 
al[48]. 
6.2.3 Fractal Wall Heat Flux Partitioning Model 
A fractal model for the wall heat flux partitioning model is derived based on the 
concept that the nucleation site size distribution follows the fractal power law. The 
number of active cavities for the sizes of cavities between Dc and Dc+dDc can be 
obtained as −𝑑𝑁𝑎 = 𝑑𝑓 (𝐷𝑐,max
𝑑𝑓 𝐷𝑐
𝑑𝑓+1⁄ )𝑑𝐷𝑐 where 𝑑𝐷𝑐 > 0 and −𝑑𝑁𝑎 > 0. The 
different heat flux components for the modified heat flux partitioning model are 
derived in the following. 
6.2.3.1 Surface Quenching 
The process of surface quenching or transient conduction occurs in regions that are 
swept by sliding bubbles, Qtcsl, or in regions at the point of inception, Qtc. A fractal 
model for the heat flux from the smallest site Dc,min to the largest site Dc,max is given by 
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𝑄𝑡𝑐 =
∫ 2√
𝑘𝑙𝜌𝑙𝐶𝑝𝑙
𝜋(𝑡𝑤+𝑡𝑠𝑙)
(𝑇𝑠𝑢𝑝 + 𝑇𝑠𝑢𝑏)𝑅𝑓 (𝐾
𝜋𝐷𝑠𝑙
2
4
) 𝑡𝑤𝑓(−𝑑𝑁𝑎)
𝐷𝑐,max
𝐷𝑐,min
+
∫ 2√
𝑘𝑙𝜌𝑙𝐶𝑝𝑙
𝜋(𝑡𝑤+𝑡𝑠𝑙)
 (𝑇𝑠𝑢𝑝 + 𝑇𝑠𝑢𝑏)𝑅𝑓 (
𝜋𝐷𝑠𝑙
2
4
) (−𝑡𝑤𝑓)(−𝑑𝑁𝑎)
𝐷𝑐,max
𝐷𝑐,min
       (33)  
where𝑡𝑤 is the waiting time, 𝑡𝑠𝑙 is the sliding time of departed bubbles, 𝑇𝑠𝑢𝑝 is the 
superheat temperature, 𝑅𝑓 is  the ratio of the actual number of bubbles lifting off per 
unit area of the heater surface to the number of active nucleation sites per unit area, K is 
the ratio of the area of influence (the area from where the liquid is drawn in when the 
bubble leaves the heater surface) to the projected area of the bubble, 𝐷𝑠𝑙 is the size of 
the sliding bubbles, 𝑓 is the bubble frequency and 𝑁𝑎 is the active nucleation site 
density.  
The transient conduction that takes place during the sliding phase and the area occupied 
by the sliding bubble at any instant of time from the smallest site Dc,min to the largest 
site Dc,max is nonetheless given by the fractal model for the heat flux as 
𝑄𝑡𝑐𝑠𝑙 =
∫ 2√
𝑘𝑙𝜌𝑙𝐶𝑝𝑙
𝜋(𝑡𝑤+𝑡𝑠𝑙)
(𝑇𝑠𝑢𝑝 + 𝑇𝑠𝑢𝑏)𝑅𝑓𝑙𝑠𝐾𝐷𝑡𝑤𝑓(−𝑑𝑁𝑎)
𝐷𝑐,max
𝐷𝑐,min
+ ∫ 2√
𝑘𝑙𝜌𝑙𝐶𝑝𝑙
𝜋(𝑡𝑤+𝑡𝑠𝑙)
(𝑇𝑠𝑢𝑝 +
𝐷𝑐,max
𝐷𝑐,min
                 𝑇𝑠𝑢𝑏)𝑅𝑓𝑓𝑡𝑠𝑙 (
𝜋𝐷2
4
) (1 − 𝑡𝑤𝑓)(−𝑑𝑁𝑎) (34)  
where D is the average bubble diameter given by 𝐷 = (𝐷𝑠𝑙 + 𝐷𝑙) 2⁄ .  
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6.2.3.2 Evaporation  
The heat flux due to vapour generation occurs at the nucleate boiling region which is 
calculated by the energy carried away by the bubbles lifting off from the heated 
surface. A fractal model for this heat flux from the smallest site Dc,min to the largest site 
Dc,max is given by 
𝑄𝑒 = ∫ 𝑅𝑓𝑓 (
𝜋𝐷𝑙
3
6
) 𝜌𝑔ℎ𝑓𝑔(−𝑑𝑁𝑎)
𝐷𝑐,max
𝐷𝑐,min
 (35)  
where 𝐷𝑙 is the size of the bubbles leaving the heated wall. 
6.2.3.3 Turbulent Convection  
Based on fractal characteristics, there is an expression that could relate the pore volume 
fraction to fractal dimension, minimum and maximum pore size in porous media. This 
expression is given by 𝜓 = (𝐷𝑐,min 𝐷𝑐,max⁄ )
𝑑−𝑑𝑓
 where d = 2 in a two-dimensional 
space. The forced convection will always prevail at all times in areas of the heater 
surface that are not influenced by the stationary and sliding bubbles. This heat flux can 
be obtained as 
𝑄𝑐 = 𝑆𝑡𝜌𝑙𝐶𝑝𝑙𝑢𝑙(1 − 𝐾𝜓)(𝑇𝑠𝑢𝑝 + 𝑇𝑠𝑢𝑏) (36)  
where 𝑆𝑡 is the Stanton number and 𝑢𝑙 is the adjacent liquid velocity. 
The total wall heat flux Qw is thus obtained as sum of the aforementioned heat flux 
components: 𝑄𝑤 = 𝑄𝑡𝑐 + 𝑄𝑡𝑐𝑠𝑙 + 𝑄𝑒 + 𝑄𝑐. More details of the model can be referred 
in[41]. 
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6.3 Experimental Details 
In order to assess the vapor distribution in the radial direction for low and medium 
pressures, three experiments are investigated. Experimental conditions for low pressure 
(Cases P143) and elevated pressure (Cases P218, P497 and P949) data are presented in 
Table ‎6-2. These cases cover a range of different flow conditions including pressure, 
inlet liquid velocity, wall heat flux and inlet subcooling temperature that play important 
roles on vapor phase distribution and wall heat flux partitioning. The authors tried to 
illustrate the underlying physics through the results obtained by simulations. For each 
case, simulation results are validated against available data of these experiments. To 
help the readers understand the experimental conditions investigated in this paper, the 
details of experiments are given as follows. For more details, refer to the references 
cited below. 
Low pressure experiment performed by [134] and [135] consisted of a vertical 
concentric annulus with an inner diameter of 37.5 mm for the outer wall, and outer 
diameter of 19 mm for the inner heating rod as the test section; the working fluid was 
demineralised water. The heated section was 1.67 m long and entire rod was heated by 
a 54 kW DC power supply. Radial measurements of phasic parameters were done at 
1.61 m downstream of the start of the heated section. A two-conductivity probe method 
was used to measure local gas phase parameters such as local void fraction, bubble 
frequency and bubble velocity. The bubble Sauter mean diameters (assuming spherical 
bubbles) were determined through the interfacial area concentration (IAC), calculated 
using the measured bubble velocity spectrum and bubble frequency. The uncertainties 
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in the measurement of local void fraction, velocity, volumetric flow rate, temperature, 
heat flux and pressure are estimated to be within ±3.0%, ±3.3%, ±1.9%, ±0.2°C, ±1.7% 
and ±0.0005 MPa, respectively. 
[24] performed medium pressure experiments where a vertical concentric annulus was 
employed. The outer wall’s inner diameter was 38.1 mm, and the inner heating rod had 
19.1 mm outer diameter. The annulus was designed between the pipes and the cartridge 
heater. The heated section was 2.845 m long which was followed by a 1.632 m long 
unheated section. The heater could produce a maximum heat flux of 260 kW/m
2
. The 
measurements presented in this paper, were performed at 1.06, 2.05 and 2.83 m 
downstream of the start of the heated section. The uncertainties in the measurement of 
local void fraction (done through a 4-sensor conductivity probe), gas velocity, flow 
rate, temperature and pressure are estimated to be less than 10%, less than 10%, within 
±0.75%, ±2.2°C and less than ±0.2%, respectively. 
Table  6-2:  Experimental conditions for specific cases 
Case 
Pinlet 
(kPa) 
Tinlet 
(°C) 
Tsub@inlet 
(°C) 
Qw 
(kW/m
2
) 
G 
(kg/m
2
s) 
P143 143 92.1 17.9 251.5 1059.2 
P218 218 110.3 12.7 237.9 1843.8 
P497 497 136.7 14.8 190.9 942.3 
P949 949 167.6 10.0 208.5 964.4 
6.4 Results and Discussion 
In order to discretise the conservation equations of mass, momentum and energy, the 
finite volume method is employed through ANSYS CFX software. Mentioned 
equations for each phase along with 15 extra set of transport equations for capturing 
coalescence, break-up and condensation of the bubbles for the MUSIG boiling model 
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are solved by FORTRAN subroutine. Since a uniform wall heat flux is applied, only a 
60º section of the annulus is modeled as the computational domain for all the cases. 
Grid independence is inspected for 45, 90, 180, 240 and 300 cells along the vertical 
direction, and 5, 10, 20 and 30 cell in the radial direction; the mean velocity profiles of 
liquid and gas, and the volume fraction distribution did not change significantly by 
further grid refinement of 180 cells in the vertical direction and 10 cells in the radial 
direction. The proposed mechanistic approach along with some of the existing 
empirical correlations are compared against experimental data of [134] and [135] for 
Case P143 and [24] for Cases P218–P949. The proposed mechanistic model consists of 
fractal wall heat flux partitioning model. For the break-up kernels, two widely adopted 
models with different predictions for daughter size distribution (DSD) proposed by Luo 
and Svendsen[47] and Wang et al.[48] are selected. These break-up kernels are then 
coupled with three different coalescence kernels by Coulaloglou et al.[49], Prince et 
al.[50] and Lehr et al.[51] to form six different combinations of kernels. 
6.4.1 Bubble Sauter Mean Diameter Profiles 
In Figure ‎6-2, Figure ‎6-3 and Figure ‎6-4, the predicted bubble Sauter mean diameter 
profiles in the radial direction for six aforementioned kernels are presented against the 
experimental data of [134] and [135] for Case P143 and experiments of [24] for Cases 
P218-P949.  
In general, one could notice that the coalescence kernels pose a insignificant 
contribution in the prediction of the bubble size. Among the three coalescence kernels, 
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Coulaloglou and Tavlarides model tends to predict a higher rate of bubbles coalescence  
Lehr et al. model predicts a lower rate. 
All the kernels predict the bubble size closely agreed with the experimental 
measurement at the near heated wall region; however, moving away from the heated 
wall into the bulk liquid region, the kernels 2, 4, 6 with the same break-up kernel of 
Wang et al. produce considerably different predictions to the kernels 1, 3, 5 with break-
up kernel of Luo and Svendsen.  
For the lower pressure cases (Cases P143-P497), the break-up kernel of Wang et al. 
tends to over-predict the bubble size in the subcooled region. In other words, the rate of 
bubble break-up predicted by the model is lower than that of Luo and Svendsen. 
Nevertheless,, for the Case P949 where two group of bubbles (i.e. spherical and cap 
bubbles) are present, the Wang et al. kernel predicts a considerably better agreement 
with the experimental data. On the other note, one should also notice that the break-up 
kernels is not the only influential parameter dictating the bubble size evolution. The 
condensation in the subcooled region as well as the influence of different bubble shapes 
(rather than spherical) could also be significant but subject to further investigations. 
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Figure  6-2: Bubble Sauter mean diameter profiles for Case P143 at Z/Dh = 84.7 and Cases 
P218-P949 at Z/Dh = 108. 
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Figure  6-3: Bubble Sauter mean diameter profiles for Cases P218-P949 at Z/Dh = 56. 
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Figure  6-4: Bubble Sauter mean diameter profiles for Cases P218-P949 at Z/Dh =149 
6.4.2 Void Fraction Profiles 
Figure ‎6-5, Figure ‎6-6 and Figure ‎6-7 present the comparison of the predicted void 
fraction profiles in the radial direction for the six aforementioned kernels against the 
experimental data [134] and [135] (i.e. Case P143) and the experimental data of [24] 
(i.e.Cases P218-P949).  
For all cases, the trends of void fraction distribution are captured and well agreed with 
the experimental data. A higher void fraction near the heated wall is due to the vapor 
generation at the surface of the heated wall. In the bulk liquid region, where bubbles are 
exposed to the subcooled liquid, condensation of bubble become dominant vanishing 
the local void fraction. However, an over-prediction of void fraction near the heated 
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wall is observed. All six kernels predict closely agreed with the measurements for the 
lower pressure cases (Cases P143-P497); yet the kernels 2, 4 and 6 predict pose 
considerably predictions for the elevated pressure case (Case P949). In this Case, two 
groups of bubbles are present which leads to higher void fractions compared to other 
Cases. The lower break-up rate that is predicted by Wang et al. pose a better agreement 
with the experimental results in such case. 
 
Figure  6-5: Void fraction profiles for Case P143 at Z/Dh = 84.7 and Cases P218-P949 at Z/Dh 
= 108 
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Figure  6-6: Void faction profiles for Cases P218-P949 at Z/Dh = 56 
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Figure  6-7: Void faction profiles for Cases P218-P949 at Z/Dh = 149 
6.4.3   Interfacial Area Concentration Profiles 
The Interfacial Area Concentration (IAC) profiles in the radial direction for six kernels 
are depicted and compared against the experimental data of Yun et al. (1997) and Lee 
et al. (2002) (i.e. Case P143) and the experiment dataof Ozar et al. (2013) (i.e. Cases 
P218-P949) in Figure ‎6-8, Figure ‎6-9 and Figure ‎6-10. As depicted, the influence of 
different coalescence kernels is insignificant in the prediction of IAC profile for 
allcases.  
On the other hand, the Kernels 1, 3, 5 with Luo and Svendsen’s break-up model tend to 
over-predict the IAC at the near heated wall region. Meanwhile, the Kernels 2, 4, 6 
with Wang et al.’s break-up model pose a considerably better predictions of IAC at the 
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vicinity of the heated wall. The over-prediction of IAC in  Luo and Svendsen’s model 
in conjunction with the over-prediction of void fraction (as was observed in Figure ‎6-2, 
especially for the Case P-497), leads to a better prediction of the bubble size (as was 
observed in Figure ‎6-1) compared to the Kernels with Wang et al.’s break-up model.  
Similar to other radial profiles, the Wang et al. (2003)’s model poses better prediction 
for the IAC profile at the elevated pressure case (Case P949). This could be attributed 
to the formulation of the Wang et al.’s model where bubble breakup only occurs if the 
dynamic pressure of the approaching turbulent eddy is higher than the capillary 
pressure of bubbles. Therefore, the influence of pressure could be better captured in this 
model which leads to better prediction of all radial profiles of bubble Sauter mean 
diameter, void fraction, and IAC for the Case P949. 
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Figure  6-8: Interfacial area concentration profiles for Case P143 at Z/Dh = 84.7 and Cases 
P218-P949 at Z/Dh = 108  
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Figure  6-9: Void faction profiles for Cases P218-P949 at Z/Dh = 56 
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Figure  6-10: Void faction profiles for Cases P218-P949 at Z/Dh = 56 
6.5 Conclusion 
The performance of different coalescence and break-up kernels is investigated through 
numerical simulations of subcooled boiling flows at elevated pressures. Numerical 
predictions are validated against the experimental data of experiments of Yun et al. 
(1997) and Lee et al. (2002) for Case P143 and experiments of Ozar et al. (2013) for 
Cases P218, P497 and P949. Overall, the bubble size and void fraction profiles’ trends 
are reasonably captured through these kernels. The influence of different coalescence 
kernels investigated in this study has been found to be insignificant in comparison to 
the break-up kernels. The model by Luo and Svendsen seems to predict a higher rate of 
break-up, resulting in a better prediction of bubble size and void fraction for the lower 
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pressure cases. Nonetheless, the consideration of capillary pressure in the break-up 
model by Wang et al. gave better predictions for the elevated pressure case.  
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EXPERIMENTAL INVESTIGATION  
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CHAPTER 7  EFFICIENCY OF A TWO-PHASE NOZZLE 
FOR GEOTHERMAL POWER GENERATION 
The contents of this chapter are published in 
 Efficiency of a two-phase nozzle for geothermal power generation, Applied 
Thermal Engineering, Vol. 73, pp. 227-235 (2014) 
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7.1 Introduction 
Geothermal energy has been utilized for power generation through three conversion 
systems; the flashed steam system, the binary cycle system and the total flow system 
[1]. A schematic of these energy conversion systems is shown in Figure ‎7-1. In the 
flashed steam system, high temperature geothermal water is introduced directly to a 
separator where separation of vapour and liquid occurs. The extracted brine is injected 
back into the field and the vapour is passed through a turbogenerator for power 
generation. This system cannot work with high salinity water (>3% dissolved solids) 
since scaling of turbine components, corrosion and erosion could be caused by 
carryover of salts with the vapour. Since in a single flash system, at best, only 
approximately 10% of the thermal energy can be converted, the overall thermal 
efficiency is low.  
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Figure  7-1: Schematic of (a) Flashed steam system (b) Binary cycle system (c) Total flow 
system 
In order to utilize brines at relatively low temperatures, or brines containing large 
amounts of non-condensable gases or dissolved solids, the binary cycle system was 
introduced for conversion of hot water geothermal energy. In this method, a heat-
exchanger is required to transfer the internal energy of the brine to a clean secondary 
fluid. The advantage is that the turbine is protected from the brine by using the 
secondary fluid. However, there will still be scale formation in the brine side of the heat 
exchanger. Also, in order to optimize energy transfer per unit of exchanger area, the 
brine outlet temperature must be high. This results in a relatively low overall thermal 
efficiency as is the case for the flashed steam system. 
In the total flow system, the entire wellhead product (liquid or liquid vapor mixture) is 
fed directly into an impulse or reaction turbine. This involves expansion of the fluid 
through converging-diverging nozzles to convert the enthalpy of the high-temperature 
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fluid into kinetic energy in the form of low-temperature, high-velocity, streams of 
vapour- liquid mixture (nozzles are discussed in more detail in the next section). The 
advantage of this system is the potential for achieving higher utilization of thermal 
energy than either the flashed steam or binary method [2]. 
The total flow process involves the expansion of the fluid from a geothermal well 
(including water, vapour, and dissolved solids) through a single energy-conversion 
machine. Three characteristics of the total flow process are especially important: 
 It has the potential for the highest resource utilization efficiency because most 
of the available energy of the well head product is used. 
 The simplicity of the single-stage expansion is an advantage in dealing with the 
harsh chemistry of geothermal brines. 
 It broadens opportunities for successful exploitation of high-temperature/ high-
salinity resources.  
It is known that application of an efficient energy conversion device (turbine) in 
trilateral (topping, bottoming and/or standalone) thermal energy conversion cycles 
could increase the overall efficiency of many energy conversion systems (like Rankine 
cycles) by 10 to 50%. In the trilateral cycle, most of the available heat in the system is 
utilized which is not the case in the Rankine cycle. This is why trilateral cycles have 
higher cycle efficiencies (in terms of utilization of available heat), and why application 
of two-phase turbines, at least in a topping cycle, would ensure increased electrical 
power output [3]. 
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7.1.1 Literature review on nozzles 
The requirement of high velocity for efficient conversion of thermal energy to kinetic 
energy for momentum transfer in an impulse/reaction turbine dictates the use of 
converging-diverging nozzles for supersonic flow velocities. It is also most important 
to develop a highly efficient two-phase flow nozzle when adapting a turbo-type of 
machine as a two-phase flow turbine.  
 A nozzle is a device in which the available energy of a high pressure fluid is converted 
to kinetic energy in an expansion process. A flashing flow nozzle is one in which the 
incoming fluid is a slightly subcooled liquid or low-quality liquid-vapor mixture so that 
substantial phase change takes place during the expansion process [55]. 
The expansion of fluids and gases through nozzles has been the subject of intensive 
study with literally hundreds of papers written on the subject. Austin L.A. et al. [56] 
investigated almost inclusively the expansion of superheated and high-quality steam, 
liquids, and gases, with very little emphasis given to low quality (<20%) steam, or two-
phase flow. Goodenough [57] studied widely in this area and concluded that nozzle 
coefficients dropped to 0.9 when the quality dropped to 80%. He also constructed an 
analytical expression which predicts a continually decreasing nozzle coefficient with 
decreasing quality. This work is known as “conventional wisdom” indicating that two-
phase flow of low-quality steam through nozzles will not efficiently convert thermal 
energy to kinetic energy. However, some other investigations [58-60] show that 
conclusions based solely on the “conventional wisdom” could be misleading, and 
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higher nozzle coefficients could be achieved depending on the flow rate, inlet pressure 
and backpressure on the nozzle. 
Some experimental studies were done previously [58-64] where the main interest was 
the determination of mass flow rate for choked two-phase flow conditions. The 
experimental data indicated that the nozzles tested were typically operating 
overexpanded (ambient pressure higher than ideal) and inefficiently, because of the 
shock waves occurring inside the nozzles. Thus, the thrust coefficients and inferred 
efficiencies were typically low for the operating conditions studied. 
Flashing flow nozzles are of obvious interest for energy systems using high pressure 
hot geothermal water. Such nozzles are used in many total-flow turbine designs 
including the Hero turbine [65]. They are also used in two phase ejectors proposed for 
flash system use [66]. Other flashing flow nozzle applications include two phase 
ejectors for desalination plants [67], two phase ejectors for refrigeration systems [66, 
68] and total-flow turbines for refrigeration systems [69].  Menegay [70] and Menegay 
and Kornhauser [68] used flashing flow nozzles in tests of a refrigeration system 
incorporating a two-phase ejector with a flashing flow motive nozzle. In later tests, the 
researchers attempted to improve nozzle efficiency by seeding the motive flow with 
small bubbles. The method of seeding the flow has been patented by Kornhauser and 
Menegay [71]. Comfort [72] showed that, in the case of a turbo-type two-phase flow 
turbine, a two-phase flow with a low slip and a small droplet size has a higher 
efficiency. Moreover, a method of remixing flows [73], a method of injecting steam 
into initially subcooled hot water [74] and a method of swirling inlet subcooled hot 
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water [75] resulted in increased efficiency. Akagawa et al. [76] and Ohta et al. [77] are 
among the few researchers who measured flashing flow nozzle efficiency. They 
showed that the optimum pressure profile was influenced by inlet subcooling and by 
the divergence angle. The values of the thrust coefficient decrease with increasing 
subcooling under a constant divergence angle and an increase in subcooling lowers the 
nozzle efficiency. The maximum value of the thrust coefficient was obtained at a 
divergence angle of 6°. Also, the maximum thrust coefficient could be obtained at the 
optimum back pressure. They also showed that nozzle efficiency could be increased by 
placing thin wires just upstream the throat. In this way, thin wires could disturb the 
flow; therefore, stimulating a flashing inception, thereby shortening the delay time for 
vapour formation and increasing the nozzle efficiency. Another of their findings was 
that the maximum nonequilibrium pressure drop at the throat decreases with increasing 
inlet subcooling. The installation of wires is effective in lowering the maximum non-
equilibrium pressure drop at the throat. Last but not least, the magnitude of the thrust 
increases with decreasing back pressure, because the thrust is the product of the mass 
flow rate and the velocity of the flow at the nozzle exit. The reduction in back pressure 
increases the adiabatic temperature drop and the mass flow rate is unaffected by the 
back pressure. Bunch [78] found out that the efficiency of a nozzle could be increased 
by increasing the inlet quality with increasing total mass of seeding bubbles, and 
decreasing size of those bubbles. 
Since most of the available geothermal resources all over the world and specifically in 
Australia are at low temperature and of low quality, there is strong interest in the 
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investigation of harvesting such energy. However, further attention and research is 
required in this area. Therefore, the authors of the present paper have conducted 
experiments to enhance understanding of these phenomena and to investigate the 
possibility of utilizing the energy of low temperature, low quality mixtures in 
geothermal resources. In these experiments, hot water as the working fluid from 
atmospheric pressure is passed through a convergent-divergent nozzle to a vacuum 
tank. Then the efficiency of the nozzle for different operating conditions at low 
pressure is investigated. 
7.2 Analysis of two-phase flow nozzle 
Superheated steam nozzles can be designed quite satisfactorily using perfect gas 
principles, with corrections extending the analysis into the high-quality two-phase 
region. In the low-quality region, such simplicity cannot properly model the flow since 
the complex interphase mass, momentum, and energy transfer mechanisms must be 
taken into account. Han et al. [153] investigated two-phase flow of refrigerants in short 
tube orifices as a one-dimensional model.  
For some geothermal resources, especially lower-temperature ones, the wellhead fluid 
that enters the nozzle is a saturated or compressed liquid. At the vena contracta, the 
fluid stream accelerates and pressure energy is converted to kinetic energy due to the 
sudden contraction. After the throat, the fluid cycles into the two-phase state. 
The following assumptions are applied in order to obtain the main governing equations: 
 The flow is steady state and adiabatic 
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 The flow is horizontal and is not affected by gravity or any other force 
including surface tension so that the partial pressure of the vapour phase is 
equal to that of the liquid phase. 
a nozzle, a thrust coefficient is used. The thrust coefficient, 𝐶𝑇, according to [76] can be 
defined as  
The value of 𝜂𝑠  is in general larger than 𝐶𝑇
2 because:  
Under the conditions of 𝑢𝑙,𝑒 = 𝑢𝑔,𝑒 or 𝑥𝑒 = 0 or 𝑥𝑒 = 1 , the value of 𝜂𝑠 is equal to that 
of 𝐶𝑇
2. 
The ideal condition theoretically is the isentropic condition which is not achievable in 
the real world. The isentropic case has been chosen as a reference for comparison of the 
experimental results and a Isentropic-Homogeneous Expansion (IHE) model is adopted 
[60] in order to analyse the results , based on the following assumptions: 
 The velocities of the two phases are equal (u_l=u_g) 
 Thermal equilibrium exists 
 The expansion in the nozzle is isentropic 
 Property data correspond to those of a static, equilibrium two-phase system with 
plane interfaces. 
According to T-S diagram of water, for an isentropic condition the entropy of the fluid 
remains constant. In this case, the fluid leaves the nozzle with a minimum value of 
𝐶𝑇 =
𝑥𝑒𝑢𝑔,𝑒 + (1 − 𝑥𝑒)𝑢𝑙,𝑒
𝑢𝑒𝑠
 (87) 
𝜂𝑠 − 𝐶𝑇
2 =
𝑥𝑒(1 − 𝑥𝑒)
𝑢𝑒𝑠2
(𝑢𝑔,𝑒 − 𝑢𝑙,𝑒)
2 ≥ 0 (88) 
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enthalpy and the enthalpy drop is converted to kinetic energy. Therefore, the isentropic 
case would offer the optimum situation for fully converting thermal energy to kinetic 
energy. In the isenthalpic case, the enthalpy of the fluid will not change during the 
expansion, and therefore no conversion of thermal energy to kinetic energy is expected. 
The real case lies somewhere between these two limiting conditions, where part of the 
thermal energy is converted to kinetic energy, and part of it is associated with phase 
change inside the nozzle. 
The ideal output for the total flow system is obtained from the isentropic enthalpy drop, 
(hi-hes). Since this occurs entirely in the nozzle, the nozzle exit velocity (neglecting 
inlet velocity and the change in potential energy) is given by 
The isentropic enthalpy at the nozzle exit is obtained through calculating the quality of 
the isentropic mixture at the exit as 
where 𝑆𝑖 , 𝑆𝑓,𝑒 and 𝑆𝑓𝑔,𝑒 are the entropy of the fluid at the inlet, the entropy of the 
saturated liquid at exit conditions and the entropy difference of the saturated liquid and 
vapour at exit conditions, respectively. Now, ℎ𝑒𝑠  is obtained from  
𝑢𝑒𝑠 = [2(ℎ𝑖 − ℎ𝑒𝑠)]
1/2 (89) 
𝑥𝑒𝑠 =
𝑆𝑖 − 𝑆𝑓,𝑒
𝑆𝑓𝑔,𝑒
 (90) 
ℎ𝑒𝑠 = ℎ𝑓,𝑒 + 𝑥𝑒𝑠ℎ𝑓𝑔,𝑒 (91) 
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By considering the first assumption of the IHE model (both vapor and liquid have the 
same velocity in each section, i.e. 𝑢𝑙,𝑒 = 𝑢𝑔,𝑒 = 𝑢𝑒), 𝐶𝑇  defined in Eq. (7) may be 
written as 
where ue is the velocity of the mixture at exit. Eq. 11 may also be written as 
indicating that the thrust coefficient could also be defined as the ratio of the measured 
impulse (estimated thrust) 𝐹𝑒𝑥𝑝 to the theoretical value of the thrust 𝐹𝑡ℎ calculated from 
the IHE model. It is noted that because of uncertainties involved in measuring thrust, in 
the current experiments the impulse force is measured which is theoretically equivalent 
to the thrust. 
Starkman [60] mentioned that the IHE model provides acceptable agreement between 
the critical flow and pressure distribution values and the corresponding experimental 
data for initial qualities greater than approximately 5 percent. Below this quality, the 
measured data can diverge rapidly from the predicted values. 
7.3 Experimental Arrangement 
7.3.1 Description of experiment 
A test facility was designed to enable experimental study of the efficiency of two-phase 
flow nozzles under low pressure conditions. Figure ‎7-2 shows a simple schematic of 
the experiment set up. Water was heated, in a tank of 100 litre capacity, to the boiling 
𝐶𝑇 =
𝑢𝑒
𝑢𝑒𝑠
 (92) 
𝐶𝑇 =
𝐹𝑒𝑥𝑝
?̇?𝑢𝑒𝑠
 (93) 
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point at atmospheric pressure and introduced into the flash tank where an absolute 
pressure of 5kPa was maintained. This low pressure was initially achieved by 
connecting a vacuum pump to the flash tank. The pressure in the tank was then 
maintained at a low value by running cooling water through a condenser coil with a 
total surface area of 16.84 m
2
. 
 
Figure  7-2: A simplified schematic of the experiment set up 
Before hot water entered the inlet pipe, any solid impurities were filtered to prevent 
clogging of the nozzle. The hot water moved rapidly from the atmospheric pressure 
region to a very low pressure region through the converging-diverging nozzle. At the 
nozzle throat, the fluid was accelerated due to the sudden contraction and, therefore 
experienced a sudden pressure drop. As a result of experiencing a sudden pressure 
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drop, the fluid flash evaporated. This created a high velocity jet of liquid and vapor 
mixture at a lower temperature which impinged on a target plate. In order to assist 
analysis of the process, the temperature and pressure profiles along the nozzle were 
measured using pitot tubes and thermocouples.   
It was assumed that a homogenous mixture of the liquid and vapour flowed out of the 
nozzle at very high velocity, and as a consequence, the jet produced an impulse force 
(?̇? × 𝑢𝑒) on the target where an equal reaction force (thrust) also acted on the 
stationary nozzle.  
In order to capture the impulse force, a target plate was installed in the vacuum tank 
and located in front of the nozzle exit. By installing a load cell at the back of the target 
plate, the impulse force was measured. The liquid portion of the mixture eventually fell 
to the bottom plate to be collected in the brine tank, whereas the vapour rose in the 
chamber. The vapor was then condensed on the surface of the condenser and collected 
in the freshwater tank.  
A main focus of this experimental study was to achieve the maximum impulse force 
caused by the jet exiting the nozzle. 
Figure ‎7-3 depicts a detail drawing of the nozzle. This geometry is adopted from [77] 
where higher pressure feed water was investigated. The convergent and divergent 
angles were 28 and 6 degrees, respectively. The throat diameter was 3.5 mm and the 
exit diameter was 14.8 mm. 
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Figure  7-3: Cross section of the nozzle used in the experiments 
7.3.2 Experimental procedure, data collection and sample calculations 
In each experiment, water was heated to the desired temperature (60, 80 or 100°C) in a 
tank. At the same time the flash tank was evacuated using a vacuum pump. Low 
pressure was maintained throughout the experiment by the provision of proper sealing 
of the system and by flow of cold water through the condenser tubes. The load cell was 
calibrated before water was introduced into the system. Then, the hot water was 
introduced to the flash tank through the stationary nozzle wherein the energy 
conversion occurred. Thirteen measuring points at 10mm increment were allocated for 
measuring the temperature and pressure along the nozzle. Temperature was measured 
and recorded by T-type thermocouples connected to a DataTaker DT-800. In order to 
measure pressure, all the points were connected through pneumatic pipes of 0.3 mm 
diameter to a manifold where a pressure gauge and a pressure transducer were installed. 
The procedure for taking the pressure measurement along the nozzle was as follows: 
Only one valve at each time was opened; the corresponding pressure was read; the 
valve was closed, and the next one opened. The impulse produced on the target plate by 
   
202 
 
 
 
the jet exiting the nozzle was measured by a load cell and recorded by a Vishay strain 
indicator. 
After data collection, derived results were calculated. In this section, a sample 
calculation based on the thermodynamics of the system is presented. 
By measuring the temperature of point ‘i’ (inlet feed water) and assuming the state is 
saturated liquid, other thermal properties of water may be found using tables of water 
thermal properties. Since there is yet no vapour generated at this point, thermal 
properties will be the ones assigned to saturated liquid, as follows: 
By knowing the pressure in the flash tank (evacuated chamber), the quality of the 
mixture at the nozzle exit for an isentropic process is calculated as follows 
from equations (94), (97) and (98), the quality of the mixture for an isentropic case is 
obtained from 
For the real case, entropy of the mixture at the exit of the nozzle will be higher than the 
isentropic case. The isentropic efficiency of the cycle indicates how far the real case 
differs from the isentropic case. For this purpose, the quality of the mixture at the exit 
𝑆𝑖 = 𝑆𝑓,𝑖 (94) 
ℎ𝑖 = ℎ𝑓,𝑖 (95) 
𝜗𝑖 = 𝜗𝑓,𝑖 (96) 
𝑆𝑒𝑠 = 𝑆𝑖 (97) 
𝑆𝑒𝑠 = 𝑆𝑓,𝑒 + 𝑥𝑒𝑠𝑆𝑓𝑔,𝑒 (98) 
𝑥𝑒𝑠 =
𝑆𝑓,𝑖 − 𝑆𝑓,𝑒
𝑆𝑓𝑔,𝑒
 (99) 
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of the nozzle, 𝑥𝑒 , is required. In order to obtain 𝑥𝑒, the measured impulse force, caused 
by the jet of mixture after exiting the nozzle and impinging on the target plate, 
Equation 20 is employed: 
where 𝑢𝑒 is the velocity of jet at the nozzle exit, ?̇? is the total mass flow rate and 𝐹𝑒𝑥𝑝 
is the experimentally measured impulse on the target plate. 
Then, the isentropic efficiency is calculated from 
which will be equal to 0 for an isenthalpic (or constant enthalpy) process and equal to 1 
for an isentropic process. For the real case, the process is shown by the ‘i-e’ line for 
which  𝜂𝑠 will be between 0 and 1.  
As discussed in the previous section, the thrust coefficient factor CT, is calculated from  
which from equations (89) and (92) equals 
𝑢𝑒 =
𝐹𝑒𝑥𝑝
?̇?
 (100) 
ℎ𝑒 = ℎ𝑖𝑛 −
𝑢𝑒
2
2
 (101) 
𝑥𝑒 =
ℎ𝑒 − ℎ𝑓,𝑒
ℎ𝑓𝑔,𝑒
 (102) 
𝜂𝑠 =
ℎ𝑖 − ℎ𝑒
ℎ𝑖 − ℎ𝑒𝑠
 (103) 
𝐶𝑇 =
𝐹𝑒𝑥𝑝
?̇?𝑢𝑒𝑠
 (104) 
𝐶𝑇 =
𝑢𝑒
𝑢𝑒𝑠
= √
ℎ𝑖 − ℎ𝑒
ℎ𝑖 − ℎ𝑒𝑠
 (105) 
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The thrust coefficient, CT, and the isentropic efficiency of the cycle are then related by 
the following equation 
which confirms Equation (88) under the assumption of no slip velocity at the exit. 
In Table ‎7-1 the experimental conditions and corresponding calculated results are 
presented. 
Table  7-1: experimental conditions and corresponding calculation results 
Experiment Feed 
water 
temp. 
Back 
pressure 
ṁ  Fexp 𝑢𝑒  he  
 
xe  
 
ηs  
 
CT  
 
(°C) (kPa) (kg/s) (N) (m/s)  (kJ/kg) (-) (-) (-) 
    Calc. 
from 
Eq. 20 
Calc. 
from Eq. 
21 
Calc. 
from 
Eq. 22 
Calc. 
from 
Eq. 23 
Calc. 
from 
Eq. 25 
exp. A 60.5 5.8 0.093 2.8 30.0 218.9 0.029 0.241 0.491 
exp. B 80.0 7.7 0.075 5.2 69.2 306.0 0.056 0.352 0.593 
exp. C 96.0 8.8 0.072 7.6 105.7 371.7 0.079 0.420 0.648 
7.3.3 Sources of measurement error and uncertainty analysis 
Temperature was measured at different positions including: at the inlet to the nozzle, at 
the exit of the nozzle, condenser inlet and outlet, and at thirteen points along the nozzle. 
T-type thermocouples were used in the experimental set-up with accuracy of ±0.5
o
C. 
These temperatures were recorded by a DataTaker800.  
The reaction force created by the mixture fluid exiting from the nozzle was 
approximated by measuring the impulse force on a target plate attached to a load cell. 
A circular plate of 150mm diameter was installed 20 mm downstream of the nozzle exit 
and perpendicular to the stream flow in order to capture the impulse force caused by the 
𝜂𝑠 = 𝐶𝑇
2 (106) 
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mixture. The load cell was mounted at the back of the plate from which the value of the 
force was logged through a digital Vishay strain indicator and recorder. To ensure the 
reliability of the readings, the strain indicator was calibrated at the beginning of each 
run by different weights varying between the ranges of 7 and 400 grams. Then the 
correlation between force (m×g) and readings from the strain indicator was determined 
allowing the data from the strain indicator to be converted to the reaction force. 
Measurement of the pressure along the nozzle was done using a pressure transducer and 
a dial pressure gauge. A PTX/PMP 1400 series was used with typically  ±0.15% 
accuracy. All the pressure tubes along the nozzle were connected to a manifold as 
presented in Figure ‎7-4 with an individual valve incorporated in each line. 
 
Figure  7-4: Manifold used for measuring the pressure at each location along the nozzle 
The measuring range and the relative uncertainty of the equipments as well as the 
experimental uncertainty are tabulated in Table ‎7-2. As shown in this table, the relative 
uncertainty associated with each equipment is not larger than 2%.  
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Table  7-2: Equipment and experiment uncertainty 
Equipment uncertainty 
Equipment Measuring range Relative uncertainty 
Flow meter 4.3 – 5.6 LPM ±2% 
Vishay Strain Indicator 14 – 38 microstrain ±0.1% 
T (feed water tank) 60 – 100 ºC ±0.625% 
P (back pressure) 5.8 – 8.8 kPa ±0.15% 
Experiment relative uncertainty 
  𝛿𝑢𝑒 𝑢𝑒⁄  𝛿ℎ𝑒 ℎ𝑒⁄  𝛿𝑥𝑒 𝑥𝑒⁄  𝛿𝜂𝑠 𝜂𝑠⁄  𝛿𝐶𝑇 𝐶𝑇⁄  
exp. A 2% 0.626% 0.262% 3.825% 1.913% 
exp. B 2% 0.631% 0.098% 0.962% 0.481% 
exp. C 2% 0.637% 0.012% 0.490% 0.245% 
 
Also, the uncertainty of the variables calculated from measurements (e.g. ue, he, xe, ηs, 
CT) is presented in Table 2 which is obtained from [154] 
As an example, the uncertainty calculation for ue is presented: 
The uncertainty analyis reveals that errors are controlled to be less than 4% which 
proves the reliabality of the data achieved. 
7.4 Results and Discussion 
7.4.1 Calculated Results 
In Table ‎7-1, a summary of experimental conditions and corresponding calculated 
results is presented. The following conclusions are based on the results shown in the 
table: 
𝑆𝐽 = [∑(𝑆𝐽)𝑖
2
𝑀
𝑖=1
]
0.5
 (107) 
𝜕𝑢𝑒
𝑢𝑒
= [(
𝜕𝐹𝑒𝑥𝑝
𝐹𝑒𝑥𝑝
)
2
+ (−
𝜕?̇?
?̇?
)
2
]
0.5
= [(0.1)2 + (2)2]0.5 = 2%   (108) 
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 By increasing the inlet temperature, the nozzle efficiency increases 
considerably. 
 By increasing the inlet temperature, the thrust coefficient increases 
considerably. 
 As the inlet temperature increases, the quality of mixture leaving the nozzle 
increases by a factor of 2.7 in the experimental regime. 
 The impulse force caused by the jet increases substantially by a factor of 2.7 
when the feed water temperature varies from 60°C to 96°C. 
 In the range of our experiments, by increasing the inlet temperature, the mass 
flow rate decreases slightly by a factor of 0.7. The cause of slight change could 
be the square root effect that appears in the relationship between mass flow rate 
and pressure drop (m ̇=ρuA and u∝ √(2∆P/ρ)). In Section 4.2, this phenomenon 
is explained by presenting the pressure profile along the nozzle for different 
cases in Figure ‎7-5, Figure ‎7-6 and Figure ‎7-7. 
7.4.2 Pressure and temperature profiles 
The temperature, pressure, and saturation pressure profiles along the nozzle for three 
different flow conditions (mainly different inlet temperatures and slight variation in 
back pressure) are shown in Figure ‎7-5, Figure ‎7-6 and Figure ‎7-7. For the sake of 
better visualization, the convergent-divergent nozzle geometry profile is also shown. In 
these figures, the nozzle throat defines the datum coordinate of the horizontal axis. In 
all cases, temperature at the first measuring point reads almost 10 ºC below the feed 
water tank temperature. This temperature drop is due to the heat loss from the pipes as 
water travels from feed water tank to the nozzle. In Figure ‎7-6 and Figure ‎7-7, the 
temperature profile shows less temperature drop compared to the other case with higher 
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feed water temperature. This indicates that there is not enough superheat temperature 
available for the liquid to flash effectively while moving in the nozzle. 
Based on Figure ‎7-5, Figure ‎7-6 and Figure ‎7-7, the measured pressure profile is close 
to the saturation pressure profile for the measured temperature at each measurement 
point except before the throat where the liquid is subcooled (refer to Figure ‎7-5). For 
higher inlet temperatures, the pressure downstream of the throat is higher (e.g. for feed 
water tank temperature of 96ºC, the pressure near the throat is approximately 68kPa; 
whereas in the case of inlet temperature of 60 ºC the pressure near the throat is 
approximately 20kPa). This could be explained by the higher velocity of the mixture. in 
the diverging section for the first case (with higher inlet temperature) compared to that 
for the latter case. In Figure ‎7-8, the pressure profiles of the nozzle for three different 
conditions are presented to facilitate comparison. It can be seen that increase of inlet 
temperature will result in higher pressure downstream of the throat leading to lower 
mass flow rate (ṁ) which also mentioned in Section ‎7.4.1. This is explained by the 
observation that with higher inlet temperature, the rate of phase change is higher, the 
velocity is higher, and pressure drop is lower. Lower pressure drop in the nozzle 
implies higher pressure downstream of the throat. If a shock wave is propagated at the 
divergent section of the nozzle, pressure could increase before the edge of the shock, 
and then decrease afterwards. The fluctuation of the pressure profile could indicate the 
presence of shock waves in the nozzle. These figures show a sharp pressure drop 
between the last measuring point in the nozzle and the chamber pressure. This sharp 
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pressure drop is explained by the sudden expansion due to sudden increase of area (e.g. 
from the confined area of the nozzle to the vacuum chamber). 
As can be seen from Figure ‎7-5 to 8, the fluid experiences a high pressure drop at the 
throat. This agrees well with similar results reported from previous investigations [77] 
which had similar experimental arrangements and approximately similar nozzle 
geometry, but with higher inlet and higher back pressures.  
 
 
Figure  7-5: Pressure and temperature profiles along the nozzle- feed water tank temperature 
100°C, back pressure 8.8 kPa 
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Figure  7-6: Pressure and temperature profiles along the nozzle- feed water tank temperature 
80°C, back pressure 7.7 kPa 
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Figure  7-7: Pressure and temperature profiles along the nozzle- feed water tank temperature 
60°C, back pressure 5.8 kPa 
 
Figure  7-8: Pressure profiles along the nozzle for three different conditions 
In Figure ‎7-9, the thrust coefficient, CT, and isentropic efficiency, ηs, of the nozzle as 
percentages as described in Section ‎7.3.2 and calculated in results are depicted against 
feed water temperature for different experimental conditions. The thrust coefficient and 
isentropic efficiency of the nozzle are calculated from Eqs 25 and 23, respectively. The 
calculations demonstrate that Eq. 26 is valid for the assumption of no slip velocity, i.e. 
𝑢𝑙 = 𝑢𝑔.  
It is observed that by increasing the feed water temperature and keeping the back 
pressure similar (note that the inlet condition is at atmospheric pressure, and a slight 
change in back pressure around 3kPa does not influence the results), the efficiency of 
the nozzle is increased. The trend that this figure is shows, suggests that by having 
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similar experimental conditions, the maximum nozzle efficiency probably could be 
achieved by introducing the feed water at a temperature of approximately 130°C.  
 
Figure  7-9: nozzle isentropic efficiency and thrust coefficient vs. feed water temperature 
The  influence of inlet quality on nozzle efficiency was investigated by Bunch et al. 
[55] where the feed fluid was seeded with small bubbles. Figure ‎7-10 depicts thrust 
coefficient (as a percentage) vs. nozzle inlet quality, for two sets of experiments by 
Bunch et al. [55], in which R134A was used as the working fluid. The results show that 
as the nozzle inlet quality decreases, the thrust coefficient of the nozzle decreases. 
Thrust coefficients are generally considered to decrease markedly when water droplets 
are present [56]. However, the work presented in [53] shows that high performance 
nozzles with thrust coefficients up to and probably beyond 0.94 can be designed for 
inlet quality (vapour mass fraction) as low as 12 percent (whereas, in the present case 
the inlet quality is zero (subcooled / saturated liquid)). However, with almost zero 
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quality a 60 percent thrust coefficient is achievable which encourages further utilization 
of such resources.  
 
Figure  7-10: Thrust coefficient percentage vs. Nozzle inlet quality for two sets of experiments 
of Bunch et al. [4] 
The low efficiency of the nozzle indicates that less vapour is produced than expected. 
The assumption of the calculations is that a homogeneous mixture is present along the 
nozzle; however, a slug of liquid enters the nozzle at higher than saturation pressure. 
Also, there is likely to be some heat transfer between the nozzle and the environment 
indicating a non-adiabatic process. Therefore, not all the expected heat will evaporate 
liquid, leading to a less efficient nozzle. 
Under-expanded situations when the flow has not had the chance to fully equilibrate, 
result in a pressure at the exit that is higher than the chamber pressure. Since this 
condition does not represent a complete expansion (all available thermal energy has not 
been converted into kinetic energy) the nozzle is inefficient when operating in this 
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mode. Also, for operating conditions where no shock wave or expansion wave is 
present, the highest thrust value could be achieved.  
7.5 Conclusion and future work 
Experiments on two-phase flow in a converging-diverging nozzle have been carried out 
under various fluid conditions. Results indicate that with feed water temperatures as 
low as 60°C, with no bubbles in the inlet flow, thrust coefficients as high as 50 percent 
could be achieved. The results encourage the application of this energy conversion 
method to better utilization of heat whether using geothermal, solar or waste heat 
resources. Further research could enable achievement of higher nozzle efficiencies. 
Possibilities for future research include: 
 Varying chamber pressure from lowest saturation pressure to atmospheric 
pressure.  
 Experiments with different nozzle geometries. 
 Experiments with other fluids that are commonly used for power generation 
from renewable energy sources (like isopentane). 
 Investigating the effects of putting transverse wires upstream of the throat. 
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PART IV  
 
 
 
MODELING TWO-PHASE BUBBLY FLOW 
WITHOUT HEAT TRANSFER 
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CHAPTER 8  BUBBLE SIZE DISTRIBUTION AROUND 
AN UNDERWATER VEHICLE 
The contents of this chapter are published in 
 Investigation of the bubble size distribution around an underwater vehicle, 9th 
International Conference on Multiphase Flow (ICMF2016), Firenze, Italy, 
(May. 2016). 
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8.1 Introduction 
Two-phase gas–liquid flows are prevalent in many industrial applications such as 
chemical engineering, mineral, pharmaceutical, food processing, and metallurgy. They 
are important to defence applications. For example, when a conventional submarine is 
snorting, a large quantity of exhaust gas will be discharged into water resulting in a 
highly turbulent bubbly plume. This plume will generate acoustic and visual signatures, 
and the strong interaction with the boundary layer flow will lead to the formation of a 
bubbly wake. This may compromise the survivability of the submarine. In such flows 
the local hydrodynamic variables (e.g. bubble size distribution, void fraction, bubble 
coalescence and breakage rate and interfacial area concentration) can dynamically 
evolve and this can make the flow structure very complex. To be able to develop the 
best mitigation strategy, a thorough understanding of the associated physics is 
necessary. Capturing bubble evolution may also be important for understanding other 
associated phenomena, such as flow noise and cavitation inception. 
To describe the local structure of a two-phase flow, a number of numerical methods 
have been developed. The Eulerian-Eulerian approach - two-fluid model - is a 
promising tool to capture the local hydrodynamics. Nevertheless, it still needs a closure 
assumption on bubble size distribution or the interfacial area concentration. Some 
studies introduce a simplified assumption of a single bubble (i.e., mono-size, static 
distribution). However, this assumption can lead to significant inaccuracy in the model 
predictions. To overcome this deficiency dynamic population balance has been used to 
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describe the processes of bubble coalescence and break-up. The dynamic population 
model is implemented with the Multiple Sized Group (MUSIG) model, in which 
bubbles are discretised into a series of bubble size classes. The bubble evolution due to 
coalescence and break-up is described by a scalar equation for each bubble size class.  
Flows around underwater vehicles have been extensively investigated (both 
experimentally and numerically) and there is an extensive body of literature on this 
subject (see [79-81] and refs therein). Most of these studies deal with a single-phase 
flow. For example, the David Taylor Research Center has performed a thorough 
experimental investigation of turbulent single-phase flows around different submarines, 
including DARPA SUBOFF [79-81], used in the present study. Ashok and Smits [82] 
investigated the turbulent wake of DARPA SUBOFF submarine in pitch and yaw. 
Marshallsay and Eriksson [83] examined a potential use of Computational Fluid 
Dynamics simulations (CFD) as a tool for assessing the performance of the DARPA 
SUBOFF submarine. However, there is no numerical or experimental data in open 
literature for a two-phase fluid flow around a complex body. 
In this study, our aim is to investigate the interaction between the bubbles and turbulent 
boundary layer flow around the DARPA SUBOFF submarine and to explore the effect 
of boundary layer flow on the bubble size distribution. To ensure that our model [2, 
155-160] performs correctly, it has been validated against existing experimental results. 
This validation has been performed in two steps: (i) validation of the single-phase flow 
around the SUBOFF submarine, (ii) validation of two-phase bubbly flow over a flat 
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plate. Then we predict and analyse the void fraction and bubble size distribution for 
different gas discharge configurations for flow over the SUBOFF model. 
8.2 Mathematical modelling 
8.2.1 Two-fluid model 
The ensemble-averaged mass and momentum transport equations for continuous and 
dispersed phases are modelled using the Eulerian modelling framework. Considering 
the liquid (αl) as a continuous phase and bubbles (αg) as a disperse phase, the numerical 
simulations are presented based on the two-fluid model Eulerian-Eulerian approach as 
[2, 155-160] 
continuity equation, 
𝜕(𝜌𝑘 𝛼𝑘)
𝜕𝑡
+ ∇. (𝜌𝑘 𝛼𝑘𝐮𝑘) = Γ𝑘𝑚(𝑘,𝑚 = 𝑙, 𝑔) (109) 
Momentum equation, 
𝜕(𝜌𝑘 𝛼𝑘)
𝜕𝑡
+ ∇. (𝜌𝑘 𝛼𝑘𝐮𝑘)
= −𝛼𝑘∇𝑃 + 𝛼𝑘𝜌𝑘𝑔 + ∇. [𝛼𝑘𝜇𝑒
𝑘(∇𝐮𝑘 + (∇𝐮𝑘)𝑇)]
+  𝐹𝑘𝑚(𝑘,𝑚 = 𝑙, 𝑔) 
(110) 
Bubble Interfacial Forces 
According to previous studies, the phase distribution is dominated by the interfacial 
momentum transfer between two phases. The total interfacial force (𝐹𝑘𝑚), appearing in 
Eq. (2) is formulated based on the appropriate consideration of different interfacial sub-
forces acting on each phase. Considering liquid as the primary phase, the total 
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interfacial force is given by the drag, lift, wall lubrication and turbulent dispersion 
force. 
𝐹𝑙𝑔 = 𝐹𝑙𝑔
𝑑𝑟𝑎𝑔
+ 𝐹𝑙𝑔
𝑙𝑖𝑓𝑡
+ 𝐹𝑙𝑔
𝑤𝑎𝑙𝑙 𝑙𝑢𝑏𝑟𝑖𝑐𝑎𝑡𝑖𝑜𝑛 + 𝐹𝑙𝑔
𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛
 (111) 
 
Table  8-1: Mathematical correlations for interfacial forces 
Interfacial forces Correlation 
𝐹𝑙𝑔
𝑑𝑟𝑎𝑔
 1
8
𝐶𝐷𝑎𝑖𝑓𝜌
𝑙|𝑢𝑔 − 𝑢𝑙|(𝑢𝑔 − 𝑢𝑙) 
𝐹𝑙𝑔
𝑙𝑖𝑓𝑡
 𝐶𝐿𝛼
𝑔𝜌𝑙(∇ × 𝑢𝑙) × (𝑢𝑔 − 𝑢𝑙) 
𝐹𝑙𝑔
𝑤𝑎𝑙𝑙 𝑙𝑢𝑏𝑟𝑖𝑐𝑎𝑡𝑖𝑜𝑛 
−
𝛼𝑔𝜌𝑙 [(𝑢𝑔 − 𝑢𝑙) − ((𝑢𝑔 − 𝑢𝑙). 𝑛𝑤)]
2
𝐷𝑠
 
(𝐶𝑤1 + 𝐶𝑤2
𝐷𝑠
𝑦𝑤
) 𝑛𝑤 
𝐹𝑙𝑔
𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑡 𝑑𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛
 −𝐶𝑇𝐷 [
1
8
𝐶𝐷𝑎𝑖𝑓𝜌
𝑙|𝑢𝑔 − 𝑢𝑙|] 
𝜇𝑡
𝑔
𝜌𝑔𝑆𝑐𝑏
(
∇𝛼𝑔
𝛼𝑔
−
∇𝛼𝑙
𝛼𝑙
) 
 
The correlations for the interfacial forces are given in Table ‎8-1. 
In Eq. (2), effective viscosity (𝜇𝑒
𝑙 ) for the continuous liquid phase is the summation of 
laminar, shear-induced turbulence, and Sato’s bubble-induced turbulent viscosities. The 
shear-induced turbulence is modelled by the Shear Stress Transport (SST) model while 
Sato’s turbulent viscosity model is adopted to consider the bubble-induced turbulence. 
The expressions for these terms are elaborated in the literature [161]. 
Interfacial transfer of momentum, heat and mass are directly dependent on the contact 
surface area between the two phases and are characterized by the interfacial area per 
unit volume between phase α and phase β, which is the interfacial area density Aαβ. The 
Particle Model is used to model this interfacial transfer between the two phases, 
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assuming that one of the phases is continuous (phase α) and the other is dispersed 
(phase β). The surface area per unit volume is then calculated by assuming that phase β 
is present as spherical particles of mean diameter dβ. The interphase contact area after 
some modifications for robustness is given by 
𝐴𝛼𝛽 =
6𝑟𝛽
∗
𝑑𝛽
  (112) 
where 
𝑟𝛽
∗ = {
max (𝑟𝛽 , 𝑟𝑚𝑖𝑛)𝑖𝑓(𝑟𝛽 < 𝑟𝑚𝑎𝑥)
max (
1 − 𝑟𝛽
1 − 𝑟𝑚𝑎𝑥
𝑟𝑚𝑎𝑥, 𝑟𝑚𝑖𝑛) 𝑖𝑓(𝑟𝛽 > 𝑟𝑚𝑎𝑥)
  (113) 
The non-dimensional interphase transfer coefficients may be correlated in terms of the 
particle Reynolds number and is given by 
𝑅𝑒𝛼𝛽 =
𝜌𝛼|𝑈𝛽 − 𝑈𝛼|𝑑𝛽
𝜇𝛼
  (114) 
where 𝜇𝛼 is the viscosity of the continuous phase 𝛼. 
8.2.2 Population balance modelling 
Population balance equations (PBEs) have been applied in many diverse applications 
that involve particulate systems. The particle (bubble) size distribution is calculated 
according to the population balance equation that is generally expressed in an integro-
differential form: 
𝜕𝑓(𝑥, 𝜉, 𝑡)
𝜕𝑡
+ ∇. (𝑉(𝑥, 𝜉, 𝑡)𝑓(𝑥, 𝜉, 𝑡)) = 𝑆(𝑥, 𝜉, 𝑡) 
(115) 
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where 𝑓(𝑥, 𝜉, 𝑡) is the particle (bubble) number density distribution per unit mixture 
and particle (bubble) volume, 𝑉(𝑥, 𝜉, 𝑡) is velocity vector in external space dependent 
on the external variables 𝑥 for a given time t and the internal space 𝜉 whose 
components could be characteristic dimensions such as volume, mass etc. On the right 
hand side, the term 𝑆(𝑥, 𝜉, 𝑡) contains the particle (bubble) source/sink rates per unit 
mixture volume due to the particle (bubble) interactions such as coalescence, break-up 
and phase change. 
Homogeneous MUSIG represents the most commonly used technique for solving PBE. 
The discrete form of the number density equation, expressed in terms of size fraction fi 
of M bubble size groups, can be written as: 
𝜕𝜌𝑗
𝑔
𝛼𝑗
𝑔
𝑓𝑖
𝜕𝑡
+ ∇. (𝑢𝑔𝜌𝑗
𝑔
𝛼𝑗
𝑔
𝑓𝑖) = 𝑆𝑖 (116) 
In the above equation, Si represents the net change in the number density distribution 
due to coalescence and break-up processes. This entails the use of a fixed non-uniform 
volume distribution along a grid, which allows a range of large sizes to be covered with 
a small number of bins and yet still offers good resolution. Such discretisation of the 
population balance equation has been found to allow for accurate determination of the 
desired characteristics of the number density distribution. The interaction term 𝑆𝑖 =
(𝐵𝐶 + 𝐵𝐵 + 𝐷𝐶 + 𝐷𝐵) contains the source rates of 𝐵𝐶, 𝐵𝐵, 𝐷𝐶  and 𝐷𝐵, which are the 
birth rates due to coalescence (BC) and break-up (BD) and the death rates to coalescence 
(DC) and break-up (BB) of bubbles respectively.  
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For coalescence between fluid particles, the coalescence efficiency 𝑎(𝑀𝑖 , 𝑀𝑗) could be 
calculated as a product of collision frequency, ℎ(𝑀𝑖 , 𝑀𝑗) and coalescence efficiency, 
𝜆(𝑀𝑖 , 𝑀𝑗). 
𝑎(𝑀𝑖 , 𝑀𝑗) = ℎ(𝑀𝑖 , 𝑀𝑗)𝜆(𝑀𝑖 , 𝑀𝑗) (117) 
For breakup of fluid particles, the partial breakage frequency 𝑟(𝑀𝑖 , 𝑀𝑗) is a function of 
total breakage frequency, 𝑟(𝑀𝑖) and the daughter size distribution, 𝛽(𝑀𝑖 , 𝑀𝑗). 
𝛽(𝑀𝑖 , 𝑀𝑗) =
𝑟(𝑀𝑖 , 𝑀𝑗)
𝑟(𝑀𝑖)
 (118) 
 
8.3 Numerical details 
The conservation equations for mass, momentum and energy of each phase are 
discretised using the finite volume technique for a 3D geometry through ANSYS CFX 
14.5. In this study, five bubble classes are initialised for the dispersed phases to 
represent the characteristics of the discharge gas in the MUSIG model. This means five 
more transport equations which are progressively solved and coupled with the flow 
equations during the simulations. The turbulent flows are simulated based on Reynolds 
Averaged Navier-Stokes (RANS) equations for both carrier and dispersed phases. A 
two-equation model, such as either standard k-ε model or the Shear Stress Transport 
(SST) k-ε model, is employed for the turbulence of the carrier. A zero-equation-
turbulence model is adopted for the dispersed phases. The numerical simulations are 
performed for discharging air around a moving SUBOFF with the diameter of 0.508 m 
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and the length of 4.356 m, which gives a Reynolds number of 12x10
6 
based on the 
length of the model. The dimensions are chosen to match the available experiment. 
Figure ‎8-1 presents the comparison between the predicted and analytic velocity profiles 
in the boundary layer. It assures that the mesh in the boundary layer is fine enough to 
capture the physics happening in this region. 
 
Figure  8-1: Comparison of simulated boundary layer velocity profile with the analytic profile 
8.4 Validation 
The validation of the numerical model is accomplished indirectly through two steps 
since there is no experimental data available on the bubble size distribution around the 
submarine: (i) the numerical results are investigated and validated against the single 
phase flow of the same geometry; (ii) the numerical results of two phase flow are 
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investigated and validated against the experiments of Merkle and Deutch [162] for flow 
over flat plate. 
8.4.1 Single-phase flow 
Figure ‎8-2 depicts the comparison of computed pressure coefficient and friction 
coefficient along the submarine hull with the existing experimental data. In this figure, 
the horizontal axis is representing the normalized location along the length of the 
submarine where x is the axial distance measured from the nose of the submarine and L 
is the overall length of the submarine. At each point, the pressure and friction 
coefficients are averaged at the cross sectional area. The results show the agreement 
between the numerical results and the existing experimental data. 
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Figure  8-2: Comparison of computed (a) pressure coefficient, and (b) friction coefficient, with 
the existing experimental data 
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8.4.1.1 Turbulence models 
To predict the turbulent flow of the carrier accurately, the numerical simulations are 
performed by using both standard k-ε and SST k-ε model. The resultant friction 
coefficients along the submarine for both turbulence models are then compared with 
the experimental data, as shown in Figure ‎8-3. The results show that SST k-ε model 
was performed better in the tail of the submarine hull. Therefore, it is selected to 
generate the following results. 
 
Figure  8-3: Comparison of standard k-ε and SST k-ε turbulence models 
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8.4.2 Two-phase flow 
8.4.2.1 Flow over flat plate 
Our two-phase flow model is employed for a case in which experimental data is 
available to make sure our model is reliable. For this purpose, the experiment of Merkle 
and Deutch [162] is investigated where the water passes over a flat plate, and air is 
injected with different rates through the porous medium at the middle section of the 
plate. Figure ‎8-4 shows the comparison of our simulated skin friction ratios for the 
numerical simulations against the experimental findings of Merkle and Deutch [162] 
for varying gas injection rates. In this graph, Cf & Cf0 are the skin-friction coefficients 
with and without the gas injection respectively. The skin-friction co-efficients 
throughout our numerical study have been obtained by averaging out the entire flat 
plate after the injecting location. It can be seen that it shows reasonable agreement with 
experiment that allows further investigation of the flow. 
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Figure  8-4: Comparison of computed skin-friction coefficient with experimental data of Merkle 
and Deutch [15] 
8.5 Results and discussion 
The two-phase flows around the SUBOFF model are simulated to investigate the effect 
of gas discharge rate, initial bubble discharge diameter and discharge location. The 
different interaction between the turbulent flow and bubbles depends on those 
parameters, and will impact the final distribution of the bubbles. The air volume or void 
fractions representing both bubble number and size density is analysed and a bubble 
size map is used to better visualise the bubble distribution. 
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8.5.1 Effect of air discharge flow rate 
The bubble size distribution around the submarine is investigated for two air discharge 
rates of 5 kg/s and 0.01 kg/s with 5 mm discharge bubbles. Air is discharged from the 
sail location at the height of 0.21 m away from the submarine hull. The contours of the 
resultant void fraction and the bubble size distribution map for 5 bubble classes of 
1 mm to 5 mm are depicted in Figure ‎8-5. Compared Figure ‎8-5a with Figure ‎8-5b, it is 
easy to observe a larger area with a high void fraction formed at the discharge rate of 5 
kg/s. As a result of violent coalescence and fragmentation of the bubbles for this higher 
discharge rate, larger bubbles are being produced and many smaller bubbles are 
accumulated at the aft of the submarine. For the discharge rate of 0.01 kg/s, bubbles are 
distributed in a smaller area with many of them trapping in the aft of the submarine. 
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Figure  8-5: The contours of void faction and bubble size distribution map for different 
discharging air rates for 5 mm discharge bubbles, (a) 5 kg/s and (b) 0.01 kg/s 
8.5.2 Effect of bubble size at discharge 
Two bubble classes of 5 mm and 2 mm in diameter discharging from the sail of the 
submarine at the same rate of 0.01 kg/s are simulated to investigate the effect of 
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discharge bubble size on the bubble formation dynamics. Figure ‎8-6 depicts the 
resultant void fraction and bubble size distribution map for 2 mm discharge bubbles. 
Compared with Figure ‎8-5b, it can be seen that the bubbles of 5 mm at the discharging 
point tend to rise faster and the boundary layer flow has less effect on their colliding 
and breaking-up. As a result, many 5 mm bubbles can be observed over a larger area 
above the boundary layer (Figure ‎8-5b). However, with a smaller bubble of 2 mm in 
diameter at the discharge point, bubbles coalesce, forming bigger bubbles. At the same 
time, many of small bubbles are trapped in the aft of the submarine as it can be seen in 
Figure ‎8-6. 
 
Figure  8-6: Contours of void fraction and bubble size distribution map for 2 mm bubble at 
discharging with a flow rate of 0.01 kg/s 
8.5.3 Effect of height of the air discharge 
The influence of the discharging location in regards to the boundary layer on the bubble 
distribution is investigated, in which the bubbles are introduced at three locations above 
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the hull: 0.002 m above the hull means the discharging is inside the hull boundary 
layer; 0.21 m above the hull; and 0.44 m above means the discharging is far away from 
the boundary layer. The air void fraction and bubble size distribution maps for the three 
discharging locations are depicted in Figure ‎8-7. It can be seen that when air is 
discharged above the boundary layer, larger bubbles are present that would rise and 
disperse towards the tail of the submarine. The reason is twofold: bubbles tend to 
coalesce more; also, they do not interact within the boundary layer and do not break to 
smaller bubbles. However, by discharging air inside the boundary layer, the bubbles 
would break into smaller bubbles. They would also lose the momentum to travel to the 
tail of the submarine. As a result, there are fewer bubbles around the tail for this case. 
Moreover, there are many smaller bubbles formed around the hull for this case. For the 
case where air is discharged just above the boundary layer, bubbles would both collide 
to break, and coalesce. Therefore, in this case both small and large bubbles are formed 
and distributed around the submarine. Smaller bubbles tend to remain closer to the 
body of the submarine, while the large bubbles tend to rise in the water due to the 
buoyancy force. 
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Figure  8-7: Contours of void fraction and bubble size distribution map for three discharge 
heights, (a) 0.002 m above the hull (inside the boundary layer), (b) 0.21 m above the hull (away 
from the boundary layer) and (c) 0.44 m above the hull (far from the boundar 
8.6 Conclusion 
Numerical simulation of two-phase bubbly flow around the DARPA SUBOFF 
submarine has been successfully investigated by applying two-fluid model coupled 
with MUSIG model to capture the coalescence and break-up of the bubbles. The 
numerical predictions of single phase flow around the submarine as well as the two-
phase flow over the flat plate show good agreement with existing experimental data. 
This allows the further investigation of two-phase bubbly flow around the submarine.  
The results show that the boundary layer flow has a strong influence on bubble 
formation process. It particularly encourages the bubble fragmentation. A slower 
discharge velocity encourages bubble coalesce. It has been found that if the air is 
discharged inside or just on the edge of the boundary layer, bubbles tend to fragment 
rather than coalesce and the small bubbles formed would be most likely trapped in the 
aft of the submarine; if the air discharged outside of the boundary layer, coalescence 
become more active, leading to the formation of large bubbles which will rise due to 
buoyancy. As it may be expected, when air is discharging at a higher rate, a violent 
bubble coalescence and fragmentation are produced. It has been found that if air is 
discharging with smaller bubbles, many of them will be trapped at the aft of the 
submarine. 
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CHAPTER 9  CONCLUSION AND FUTURE WORK 
   
237 
 
 
 
In ‎Chapter 3 , the empirical correlations for the active nucleation site density, bubble 
departure diameter and bubble departure frequency that provide the necessary closure 
for the heat flux partitioning model of subcooled flow boiling were reviewed. Through 
the coupling of the heat flux partitioning model with the two-fluid and MUSIG models, 
selected combinations of empirical correlations of the aforementioned parameters have 
been assessed against axial and local radial measurements covering a wide range of 
different mass and wall heat fluxes for subcooled flow boiling at low pressures. The 
assessment revealed that numerical predictions of some combinations of empirical 
correlations compared very well with the axial measured data while numerical 
predictions of other combinations were found to provide a better agreement with the 
local measured data. Nevertheless, not one single combination of empirical correlations 
was able to provide satisfactory predictions covering the entire axial and local 
conditions of different mass and wall heat fluxes and inlet subcooling temperatures. 
Where accurate prediction of void fraction was found wanting, the deficiency of 
employing empirical correlations was particularly demonstrated by the large predicted 
values of the active nucleation site density depending on the wall superheat 
temperatures recorded at the heated surface. Also, it would be anticipated that no 
nucleation site would be significantly activated in the vicinity of high subcooling 
temperature. It is therefore imperative this subcooling effect should be incorporated to 
improve the heat flux partitioning model.              
In ‎Chapter 4 , the coupling of the improved heat flux partitioning model with the two-
fluid and MUSIG models were assessed against axial and local radial measurements 
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covering a wide range of different mass and wall heat fluxes for subcooled flow boiling 
at low pressures. Predictions made from the fractal approach in determining the active 
nucleation site density show a clear dependence of the subcooling effect from the bulk 
liquid in affecting the activation of nucleation sites at the heated wall. Although all 
combinations of empirical correlations yield reasonably well predictions for the void 
fraction and bubble Sauter diameter distributions, predictions for the underlying heat 
flux partitioning components have been found to be inconsistent depending on which 
combination of empirical correlations is applied to the axial and local conditions. It is 
clearly seen that all combinations of empirical correlations appear to under-estimate the 
wall superheat temperature while the improved heat flux partitioning model yields 
predictions that are in agreement with experimentally measured temperatures. 
Numerical results have also ascertained the importance of considering bubble sliding 
along the wall surface and its influence on the heat partitioning and surface quenching 
heat flux.  
In ‎Chapter 5 , the coupling of the improved heat flux partitioning model with the two-
fluid and MUSIG models have been assessed against local radial measurements for 
subcooled flow boiling at low and elevated pressures. This study mechanistically 
incorporated all essential considerations of wall heat flux partition, bubble coalescence 
and breakup processes, and interfacial heat and mass transfer for subcooled boiling 
flows at a range of low to elevated pressure. This proposed fully coupled model was 
assessed before for subcooled boiling flow at low pressures for a wide range of heat 
and mass fluxes and inlet subcooling temperature in ‎Chapter 3 and ‎Chapter 4 . 
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In ‎Chapter 5 , the performance of the mechanistic model for elevated pressures was 
assessed to investigate the strengths and possible drawbacks of the current model for 
further improvement in the future studies.  
The mechanistic model was capable of predicting radial void fraction, mean Sauter 
bubble diameter and interfacial area concentration profiles in good agreement with 
experimental data. Also, the results showed the successful coupling of the heat and 
mass transfer with the combining effect of flow conditions like heat flux at the wall, 
hydraulic pressure, mass flux and subcooling temperature at the inlet. The predictions 
of the mechanistic model were compared with selected empirical correlations in which 
for most of the cases mechanistic model tended to have better agreement with 
experimental data. Moreover, the importance of consideration of more fluid properties 
and flow conditions even in empirical correlations was discussed.  
In ‎Chapter 6 , the performance of different coalescence and break-up kernels was 
investigated through numerical simulations of subcooled boiling flows at elevated 
pressures. Numerical predictions were validated against the experimental data of 
experiments of Yun et al. (1997) and Lee et al. (2002) for Case P143 and experiments 
of Ozar et al. (2013) for Cases P218, P497 and P949. Overall, the bubble size and void 
fraction profiles’ trends were reasonably captured through those kernels. The influence 
of different coalescence kernels investigated in this study has been found to be 
insignificant in comparison to the break-up kernels. The model by Luo and Svendsen 
seems to predict a higher rate of break-up, resulting in a better prediction of bubble size 
and void fraction for the lower pressure cases.  
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In ‎Chapter 7 , experiments on two-phase flow in a converging-diverging nozzle were 
carried out under various fluid conditions. Results indicated that with feed water 
temperatures as low as 60°C, with no bubbles in the inlet flow, thrust coefficients as 
high as 50 percent could be achieved. The results encourage the application of this 
energy conversion method to better utilization of heat whether using geothermal, solar 
or waste heat resources. Further research could enable achievement of higher nozzle 
efficiencies.  
In ‎Chapter 8 , numerical simulation of two-phase bubbly flow around the DARPA 
SUBOFF submarine was successfully investigated by applying two-fluid model 
coupled with MUSIG model to capture the coalescence and break-up of the bubbles. 
The numerical predictions of single phase flow around the submarine as well as the 
two-phase flow over the flat plate show good agreement with existing experimental 
data. This allows the further investigation of two-phase bubbly flow around the 
submarine.  
The results show that the boundary layer flow has a strong influence on bubble 
formation process. It particularly encourages the bubble fragmentation. A slower 
discharge velocity encourages bubble coalesce. It has been found that if the air is 
discharged inside or just on the edge of the boundary layer, bubbles tend to fragment 
rather than coalesce and the small bubbles formed would be most likely trapped in the 
aft of the submarine; if the air discharged outside of the boundary layer, coalescence 
become more active, leading to the formation of large bubbles which will rise due to 
buoyancy. As it may be expected, when air is discharging at a higher rate, a violent 
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bubble coalescence and fragmentation are produced. It has been found that if air is 
discharging with smaller bubbles, many of them will be trapped at the aft of the 
submarine. 
9.1 Future Studies 
In Chapter 4, it was discussed that for the high heat flux condition, bubbles are 
expected to collide and merge during sliding. This in turn resulted in an over-prediction 
by the force balance model in determining the bubble size which significantly affected 
the prediction of the surface quenching heat flux. More work is required to be 
performed to remedy this short-coming by considering the merging of bubble through 
the sliding motion. Moreover, the condensation at the tips of bubbles is not considered 
in the wall heat partitioning approach. This phenomenon is influential on the prediction 
of “area of influence” for division of wall heat flux to transient conduction and 
convection heat components. Although many researchers have mentioned about this 
occurrence, it has not been implemented in the numerical methods yet which could be a 
direction for future work. 
As discussed in Chapter 5, the current model has limitations both in the force balance 
model for prediction of bubble lift-off diameter and for the criteria of sliding of the 
bubbles at the heated wall, and in the condensation process at the tips of the bubbles. 
Overall, the results show that the mechanistic model has a great potential to become a 
generic modelling algorithm for prediction of a wider range of flow conditions in 
subcooled boiling flows. The consideration of capillary pressure in the break-up model 
   
242 
 
 
 
by Wang et al. gave better predictions for the elevated pressure case for the results in 
Chapter 6. 
Possibilities for future research related to Chapter 7 include: 
 Varying chamber pressure from lowest saturation pressure to atmospheric 
pressure.  
 Experiments with different nozzle geometries. 
 Experiments with other fluids that are commonly used for power generation 
from renewable energy sources (like isopentane). 
 Investigating the effects of putting transverse wires upstream of the throat. 
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