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In recent years, Bayesian networks with a mixture of continuous and discrete variables
have received an increasing level of attention. In this paper, we focus on the restricted class
of mixture Bayesian networks known as conditional linear Gaussian Bayesian networks
(CLG Bayesian networks) and present an architecture for exact belief update for this class
of mixture networks.
The proposed architecture is an extension of lazy propagation using operations of Lauritzen
and Jensen [S.L. Lauritzen, F. Jensen, Stable local computation with mixed Gaussian distri-
butions, Statistics and Computing 11(2) (2001) 191–203] and Cowell [R.G. Cowell, Local
propagation in conditional Gaussian Bayesian networks, Journal of Machine Learning
Research 6 (2005) 1517–1550]. By decomposing clique and separator potentials into sets
of factors, the proposed architecture takes advantage of independence and irrelevance
properties induced by the structure of the graph and the evidence. The resulting beneﬁts
are illustrated by examples and assessed by experiments.
The performance of the proposed architecture has been evaluated using a set of randomly
generated networks. The results indicate a signiﬁcant potential of the proposed architecture.
 2008 Elsevier Inc. All rights reserved.1. Introduction
The framework of Bayesian networks is an efﬁcient knowledge representation for reasoning under uncertainty [19,5,6].
Traditionally, the variables of a Bayesian network are assumed to be either discrete or continuous. In recent years, Bayesian
networks with a mixture of continuous and discrete variables have, however, received an increasing level of attention. In this
paper, we focus on the restricted class of mixture Bayesian networks known as CLG Bayesian networks where continuous
variables are assumed to have a conditional linear Gaussian distribution and where discrete variable may have discrete par-
ents only. In particular, we present an algorithm for exact belief update in CLG Bayesian networks where belief update is
deﬁned as the task of computing all single posterior marginals given a set of evidence.
Extending the class of Bayesian networks containing discrete (or continuous) variables only to the class of Bayesian net-
works containing both discrete and continuous variables is not simple. The work by Pearl [19] on Bayesian networks con-
taining continuous variables imposed three constraints on the variables in the network. The interaction between
variables is linear, the sources of uncertainty are Gaussian distributed and uncorrelated, and the causal network is singly
connected. Later, Shachter and Kenley [24] described how to solve Gaussian inﬂuence diagrams under similar constraints,
but allowing multiply connected causal networks.
Lauritzen [8] presents a scheme for modeling and exact belief update in CLG Bayesian networks. This scheme is more gen-
eral than the scheme proposed by Pearl. The conditional distribution of the continuous variables given the discrete variables
is assumed to be multivariate Gaussian. We consider only models where the continuous variables have a linear additively
Gaussian distribution. The asymmetry between continuous and discrete variables induces a number of constraints on the. All rights reserved.
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to solve arbitrary queries against CLG Bayesian networks.
The basic operations of the scheme proposed by Lauritzen are combination and addition of conditional Gaussian
distributions. The combination operation is based on a canonical characteristics representation while the marginaliza-
tion operation is based on a moment characteristics representation. This implies that it is necessary to switch between
the two representations during belief update. The numerical instability resulting from the switch of representation
motivated the introduction of a computational architecture based solely on the moment characteristics representation
[9].
Recently, Cowell [4] introduced an alternative architecture for belief update based on message passing in an elimination
tree using the arc-reversal operation of Shachter and Kenley [24] (referred to as the EXCHANGE operation) as the basic operation
for variable elimination during belief update. By performing message passing in an elimination tree the need for complex
matrix operations is eliminated. The elimination of complex matrix operation greatly simpliﬁes the implementation of
the algorithm.
We introduce a new architecture for belief update in CLG Bayesian networks. The architecture is an extension of the lazy
AR propagation architecture [16] based on the PUSH and EXCHANGE operations introduced by Lauritzen and Jensen [9] and Cow-
ell [4], respectively. In lazy AR propagation messages are computed using arc-reversal operations and barren variable rem-
ovals for variable elimination.
In the proposed architecture, belief update proceeds by message passing in a strong junction tree structure where mes-
sages are computed using arc-reversal operations for discrete variable elimination and EXCHANGE operations for continuous
variable elimination. To simplify the presentation, the EXCHANGE operation is extended to include arc-reversal between dis-
crete variables. Variables are eliminated using a sequence of EXCHANGE operations and barren variable removals whereas pos-
terior marginal distributions are computed using EXCHANGE and PUSH operations. By decomposing clique and separator
potentials and eliminating variables using EXCHANGE and barren variable removal operations, it is possible to take advantage
of independence and irrelevance properties induced by the structure of the graph and the evidence to reduce the cost of be-
lief update.
In an experimental evaluation, we investigate the computational efﬁciency of the proposed architecture using a set of
randomly generated CLG Bayesian networks. In addition, we analyze the performance of various steps of belief update such
as computing posterior distributions and the importance of the order in which evidence on continuous variables is inserted
into the strong junction tree structure.
The paper is organized as follows. In Section 2, preliminaries and the notation used in the paper are presented. Section 3
describes the lazy propagation architecture for belief update in CLG Bayesian networks as proposed in this paper. A compar-
ison between the proposed architecture and existing architectures for belief update in CLG Bayesian networks is presented in
Section 4. The results of an empirical performance evaluation are presented in Section 5. Finally, Section 6 concludes the
paper.
2. Preliminaries and notation
2.1. CLG Bayesian network
A CLG Bayesian networkN ¼ ðX;G;P;FÞ over variablesX consists of an acyclic, directed graph (DAG) G ¼ ðV ; EÞ, a set of
conditional probability distributions P ¼ fPðXjpðXÞÞ : X 2 Dg where pðXÞ is the set of variables corresponding to the parents
of the vertex representing X in G, and a set of CLG density functions F ¼ ff ðY jpðYÞÞ : Y 2 Cg where D is the set of discrete
variables and C is the set of continuous variables such that X ¼ D [ C. The vertices V of G correspond one to one with the
variables of X.
A CLG Bayesian networkN induces a multivariate normal mixture density over X on the form:PðDÞ  f ðCjDÞ ¼
Y
X2D
PðXjpðXÞÞ 
Y
Y2C
f ðYjpðYÞÞ:Let Y 2 C with I ¼ pðYÞ \ D and Z ¼ pðYÞ \ C, then Y has a CLG distribution if
LðY jI ¼ i; Z ¼ zÞ ¼ NðaðiÞ þ bðiÞz;r2ðiÞÞ; ð1Þwhere the mean value of Y depends linearly on the values of the continuous parent variables Z, while the variance is inde-
pendent of Z. In (1), aðiÞ is a table of real numbers, bðiÞ is a table of jZj-dimensional vectors, and r2ðiÞ is a table of non-neg-
ative values.
Belief update is the task of computing posterior marginals given evidence. Evidence on a variable X 2 D is assumed to be
an instantiation, i.e., X ¼ x. Evidence on a variable Y 2 C is an assignment of a value y to Y, i.e., Y ¼ y. We let D and C denote
the set of evidence on variables of D and C, respectively, such that  ¼ D [ C. Furthermore, we let X denote the set of vari-
ables instantiated by evidence .
Deﬁnition 2.1 (Barren variable). A variable X is a barren variable w.r.t. a set of variables T  X, evidence , and DAG G, if
X 62 T; X 62  and X only has barren descendants in G (if any).
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Example 2.2 (Waste incinerator). Assume that we want to monitor the performance of a waste incinerator plant using a CLG
Bayesian network. The qualitative knowledge is assumed to be
The emissions from a waste incinerator differ because of compositional differences in incoming waste (W). Another
important factor is the waste burning regime (B), which can be monitored by measuring the concentration of CO2 in
the emissions (C). The ﬁlter efﬁciency (E) depends on the technical state of the electroﬁlter (F) and the amount and com-
position of the waste. The emission of heavy metals (Mo) depends on both concentration of metals in the incoming waste
(Mi) and the emission of dust particulates (D) in general. The emission of dust is monitored through measuring the pen-
etrability of light (L).
Fig. 1 shows the structure of theWaste incinerator networkN ¼ ðX;G;P;FÞ as developed by Lauritzen [8] (single border
circles denote discrete variables and double border circles denote continuous variables).
The exact speciﬁcation of the distributions in Waste incinerator is unimportant for the examples used in the paper. For
this reason, we include only two examplesLðMijW ¼ wÞ ¼ Nðami ðwÞ;r2miðwÞÞ;
LðMojD ¼ d;Mi ¼ miÞ ¼ Nðamo þ bDdþ bmimi;r2mo Þ:See [8] for more details.
We let HðpÞ denote the head variable of p and TðpÞ denote the tail variables of p, i.e., if we let pðXjX1; . . . ;XnÞ, then
HðPÞ ¼ fXg and TðPÞ ¼ fX1; . . . ;Xng, and let domðpÞ ¼ HðpÞ [ TðpÞ denote the domain of p. We deﬁne Hðf Þ;Tðf Þ and domðf Þ
similarly.
2.2. The exchange operation
Belief update in the proposed architecture is based on message passing in a strong junction tree structure. During mes-
sage passing variables are eliminated using EXCHANGE operations and barren variable eliminations. In this section, we describe
the EXCHANGE operation for both continuous and discrete variables. The EXCHANGE operation is basically arc-reversal [4,23,24].
Let Y 2 C with parent set pðYÞ ¼ fZ; Z1; . . . ; Zng  C and let Z 2 C with parent set pðZÞ ¼ fZ1; . . . ; Zng  C such thatY jZ; Z1; . . . ; Zn  N aY þ bZZ þ
Xn
i¼1
biZi;r2Y
 !
;
ZjZ1; . . . ; Zn  N aZ þ
Xn
i¼1
diZi;r2Z
 !
:The EXCHANGE operation is essentially Bayes’ theorem. It converts the above pair of distributions such that Y becomes a parent
of Z in the domain graph spanned by the two distributions maintaining the same joint probability density function of the
original pair [4]. Graphically speaking the EXCHANGE operation corresponds to arc-reversal in the domain graph. The distribu-
tion of Y after EXCHANGE isYjZ1; . . . ; Zn  N aY þ bZaZ þ
Xn
i¼1
ðbi þ bZdiÞZi;r2Y þ b2Zr2Z
 !
;while the distribution of Z is (Cowell [4] considers three different cases depending on the values of r2Y and r2Z that are math-
ematical limits of this case)Fig. 1. The CLG Bayesian network known as Waste Incinerator.
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;
r2Zr2Y
r2Y þ b2Zr2Z
 !
;whereq ¼ aZr2Y  aYbZr2Z þ bZr2ZY þ
Xn
i¼1
ðdir2Y  bibZr2ZÞZi:It is straightforward to extend the EXCHANGE operation to handle discrete variables. Let Xi 2 D with parent set pðXiÞ ¼
fX1; . . . ;Xng  D and let Xj 2 D with parent set pðXjÞ ¼ fXi;X1; . . . ;Xng  D such that pðXjjXi;X1; . . . ;XnÞ and
pðXijX1; . . . ;XnÞ are the corresponding probability potentials of Xi and Xj, respectively. In the discrete case the EXCHANGE
operation is also essentially Bayes’ theorem. That is, the EXCHANGE operation converts the above pair of potentials such that
Xj becomes a parent of Xi in the domain graph spanned by the two potentials maintaining the same joint probability po-
tential of the original pair:pðXjjX1; . . . ;XnÞ ¼
X
Xi
pðXjjXi;X1; . . . ;XnÞpðXijX1; . . . ;XnÞ;
pðXijXj;X1; . . . ;XnÞ ¼ pðXjjXi;X1; . . . ;XnÞpðXijX1; . . . ;XnÞpðXjjX1; . . . ;XnÞ :Graphically speaking the EXCHANGE operation corresponds to arc-reversal in the domain graph.
By construction, it is never necessary to apply the EXCHANGE operation to a pair of mixed variables (i.e., a continuous and a
discrete variable). Also, prior to applying the EXCHANGE operation on a pair of adjacent variables we make sure that the two
variables share the same set of parents. This is achieved by straightforward domain extensions. Finally, we make sure no
directed cycle is induced in G by an EXCHANGE operation. The procedure for ensuring that an EXCHANGE operation does not induce
a cycle is described in [16].
2.3. The strong junction tree representation
Let N ¼ ðX;G;P;FÞ be a CLG Bayesian network. Belief update in N using lazy propagation is performed by message
passing in a strong junction tree T ¼ ðC;SÞ with cliques C, separators S and strong root R 2 C.
The strong junction treeT is constructed by moralization and triangulation of G. Moralization of G is the process of add-
ing undirected edges between any pair of vertices with a common child and removing direction on edges. This ensures that
the domain of any probability distribution or density is a subset of a clique. Let Gm be the (unique) moral graph of G. Trian-
gulation of Gm is the process of adding undirected edges to Gm such that no cycle of length four or larger exists in the graph. A
strong triangulation has the further property that there exists a (strong) elimination order such that continuous vertices are
eliminated from the graph before discrete vertices. Let Gt be the result.
The cliques C ofT are identiﬁed as the maximal complete subgraphs (cliques) of Gt . The cliques C are connected by sep-
arators S such that T has the property that for all adjacent cliques A and B with A closer to R than B, it holds that
S ¼ A \ B  D or B n A  C where R is the root of T. The cliques C can always be organized as a strong junction tree with
at least one strong root [12].
Let A and B be adjacent cliques with A closer to R than B and such that S ¼ A \ B. Then, A is referred to as the parent clique
of B (denoted pCðBÞ) and S is referred to as the parent separator of B (denoted pSðBÞ).
A clique C 2 C is referred to as a boundary clique if C \ C 6¼ ; and either B  D or B \ C  XC , i.e., B \ C is instantiated by
evidence C where B ¼ pCðCÞ. Let bdðCÞ denote the set of boundary cliques. Notice that bdðCÞ may change as T is updated
with continuous evidence.
Example 2.3. Fig. 2 depicts a strong junction tree T ¼ ðC;SÞ with root X1X2X3X4 where the boundary cliques bdðCÞ ¼
fX2Y1;X5X6Y2g are speciﬁed using wide borders.
The state space size sðCÞ of a clique C is deﬁned as sðCÞ ¼QX2D\CkXk and the total state space size sðCÞ of C is deﬁned as
sðCÞ ¼PC2CsðCÞ, i.e., sðCÞ is the discrete state space size of clique C while sðCÞ is the sum of the clique discrete state space
sizes.
Example 2.4 (Waste incinerator – Strong junction tree). Fig. 3 shows a strong junction tree representation T of Waste
incinerator (shown in Fig. 1). The root R of T is WBFE.
When no evidence is observed bdðCÞ ¼ fWBFEg, i.e., the only boundary clique is the rootWBFE. Evidence on D andMi will
make clique WDMi a boundary clique.
See [5] for more details on junction tree construction.
3. Lazy propagation
A junction tree for a discrete Bayesian network is by construction large enough to support the computation of any poster-
ior marginal given any subset of evidence, i.e., the junction can take care of all possible instantiations of variables. The junc-
tion tree, however, is often too large to take advantage of independence and irrelevance properties induced by the structure
Fig. 2. A strong junction tree where boundary clique are indicated using wide borders.
Fig. 3. A strong junction tree for Waste Incinerator.
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Shenoy–Shafer message passing scheme [15,17].
During message passing in a junction tree messages are computed by eliminating variables from combinations of poten-
tials. Any variable in a sender clique not in the receiver clique is to be eliminated. The basic idea of lazy propagation is to
instantiate potentials to reﬂect evidence and to postpone the combination of potentials until it becomes mandatory by a var-
iable elimination operation. The advantage of lazy propagation is due to a reduction in potential domain sizes and a possi-
bility of avoiding some of the postponed potential combinations.
In traditional message passing schemes such as Lauritzen–Spiegelhalter [11], HUGIN [7], and Shenoy–Shafer [26] a mes-
sage consists of a single potential over the variables shared by the sender and receiver cliques. In lazy propagation, a message
508 A.L. Madsen / International Journal of Approximate Reasoning 49 (2008) 503–521consists of a set of potentials. The decomposition of clique and separator potentials enables lazy propagation to take advan-
tage of independence and irrelevance properties.
LetN ¼ ðX;G;P;FÞ be a CLG Bayesian network over variables X and letT ¼ ðC;SÞ be a strong junction tree represen-
tation of T. Belief update inN by lazy propagation consists of the following ﬁve steps:
(1) Graph moralization and triangulation.
(2) Junction tree creation.
(3) Junction tree initialization.
(4) Propagation of information.
(5) Calculation of marginals.
Steps 1 and 2 are common for traditional junction tree algorithms and lazy propagation whereas Steps 3–5 are different in
lazy propagation. Steps 3–5 are described in detail in the following sections.
To enable the decomposition of clique and separator potentials into sets of distributions and densities, the notion of
potentials and their operations are redeﬁned.
3.1. Potentials and operations
To facilitate belief update each clique holds a potential whereas each separator holds two potentials. A potential consists
of a set of probability potentials and a set of probability density functions.
Deﬁnition 3.1 (Potential). A potential onW  X is a pair pW ¼ ðP;FÞwhere P is a set of (discrete) probability potentials on
subsets of W and F is a set of probability density functions on subsets of W \ C conditional on subsets of W \ D.
Elements of P are referred to as factors and elements of F as density functions (or densities). Furthermore, we call a po-
tential pW vacuous if pW ¼ ð;; ;Þ. The vacuous potential is denoted p;.
During message passing in a junction tree it is necessary to perform combination and projection operations on potentials.
Deﬁnition 3.2 (Combination). The combination of two potentials pW1 ¼ ðP1;F1Þ and pW2 ¼ ðP2;F2Þ denotes the potential
on W1 [W2 given by pW1  pW2 ¼ ðP1 [P2;F1 [F2Þ.
Notice that the combination of two potentials pW1 and pW2 is determined using set union operations.
Deﬁnition 3.3 (Projection). The projection of a potential pW ¼ ðPW ;FW Þ to a subset U  W denotes the potential
pU ¼ p#UW ¼ ðPU ;FUÞ on U obtained by performing a sequence of EXCHANGE operations and barren variable removals
eliminating variables of W n U.
In projection operations continuous variables are eliminated before discrete variables. Notice that the head of any factor
or density will consists of a single variable or a single piece of evidence. The elimination of a variable as part of a projection
operation is performed by a sequence of EXCHANGE operations. The order in which EXCHANGE operations can be performed is con-
strained by the restriction that a EXCHANGE operation must not produce a cycle in the domain graph spanned by the variables
which remains to be eliminated (we elaborate on this point in Section 3.4). If a variable X is barren, then X and its factor or
density may be removed without further computation.
To simplify the presentation a contraction operation on potentials is deﬁned.
Deﬁnition 3.4 (Contraction). The contraction cðpWÞ of a potential pW ¼ ðP;FÞ is the non-negative function on W given by
cðpWÞ ¼
Y
p2P
p 
Y
f2F
f :We deﬁne the contraction of p; as cðp;Þ ¼ 1.
3.2. Initialization
The ﬁrst step in the initialization ofT ¼ ðC;SÞ is to associate the vacuous potential p; with each clique C 2 C. Next, for
each discrete variable X 2 D, the conditional probability distribution PðXjpðXÞÞ 2 P is assigned to the clique C closest to R
such that faðXÞ  C where faðXÞ ¼ pðXÞ [ fXg. The moralization of G ensures that such a clique C always exists. Similarly,
for each continuous variable Y 2 C, the conditional probability density f ðY jpðYÞÞ 2F is assigned to the clique C closest to
R such that faðYÞ  C where faðYÞ ¼ pðYÞ [ fYg.
When the initialization of T is completed each clique C holds a potential pC ¼ ðP;FÞ. Notice that the distributions and
densities assigned to each clique are represented as sets.
The joint potential pX on T ¼ ðC;SÞ is thereforepX ¼ 
C2C
pC ¼
[
X2D
fPðXjpðXÞÞg;
[
Y2C
ff ðY jpðYÞÞg
 !
:
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C2C
pCÞ ¼
Y
X2D
PðXjpðXÞÞ 
Y
Y2C
f ðY jpðYÞÞ:Evidence on discrete variables D is inserted into T as part of the initialization process while evidence on continuous vari-
ables C is inserted into T as part of message passing. As X 2 XD is assumed to be instantiated by evidence, the evidence
X ¼ x can be exploited to reduce the domain of any probability distribution or density function including X. Exploiting evi-
dence to reduce the domain of distributions and densities may produce a signiﬁcant reduction in the space cost of represent-
ing distributions and densities in main memory of a computer.
Example 3.5. Fig. 4 shows the junction tree of Fig. 3 after initialization. The distributions and densities of the Waste
Incinerator network are associated with cliques as speciﬁed in the ﬁgure.
Initialization amounts to assigning each probability distribution or density function to a clique which can accommodate
it, i.e., the domain of the probability distribution or density function is a subset of the clique.
Notice that initialization requires no calculations and that clique potentials consists of two sets; one set of probability
distributions and one set of density functions.
The next example illustrates the advantage of decomposing clique potentials and exploiting discrete evidence to reduce
the domain sizes of distributions and densities.
Example 3.6. Fig. 5 shows a CLG Bayesian network over variables Yi 2 C for i ¼ 1; . . . ;4 and Xj 2 D for j ¼ 1;2;3 and its
strong junction tree T. After initialization the clique potentials are as speciﬁed in the ﬁgure.
The domain of each factor in any clique potential consists of a single variable. This is contrary to both the Lauritzen and
Jensen [9] and Cowell [4] architectures where each clique holds a probability potential over its discrete variables. This
representation is storage demanding when Y4 has additional parents each having a single discrete variable as parent and
when the discrete variables have many states.
The above example illustrates the structure of a set of CLG Bayesian networks used in production by a commercial cus-
tomer. In this application a large part of the discrete variables are observed making the present inference scheme very efﬁ-
cient on this type of network.
3.3. Propagation
Propagation of information inT proceeds by message passing via the separatorsS. The separator S ¼ A \ B between two
adjacent cliques A and B stores the messages passed between A and B, see Fig. 6. The principle is that after a complete roundFig. 4. The result of initialization of the Waste Incinerator junction tree.
Fig. 5. A CLG Bayesian network and a strong junction tree.
Fig. 6. A junction tree with root clique R.
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holds two potentials after message passing.
Messages are passed from leaf cliques toward R by recursively letting each clique A pass a message to its parent B when-
ever A has received a message from each clique C 2 adjðAÞ n fBg. This operation is referred to as COLLECT. Messages are, sub-
sequently, passed in the opposite direction. This operation is referred to as DISTRIBUTE. A COLLECT operation followed by a
DISTRIBUTE operation completes a full round of message passing. DISTRIBUTE is performed from the root toward the leaves, but
only involving probability potentials. That is, DISTRIBUTE is only performed on the discrete part of the junction tree. This sup-
ports the propagation of D and enables the computation of the marginal of a discrete variable X from any clique or separator
potential including X.
The propagation of C and the computation of marginal distributions for continuous variables proceed as separate steps
using the PUSH operation. Continuous evidence C is inserted by inserting one piece of evidence at a time and the posterior
distributions for continuous variables are computed one distribution at a time.
3.4. Messages
The message pA!B is passed from A 2 C to B 2 adjðAÞ by absorption. Absorption from A to B involves eliminating the vari-
ables A n B from the combination of the potential associated with A and the messages passed to A from each neighbor except
B. The message pA!B is computed aspA!B ¼ pA  C2adjðAÞnfBgpC!A
  #B
;where pC!A is the message passed from C to A and # is the projection operation based on EXCHANGE operations and barren var-
iable removals deﬁned in Section 3.1. When computing the message pA!B a valid sequence of EXCHANGE operations does not
only relate to the variables of A [ B. It relates to the variables of the sub-tree rooted by B.
Example 3.7. Consider the Waste Incinerator junction tree in Fig. 3. The message from DL to DMiMo is computed aspDL!DMiMo ¼ ðfg; ff ðLjDÞgÞ#D:
However, the variable L to eliminate is a barren variable with respect to fDg given no evidence. Thus, pDL!DMiMo ¼ ð;; ;Þ and
no computations are required to identify the message pDL!DMiMo . The message pWBED!WBFE is computed as
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The two messages pBC!WBED and pWDMi are vacuous while variable D is barren. Thus, pWBED!WBFE is vacuous. In fact, no var-
iable eliminations are performed during the initial propagation over the junction tree (when no evidence is presented). After
the initial propagation has completed marginal distributions can be computed.3.5. The push operation
A strong junction tree representationT of a CLG Bayesian networkN is not always large enough to support the insertion
of evidence on any continuous variable or the calculation of any posterior marginal density function. If the junction tree is
not large enough to support a calculation, the PUSH operation is applied [9].
The marginal density of a variable Y 2 C is, in general, a mixture of Gaussian distributions. In order to compute the mar-
ginal mixture of Y, it may be necessary to (temporarily) rearrange the content of cliques and separators ofT. The PUSH oper-
ation is applied in order to rearrangeT such that Y becomes part of a boundary clique. This is achieved by extending cliques
and separators to include Y and collecting Y towards R.
Assume A is the clique closest to R such that Y 2 A, A 62 bdðCÞ, B ¼ pCðAÞ, and S ¼ pSðAÞ, see Fig. 6. The PUSH operation ex-
tends S and B to include Y. In the process any continuous variable Z 2 Tðf Þ such that Z 62 S is eliminated from the density f of Y
where Tðf Þ is the tail of f, i.e., the set of conditioning variables. The process of eliminating tail variables not in S is repeated
recursively until Tðf Þ  S. The resulting density f is associated with pB and pA!B.
The PUSH operation is applied recursively on the parent clique until Y becomes part of a boundary clique.3.6. Insertion of continuous evidence
Let Y 2 C be instantiated by evidence Y ¼ fY ¼ yg, let f ðY jpðYÞÞ be the density function for Y given pðYÞ and let C be the
clique to which f ðYjpðYÞÞ is associated. There are two different cases to consider when inserting the evidence Y depending
on pðYÞ.
First, assume Y has only discrete parents, if any, i.e., I ¼ pðYÞ  D. Insertion of evidence Y produces a factor pðyjIÞ such
thatpðyjI ¼ iÞ ¼ expððy aY ðiÞÞ
2
=ð2r2ðiÞÞÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2pr2ðiÞp ;
where we assume r2YðiÞ > 0 for all i [9,4] (if r2ðiÞ ¼ 0, insertion of evidence may be undeﬁned, see [4] who cites [9]).
Once the factor pðyjIÞ is computed, the clique potential pC ¼ ðP;FÞ is updated such that pC ¼ ðP [ fpg;F n ffgÞ.
Next, assume pðYÞ 6 D. In this case, insertion of evidence Y requires a sequence of PUSH operations in order to compute
the marginal mixture density function for Y. The density f of Y is pushed to the boundary clique. Subsequently, evidence Y is
inserted as described above. This implies that the insertion of evidence on a continuous variable may change the content of
clique and separator potentials. This occurs when it is necessary to apply the PUSH operation in order to insert Y . When f has
been pushed to the boundary clique Tðf Þ  D, the above case applies.
As the ﬁnal step in inserting the evidence Y ;Y is instantiated in all density functions where Y is a tail variable.
Notice that bdðCÞ may change when Y is inserted.
Example 3.8. Consider the simple CLG Bayesian network and its corresponding junction treeT shown in Fig. 7. The initial
clique potentials are speciﬁed in the ﬁgure.
Assume evidence  ¼ fY2 ¼ y2g. Since the tail of f ðY2jY1Þ is continuous and a subset of the parent separator, it is
necessary to apply the PUSH operation on Y2 in order to insert  into T.
First, the density f ðY2jY1Þ is pushed to the parent clique, next an EXCHANGE operation is performed on the arc ðY1;Y2Þ.
Notice, that the PUSH operation requires no computations as Tðf ðY2jY1ÞÞ  fY1g. The result of the PUSH and EXCHANGE operations
ispC1 ¼ðfPðXÞg; ff ðY1jX;Y2Þ; f ðY2jXÞgÞ;
pC2 ¼ð;; ;Þ:Next, the density with Y2 in the head is replaced with the probability potential pðy2jXÞwhile densities including Y2 in the tail
are instantiated to reﬂect the evidence. Once the PUSH operation completes the revised clique potentials arepC1 ¼ ðfPðXÞ;pðy2jXÞg; ff ðY1jX; y2ÞgÞ;
pC2 ¼ ð;; ;Þ:This completes the insertion of evidence .
Since the insertion of continuous evidence  may require a sequence of PUSH operations, the task can be computationally
expensive.
Fig. 7. Insertion of evidence on Y2 requires a PUSH operation.
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Section 3.3 describes the propagation scheme used when C ¼ ;. When C 6¼ ;, the recursive message passing scheme is
terminated at each boundary clique. Once each boundary clique A 2 bdðCÞ has received messages from each
C 2 adjðAÞ n fpCðAÞg, continuous evidence is inserted using the PUSH operation.
LetT ¼ ðC;SÞ be a strong junction tree representation and let  ¼ D [ C be the evidence to propagate. The evidence  is
propagated in T by performing the following sequence of steps:
(1) Initialization including insertion of evidence D.
(2) At each A 2 bdðCÞ COLLECT from every B 2 adjðAÞ n fpCðAÞg.
(3) Insert evidence C possibly using PUSH operations.
(4) Perform in sequence a COLLECT and a DISTRIBUTE operation on R.
During the COLLECT operation performed in step 4 messages are passed from the boundary cliques to R. Thus, the effect of
steps 2 and 4 is that two messages have been passed between each pair of adjacent cliques on any path between the root R
and a leaf clique.
The architectures described in [4,9,14] each performs a full propagation over all the nodes of the computation tree prior to
inserting  whereas we do only a partial COLLECT prior to inserting C. This implies that several messages may be passed from
the boundary clique to the strong root. Messages will be passed during initialization and once for each piece of continuous
evidence entered in the sub-tree spanned by the boundary clique. This is avoided by the proposed architecture by caching
the results at the boundary clique before passing messages from the boundary clique to the strong root.
3.8. Posterior marginals
The posterior marginal PðXjÞ for X 2 D may be computed from any clique or separator containing X. Since C is incorpo-
rated using PUSH operations, no Y 2 C needs to be eliminated in the process of computing PðXjÞ.
If X 2 C, then PðXjÞ can be computed as
PðXjÞ /
X
CnfXg
cðpCÞ ¼
X
CnfXg
Y
p2PC
p 
Y
f2FC
f ¼
X
CnfXg
Y
p2PC
p;where pC ¼ ðPC ;FCÞ is the clique potential for C. Further simpliﬁcations may be possible due to discrete barren variables.
On the other hand, if X 2 S ¼ A \ B where A and B are connected by S, then PðXjÞ can be computed asPðXjÞ /
X
SnfXg
cðpA!B  pB!AÞ ¼
X
SnfXg
Y
p2PA!B[PB!A
p 
Y
f2FA!B[FB!A
f ¼
X
SnfXg
Y
p2PA!B[PB!A
p;Fig. 8. The prior density for Y1 has kX1k components.
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ther simpliﬁcations may be possible due to discrete barren variables.
The posterior mixture for Y 2 C is computed using PUSH operations followed by a projection of the boundary clique to
fY ;TðfYÞg where fY is the (unique) density such that HðfÞ ¼ fYg, a contraction operation, and a marginalization to Y.
Example 3.9. Consider the CLG Bayesian network and corresponding junction tree shown in Fig. 8 and assume no evidence.
The initial propagation consists of messages:pX2Y1Y2!X1X2Y1 ¼ ð;; ;Þ;
pX1X2Y1!X2Y1Y2 ¼ ðfPðX2Þg; ;Þ:The prior mixture densities of Y1 and Y2 are computed asf ðY1Þ ¼
X
x12X1
cððpX1X2Y1  pX2Y1Y2!X1X2Y1 Þ#X1 ;Y1 Þ ¼
X
x12X1
Pðx1Þ  f ðY1jx1Þ;
f ðY2Þ ¼
X
x12X1 ;x22X2
cððpX2Y1Y2  pX1X2Y1!X2Y1Y2 Þ#X2 ;Y1 ;Y2 Þ
¼
X
x12X1 ;x22X2
Pðx1ÞPðx2jx1Þ  f ðY2jx1; x2Þ:The density for Y1 has only kX1k components. This is a reduction compared to the Lauritzen and Jensen and Cowell architec-
tures where the marginal density will have kX1k  kX2k components. The reduction is due to the decomposition of clique and
separator potentials.
Example 3.10. Consider again Fig. 5 of Example 3.6. The number of components in the mixture marginal for Y4 is
kX1k  kX2k  kX3kwhereas the number of components in the mixture marginal for Yi is equal to kXik. This is a reduction com-
pared to the Lauritzen and Jensen and Cowell architectures where the number of components is kX1k  kX2k  kX3k. Hence, in
the case of a larger number of variables (and same structure), the storage and time reduction can be signiﬁcant.4. Comparison
In this section, we describe the main differences between the proposed architecture and three other architectures for ex-
act belief update in CLG Bayesian networks based on message passing in secondary computational structures (strong junc-
tion trees and elimination trees). The architectures considered are Cowell [4], Lauritzen and Jensen [9] and Madsen [14].
There exist a not insigniﬁcant amount of work on belief update in CLG Bayesian networks and Bayesian networks with
mixed continuous and discrete variables without constraints on the structure of the DAG, see e.g. [13,18,2,3,25,21]. The latter
methods address one of the main weaknesses of CLG Bayesian networks which is the constraint that discrete variables can
only have discrete parents. In particular, there has been an increased interest in applying mixtures of truncated exponentials
(MTEs) for both learning [20] and belief update [18,2,3] in Bayesian networks with mixed variables. MTEs are a powerful
alternative to discretization in mixed Bayesian network, but the complexity of the inference process is often too high [21].
A detailed comparison between algorithms for exact inference in CLG Bayesian networks and algorithms for inference
with MTEs is outside the scope of this paper.
4.1. Cowell
Cowell [4] presents an algorithm for belief update where message passing proceeds on an elimination tree rather than a
(strong) junction tree. This produces a local propagation scheme in which all calculations involving continuous variables are
performed by manipulating univariate regressions (avoiding matrix operations) such that continuous variables are elimi-
nated using EXCHANGE operations.
The three main differences between the present propagation scheme and the architecture proposed by Cowell are: use of
a strong junction tree as opposed to an elimination tree, use of EXCHANGE to eliminate both continuous and discrete variables
and a single round of message passing.
The advantage of using a junction tree as opposed to an elimination tree is that the junction tree offers some degree of
freedom with respect to the elimination order when computing messages. This implies that the structure of the junction tree
induce a less strict partial order on the elimination order as compared to an elimination tree.
4.2. Lauritzen and Jensen
The architecture of Lauritzen and Jensen [9] performs belief update by message passing in a strong junction tree archi-
tecture. A CG potential [10] is associated with each clique and separator. A CG potential consists of a probability potential
over discrete variables and a probability density function over continuous variables conditional on the discrete variables.
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ing belief update.
Initialization plays an important role in the Lauritzen and Jensen [9] architecture. It produces a Lauritzen and Spiegelhal-
ter-like junction tree representation [11] where clique potentials are conditioned on the continuous variables of the parent
separator. This ensures that a variable Y 2 C is only propagated when inserting evidence on Y or when computing the mix-
ture marginal for Y.
To facilitate the combination of CG potentials a complex recursive combination operator is introduced. The recursive
combination operator is required during initialization in order to combine a CG potential /2 with another CG potential /1
when the intersection of the domain of /1 and the head of /2 is non-empty, i.e., Hð/2Þ \ domð/1Þ 6¼ ; (and vice verse).
The need for conditioning, recursive combination, and complex matrix operations is eliminated in both the Cowell [4] and
the present architectures.
Example 4.1. Fig. 9 shows a CLG Bayesian network and its junction treeT. The initial clique potentials are as speciﬁed in the
ﬁgure.
In the Lauritzen and Jensen [9] architecture initialization of T requires a recursive combination operation [9] when the
clique potential /C1 ¼ /ðY1;Y3jX1;Y2Þ of the root X1Y1Y2Y3 is combined with the separator potential /S ¼ /ðY2jY1Þ received
from Y1Y2Y4 as Hð/SÞ \ domð/C1 Þ 6¼ ; and Hð/C1 Þ \ domð/SÞ 6¼ ;.
The combination of /ðY1;Y3jX1;Y2Þ and /ðY2jY1Þ can only be computed using recursive combination as head and tail
variables are overlapping. Recursive combination is a complex operation based on decomposing the factors of a combination
recursively until factors can be combined using combination. This is the cost of combining factors associated with a clique.
Thus, ﬁrst factors are combined to form the initial clique potential and subsequently the clique potential is decomposed in
order to support combination with messages received from adjacent separators. The recursive decomposition may (in
principle) be repeated for each incoming message.
In the proposed architecture initialization amounts to associating probability distributions and densities with cliques of
T. The prior distribution of each variable is readily computed using the EXCHANGE operation. Recursive combination is not
necessary as potentials contain univariate density functions only.
The Lauritzen and Jensen [9] architecture calculates weakmarginals during DISTRIBUTE. This is not the case for the Cowell [4]
nor the present architecture.
4.3. Madsen
The present architecture is quite different from the architecture proposed by Madsen [14]. The latter architecture is an
extension of Madsen and Jensen [17] to the case of CLG Bayesian networks based on the propagation scheme of Lauritzen
and Jensen [9]. The Madsen architecture uses Variable Elimination [27,16] extended to continuous variables for computing
messages. A side-effect of using Variable Elimination is that distributions and densities may have more than one head var-
iable, i.e., regressions are not univariate and recursive combination and complex matrix operations may be required during
the initial COLLECT operation. In addition, a Lauritzen and Spiegelhalter-like architecture is created during the initial COLLECT
operation by conditioning the density functions associated with a clique on the continuous variables of the parent
separator.
The aforementioned properties imply a number of differences when compared to the present scheme. First, the Madsen
[14] architecture is based solely on the operations introduced by Lauritzen and Jensen [9] whereas the present scheme is
based on operations introduced by both Lauritzen and Jensen [9] and Cowell [4]. Second, in the Madsen [14] architecture
a Lauritzen and Spiegelhalter-like junction tree representation is obtained as the result of initialization, i.e., during the initial
COLLECT operation, the sender clique is conditioned on the continuous variables of the parent separator. Finally, in the present
scheme variables are eliminated using EXCHANGE operations and barren variable removals.Fig. 9. Initialization requires recursive combination in the Lauritzen and Jensen architecture.
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A preliminary performance analysis on a set of randomly generated CLG Bayesian networks has been made. Networks
with 50, 75, 100, 125, and 150 variables with different fractions of continuous variables (0, 0.25, 0.5, 0.75, 1) were randomly
generated (10 networks of each size). For each network, sets of evidence where generated randomly. The size of the evidence
set ranges from zero instantiated variables to all variables being instantiated. Ten sets of evidence were generated for each
size for each network. Table 1 shows statistics on the randomly generated networks for which test results are reported in this
paper. The experiments were performed using a Java implementation on a computer with an INTEL cpu T2400 1.83 GHz
and 2048 MB RAM running fedora.
We also compared the performance of the present architecture with the performance of the commercial implementation
of the Lauritzen and Jensen [9] architecture in the HUGIN Decision Engine. The time costs for the HUGIN Decision Engine
include initialization time costs, i.e., the cost of computing the initial clique potentials and performing the initial propaga-
tion. The HUGIN Decision Engine is implemented using the C programming language.
In the following two sections, we report on an experimental assessment of the cost of belief update and the impact of the
evidence insertion order on the cost of belief update. The average time cost of belief update is speciﬁed in seconds.
5.1. Belief update
Fig. 10 shows the average time cost of belief update in net50-4 whereas Fig. 11 shows the average size of the largest dis-
crete conﬁguration. A discrete conﬁguration is either the domain of a factor or the discrete conditioning set of a density. This
is an example where the proposed architecture is more efﬁcient than the implementation of Lauritzen and Jensen algorithm
in the HUGIN Decision Engine, see Fig. 13.
The present architecture maintains a factorization of clique and separator potentials into sets of factors and densities. This
decomposition implies that the largest discrete domain size considered during belief update is often signiﬁcantly smaller
than the discrete domain size of the largest clique in the strong junction tree. This insight is supported by the experimental
analysis, which indicates that the Lauritzen and Jensen [9] implementation runs out of memory on most networks with 75 or
more variables for a large fraction of the evidence sets whereas the present architecture runs out of memory on a much smal-
ler fraction of the evidence sets. Fig. 11 illustrates how the average largest discrete domain size decreases as jj increases.
Notice that the size of the largest discrete conﬁguration is decreasing with the number of instantiations and is often signif-
icantly smaller than the state space size of the largest clique in the corresponding junction tree.
For networks with only discrete or only continuous variables, the Lauritzen and Jensen implementation is faster than the
implementation of the proposed architecture. However, for some networks with a fraction of 0.25 or 0.5 continuous variables
Lauritzen and Jensen is signiﬁcantly slower than the proposed architecture.
The typical decrease in average time cost as jj increases for lazy propagation is not as signiﬁcant on CLG Bayesian net-
works. The reason is that computing marginal densities is a dominant and a non-constant factor in the time cost of belief
update. A signiﬁcant amount of the total time for belief update is spent on computing posterior mixture marginals. In the
proposed architecture the number and the computational cost of PUSH operations is reduced by a decomposition of clique
and separator potentials. The signiﬁcance of the decrease depends on the ratio of continuous variables. Fig. 12 shows the
average time cost of computing marginals in net50-4. Notice that a signiﬁcant amount of the time cost originates from com-
puting marginals.
On most of the networks considered in the tests where belief update is feasible the implementation of Lauritzen and Jen-
sen [9] in the HUGIN Decision Engine is most efﬁcient (typically networks with less than 75 variables). Two main pointsTable 1
Statistics on the CLG Bayesian networks for which tests results are reported in this paper
Network jXj jCj maxC2CsðCÞ sðCÞ
net50-2-0 50 42 1152 5014
net50-2-0.25 50 42 2048 4216
net50-2-0.5 50 42 1024 2184
net50-2-0.75 50 42 1536 2294
net50-2-1 50 42 1 42
net50-4-0 50 42 3888 18,084
net50-4-0.25 50 39 186,624 231,309
net50-4-0.5 50 38 165,888 218,656
net50-4-0.75 50 39 1728 2444
net50-4-1 50 40 1 40
net75-0-0 75 67 768 5962
net75-0-0.25 75 64 8192 12,044
net75-0-0.5 75 63 9216 13,302
net75-0-0.75 75 63 4608 6,390
net75-0-1 75 65 1 65
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ations than the implementation of the proposed architecture and the inference engine of the HUGIN Decision Engine has
been optimized to improve efﬁciency of inference for decades.
The HUGIN Decision Engine has an efﬁcient implementation of the Lauritzen and Jensen [9] architecture extended with
ideas taken from lazy propagation (e.g., exploiting evidence separation properties and variable instantiations). In addition,
the HUGIN Decision Engine is implemented using the C programming language. Fig. 13 shows an example where lazy prop-0
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works with 25% and 50% continuous variables are shown). Notice how the performance of HUGIN Decision Engine improves
with the size of the evidence set. This improvement is mainly caused by exploiting properties of lazy propagation and a
reduction in the number of (continuous) marginals to compute.
The proposed architecture is able to take better advantage of irrelevance and independence properties induced by the
structure of the graph and the evidence. This implies that the proposed architecture is able to solve more complex models
than the traditional inference algorithms.
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Discrete evidence D is inserted into the strong junction tree T as part of the initialization of T. Discrete evidence D is
exploited to reduce the sizes of distributions and conditioning sets of densities as illustrated by the results reported in the
previous section. Continuous evidence C, on the other hand, is inserted as part of the COLLECT operation. Inserting a piece of
continuous evidence Y requires that the marginal mixture density fY ðY j0; IÞ where I  D and 0   is computed. The mar-
ginal density fYðYj0; IÞ is computed by recursive PUSH operations moving the density fY towards the strong root. The cost of
inserting Y depends on how many PUSH operations are required to compute fY . The recursion is terminated once the bound-
ary clique is reached. The set of boundary cliques changes as elements of C are inserted. In this way, the cost of inserting Y
depends on which elements of C have already been inserted. A result of this is that the order of inserting continuous evi-
dence may an impact on the cost of belief update.
The objective of sorting the elements of Y is to move the boundary cliques as far down the junction tree as possible as
soon as possible. This will increase the efﬁciency of inserting continuous evidence as fewer PUSH operations are required in
the insertion of evidence.
The evidence sorting algorithm is based on a simple search over the cliques of the junction tree. A partial order of the
continuous evidence is constructed by a depth-ﬁrst search for continuous evidence variables from the root clique. Evidence
inserted to the same clique is not sorted.
Example 5.1. Fig. 14 shows a CLG Bayesian network where the order in which (continuous) evidence is inserted has a
signiﬁcant impact on the cost of belief update.
An optimal strong junction tree for this network has as root a clique with one continuous variable and all discrete
variables. This implies maxC2CsðCÞ ¼ kXkn where n is the number of discrete variables.
Fig. 15 shows the time and space costs of belief update for n ¼ 6 and kXk ¼ 10, respectively. The two evidence insertion
orders are a partial order constructed by a recursive search for evidence variables from the root (Partial) and the revere of this
order (Reverse). Given this conﬁguration maxC2CsðCÞ ¼ 106.
The results of this preliminary evaluation shows that the evidence insertion order can have a signiﬁcant impact on the
performance of belief update.
Since the previous example may be considered as naïve, we perform an empirical assessment of the potential impact of
the evidence insertion order on a set of randomly generated networks and randomly generated continuous evidence.
To assess the impact of the evidence insertion order on the cost of belief update, we compare the cost of belief update
where evidence is sorted such that evidence on variables in cliques closer to the root is inserted before evidence on variables
in cliques further away from the root with the cost of belief update when evidence is inserted in the reverse order.Fig. 14. The (continuous) evidence insertion order has a signiﬁcant impact on the cost of belief update for this network.
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considered while Fig. 17 shows the average largest discrete conﬁguration for belief update in net-75-0 where evidence is
sorted and only continuous evidence is considered. From the two ﬁgures, it is clear that sorting continuous evidence may
have a signiﬁcant impact on both time and space cost of belief update.
Fig. 18 compares the average time cost of belief update in net-75-0 for different evidence insertion orders while Fig. 19
compares the average space cost of belief update.
From the experiments, it is clear that the evidence insertion order may have a signiﬁcant impact on the performance of
belief update.
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An architecture for belief update in CLG Bayesian networks based on lazy propagation where messages are computed
using EXCHANGE operations and barren variable eliminations has been presented. The architecture is based on extended ver-
sions of operations introduced by Lauritzen and Jensen [9] and Cowell [4].
A.L. Madsen / International Journal of Approximate Reasoning 49 (2008) 503–521 521Shenoy [25] describes a method for belief update in hybrid Bayesian networks based on belief update in CLG Bayesian
networks using the Lauritzen and Jensen algorithm. The basic idea is to transform the hybrid Bayesian network into a
CLG Bayesian network and use the Lauritzen and Jensen algorithm for belief update, i.e., an arbitrary continuous distribution
is represented as a mixture of Gaussian distributions. This implies that the transformation often revises the structure of the
DAG and it may even introduce additional discrete (selector) variables. For this approach to be efﬁcient in practice, it is
important that the belief update algorithm is efﬁcient and it is an advantage if the belief update algorithm can exploit irrel-
evance and independence properties during belief update. These are features of the algorithm proposed in this paper. This
makes the proposed algorithm an interesting choice for belief update when using the transformation proposed by Shenoy
[25] for belief update in hybrid Bayesian networks.
In Section 5, we have analyzed the performance of the proposed architecture on a set of randomly generated networks
and evidence sets. Despite a signiﬁcant difference in the efﬁciency of table operations the proposed architecture is – in some
cases – more efﬁcient than a commercial implementation of the Lauritzen and Jensen architecture. Furthermore, we have
analyzed the impact of the evidence insertion order for continuous evidence. The results of the experiments show that
the continuous evidence insertion order may have a signiﬁcant impact on the cost of belief update.
The results of the performance evaluation indicate a signiﬁcant potential of the proposed architecture.
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