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Abstract
For every ε > 0, we give an exp(O˜(
√
n/ε2))-time algorithm for the 1 vs 1− ε Best Separable
State (BSS) problem of distinguishing, given an n2×n2 matrixM corresponding to a quantum
measurement, between the case that there is a separable (i.e., non-entangled) state ρ that M
accepts with probability 1, and the case that every separable state is accepted with probability
at most 1− ε. Equivalently, our algorithm takes the description of a subspace W ⊆ Fn2 (where
F can be either the real or complex field) and distinguishes between the case that W contains a
rank one matrix, and the case that every rank one matrix is at least ε far (in ℓ2 distance) from
W .
To the best of our knowledge, this is the first improvement over the brute-force exp(n)-time
algorithm for this problem. Our algorithm is based on the sum-of-squares hierarchy and its
analysis is inspired by Lovett’s proof (STOC ’14, JACM ’16) that the communication complexity
of every rank-n Boolean matrix is bounded by O˜(
√
n).
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1 Introduction
Entanglement is one of the more mysterious and subtle phenomena in quantum mechanics. The
formal definition is below (Definition 1.2), but roughly speaking, a joint quantum state ρ of two
sub-systems A and B is entangled if a quantum measurement of one system can affect the other
system in a way that cannot be captured using classical correlations. A non-entangled state is
called separable. Entanglement has often been talked of as "spooky interaction at a distance" and
is responsible for many of the more counter-intuitive features of quantum mechanics. It is also a
crucial aspect of quantum algorithms that obtain speedups over the best known classical algorithms,
and it may be necessary for such speedups [Vid03].
One of the indicators of the underlying complexity of entanglement is that even given the full
description of a quantum state ρ as a density matrix, there is no known efficient algorithm for
determining whether ρ is entangled or not. Indeed, the best known algorithms take time which is
exponential in the dimension of the state (which itself is exponential in the number of underlying
qubits). This is in contrast to the classical case, where there is an efficient algorithm for the
analogous problem of finding whether a given probability distribution µ over a universe A×B is a
product distribution which can be done by simply computing the rank of the PDF of µ when viewed
as a matrix.
Given the inherently probabilistic and noisy setting of quantum computing, an arguably better
motivated question is the robust version of distinguishing between the case that a state ρ is separable,
and the case that it is ε-far from being separable, in the sense that there exists some measurement
M that accepts ρ with probability p but accepts every separable state with probability at most p−ε.
This problem is known as the Quantum Separability Problem with parameter ε. Gharibian [Gha10],
improving on Gurvits [Gur03], showed that this problem is NP hard when ε is inversely polynomial in
the dimension of the state. Harrow and Montanaro [HM13] showed that, assuming the Exponential
Time Hypothesis, there is no no(logn) time algorithm for this problem for ε which is a small constant.
A closely related problem, which is the one we focus on in this paper, is the Best Separable State
(BSS) problem.1 In the BSS problem, the input is a measurement M on a two part system and
two numbers 1 > c > s > 0 and the goal is to distinguish between the YES case that there is a
separable state that M accepts with probability at least c and the NO case that M accepts every
separable state with probability at most s. In particular, certifying that a particular measurement
M satisfies the NO case is extremely useful since it implies that M can serve as an entanglement
witness [HHH96, LKCH00], in the sense that achieving acceptance probability with M larger than
s certifies the presence of entanglement in a state. Such entanglement witnesses are used to certify
entanglement in experiments and systems such as candidate computing devices [Ved08], and so
having an efficient way to certify that they are sound (do not accept separable states) can be
extremely useful.
Analogous to the quantum separability problem, the BSS problem is NP hard when c − s =
1/poly(n) [BT09, Gur03] and Harrow and Montanaro [HM13, Corollary 13(i)] show that (assum-
ing the ETH) there is no no(logn) time algorithm for BSS1,1/2. An outstanding open question is
whether the [HM13] result is tight : whether there is a quasi-polynomial time algorithm for BSSc,s
for some constants 1 > c > s > 0. This question also has a quantum complexity interpretation. A
measurement on a two part system can be thought of as a verifier (with hardwired input) that in-
1Using the connection between optimization and separation oracles in convex programming, one can convert a
sufficiently good algorithm for the search variant of one of these problems to the other. See [HM13, Sec. 4.2] for a
thorough discussion of the relations between these and many other problems.
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teracts with two provers. Requiring the state to be separable corresponds to stipulating that the two
provers are not entangled. Thus it is not hard to see that an algorithm for BSSc,s corresponds to an
algorithm for deciding all languages in the complexity class QMA(2) of two prover quantum Merlin
Arthur systems with corresponding completeness and soundness parameters c and s respectively. In
particular, a quasi-polynomial time algorithm for BSS0.99,0.5 would imply that QMA(2) ⊆ EXP ,
resolving a longstanding problem in quantum complexity.2
In 2004, Doherty, Parrilo and Spedalieri [DPS04] proposed an algorithm for the BSS problem
based on the Sum of Squares semidefinite programming hierarchy [Par00, Las01]. It is not known
whether this algorithm can solve the BSSc,s problem (for constants c > s) in quasi-polynomial
time. However Brandão, Christandl and Yard [BaCY11] showed that it runs in quasi-polynomial
time when the measurement M is restricted to a special class of measurements known as one-way
local operations and classical communications (1-LOCC). Brandão and Harrow [BH15] showed that
similar performance for these types of measurements can be achieved by an algorithm based on
searching on an appropriately defined ε-net.
1.1 Non quantum motivations
The BSS problem is actually quite natural and well motivated from classical considerations. As
we’ll see in Section 2 below, it turns out that at its core lies the following problem:
Definition 1.1 (Rank one vector in subspace problem). Let F ∈ {R,C} and ε > 0. The ε rank
one vector problem over F is the task of distinguishing, given a linear subspace W ⊆ Fn2 , between
the case that there is a nonzero rank one matrix L ∈ W and the case that ‖L−M‖F > ε‖L‖F for
every rank one L and M ∈ W.3
This is arguably a natural problem in its own right. While solving this problem exactly (i.e.,
determining if there is a rank one solution to a set of linear equations) is the same as the NP hard
task of solving quadratic equations, it turns out that we can obtain non-trivial algorithmic results
by considering the above notion of approximation. Indeed, our main result implies an exp(O˜(
√
n))
time algorithm for this problem for any constant ε > 0 in both the real and complex cases.
1.2 Our results
In this work we give a 2O˜(
√
n) time algorithm for the BSS1,s problem for every constant s < 1. We
now make the necessary definitions and state our main result.4
Definition 1.2. A quantum state on a system of m elementary states (e.g., a logm-qubit register)
is an m × m complex Hermitian matrix ρ (known as a density matrix ) such that Tr ρ = 1. A
quantum state ρ is pure if it is of the form ρ = ww∗ for some unit vector w ∈ Cm. Otherwise we
say that ρ is mixed. Note that every mixed state ρ is a convex combination of pure states.
2For more on information on this problem and its importance, see the presentations in the recent workshop
http://qma2016.quics.umd.edu/ that was dedicated to it.
3For a k ×m matrix A, we denote by ‖A‖F its Frobenius norm, defined as
√∑
i,j |Ai,j |
2 = Tr(AA∗)1/2, which is
the same as taking the ℓ2 norm of the matrix when considered as an km-dimensional vector.
4For the sake of accessibility, as well as to emphasize the connections with non-quantum questions, we use standard
linear algebra notation in this paper as opposed to Dirac’s ket notation that is more common in quantum mechanics.
A vector u is a column vector unless stated otherwise, and u∗ denotes the complex conjugate transpose of the vector
u. If u is real, then we denote its transpose by u⊤. See the lecture notes [BCHW16] for a more complete coverage of
separability and entanglement.
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If m = n2, and we identify [m] with [n] × [n] then an m-dimensional pure quantum state
ρ = ww∗ ∈ Cm2 is separable if the vector w ∈ Cm is equal to uv∗ for some u, v ∈ Cn. A general
state ρ is separable if it is a convex combination of separable pure states. That is, ρ = E(uv∗)(uv∗)∗
where the expectation is taken over a distribution supported over pairs of unit vectors u, v ∈ Cn. A
state that is not separable is called entangled.
A quantum measurement operator is an m × m complex Hermitian matrix M such that 0 
M  I. The probability that a measurement M accepts a state ρ is Tr(ρM).
Theorem 1.3 (Main result). For every s < 1, there is a 2O˜(
√
n) time algorithm, based on O˜(
√
n)
rounds of the sos hierarchy, that on input an n2×n2 measurement operatorM, distinguishes between
the following two cases:
• YES: There exists a separable state ρ ∈ Cn2×n2 such that Tr(ρM) = 1.
• NO: For every separable ρ ∈ Cn2×n2 , Tr(ρM) 6 s
To our knowledge, this algorithm is the first for this problem that beats the brute force bound
of 2O(n) time for general measurements.
Like the algorithms of [DPS04, BaCY11], our algorithm is based on the sum of squares SDP
hierarchy, but we introduce new techniques for analyzing it that we believe are of independent
interest. As we discuss in Section 8, it is a fascinating open question to explore whether our
techniques can be quantitatively strengthened to yield faster algorithms and/or extended for other
problems such as the 2 to 4 norm and small set expansion, that have been shown to be related to the
BSS problem by [BBH+12] (albeit in a different regime of parameters than the one we deal with in
this work). As we remark below, this question seems related to other longstanding open questions in
computer science and in particular to the log rank conjecture in communication complexity [LS88].
Remark 1.4 (Imperfect completeness). We state our results for the case of perfect completeness for
simplicity, but all of the proofs extend to the case of “near perfect completeness” where in the YES
case we replace the condition Tr(ρM) = 1 with the condition Tr(ρM) = 1 − 1n (see Remark 4.3).
It is an interesting open problem to find out whether our results can extend to the setting where in
the YES case Tr(ρM) = 1− ε for some absolute constant ε. We conjecture that this is indeed the
case.
Remark 1.5 (Real vs complex numbers). While the natural setting for quantum information theory
is the complex numbers, much of the power and interest already arises in the case of the real numbers,
which is more natural for the sos algorithm (though it does have complex-valued generalization).
For our purposes, there’s no difference between the real and the complex cases - we give a reduction
from the complex case to the real case in Section B of the Appendix. Thus, from now on, we will
focus solely on the case that all operators, subspaces, matrices are real.
2 Our techniques
Our algorithm follows a recent paradigm of constructing rounding algorithms for the sum of squares
sdp by considering its solutions as "pseudo-distributions" [BKS16]. These can be thought of as
capturing the uncertainty that a computationally bounded solver has about the optimal solution
of the given problem, analogous to the way that probability distributions model uncertainty in the
classical information-theoretic Bayesian setting.
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Somewhat surprisingly, our main tool in analyzing the algorithm are techniques that arose in
proof of the currently best known upper bound for the log rank conjecture [LS88]. This conjecture
has several equivalent formulations, one of which is that every N ×N matrix A with Boolean (i.e.,
0/1) entries and rank at most n, contains a submatrix of size at least 2− poly log(n)N × 2− poly log(n)N
that is of rank one.5 The best known bound on the log rank conjecture is by Lovett [Lov14] who
proved that every such matrix contains a submatrix of size at least 2−O˜(
√
n)N × 2−O˜(
√
n)N .
Our algorithm works by combining the following observations:
1. Lovett’s proof can be generalized to show that every N ×N rank n real (or complex) matrix
A (not necessarily with Boolean entries) contains a 2−O˜(
√
n)N × 2−O˜(
√
n)N submatrix that is
close to rank one in Frobenius norm.
2. If µ is an actual distribution over solutions to the sos program for the BSS problem on dimen-
sion n, then we can transform µ into an N ×N rank n matrix A = A(µ) such that extracting
an approximate solution from A in time 2O˜(k) can be done if A contains an approximately
rank one submatrix of size at least 2−kN × 2−kN .
3. Moreover all the arguments used to establish steps 1 and 2 above can be encapsulated in the
sum of squares framework, and hence yield an algorithm that extracts an approximately opti-
mal solution to the BSS problem from a degree O˜(
√
n) pseudo-distribution µ that "pretends"
to be supported over exact solutions.
Thus, even though in the sos setting there is no actual distribution µ, and hence no actual matrix
A, we can still use structural results on this "fake" (or "pseudo") matrix A to obtain an actual
rounding algorithm. We view this as a demonstration of the power of the "pseudo distribution"
paradigm to help in the discovery of new algorithms, that might not seem as natural without placing
them in this framework.
2.1 Rounding from rank one reweightings
We now give a more detailed (yet still quite informal) overview of the proof. As mentioned above,
we focus on the case that the n2 × n2 measurement matrix M is real (as opposed to complex )
valued.
Let W ⊆ Rn2 be the subspace of vectors X such that X⊤MX = ‖X‖2 (this is a subspace since
M  I and hence W is the eigenspace of M corresponding to the eigenvalue 1). We pretend that
the sos algorithm yields a distribution µ over rank one matrices of the form X = uv⊤ such that
X ∈ W. When designing a rounding algorithm, we only have access to marginals of µ, of the form
Eµ f(X) for some "simple" function f (e.g., a low degree polynomial). We need to show that we can
use such "simple marginals" of µ to extract a single rank one matrix u0v
⊤
0 that has large projection
into W.
We start with the following simple observation:
Lemma 2.1. If µ is a distribution over matrices X in a subspace W ⊆ Rn2 such that the expectation
EµX is approximately rank one, in the sense that ‖L−EµX‖F 6 ε‖L‖F for some rank one matrix
L, then Tr(Mρ) > 1− 2ε2 where ρ is the pure separable state ρ = LL⊤/‖L‖2F .
5The original formulation of the log rank conjecture is that every such matrix has communication complexity at
most poly log(n), and Nisan and Wigderson [NW94] showed that this is equivalent to the condition that such matrices
contains a monochromatic submatrix of the above size. Every monochromatic submatrix is rank one, and every rank
one submatrix of size s× s of a Boolean valued matrix contains a monochromatic submatrix of size at least s
2
× s
2
.
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Proof. Since µ is supported over matrices inW, EµX is inW. But this means that the ℓ2 (i.e., Frobe-
nius) norm distance of L to the subspaceW is at most ε‖L‖F . Since Tr(XX⊤M) = Tr(X⊤MX) =
‖X‖2F for every X ∈ W, the value Tr(LL⊤M) will be at least as large as the norm squared of the
projection of L to W.
In particular this means that if we were lucky and the condition of Lemma 2.1’s statement
occurs, then it would be trivial for us to extract from the expectation EµX (which is a very
simple marginal) a rank one matrix that is close to W, and hence achieves probability 1− ε in the
measurement M. Note that even if every matrix in the support of µ has unit norm, the matrix L
could be of significantly smaller norm. We just need that there is some dimension-one subspace on
which the cancellations among these matrices are significantly smaller than the cancellations in the
rest of the dimensions.
Of course there is no reason we should be so lucky, but one power that the marginals give us
is the ability to reweight the original distribution µ. In particular, for every "simple" non-negative
function ζ : Rn
2 → R+, we can compute the marginal Eµζ X where µζ is the distribution over
matrices where Pµζ [X] (or µζ(X) for short) is proportional to ζ(X)µ(X). As such when working
with the solutions to the degree k sos algorithm, we are only able to reweight using functions ζ that
are polynomials of degree at most k, but for the purposes of this overview, let us pretend that we
can reweight using any function that is not too "spiky" and make the following definition:
Definition 2.2. Let µ be a probability distribution. We say that a probability distribution µ′ is
a k-deficient reweighting of µ if ∆KL(µ
′‖µ) 6 k where ∆KL(µ′‖µ) denotes the Kullback-Leibler
divergence of µ′ and µ, defined as EX∼µ′ log(µ′(X)/µ(X)).
At least at a "moral level", the following theorem shows that a k-deficient reweighting (for
k ≪ n) can be helpful to prove our main result:
Theorem 2.3 (Rank one reweighting). Let µ be any distribution over rank one n×n matrices and
ε > 0. Then there exists an
√
n poly(1/ε)-deficient reweighting µ′ of µ and a rank one matrix L
such that
‖L− E˜
µ′
X‖F 6 ε‖L‖F
One of the results of this paper is a proof of Theorem 2.3 (see Section 2.3). It turns out that
this can be done using ideas from the works on the log rank conjecture.
2.2 From monochromatic rectangles to rank one reweightings
What does Theorem 2.3 has to do with the log rank conjecture? To see the connection let us
imagine that the distribution µ is flat in the sense that it is a uniform distribution over rank one
matrices {u1v⊤1 , . . . , uNv⊤N} (this turns out to be essentially without loss of generality) and consider
the n×N matrices U and V whose columns are u1, . . . , uN and v1, . . . , vN respectively. The n× n
matrix E˜µ uiv
⊤
i is proportional to UV
⊤. This matrix has the same spectrum (i.e., singular values)
as the N×N matrix U⊤V . Hence, UV ⊤ is close to a rank one matrix if and only if U⊤V is, since in
both cases this happens when the square of the top singular value dominates the sum of the squares
of the rest of the singular values. Now a flat distribution µ′ with ∆KL(µ′‖µ) 6 k corresponds
to the uniform distribution over {uiv⊤i }i∈I where I ⊆ [N ] satisfies |I| > 2−kN . We can see that
Eµ′ uiv
⊤
i will be approximately rank one if and only if the submatrix of U
⊤V corresponding to I is
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approximately rank one. Using these ideas it can be shown that Theorem 2.3 is equivalent to the
following theorem:6
Theorem 2.4 (Rank one reweighting—dual formulation). Let A be any N ×N matrix of rank at
most n. Then there exists a subset I ⊆ [N ] with with |I| > exp(−√n poly(1/ε))N and a rank one
matrix L such that
‖L−AI,I‖F 6 ε‖L‖F
where AI,I is the submatrix corresponding to restricting the rows and columns of A to the set I.
One can think of Theorem 2.4 as an approximate and robust version of Lovett’s result [Lov14]
mentioned above. Lovett showed that every N × N matrix of rank n with Boolean entries has
a 2−O˜(
√
n)N × 2−O˜(
√
n)N submatrix that is of exactly rank 1. We show that the condition of
Booleanity is not needed if one is willing to relax the conclusion to having a submatrix that is only
approximately rank 1. It is of course extremely interesting in both cases whether the bound of
O˜(
√
n) can be improved further, ideally all the way to polylog(n). In the Boolean setting, such a
bound might prove the log rank conjecture,7 while in our setting such a bound (assuming it extends
to "pseudo matrices") would yield a quasipolynomial time algorithm for BSS, hence showing that
QMA(2) ⊆ EXP . It can be shown that as stated, Theorem 2.3 is tight. However there are different
notions of being "close to rank one" that could be useful in both the log-rank and the quantum
separability setting, for which there is hope to obtain substantially improved quantitative bounds.
We discuss some of these conjectural directions in Section 8.
2.3 Overview of proof
In the rest of this technical overview, we give a proof sketch of Theorem 2.4 and then discuss how
the proof can be "lifted" to hold in the setting of sum of square pseudo-distributions. The condition
that a matrix A is of rank n is the same as that A = UV ⊤ where U, V are two n × N matrices
with columns u1, . . . , uN and v1, . . . , vN respectively (i.e., Ai,j = 〈ui, vj〉 for all i, j ∈ [N ]). We
will restrict our attention to the case that all the columns of U and V are of unit norm. (This
restriction is easy to lift and anyway holds automatically in our intended application.) In this
informal overview, we also restrict attention to the symmetric case, in which A = A⊤ and can be
written as A = UU⊤ and also assume that U is isotropic, in the sense that Ei∈[N ] uiu⊤i =
1
n Id.
Our inspiration is Lovett’s result [Lov14] which establishes a stronger conclusion for Boolean
matrices. In particular, our proof follows Rothvoß’s proof [Rot14] of Lovett’s theorem, though the
non-Boolean setting does generate some non-trivial complications. The N × N matrix A satisfies
that Ai,j = 〈ui, uj〉. An equivalent way to phrase our goal is that we want to find a subset I ⊆ [N ]
over the indices such that:
(i) |I| > exp(−O˜(√n))N .
6To show this formally we use the fact that by Markov, every distribution µ′ with ∆KL(µ
′‖U[N]) = logN−H(µ
′) =
k is ε-close to a distribution with min entropy logN − O(k/ε) and every distribution of the latter type is a convex
combination of flat distributions of support at least N2−O(k/ε).
7We note a caveat that this depends on the notion of “approximate” used. Gavinsky and Lovett [GL14] showed
that to prove the log rank conjecture it suffices to find a in a rank n Boolean matrix a rectangle of measure
exp(− polylog(n)) that is nearly monochromatic in the sense of having a 1 − 1/O(n) fraction of its entries equal.
In this paper we are more concerned with rectangles whose distance to being rank one (or monochromatic) is some
ε > 0 that is only a small constant or 1/polylog(n).
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(ii) If λ1 > λ2 > · · ·λn are the eigenvalues of Ei∈I uiu⊤i then ε2λ21 >
∑n
j=2 λ
2
j
We will chose the set I probabilistically and show that (i) and (ii) above hold in expectation. It
is not hard to use standard concentration of measure bounds to then deduce the desired result but
we omit these calculations from this informal overview.
Our initial attempt for the choice of I is simple, and is directly inspired by [Rot14]. We choose
a random standard Gaussian vector g ∈ N(0, 1n Id) (i.e., for every i, gi is an independent standard
Gaussian of mean zero and variance 1/n). We then define Ig = {i : 〈g, ui〉 >
√
k/n} where
k = O˜(
√
n) is a parameter to be chosen later. Since ui is a unit vector, 〈g, ui〉 is a Gaussian of
variance 1/n, and so for every i, the probability that i ∈ Ig is exp(−O(k)) hence satisfying (i) in
expectation.
The value λ1 of Ei∈I uiu⊤i will be at least Ω(k/n) in expectation. Indeed, we can see that the
Gaussian vector g that we choose (which satisfies ‖g‖2 = 1 ± o(1) with very high probability) will
satisfy that g⊤
(
Ei uiu
⊤
i
)
g = Ei∈Ig〈ui, g〉2 > k/n and hence in expectation the top eigenvalue of
Ei uiu
⊤
i will be at least (1− o(1))k/n.
So, if we could only argue that in expectation it will hold that
∑n
j=1 λ
2
j ≪ k2/n2 = polylog(n)/n
then we’d be done. Alas, this is not necessarily the case. However, if this does fail, we can see that
we have made progress, in the sense that by restricting to the indices in I we raised the Frobenius
norm of Euiu
⊤
i from the previous value of 1/n (under the assumption that U was isotropic) to
polylog(n)/n. Our idea is to show that this holds in general: we can select a Gaussian vector g
and define the set Ig as above such that by restricting to the indices in Ig we either get an approx
rank one matrix or we increase the Frobenius norm of our expectation matrix by at least an (1+ ε)
factor for an appropriately chosen ε > 0. Since the latter cannot happen more than log n/ε times,
the final set of indices still has measure exp(−O˜(√n)).
In further rounds, if our current set of indices is I and the matrix (after subtracting from each
vector ui its expectation) UI = Ei∈I uiu⊤i =
∑n
j=1 λjvjv
⊤
j is not approximately rank one, then
rather than choosing g as a standard Gaussian, we choose it from the distribution N(0, UI) where
we use UI as the covariance matrix. The expected norm of g is simply Tr(UI) which equals 1. For
every i, the random variable 〈ui, g〉 is a Gaussian with mean zero and variance
∑n
j=1〈ui, vj〉λj . But
for every j in expectation over i, E〈ui, vj〉2 = λj and so it turns out that we can assume that this
random variable has variance
∑
λ2j = ‖UI‖2F .
This means that if we choose I ′ = {i ∈ I : 〈ui, g〉 >
√
k‖UI‖F } we get a subset of I with measure
exp(−O(k)). But now the new matrix UI′ = Ei∈I′ uiu⊤i will have an eigenvalue of at least k‖UI‖2F
magnitude which is much larger than ‖UI‖F since we chose k ≫
√
n. Hence UI′ has significantly
larger Frobenius norm than UI . The above arguments can be made precise and yield a proof of
Theorem 2.4 and thus also Theorem 2.3.
2.4 Rectangle lemma for pseudo-distributions
The above is sufficient to show that given N × n matrices U = (u1| · · · |uN ) and V = (v1| · · · |vn)
(which we view as inducing a distribution over rank one matrices by taking uiv
⊤
i for a random i),
we can condition on a not too unlikely event (of probability exp(−O˜(√n)) to obtain that Euiv⊤i is
roughly rank one. But in the sos setting we are not given such matrices. Rather we have access to
an object called a "pseudo-distribution" µ which we behaves to a certain extent as if it is such a
distribution, but for which it is not actually the case. In particular, we are not able to sample from
µ, or condition it on arbitrary events, but rather only compute Eµ f(X) for polynomials f of degree
7
at most O˜(
√
n), and even these expectations are only “pseudo expectations” in the sense that they
do not need to correspond to any actual probability distribution.
To lift the arguments above to the sos setting, we need to first show that if µ was an actual
distribution, then we could perform all of the above operations using only access to O˜(
√
n) degree
moments of µ. Then we need to show that our analysis can be captured by the degree O˜(
√
n) sos
proof systems. Both these steps, which are carried out in Sections 6 and 7 of this paper, are rather
technical and non-trivial, and we do not describe them in this overview.
For starters, we need to move from conditioning a probability distribution to reweighting it. All
of our conditioning procedures above had the form of restricting to i’s such that ξ(i) >
√
k where
ξ(i) was probabilistically chosen so that for every i ξ(i) is a a mean zero and standard deviation one
random variable satisfying P[ξ(i) = ℓ] = exp(−Θ(ℓ2)). We replace this conditioning by reweighting
the distribution i with the function ζ(i) = exp(
√
kξ(i)). Note that iterative conditioning based on
functions ξ1, . . . , ξt can be replaced with reweighting by the product function ζ1, . . . , ζt. We then
show that these ζj functions can be approximated by polynomials of O˜(k) degree.
The arguments above allow us to construct a rounding algorithm that at least makes sense
syntactically, in the sense that it takes the O˜(
√
n) degrees moments of µ and produces a rank one
matrix that is a candidate solution to the original matrix. To analyze this algorithm, we need to
go carefully over our analysis before, and see that all the arguments used can be embedded in the
sos proof system with relatively low degree. Luckily we can rely on the recent body of works that
establishes a growing toolkit of techniques to show such embeddings [BKS16].
3 Preliminaries
We use the standard O(·) and Ω(·) notation to hide absolute multiplicative constants. We define
S
n−1 to be the n − 1 dimensional unit sphere {x ∈ Rn : ∑i |xi|2 = 1}. For vectors x ∈ Rn, we
write ‖x‖ =
√∑n
i=1 x
2
i to denote the standard Euclidean norm. For matrices A ∈ Rn×n, we write
‖A‖ to denote the spectral norm: maxv:‖v‖=1 |〈v,Av〉| and ‖A‖F to denote the Frobenius norm:√∑
i,j A
2
i,j.
We use the following definitions related the sum of squares (sos) algorithm; see [BKS16] for a
more in-depth treatment.
Definition 3.1. Let n ∈ N and [x1, x2, . . . , xn]d be the subspace of all n-variate real polynomials
of degree at most d. A degree-d pseudo distribution µ over Rn is a finitely supported function from
R
n to R such that if we define E˜µ f =
∑
x∈Supp(µ) µ(x) · f(x) then E˜µ 1 = 1 and E˜µ f2 > 0 for every
f ∈ R[n]d/2. We call E˜µ f the pseudo-expectation of f with respect to µ. We will sometimes use the
notation E˜µ(x) f(x) to emphasize that we apply the pseudo expectation to the polynomial f that is
is taken with respect to the formal variables x.
If q ∈ R[x1, x2, . . . , xn]d′ , we say that a degree d pseudo distribution µ satisfies the constraint
{q > 0} if E˜µ q · f2 > 0 for every f ∈ R[n](d−d′)/2. We say that µ satisfies the constraint {q = 0} if
E˜ qf = 0 for every f ∈ R[x1, x2, . . . , xn]d. We say that µ(x) is a pseudo-distribution over the sphere
or the unit ball if it satisfies {‖x‖2 = 1} or {‖x‖2 6 1}.
If µ is a degree d pseudo-distribution and r ∈ R[x1, x2, . . . , xn]k a sum-of-squares polynomial
with k 6 d, then the degree d− k pseudo distribution µ′ = r · µ is called a degree-k reweighting of
µ. Note that µ′ satisfies all constraints of degree at most d− k that are satisfied by µ.
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The sos algorithm is given as input a set of constraints E , a polynomial q, and a parameter d, and
runs in time nO(d) and outputs the degree d pseudo-distribution µ that satisfies all the constraints in
E maximizes E˜µ q (see [BKS16]). In the special case of scalar real valued random variables, there’s
an actual distribution that agrees with a degree d pseudo-distribution on all degree at most d − 1
polynomials.
Fact 3.2 (See Corollary 6.14 in [Rez00], see also [Las15]). Suppose µ is a pseudo-distribution on
R of degree d. Then, there’s an actual distribution µ′ over R such that Eµ′ p = E˜µ p for every
polynomial p of degree at most d− 1.
4 The Algorithm
We now describe our algorithm, and show its analysis. A crucial tool for the analysis is the following
general structure theorem on distributions over rank one matrices:
Theorem 4.1 (Structure theorem for pseudo-distributions on rank one). Let ε > 0, let µ be a
pseudo-distribution over Sn−1 × Sn−1 of degree at least k + 2, where k = √n logC n/ε2 for an
absolute constant C > 1. Then, µ has a degree-k reweighting µ′ such that for u0 = Eµ′(u,v) u and
v0 = Eµ′(u,v) v, ∥∥∥∥u0v⊤0 − E˜µ′(u,v)uv⊤
∥∥∥∥
F
6 ε ·
∥∥∥u0v⊤0 ∥∥∥
F
.
Furthermore, we can find the reweighting polynomial p = µ′/µ in time 2O(k) and p has only rational
coefficients in the monomial basis with numerators and denominators of magnitude at most 2O(k).
Theorem 4.1 is proven in Section 5. Our algorithm uses it as follows:
Algorithm 4.1
Input: Subspace W ⊆ Rn2 (in the form of a basis), and parameter ε > 0.
Operation:
1. Let k =
√
n logC n/ε2 be set as in the statement of Theorem 4.1.
2. Run the sum-of-squares algorithm to obtain a degree k + 2 pseudo-distribution
µ over pairs of vectors (u, v) ∈ R2n that satisfies the constraint uv⊺ ∈ W and
‖u‖2 = ‖v‖2 = 1. If no such pseudo distribution exists, output FAIL.
3. Use the procedure from Theorem 4.1 to find a degree k reweighting µ′ of µ such
that ‖E˜µ′ uv⊺ − u0v0⊺‖F 6 ε‖u0v0⊺‖F where u0 = E˜µ′ u and v0 = E˜µ′ v.
4. Output u0v0
⊺.
As discussed in Section 2.1, the following theorem immediately implies our main result (Theo-
rem 1.3):
Theorem 4.2 (Analysis of algorithm). Let ε > 0 and W ⊆ Rn2 be a linear subspace. Then on input
a basis for W, if there exists a nonzero rank one matrix uv⊺ ∈ W then Algorithm 4.1 will output a
nonzero rank one matrix L such that ‖ΠWL‖2F > (1− ε2)‖L‖2F where ΠW is the projector to W.
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Proof. Under the assumptions of the theorem, there exists a nonzero rank one matrix uv∗ ∈ W
and by scaling we can assume ‖u‖ = ‖v‖ = 1 and hence the degree d SOS algorithm will return a
pseudo-distribution µ satisfying these constraints for every d. Since a reweighting µ′ of a pseudo-
distribution µ satisfies all constraints µ satisfies, we get that E˜µ′ uv
∗ ∈ W. Hence the ℓ2 (i.e.
Frobenius) distance between the nonzero rank one u0v
∗
0 output by Algorithm 4.1 and the subspace
W will be at most ε‖u0v∗0‖F thus completing the proof.
Remark 4.3 (Imperfect Completeness). Note that the proof would have gone through even if the
pseudo-distribution µ did not satisfy the condition that uv⊺ ∈ W but merely that ‖ΠW⊥uv⊺‖ ≪
‖u0v0⊺‖ where ΠV is the projector to a subspace V . The proof of Theorem 4.1 actually guarantees
that ‖u0v0⊺‖ > k/n which means that it suffices that ‖ΠWuv⊺‖2 > 1 − k2/n2 hence implying that
the proof works for the near perfect completeness case, as mentioned in Remark 1.4.
5 Structure Theorem
In this section, we prove that every pseudo-distribution over the unit sphere has a O˜(
√
n)-degree
reweighting with second moment close to rank-1 in Frobenius norm. As discussed in Section 2.2,
this theorem can be thought of as an approximate and robust variant of Lovett’s rectangle lemma
[Lov14].
Theorem 5.1 (Structure theorem, real symmetric version). Let ε > 0, let µ be a pseudo-distribution
over Sn−1 of degree at least k+2, where k =
√
n(log n)C/ε2 for an absolute constant C > 1. Then,
µ has a degree-k reweighting ("symmetric rank 1 reweighting") µ′ such that for m = Eµ′ x,∥∥∥∥mm⊺ − E˜µ′(x)xx⊺
∥∥∥∥
F
6 ε · ‖mm⊺‖F .
Furthermore, we can find the reweighting polynomial p = µ′/µ in time 2O(k) and p has only rational
coefficients in the monomial basis with numerators and denominators of magnitude at most 2O(k).
Remark 5.2. Our techniques extend to show similar structure theorem for pseudo-distributions over
rank r > 1. For e.g., in Section C of the Appendix, we give a higher-rank version of the structure
theorem.
The following more general version (see Section A for a proof) will be useful for the analysis
of our algorithm from the previous section. We note that the previous theorem suffices for the
symmetric analog of Algorithm 4.1.
Theorem 5.3 (2-Dimensional structure theorem). Let ε > 0, let µ be a pseudo-distribution over
(u1, u2) ∼ (Sn−1)2 of degree at least k + 2, where k =
√
n(log n)C/ε2 for an absolute constant
C > 1. Then, µ has a degree-k reweighting ("asymmetric rank 1 reweighting") µ′ such that for each
1 6 j 6 2 ∥∥∥∥mimi⊺ − E˜µ′(ui)uu⊺i
∥∥∥∥
F
6 ε · ‖mimi⊺‖F ,
where mi = Eµ′(ui) ui . Furthermore, we can find the reweighting polynomial p = µ
′/µ in time 2O(k)
and p has only rational coefficients in the monomial basis with numerators and denominators of
magnitude at most 2O(k).
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Theorem 5.3 directly implies Theorem 4.1. Indeed, if we write u = u0+u
′ and v = v0+v′ where
u′, v′ are mean zero random variables, then we see that
E(u0 + u
′)(v0 + v′)⊤ = u0v⊤0 + Eu
′v′⊤
but ‖Eu′v′⊤‖2 6 ‖Eu′u′⊤‖‖E v′v′⊤‖.
We present the proof of Theorem 5.3 which is similar to that of Theorem 5.1 in Section A of the
Appendix.
5.1 Reweighting Schemes
The proof of Theorem 5.1 is based on the following general results about existence of low-degree
SoS reweighting schemes. We prove these results in the following sections.
The first lemma shows that there’s a low-degree reweighting for any pseudo-distribution over an
interval in R such that the resulting distribution is concentrated around the old standard deviation.
Lemma 5.4 (Scalar Fixing Reweighting: Fixing a scalar around its standard deviation). Let µ be
a distribution over R satisfying {x 6 n} and E˜µ x2 > 1. Then, for some absolute constant C > 0,
there exists a reweighting ("scalar fixing reweighting") µ′ of µ of degree k = Cd log (n)/ε2 satisfying
E˜µ′(x − m)d 6 εdmd for some m satisfying |m| > 1. Moreover, the conclusions hold even for
pseudo-distributions µ of degree at least d+ k.
We consider this “fixing” the distribution, since if µ and µ′ were actual distributions, the con-
clusion of Lemma 5.4 would imply that Pµ′ [|x−m| > 2εm] 6 2−k.
Next, we show that for pseudo-distribution of degree at least O(d) over the d-dimensional unit
ball have O(d)-degree reweightings such that the resulting distribution is concentrated around a sin-
gle vector. This result is related to previous results on using high-degree sum-of-squares relaxations
for optimizing general polynomials over the unit sphere [DW12]. However, the previously known
bounds are not strong enough for our purposes.
Lemma 5.5 (Subspace Fixing Reweighting: Fixing a distribution in a subspace). For every C > 1
and δ > 0, there is some C ′, such that if µ is a distribution over the unit ball {x : ‖x‖ 6 1} of Rd
such that Eµ‖x‖2 > d−C then there is a degree k = dδ · (log d)C
′
reweighting µ′ of µ such that
∥∥∥∥ Eµ′(x)x
∥∥∥∥
2
> (1− δ) E
µ(x)
‖x‖2 .
Further, the reweighting polynomial p = µ′/µ can be found in time 2O(k), has all coefficients upper
bounded by 2O(k) in the monomial basis, and satisfies p(x) 6 kO(k)‖x‖k. The result extends to
pseudo-distributions µ of degree at least d = k+2, in which case, the reweighted pseudo-distribution
µ′ is of degree d− k.
We prove Lemma 5.5 in Section 7.
5.2 Proof of Structure Theorem
We now prove Theorem 5.1 using Lemmas 5.4, 5.5.
The key tool will be the following direct corollary of Lemma 5.5 that allows us to argue that we
make progress in every iteration of the Algorithm.
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Corollary 5.6. Fix ε > 0. Let µ be a distribution on Sn−1 such that ε ‖Eµ x‖2 <∥∥∥Eµ xx⊺ − E˜µ x E˜µ x⊺∥∥∥
F
. Then, for an absolute constant C, there’s a SoS polynomial p of degree
k =
√
n
ε log
C (n) such that the reweighting µ′ = µ·p satisfies ∥∥Eµ′ x∥∥2 > max{(1+ε/4) ‖Eµ x‖2 , 14√n}.
The result extends to pseudo-distributions µ of degree at least d = k+2, in which case, the reweighted
pseudo-distribution µ′ is of degree d− k.
Proof. The key observation is that under the hypothesis of the corollary, there’s a subspace S of
dimension at most
√
n+3 such that either E˜µ ‖ΠSx‖2 > 1√n or E˜µ[‖ΠSx‖
2] > (1+ε)
∥∥∥E˜µ x∥∥∥2, where
ΠS is the projector to the subspace S. Applying lemma 5.5 to the random variable ΠSx using a
k/δ poly log k degree reweighting (with k =
√
n+3 and δ = min{12 , ε/2} ) then yields a distribution
µ′ such that
∥∥∥E˜µ′ x∥∥∥2 > ∥∥∥E˜µ′ ΠSx∥∥∥2 > (1− δ) E˜µ ‖ΠSx‖2 giving us the corollary. We now prove the
observation in the two claims below to complete the proof.
For any subspace S, we write ΠS for the associated projector matrix.
Claim 5.7. Let µ be a pseudo-distribution on Rn of degree at least ⌈√n⌉+3. There exists a subspace
S of dimension at most ⌈√n⌉+ 1 such that
E˜
µ
‖ΠSx‖2 >
∥∥∥∥E˜µ xx⊺
∥∥∥∥
F
.
Proof. Let λ1 > λ2 > · · · > λn > 0 be the eigenvalues of E˜µ xx⊺. For ℓ = ⌈
√
n⌉ + 1, let S be the
subspace spanned by the eigenvectors corresponding to eigenvalues λ1, λ2, . . . , λℓ. For any x ∈ Rn,
let xS denote the projection of x to the subspace S.
Then, observe that ∑
i=ℓ+1
λ2i 6 nλ
2
ℓ+1 6
n
ℓ(ℓ− 1)
∑
i 6=j
λiλj . (5.1)
Thus, for xS = ΠSx,
(
E˜
µ
‖xS‖2
)2
=
(
ℓ∑
i=1
λi
)2
>
∑
i
λ2i +
∑
i 6=j∈[ℓ]
λiλj
>
∑
i6ℓ
λ2i +
ℓ(ℓ− 1)
n
n∑
i=ℓ+1
λ2i >
n∑
i=1
λ2i
=
∥∥∥∥E˜µ xx⊺
∥∥∥∥
2
F
. (5.2)
Claim 5.8. Let µ be a pseudo-distribution on Rn of degree at least ⌈√n⌉+ 4. Suppose ε ‖Eµ x‖2 <∥∥∥Eµ xx⊺ − E˜µ x E˜µ x⊺∥∥∥
F
. Then, there’s a subspace S of dimension at most ⌈√n⌉ + 2 such that
E˜µ ‖ΠSx‖2 > (1 + ε)
∥∥∥E˜µ x∥∥∥2 .
Proof. Observe that E˜µ(x − E˜µ x)(x − E˜µ x)⊺ = E˜µ xx⊺ − (E˜µ x)(E˜µ x)⊺. Thus, in particular, the
hypothesis implies that
∥∥∥E˜µ(x− E˜µ x)(x− E˜µ x)⊺∥∥∥
F
> ε
∥∥∥E˜µ x∥∥∥2 .
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Apply Claim 5.7 to the random variable (x − E˜µ x) and obtain a subspace S of dimension at
most ⌈√n⌉+ 1 such that
E˜
µ
∥∥∥∥ΠS(x− E˜µ x)
∥∥∥∥
2
>
∥∥∥∥E˜µ(x− E˜µ x)(x− E˜µ x)⊺
∥∥∥∥
F
> ε
∥∥∥∥E˜µ x
∥∥∥∥
2
. (5.3)
Let S′ be the subspace spanned by the direction of E˜µ x and S. Then, S′ has dimension at most
⌈√n⌉+ 2. We claim that S′ satisfies the requirements of the claim. To verify this, we estimate:
E˜
µ
‖ΠS′x‖2 = E˜
µ
∥∥∥∥ΠS′(x− E˜µ x)
∥∥∥∥
2
+ E˜
µ
∥∥∥∥ΠS′ E˜µ x
∥∥∥∥
2
+ 2 E˜
µ
〈ΠS′(x− E˜
µ
x),ΠS′ E˜
µ
x〉
> ε
∥∥∥∥E˜µ x
∥∥∥∥
2
+
∥∥∥∥E˜µ x
∥∥∥∥
2
+ 0
> (1 + ε)
∥∥∥∥E˜µ x
∥∥∥∥
2
,
where, in the second line, we used the lower bound on the first term computed above in (5.3), the
observation that S′ includes the direction of E˜µ x so ΠS′ E˜µ x = E˜µ x for the second term and the
observation that E˜µΠS′x− E˜µ x = 0 for computing the third term.
Proof of Theorem 5.1. Our proof of the structure theorem is algorithmic and uses Corollary 5.6
repeatedly. We describe the procedure below and then analyze it.
Algorithm 5.2
Input: d ∈ N, a pseudo-distribution µ of degree d, and parameter ε > 0.
Output: A pseudo-distribution µ′ of degree at least 2 such that∥∥∥∥E˜µ′ xx⊺ − (E˜µ′ x)(E˜µ′ x)⊺)
∥∥∥∥
F
6 ε
∥∥∥∥(E˜µ′ x)(E˜µ′ x)⊺
∥∥∥∥
F
= ε
∥∥∥∥E˜µ′ x
∥∥∥∥
2
. (5.4)
Operation:
1. Set µ′ ← µ.
2. If µ′ satisfies (5.4), output µ′ and halt.
3. Otherwise, apply the reweighting from Corollary 5.6 to µ′ and obtain a pseudo-
distribution µ′′.
4. Set µ′ ← µ′′ and go to Step 2.
Our main claim is that if the pseudo-distribution that we begin with has degree d >
O(1/ε2)
√
n logC+1 (n) then the procedure above terminates pseudo-distribution µ′ of degree at
least 2 as required. Let µ = µ0, µ1, . . . , µT be the sequence of pseudo-distributions constructed
when applying the procedure above with the final pseudo-distribution being µT .
If for some i > 1, µi−1 doesn’t satisfy the requirements of the structure theorem, then µi−1
satisfies the hypothesis for Corollary 5.6. We then set µi to be the reweighting of µi−1 as given by
Corollary 5.6 and obtain that
∥∥∥E˜µi x∥∥∥2 > (1 + ε/4)∥∥∥E˜µi−1 x∥∥∥2 .
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Further, observe that
∥∥∥E˜µ1 x∥∥∥2 > 1√n . Thus, in every iteration i > 1 such that the stopping con-
dition (5.4) is not reached, Corollary 5.6 guarantees that
∥∥∥E˜µi x∥∥∥2 grows at least by a multiplicative
(1+ε/4) factor. Thus, after O(1/ε) log (n) iterations, the procedure must halt given that the degree
d is large enough. Since every iteration requires a reweighting of degree
√
n
ε log
C (n) via Corollary 5.6,
the final µT has degree at least d − O(1/ε2)
√
n logC+1 (n). Thus, using d = O(1/ε2)
√
n logC+1 (n)
suffices.
6 Fixing scalar-valued random variables
In this section, we prove Lemma 5.4. We begin by restating it.
Lemma 6.1 (Scalar Fixing reweighting). Let µ be a distribution over R satisfying {x 6 n} and
E˜µ x
2 > 1. Then, for some absolute constant C, there exists a reweighting ("scalar fixing reweight-
ing") µ′ of µ of degree k = Cd log (n)/ε2 satisfying E˜µ′(x − m)d 6 εdmd for some m satisfying
|m| > 1. Moreover, the conclusions hold even for pseudo-distributions µ of degree at least d+ k.
It is instructive to derive intuition from a conditioning version of the lemma above for actual
probability distributions. Given a random variable x with distribution µ that has standard deviation
1 and is bounded in [−n, n], we know that with probability at least Θ( δ
n2
) that x2 > 1 − δ. As a
result, the probability of at least one of x > 1 − Θ(δ) or x 6 −(1 − Θ(δ)), say the former, is also
at least Θ( δn2 ). Next, we partition [1 − δ, n] into O(log (n)) intervals with end points differing by
a multiplicative factor of, say 1.1. Then, from the above calculation, there’s an interval in this
partition such that x is contained in it with probability at least Θ( δ
n2 log (n)
). Thus, if we condition
on x lying in the above chosen interval to obtain µ′, then KL(µ||µ′) 6 O(log (n) + log (1/δ)).
Our plan is to roughly implement the above conditioning argument for pseudo-distributions.
This demands that instead of conditioning, we use reweightings by low-degree SoS polynomials
and that further, all our arguments hold for low-degree pseudo-distributions with degree roughly
matching the KL-divergence bound above.
We will use a general trick in order to aid us in this task. Specifically, Fact 3.2 says that any
statement about expectations of degree d polynomials apply to all pseudo-distributions over R with
degree at least d + 1. We will rely on this fact heavily in what follows. We begin with a simple
claim that we will use repeatedly in what follows.
Lemma 6.2. Let µ be a pseudo-distribution of a random variable x over R. Let µ′ be obtained by
reweighting µ using x2ℓ for some ℓ ∈ N. Then, E˜µ′ x2 > E˜µ x2 so long as µ has degree at least 2ℓ+3.
Proof. Since the claim is about a pseudo-distribution over R, we can appeal to Fact 3.2 and
thus it suffices to show the result for arbitrary actual probability distributions over R. An ap-
plication of Holder’s inequality shows that E˜µ x
2
E˜µ x
2ℓ 6 E˜µ x
2ℓ+2. Rearranging yields, E˜µ′ x
2 =
E˜µ x
2ℓ+2/ E˜µ x
2ℓ > E˜µ x
2.
Our main technical tool is the following lemma that shows that if we take two reweightings µ1, µ2
of a distribution µ = µ0 associated with a random variable x over R such that the means Eµi x
2
remain roughly the same, then, under µ1, x
2 is concentrated around its mean under µ1. Notice that
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this is a statement about expectations of polynomials over arbitrary distributions over the real line
and will thus immediately extend to pseudo-distributions using Fact 3.2 as described above.
Lemma 6.3. Fix ε > 0 and d ∈ N. Let µ = µ0 be a distribution over R satisfying E˜µ(x) x2 = 1.
Then, for any k > 4 + 2d log (1/ε)ε , and for successive reweightings µ1 = µ · p1 and µ2 = µ1 · p2 of µ
using the polynomials p1 =
x2k
E˜µ0 x
2k
and p2 =
x2k
E˜µ1 x
2k
respectively, at least one of the following three
consequences holds:
1. E˜µ1 x
2 > (1 + ε) · E˜µ x2.
2. E˜µ2 x
2 > (1 + ε) · E˜µ2 x2.
3. E˜µ1(x
2 −m)2d 6 3ε2dm2d for m = E˜µ1 x2.
Moreover, the claim holds also for pseudo-distributions µ of degree at least 5k.
Remark 6.4. Observe the three statements above are claims about (pseudo-)expectations of degree
at most 4k + 2 polynomials under µ0 = µ. Specifically, the three conditions have the following
equivalent form:
1.
E˜
µ
x2d+2 > (1 + ε) E˜
µ
x2d E
µ
x2.
2.
E˜
µ
x4d+2 > (1 + ε) E˜
µ
x4d E
µ
x2.
3.
E˜
µ
x2d
(
x2 − E˜µ x
2d+2
E˜µ x2d
)2d
6 3ε2d
(
E˜µ x
2d+2
E˜µ x2d
)2d
E˜
µ
x2d.
Proof. We prove the statement for actual distributions over the real line - notice that this allows us to
make arguments that involve probabilities of various events. We then appeal to Fact 3.2 as discussed
above to get the statement for pseudo-distributions. Observe that by an application of Holder’s
inequality, (Eµ x
2k)2k >
(
Eµ x
2
)4k−2
> 1. A similar argument shows that Eµ1 x
2k =
Eµ x4k
Eµ x2k
> 1.
Thus, p1, p2 are well-defined. Now, suppose 1) and 2) do not hold. We write
E
µ1
(
x2
m
− 1
)2d
6 162dε2d + E
µ1
(
x2
m
− 1
)2d
1
(
x2
m
> (1 + ε)4
)
+ E
µ1
(
x2
m
− 1
)2d
1
(
x2
m
< (1− ε)4
)
.
(6.1)
We bound the second term on the right hand side next. When 1) and 2) do not hold, observe
that Eµ1 x
2,Eµ2 x
2 ∈ (1 ± ε)Eµ x2. Using Lemma 6.2 and the form of p2, this yields that for every
ℓ 6 k, Eµ1 x
2ℓ+2 6 (1 + ε)Eµ1 x
2ℓ
Eµ1 x
2. Repeatedly applying this inequality yields:
E
µ1
x2k+2 6 (1 + ε)k
(
E
µ1
x2
)k+1
. (6.2)
Using Markov’s inequality along with (6.2) yields:
P
µ1
[
x2
m
> q] 6
(
1 + ε
q
)k
. (6.3)
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Let y = x
2
m − 1. Then, we have:
E
µ1
(
x2
m
− 1
)2d
1
(
x2
m
> (1 + ε)4
)
6
∫
y>1+(1+ε)4
y2dµ(y)dy
6
∫
y>1+(1+ε)4
y2d
(
1 + ε
1 + y
)k
dy
6
∫
y>1+(1+ε)4
y2d
(1 + y)k/2
(
1 + ε√
1 + y
)k
dy
6
∫
y>1+(1+ε)4
y2d
(1 + y)k/2
dy
=
∫
y>1+(1+ε)4
1
(1 + y)2
· y
2d
(1 + y)k/2−2
dy (6.4)
(6.5)
Now, since k > 4 + 2dε , y 6 ε
k−4
2d y 6 ε(1 + y)
k−4
2d . And thus, y
2d
(1+y)k/2−2
6 ε2d for every
y > 1+(1+ε)4. Thus, the expression in (6.4) is upper bounded by ε2d
∫
y>1
1
(1+y)2 6 ε
2d. This shows
that the second term in (6.1) is upper bounded by ε2d.
Analyzing the third term in (6.1) is easy: we have: Pµ1 [x
2 < q] 6 Pµ0 [x
2 < q] ·maxx2<q p1(x) 6
q2k. For any q < 1− ε, this quantity is at most ε2d if k > 2dε log (1/ε) and as a result, the third term
in (6.1) is at most ε2d.
This completes the proof.
Remark 6.5. It is important to note that even though our arguments in the proof above require
higher degree polynomials (> 5k) - such as when we apply Holder’s inequality - the statements
themselves are about non-negativity of polynomials of degree at most 4k+ 2. Thus, an application
of Fact 3.2 shows that these non-negativity statements, when true, hold for any pseudo-distribution
of degree > 4k+3. In particular, in situations as in the proof above, we do not have to be judicious
in the use of the degree.
Lemma 6.6. Let µ be a distribution over R satisfying {x2 6 n} and E˜µ x2 > 1. For some absolute
constant C, there’s a reweighting µ′ of µ of degree k = Cd log (n)/ε2 such that E˜µ′(x2 − m)2d 6
ε2dm2d for m > 1. Moreover, the conclusions hold even for pseudo-distributions of degree at least
d+ k.
Proof. The statement is about a pseudo-distribution µ that is subjected to some constraints - we
cannot now apply Fact 3.2 directly. So instead 1) we prove a claim about actual distributions that are
unconstrained, i.e. over the reals 2) apply Fact 3.2 to obtain the same claim for pseudo-distributions
3) Show that the claim implies the conclusion of the lemma for constrained pseudo-distributions.
Formally, we take a sequence of reweightings µ0 = µ, µ1, µ2, . . . , µr of µ such that µi/µi−1 =
x2k
E˜µi−1 x
2k
for each r > i > 1. Observe that Lemma 6.2 implies that means of x2 under µi grow
monotonically and thus are all at least 1.
We then apply Lemma 6.3 to every 3-tuple µi−1, µi, µi+1 for 1 6 i 6 r− 1. If conclusion 3) from
the statement of Lemma 6.3 does not hold, then, then in every consecutive triple of reweightings
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µi−1, µi, µi+1 as above, at least one of the consecutive pairs has a multiplicative gap of (1 + ε) in
the means of x2.
We now come to the only place we use the constraints - since µ satisfies {X2 6 n}, we observe
that for any positive polynomial reweighting of degree d, E˜µ′ [x
2] 6 n whenever µ′ is of degree at
least d+ 2. This follows from an application of Holder’s inequality for pseudo-distributions. Thus,
the number of successive triples of reweightings above that do not satisfy the condition 3) of Lemma
is at most O(log (n)/ε).
Thus, if we choose r = O(log (n)/ε), there’s a consecutive triple of reweightings of µ, say
µi−1, µi, µi+1 that satisfy conclusion 3) in Lemma 6.3 for m = E˜µi x
2 > 1.
We are now ready to prove Lemma 6.1.
Proof of Lemma 6.1. We know that µ satisfies {x2 6 n2} and E˜µ x2 > 1. We reweight by x2ℓ where
ℓ = O(d log (n)/ε) is obtained from Lemma 6.6. Let m > 1 be such that the reweighted distribution
µ′ satisfies: E˜µ′(x2 −m)2d 6 ε2dm2d. Or, E˜µ′(x−
√
m)2d(x+
√
m)2d 6 ε2dm2d.
Now, since for every x, (x−√m)2d+(x+√m)2d > √m2d, E(x−√m)2d+(x+√m)2d > √m2d for
every distribution over R. Thus, for every distribution over R, one of E(x−√m)2d and E(x+√m)2d
is at least 0.5
√
m
2d
. Using Fact 3.2, the same conclusion holds for every pseudo-distribution of degree
at least 2d+ 1 and in particular, for µ′.
Thus, say E˜µ(x −
√
m)2d > 0.5
√
m
2d
. Then, reweighting µ′ by (x − √m)2d to obtain µ′′ yields
the E˜µ′′(x+
√
m)2d =
E˜µ′ (x−
√
m)2d(x+
√
m)2d
E˜µ′(x−
√
m)2d
and E˜µ′(x+
√
m)2dE˜µ′(x−
√
m)2d 6 ε2d(
√
m)2d proving
the claim for m′ = −√m which is at least 1 in magnitude.
7 Fixing vector-valued random variables
We show that distributions over the d-dimensional unit ball have O(d)-degree reweightings such
that the resulting distribution is concentrated around a single vector. Furthermore, the proof of
this result also extends to pseudo-distribution of degree at least O(d).
Lemma 7.1 (Subspace Fixing Reweighting, Lemma 5.5, restated). For every C > 1 there is some
C ′, such that if µ is a distribution over the unit ball {x : ‖x‖ 6 1} of Rd such that Eµ‖x‖2 > d−C
then there is a degree k = (d/δ) · (log d)C′ reweighting µ′ of µ such that
∥∥∥∥ Eµ′(x)x
∥∥∥∥
2
> (1− δ) E
µ(x)
‖x‖2 .
Further, the reweighting polynomial p = µ′/µ can be found in time 2O(k), has all coefficients upper
bounded by 2O(k) in the monomial basis, and satisfies p(x) 6 kO(k)‖x‖k. Moreover, the result extends
to pseudo-distributions µ of degree at least d = k+2, in which case, the reweighted pseudo-distribution
µ′ is of degree d− k.
On a high level, the proof goes as follows: The final reweighting is a combination of three
reweightings. The first reweighting approximately fixes the scalar variable ‖x‖2 as in the previous
section. The second reweighting ensures that a single direction captures the expected norm in the
sense that for some unit vector v the variable 〈v, x〉2 has expectation close the expectation of ‖x‖2
(which also means that the second moment is close to rank-1 in trace norm). This step is the key
innovation of this section. The final step is to fix the variable 〈v, x〉 such that its expectation is
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approximately fixed to at least the square root of the expectation of 〈v, x〉2, which ensures that the
norm of the expectation of v is large.
Proof. Let ε > 0 be a small constant (δ/10 would suffice, as the proof shows) to be set later and let
µ be a pseudo-distribution over the unit ball of Rd that satisfies the requirements of the theorem.
We will first find a reweighting µ′ of µ such that E˜µ′(x)〈v, x〉2 > (1− ε) E˜µ(x)‖x‖2. Then, by fixing
the scalar variable 〈v, x〉 as in the previous section, we obtain another reweighting that satisfies the
requirements of the theorem.
By fixing the scalar variable ‖x‖2 as in the previous section, we may assume that µ satisfies
E˜µ(x)‖x‖2k 6 (1 + ε)k · (E˜µ(x)‖x‖2)k for all k 6 (ε−1 log d)O(1). By Hölder’s inequality for pseudo-
expectations (this follows by an application of Fact 3.2 to the scalar random variable ‖x‖2), we also
have E˜µ(x)‖x‖2k+2 > E˜µ(x)‖x‖2 · E˜µ(x)‖x‖2k.
Let v be a random unit vector in Rd. It is known that for every k ∈ N and x ∈ Rn, Ev〈v, x〉2k =
ck‖x‖2k where ck is the k-th raw moment of the Beta distribution with parameter 1 and d − 2
[Sta82]. If k 6 O(d/ε) then these moments satisfy that ck+1 > (1− ε)ck and 1 > ck > k−O(k).
Using the bound ck+1 > (1− ε)ck and the fact that the variable ‖x‖2 is approximately fixed, it
follows that
E
v
E˜
µ(x)
〈v, x〉2k = ck · E˜
µ(x)
‖x‖2k , (7.1)
E
v
E˜
µ(x)
〈v, x〉2k+2 = ck+1 · E˜
µ(x)
‖x‖2k+2 > (1− ε)2ck E˜
µ(x)
‖x‖2 · E˜
µ(x)
‖x‖2k . (7.2)
Combining the above two equations,
E
v
E˜
µ(x)
〈v, x〉2k+2 > (1− ε)2 · E˜
µ(x)
‖x‖2 · E
v
E˜
µ(x)
〈v, x〉2k . (7.3)
which means that there exists a unit vector v such that E˜µ(x)〈v, x〉2k+2 > (1 − ε)2 E˜µ(x)‖x‖2 ·
Ev E˜µ(x)〈v, x〉2k . Therefore, the reweighting polynomial x 7→ 〈v, x〉2k/ E˜µ(x)‖x‖2k yields a reweight-
ing µ′ such that E˜µ′(x)〈v, x〉2 > (1− ε)2 · E˜µ(x)‖x‖2.
It remains to argue that we can find such a unit vector in time 2O(k). To that end we will show
that a random unit vector succeeds with probability 2−O(k). That argument will also show that the
normalization factor E˜µ(x)‖x‖2k is bounded by kO(k).
The key step is to bound the variance of the variable E˜µ(x)〈v, x〉2k (over the randomness of v).
E
v
(
E˜
µ(x)
〈v, x〉2k
)2
6 E
v
E˜
µ(x)
〈v, x〉4k = c2k · E˜
µ(x)
‖x‖4k 6 kO(k) ·
(
ck · E˜
µ(x)
‖x‖2k
)
(7.4)
The first inequality is Cauchy–Schwarz for pseudo-expectations. The second inequality uses the
bounds c2k 6 k
O(k)c2k and E˜µ(x)‖x‖4k 6 (1+ ε)2k(E˜µ(x)‖x‖2k)2 (the latter holds because we approx-
imately fixed the scalar variable ‖x‖2).
A standard Markov-like inequality (see for example [BKS15, Lemma 5.3]) shows that the fol-
lowing event over random unit vectors v has probability at least k−O(k) (note that this probability
is w.r.t. the distribution of the random variable v, which is an actual distribution),

E˜
µ(x)
〈v, x〉2k+2 > (1− ε)3 E˜
µ(x)
‖x‖2 · E˜
µ(x)
E˜
µ(x)
〈v, x〉2k
E˜
µ(x)
〈v, x〉2k > kO(−k) · E˜
µ(x)
‖x‖2k


Any unit vector that satisfies the above conditions yields a reweighting polynomial p(x) ∝ 〈v, x〉2k
that satisfies the conclusion of the theorem for ε < δ/10.
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8 Conclusions and further directions
We have shown an exp(O˜(
√
n/ε2)) time algorithm for the BSS1,1−ε problem, or equivalently to
the problem of finding (up to a small ℓ2 error) a rank one matrix in a subspace. This raises
several questions. One question, mentioned in Remark 1.4 is whether we can remove the perfect, or
near-perfect, completeness condition. Another, possibly more important, question is whether one
can improve the exponent
√
n further. Indeed, it has been suggested ([AIM14]) that the BSSc,s
problem for constants s < c might have a quasi-polynomial time algorithm (which implies the
conjecture that QMA(2) ⊆ EXP ). Given that our algorithm is inspired by Lovett’s O˜(√n) bound
on the communication complexity of rank n matrices, it is tempting to speculate that the full log
rank conjecture (i.e., a polylog(n) bound) would imply such a quasi-polynomial time algorithm.
We think a black box reduction from the log rank conjecture to such an algorithm is unlikely. For
starters, we would need the proof of the log rank conjecture to be embedded in the sos proof system.
But even beyond that, it seems that we need more general statements, that (unlike the log rank
conjecture) do not apply only to Boolean matrices. There do seem to be natural such statements
that could imply improved algorithmic results. In particular, we believe resolving the following two
questions could help in making such progress:
Question 8.1. Is it the case that for every distribution µ over Sn−1 and every ε, δ > 0 there is a (not
necessarily positive) function r : Sn−1 → R such that Ev∼µ |r(v)| = 1, Ev∼µ |r(v)| log |r(v)| 6 O(nδ)
and a nonzero rank one L such that
‖ E
v∼µ[r(v)vv
⊤]− L‖F 6 ε‖L‖F ?
A positive solution for Question 8.1 for any δ < 1/2 would be very interesting. It may8 improve
the best known bound for the log rank conjecture to O˜(nδ) and if appropriately extended to pseudo-
distributions, improve our algorithm’s running time to exp(O˜(nδ)) as well. We do know that the
answer to this question is No if one does not allow negative reweighting functions.
Another interesting question is the following:
Question 8.2. Is there a function f : R+ → R+ such that for every δ > 0 and a distribution µ over
S
n−1, there is an O(nδ) round reweighting µ′ of µ such that
E
v,v′∼µ
〈v, v′〉4 = f(δ)
(
E
v,v′∼µ
〈v, v′〉2
)2
?
We do not know of a way to use a positive answer for Question 8.2 for an improved bound
on the log rank conjecture, but (an appropriate sos-friendly version of) it does imply an improved
algorithm for the problem of “2 vs 4 provers QMA” where, in the completeness case (i.e., when the
state ρ is accepted by the measurement M), there’s a quantum proof given by a 4-partite separable
state (i.e, four non-entangled provers can certify that ρ is accepted byM) that the polynomial time
quantum verifier accepts and in the soundness case (i.e, when tr(Mρ) < 1/3), the verifier rejects
any proof by four provers that can be split into two disjoint sets so that any shared entangled state
is only between provers in the same set.
8As mentioned in Footnote 7, improving the bounds on the log rank conjecture might require better control of the
dependence of the bound on ε than we need for our setting.
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A Proof of Theorem 5.3
Proof of Theorem 5.3. Let µ be the pseudo-distribution on (u, v) ∈ (Sn−1)2. As in the proof of
Theorem 5.1, our final reweighting is obtained by combining a sequence of reweightings µ0 =
µ, µ1, µ2, . . . , µT . Let m
j
1,m
j
2 denote E˜µj u, E˜µj v, respectively and set m
0
1 = m1 and m
0
2 = m2.
In the first step, for each 1 6 i 6 2, we do the following:
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1. Let S1 be the subspace spanned by the largest ⌈2
√
n⌉ eigenvectors of Eµ(u) uu⊺. Define S2
similarly for v. Reweight µ(u) (respectively, µ(v)) in the subspace S1 (respectively, S2) using
Lemma 5.5 using a O˜(
√
n) degree SoS polynomial.
2. Reweight 〈u,m1〉 (〈v,m2〉, respectively) using Lemma 5.4 using O˜(
√
n/ε)-degree.
Similar to the proof of Corollary 5.6, we can argue that at the end of the first step, ‖m1‖2‖m2‖2 >
Θ(1/n). In any iterative step, we do the following. If ‖m1m1⊺ − Eµ(u) uu⊺‖F > ε‖uu⊺‖,
1. Let Si be the subspace spanned by the largest ⌈2
√
n⌉ eigenvectors of Eµ(ui) u⊥i u⊥i ⊺ where u⊥i
is the component of ui orthogonal to mi. Reweight µ(ui) in the subspace S
′
i - the span of Si
and the direction Eµ(ui) u
⊥
i u
⊥
i
⊺ using Corollary 5.6 using O˜(
√
n/ε) degree.
2. Reweight 〈ui,mi〉 using Lemma 5.4 using O˜(
√
n/ε)-degree.
We now track the potential function ‖m1‖2‖m2‖2. In any step, the second reweighting above
implies that under any reweighting ‖mi‖ doesn’t decrease by a factor of more than 1−ε/10. The first
reweighting yields that at least one of ‖m1‖2 or ‖m2‖2 increases by a factor of (1 + ε/2). In effect,
after each reweighting, the potential rises by a multiplicative (1 + Θ(ε)). Since ‖m1‖2‖m2‖2 6 1
and at least Θ(1/n) after the first step, the number of steps in the reweighting is upper bounded
by O(log (n)/ε) giving the result.
B Reduction Between Real and Complex Best Separable State
Problems
Lemma B.1. For every subspace W ⊆ Cn2 , there’s a subspace Y ⊆ R4n2 such that:
1. Completeness: If there’s an x, y ∈ Sn−1(C) such that xy∗ ∈ W, then there’s a u, v ∈ S2n−1
such that uv∗ ∈ Y.
2. Soundness: If there’s a U ∈ Y and u0, v0 such that ‖u0v0⊺ − U‖F 6 ε‖u0v0⊺‖F , then there’s a
X ∈ W and an x0, y0 such that ‖x0y∗0 −X‖F 6 ε‖x0y∗0‖F .
Proof. It is easiest to describe the construction of the subspace U from W in two steps. Let
〈W j,X〉 = 0 for j 6 codim(W) be the linear constraints that define W. Write X = A + iB for
i =
√−1 and W j = Cj + iDj. Then, X ∈ W iff for every j 6 codim(W),
{
〈Cj, A〉+ 〈Dj , B〉 = 0
〈Dj , A〉 − 〈Cj, B〉 = 0.
}
Let W ′ ⊆ Rn×n×Rn×n be the subspace of ordered pairs of n×n matrices (A,B) satisfying (B)
for each j 6 dim(W).
Observe that by construction, a matrix X = A + iB ∈ W iff the pair (A,B) ∈ W ′. Next, we
define a subspace Y ⊆ R2n×2n as follows. We think of each Y ∈ Y as a 2× 2 block matrix of n× n
matrices with the blocks being labeled as Y11, Y12, Y21, Y22 in the natural way. We define Y
Y ∈ Y iff (Y11 + Y22, Y21 − Y12) ∈ W ′. (B.1)
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We now claim that the subspace Y satisfies the requirements of the Lemma. First observe that
if Y ∈ Y, then by our construction, (Y11 + Y22, Y21 − Y12) ∈ W ′ and consequently,
X = (Y11 + Y22) + i(Y21 − Y12) ∈ W. (B.2)
Completeness. If xy∗ ∈ W then, writing x = u+ iv and y = u′ + iv′ and setting A = uu′⊺ + vv′⊺
and B = vu′⊺ − uv′⊺ yields that (A,B) ∈ W ′ and thus, consequently, Y = (u, v)(u′, v′)⊺ ∈ Y.
Soundness. Suppose Y ∈ Y and there’s u, v such that ‖uv⊺ − Y ‖F 6 ε‖uv⊺‖. Let u1, u2 (v1, v2)
be the components of u in the first and second column (row) blocks respectively. From (B.2), we
know that X = A+ iB for A = (Y11+Y22)+ i(Y21−Y12) ∈ W ′. Let U = u1+ iu2 and V = v1+ iv2.
Then, we can rewrite the above as:
X = A+ iB = (u1+ iu2)(v1+ iv2)
∗+(Y11+Y22−u1v1⊺−u2v2⊺)+ i(Y21−Y22−u2v2⊺+u1v1⊺) ∈ W.
Now, ‖(u1 + iu2)(v1 + iv2)∗‖2 = ‖u1‖2 + ‖u2‖2 + ‖v1‖2 + ‖v2‖2.
And by an application of triangle inequality,
‖(Y11 + Y22 − u1v1⊺ − u2v2⊺) + i(Y21 − Y22 − u2v2⊺ + u1v1⊺)‖ 6
2∑
s,t=1
‖Yst − usvt⊺‖
6 ‖uv⊺ − Y ‖F 6 ε‖uv⊺‖
6 ε‖U‖‖V ‖
= ε‖UV ∗‖.
C Higher Rank Structure Theorem
Theorem C.1. Let ε > 0, let µ be a pseudo-distribution over (u1, u2, . . . , ur) such that
∑
i‖ui‖2 = 1.
Let the degree of µ be at least k + 2, where k =
√
rn(log n)C/ε2 for an absolute constant C > 1.
Then, µ has a degree-k reweighting µ′ such that for each 1 6 j 6 r
r∑
i=1
∥∥∥∥mimi⊺ − E˜µ′(ui)uu⊺i
∥∥∥∥
2
F
6 ε2 ·
(
r∑
i=1
‖mimi⊺‖2F
)
,
where mi = Eµ′(ui) ui . Furthermore, we can find the reweighting polynomial p = µ
′/µ in time 2O(k)
and p has only rational coefficients in the monomial basis with numerators and denominators of
magnitude at most 2O(k).
Remark C.2. The above theorem can be generalized to design an algorithm that finds symmetric
rank r matrices of Frobenius norm 1 inside subspaces W in time 2O˜(
√
rn/ε2).
Proof. For every (u1, u2, . . . , ur) in the support of µ, define u ∈ Rrn be the concatenation of
u1, u2, . . . , ur. Then, µ can be equivalently thought of as a distribution over the unit sphere. Then,
‖u‖2 = 1. By Theorem 5.1, there’s a O˜(√rn/ε2) degree reweighting µ′ of µ such that there exists a
u0 such that ‖u0u0⊺ − E˜µ′ uu⊺‖F 6 ε‖u0u0⊺‖F .
Let mi = E˜µ′(u
0)i(u
0)i
⊺. Then,
∑r
i=1‖mi‖2 = ‖u0‖2. On the other hand, ‖E˜µ uiui⊺−mimi⊺‖2F 6
‖uu⊺ − u0u0⊺‖2F 6 ε2‖u0u0⊺‖2F = ε2
∑r
i=1‖mi‖2.
This completes the proof.
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