This paper describes algorithms for computing the structure of finite transformation semigroups. The algorithms depend crucially on a new data structure for an R-class in terms of a group and an action. They provide for local computations, concerning a single R-class, without computing the whole semigroup, as well as for computing the global structure of the semigroup. The algorithms have been implemented in the share package MONOID within the GAP system for computational algebra.
Introduction
Transformation semigroups are one of the most fundamental mathematical objects. They arise naturally as endomorphism semigroups of various mathematical structures. They also occur in theoretical computer science, where properties of languages depend on algebraic properties of various transformation semigroups related to them. Of course, transformation semigroups are also of utmost importance for semigroup theory, as every semigroup is isomorphic to a transformation semigroup.
Important aspects of the structure of a finite semigroup S can be described in terms of Green's relations R, L, H and D. These four equivalence relations on S are defined by xRy ⇐⇒ xS 1 = yS 1 , xLy ⇐⇒ S 1 x = S 1 y,
where S 1 denotes S with an identity adjoined to it if needed. Obviously, H ⊆ R ⊆ D and H ⊆ L ⊆ D, while R and L are not comparable in general. In fact the relationship between R, L, H and D is stronger. Within a D-class, all R-classes are of the same size; all L-classes are of the same size; all H-classes are of the same size; any R-class and any L-class intersect in an H-class. For more details on Green's relations see [Howie, 1995, Chapter 2] .
The idea of investigating semigroups by means of computers is relatively old; see Cannon [1969] . Lallement and McFadden Lallement and McFadden [1990] gave a collection of algorithms for computing the size and Green's structure of a transformation semigroup S. Roughly speaking, their approach was to enumerate systematically the D-classes of S, and then to express the structure of each particular D-class D in terms of a group, called the Schützenberger group of D.
In this paper we present an alternative collection of algorithms for computing with transformation semigroups. We also use the idea of partitioning S into blocks which can be described relatively easily by means of certain groups and actions. However, we improve and modify these ideas in line with some new theoretical results Linton et al. [1998a] . In our algorithms the basic building blocks for a semigroup are its R-classes, rather than its D-classes. The main reasons for this approach are the following.
• It is easy to enumerate all the R-classes of a semigroup, as the semigroup acts naturally on them.
• There is a naturally defined group related to an R-class R, which plays the role of the Schützenberger group, and which contains the Schützenberger group as a subgroup.
• There are R-classes which belong to distinct D-classes, but essentially have the same structure.
As a consequence, we are able to use various standard tools for permutation groups and semigroup actions. This makes our algorithms both conceptually easier and more efficient.
However, the main difference between the two approaches is that our algorithms enable the user to analyse the semigroup not only globally, but also locally. More precisely, we present an algorithm, which determines the R-class of a single element of S, without computing the rest of S. This is unlike the Lallement-McFadden algorithm, in which, in order to compute a non-regular D-class one first has to compute all the D-classes above this D-class in the partially ordered set of all D-classes. The difference in treatment of regular and non-regular D-classes, present in Lallement and McFadden's work, disappears in our approach.
There follows a brief outline of the structure of the paper. In Sections 2 and 3 we specify notation used in this paper, and outline basic facts and algorithms for semigroup actions and permutation groups which we will use as building blocks for our algorithms. Theoretical foundations for our algorithms are summarised in Section 4 (R-classes) and in Section 7 (L-classes). Algorithms for a local analysis of a single R-class are given in Sections 5 and 6. Their duals for L-classes are presented in Section 8. The described algorithms for R-and L-classes are used to analyse H-and D-classes in Section 9, and to analyse the structure of the whole semigroup and its properties in Section 10. Finally, examples are given in Section 11.
Algorithms for Semigroup Actions
Throughout this paper every semigroup S has an identity 1 S . A (right) semigroup action on a set X is a mapping X ×S → X, (x, s) → xs, satisfying x(st) = (xs)t, x1 S = x for all s, t ∈ S, x ∈ X. Some important examples of actions are the following.
• A semigroup S of (right) transformations of a set X acts on X by definition; the set of all transformations X → X is the full transformation semigroup T (X).
• A semigroup S acts on itself by right multiplication.
• An action of S on X induces an action of S on the set P(X) of all subsets of X.
• An action of S on X and an equivalence relation ρ on X compatible with this action give rise to an action of S on the set X/ρ of equivalence classes of ρ.
Given an action of S on X and an element x ∈ X, the orbit of x is the set O(x) = {xs : s ∈ S}. We note that S acts on O(x). The following standard algorithm computes O(x) from the action on X of a generating set A for S.
Algorithm A (Orbit algorithm): Given a point x ∈ X and a set A ⊆ T (X) of transformations on X, the orbit of x under the semigroup S generated by A is determined. A1. [Initialize.] Set x 1 ← x, i ← 1 and l ← 1. (Clearly, x is in its orbit. We make it the first entry in a list O = (x 1 , x 2 , . . . , x l ) with a pointer i to a current element and a pointer l to its end.) A2. [Search.] For each a ∈ A do the following. Let z ← x i a, and if z ∈ {x 1 , . . . , x l } then add z to the list O by setting l ← l + 1 and x l ← z.
(By construction each such z is in the orbit. Now O = (x 1 , x 2 , . . . , x l ) contains all points x i a, a ∈ A.) A multiplier for y ∈ O(x) is an element m y ∈ S such that xm y = y. The orbit algorithm can be easily modified to compute a set of multipliers along with the orbit as follows.
Algorithm A (Extended orbit algorithm): Given a point x ∈ X and a set A ⊆ T (X) of transformations on X, the orbit of x under the semigroup S generated by A and a list M of corresponding multipliers are determined. In general, y ∈ O(x) does not imply x ∈ O(y). The strong orbit of x ∈ X under S is the set {y ∈ O(x) : x ∈ O(y)}. An inverse multiplier for y ∈ O(x) is an element m y ∈ S such that ym y = x. One way to compute the strong orbit of x with multipliers and inverse multipliers is given by the following algorithm.
Algorithm B (Strong orbit): Given a point x ∈ X and a set A ⊆ T (X) of transformations on X, the strong orbit of x under the semigroup S generated by A, a list M of corresponding multipliers and a list M of corresponding inverse multipliers are determined. 
B3. [Clean up.] Remove the zeros from the lists W , M , M and return the strong orbit W of x, the list M of corresponding multipliers and the list M of inverse multipliers.
The closely related problem of finding all strong orbits within a single orbit is solved by the Strongly connected components algorithm (see for example [Aho et al., 1974, Sec. 5 .5]).
Algorithms for Permutation Groups
Powerful algorithms for permutation groups have been developed over many years. Given a subset A of the symmetric group S n , one can compute a data structure representing the group G = A generated by A. This data structure consists of the so-called base and strong generating set. Using this data structure, one can efficiently determine many properties of G, and compute with elements and subgroups of G. For the algorithms presented in this paper, we assume that we can efficiently:
• compute the order of G;
• test whether a permutation σ ∈ S n belongs to G;
• enumerate the elements of G;
• intersect G with another subgroup of S n ;
• compute a set of coset representatives of a subgroup of G.
These ideas were introduced in Sims [1970 Sims [ , 1971 ; for a recent survey of permutation group algorithms see Luks [1993] . Implementations of these algorithms form part of a number of software packages, in particular the GAP system Schönert et al. [1995] in which also the algorithms that we describe in this paper have been implemented.
The degrees of the permutation groups occurring in our algorithms are bounded by the degree of the transformation semigroup under consideration. In applications to transformation semigroups of small degree, the time taken by the group-theoretic calculations above will be a negligible part of the overall time used.
A simple application of the above algorithms enables us to investigate a prod-
Using either of these decompositions it is clear how to combine the group algorithms into acceptably fast and almost trivial algorithms to determine the size of
R-classes and actions
In this paper we describe algorithms for computing the structure and properties of finite transformation semigroups. We briefly recall the theory of the structure of R-classes from Linton et al. [1998a] .
Let I be any finite set, usually I = {1, . . . , n}. Given a set A of transformations I → I, let S be the subsemigroup of the full transformation semigroup T (I) generated by A. Also, let r ∈ S be an arbitrary transformation and let R be the R-class of r in S. Denote by X the image img(r) of r and consider the stabiliser Stab(X) = {s ∈ S : Xs = X} of X under the action of S on P(I). Clearly, Stab(X) acts as a permutation group on X; this permutation group is called the right generalised Schützenberger group of r and is denoted by G R (r). Next let
where X 1 = X. As shown in Linton et al. [1998a] 
With this notation we have the following results linking R, G R (r) and Imgs(R) [Linton et al., 1998a , Theorem 2.3, Theorem 3.3, Corollary 3.4, Theorem 3.7, and Corollary 3.8].
Proposition 4.1:
(i) The set Imgs(R) is the strong orbit of img(r) under the action of S.
(ii) The mapping x → xm i is a bijection from K 1 onto K i , its inverse is the mapping x → xm i (i = 1, . . . , p).
Remark 4.2: Note that in the above proposition the multipliers m i and m i can be replaced by any partial transformations µ i and µ i on I satisfying µ i X = m i X and µ i X i = m i X i . In the algorithms to follow we will find it particularly useful to choose µ i as a partial bijection and then to let
i . Note that in particular m i X is such a partial bijection.
A data structure for R-classes and applications
In this section we present a data structure for an arbitrary R-class R of the semigroup S generated by the set A of transformations in T (I). Based on the results above we represent R as a quadruple
• r is a representative of the class, i.e. a transformation belonging to R;
• J = (X 1 , . . . , X p ) is a list containing the images Imgs(R) of the elements of R such that X 1 = X = img(r);
• µ = (µ 1 , . . . , µ p ) is a list of multipliers, each represented as a partial bijection on I such that rµ i ∈ R and Xµ i = X i (i = 1, . . . , p);
• G R is the right generalised Schützenberger group G R (r) of r represented as a permutation group on X.
With this data we can easily compute the size of R and list its elements. Indeed, by Proposition 4.1 (v, ii, iv) this is achieved by the following two algorithms. 
We can also test membership in R without computing all the elements of R. Indeed, by Proposition 4.1 (ii, iv) any s ∈ R must satisfy s = rgµ i for some g ∈ G R (r) and 1 ≤ i ≤ p. In particular we must have
(1) Conversely, assume that some element s ∈ T (I) satisfies (1). Then from ker(s) = ker(r), img(r) = X and img(s) = X i it follows that r −1 s maps X into X i . From (r −1 sµ −1 i ) X = g we conclude that s = rgµ i . By Proposition 4.1 (ii, iv) and Remark 4.2 it follows that s ∈ K i ⊆ R. Hence we have the following algorithm.
Algorithm E (Membership in an R-class): Given a transformation s ∈ T (I) and an R-class R = (r, J, µ, G R ), it is checked whether s belongs to R or not. i ) X (where X = X 1 = img(r)) belongs to G R and return the result of this test.
Construction of the R-class data structure
Having seen the utility of the R-class data structure, we now proceed to describe how it may be constructed from the generators A of the semigroup S and a representative transformation r ∈ S. The input to this algorithm consists of the list A and the transformation r. The output is the quadruple (r, J, µ, G R ) describing the R-class R of r.
By Proposition 4.1 (i), J = Imgs(R) is the strong orbit of X = img(r) under S and so we can begin by computing J using Algorithm B. This will also give us a list of multipliers m i which are then turned into invertible multipliers µ i according to Remark 4.2.
The final stage of the algorithm is to construct the right generalised Schützenberger group of r by means of the generating set given in Proposition 4.1 (vi).
Algorithm F (Represent an R-class): Given a list A ⊆ T (I) of transformations and a further transformation r ∈ S = A , the quadruple (r, J, µ, G R ) representing the R-class of r in S is constructed. F1. [Images.] Determine J = (X 1 , . . . , X p ) as the strong orbit of X = img (r) in the action of S on P(I) together with multipliers (m 1 , . . . , m p ) by Algorithm A .
L-classes and left actions
Dually to Section 4, a left action of a semigroup S on a set X is a mapping
The notions of orbit, strong orbit, multipliers and stabiliser have obvious duals in this context. For every transformation s ∈ T (I) let s * be the left transformation of P(I) given by
The mapping s → s * is a monomorphism from T (I) into the semigroup of left mappings on P(I). For a partial left mapping t on P(I) satisfying the condition that the sets t · {x} (x ∈ I) are pairwise disjoint, define a partial mapping t # on I by yt # = x ⇐⇒ y ∈ t · {x}.
We note that t # ∈ T (I) if and only if {t · {x} : x ∈ I} is a partition of I. The operators * and # are related in the following way:
Indeed, to see that (2) holds we note that (x ∈ I, s ∈ T (I))
and for (3) that (x ∈ I, t as required)
Given a transformation semigroup S ≤ T (I), we let S * = {s * : s ∈ S}. It follows from the above discussion that the mappings s → s * and t → t # are mutually inverse isomorphisms between S and S * . We now proceed in an analogous fashion as in Sections 4, 5 and 6 and obtain information about the L-classes of S * , which then is translated into information about the L-classes of S by means of the mapping s → s * . Let l ∈ S be arbitrary and let L be the L-class of l. Denote by Π the kernel ker(l) of l, considered as a partition of I. The stabiliser of Π in the induced left action of S * on P(P(I)) acts as a permutation group G *
(cf. [Linton et al., 1998a, Definition 4.4] ). The set (ii) The mapping x → (τ i x * ) # is a bijection from P 1 to P i , its inverse is the mapping x → (τ
Analysis of L-classes
By analogy to Section 5, we now describe a data structure for an arbitrary L-class L of S. Based on the results above we represent L as the quadruple
• l is the representative of the class L;
• Q = (Π 1 , . . . , Π q ) is a list containing the kernels Kers(L) of elements in L such that Π 1 = Π = ker(l);
• τ = (τ 1 , . . . , τ q ) is a list of left multipliers, where each τ i is a partial bijection on P(I) such that
• G L is the left generalised Schützenberger group G L (x) of l represented as a permutation group on X = img(l).
Algorithm G (Represent an L-class): Given a list A ⊆ T (I) of transformations and a further transformation l ∈ S = A , the quadruple (l, Q, τ, G L ) representing the L-class of l in S is constructed.
G1. [Kernels.] Determine Q = (Π 1 , . . . , Π q ) as the strong orbit of Π = ker(l) under the left action of S * on P(P(I)) together with multipliers (t 1 , . . . , t q ) by the dual version of Algorithm A .
G2. [Multipliers.] Construct the list
represented as a permutation group on X = img(l).
G4. [Output.] Return the quadruple (l, Q, τ, G L ).
Once the above data structure for L is known then, by Proposition 7.1 (v), (ii) and (iv), the following two algorithms will compute the size of L and its elements. 
Algorithm H (Size of an
L-class): Given an L-class L = (l, Q, τ, G L ),
I2. [List.] Return the list of elements {(τ
To give a membership test for L we note that Proposition 7.1 (ii) and (iv) imply that every element s ∈ L has the form s = (τ i (lg) * ) # for some g ∈ G L (l) and 1 ≤ i ≤ q. In particular, s satisfies
Conversely, assume that s ∈ T (I) satisfies (4) and (5). Then s = (τ i (lg) * ) # . Indeed,
(by (4) and since Πll −1 = Π).
i s * · {y} by (3) which equals s * · {y} by (4) and the definition of τ i . Thus we have
# ∈ L by Proposition 7.1 (ii), (iv). This yields the following algorithm. 
Analysis of H-and D-classes
In this section we give data structures and basic algorithms for H-and D-classes by using those for R-and L-classes from Sections 5, 6 and 8 as building blocks.
Let S ≤ T (I) be a transformation semigroup, let h ∈ S be an arbitrary transformation and let H be the H-class of h in S. Define the group G(h) to be the intersection G R (h) ∩ G L (h) of the right and left Schützenberger groups of h. It was shown in [Linton et al., 1998a, Theorem 5 .1] that G(h) is isomorphic to the Schützenberger group of H and that the mapping G(h) → H, g → hg is a bijection. Based on this H is represented as the pair
where G = G(h) is represented as a permutation group on X = img(h).
Algorithm K (Represent an H-class):
Given a list A ⊆ T (I) of transformations and a further transformation h ∈ S = A , the pair (h, G) representing the H-class of h in S is constructed. Algorithm N (Membership in an H-class): Given a transformation s ∈ T (I) and an H-class H = (h, G), it is checked whether s belongs to H or not.
K1. [Delegate.] Construct the R-class
(h, J, µ, G R ) of h by Algorithm F and the L-class (h, Q, τ, G L ) of h by Algorithm G. K2. [Intersect.] Set G ← G R ∩ G L ,
N1. [Check image and kernel.] If img(s) = img(h) or ker(s) = ker(h) then return false.
N2.
[Delegate.] By using the appropriate group algorithm check whether (h −1 s) X (where X = img(h)) belongs to G and return the result of this test. 
From [Linton et al., 1998a, Theorem 6.2 and Corollary 6.3] it follows that the mapping g → dg is a bijection from the product
It is easy to check that
# is a bijection from B 11 onto B ij and that its inverse is x → (τ
Here µ i and τ j are the multipliers for R and L respectively, as introduced in Sections 4 and 7, and the operators * and # are as in Section 7. Now let D be an arbitrary D-class of S. The data structure we use for D is the triple
where
• d is a representative of the class;
So effectively, the known components for
Algorithm O (Represent a D-class): Given a list A ⊆ T (I) of transformations and a further transformation R3. [Delegate.] By using the appropriate group algorithm check whether the
The D-class data structure can also be used to investigate standard properties of a D-class D. In particular, we can test whether D is regular and find the idempotents of D. If e ∈ T (I) is an idempotent then img(e) is a cross section of ker(e). Conversely, for every X ⊆ I and every partition Π of I such that X is a cross section of Π there exists a unique idempotent e(X, Π) with image X and kernel Π. Moreover, e(X, Π) ∈ D if and only if X ∈ Imgs(D) and Π ∈ Kers(D). We also use the fact that D is regular if and only if D contains an idempotent.
where J = (X 1 , . . . , X p ) are the images of R and Q = (Π 1 , . . . , Π q ) are the kernels of L, it is checked whether D is regular or not. S1. If there exist indices i ∈ {1, . . . , p} and j ∈ {1, . . . , q} such that X i is a cross section of Π j then return true. Otherwise return false.
where J = (X 1 , . . . , X p ) are the images of R and Q = (Π 1 , . . . , Π q ) are the kernels of L, the idempotents of D are listed.
T1. Return the list {e(X
The data structures for R-, L-and D-classes also allow us to list representatives of H-classes in R-, L-and D-classes and representatives of R-and L-classes in a D-class. For example, it is easy to see that, given a D-class
. These sets of representatives of H-classes in R and in L can in turn be used to compute the sandwich matrix for the Rees matrix representation of the principal factor corresponding to D (provided of course that D is regular).
Global Analysis
In this section we present data structures and algorithms that allow the investigation of global properties of a transformation semigroup S generated by a set A ⊆ T (I). These data structures and algorithms are built from components developed in the earlier sections. We first give a simple data structure for S, show how it can be computed from A and then show how it can be used to investigate basic properties of S.
An arbitrary transformation semigroup S ≤ T (I) is represented as a pair
is a generating set for S;
• Ω = (R (1) , . . . , R (m) ) is a list of the R-classes of S where
. Since R is a left congruence on S this data structure can be computed by an orbit algorithm (see Algorithm A) as the orbit of the R-class of 1 S under the left action of S on R-classes.
Algorithm U (Represent a semigroup): Given a list A ⊆ T (I) of transformations, the pair (A, Ω) representing the semigroup S = A is constructed. The size of S can be computed as the sum of the sizes of its R-classes. However, by [Linton et al., 1998a, Corollary 3.9] , R-classes with the same image set have the same size. We remark that, by duality, S could be represented by A and a list of L-classes. The computation of the L-classes, however, is less efficient since it involves the action of S on its kernels. Furthermore, note that in Algorithms V and Y we partitioned Ω according to the images. In our implementation we chose to incorporate this partition into the data structure of S.
Example
Most algorithms described in this paper have been implemented in the share package MONOID within the system for computational algebra GAP (version 3.4.4). Information about them can be found on the WWW pages http://wwwgap.dcs.st-and.ac.uk/∼gap/ and http://schmidt.nuigalway.ie/monoid. The official distribution also contains the manuals for MONOID Linton et al. [1998b] and GAP itself Schönert et al. [1995] .
In this section we give an example of using MONOID to investigate the structure of a transformation semigroup. We shall analyse the semigroup S of degree 10 generated by four transformations t 1 = 1 2 3 4 5 6 7 8 9 10 2 1 4 5 3 7 8 9 10 6 , t 2 = 1 2 3 4 5 6 7 8 9 10 1 2 4 3 5 6 7 8 9 10 , t 3 = 1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 10 9 8 7 , t 4 = 1 2 3 4 5 6 7 8 9 10 9 1 4 3 6 9 3 4 3 9 .
In the GAP session we first install MONOID, and then define the generators and the semigroup itself.
gap> RequirePackage("monoid"); gap> t1:=Transformation ([2,1,4,5,3,7,8,9,10,6] );; gap> t2:=Transformation ([1,2,4,3,5,6,7,8,9 ,10]);; gap> t3:=Transformation ([1,2,3,4,5,6,10,9,8,7] );; gap> t4:=Transformation ([9,1,4,3,6,9,3,4,3,9] );; gap> S:=Monoid(t1,t2,t3,t4);;
We find the size of S (Algorithm V).
gap> Size(S); 491558
Next we compute the R-classes, L-classes and D-classes of S and determine their number. Note that R-classes have already been computed when constructing the data structure for S (Algorithm U). L-classes are computed by a dual of this algorithm, and the D-classes are computed by Algorithm Y. Since the number of D-classes is small, one may want to obtain detailed information about them. In the following short program we loop over all D-classes, and for each D-class D = (d, R, L) we find the following information:
• the number of R-classes in D, computed as |D| / |R|, using Algorithms C and P;
• the number of L-classes in D, computed as |D| / |L|, using Algorithms H and P;
• the size of the Schützenberger group of D, found as the intersection G R ∩G L of permutation groups; and We conclude by exhibiting two elements u and v of S which have the same image, although u belongs to a regular D-class and v does not. In accord with Proposition 4.1 the R-classes of u and v have the same size and equal right generalised Schützenberger groups (isomorphic to the symmetric group S 3 ). However, the Schützenberger groups of the D-classes of u and v have different sizes. gap> u:=Transformation ([3,9,3,4,9,3,4,3,4,3] );; gap> v:=Transformation ([4,9,4,3,4,4,3,4,3,4] The above computations were performed on a 300 MHz Pentium 2 under linux. The computation of the size of S took approximately 13 seconds, that of L-classes took approximately 104 seconds, and the computation of the partial order took approximately 63 seconds. All the other computations were immediate. It is interesting to note that the computation of R-classes (which is done within the computation of size; see Algorithm V) is much faster than the computation of L-classes, although there are more R-classes than L-classes. This illustrates the benefit of our choice of R-classes as basic building blocks for a semigroup data structure, as discussed at the end of Section 10.
