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Abstract—The assessment of energy expenditure in real life is
of great importance for monitoring the current physical state of
people, especially in work, sport, elderly care, health care, and
everyday life even. This work reports about application of some
machine learning methods (linear regression, linear discriminant
analysis, k-nearest neighbors, decision tree, random forest, Gaus-
sian naive Bayes, support-vector machine) for monitoring energy
expenditures in athletes. The classification problem was to predict
the known level of the in-exercise loads (in three categories by
calories) by the heart rate activity features measured during
the short period of time (1 minute only) after training, i.e by
features of the post-exercise load. The results obtained shown that
the post-exercise heart activity features preserve the information
of the in-exercise training loads and allow us to predict their
actual in-exercise levels. The best performance can be obtained
by the random forest classifier with all 8 heart rate features
(micro-averaged area under curve value AUCmicro = 0.87
and macro-averaged one AUCmacro = 0.88) and the k-nearest
neighbors classifier with 4 most important heart rate features
(AUCmicro = 0.91 and AUCmacro = 0.89). The limitations and
perspectives of the ML methods used are outlined, and some
practical advices are proposed as to their improvement and
implementation for the better prediction of in-exercise energy
expenditures.
Keywords—physical load; heart rate; heart rate variability;
machine learning; classification; linear regression; linear discrim-
inant analysis; k-nearest neighbors; decision tree; random forest,
Gaussian naive Bayes, support-vector machine
I. INTRODUCTION
The everyday physical activity has a great impact on a health
of people. The assessment of energy expenditure in real life
is of great importance for monitoring the current physical
state of people, especially in work, sport, elderly care, and
everyday life even. Numerous researches demonstrated that
inactive behavior can cause serious health-related problems,
and decay to death even. That is why the assessment of
energy expenditure in real life has become very important [1].
In addition highly physically active people (like professional
athletes and amateurs even) are interested to improve their
performance and increase their training load, for example by
increase of frequency, duration, and intensity of trainings. In
this context, monitoring the training loads (and related energy
expenditures) is very important to determine whether a person
is adapting to the training program and to minimize the risk
of overtraining that can lead to injury, illness, and death even
[1]. Unfortunately, despite the active research in this area and
thorough monitoring among professional athletes, the most
part of such monitoring data and the related conclusions is
not available, because it is private and unpublished.
The main aim of this article is to report our results of
investigation of available machine learning tools for moni-
toring energy expenditures in athletes and to propose some
practical advices as to their implementation for prediction of
energy expenditures after exercises. The section II.Background
and Related Work gives the very short outline of the current
attempts to monitor and estimate training loads. The section
III.Methodology describes the machine learning (ML) methods
and dataset used here for prediction of physical load level
by ML analysis of heart activity after exercises. The section
IV.Results contains the output results obtained as to the
prediction of physical load level by ML analysis of the all
available data gathered during exercises and the heart activity
data after exercises. The section V.Discussion is dedicated to
discussion of the results obtained and future work planned.
II. BACKGROUND AND RELATED WORK
Monitoring training load can be organized by external or in-
ternal means. External load is the work performed by a person
without taking into account the person’s internal state. And
internal load is the relative physiological and psychological
stress caused by the external load. The external and internal
loads are very important for training monitoring, because the
relationship between them can be crucial for estimation of
fresh and fatigued states of athletes [1], [2]. For example, the
same power output may be maintained for the same duration
of training. But depending on the fatigue state of the athlete,
this may be achieved with the higher/lower heart rates, lactate
levels, etc [1], [3].
Now a number of commercial technologies are available for
monitoring the external and internal training loads. Various
devices can measure power output during cycling [4]. The
training data can be recorded, collected and analyzed to
provide information on a number of parameters, including
average power, normalized power, speed, and accelerations.
The various metrics are derived on the basis of conversion
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of the cycling power output, for example Training Stress
ScoreTM (TSSTM ) by Training Peaks [1], [2]. The time-
motion analysis (TMA) uses global positioning system (GPS)
and digital video to monitor athletes [1], [3]. In addition to
them, isokinetic and isoinertial dynamometry are often utilized
to use neuromuscular activity to estimate jump and sprint
performance, mean power, peak velocity, peak force, jump
height, flight time, contact time, and rate of force develop-
ment. Unfortunately, most of these methods require specialized
equipment with proprietary data processing techniques [1], [5].
At the same time various internal physiological and percep-
tual indicators, like heart rate (HR) [6]–[8], blood lactate (BL)
[9], maximal oxygen uptake (VO2max) [10], [11], and others
including different biochemical (steroid, peptide and immune)
measures [12], are used to get markers of the internal load
experienced by the athlete and obtain information as to the
current state, fatigue, and recovery of the person.
The various HR variability (HRV) parameters and HRV-
related methodological approaches were intensively used re-
cently [1], [13]–[19]. Despite the significant success in the
instant estimation of training load, there are some open ques-
tions as to applicability of the training load estimations for
estimation of the related fatigue and recovery. That is why
investigations of the potential correlation between the training
internal loads during training (in-exercise) and after training
(post-exercise) are necessary. For this purpose in this work the
measurements of in-exercise or post-exercise HRV are used.
The HRV parameters are based on the beat-to-beat (NN or
RR) intervals [20]:
• AVNN — the mean value for all NN intervals;
• SDNN — the standard deviation value for all NN inter-
vals;
• RMSSD — the root mean square value of successive
differences between the nearest NNs;
• SDSD — the standard deviation value of successive
differences between the nearest NNs;
• NN50 — the number of pairs of successive NNs that
differ by more than 50 ms;
• pNN50 — the proportion of NN50, i.e. the NN50 value
divided by the total number of NNs;
• HRV index — the integral of the density of the NN
interval histogram divided by its height.
At the same time, recently progress of machine learning
(ML) and deep learning (DL) methods allowed to process
effectively the complex datasets with numerous characteristics
(features) and find some hidden patterns and trends among
the data. For example, several statistical and machine learning
methods were proposed recently to classify the type and esti-
mate the intensity of physical load and accumulated fatigue.
The data for various types and levels of physical activities and
for people with various physical conditions were collected by
the wearable heart monitor [21]. That is why some of the well-
known ML methods were applied here to find the potential
correlation between the training internal loads during training
(in-exercise load) and after training (post-exercise load).
III. METHODOLOGY
The problem was formulated as a classification task where
the known level of the in-exercise load should be predicted
by the features of the athlete physical state after training, i.e
by features of the post-exercise load. The levels of in-exercise
loads were determined on the basis of the energy expendi-
tures (in calories) calculated and reported by the commercial
proprietary algorithm based on the neural network as it was
stated in the relevent product description and publications (see
below). The algorithm is used in their widely available gadgets
proposed for professional and amateur athletes on the basis of
heart rate variability (HRV) studies and related findings [30]–
[34]. Actually the following three in-exercise training load
levels (in calories) were selected: low (0-400), medium (400-
1000), high (1000-4000).
A. Machine Learning Methods
The following ML methods were used in the work: Linear
Regression (LR) [22], Linear Discriminant Analysis (LDA)
[23], [24], K-Nearest Neighbors (KN) [25] [24], Decision
Tree (DT) [26], Random Forest (RF) [27], Gaussian Naive
Bayes (GNB) [28], Support-Vector Machine (SVM) [29]. As
to the details of their implementation, LR, DT and RF were
applied with the random seed and weighted classes (weights
were inversely proportional to class frequencies), LDA — with
singular value decomposition solver, KN — with the weights
adjusted inversely of their distance.
B. Dataset
The data for these in-exercise training load levels were
collected for more than one year history of the training (> 300
training records) of the well-trained triathlete. They included
the following in-exercise load parameters: type of exercise
(swimming, cycling, running), distance (from 300 meters for
swimming to 182 kilometers for cycling), duration (from
10 minutes for swimming to 9 hours for cycling), instant
HR (from 45 to 195 beats per minute), average HR (AHR),
maximum HR (MHR), calories, cadence, vertical oscillations,
etc. The data for the corresponding post-exercise training load
levels were collected by 1-minute measurement of the heart
activity after completion of the exercise (after 30 minutes, but
not later than 1 hour). The following features of the post-
exercise heart activity were used: AVNN, SDNN, RMSSD,
NN50, pNN50, HRV, RAHR (post-exercise AHR), RMHR
(post-exercise MHR).
IV. RESULTS
To investigate the feasibility of the before mentioned ML
methods for prediction of physical load level the two sets of
experiments were carried out:
• in-exercise prediction — classification of training load
levels (in aforementioned ranges of calories) by the
parameters recorded during the training for the various
durations (from 15 minutes to 9 hours);
• post-exercise prediction — classification of training load
levels (in aforementioned ranges of calories) by heart
activity parameters recorded after the training during 1
minute only.
A. In-exercise Prediction
For in-exercise classification of the training load levels by
calories (C) the following model (1) was used with the param-
eters recorded during the training: type of activity (A), distance
(D), duration (T ), AHR, MHR, impulse (I = T ∗ AHR),
velocity (V = D/T ), power (P = V ∗ V ).
C ∼ A+D + T +AHR+MHR+ I + V + P (1)
The results of K-fold cross-validation for all before men-
tioned models are presented in Fig.1 and Table I.
Fig. 1. Comparison of ML methods after K-fold cross-validation for in-
exercise prediction.
TABLE I
ACCURACY OF ML METHODS FOR IN-EXERCISE PREDICTION.
Method LR LDA KN DT RF GNB SVM
Mean 0.86 0.85 0.963 0.95 0.98 0.86 0.80
Std 0.05 0.08 0.001 0.04 0.02 0.05 0.10
The corresponding receiver operating characteristic (ROC)
curves and area under ROC-curves (AUC) for all before men-
tioned ML methods and test data (25% of the whole dataset)
are presented in Fig.2. A macro-average ROC (“macro” label
in the legend of Fig.2) takes the average of the precision and
recall of the system on different classes and then take the mean
value (i.e. treating all classes equally). A micro-average ROC
(“micro” label in the legend of Fig.2) collects the individual
true positives, false positives, and false negatives for different
classes and then use them to compute the metrics.
The higher performance can be obtained by random for-
est classifier (RF), k-nearest neighbors (KN), decision tree
(DT), Gaussian naive Bayes (GNB), but not by support-
vector machine classifier (SVM), linear discriminant analysis
(LDA), and linear regression (LR). The best performance
is demonstrated by the RF classifier (micro-averaged area
under curve value AUCmicro = 0.99 and macro-averaged one
AUCmacro = 0.99) and the GNB classifier (AUCmicro =
0.99 and AUCmacro = 0.98). The correspondent ROC-curves
with the AUC-values for different classes (levels of training
Fig. 2. Receiver operating characteristic (ROC) curves and area under ROC-
curves (AUC) for in-exercise prediction for all models.
Fig. 3. Receiver operating characteristic (ROC) curves and area under ROC-
curves (AUC) for in-exercise prediction for RF method (for separate classes
and for the whole dataset).
load in calories) and for the whole dataset are shown for RF
in Fig.3.
The confusion matrix for prediction of training load levels
by RF method (in three aforementioned ranges of calories) by
the parameters recorded during the training for the test data
(25% of the whole dataset) is shown on Fig.4.
B. Post-exercise Prediction
Similarly, for post-exercise classification of the training load
levels by calories (C) the following model (2) was used with
heart activity parameters recorded after the training: type of
activity (A), AV NN , SDNN , RMSSD, NN50, pNN50,
HRV , RAHR, RMHR.
C ∼ A+AV NN + SDNN +RMSSD+
+NN50 + pNN50 +HRV +RAHR+RMHR
(2)
The results of K-fold cross-validation for all before men-
tioned models are presented in Fig.5 and Table II.
The corresponding ROC-curves and AUC-values for all
aforementioned ML methods and test data (25% of the whole
dataset) are presented in Fig.6.
Fig. 4. Confusion matrix for in-exercise prediction by RF method.
In this case, the best performance is demonstrated by the RF
classifier (AUCmicro = 0.87 and AUCmacro = 0.88), the DT
calssifier (AUCmicro = 0.81 and AUCmacro = 0.82), and the
KN classifier (AUCmicro = 0.80 and AUCmacro = 0.82). For
the RF method, the ROC-curves with AUC-values for different
classes (levels of training load in calories) and for the whole
dataset are shown in Fig.7.
The confusion matrix for prediction of training load levels
by RF method by the parameters recorded during the training
for the test data (25% of the whole dataset) is shown on Fig.8.
V. DISCUSSION
The results of in-exercise prediction of training load levels
are in the good agreement with the load values in calories
reported by manufacturer of the professional device used for
Fig. 5. Comparison of ML methods after K-fold cross-validation for post-
exercise prediction.
TABLE II
ACCURACY OF ML METHODS FOR POST-EXERCISE PREDICTION.
Method LR LDA KN DT RF GNB SVM
Mean 0.43 0.38 0.65 0.68 0.65 0.45 0.45
Std 0.05 0.03 0.08 0.07 0.07 0.05 0.06
Fig. 6. Receiver operating characteristic (ROC) curves and area under ROC-
curves (AUC) for post-exercise prediction for all models.
Fig. 7. Receiver operating characteristic (ROC) curves and area under ROC-
curves (AUC) for post-exercise prediction for RF method (for separate classes
and for the whole dataset).
Fig. 8. Confusion matrix for post-exercise prediction by RF method.
the experiments despite their exact algorithms are proprietary
and unknown. The known details are described elsewhere
and reported that neural network was used for calibration
and estimation of in-exercise training load values in calories
[30]–[34]. This experiment was necessary to test the proposed
methodology of energy expenditure estimation by means of
various ML methods and determine the most appropriate
among them.
Despite the significantly lower duration of post-exercise
measurements (1 minute) in comparison to in-exercise mea-
surements (from 15 minutes to 9 hours), the prediction mod-
els demonstrate the quite high performance by k-fold cross
validation tests (Fig.5 and Table.II), ROC-curves (Fig.6), and
confusion matrix (Fig.8).
It is possible to improve the results by exclusion of some
features from the initial model (2), where all heart activity
parameters (AVNN, SDNN, RMSSD, NN50, pNN50, HRV,
RAHR, RMHR) and type of activity (A) are used. For exam-
ple, the shorter model (3) with only 4 the most important heart
activity parameters (AV NN , SDNN , RMSSD, NN50,
pNN50, HRV , RAHR, RMHR) and type of activity (A)
can be used.
C ∼ A+AV NN + SDNN +RMSSD +HRV (3)
As a result of experiments, the shorter model (3) allows
us to get the better predictions with AUCmicro = 0.91 and
AUCmacro = 0.89 for the k-nearest neighbors classifier.
It should be noted that exclusion of the type of activity (A)
from the models (1)-(3) radically decreases their performance
and does not allow to make the reliable predictions on the
levels of in-exercise training load. These results are compared
in Table III, where column “ML method” contains the ML
method names, “Model (eq.)” — the references on the models,
columns “Acc” — the mean values (column “mean”) and the
standard deviation values (column “std”) of accuracy, column
“Prec” — the precision values, and column “Rec” — the recall
values for post-exercise prediction with the type of activity
(+A) and without it (−A). This difference can be explained
by the significantly different patterns of energy expenditure
and reaction of cardiovascular system in very different types
of activities like swimming, cycling, and running.
TABLE III
COMPARISON OF AUC, ACCURACY, PRECISION, AND RECALL VALUES
FOR ML METHODS AND MODELS FOR POST-EXERCISE PREDICTION WITH
AND WITHOUT THE TYPE OF ACTIVITY A.
ML Model AUC AUC Acc Acc Prec Rec
method (eq.) micro macro mean std
RF (2)+A 0.87 0.88 0.65 0.07 0.84 0.83
RF (2)−A 0.67 0.65 0.48 0.04 0.50 0.48
KN (3)+A 0.91 0.89 0.74 0.09 0.85 0.85
KN (3)−A 0.60 0.60 0.44 0.09 0.39 0.37
Comparison of these results for in-exercise and post-
exercise predictions allow to state that the proposed ML
methods can bring to the light some correlation between the
actual in-exercise training load and subsequent physical state
of the athlete measured by the athlete’s heart rate activity.
The obtained predictions cannot be generalized at the mo-
ment, because they can be very dependent on many additional
aspects (for example, personal characterstics as an gender,
age, weight, fitness, mental state, accumulated fatigue, etc.)
of persons under tests. But from the practical point of view
they can be useful for personal usage to characterize the
actually obtained training loads in three categories at least
after training the ML models on the personalized user data.
The data and results obtained and presented here allow us to
widen the range of application of these methods for the more
precise prediction under condition of taking into account the
time of measurements and time intervals between trainings
and post-exercise measurements. In this connection, the more
complicated models should be used like neural networks (NN)
and deep learning (DL) neural networks, including recurrent
DL NNs. For example, the models presented here can be
used to estimate the current and aggregated physical training
load. By estimation of the decrease of correlation between
the actual in-exercise training load and post-exercise training
load one can make conclusions on the recovery abilities of
the person under investigation and related fatigue. It can
allow us to predict the potential dangerous development with
online cautions and warnings, that is very important for many
health and elderly care applications [35], [36]. The silimalr
approaches had proved to be efficient and wide-spread now
in various fields like automated detection of physiological
response [36]–[38] and its variations. But for this purpose
additional research with usage of much larger datasets will be
crucially important. In this connection, the more promicing
progress can be obtained by creating and sharing the similar
datasets around the world in the spirit of open science,
volunteer data collection, processing and computing [39]–[41].
VI. CONCLUSIONS
This work reports about application of some machine learn-
ing methods (linear regression, linear discriminant analysis,
k-nearest neighbors, decision tree, random forest, Gaussian
naive Bayes, support-vector machine) for monitoring energy
expenditures in athletes. The classification problem was to
predict the known level of the in-exercise loads (in three
categories by calories) by the heart rate activity features
measured during the short period of time (1 minute only)
after training, i.e by features of the post-exercise load. The
results obtained shown that the post-exercise heart activity
features preserve the information of the in-exercise training
loads and allow us to predict their actual in-exercise levels.
The best performance can be obtained by the random forest
classifier with all 8 heart rate features (AUCmicro = 0.87 and
AUCmacro = 0.88) and the k-nearest neighbors classifier with
4 most important heart rate features (AUCmicro = 0.91 and
AUCmacro = 0.89). The limitations of the methods proposed
consist in the limited scale of the data, absence of results as to
decay of the parameters with time, and inability to predict the
absolute values of energy expenditures. But these drawbacks
can be excluded by increase of the dataset and improving
predictions by the current DL models, including recurrent ones
that are the topics of the current and future investigations.
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