The central limit theorem introduced by Stute [The central limit theorem under random censorship. Ann. Statist. 1995; 23: 422-439] does not hold for some class of heavy-tailed distributions. In this paper, we make use of the extreme value theory to propose an alternative estimating approach of the mean ensuring the asymptotic normality property. A simulation study is carried out to evaluate the performance of this estimation procedure.
Introduction
Let X 1 , ..., X n be n ≥ 1 independent copies of a non-negative random variable (rv) X, defined over some probability space (Ω, A, P), with absolutely continuous cumulative distribution function (cdf) F. An independent sequence of independent rv's Y 1 , ..., Y n , with absolutely continuous cdf G, censor them to the right, so that at each stage j we can only observe Z j := min(X j , Y j ) and δ j := 1 {X j ≤ Y j } , with 1 {·} denoting the indicator function. The rv δ j indicates whether or not there has been censorship. Throughout the paper, we use the notation S(x) := S(∞) − S(x), for any S. If H denotes the cdf of the observed Z ′ s, then, by the independence of X 1 and Y 1 , we have H (z) = F (z) G (z) . In our work, we assume that both F and G for any x > 0. Consequently, H is heavy-tailed too, with tail index γ := γ 1 γ 2 /(γ 1 + γ 2 ). The class of heavy-tailed distribution takes a significant role in extreme value theory. It includes distributions such as Pareto, Burr, Fréchet, α−stable (0 < α < 2) and log-gamma, known to be appropriate models for fitting large insurance claims, log-returns, large fluctuations of prices, etc. (see, e.g., Resnick, 2007) . Examples of censored data with apparent heavy tails can be found in Gomes and Neves (2011) .
The nonparametric maximum likelihood estimator of F is given by Kaplan and Meier (1958) as the product limit estimator
(see, e.g., Reiss and Thomas, 2007, page 162) . The aim of this paper is to propose an asymptotically normal estimator for the mean of X,
whose existence requires that γ 1 < 1. The sample mean for censored data is obtained by substituting, in the previous equation, the cdf F by its estimator F n to have
The asymptotic normality of µ n is established by Stute (1995) , under the assumptions that the integrals dH (0) (z)/H(z) with H (j) (v) := P (Z ≤ v, δ = j) , j = 0, 1. In the sequel, the latter functions will play a prominent role. However, when we deal with heavy-tailed distributions, the quantities I 1 and I 2 may be infinite. Indeed, suppose that both F and G are Pareto distributions, that is F (x) = x −1/γ 1 and G(x) = x −1/γ 2 , for x ≥ 1. This obviously gives H(x) = x −1/γ , H (0) (x) = γ(1 − x −1/γ )/γ 2 , H (1) (x) = γ(1 − x −1/γ )/γ 1 and Γ 0 (x) = x 1/γ 2 . Whenever (γ 1 , γ 2 ) are such that γ 1 > γ 2 / (1 + 2γ 2 ) , we readily check that I 1 = I 2 = ∞. In other words, the range
is not covered by the central limit theorem established by Stute (1995) , and thus, another approach to handle this situation is needed. This problem was already addressed by Peng (2001) for sets of complete data from heavy-tailed distributions with tail indices lying between 1/2 and 1. Note that in the non censoring case, we have γ 1 = γ meaning that γ 2 = ∞, consequently R reduces to Peng's range. The consideration of the range R is motivated and supported from a practical point of view as well. Indeed, as an example Einmahl et al. (2008) analyzed the Australian AIDS survival dataset and found that γ 1 = 0.14 and p = 0.28 leading to γ 2 = 0.05. It is easily checked that these index values belong to R and therefore Stute's result does not apply in this situation. To define our new estimator, we introduce an integer sequence k = k n , representing a fraction of extreme order statistics, satisfying
and we set h = h n := H −1 (1−k/n), where
denotes the quantile function of a cdf K. We start by decomposing µ as the sum of two terms as follows:
then we estimate each term separately. Integrating the first integral by parts and changing variables in the second respectively yield
By replacing h and F (x) by Z n−k:n and F n (x) respectively and using formula (1.2) , we get
as an estimator to µ 1 . Regarding µ 2 , we apply the well-known Karamata theorem (see, for instance, de Haan and Ferreira, 2006, page 363) , to write
The quantities h and F (h) are, as above, naturally estimated by Z n−k:n and
respectively. Now, it is clear that to derive an estimator to µ 2 , one needs to estimate the tail index γ 1 . The general existing method, which first appeared in Beirlant et al. (2007) and then developed in Einmahl et al. (2008) , is to consider any consistent estimator of the extremal index γ based on the Z-sample and divide it by the proportion of non-censored observations in the tail. For instance, Einmahl et al. 
with k = k n satisfying (1.3) , are the classical Hill estimator and the proportion of upper non-censored observations respectively. It is proved in Brahimi et al. (2015) that
consistently estimates by adopting a different approach from that of Einmahl et al. (2008) , who also showed that γ (H,c) 1 is asymptotically normal.
Consequently, we obtain
, for γ (H,c) 1
as an estimator to µ 2 . Finally, with (1.4) and (1.5) , we construct our estimator µ of the mean µ :
The rest of the paper is organized as follows. In Section 2, we state our main result which we prove in Section 4. Section 3 is devoted to a simulation study in which we investigate the finite sample behavior of the newly proposed estimator µ. Finally, some results, that are instrumental to our needs, are gathered in the Appendix.
Main results
Our main result, established in the following theorem, consists in the asymptotic normality of the newly introduced estimator µ. We notice that the asymptotic normality of extreme value theory based estimators is achieved in the second-order framework (see de Haan and Stadtmüller, 1996) . Thus, it seems quite natural to suppose that cdf's F and G satisfy the well-known second-order condition of regular variation. That is, we assume that there exist constants τ j < 0 and functions A j , j = 1, 2 tending to zero, not changing sign near infinity and having regularly varying absolute values with indices τ j , such that for any
(2.6) Theorem 2.1. Assume that the second-order conditions of regular variation (2.6) hold with γ 2 / (1 + 2γ 2 ) < γ 1 < 1. Let k = k n be an integer sequence satisfying, in addition to (1.3) , lim n→∞ √ kA 1 (h) < ∞ and √ khF (h) → ∞. Then there exist finite constants m and σ 2 > 0 such that
Remark 2.1. We have
,
, whereas the computations of the asymptotic variance σ 2 are very tedious and result in an expression that is too complicated. However, the lack of a closed form for σ 2 could be overcome in applications, as both parameters are usually estimated by the respective sample mean and variance obtained by bootstrapping µ.
Simulation study
We carry out a simulation study to illustrate the performance of our estimator, through two sets of censored and censoring data, both drawn, in the first part, from
Fréchet model
and, in the second part, from Burr model
where η, γ 1 , γ 2 > 0. We fix η = 1/4 and choose the values 0.3, 0.4 and 0.5 for γ 1 .
For the proportion of the really observed extreme values, we take p = 0.40, 0.50, 0.60 and 0.70. For each couple (γ 1 , p) , we solve the equation p = γ 2 /(γ 1 + γ 2 ) to get the pertaining γ 2 -value. We vary the common size n of both samples (X 1 , ..., X n ) and (Y 1 , ..., Y n ) , then for each size, we generate 1000 independent replicates. Our overall results are taken as the empirical means of the results obtained through the 1000 repetitions. To determine the optimal number (that we denote by k * ) of upper order statistics used in the computation of γ (H,c) 1
, we apply the algorithm given in page 137 of Reiss and Thomas (2007) . The performance of the newly defined estimator µ is evaluated in terms of absolute bias (abs bias), mean squared error (mse) and confidence interval (conf int) accuracy via length and coverage probability (cov prob).
The results, summarized in Tables 3.1, 3.2 and 3.3 for Fréchet model and Table 3 .4, 3.5 and 3.6 for Burr distribution, show that the same conclusions might be drawn in both cases. As expected, the sample size influences the estimation in the sense that the larger n gets, the better the estimation is. On the other hand, it is clear that the estimation accuracy increases when the censoring percentage decreases, which seems logical. Moreover, the estimator performs best for the smaller value of the tail index, as we can see from Tables 3.1 and 3.4. Finally, many simulations realized with extreme value indices larger than 0.5, but whose results are not reported here, 
Proofs
We begin by a brief introduction on some uniform empirical processes under random censoring. The empirical counterparts of H (j) (j = 0, 1) are defined, for v ≥ 0, by In the sequel, we will use the following two empirical processes
which may be represented, almost surely, by a uniform empirical process. Indeed, let us define, for each i = 1, ..., n, the following rv From Einmahl and Koning (1992) , the rv's U 1 , ..., U n are iid (0, 1)-uniform. The empirical cdf and the uniform empirical process based upon U 1 , ..., U n are respectively denoted by Deheuvels and Einmahl (1996) state that almost surely 
It is easy to verify that almost surely 
(4.8)
Our methodology strongly relies on the well-known Gaussian approximation given in Corollary 2.1 by Csörgö et al. (1986) . It says that: on the probability space
(Ω, A, P), there exists a sequence of Brownian bridges {B n (s); 0 ≤ s ≤ 1} such that for every 0 ≤ ζ < 1/4,
For the increments α n (θ) − α n (θ − s), we will need an approximation of the same type as (4.9). Following similar arguments, mutatis mutandis, as those used in the proofs of assertions (2.2) of Theorem 2.1 and (2.8) of Theorem 2.2 in Csörgö et al.
(1986), we may show that, for every 0 < θ < 1 and 0 ≤ ζ < 1/4, we have
4.1. Proof of Theorem 2.1. Observe that µ − µ = ( µ 1 − µ 1 ) + ( µ 2 − µ 2 ) , where
and
It is clear that
In view of Proposition 5 combined with equation (4.9) in Csörgö (1996), we have for any x ≤ Z n−k:n ,
Integrating the first integral by parts yields
Recall that
which by representations (4.7) and (4.8) becomes
Furthermore, from the classical central limit theorem, we have H
(1)
By letting a n := (k/n) 1/2 / hF (h) , it is easy to verify that
where
F (x)dx and T n6 := O P (a n ) .
By using the Gaussian approximation (4.10) , we obtain
Next, we show that the second term of T n1 tends to zero in probability, leading to
Let 0 ≤ ζ < 1/4 and note that since H = H (0) + H (1) , then H (1) ≤ H and
dx.
We show that
Indeed, we have
By using Potter's inequalities, given in assertion 5 of Proposition B.1.9 in de Haan and Ferreira (2006), we write for ǫ > 0,
On the other hand, combining Corollary 2.2.2 with Potter's inequalities given in Proposition B.1.9 (5) in de Haan and Ferreira (2006) , yields that Z n−k:n /h → 1 in probability. Therefore, the right-hand side of the previous inequality tends to zero, as sought. Now, we show that T n1 may be rewritten into
Observe that
with the second term in the right-hand side tending to zero in probability. Indeed, for fixed 0 < η, ǫ < 1, we have
where, in virtue of the fact that Z n−k:n /h P → 1, the first term tends to zero. It remains to show that the second term in the right-hand side is also asymptotically negligible. We have
Changing variables and applying Potter's inequalities to the regularly varying function F (x)/ H(x), yield that, for all large n and ξ > 0, we have
The latter integral is clearly finite and tends to zero as ǫ ↓ 0. By similar arguments using approximations (4.9) and (4.10) , we also show that
Before we examine T n4 , we provide an approximation to T n5 , for which a change of variables yields
For the purpose of using the second-order condition of regular variation (2.6) of F , we write
(4.17)
From the inequality (2.3.23) of Theorem 2.3.9 in de Haan and Ferreira (2006) , page 48, we infer that the first integral in (4.17) is equal to
which tends to zero in probability due to the fact that Z n−k:n /h P → 1. Moreover, the term √ kA 1 (h) has, by assumption, a finite limit. Consequently, the first term in the right-hand side of (4.17) is asymptotically negligible. We develop the second integral and make a Taylor's expansion. Knowing, once again, that Z n−k:n /h P → 1 ultimately yields that
By using result (2.7) of Theorem 2.1 in Brahimi et al. (2015) , we get
Next, we readily check that the fourth term T n4 tends to zero in probability. Indeed, we have
for the last term T n6 we use the second-order regular variation of the tails F and G. From Lemma 3 in Hua and Joe (2011) , there exist two positive constants c 1
But the indices γ 1 and γ 2 belong to R, hence 1/2 + γ − γ/γ 1 are positive. Therefore, a n → 0 and T n6 = o P (1) . The four approximations (4.13) , (4.14) , (4.15) and (4.18) together with the asymptotic negligibility of both T n4 and T n6 give
Let us now treat the term √ k ( µ 2 − µ 2 ) / hF (h) . Consider the following forms of µ 2 and µ 2 :
and decompose √ k ( µ 2 − µ 2 ) / hF (h) into the sum of
For the first term, we have γ 1 P → γ 1 and Z n−k:n /h P → 1, which, in view of the regular variation of F , implies that F (Z n−k:n ) = (1 + o P (1)) F (h) . Moreover, from (5.29)
we infer that F n (Z n−k:n ) = (1 + o P (1)) F (Z n−k:n ) . It follows that
which, by applying result (2.7) of Theorem 2.1 in Brahimi et al. (2015) , is approximated as follows:
(4.20)
By using similar arguments, we easily show that
which, by applying result (2.9) (after a change of variables) of Theorem 2.1 in Brahimi et al. (2015) , becomes
For S n3 , we have
Using Proposition 5.1, we have
For the fourth term, we use the second-order condition (2.6) of F and the fact that
For S n5 , we apply the mean value theorem with the fact Z n−k:n /h P → 1 to have
Using, once again, result (2.7) of Theorem 2.1 in Brahimi et al. (2015) yields
(4.24)
For the last term, we first note that
Then, by applying the uniform inequality of regularly varying functions (see, e.g., Theorem 2.3.9 in de Haan and Ferreira, 2006, page 48) together with the regular variation of |A 1 | , we show that
By gathering (4.20) , (4.21) , (4.22) , (4.23) , (4.24) and (4.25) we end up with
.
Finally, by summing up equations (4.19) and (4.26) we obtain
Note that D n2 is of the form −a n
Integrating by parts yields
Equation (B.1.9) in Theorem B.1.5 (Karamata's theorem) in de Haan and Ferreira (2006) yields that
We apply the same technique to D n3 and get
where R n2 := o P (D n4 ) and
This yields the following new decomposition: 
(4.28) (γ 1 − 1) 2 (γ 1 − γ + γγ 1 ) (γ 1 − 2γ + 2γγ 1 ) .
As a consequence, we conclude that as well. Finally, we use the facts that Z n−k:n /h and F (Z n−k:n )/F (h) tend to 1 in probability to achieve the proof.
Appendix
In the following basic proposition, we give an asymptotic representation to the Kaplan-Meier product limit estimator (in Z n−k:n ). This result will of prime importance in the study of the limiting behaviors of many statistics based on censored data exhibiting extreme values.
Proposition 5.1. Assume that the second-order conditions (2.6) hold. Let k = k n be an integer sequence satisfying, in addition to (1.3), √ kA j (h) = O (1) , for j = 1, 2, as n → ∞. Then there exists a sequence of Brownian bridges {B n (s) ; 0 ≤ s ≤ 1} such that
where B n (v) and B * n (v) are respectively defined in (4.12) and (4.16) . Consequently,
Proof. Multiplying (4.11) by √ k yields
The Gaussian approximations (4.9) and (4.10) , in x = Z n−k:n , and the facts that k/n and 1/ √ k tend to zero as n → ∞, lead to
