Penggunaan Algoritma Support Vector Machine dan Naive Bayes untuk Analisis Sentimen Pengguna Instagram terhadap E-Commerce di Indonesia by Amadeus, Nathaniel
PENGGUNAAN ALGORITMA SUPPORT VECTOR 
MACHINE DAN NAÏVE BAYES UNTUK ANALISIS 
SENTIMEN PENGGUNA INSTAGRAM TERHADAP E-





Diajukan Guna Memenuhi Persyaratan Memperoleh 





PROGRAM STUDI SISTEM INFORMASI 
FAKULTAS TEKNIK DAN INFORMATIKA 












Skripsi dengan judul 
“Penggunaan Algoritma Support Vector Machine Dan Naïve Bayes Untuk Analisis 
Sentimen Pengguna Instagram Terhadap E-Commerce Di Indonesia” 
oleh 
Nathaniel Amadeus 
telah diujikan pada hari Senin, 14 Juni 2021, 
pukul 08.30 s.d. 10.30 dan dinyatakan lulus 
dengan susunan penguji sebagai berikut. 









Monika Evelin Johan, S.Kom., M.M.S.I. 
Disahkan oleh 








PENGGUNAAN ALGORITMA SUPPORT VECTOR MACHINE DAN NAÏVE 
BAYES UNTUK ANALISIS SENTIMEN PENGGUNA INSTAGRAM TERHADAP 
E-COMMERCE DI INDONESIA 
ABSTRAK 
Oleh : Nathaniel Amadeus 
 
Tingkat adopsi E-Commerce di Indonesia semakin meningkat dari tahun ke 
tahun dan mampu memberikan dampak ke berbagai faktor. E-Commerce merupakan 
sistem jual beli yang dilakukan melalui internet. Instagram mempublikasikan berbagai 
postingan yang dapat dikomentari oleh penggunanya. Komentar negatif dalam 
postingan tersebut dapat merusak citra dari perusahaan. Penelitian ini bertujuan untuk 
melakukan evaluasi E-Commerce berdasarkan tanggapan masyarakat Indonesia 
pengguna Instagram dari komentar negatif dan positif dari E-Commerce.  
Algoritma yang digunakan dalam penelitian ini adalah algoritma Support 
Vector Machine dan Naïve Bayes karena kedua algoritma ini merupakan algoritma 
yang sudah teruji dan baik untuk klasifikasi teks. Proses dari penelitian ini akan 
menggunakan metode KDD.  
Hasil yang didapatkan melalui penelitian ini adalah algoritma Support Vector 
Machine menghasilkan hasil yang lebih baik dibandingkan dengan Naïve  Bayes 
berdasarkan hasil accuracy. Kesimpulan yang bisa diberikan adalah terdapat banyak 
komentar negatif dalam komentar di Instagram E Commerce serta hasil dari algoritma 
Support Vector Machine lebih baik dibandingkan dengan Naïve Bayes.  
 





USE OF SUPPORT VECTOR MACHINE AND NAIVE BAYES ALGORITHM FOR 
INSTAGRAM USER SENTIMENT ANALYSIS OF E-COMMERCE IN INDONESIA 
ABSTRACT 
By : Nathaniel Amadeus 
 
The level of adoption of E-Commerce in Indonesia is increasing from year to 
year and is able to have an impact on various factors. E-Commerce is a system of 
buying and selling through the internet. Instagram publishes various posts that its 
users can comment on. Negative comments in these posts can damage the image of the 
company. This study aims to evaluate E-Commerce based on the responses of 
Indonesian people using Instagram from negative and positive comments from E-
Commerce. 
The algorithms used in this research are the Support Vector Machine and 
Naïve Bayes algorithms because these two algorithms are tested and good algorithms 
for text classification. The process of this research will use the KDD method. 
The results obtained through this study are the Support Vector Machine 
algorithm produces better results than Naïve Bayes based on accuracy results. The 
conclusion that can be given is that there are many negative comments in the comments 
on Instagram E Commerce and the results of the Support Vector Machine algorithm 
are better than Naïve Bayes. 
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