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Five Questions  
 Making the Case:  Catalogers as Knowledge Engineers 
 
 The Future is Semantic 
 
 Automated Metadata Generation – What is it and How 
does it Work?   
 
 The Role of Human Knowledge in Automated Metadata 
Generation   
CATALOGERS AS 
KNOWLEDGE ENGINEERS 
Little History 
 1979 Director’s Office at Stanford University Libraries  
 
 Cataloging Backlog Analysis and Resolution 
 
 Workflow Investigations, Technical Services Organizational 
Structure Review ……. 
 
 Only way to reduce the backlog and prevent  its continual 
growth was to reduce the unit processing time for cataloging  
 
Little More History ….. 
 University of California Berkeley Ph.d. program and Stanford 
courses in operations research, artificial intelligence and 
natural language processing, and programming-engineering 
systems 
 
 U. C. Systemwide Administration saw the same continuous 
growth in number of resources requiring metadata – first 
online catalogs 
 
 Advances in semantic analysis methods (early 1980’s through 
2000’s)  and natural language processing 
 
 Increased value of and demand for metadata to support 
information management and access due to the emerging 
semantic web  
 
 
Early Fascination with Natural Language 
Processing 
 In the 1980s, I was part of the community that looked to 
natural language processing to produce significant 
improvements in all aspects of information management and 
access 
 
 It soon became clear to me, though, that most of the 
technologies were not going to get us where we needed to 
be  
 
 Most of the technologies either used a statistical approach or 
took a simplistic approach to leveraging Knowledge 
Organization Systems 
 
 Different approach was called for …. .  What was that 
approach? 
 
 
Today’s Dynamic Information Landscape 
 Demand for metadata is increasing exponentially today 
◦ for richer and more granular metadata 
◦ more resources and more types of resources to proc 
ess 
 
 Personalization is also a growing factor 
 
 Focus on “content” not just the “package” – which 
brings design opportunities   
 
 Knowledge is not static – neither is any reference 
source or knowledge base – need to continuously 
update our sources  
 
 
Meeting the Challenge  
 Automated Metadata Generation allows us to:  
  
◦ Increase number of resources that have metadata 
◦ Increase the availability of metadata – at the whole and also at 
the part level 
◦ Increase the number of values for metadata attributes  
◦ Increase the number of attributes (i.e., access points) 
◦ Decrease the time devoted to creating metadata (avg. time 
from 20 mins. to 2 seconds) 
◦ Improve the quality and consistency of metadata generated  
◦ Meet the increasing demand for personalized views of 
information  
But, It Doesn’t Happen “Automagically”  
 Each productive use of technology requires use of existing human 
knowledge  - there is no such thing as a technology that works well 
“automagically” without human training or design  
 
 And, no single technology is suited to any or all knowledge processing 
challenges – each knowledge processing challenge requires that we stop 
and think about how humans do the task – in order to model how the 
technology will support it  
 
 Beware of the “I have a hammer, so everything looks like a nail” 
syndrome 
 
 There are also different levels of support – some solutions may be full 
automated, whereas others may simply provide assistance to the person 
performing the task   
The Cost – Teaching Technology to be Smart 
 Technology can only behave intelligently – by human standards – when 
it has human intelligence to work with.  Just because technology 
produces a result doesn’t mean that it is a good result 
 
 Challenge we face in making technology smart is figuring out (1) how 
to teach technology what we know and (2) how we think about things 
 
 Artificial intelligence, psychology, philosophy, communications, 
education – all have contributed to our understanding of what 
technology  is and is not capable of doing    
 
 People share what they know, express what they know and record 
what they know using language – to process information, we need to 
start at the point of teaching technology how to understand language  
 
 
THE FUTURE IS SEMANTIC 
Part 2 
Semantic Analysis 
 Semantic only means that there is some “meaningful” and 
“understandable” approach involved to solving the problem – can be 
performed by people and machines 
 
 Relies on formal models or representations of knowledge of language 
and leverages knowledge of phonology, phonetics, morphology, syntax, 
semantics, pragmatics and discourse 
 
 Formal models used to capture knowledge include state machines, 
formal rule systems, logic and probabilistic models 
 
 The foundations of technology based semantic analysis lie in 
computer science, linguistics, mathematics, electrical engineering and 
psychology 
 
It’s All About Semantic Analysis  
• Good automated metadata generation is grounded in quality 
semantic analysis  
 
• Semantic analysis can be performed by both people and machines.  In 
both cases, the problem being analyzed is by definition defined by a 
human expert.    
 
• Always model the human process  
• People have a rich store of linguistic and domain knowledge to 
draw upon 
• Computers need to be able to have all of that linguistic and 
domain knowledge encoded and also the rules for using that 
knowledge   
 
Step 1:  Natural Language Processing  
This is what a computer does to get to the level of understanding 
where it can take and act upon our instructions 
 
“The process of assigning a part-of-speech or other lexical class 
marker to each word in a corpus” [or text] (Jurafsky and Martin) 
the 
girl 
kissed 
the 
boy 
on 
the 
cheek 
WORDS 
TAGS 
N 
V 
P 
DET 
Part of Speech Tagging  
 In order to POS tag content, we need to have a framework or set of 
tags  
 
 The tagset should include all possible combinations of category values 
for a given language.  A tagset is generally represented by a string of 
letters or digits: 
 NNS (gen. noun, plural) 
 AAMP3----2A---- (gen. Adj., Masc., Pl., 3rd case (dative), 
comparative (2nd degree of comparison), Affirmative (no 
negation)) 
 
 Sample tagsets include those developed at Brown, Penn, Multext  
Xerox Tagset 
the 
girl 
kiss 
the 
boy 
on 
the 
cheek 
LEMMA TAG 
+DET 
+NOUN 
+VPAST 
+DET 
+NOUN 
+PREP 
+DET 
+NOUN 
the 
girl 
kissed 
the 
boy 
on 
the 
cheek 
WORD 
From: http://www.xrce.xerox.com/competencies/content-analysis/fsnlp/tagger.en.html 
ENGTWOL Lexicon 
http://www.lingsoft.fi/cgi-bin/engtwol 
POS Tagging Example 
Step 2:  Building the Knowledge Base(s) 
 Catalogers use many different sources of knowledge to make 
decisions, to reason about issues, to determine what next step to 
take in the process, and even when to discard knowledge 
 
 A cataloger’s underlying tacit knowledge must be integrated into a 
system that generates metadata automatically if the process is to 
be performed as effectively by technology as by a person 
 
 The design challenge here is a significant one – simply representing 
a word, or a concept or linking concepts in a structure does not 
assume it can be effectively used by a computer – neither is simply 
plugging in a thesaurus or classification scheme the same as a 
“cataloger’s brain”   
How People Classify 
 Let’s go back to the most important question – how does a 
cataloger do it?   
 
 First, we develop knowledge of the classification scheme to 
which we’re classifying -  the better a person’s knowledge of 
the scheme and the better their knowledge of the object, the 
better judgment they can make  
 
 Second, we analyze the object that we’re classifying 
 
 Third, we make a judgment as to the best fit of the object 
we’re classifying to all the classes that are available to us –  
 
Caution About Some Technologies 
 Rule based classification implies that we have a scheme 
and defined classes to which to assign entities or 
objects  
 
 This is a different process than defining classes to 
constitute a classification scheme – most of the tools 
do this today 
 
 Much of the “semantic analysis” literature focuses on 
how to define classes from a set of information – 
deductively – and then to classify the entities in that set 
back to the scheme 
 
How a Machine Selects a Class 
 From the choices we give them, based on what we tell them 
about the choices, and the rules we give them to make the 
selection 
 
 They will choose poorly,  
◦ if we give them a poorly defined or unbalanced scheme 
◦ if we tell them nothing or very little about the classes 
◦ If the manual rules are not rigorous 
 
 You may be surprised to find how often a cataloger is 
subconsciously compensating for a poorly formed 
classification scheme…..   
A Real Life Example:   
Topic Classification Scheme 
Topic Hierarchy From Relationships 
across data classes 
Build the rules at the lowest level of  
categorization 
Sample Definition of Subclass  
Climate Change and Environment 
Sample Definition of Subclass  
Livestock and Animal Husbandry  
Sample Definition of Subclass  
Primary Education  
Sample Sentiment Analysis Profile 
Another Example: 
Country Categorization and City Extraction 
Operator and Condition Based Matching 
If you find this word within 
200 characters of “World 
Bank” then score as one  
match 
Do not match on this   
 concept unless there are 
a minimum of 10  
 occurrences in the 
 entity. 
Common Matching Operators 
Example 3:   
Partial Grammatical Concept Extraction for Titles 
Full profile is about 4 pages long 
Replace this slide with the ISBN screen – 
with the rules  
displayed 
Example 4:   
ISBN Concept Extraction Profile 
Example 5:   
People Profile With Authority File of First Names 
Classifier concept 
extraction allows us 
to look for exact 
string matches 
List of entities matches 
exact strings.  This 
requires an exhaustive 
list– but gives us 
extensive control.  (It 
would be difficult to 
distinguish by pattern 
between IGOs and other 
NGOs.) 
Another list of entities 
matches exact strings.  
In this case, though, 
we’re making this into 
an ‘authority control 
list’– We’re matching 
multiple strings to the 
one approved output. 
(In this case, the 
AACR2-approved edition 
statement.) 
THE ROLE OF HUMAN 
KNOWLEDGE IN METADATA 
GENERATION 
No Semantic Future Without Catalogers….. 
 Catalogers need to be involved in configuring and 
designing the semantic applications 
◦ Identifying the best sources of reference knowledge 
◦ Serving as the “experts” for “expert systems” development  
◦ Performing quality control  on processes 
 
 In the future, catalogers’ knowledge and ways of 
thinking and working will be the basis of well designed 
semantic analysis applications 
 
 Both the need for catalogers and the role they play will 
become critical in the future    
 
 
Catalogers as Knowledge Engineers 
 Role of the cataloger will be shifted in the future from a 
“Doer” to a “Designer” -- “Knowledge Engineer”   
 
 Designing the context, the content and taking a more 
proactive role in engineering access to not only information 
but knowledge  
 
 Future information landscape is inherently “semantic” which 
aligns very closely with a cataloger’s tacit knowledge  
 
 Cataloger’s tacit knowledge includes rules of thumb, 
interpretation of guidelines, knowledge of sources, and 
knowledge of domains  
 
 
 
Catalogers as Knowledge Engineers 
 This shift will mean: 
◦ Learning how to design and build the reference sources, 
how to develop and apply guiding principles and how to 
manage reference sources   
◦ Teaching semantic analysis methods and knowledge 
organization systems  
◦ Putting the tools in the hands of catalogers 
◦ Involving catalogers in the semantic analysis design and 
development process 
 
 In many professional schools, we only teach catalogers 
how to “use” general purpose reference sources – that 
source is designed for one area of practice and one 
general audience  -  this does not fully leverage our 
professional knowledge 
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