METODE BOOTSTRAP RESIDUAL DALAM PENDUGAAN PARAMETER REGRESI DENGAN MULTIKOLINEARITAS by ., Bastian, Evy Sulistianingsih
 
 
 
Buletin Ilmiah Mat. Stat. dan Terapannya (Bimaster) 
Volume 04, No. 3 (2015), hal 159 - 162 
159 
 
 
METODE BOOTSTRAP RESIDUAL DALAM 
PENDUGAAN PARAMETER REGRESI 
DENGAN MULTIKOLINEARITAS  
Bastian, Evy Sulistianingsih 
  
INTISARI 
 
Dalam penelitian ini metode Bootstrap Residual digunakan dalam menduga parameter regresi linier berganda. 
Prinsip kerja dari metode Bootstrap Residual adalah melakukan resampling terhadap variabel galat secara 
berulang-ulang. Dalam setiap ulangan dilakukan proses resampling data dan dilakukan proses pendugaan 
untuk memperoleh penduga parameter bagi metode Bootstrap Residual. Penelitian ini menggunakan teknik 
simulasi data yang melibatkan dua buah variabel bebas yang saling berkorelasi. Data yang dibangkitkan 
berjumlah 30 buah data dengan koefisien korelasi 0,9. Parameter regresi   ,   , dan     diasumsikan berturut-
turut adalah 0,1, dan 1. Data hasil simulasi kemudian diduga dengan metode Bootstrap Residual. Nilai dugaan 
yang dihasilkan merupakan rata-rata seluruh penduga parameter tiap-tiap perulangan. Penduga dari metode 
Bootstrap Residual dibandingkan dengan metode OLS. Dari hasil penelitian menunjukkan metode OLS 
menghasilkan bias yang kurang lebih sama terhadap bias dari metode Bootstrap Residual, sehingga dapat 
disimpulkan bahwa metode Bootstrap tidak lebih efisien daripada metode OLS dalam menduga parameter 
regresi ketika terjadi multikolinearitas. 
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PENDAHULUAN 
Analisis regresi merupakan teknik statistika yang menghubungkan dua atau lebih variabel bebas 
terhadap variabel terikat untuk menduga suatu model matematika. Analisis regresi sederhana 
merupakan metode yang menghubungkan satu variabel bebas dan satu variabel terikat, sedangkan 
analisis regresi berganda merupakan suatu metode yang menghubungkan dua atau lebih variabel bebas 
terhadap satu variabel terikat [1]. Pendugaan parameter regresi biasanya dilakukan dengan 
menggunakan metode Ordinary Least Square (OLS). 
    Salah satu masalah yang dapat muncul pada model regresi linier berganda adalah multikolinearitas. 
Multikolinearitas pertama kali diperkenalkan oleh Ragner Frish, yang berarti adanya hubungan linear 
antar variabel-variabel bebas dalam model regresi. Terjadinya multikolinearitas pada model regresi 
mengakibatkan penduga kuadrat terkecil memiliki nilai varians dan kovarians yang besar, sehingga 
variabel bebas tidak signifikan berpengaruh terhadap variabel terikat [2]. Salah satu alternatif dalam 
mengatasi masalah tersebut yaitu dengan menggunakan metode Bootstrap dalam menduga parameter 
regresi. 
     Metode Bootstrap terdiri atas dua jenis yaitu metode Bootstrap Pairs dan  Bootstrap Residual. 
Metode Bootstrap Pairs merupakan teknik resampling dengan menggunakan data berpasangan antara 
variabel bebas dan variabel terikat secara bersamaan. Pada metode Bootstrap Pairs data variabel bebas 
dan variabel terikat hasil proses resampling dianggap sebagai sampel Bootstrap, yang selanjutnya 
diduga dengan menggunakan OLS untuk memperoleh penduga parameter regresi. Sedangkan metode 
Bootstrap Residual merupakan teknik resampling dengan menggunakan pendekatan pada variabel 
galat [3].  
     Penelitian ini bertujuan untuk mengkaji metode Bootstrap Residual dalam menduga parameter 
regresi pada analisis regresi linier berganda ketika terjadi masalah multikolinearitas. Dan untuk 
melihat efisiensi dari metode Bootstrap Residual dalam menduga parameter regresi, maka metode 
Bootstrap Residual akan dibandingkan dengan metode OLS. Dalam penelitian ini dilakukan simulasi 
data dengan perulangan sebanyak 50 kali.   
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Simulasi data melibatkan dua buah variabel bebas yang saling berkorelasi dengan data berukuran 30 
buah dan koefisien korelasi 0,9 yang merepresentasikan terjadinya multikolinearitas. Parameter regresi 
ditetapkan bernilai      ,     , dan      . Data hasil proses simulasi diduga dengan 
menggunakan metode Bootstrap Residual. Nilai dugaan yang dihasilkan metode Bootstrap Residual 
adalah rata-rata dari setiap penduga yang dihasilkan pada masing-masing perulangan. Proses 
Bootstraping dilakukan secara berulang, kemudian dihitung rata-rata penduga parameter regresi yang 
dihasilkan serta dihitung bias dan standar deviasi dari penduga parameter tersebut. 
 
METODE BOOTSTRAP RESIDUAL  
     Metode Bootstrap Residual merupakan suatu teknik pendugaan parameter dengan menduga 
variabel galat dari suatu distribusi sampling terhadap distribusi empiris. Teknik resampling pada 
metode Bootstrap Residual  berbeda dengan teknik resampling pada metode Bootstrap Pairs  yang  
\melakukan resampling terhadap variabel terikat dan variabel bebas secara berpasangan.   
    Tahapan dalam menduga parameter regresi dengan menggunakan metode Bootstrap Residual 
adalah sebagai berikut [4]: 
Pertama-tama diberikan model regresi linier berganda. 
0 1 1 2 2 3 3
= β + β + β + β + ...+ β + 
i i i i k ik i
Y X X X X  , i=1,2,3,...,n         .....        (1) 
Pada tahap ke-2 dilakukan pendugaan terhadap parameter regresi dengan menggunakan OLS sehingga 
diperoleh penduga parameter regresi 
0
β ,
1
β ,
2
β ,
3
β ,..., β
k
. Kemudian   pada tahap ke-3 tentukan nilai 
dugaan bagi iY dengan persamaan (2) berikut ini.   
1 2 30 1 2 3= ββ β β β ... ki i i i ikY X X X X           .....   (2) 
Lalu pada tahap ke-4 dihitung  nilai galat    dengan menggunakan rumus  
ii i
Y Y   . 
Setelah itu ditahap ke-5 dilakukan resampling dengan pengembalian sebanyak n kali terhadap i  
untuk mendapatkan * * * *
1 2
, ,...,
i n
    . Kemudian pada tahap ke-6 tambahkan variabel galat
*
i  hasil 
resampling kedalam model regresi linier berganda untuk memperoleh variabel terikat Y yang baru.  
    *
1 1 2 2 3 3
*
0= β +β +β +β +...+β +i i i i k ik iY X X X X  .              .....            (3) 
Pada tahap ke-7, duga parameter regresi pada persamaan (3) dengan menggunakan persamaan berikut. 
*
-1 *
( )
T T
β X X X Y             .....            (4) 
Pada tahap ke-8 lakukan  proses replikasi dari tahap ke-5 hingga tahap ke-7 sehingga diperoleh B 
penduga regresi metode Bootstrap Residual. Kemudian, pada tahap ke-9, lakukan proses pengulangan 
dari tahap ke-1 hingga ke-8 sebanyak 50 kali.  
     Hasil yang diperoleh pada tahap ke-8 dan ke-9 digunakan untuk menghitung rata-rata  parameter 
*
β untuk setiap replikasi r,  1,2,...,r B . Rumus yang digunakan adalah sebagai berikut[4]. 
*
1
*
= /
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r
B

β β                          …..           (5) 
Untuk melihat sifat ketidakbiasan  dari metode Bootstrap Residual maka perlu dibuktikan bahwa 
penduga bagi parameter regresi Bootstrap Residual memiliki nilai yang sama dengan parameter  
regresinya. Dengan menggunakan pendekatan teori penduga tidak bias, maka nilai bias bagi model 
regresi Bootstrap Residual adalah sebagai berikut [4]. 
 
 
**
= -Bias β β β                                                  ....         (6)
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Untuk melihat nilai keberagaman bagi penduga parameter regresi metode Bootstrap Residual, maka 
dapat dilihat dari varians bagi masing-masing penduga parameter. Varians bagi metode Bootstrap 
Residual dapat dituliskan kedalam rumus sebagai berikut. 
                                             
* * *
1
= - - / -1
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r r
r
Var B
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 
 
β β β β β                                           .....      (7) 
sedangkan standar deviasi bagi metode Bootstrap Residual dituliskan kedalam rumus sebagai berikut 
                                     
* * * *
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HASIL SIMULASI DAN PEMBAHASAN  
     Model regresi berganda yang digunakan dalam simulasi  ini adalah sebagai berikut.  
β β β
0 1 1i 2 2ii i
Y = + X + X + ε  
Variabel bebas 
1
X  dan 
2
X  dibangkitkan secara multivariat berdistribusi       . Sampel data dibuat 
saling berkorelasi dengan koefisien korelasi masing-masing 12 21 0,9   . Galat (ε) dibangkitkan 
sebagai data sampel dari variabel acak yang berdistribusi       . Pengamatan dilakukan dengan 
menggunakan ukuran sampel n = 30. Parameter  regresi  ditetapkan  bernilai 
0 1 2
0, dan 1      
dalam setiap simulasi. Selanjutnya, proses pendugaan dilakukan dengan program MS. Excel 2013. 
Proses ini menghasilkan nilai-nilai dugaan pada tiap-tiap replikasi dalam satu kali simulasi. Lakukan 
kembali proses membangkitkan data dengan menggunakan program R dan lakukan proses resampling 
dan pendugaan untuk simulasi ke-2 hingga ke-50.  Hasil pendugaan dari metode Bootstrap Residual  
kemudian dibandingkan dengan hasil pendugaan dengan metode OLS. Selanjutnya dapat dihitung rata-
rata penduga parameter regresi bagi model regresi linier berganda dengan menggunakan metode 
Bootstrap Residual, adapun rata-rata tersebut  disajikan pada Tabel 1 berikut ini:  
Tabel 1 Perbandingan Penduga Parameter Regresi Tiap-tiap Simulasi 
 
Simulasi 
Metode Bootstrap Residual OLS 
*
0
β  
*
1
β  
*
2
β  0β  1β  2β  
1 0,257871  0,744891 1,400216 0,274167 0,714089 1,363264 
2 -0,254984 1,514755 0,407307 -0,224616 1,426038 0,487169 
3 0,307407 1,607429 0,775405 0,315896 1,537621 0,845062 
              
50 0,054652 1,585736 0,339646 0,053031 1,674688 0,214089 
Rata-rata -0,011870 0,992285 1,000131 0,006470 1,000969 0,991446 
Bias -0,011870 0,007714 -0,000131 -0,006470 0,000969 -0,008553 
Standar Deviasi 0,240957 0,499324 0,490454 0,244518 0,497680 0,494085 
      
     Pada metode Bootstrap Residual nilai penduga parameter regresinya bergantung pada nilai penduga 
parameter tiap-tiap replikasinya. Semakin besar jumlah replikasinya, maka rata-rata nilai penduga 
parameter regresi akan mendekati nilai parameternya. Selanjutnya ketepatan dari nilai penduga 
parameter regresi terhadap parameternya diukur dengan melihat bias bagi masing-masing penduga 
parameter regresi. Dari hasil proses simulasi terlihat bahwa metode OLS dan metode Bootstrap 
Residual  menghasilkan penduga bias yang hampir sama. Demikian juga dengan nilai standar deviasi 
dari penduga parameter. Hal ini menunjukkan bahwa metode Bootstrap Residual  secara umum tidak 
lebih efisien  dibandingkan OLS  dalam menduga parameter regresi ketika terjadi multikolinearitas 
antar variabel bebasnya. 
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PENUTUP  
     Dari hasil penelitian diperoleh rata-rata penduga parameter regresi yang diperoleh dari metode 
Bootstrap Residual dan metode OLS masing-masing menghasilkan rata-rata penduga yang mendekati 
nilai parameternya. Penduga bias yang dihasilkan oleh metode OLS dan metode Bootstrap Residual 
adalah hampir sama. Nilai standar deviasi yang dihasilkan penduga Bootstrap Residual dan OLS juga 
memiliki nilai yang hampir sama. Sehingga dapat disimpulkan bahwa metode Bootstrap Residual 
secara umum tidak lebih efisien terhadap metode OLS dalam pendugaan parameter regresi ketika 
terjadinya masalah multikolinearitas.  
 
DAFTAR PUSTAKA  
[1]   Kusnandar, D., Metode Statistik dan Aplikasinya dengan Minitab dan Excel, Madyan 
Press, Yogyakarta; 2004. 
[2]     Gujarati, D., Ekonometrika Dasar, Erlangga, Jakarta 2004. 
[3]  Tarno dan Subanar, Pemilihan Model Regresi Linear Dengan Bootstrap, Jurnal  
Matematika dan Komputer , 2001; April (4): 49-51. 
[4]  Sahinler, S., dan Topuz, D., Bootstrap and Jackknife Resampling Algorithm For     
Estimation of Regression Parameters, Journal of Applied Quantitative Methods, 2007; 
(2):190-191. 
  
Bastian : FMIPA Universitas Tanjungpura, Pontianak, 
bastiansciene89@gmail.com 
Evy Sulistianingsih : FMIPA Universitas Tanjungpura, Pontianak, 
evysulistianingsih@gmail.com 
 
 
 
 
 
