Abstract. The Resource Description Framework (RDF) is a flexible model for representing information about resources in the web. With the increasing amount of RDF data which is becoming available, efficient and scalable management of RDF data has become a fundamental challenge to achieve the Semantic Web vision. We present a flexible and adaptable approach for achieving efficient and scalable management of RDF using relational databases. The main motivation behind our approach is that several benchmarking studies have shown that each RDF dataset requires a tailored table schema in order to achieve efficient performance during query processing. We present a two-phase approach for designing efficient tailored but flexible storage solution for RDF data based on its query workload, namely: 1) a workload-aware vertical partitioning phase. 2) an automated adjustment phase that reacts to the changes in the characteristics of the continuous stream of query workloads. The aim of the vertical partitioning phase is to reduce the number of join operations in the query evaluation process while the adjustment phase aims to maintain the efficiency of the performance of the query processing by adapting the underlying schema to cope with the dynamic nature of the query workloads. We perform comprehensive experiments on two real-world RDF data sets to demonstrate that our approach is superior to the state-of-the-art techniques in this domain.
Introduction
The Semantic Web term is coined by the W3C founder Tim Berners-Lee in a Scientific American article describing the future of the Web [4] . In general, the main goal of the Semantic Web vision is to provide a common framework for data-sharing across applications, enterprises, and communities. By giving data semantic meaning (through metadata), this framework allows machines to consume, understand, and reason about the structure and purpose of the data. The core of the Semantic Web is built on the Resource Description Framework (RDF) data model [18] . RDF describes a particular resource using a set of RDF statements of the form (subject, predicate, object) triples, also known as (subject, property, value). The subject is the resource, the predicate is the characteristic being described, and the object is the value for that characteristic. Figure 1 illustrates a sample RDF graph.
Efficient and scalable management of RDF data is a fundamental challenge at the core of the Semantic Web. Several research efforts have been proposed to address these challenges using the infrastructure of Relational Database Management Systems (RDBMSs) [3, 9, 16, 21, 27] . In practice, RDBMSs have repeatedly shown that they are very efficient and scalable in hosting different types of data such complex objects [25] , spatio-temporal data [13] and XML data [14] . In addition, RDBMSs have shown its ability to handle vast amounts of data very efficiently using its powerful indexing mechanisms. In practice, RDMBSs derive much of their performance from sophisticated optimizer components which makes use of physical properties that are specific to the relational model such as: sortedness and proper join ordering. Generally, the relational RDF stores can be classified to the following main categories:
-Vertical (triple) Figure 1 ) and their associated SQL queries for evaluating a sample query to retrieve the web page information of the author of a book chapter with the title "Querying RDF Data".
Recent benchmarking projects [5, 17, 24] have shown that there is no approach which is dominant for the different types of RDF queries and none of these approaches can compete with a purely relational model. Therefore, we believe that each RDF dataset requires a tailored but flexible table schema based on its query workload in order to achieve efficient and scalable query processing.
In this paper, we present a novel adaptable solution for designing efficient and scalable query performance for RDF queries. Our approach goes through two main phases: 1) A workload-aware vertical partitioning phase. 2) An automated adjustment phase that reacts to the changes in the characteristics of the continuous stream of query workloads. The aim of the vertical partitioning phase is to reduce the number of join operations in the query evaluation process. It uses a mathematical model to analyze the initial query workload in order to detect groups of frequently-queried and related properties that can be gathered into n-ary relations (property tables) while the rest of attributes can remain stored in a conventional relational triple store (a single table with subject, predicate and object fields). In our approach, we monitor and analyze the changes on the characteristics of the query workloads in order to decide on the changes that are required in the underlying schema of the property tables. Hence, the adjustment phase exploits the power of flexibility provided by the relational pivot/unpivot operators [12] in order to maintain the efficiency of the query performance by adapting the underlying schema to cope with the dynamic nature of the query workloads in an automated and efficient way. The remainder of this paper is organized as follows. Section 2 discusses the state-of-the-art of the relational approaches for storing and querying RDF data. Section 3 describes our adaptive approach for designing a tailored relational schema for RDF dataset based on the characteristics of its query workloads. We evaluate our approach by conducting an extensive set of experiments which are described in Section 4 before we conclude the paper in Section 5.
Related Work
Several RDF storage solutions have relied on relational databases to achieve scalable and efficient query processing [23] . The naive way to store a set of RDF statements using RDBMS is to design a single table consists of three columns that store the subject, property, and object information. While simple, this schema quickly hits scalability limitations. Therefore, several approaches have been proposed to deal with this limitation by using extensive set of indexes or by using selectivity estimation information to optimize the join ordering. The RDF-3X query engine [21] tries to overcome the criticism that triples stores incurs too many expensive self-joins. It builds indexes over all 6 permutations of the three dimensions that constitute an RDF triple and follows RISC-style design philosophy [8] by relying mostly on merge joins over sorted index lists. The Hexastore engine [27] does not discriminate against any RDF element and treats subjects, properties and objects equally. Each RDF element type have its special index structures built around it. Each index structure in a Hexastore centers around one RDF element and defines a prioritization between the other two elements. Hence, in total six distinct indices which materialize all possible orders of precedence of the three RDF elements are used for indexing the RDF data. A clear disadvantage of these approaches is that they feature a worst-case five-fold storage increase in comparison to a conventional triples table.
SW-Store [3] is an RDF storage system which uses a fully decomposed storage model (DSM) [10] . In this approach, the triples table is rewritten into n twocolumn tables where n is the number of unique properties in the data. In each of these tables, the first column contains the subjects that define that property and the second column contains the object values for those subjects while the subjects that do not define a particular property are simply omitted from the table for that property. An advantage of this approach is that the algorithm for creating the binary tables is straightforward and need not change over time. However, the main limitations of this approach are: 1) High cost of inserting new tuples since multiple distinct locations on disk (for different tables) have to be updated for each tuple. 2) Increased tuple reconstruction costs as it requires joining multiple tables to re-gather the attributes of a single object.
In general, both of the Vertical and Horizontal approaches for RDF data management represent a generic solution that follows the "One Size Fits All " principle. Although the design mechanisms of both approaches are quite simple and straightforward, recent benchmarking studies [5, 17, 24] have shown that they do not achieve the best performance in terms of their query processing time. The query performance of both approaches have shown to be very sensitive to the characteristics of the input RDF datasets and the query workload. Therefore, the property tables-based RDF stores represent a balance between the two extremes of a single triple stores and binary tables. The main idea of this approach is to create separate n-ary tables (property tables) for subjects that tend to have common properties. Chong et al. [9] have introduced an Oracle-based SQL table function RDFMATCH to query RDF data. The core implementation of RDFMATCH query translates to a self-join query on triple-based RDF table store. The resulting query is executed efficiently by making use of B-tree indexes as well as creating materialized join views for specialized subject-property. The materialized join views are incrementally maintained based on user demand and query workloads. Levandoski and Mokbel [16] have presented a property table approach for storing RDF data without any assumption about the query workload statistics. It scans the RDF data to automatically discover groups of related properties and using a support threshold, each set of n properties which are grouped together in the same cluster.
Our work belongs to the property tables-based category. However, our work distinguishes itself by building a tailored but flexible relational schema for each RDF dataset based on its query workload thus following "One Size Does Not Fit All " principle. In particular, we apply a vertical partitioning algorithm to automatically group related properties together in n-ary tables. The designed vertical partitions are continuously adjusted by a monitoring module that analyzes the continuous stream of the query workload and applies the necessary pivoting/unpivoting operations for the RDF attributes transparently without any involvement from the database administrator. Hence, it maintains the efficiency of the query processing performance in dynamic querying environments. Figure 5 illustrates an overview of our approach which is generally described in the following steps:
Adaptable Workload-Aware Property Tables

Approach Overview
1. We utilize an initial information about the query workload of the RDF dataset and apply a vertical partitioning algorithm to select the best group of candidate properties to generate an efficient tailored schema which consists of a generic triple store in addition to a set of property tables (Section 3.2). 2. The monitoring module continuously tracks the query workload stream and re-apply the vertical partitioning algorithm in order to detect any required changes for the underlying schema that reflect any changes in the characteristics of the continuous query workload stream. 3. The set of detected changes at step 2 is passed to the adjusting module that apply a sequence of pivotting and unpivotting operation to adapt the underlying schema which is then re-monitored against the stream of query workloads (Section 3.3).
Vertical Partitioning Phase
Workload information has shown to be a crucial component for implementing effective query optimizers [7] . Essentially, it provides the means to understand user behavior and system usage. The Vertical partitioning process in the physical database design refers to the operation of subdividing a set of attributes into a number of groups (fragments) where each group is represented by a separate physical entity (table) . An important quality of the vertical partitioning process is that the attributes of each fragment must closely match that of the workload requirements. The main goal of this quality is to optimize I/O performance by minimizing the number of fragments which are required to be accessed for evaluating the result of the seed query and avoid the need of accessing nonrequired attributes. Ideally, the accessed attributes by each query matches to the attributes of a single fragment. In principle, the vertical partitioning problem can be generally formulated as follows. Given a set of relations R = {R 1 , R 2 , ..., R n } and a set of queries Q = {Q 1 , Q 2 , ..., Q m }, we need to identify a set of fragments F = {F 1 , F 2 , ..., F x } such that: 1. Every fragment F i ∈ F represents a subset of the attributes of a relation R j ∈ R in addition to the primary key column(s). 2. Each attribute is contained in exactly one fragment. 3. The workload cost when executed on top of the partitioned schema is less than the cost of executing the same workload on top of the original schema. In our context, we have only a single input relation (a triple store with subject, property and object columns) where the attributes of the object and their values are represented as tuples in this triple store (see Figure 2) . Therefore, the main goal in the vertical partitioning phase is to utilize the query workload information to select the set of best candidate properties from the triple store in order to derive effective property tables that can efficiently improve the performance of the workload query processing.
Several approaches have been proposed to implement an efficient vertical partitioning process [15, 20, 22] . In this work, we apply a modified version of the vertical partitioning algorithm presented by Navathe et al. in [20] . The main idea of this approach is to exploit the affinity measure (how often a group of attributes are accessed together in the queries of a representative workload) within a set of attributes. Using a clustering algorithm, it produces a set of fragments that reasonably group related attributes to vertical fragments. In this section we describe the steps of our modified version of the algorithms to generate the useful vertical partitions based on the characteristics of the RDF dataset and its query workload as follows.
Attribute Usage Matrix The first step in the vertical partitioning phase is to build the Attribute Usage Matrix (AU M ). Figure 6 (a) illustrates a sample of the AU M matrix where each row represents a query q in the access workload, each column represents a unique attribute of the RDF dataset and each 0/1 entry in the matrix reflects whether a given attribute is accessed by a given query or not.
Attribute Affinity Matrix Using the attribute usage matrix (AU M ), we derive the Attribute Affinity Matrix (AAM ) which is a symmetric square matrix (each row/column represents a unique attribute of the RDF dataset) that records the affinity among each pair of attributes (a i , a j ) as a single number (af f (i,j) ). This number represents the count of the workload queries that simultaneously accesses the pair of attributes (a i , a j ). Figure 6 (b) illustrates a sample attribute affinity matrix (AAM ). Apparently, the higher the affinity value for any two attributes (a i , a j ), the higher the indication that these two attributes should belong to the same fragment (This fact will be considered by the next Clustering and Partitioning steps). The diagonal of this matrix (af f (i,i) ) represents the total access number for each attribute a i in the whole query workload. In general, the lower the total access number (af f (i,i) ) for any attribute a i , the higher the indication that this attribute should remain in the general triple store and not to be moved to any property table. Therefore, we apply a filtering process where
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Fig. 7. Example of a Clustered Affinity Matrix with a Sample Splitting Point
we reduce the number of attributes in the AAM . This process go through the following two main steps: 1. We select the top K attributes with the highest total access number (a i , a i ) while the remaining attributes are removed from the matrix. The value of K can be defined either as a fixed user-defined value or a percentage variable of the total number of attributes in the RDF dataset (columns of the matrix). 2. We remove any attribute (from the selected top K attributes) with a total access number (a i , a i ) that is less than a user-defined threshold N which is defined as a percentage variable of the total number of workload queries. Hence, after applying the filtering process, the AAM contains the set of attributes (≤ K) with the highest total access numbers which are guaranteed to be higher than a defined threshold. Therefore, we can ensure that this group of selected attributes are the best candidates for constructing effective property tables as we will show next.
Clustering In this step, the attribute affinity matrix (AAM ) is clustered by employing the Bond Energy Algorithm (BEA) [19] which is a general procedure for permuting rows and columns of a square matrix in order to obtain a semiblock diagonal form. Therefore, the algorithm cluster groups of attributes with high affinity in the same fragment, and keep attributes with low affinity in separate fragments. The objective function used by the BEA tends to surround large values of the matrix with large values, and the small ones with small values. It aims to maximize the following expression:
where af f (i,0) = af f (0,j) = af f (i,n+1) = af f (n+1,j) = 0 and n represent the number of attributes in (AAM ). Figure 7 illustrates an example of a Clustered Affinity Matrix (CAM ). In principle, the main goal of the BEA clustering algorithm is to surround large values of the matrix with large values, and the small ones with small values. The rationale behind this is to ease the job of the partitioning step which is described next.
Partitioning The partitioning step uses the clustered affinity matrix (CAM ) to produce two non-overlapping fragments. It selects one of the points along the main diagonal of the CAM . In principle, each point P in the main diagonal splits the CAM into two main blocks: an upper one (U) and a lower one (L) (see Figure 7) where each block specifies the set of attributes of a vertical fragment (property table) . Therefore, given a clustered affinity matrix (CAM ) with n attributes, the partitioning step considers the (n − 1) possible locations of the point P along the diagonal. The partitions point is then decided by selecting the point that maximizes the Z value which is computed using the following expression:
where QU represents the total number of queries that need to only access the attributes of the upper fragment, QL represents the total number of queries that need to only access the attributes of the lower fragment and QI represents the total number of queries which need to access attributes from both fragments.
Having negative Z values for all of the splitting points gives the sign that the splitting process should not be done as it is not going to improve the query performance. The partitioning process is then recursively applied for each fragment until no further improvement can be achieved.
Pivoting/Unpivoting Phase
The main aim of the vertical partitioning phase is to utilize the query workload information in order to group frequently-queried and related properties and produce a set of property tables. This set of property tables should reduce the I/O cost and improve the performance of query processing. However, in dynamic environments, the characteristics of the query workloads are continuously changing. Hence, the current configuration of the underlying physical schema might become suboptimal. This calls for the need of applying reactive adjustments in the underlying schema structure in order to maintain the performance efficiency of RDF queries. Therefore, we periodically trigger 3 an adjustment mechanism that re-analyze the workload information and re-apply the steps of the vertical partitioning phase in order to recommend the required changes (if any) to the structure of the property tables in the underlying schema. For instance, let us consider the situation with a previous query workload W o where applying the steps of the vertical partitioning algorithm yield to a set of property tables P o and a recent query workload W n where re-applying the steps of the vertical partitioning algorithm yield to a set of property tables P n . Examples of situations that can cause differences between the schemas of the two sets of property tables (P o and P n ) are:
1. A group of attributes is frequently accessed in W n in a related manner while they were not frequently accessed in W o . As a consequence, P n may contain a new property table which does not exist in P n . Similarly, a frequently accessed group of attributes in W o may become rarely accessed in W n . Hence, their associated property table in P o may not exist in P n . 2. An attribute (a) has become frequently accessed in W n while it was not frequently accessed in W o . Moreover, the access behavior of (a) is correlated with a set of attributes that constituted a property table P T in P o . Therefore, the associated table for P T in P n may include (a) as an extra attribute. 3. According to W o , an attribute (a) belongs to a property table P o1 where P o1 ∈ P o . According to W n , attribute (a) should belong to another property table P n1 where P n1 ∈ P n .
A naive way to deal with such type of changes in the underlying schema is to rebuild the whole set of property tables from scratch. However, this solution is quite expensive especially in dynamic environments. Pivot and Unpivot are data manipulation operators that are used to exchange the role of rows and columns in relational tables [12] . The Pivot operator is mainly used to transform a series of rows into a series of fewer rows with additional columns. The Unpivot operator provides the inverse operation. It removes a number of columns and creates additional rows that capture the column names and values of the unpivotted columns. Figure 8 illustrates examples for the behavior of the Pivot and Unpivot operators. Starting from the RDF triple store presented in Figure 2 , pivotting the hasName, affiliatedBy and roomNo attributes produces the two relations presented in Figure 8(a) . A sequent operation of unpivotting the roomNo attribute produces the resulting two relations of Figure 8(b) . In practice, the main advantage of the Pivot and Unpivot operators is that they allow the a priori requirement for specifying the set of columns that constitute a relational table to be relaxed. In [11] Cunningham et al. have presented an approach for efficient implementation of both operators as first-class RDBMS operations. In our context, we use the Pivot and Unpivot operators for executing the required changes to adjust the underlying schema efficiently. They provide a very cheap solution in comparison to the complete rebuilding of the whole set of property tables. In particular, we use the pivot operators to move the data from the triple store to the property tables (Figure 8(a) ), the unpivot operator to move back the data from the property tables to the triple store (Figure 8(b) ) and a combination of them to move an attribute from one property table to another.
In this section, we provide the experimental evidence that our tailored approach outperforms the generic "One Size Fits All " approaches (Vertical Triple StoresHorizontal Binary Table Stores) . We conducted our experiments using the IBM DB2 DBMS running on a PC with 3.2 GHZ Intel Xeon processors, 4 GB of main memory storage and 250 GB of SCSI secondary storage. We used two real-world data sets in our experiments: 1) SwetoDBLP [1] which represents the RDF version of the famous database of bibliographic information of computer science journals and conference proceedings, DBLP. It contains approximately 14M triples where the subjects are described by 30 unique properties. 2) Uniprot [2] which represents a large-scale database of protein sequence and annotation data. It contains approximately 11M triples where the subjects are described by 86 unique properties.
For each dataset, four query sets are generated, each of which has 1000 queries. These 1000 queries are designed to randomly access m attributes of n subjects from the underlying RDF dataset. Each query set is denoted by the value of its parameters as Q m,n . We compared the performance of our approach with two main approaches:
1. Vertical Triple Stores (VS) where a single relational table is used to store the whole set of RDF triples (subject, predicate, object). We followed the Hexastore [27] indexing mechanism where we build B-tree indexes over all 6 permutations of the three dimensions that constitute the RDF triples. 2. Horizontal Binary Table Stores (HS) where we created a binary table for each unique property in the data set. B-tree indexes have been built over the 2 permutations of the columns of each binary table. For each dataset, we used the generated query workloads information to create different property-tables storage schemes (P S) based on different values for the K parameter (most frequently-queried and related properties) and a fixed value for the N parameter (least total access number) equals to 100 (10% of the total workload queries). Each created schema is denoted by the value of its K parameter as P S K . For each n-ary property table in the created schemas, we build (n-1 ) B-tree indexes where each index consists of the subject column and one of the property columns in the table. Moreover, we used the db2advis tool 4 provided by the DB2 engine [26] to recommend the effective index structures which are suitable for the generated workloads. Figure 9 illustrates the average query processing times of the 1000 queries of different query sets over the SwetoDBLP dataset (Figure 9(a) ) and the Uniprot dataset (Figure 9(b) ). For the SwetoDBLP dataset, we created two different schemas of workload-aware property tables (PS ). For these two schemas, we specified the value of the K parameter as 8 and 16 respectively. Similarly, for the Uniprot datatset, we created two schemas where the value of the K parameter is 15 and 30. The results of our experiments confirm that our approach outperforms both of the two generic approaches: vertical triple stores (VS ) and the horizontal The main reason behind this is that our approach groups query-related properties into a single relation which reduces the disk access cost and also reduces the number of the required expensive join operations. For example, let us assume a sample query which accesses n properties of the RDF dataset, the V S approach will involve joining n instances of the giant triple store and the HS approach will involve joining n binary tables. Clearly, the size of the binary tables is much smaller than the size of the single triple store which explains why the the HS approach can outperform the V S approach. In our approach, in the best case we may need to access only one property table (if the n attributes are query-related) while in the worst case, we may need to join n instances of a combination between the triple store and the property tables (if the n attributes are not related at all). The main advantage of our approach is that such situation can not re-occur for long if the same access pattern re-appears frequently because by analyzing the workload information we will be able to detect the frequency of such patterns and adjust the underlying schema to group their related properties and thus reduce their access cost to a minimum. On one hand, designing workload-aware property tables based on a larger value of the K parameter improves the query processing time. On the other hand, it increases the cost of the required disk storage space due to the associated increase on the sparseness of the property tables. For example, in the SwetoDBLP datatset, the sparseness of the P S 8 and P S 16 is 34% and 48% respectively while in the Uniprot datatset, the sparseness of the P S 15 and P S 30 is 46% and 71% respectively. We evaluated the effectiveness of our adjustment module by performing another experiment where we used the designed workload-ware property table schemas of the previous experiment and for each dataset we randomly generated four new query sets, each of which has 1000 queries. We compared between the query processing time of these new workloads over the underlying schema with and without applying the adjustment phase. tributes/subjects for the query set, the higher the gained speedup-improvement by the adjustment phase. This can be explained by the fact that accessing larger number of attributes/subjects increases the number of join operations if the queried attributes are not grouped into small number of relations. Therefore, the adjustment phase plays an important role to group these related attributes and reduce the processing cost of future queries. Moreover, the effect is higher for the schema with smaller value of the K parameter because the set of selected attributes for constituting the property tables are changing more frequently. In our experiments, we triggered the adjustment phase after the execution of each 200 queries. We did not react quickly to apply any required change. However, we only reacted if the number of the attributes in the required changes is more than 20% of the value of k. The main reason behind this is that reacting very quickly could be more expensive and useless [6] . For example, one attribute can be moved out then in from the property tables in two consequent steps.
Conclusion
In this paper, we presented an approach for designing a flexible and adaptable approach for achieving efficient and scalable performance for RDF queries using the infrastructures of RDBMSs. Our approach derives the relational schema in a tailored way for each RDF dataset based on its query workload. A vertical partitioning algorithm is applied to group the query related properties in the data set into n-ary tables while the remaining properties reside in a generic triple store. To maintain the efficiency of the designed partitions, we monitor the characteristics of the query workloads to recompute the vertical partitions and transparently adjust the underlying relational schema by applying the necessary changes. We evaluated the performance of our approach with extensive experiments using two real datasets. The results show that our approach outperforms the current state-of-the-art of RDF stores.
