We discuss the impact of uncertainties in computed coseismic stress perturbations on the seismicity rate changes forecasted through a rate-and state-dependent frictional model. We aim to understand how the variability of Coulomb stress changes affects the correlation between predicted and observed changes in the rate of earthquake production. We use the aftershock activity following the 1992 M7.3 Landers (California) earthquake as a case study. To accomplish these tasks, we first analyze the variability of stress changes resulting from the use of different published slip distributions. We find that the standard deviation of the uncertainty is of the same size as the absolute stress change and that their ratio, the coefficient of variation (CV ), is approximately constant in space. This uncertainty has a strong impact on the forecasted aftershock activity if a rate-and-state frictional model is considered. We use the early aftershocks to invert for friction parameters and the coefficient of variation by means of the maximum likelihood method. We show that, when the uncertainties are properly taken into account, the inversion yields stable results which fit the spatio-temporal aftershock sequence. The analysis of the 1992 Landers sequence demonstrates that accounting for realistic uncertainties in stress changes strongly improves the correlation between modeled and observed seismicity rate changes. For this sequence we measure a friction parameter Aσn ≈ 0.017 MPa and a coefficient of stress variation CV = 0.95.
Introduction
Aftershocks are commonly seen as the delayed response of a fault population to static Coulomb stress changes (△CF S) induced by a mainshock (see e.g. Harris, 1998; Stein, 1999; Steacy et al. 2005a; . By joining the coseismic stress changes with the rate-and state-dependent frictional response of a population of nucleating patches (Dieterich, 1994) , both the spatial distribution of aftershocks and their temporal decay can be modeled. In particular, it explains the empirical Omori-Utsu law
where t indicates the elapsed time since the mainshock; K, c and p are constants where c is typically found to be much less than 1 day and the p-value is between 0.8 and 1.2 for most cases (Utsu et al., 1995) . For a population of faults in the nucleation regime, a sudden stress jump leads to a nonlinear response of earthquake nucleation times which matches the Omori-Utsu law with p = 1 until the seismic activity returns to the background level (Dieterich, 1994; . Applications of this model to empirical data provided a good explanation of the observations (Dieterich et al., 2000; Toda et al., 2002; Hainzl et al., 2006) , and reasonable estimations for the regional stressing rate (Gross and Kisslinger, 1997; Gross, 2001 ).
However, the observation of aftershocks occurring in stress shadows, i.e. in regions where the calculated stress change becomes negative, △CF S < 0, seems to contradict the stress triggering mechanism (Hardebeck et al., 1998; Catalli et al., 2008) . Regions of reduced activity, as predicted by the static stress triggering model for stress shadows, are hardly found in real data and might even not exist (Marsan, 2003) . Indeed, it has been recently demonstrated that accounting for the small scale slip variability that might not be accessible to direct measurement, can explain the absence of regions of quiescence in the first period of the aftershock activity (Helmstetter and Shaw, 2006; Marsan, 2006) .
All applications of the stress-triggering model rely on the determination of the induced stress changes. However, the stress calculation consists of unsolved problems which lead to large uncertainties such as: (i) the unknown distribution of receiver faults (McCloskey et al., 2003; Steacy et al., 2005b) ; (ii) the nonunique inversion results for the slip-models (Steacy et al., 2004) ; (iii) uncalculable small scale slip variability which can lead to strong stress heterogeneities close to the source fault (Marsan, 2006; Hainzl and Marsan, 2008) , and (iv) spatial inhomogeneity of material and pre-stress conditions. Marsan and Daniel (2007) tried to estimate the stress variability directly from seismicity data without calculating the mainshock induced stress changes. For certain areas surrounding the 1999 Chi-Chi earthquake, they found that the estimated variability is on the order of the estimated mean stress change and partially even larger.
In this paper, we now take the aleatoric and epistemic uncertainties of deterministically calculated stresses directly into account. We show that considering the stress uncertainties in aftershock modeling is crucial for obtaining stable parameter estimations and good fits of the aftershock activity. To this goal, we examine the well-studied case of the 1992 M7.3 Landers, California, earthquake which offers the possibility to systematically compare stress variability resulting from a number of different published slip distributions. In a simplified way, we account for this variability in the maximum likelihood estimation of the model parameters. Finally, we show that the resulting model based on rate-and-state frictional behavior can well explain the main features of the temporal decay of Landers aftershocks and their spatial distribution.
Uncertainty of stress calculations
The Landers earthquake (M w = 7.3) occurred on June 28, 1992 with an epicenter located at -116.44 o longitude and 34.20 o latitude. It triggered an intense aftershock activity of more than 700 M ≥ 3 events within the first 10 days (see the earthquake catalog of Hauksson et al., 2003) . Its largest aftershock, the M w 6.4 Big Bear event, occurred approximately 4 hours after the mainshock. In the following, we will analyze the stress changes related to the Landers and Big Bear earthquakes. In particular, we will quantify the variability of the stress values determined by alternative slip models and reasonable assumptions about the involved parameter uncertainties.
Static Coulomb-stress changes
Coulomb stress changes are defined according to the relation
where △τ are the shear stress changes calculated along the slip direction on the assumed fault plane, △σ n are the normal stress changes (positive for extension), µ is the friction coefficient and △P indicates the pore pressure changes (e.g. Harris, 1998) . In this study, we use the constant apparent friction model (Cocco and Rice, 2002; , according to which the Coulomb-stress changes can be written as △CF S = △τ + µ ′ △σ n , where µ ′ = (1 − B)µ and B is the Skempton coefficient which varies between 0 and 1 (King et al., 1994; Beeler et al., 2000; Cocco and Rice, 2002) . In the following, the effective friction coefficient is set to 0.3 which is consistent with the assumption that the Landers mainshock rupture is approximately optimally oriented to the external stress field assumed to be a uniaxial compressional stress of 10 MPa oriented N7 o E (King et al., 1994; Hardebeck & Hauksson, 2001 ).
Several different slip models for the Landers earthquake have been published so far. In the following, we use all five models available in the finite-source rupture model database maintained by Martin Mai (see http://www.seismo.ethz.ch/srcmod/) to calculate the stress changes induced by the mainshock; i.e., the slip models from (i) Wald & Heaton (1994) ; (ii) Hernandez et al. (1999) ; (iii) Cotton & Campillo (1995) ; (iv) Cohee & Beroza (1994) ; and (v) Zeng & Anderson (2000) . Whereas the latter three inversions are solely based on strong motion data, the former two also inverted GPS displacements.
In each case, we calculated the coseismic stresses using the code of Wang et al. (2006) . For each slip model, we used the layered velocity and density structure that has been previously used to invert the slip model (see the finite-source rupture model database). In addition to the Landers mainshock, we also considered the stress changes induced by its largest aftershock, namely the M6.4 Big Bear event, for which we used the two-segment slip model inverted by Jones and Hough (1995) .
The Coulomb stress changes can be computed on prescribed receivers or on Optimally Oriented Planes for Coulomb failure (OOPs). The OOPs are characterized by the strike, dip and rake values that maximize CF S with regard to the total stress tensor defined as σ tot = σ r + △σ. Here σ r is the regional stress field and △σ is the coseismic stress perturbation. As pointed out by , stresses increase close to the causative fault if they are resolved onto optimally oriented fault planes whereas they are predicted to decrease (stress shadow) when resolved on prescribed receivers which are oriented in the same way as the mainshock. Fig. 1a shows an example of a stress distribution at 7 km depth computed for OOPs. While none of both possible scenarios -the existence of only one receiver mechanism or the pre-existence of all possible fault orientations -is entirely realistic, stress changes calculated for optimal oriented fault planes are more appropriate to explain the observation that seismicity is almost everywhere activated (Marsan, 2003) . This qualitative result is confirmed by the fact that the maximum likelihood method (described in Sec. 3.3) yields significantly higher likelihood values for OOPs. Therefore we discuss here only the results for stress changes calculated on OOPs. 
Variability of stress values
The five different slip models lead to quite different estimations of stress values at different locations. To illustrate this, we calculated the standard deviation of the five stress values at each grid point. In a map view, Fig. 1 shows the mean stress change and the standard deviation at 7 km depth. The patterns and absolute values of the stress change, as well as the standard deviation are quite similar. This implies that the standard deviation of the five stress change estimations is on the same order as the mean stress change at each location.
The scattering of the stress values calculated from the different published slip inversions represents roughly the epistemic uncertainty of our stress calculation, or in other words, the uncertainty related to our limited knowledge of the true coseismic slip distribution. However, the probability distribution of stresses in each sub-volume is expected to scatter also due to several other reasons. For example, the direction and amplitude of the regional stress field (Hardebeck and Hauksson, 2001) , as well as the orientation of pre-existing receiver faults at depth are only poorly constrained, and there might be significant local variations of the pre-stress due to material heterogeneities and precursory earthquakes. Now, we would like to explore the expected stress variability which results from reasonable assumptions about the involved model uncertainty and variability. We randomly selected 20 locations with a significant negative average stress change and 20 locations with a significant positive stress change. At these locations, we performed 1000 different randomized stress calculations for each of the five slip inversions. The parameters for these stress calculations were selected randomly from Gaussian distributions around their original values. All selected parameters together with their standard deviations are listed in Table 1 . The chosen values are not directly based on estimations from the slip inversions because such information is commonly not provided. However, they are in reasonable agreement with estimations for the regional stress field (Hardebeck and Hauksson, 2001 ) and general slip uncertainties (Hartzell et al., 2007 The resulting distributions for four representative examples are shown in Fig. 2 . It can be seen that the average distribution can be quite well fitted at each location with a Gaussian distribution. However, note that a more appropriate analysis of the true shape of the error function would require the incorporation of probability distributions directly derived from the individual slip inversions.
For all 40 locations, the calculated standard deviation δ of the resulting distribution is shown in Fig. 3 as a function of the mean stress change. It is found that the variability of the stress estimation is, in a first approximation, linearly correlated to the value of the absolute mean stress change | △CF S |, indicating that the coefficient of variation CV = δ/| △CF S | is approximately constant in space. Such a constant relative error is generally expected in the case of linear systems. Furthermore, the CV -value is found to be on the order of 1 for these stochastic calculations. Note that this is only a rough estimation because of our rather arbitrary choices of the involved uncertainties. However, we will see in the next section that the inversion of the aftershock data yields a similar estimation of CV .
3 Aftershock probabilities based on coseismic stress changes 3.1 Application of the rate-and-state frictional fault population model
We relate stress changes to earthquake rates using the framework of rate-and-state friction (Dieterich, 1994; Dieterich et al., 2000) which properly takes into consideration the rate-and slip-dependence of frictional strength and time-dependent restrengthening observed in laboratory experiments. According to this theory, the seismicity rate R is inversely proportional to the state variable γ describing the creep velocities on the faults, namely
where r is the stationary background rate andτ the tectonic loading rate. The evolution of the state variable as a function of infinitesimal changes of time dt and stress dτ is given by
with A being a dimensionless fault constitutive parameter usually ∼0.01 (Dieterich, 1994; Dieterich et al., 2000) . If normal stress changes are small compared to the absolute value σ n , the same evolution law, i.e. dγ = (dt − γdS)/Aσ n , holds also for the stress-value: S = τ + (µ − α)(σ n + p). Here α is a positive nondimensional parameter controlling the normal stress changes (Linker and Dieterich, 1992) . This parameter is commonly set to 0.25. Because the constant apparent friction model (see above) leads to S = τ + µ ef f σ n , the function S is equal to the Coulomb-stress with an effective friction coefficient of µ ef f = (µ − α)(1 − B) (see discussion in Catalli et al., 2008) . For our calculations, we set µ ef f = 0.3. For a sequence of stress jumps, the evolution law (Eq. 4) can be solved by iteration (see appendix, Sec. 6.1).
Thus the rate-and-state model consists of 3 parameters which can be defined as 1. background rate r 2. aftershock relaxation time t a ≡ Aσ n /τ 3. frictional resistance Aσ n In general, these values are not known and have to be estimated from the observed seismicity data or using some approximate physical relations (see detailed discussion in ).
The variability, respectively uncertainty, of each stress jump can be taken into account by averaging over a large number of Monte-Carlo simulations of random possible stressing histories. As described in more detail in the appendix, each of these synthetic stressing histories consists of stress jumps randomly selected from 
Gaussian distributions, f (△S) = exp(−(△S − △S )
2 /2δ 2 )/ √ 2πδ, where the mean value is indicated by and the standard deviation δ is proportional to the absolute value of the mean stress change at that location, i.e. δ = CV · △S 2 . Thus, we have only one additional model parameter CV accounting for the stress variability in all places. The assumed linear correlation between the standard deviation and the stress level seems to be justified by our results described in Sec. 2.1 (see Fig. 3 ).
To guarantee a good sampling of the probability distribution, the number of Monte-Carlo simulations should increase with the number of stress steps. For the following investigations, we used the two stress steps related to the M7.3 Landers mainshock and its largest aftershock, the M6.4 Big Bear earthquake, and performed in general 100 simulations for each location. However, we checked the robustness of our results using also a larger number of 1000 Monte-Carlo simulations.
Aftershock data
We analyzed the relocated earthquake catalog of Hauksson et al. (2003) To ensure a complete earthquake recording, we only used aftershocks with magnitudes M ≥ 3 (Woessner and Wiemer, 2005) . Furthermore, we neglected aftershocks that occurred within the first 12 hours after the Landers earthquake to account for likely incomplete catalog recordings in the first time interval (Kagan, 2004) . The aftershocks included in earthquake catalogs can be typically fitted with a c-value of the OmoriUtsu law which is in the order of minutes to hours. Recent attempts to find a c-value which is of physical rather than instrumental origin have proposed that it could be only in the order of one to several minutes (Kagan and Houston, 2005; Peng et al., 2006 Peng et al., , 2007 Enescu et al., 2007 ), although there is no clear consensus of how the Omori-Utsu law actually breaks down below this cut-off. However, because we are dealing with a standard earthquake catalog and our model does not account for incomplete recordings, we cut the first part of the sequence. We chose 12 hours in agreement with the estimation of Helmstetter et al. (2005) for the time of incompleteness for M ≥ 3 earthquakes in southern California.
Parameter estimation
Assuming that the model parameters are constant in space, our model consists of 4 free parameters which have to be estimated from the data: t a , Aσ n , r, and CV . We carried out the data fitting using the maximum likelihood method (Ogata, 1998; Daley and Vere-Jones, 2003) . In the appendix (Sec. 6.2), it is discussed in detail how this method has been implemented for our case. Note that we used for this estimation the stress changes calculated for 15 different layers within 1 and 15 km depth and on a horizontal grid with spacing of 0.05 o .
The parameter t a is essentially defining the time relative to the mainshock when the Omori-decay bends into the constant background rate r. Thus this parameter is poorly constrained by the first year aftershocks.
Varying t a leads mainly to a rescaling of the other parameters as shown by . We estimated the best t a -value using the first 100 days aftershocks and found a broad likelihood maximum between 15 and 40 years. However, the decrease of the log-likelihood-values for t a -values larger than 40 years is quite weak and the difference between the maximum and the value for e.g. t a =100 years is small. To reduce the parameter space, we therefore fixed the aftershock duration time to the value of t a =10000 days ≈ 27.4 years. For a comparison of a less likely but still possible larger value, we repeated all estimations for the value t a =100 years. The remaining parameters which are fitted by the maximum likelihood method are Aσ n , r, and CV .
We estimated the model parameters after each 24 hours subsequent to the Landers mainshock time t M , i.e. at times T i = t M + i days, on basis of the preceding aftershock activity. However, the maximization of the log-likelihood function (Eq. 7) was done only for aftershocks occurred after the first 12 hours (i.e. within [t M + 0.5, T i ]) to account for possible incompleteness of the recordings in the first time interval (see above).
The results are shown in Fig. 4 . In the case that the uncertainty/variability of the estimated stress changes is ignored, i.e. if CV is set to 0, we find that the estimations are not stable. In particular, both Aσ n and r are estimated to be extremely high directly after the mainshock indicating that the best solution is an almost constant aftershock probability in space. Because of the Omori-type aftershock decay, the estimated background rate and thus the total rate becomes rapidly smaller if longer aftershock time periods are taken into account. In contrast, if the stress heterogeneities are considered by means of the parameter CV , all parameters are already well constrained by the first day aftershocks and remain stable for estimations based on much longer time intervals. This indicates that, in this case, no systematic bias exists in the model estimation.
The estimated value of Aσ n ≈ 0.017 MPa is in the same order as previous estimations: e.g. Aσ n = 0.035 ± 0.015 MPa for the 1995 M w 6.9 Kobe earthquake (Toda et al., 1995) ; Aσ n = 0.01 MPa for the 2000 Izu earthquake swarm (Toda et al., 2002) ; Aσ n = 0.04 MPa for the 1997 Umbria-Marche sequence in central Italy (Catalli et al., 2008) ; and Aσ n = 0.012 MPa for the seismicity between 1970-2003 in Japan (Console et al., 2006) ; and in the range of acceptable values, 0.0012-0.6 MPa, found for earthquake interactions in the San Francisco Bay Area (Harris and Simpson, 1998) .
The estimated value of the background rate r seems also to be reasonable because it lies between two independent, rough estimations based on pre-Landers earthquake activity in the region: (i) the average seismicity in the year before the M7.3 Landers mainshock; and (ii) the average earthquake rate, estimated from the declustered catalog in the period 1984-1991. The declustering was performed according to , using the algorithm of Reasenberg (1985) . Finally, the inverted stress heterogeneity CV = 0.95 is in general agreement with the results from our previous analysis in Sec. 2.1.
Analysis of the Landers aftershock sequence
Now we use the inverted parameters to analyze the aftershock sequence in more detail. At first we analyze the aftershock activity in different regions which experienced significant stress changes due to the Landers and Big Bear event. In particular, we consider the following three different spatial volumes in which approximately the same number of aftershocks occurred:
• all sub-volumes where the calculated stress increased by more than 0.5 MPa
• all sub-volumes where the calculated stress increased between 0.01 and 0.5 MPa Estimations in the case that only Aσ n and r are simultaneously optimized whereas CV is set to 0.In the latter case the parameters are plotted in a double logarithmic scale. In (b)&(e), the upper horizontal lines refer to the average rate observed in the 1 year preceding the Landers mainshock, while the lower lines refer to the average rate of the declustered catalog between 1984 and 1991. In (f), the differences between the log-likelihood values are shown. The unstable parameter estimation as well as the much smaller likelihood-value indicate a bad fit if stress uncertainty is ignored (CV = 0).
• all sub-volumes where the calculated stress decreased by more than 0.01 MPa Although the total aftershock numbers were approximately the same in all of these three sub-volumes, the corresponding spatial volumes are very different. The observed aftershock densities in these regions are plotted in Fig. 5 (bold lines) as a function of time. As expected from theoretical point of view, the aftershock density is highest in the most stressed regions and lowest in the stress shadows. However, even in the stress shadows (i.e. in the regions where stresses are estimated to decrease due to the two major events), a clear aftershock decay according to the Omori-law is observed. In agreement with previous observations by Mallman and Zoback (2007) , this indicates that activation rather than quiescence occurred -on average -also in the apparent stress shadows.
For the same volumes, we calculated the aftershock density theoretically expected from the rate-and-state model with the above inverted values: Aσ n = 0.017 MPa, r=0.47, t a =10000 days without (CV =0; Fig. 5a ) and with stress field variability (CV =0.95; Fig. 5b ). Figure 5 clearly shows that while the aftershock decay in the regions with the highest stress increase are quite well described without accounting for stress field variability, the model completely fails for the stress shadows. On the other hand, a stress variability of CV =0.95 is able to fit all regions equally well. Thus the same parameters which have been inverted for the first days of the aftershock decay by maximum likelihood method are found to reproduce the aftershock decay also on longer time scales in stress shadows as well as in regions of stress concentration. This indicates again that the model estimation is self-consistent. In the same figure, the model results are shown for a fixed relaxation time of t a = 100 years. This model predicts an even stronger stress shadow in the absence of stress heterogeneities, otherwise the fits are almost identical for the first 100 days. Slight differences between both model estimates start to emerge in the later stage as theoretically expected. Although they are fitting very well the observed aftershock data in the first approximately 20 days, both models tend to slightly overpredict the seismicity rate in the later stage.
The spatial distributions of the estimated earthquake probabilities are shown in Figure 6 . These maps have been calculated by integrating the forecasted earthquake rates over the first 10 days for the models with CV = 0 and CV = 0.95, respectively. The consideration of stress variability clearly leads to a broadening of the triggering zone. In the same maps, we have also plotted the epicenters of the M > 3 aftershocks recorded in the same time period. Visually, the predicted spatial distribution, in particular when stress heterogeneity is considered, seems to be in good agreement with the observations. Furthermore, the observed and the modeled aftershock density show also a reasonable agreement as a function of the distance d to the mainshock rupture plane (Fig. 7) . Here, the distance d is defined as the shortest distance from a location to the Wald and Heaton (1994) fault segments. Both, the observation and the model results based on static stress changes, are found to have a similar shape. Within the first approximately 50 km from the fault plane, the decay can be approximated in both cases by d −1.3 which is in agreement with results of Felzer and Brodsky (2006) for the immediate aftershocks of small mainshocks. The latter analysis by Felzer and Brodsky, which is still controversially debated (Richards-Dinger and Stein, 2008) , seems to point to the triggering mechanism of dynamic stress rather than to static stress which is known to decay with d −3 in the far field. However, in the Landers case, we observe a bending in the far field which is in agreement with the static triggering model. In summary, the visual comparison between modeled and observed aftershocks indicates a quite good agreement. A detailed testing of the forecasting ability of the model in comparison to other Coulomb-stress based models as well as empirical models such as the ETAS (Ogata, 1998; Hainzl and Ogata, 2005; Lombardi et al., 2006; and STEP model (Gerstenberger et al., 2005) will be performed in another paper . The other parameters are t a =10000 days, Aσ n =0.017 MPa, and r=0.47. The Landers fault trace, indicated by bold lines, is that used by Wald and Heaton (1994) . 
Discussion
In this paper, we focused on the impact of the uncertainty in stress calculations, in particular, with regard to parameter estimations and forecasting of the spatiotemporal aftershock activity. Our analysis shows consistent estimations of the stress uncertainty based, firstly, on direct analysis of different published slip distributions and, secondly, on indirect results from the modeling of the recorded aftershocks. On average, the variability of stress calculations is found to be -independent of the location -in the order of the calculated stress-value. Consequently, realistic applications of stress-based models have to take, in a probabilistic manner, the large epistemic uncertainties of the slip models and the aleatoric variability due to heterogeneities into account, otherwise they will be restricted to only one of many possible stress field realizations. Our approach to introduce only one additional degree of freedom can thus be seen as the simplest attempt to take the stress field uncertainty/variability into account. The application of this basic model yielded for the Landers case (i) spatiotemporal seismicity patterns in agreement with the observations, (ii) consistent maximum likelihood parameter estimations on different time scales, and (iii) a consistent estimation of the stress field variability. Although this does not validate the model, it demonstrates the consistency of the model in explaining the Landers aftershock activity.
While our model analysis is quite sophisticated with regard to stress heterogeneity, we made, on the other hand, a number of simplifications. Below, we mention only a few of them. A detailed discussion and comparison of the main ingredients that influence the forecasted rates is given in the paper of .
Firstly, the background rate cannot be expected to be constant in space as we assumed. Pre-existing larger fault structures are likely to be correlated to higher background rates than regions without these features. Although this is quite obvious, we refrained in our investigations from considering such an inhomogeneity because of the practical difficulty to estimate the spatial distribution of the background activity which can introduce additional problems. To study the impact of stress uncertainties in isolation, we neglected the possible variability of the background activity in the present analysis.
Another general problem of models based on stress calculations is that stress changes of secondary events are not properly considered. Aftershocks can in general influence considerably the local stress field and thus lead to a non-negligible number of secondary aftershocks (Ogata, 1998; Felzer et al., 2003) . Models based on Coulomb-stress can partly account for this by considering stress changes due to the largest aftershocks. In this paper, we have included the largest aftershock (M w 6.4 Big Bear earthquake) in our stress calculations.
For simplification, we have also assumed that the local stress variability can be approximated by a Gaussian distribution. In Sec. 2.1.1, we have shown that this is a rather good approximation for calculated stresses based on randomized slip and crustal models with Gaussian errors for slip, geometry, friction and pre-stress values. However, it is an open question whether this holds, if stresses would be directly calculated for a large number of different slip inversions.
Finally, it is important to note that our analysis does not account for other mechanisms which might also explain the observations such as induced fluid flows and inelastic processes, i.e. afterslip. Thus, we cannot prove that stress heterogeneity is the most important mechanism in this respect, however, we show that it should not be neglected in any case.
Summary
Static Coulomb-stress changes have been mostly seen as one of the major triggering mechanisms for aftershocks. This is based on observed correlations between the spatial distributions of static stress changes and aftershock activity and the explanation of the empirically observed Omori-Utsu law by the rate-and-state dependent frictional response to static stress changes. However, static stress triggering has been recently questioned because of a number of problems: (1) the correlations between calculated stress and aftershock activity are typically not very high (e.g. Hardebeck et al., 1998) ; (2) aftershocks occur also in stress shadows where the model predicts a decrease in seismicity rate (e.g. Marsan, 2003) ; and (3) the spatial decay of aftershock rates with distance to the mainshock seems to indicate dynamic rather than static stress triggering (Kilb et al., 2000; Felzer and Brodsky, 2006) .
Recently it has been shown from a theoretical point of view that accounting for the small scale variability that might not be accessible neither to direct measurement nor computation, can explain the absence of regions of quiescence in the first part of the aftershock activity (Helmstetter and Shaw, 2006; Marsan, 2006) and magnitude-dependent Omori-Utsu parameters (Hainzl and Marsan, 2008) . This small scale variability can result from fractal slip on the mainshock rupture plane, as well as from heterogenous pre-stress or material conditions. However, in practice, such existing stress variability within sub-volumes will be superposed by the uncertainty of our deterministic stress calculations. Coulomb-stress maps are calculated from slip-models which are inverted from seismologic and geodetic measurements of the coseismic ground motion. As recently demonstrated by a blind test (see http://www.seismo.ethz.ch/staff/martin/BlindTest.html), slip inversions are often ambiguous and can significantly differ in their results even for idealized data sets (see also Woessner et al., 2006) . In addition, the stress calculation itself consists of uncertain assumptions about rheological properties of the crust and the regional stress field. For the well-studied 1992 M w 7.3 Landers, California, earthquake, we have shown here by analyzing five different published slip models that this can easily lead to standard deviations which are on the order of the deterministically calculated stress value. Thus any test of the static stress triggering model must take these uncertainties into account.
We explicitly considered the uncertainty in our maximum likelihood fit of the aftershock data. Our procedure is based on our finding that the stress variability is, in a first approximation, proportional to the absolute value of the stress change. Therefore, we introduced only one additional parameter, namely the coefficient of variation CV which is the ratio between the standard deviation and the mean value. Using only aftershock data, we find that the parameter estimations are stable in time, which is not the case if the uncertainty is neglected. Our estimations yield reasonable values for the background rate (0.5 events with M ≥ 3 per day in the region under consideration) as well as for the friction parameter, Aσ n ≈ 0.017 MPa. Both values are in the range of independent measurements. Furthermore, the estimated stress uncertainty CV = 0.95 resulting from the likelihood fit is in good agreement with our independent analysis of the variability resulting from the five different slip models. These results indicate the self-consistency of our estimations.
The retrospective comparison of the observed spatiotemporal aftershock activity with that predicted by the static stress triggering model, where stress heterogeneities are taken into account, indicates that none of the observations mentioned above seems to contradict the model any more. The spatiotemporal correlation is visually good, in particular, an Omori-type aftershock decay is both forecasted and observed in the regions which are in the stress shadow. Furthermore, the predicted spatial distribution is in agreement with the data. In particular, the predicted decay of the aftershock density with distance to the mainshock rupture plane fits well the observed activity. These results indicate the consistency of the static stress triggering model with the observations of the Landers aftershock activity. However, as long as we have no better constraints on the stress field and the crustal properties, it might be difficult -due to the larger flexibility -to validate the model in a strict sense.
In general, the consideration of uncertainties involved in the estimation of induced stress changes seems to be crucial for testing and applying models based on static stress changes. A detailed test of the forecasting ability of this model in comparison to other models, in particular, to stochastic models using only empirical laws such as the ETAS and STEP models will be presented in a follow up paper by 6 Appendix 6.1 Rate evolution due to stress jumps
Starting from the stationary background rate r, the rate after a series of stress jumps △S i at time t i (i = 1, . . . , N ) can be determined by Eq. 
starting fromτ γ 0 = 1.
Parameter estimation
Our applied procedure to estimate the model parameters allows to take uncertainties in the stress value as well as in the earthquake locations into account. The method is based on the maximum likelihood method where best parameters give the highest likelihood-value. The likelihood function L is the joint probability function for a given model and can be constructed by multiplying the probability density function of each of the data points together. R(x, y, z, t) dx dy dz dt
(Ogata 1998; Daley and Vere-Jones 2003) .
We solve the ln L-function by discretization of the spatial volume. There are in total N =27000 sub-volumes. At the central point of each sub-volume, the average stress change is calculated for each stress step with regard to the different slip models. For given parameters and stressing history, the rate evolution R n (t) is calculated according to Eqs. (3) and (5) at each grid-node. To account for the location error, the value R( x i , t i ) has to be replaced by the weighted sum R(t i ) = N n=1 w n R n (t i ) where w n is the probability that the i-th earthquake occurred in the n-th sub-volume. The weights are calculated according to the Gaussian-distributed location errors given in the catalog.
To account for the uncertainty of the stress steps, we use Monte-Carlo simulations. In each sub-volume, we create M random series of stress jumps (in our case, we consider only the two subsequent jumps resulting from the M7.3 Landers (k=1) and the M6.4 Big Bear (k=2) earthquakes) by randomly selecting values △S k from Gaussian distributions with mean △S k and standard deviation δ k = CV · | △S k |. Here, the mean value △S k is the deterministically calculated stress value based on the slip models. The likelihood-value L is replaced byL
For finding the parameters Aσ n and CV which yield the maximum likelihood value, we perform a grid-search in the intervals Aσ n ∈ [0.01, 0.2] MPa and CV ∈ [0, 5.0]. For given parameters Aσ n and CV , the ratio R/r can be calculated because it is independent of r. Therefore, the maximization of the log-likelihood function with respect to r can be solved analytically from setting dL/dr = 0 leading to 
