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Abstract
We discuss in polar coordinates the relation between unitarizing measures and invariant measures for
the Ornstein–Uhlenbeck operator in the Poincaré disk. Then we study the Ornstein–Uhlenbeck operator in
terms of the vector fields of the modular representation.
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0. Introduction
First, we define the Ornstein–Uhlenbeck operator Bγ in the Poincaré disk D. Consider the
measure μγ = (1 − zz)γ dv where γ ∈ C and dv is the volume measure on D. This measure
μγ is associated to the modular representation as in [4]. We prove that μγ is an invariant mea-
sure for Bγ . The vector fields of the infinitesimal modular representation have been calculated
in [7], we show how to obtain the Ornstein–Uhlenbeck operator Bγ from the vector fields of
the modular representation. The relation between unitarizing measures and invariant measures
for Ornstein–Uhlenbeck operators has become classical in the case of the Heisenberg algebra,
see for example [2]. For the symplectic group SU(1,1) acting on the Poincaré disk, our results
confirm the work by [4]. Moreover, we define a general Ornstein–Uhlenbeck operator OUγ in
the Poincaré disk by adding to the radial Ornstein–Uhlenbeck operator Bγ , the angular part of
the Laplace–Beltrami operator. We discuss various commutation identities concerning these op-
erators.
1. Laplace–Beltrami and Ornstein–Uhlenbeck operators in polar coordinates
Let D be the Poincaré disk, D = {z ∈C | |z| < 1} with the Kähler metric
ds2 = 4|dz|
2
(1 − |z|2)2 (1.1)
We denote by dv the volume measure,
dv = 2i dz ∧ dz
(1 − |z|2)2 =
4r dr dθ
(1 − r2)2 if z = re
iθ (1.2)
Let
μγ = (1 − zz)γ dv (1.3)
where γ is a real number. We consider the Laplace–Beltrami operator LB in polar coordinates,
i.e. reiθ = x + iy, it is given by
LB = (1 − r
2)2
4
[
∂2
∂x2
+ ∂
2
∂y2
]
= (1 − r
2)2
4
[
∂2
∂r2
+ 1
r
∂
∂r
+ 1
r2
∂2
∂θ2
]
(1.4)
On the other hand, consider the Laplacian, see [1, (1.2.7)], defined by
H = (1 − r
2)2
[
∂2
2 +
1 ∂
]
+ (1 + r
2)2
2
∂2
2 (1.5)4 ∂r r ∂r 4r ∂θ
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r = tanh
(
τ
2
)
or equivalently
τ
2
=
r∫
0
du
1 − u2 = log
(
1 + r
1 − r
)
(1.6)
then
ds2 = dτ 2 + sinh2(τ ) dθ2, dv = sinh(τ ) dτ dθ (1.7)
LB = ∂
2
∂τ 2
+ 1
tanh(τ )
∂
∂τ
+ 1
sinh2(τ )
∂2
∂θ2
(1.8)
H = ∂
2
∂τ 2
+ 1
tanh(τ )
∂
∂τ
+ 1
tanh2(τ )
∂2
∂θ2
(1.9)
For both Laplacians, the diffusion equation on the radial component is
(1 − r2)2
4
[
∂2p
∂r2
+ 1
r
∂p
∂r
]
= ∂p
∂t
(1.10)
In the τ coordinate, ∂
2p
∂τ 2
+ 1tanh(τ ) ∂p∂τ = ∂p∂t . The Kählerian potential is
K = − log(1 − r2)= 2 log(cosh(τ
2
))
(1.11)
We have
dK
dτ
= tanh
(
τ
2
)
,
d2K
dτ 2
= 1
2 cosh2(τ/2)
(1.12)
For any γ ∈ C, the measure μγ is well defined. When γ is real, the integral ∫|z|<1(1 − zz)γ dv
is finite if and only if γ > 1, and in this case∫
(1 − zz)γ dv = 4π
γ − 1 (1.13)
Definition 1.1. Define the radial Laplace–Beltrami
A = ∂
2
∂τ 2
+ 1
tanh(τ )
∂
∂τ
= (1 − r
2)2
4
[
∂2
∂r2
+ 1
r
∂
∂r
]
(1.14)
and for given γ ∈ C, we define the radial Ornstein–Uhlenbeck operator as
Bγ = ∂
2
∂τ 2
+ 1
tanh(τ )
∂
∂τ
− γ tanh
(
τ
2
)
∂
∂τ
(1.15)
Let
D = − tanh
(
τ
2
)
∂
∂τ
= − r(1 − r
2)
2
∂
∂r
(1.16)
Then γD is the drift in Bγ . We have
674 H. Airault, H. Ouerdiane / Bull. Sci. math. 133 (2009) 671–692Bγ = A− γ tanh
(
τ
2
)
∂
∂τ
= A − γ dK
dτ
∂
∂τ
= A + γD
= (1 − r
2)2
4
[
∂2
∂r2
+ 1
r
∂
∂r
]
− γ r(1 − r
2)
2
∂
∂r
(1.17)
Given two operators P , Q, we denote
[P,Q] := PQ−QP (1.18)
By simple calculation, we prove
Lemma 1.2.
[D,A] = DA− AD = (1 − r
2)2
4
1
r
∂
∂r
(1.19)
A− [D,A] = (1 − r
2)2
4
∂2
∂r2
(1.20)
By passing to polar coordinates in [4], one can relate Bγ on the disk with the operator L
defined in [4, (3.7)b] on the group of matrices g =
(
a b
b a
)
such that aa − bb = 1. This will be
developed in Section 2.3.
Definition 1.3. We define the Ornstein–Uhlenbeck operators OUγLB and OU
γ
H
OUγLB = Bγ +
(1 − r2)2
4r2
∂2
∂θ2
= LB + γD (1.21)
OUγH = Bγ +
(1 + r2)2
4r2
∂2
∂θ2
= H + γD (1.22)
We denote by θLB the angular part of the Laplace–Beltrami operator LB and θH the angular
part of θH ,
θLB =
(1 − r2)2
4r2
∂2
∂θ2
and θH =
(1 + r2)2
4r2
∂2
∂θ2
(1.23)
Then
θH = θLB +
∂2
∂θ2
(1.24)
[
D,θH
]= [D, (1 + r2)2
4r2
∂2
∂θ2
]
= (1 − r
2)2
4r
(
r + 1
r
)
∂2
∂θ2
(1.25)[
D,θH
]= [D,θLB] (1.26)
Stroock [9] has defined an Ornstein–Uhlenbeck for a general Riemannian manifold. The oper-
ator OUγLB coincides with that in [9] if we take the Riemannian manifold to be the Poincaré
disk. On the other hand, in our case, the commutation relations as in [3] where the Laplacian 
and the drift D satisfy [,D] = c1 + c2D, c1, c2 being two constants, are not satisfied since
[A,D] = λ(r)D where λ(r) = (1−r2)2r2 is not a constant. The assumptions in [3] in order to obtain
an invariant measure for  + cD, c being a constant seem too restrictive. In the following, we
study invariant measures and unitarizing measures on the Poincaré disk. See [6] for a discussion
of the geometry of more general Einstein–Kähler manifolds.
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2.1. Adjoint of an operator and invariant measure on a Riemannian manifold
Let M be a Riemannian manifold,  be a second order elliptic differential operator on M .
Denote by dv the Riemannian volume measure. Let Z be a vector field on M . Consider
B =  − ∂Z (2.1.1)
Definition 2.1. Let μ be a measure on M , we denote respectively by adjμZ and adjμB the adjoint
operators on M with respect to the measure μ. We have∫
(Zφ)ψ dμ =
∫
φ(adjμZ)ψ dμ (2.1.2)∫
(Bφ)ψ dμ =
∫
φ(adjμB)ψ dμ (2.1.3)
for any C∞ functions φ and ψ on M vanishing on the boundary of M and such that the integrals
exist. We denote by Z∗ (resp. B∗) the adjoint of Z (resp. B) with respect to the Riemannian
volume.
Lemma 2.2. Let μ = F dv be a absolutely continuous measure with respect to the Riemannian
volume dv where F is the density. Then
adjμZ = Z∗ − Z(logF) and adjμB = adjμ − adjμZ (2.1.4)
Proof. Remark that Z∗ = V + h where V is a vector field and h is a function. For the first
equation in (2.1.4), we have to prove∫
(Zφ)ψ dμ =
∫
φ(Z∗ψ)dμ−
∫
φψZ
(
log(F )
)
dμ
Since ∫
φ(Z∗ψ)dμ =
∫
φF(Z∗ψ) dv =
∫
Z(Fφ)ψ dv =
∫
Z(F)φψ dv +
∫
Z(φ)ψ dμ
we obtain the result. 
Definition 2.3. Let μ be a measure on M . We say that μ is invariant for the operator B if∫
M
(Bf )dμ = 0 (2.1.5)
for any C∞ function f on M , vanishing on the boundary of M and such that f and its derivatives
up to the second order are integrable.
Lemma 2.4. If μ = exp(−U)dv where dv is the Riemannian volume, then
μ is invariant for B if and only if B∗(e−U )= 0. (2.1.6)
Proof.
∫
M
(Bf )e−U dv = ∫
M
fB∗(e−U)dv. If this integral is zero for any function f as in Def-
inition 2.3, then B∗(e−U) = 0. 
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The Poincaré disk as a Kählerian manifold is also a Riemannian manifold. In this subsection,
we find invariant measures for the operators A and Bγ defined in (1.14) and in (1.15)–(1.17).
Lemma 2.5. Let D be the drift operator as in (1.16), then with respect to the volume measure
dv,
D∗ = −D + 1 (2.2.1)
Let μγ = e−γK(r) dv = (1 − r2)γ dv, where K = − log(1 − r2) as in (1.11).
adjμγ D = −D +
(
1 − γ r2) (2.2.2)
The adjoints of A and Bγ for the volume measure dv are
A∗ = A (2.2.3)(Bγ )∗ = A + γ tanh(τ
2
)
∂
∂τ
+ γ I = A − γD + γ I (2.2.4)
We also have
adjμγ A = A + 2γD − γ
(
1 − γ r2) (2.2.5)
adjμγ Bγ = Bγ (2.2.6)
If γ1 and γ2 two given complex numbers, then
adjμγ2 Bγ1 = Bγ2 + (γ1 − γ2)adjμγ2 D (2.2.7)
Proof. By (1.7), the volume measure is dv = sinh(τ ) dτ dθ . Integrating by parts with respect to
the τ variable, with differentiable functions f and g vanishing at zero and at infinity,
+∞∫
0
(Df )(τ)g(τ ) sinh(τ ) dτ = −
+∞∫
0
tanh
(
τ
2
)
f ′g sinh(τ ) dτ
= −
+∞∫
0
(Df )g sinh(τ ) dτ +
+∞∫
0
fg sinh(τ ) dτ
This proves (2.2.1). Then (2.2.2) is a consequence of (2.1.4). To prove (2.2.3), we integrate by
parts
+∞∫
0
(Af )(τ )g(τ ) sinh(τ ) dτ =
+∞∫
0
[
f ′′g sinh(τ ) + f ′g cosh(τ )]dτ
= −
+∞∫
0
f ′(τ )g′(τ ) sinh(τ ) dτ
This proves that A is self-adjoint for the measure dv. We deduce adjμγ A by calculating A((1 −
r2)γ ψ). For that we put h = (1 − r2)γ and we remark that
h′′ + 1h′ = −4γ (1 − r2)γ−2(1 − γ r2)
r
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of (2.1.4). 
Theorem 2.6. The volume dv is invariant for the radial Laplacian A and μγ = (1 − zz)γ dv is
invariant for Bγ .
Proof. Since A∗1 = 0, we find that the volume measure dv is invariant for A. To prove the
invariance of μγ = (1 − zz)γ dv for Bγ , we calculate (Bγ )∗[(1 − r2)γ ] with r = tanh( τ2 ). We
have
(Bγ )∗ = ∂2
∂τ 2
+ 1
tanh(τ )
d
dτ
+ γ tanh
(
τ
2
)
d
dτ
+ γ I
d
dτ
(
1 − r2)γ = −γ r(1 − r2)γ , and dr
dτ
= 1
2
(
1 − r2)
d2
dτ 2
(
1 − r2)γ = −γ
2
(
1 − r2)γ+1 + γ 2r2(1 − r2)γ
Since tanh(τ ) = 2 tanh(τ/2)1+tanh2(τ/2) , we have
1
tanh(τ )
d
dτ
(
1 − r2)γ = −γ
2
(
1 + r2)(1 − r2)γ
γ tanh
(
τ
2
)
d
dτ
(
1 − r2)γ = −γ 2r2(1 − r2)γ
Simplifying by (1 − r2)γ , we have to verify that
−γ
2
(
1 − r2)+ γ 2r2 − γ
2
(
1 + r2)− γ 2r2 + γ = 0
which is true. Thus μγ = (1 − zz)γ dv is an invariant measure for Bγ . 
Remark 2.7. Notice that the expression of Bγ is explicitly given in (1.15)–(1.17) and the proof
of Theorem 2.6 is a direct proof.
Theorem 2.6 suggests to find invariant measures for Ornstein–Uhlenbeck operators on a
Riemannian manifold. Along the same lines, consider the Gaussian measure νγ =
√
γ
2π ×
exp(− γ x22 ) dx on the line, where γ > 0. The measure νγ is an invariant measure for the
one dimensional operator d2
dx2
− γ x d
dx
. On a Riemannian manifold M , consider the measure
μγ = Φ(v)γ dv where dv is the Riemannian volume. Let  be the Laplace–Beltrami operator
on M . Is it possible to calculate a first order differential operator Dγ such that μγ is an invariant
measure for  +Dγ ?
2.3. Radial Ornstein–Uhlenbeck operator on the Poincaré disk and operators on the group
SU(1,1)
The objective of this subsection is to identify Bγ and OUγ with projections on the Poincaré
disk of the operator (3.7)a in [4]. First, we recall some notations and results in [4]. We denote by
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b a
)
such that aa − bb = 1. The group G acts on the
Poincaré disk with
g(z) = az + b
bz + a (2.3.1)
We see that g(0) = b(a)−1 then z = b(a)−1 is the orbit of zero and
g−1(0) = −b
a
(2.3.2)
Following [4], we lift the Kählerian potential (1.11), K = − log(1 − zz) to the group G. The
lifted potential is
K(g) = − log(1 − ∣∣b(a)−1∣∣2)= log(1 + bb) (2.3.3)
The Lie algebra of G is su(1,1), the set of matrices β = ( β1 β2
β2 β1
)
such that β1 +β1 = 0. As in [4],
consider the basis of su(1,1),
e1 = 12
(
i 0
0 −i
)
, e2 =
(
0 12
1
2 0
)
, e3 = 12
(
0 i
−i 0
)
(2.3.4)
Let [α,β] = αβ − βα where αβ is the product of matrices, we have
[e1, e2] = e3, [e1, e3] = −e2, [e2, e3] = −e1 (2.3.5)
Given a function Φ defined on the group G, and β ∈ su(1,1), the right derivatives of Φ in the
direction β are
∂rβΦ(g) =
d
d |=0
φ
(
g exp(β)
) (2.3.6)
We denote
g =
(
a b
b a
)
= g exp(β) =
(
a b
b a
)
×
(
1 + β1 β2
β2 1 + β1
)
+ o(2)
We have(
a b
b a
)
=
(
a(1 + β1)+ bβ2 aβ2 + b(1 + β1)
b(1 + β1)+ aβ2 β2b + a(1 + β1)
)
+ o(2) (2.3.7)
d
d |=0
a = aβ1 + bβ2 and d
d |=0
b = aβ2 + bβ1 (2.3.8)
Lemma 2.8.
∂rβK(g) = 2
(b(aβ2 + bβ1))
1 + bb (2.3.9)
Proof. It is a consequence of (2.3.8). 
Definition 2.9. (Compare with [4, (3.4)a–(3.7)a].) We consider the differential operators
∂r = 1
2
(
∂re2 − i∂re3
)
, ∂r = 1
2
(
∂re2 + i∂re3
) (2.3.10)
 = 1
2
[(
∂re2
)2 + (∂re3)2] and L =  − 2γ [∂rK(g)]∂r (2.3.11)
H. Airault, H. Ouerdiane / Bull. Sci. math. 133 (2009) 671–692 679Remark 2.10. Our operator L defined in (2.3.11) differs slightly from the operator in (3.7)a
in [4]. We have replaced the γ in [4] by 2γ . This difference comes from the fact that our metric
(1.1) is four times the metric in [4].
Definition 2.11 (The coordinates on the group G). Changing slightly [1], for g = ( a b
b a
) ∈ G, we
put
a = exp
(
i
(θ +ψ)
2
)
cosh
(
τ
2
)
, b = exp
(
i
(ψ − θ)
2
)
sinh
(
τ
2
)
(2.3.12)
With these coordinates,
b(a)−1 = tanh
(
τ
2
)
eiψ and
b
a
= e−iθ tanh
(
τ
2
)
(2.3.13)
∂rK(g) = b
2a
= 1
2
e−iθ tanh
(
τ
2
)
(2.3.14)
In the following, we express the operators ∂r , ∂r ,  = 12 [(∂re2)2 + (∂re3)2], L with the coordinates
(θ,ψ, τ) given by (2.3.12).
Lemma 2.12. Let β = ( β1 β2
β2 β1
)
, then
∂rβ =
(
eiθβ2 + e−iθβ2
) ∂
∂τ
+
(
eiθβ2 − e−iθβ2
i
)
1
sinh(τ )
∂
∂ψ
−
[
2iβ1 +
(
eiθβ2 − e−iθβ2
i
)
1
tanh(τ )
]
∂
∂θ
In particular
∂re2 = cos(θ)
∂
∂τ
+ sin(θ)
sinh(τ )
∂
∂ψ
− sin(θ)
tanh(τ )
∂
∂θ
(2.3.15)
∂re3 = − sin(θ)
∂
∂τ
+ cos(θ)
sinh(τ )
∂
∂ψ
− cos(θ)
tanh(τ )
∂
∂θ
(2.3.16)
∂r = 1
2
eiθ
[
∂
∂τ
− i
sinh(τ )
∂
∂ψ
+ i
tanh(τ )
∂
∂θ
]
∂r = 1
2
e−iθ
[
∂
∂τ
+ i
sinh(τ )
∂
∂ψ
− i
tanh(τ )
∂
∂θ
]
(2.3.17)
Proof. Since ∂rβ = ∂rβτ ∂∂τ + ∂rβψ ∂∂ψ + ∂rβθ ∂∂θ , we have to calculate ∂rβτ , ∂rβψ and ∂rβθ with(2.3.7) where a and b are given by (2.3.12),
∂rβτ = eiθβ2 + e−iθβ2 (2.3.18)
This is proved as follows. With (2.3.12), aa = cosh2(τ/2). Taking the derivative with respect
to  on both sides of this identity, then making  = 0 as in (2.3.8), we obtain
cosh(τ/2) sinh
(
τ
2
)
∂rβτ = aa(β1 + β1)+ baβ2 + baβ2
Then we express a and b with (2.3.12).
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to , then making  = 0 in
a = ei(θ+ψ)/2 cosh
(
τ
2
)
and b = ei(ψ−θ)/2 sinh
(
τ
2
)
we obtain with a ,
dθ
d |=0
+ dψ
d |=0
= −2iβ1 −
(
eiθβ2 − e−iθβ2
i
)
tanh
(
τ
2
)
(i)
In the same way, with b , we have
dψ
d |=0
− dθ
d |=0
= −2iβ1 +
(
eiθβ2 − e−iθβ2
i
)
1
tanh( τ2 )
(ii)
From (i)–(ii), we find
dψ
d |=0
=
(
eiθβ2 − e−iθβ2
i
)
1
sinh(τ )
(2.3.19)
dθ
d |=0
= −2iβ1 −
(
eiθβ2 − e−iθβ2
i
)
1
tanh(τ )
(2.3.20)
This gives ∂rβ and proves (2.3.15)–(2.3.16). From (2.3.18),
∂rτ = 1
2
(
∂re2 − i∂re2
)
τ = 1
2
eiθ and ∂rτ = 1
2
(
∂re2 + i∂re2
)
τ = 1
2
e−iθ
In the same way, from (2.3.19)–(2.3.20), we deduce
∂re2ψ =
sin(θ)
sinh(τ )
and ∂re2θ = −
sin(θ)
tanh(τ )
(2.3.21)
and
∂re3ψ =
cos(θ)
sinh(τ )
and ∂re3θ = −
cos(θ)
tanh(τ )
(2.3.22)
This gives
∂rψ = −1
2
ieiθ
sinh(τ )
and ∂rθ = 1
2
ieiθ
tanh(τ )
(2.3.23)
Since ∂r = (∂rτ ) ∂
∂τ
+ (∂rθ) ∂
∂θ
+ (∂rψ) ∂
∂ψ
, we obtain the lemma. 
Proposition 2.13. The differential operators in (2.3.11) are expressed in the coordinates (θ,ψ, τ)
by
 = 1
2
[(
∂re2
)2 + (∂re3)2]
= 1
2
[
∂2
∂τ 2
+ 1
tanh(τ )
∂
∂τ
+ 1
sinh2(τ )
[
∂
∂ψ
− cosh(τ ) ∂
∂θ
]2]
(2.3.24)
L =  − 2γ [∂rK(g)]∂r
=  − γ
2
tanh
(
τ
2
)[
∂
∂τ
− i 1
sinh(τ )
[
∂
∂ψ
− cosh(τ ) ∂
∂θ
]]
(2.3.25)
The radial part of L is equal to Bγ .
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∂rK(g)
]
∂r = 1
4
tanh
(
τ
2
)[
∂
∂τ
− i
sinh(τ )
∂
∂ψ
+ i
tanh(τ )
∂
∂θ
]
 (2.3.26)
Remark 2.14. The Laplacian  is the same as the Laplacian obtained in [1] (see (1.2.7) in [1]).
Acting on functions which do not depend on θ , it coincides with the Laplace–Beltrami LB and
acting on functions which do not depend on ψ , it coincides with H , see (1.8)–(1.9).
3. The vector fields in the right infinitesimal action
3.1. General approach and homographic transformations
Let z → q(z) be a C-differentiable function. Let γ be a real number, we put as in [8],
T
γ
q f (z) = f
(
q(z)
)
q ′(z)γ /2 (3.1.1)
It is not difficult to verify that
T
γ
q1◦q2 = T γq2 ◦ T γq1 (3.1.2)
Let q(z) be a perturbation of q(z). For any holomorphic function f (z) (f is C-differentiable),
it holds
d
d |=0
T
γ
q f (z) = Mf T γq f (z) (3.1.3)
with
Mf = γ2
d
d |=0
log
(
q ′(z)
)+ [ d
d |=0
q(z)
](
d
dz
logf
)(
q(z)
) (3.1.4)
If q(z) = q(z) + h(z), we find
Mf = h(z)
q ′(z)
× d
dz
log
[
f
(
q(z)
)
h(z)γ/2
] (3.1.5)
and if in addition, we take h(z) = q ′(z), it gives
d
d |=0
T
γ
q f (z) =
d
dz |=0
T
γ
q f (z) with q(z) = q(z) + q ′(z) (3.1.6)
In the following, we consider T γq f (z) when q(z) is an homographic transformation. Assume that
q(z) = az+b
bz+a , then q
′(z) = aa−bb
(bz+a)2 . Since
(aa−bb)
(bz+a)(bz+a) =
1−q(z)q(z)
1−|z|2 , we obtain
|q ′(z)|
1 − |q(z)|2 =
1
1 − |z|2 (3.1.7)
The condition (3.1.7) expresses the invariance of the Poincaré metric through the map q . It is a
general differential equation and if q1 and q2 are both solutions of (3.1.7), then q1 ◦ q2 satisfies
also (3.1.7). It is known, see for example p. 52 in [5], that (3.1.7) characterizes the biholomorphic
automorphisms of the Poincaré disk.
Let g = ( a b
b a
)
and assume that aa−bb > 0. For q(z) = az+b
bz+a , we denote T
γ
a,bf (z) = T γq f (z).
T
γ
a,bf (z) =
(aa − bb)γ/2
(bz + a)γ f
(
az + b
bz + a
)
(3.1.8)
In the following, we assume that aa − bb = 1.
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T
γ
a,bφ(z)T
γ
a,bψ(z)(1 − zz)γ−2 dz ∧ dz =
∫
φ(z)ψ(z)(1 − zz)γ−2 dz ∧ dz∫ ∣∣T γa,bf (z)∣∣2 dμγ =
∫ ∣∣f (z)∣∣2 dμγ (3.1.9)
Proof. By straight calculation. 
Remark 3.2. Consider the real measures μ = k(z, z) dz∧dz on D that satisfy ∫ |T γa,bf (z)|2 dμ =∫ |f (z)|2 dμ, then k(z, z) depends only on r = |z|.
Proof. If b = 0 and q(z) = e2iθ z, we see that μ must be invariant by rotation, thus k(z, z) is a
function of r = |z| only. 
3.2. The infinitesimal representation associated to T γa,b
Let β = ( β1 β2
β2 β1
)
with β2 ∈ C and β1 + β1 = 0. The matrices β verifying these conditions
define the Lie algebra su(1,1). Let
( a b
b a
)= g exp(β) as in (2.3.7).
Proposition 3.3. Consider the differential operator (called the operator associated to β in the
infinitesimal modular representation)
ρ(β) = [(β1 − β1)z + (β2 − β2z2)] ∂
∂z
− γ (β2z + β1)I (3.2.1)
where I is the identity operator. Then ρ(β) transforms holomorphic functions into holomorphic
functions. Moreover, for φ and ψ holomorphic functions,∫ [
ρ(β)φ(z)
]
ψ(z)(1 − zz)γ−2 dz ∧ dz +
∫
φ(z)
[
ρ(β)ψ(z)
]
(1 − zz)γ−2 dz ∧ dz = 0
(3.2.2)
Proof. From (2.3.8),
d
d |=0
az + b
bz + a
= −β2z
2 + (β1 − β1)z + β2
(bz + a)2
Then
d
d |=0
T
γ
a,b
f (z) = d
d |=0
1
(bz + a)γ
f
(
az + b
bz + a
)
= Mf × T γa,bf (z)
Mf = −γ (aβ2 + bβ1)z + (aβ1 + bβ2)
bz + a
+ −β2z
2 + (β1 − β1)z + β2
(bz + a)2
[
d
dz
logf
](
az + b
bz + a
)
and
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d |=0
∫ ∣∣T γa,b f (z)∣∣2(1 − zz)γ−2 dz ∧ z
= 2
∫
(Mf + Mf )
∣∣T γa,b f (z)∣∣2(1 − zz)γ−2 dz ∧ z
To complete the proof, let a = 1, b = 0, in that case Mf (z) × f (z) = [ρ(β)f ](z). 
When β is one of the matrices in the basis of the Lie algebra su(1,1), we obtain
Corollary 3.4. (See [7].)
ρ(e2)f = (1 − z
2)
2
f ′(z) − γ z
2
f (z) with e2 =
(
0 12
1
2 0
)
ρ(e3)f = i(1 + z
2)
2
f ′(z) + iγ z
2
f (z) for e3 = 12
(
0 i
−i 0
)
ρ(e1)f = izf ′(z) + iγ2 f (z) for e1 =
1
2
(
i 0
0 −i
)
Remark 3.5. Given two matrices α and β in su(1,1). Consider the bracket[
ρ(α),ρ(β)
] := ρ(α)ρ(β)− ρ(β)ρ(α) (3.2.3)
The constant in ρ(e1) has to be iγ2 in order that ρ(e2)ρ(e3) − ρ(e3)ρ(e2) = ρ(e1). In that case,
since [e2, e3] = −e1, we have [ρ(e2), ρ(e3)] = −ρ([e2, e3]).
We write β as β = ( iδ1 γ2+iδ2
γ2−iδ2 −iδ1
)= 2δ1e1 + 2δ2e2 + 2γ2e3.
Lemma 3.6.
ρ
([α,β])= −[ρ(α),ρ(β)] (3.2.4)
Proof.
[α,β] =
(
α2β2 − β2α2 β2(α1 − α1)− α2(β1 − β1)
β2(α1 − α1)− α2(β1 − β1) α2β2 − β2α2
)
Since α1 + α1 = 0 and β1 + β1 = 0, we can deduce (3.2.4) by straight calculation. 
Lemma 3.7. The constant γ is real. We assume that β1 + β1 = O . We put
ρ(β) = [(β1 − β1)z + (β2 − β2(z)2)] ∂
∂z
− γ (β2z + β1)I (3.2.5)
Then for any two matrices α and β , the two operators ρ(α) and ρ(β) satisfy[
ρ(α), ρ(β)
]= 0 and [ρ(α), ρ(β)]= [ρ(α),ρ(β)]= −ρ([α,β])
Proof. ρ(β) and ρ(α) have holomorphic coefficients and (3.2.4) is valid. 
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= ρ(β). On the other hand,
ρ(β)+ ρ(β) = (β2 + β2)
[(
1 − z2) ∂
∂z
− γ zI
]
ρ(β)− ρ(β) = (β2 − β2)
[(
1 + z2) ∂
∂z
+ γ zI
]
+ (β1 − β1)
[
2z
∂
∂z
+ γ I
]
(3.2.6)
where I is the identity operator.
3.3. From complex operators to real operators
Notation 3.9. We denote
Z = (1 − r2) ∂
∂r
, S = Z − 2rγ and T =
(
1
r
+ r
)
∂
∂θ
(3.3.1)
We have the commutation relations
[T ,Z] = [T ,S] = (1 − r
2)2
r2
∂
∂θ[
r
∂
∂r
, S
]
= −(1 + r2) ∂
∂r
and
[
r
∂
∂r
, T
]
= − (1 − r
2)
r
∂
∂θ(
r + 1
r
)
T + [Z,T ] = 4 ∂
∂θ
(3.3.2)
Lemma 3.10. Consider ρ(β) as in (3.2.5). Let
Wβ = ρ(β)+ ρ(β) (3.3.3)
Then
Wβ = −2iβ1 ∂
∂θ
+ (β2e−iθ )S + (β2e−iθ )T (3.3.4)
For e1, e2, e3, we have We1 = ∂∂θ ,
We2 =
cos(θ)
2
S − sin(θ)
2
T and We3 =
sin(θ)
2
S + cos(θ)
2
T (3.3.5)
Proof. We deduce the expression of Wβ from
∂
∂z
= 1
2
[
∂
∂x
− i ∂
∂y
]
= 1
2
e−iθ
[
∂
∂r
− i
r
∂
∂θ
]
∂
∂z
+ ∂
∂z
= cos θ ∂
∂r
− 1
r
sin θ
∂
∂θ
, i
∂
∂z
− i ∂
∂z
= sin θ ∂
∂r
+ cos θ
r
∂
∂θ
z
∂
∂z
= 1
2
[
r
∂
∂r
− i ∂
∂θ
]
, z2
∂
∂z
= e
iθ
2
[
r2
∂
∂r
− ir ∂
∂θ
]
, z
∂
∂z
− z ∂
∂z
= −i ∂
∂θ
(3.3.6)
By the way, we have
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∂
∂z
− z2 ∂
∂z
= i
[
sin θr2
∂
∂r
− cos θr ∂
∂θ
]
(
1 + z2) ∂
∂z
− (1 + z2) ∂
∂z
= −i
[
sin θ
(
1 − r2) ∂
∂r
+ cos θ
(
r + 1
r
)
∂
∂θ
]

Definition 3.11. We define the matrix
Jβ = [e1, β] =
(
0 iβ2
−iβ2 0
)
if β =
(
β1 β2
β2 β1
)
(3.3.7)
Remark 3.12.
Je2 = e3 and Je3 = −e2 (3.3.8)
Let P be the subspace generated by {e2, e3}, the restriction of J to P satisfies J 2 = −Identity. It
defines a complex structure on the Poincaré disk.
Lemma 3.13.
[β,Jβ] =
( −2iβ2β2 iβ2(β1 − β1)
−iβ2(β1 − β1) 2iβ2β2
)
(3.3.9)
Assume that β1 = 0, in that case
[Wβ,WJβ ] = 4|β2|2 ∂
∂θ
(3.3.10)
Proof. From (3.3.4) and the expression of Jβ in (3.3.7), we have
WJβ = 
(
iβ2e
−iθ )S + (iβ2e−iθ )T (3.3.11)
For [Wβ,WJβ ], we do a direct calculation. In the case of [We2,We3], we can also use (3.3.15)–
(3.3.17) below. 
Notation 3.14. We consider ρ(ej ), j = 1,2,3, when γ = 0. We denote the vector fields ρ(ej )
by H1, H2, H3. From Corollary 3.4,
H2f = (1 − z
2)
2
f ′(z), H3f = i(1 + z
2)
2
f ′(z), and H1f = izf ′(z) (3.3.12)
In the same way, for j = 1,2,3
Zj is the operator Wej = ρ(ej )+ ρ(ej ) if γ = 0 (3.3.13)
Then Zj = Hj + Hj is a vector field.
We see that H3 is the image of H2 by the map z → iz and that
[H2,H3] = H1, [H1,H2] = −H3, [H3,H1] = −H2
Moreover, making γ = 0 in (3.3.5), we have
Z1 = iz ∂
∂z
− iz ∂
∂z
= ∂
∂θ
Z2 = 1 − z
2
2
∂
∂z
+ 1 − z
2
2
∂
∂z
= 1
2
(
1 − r2) cos θ ∂
∂r
− 1 + r
2
2r
sin θ
∂
∂θ
Z3 = i 1 + z
2 ∂ − i 1 + z
2 ∂ = 1(1 − r2) sin θ ∂ + 1 + r2 cos θ ∂ (3.3.14)
2 ∂z 2 ∂z 2 ∂r 2r ∂θ
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[Z2,Z3] = Z2Z3 −Z3Z2 = ∂
∂θ
= Z1 (3.3.15)
[Z1,Z2] = −Z3 and [Z1,Z3] = Z2 (3.3.16)
r sin θZ2 − r cos θZ3 = −
(
1 + r2) ∂
∂θ
(3.3.17)
Moreover
Z2(r cos θ) = 12
(
1 − r2) cos2 θ + 1 + r2
2r
× r sin2 θ
Z3(r sin θ) = 12
(
1 − r2) sin2 θ + 1 + r2
2r
× r cos2 θ
From these two last identities, we deduce
Z2(r cos θ)+ Z3(r sin θ) = 1 (3.3.18)
r cos θZ2 + r sin θZ3 = r(1 − r
2)
2
∂
∂r
(3.3.19)
Z2(r sin θ) = Z3(r cos θ) = −r2 sin θ cos θ (3.3.20)
Proof of (3.3.15).
Z2Z3 = 14
(
1 − r2)2 cos θ sin θ ∂2
∂r2
− 2r(1 − r
2)
4
cos θ sin θ
∂
∂r
+ 1 − r
4
4r
cos2 θ
∂2
∂r∂θ
− (1 − r
2)2
4r2
cos2 θ
∂
∂θ
− 1 − r
4
4r
sin2 θ
∂2
∂θ∂r
− 1 − r
4
4r
sin θ cos θ
∂
∂r
− (1 + r
2)2
4r2
sin θ cos θ
∂2
∂θ2
+ (1 + r
2)2
4r2
sin2 θ
∂
∂θ
Z3Z2 = 14
(
1 − r2)2 cos θ sin θ ∂2
∂r2
− 2r(1 − r
2)
4
cos θ sin θ
∂
∂r
− 1 − r
4
4r
sin2 θ
∂2
∂r∂θ
+ (1 − r
2)2
4r2
sin2 θ
∂
∂θ
+ 1 − r
4
4r
cos2 θ
∂2
∂θ∂r
− 1 − r
4
4r
sin θ cos θ
∂
∂r
− (1 + r
2)2
4r2
sin θ cos θ
∂2
∂θ2
− (1 + r
2)2
4r2
cos2 θ
∂
∂θ
Thus
Z2Z3 −Z3Z2 = (1 + r
2)2
4r2
∂
∂θ
− (1 − r
2)2
4r2
∂
∂θ
= ∂
∂θ

Notation 3.15. We denote
Yj = Wej , j = 1,2,3
when γ is not necessarily equal to zero.
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Y2 = Z2 − γ r cos θ and Y3 = Z3 − γ r sin θ (3.3.21)
Because of (3.3.18), we have
[Y2,Z2] + [Y3,Z3] = γ × Id (3.3.22)
and the constant γ plays the role of a central charge.
3.4. Laplacians and Ornstein–Uhlenbeck operators from the infinitesimal representation
In this subsection, we relate the complex vector fields in the modular representation to LB
and H and to the Ornstein–Uhlenbeck operators in D.
Theorem 3.16 (The Laplacian H and LB). As above, let Z2 = H2 + H 2 and Z3 = H3 + H 3
associated to the modular representation, then
Z22 + Z23 = H (3.4.1)
where H is defined in (1.5). Moreover,
Z22 + Z23 −Z21 = LB (3.4.2)
where LB is the Laplace–Beltrami operator (1.4).
Proof.
Z22 =
1
4
(
1 − r2)2 cos2 θ ∂2
∂r2
− r(1 − r
2)
2
cos2 θ
∂
∂r
+ (1 − r
2)2
4r2
cos θ sin θ
∂
∂θ
− 1 − r
4
4r
cos θ sin θ
∂2
∂r∂θ
− 1 − r
4
4r
cos θ sin θ
∂2
∂r∂θ
+ 1 − r
4
4r
sin2 θ
∂
∂r
+ (1 + r
2)2
4r2
sin2 θ
∂2
∂θ2
+ (1 + r
2)2
4r2
sin θ cos θ
∂
∂θ
In the same way
Z23 =
1
4
(
1 − r2)2 sin2 θ ∂2
∂r2
− r(1 − r
2)
2
sin2 θ
∂
∂r
− (1 − r
2)2
4r2
cos θ sin θ
∂
∂θ
+ 1 − r
4
4r
cos θ sin θ
∂2
∂r∂θ
+ 1 − r
4
4r
cos θ sin θ
∂2
∂r∂θ
+ 1 − r
4
4r
cos2 θ
∂
∂r
+ (1 + r
2)2
4r2
cos2 θ
∂2
∂θ2
− (1 + r
2)2
4r2
sin θ cos θ
∂
∂θ
We find
Z22 + Z23 =
(1 − r2)2
4
[
∂2
∂r2
+ 1
r
∂
∂r
]
+ (1 + r
2)2
4r2
∂2
∂θ2
This gives H . To obtain (3.4.2), we use Z1 = ∂∂θ , (3.3.14) and the remarkable fact that the two
angular parts θH and 
θ
LB are related by (1.24). 
The next theorem shows how to obtain the Ornstein–Uhlenbeck operators in D from the vector
fields of the representation. Let Yj = We and Zj as in (3.3.13).j
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Y1 = Z1, Y2 = Z2 − γ2 (z + z) and Y3 = Z3 +
iγ
2
(z − z)
Then
OUγH = Y2Z2 + Y3Z3 = H −
γ r(1 − r2)
2
∂
∂r
= Z22 +Z23 −
γ r(1 − r2)
2
∂
∂r
(3.4.3)
and
OUγLB = Z22 +Z23 −Z21 −
γ r(1 − r2)
2
∂
∂r
(3.4.4)
Proof.
Y2Z2 + Y3Z3 = (Z2 − γ r cos θ)Z2 + (Z3 − γ r sin θ)Z3
is the Ornstein–Uhlenbeck operator OUγH in the Poincaré disk, see (1.22) since the drift (1.16) is
given by
drift = −γ r ∂
∂τ
= −γ r(1 − r
2)
2
∂
∂r
 (3.4.5)
3.5. From real vector fields to complex vector fields, from real operators to complex operators
In the last subsection, from the holomorphic vector fields (Hj )j=2,3 of the representation, we
constructed real vector fields by taking Zj = Hj +Hj , j = 2, 3. In the present section, from the
two real vector fields Z2, Z3, we define two new complex vector fields Z2 + iZ3 and Z2 − iZ3.
Remark 3.18. Our procedure is an analogue of the flat case where the complex manifold is the
complex plane with the real coordinates (x, y) and the complex coordinates (z, z), the Laplacian
 = ∂2
∂x2
+ ∂2
∂y2
= 4 ∂2
∂z∂z
and ∂
∂x
,
∂
∂y
play the role of Z2 and Z3.
Notation 3.19. We define the differential operators
∂U = 12e
−iθ
[(
1 − r2) ∂
∂r
− i
(
r + 1
r
)
∂
∂θ
]
= Z2 − iZ3
∂U = 12e
iθ
[(
1 − r2) ∂
∂r
+ i
(
r + 1
r
)
∂
∂θ
]
= Z2 + iZ3
Then
∂U = e−iθ
[
∂
∂τ
− i 1
tanh(τ )
∂
∂θ
]
and ∂U = eiθ
[
∂
∂τ
+ i 1
tanh(τ )
∂
∂θ
]
We have
[∂U , ∂U ] = 2i ∂ ,
[
∂U ,
∂
]
= i∂U (3.5.1)
∂θ ∂θ
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immediate that ∂U (re−iθ ) = 1 and
∂U = 12e
−iθ [Z − iT ] and ∂U = 12e
iθ [Z + iT ] (3.5.2)
Since Z2 = 12 (cos θZ − sin θT ) and Z3 = 12 (sin θZ + cos θT ), we can express the Laplacians
and Ornstein–Uhlenbeck operators with Z and T as follows:
Lemma 3.20.
4H = Z2 +
(
r + 1
r
)
Z + T 2 = (1 − r2)2[ ∂2
∂r2
+ 1
r
∂
∂r
]
+
(
r + 1
r
)2
∂2
∂θ2
(3.5.3)
and the Ornstein–Uhlenbeck operator is
SZ +
(
r + 1
r
)
Z + T 2 = 4H − rγ2 Z (3.5.4)
From (3.3.2), we deduce
Theorem 3.21.
∂U∂U = H + i ∂
∂θ
and ∂U∂U = H − i ∂
∂θ
(3.5.5)
Moreover 12 (∂U∂U + ∂U∂U ) = H .
Proof. ∂U∂U = 14 [Z2 + (r + 1r )Z + T 2] + i ∂∂θ . 
Lemma 3.22. The adjoint of Z, T , ∂U with respect to the volume measure dv are given respec-
tively by
Z∗ = −Z −
(
r + 1
r
)
, T ∗ = −T , (∂U )∗ = −∂U (3.5.6)
Proof. Integrating by parts, Z∗ = −Z− (1−r2)2
r
∂
∂r
( r1−r2 ). We obtain (∂U )
∗ = 12e−iθ [Z∗−iT ∗]+
1
2 iT (e
−iθ ), then T (e−iθ ) = −ie−iθ (r + 1
r
). 
The following is the approach to the radial Ornstein–Uhlenbeck operator with complex oper-
ators.
Remark 3.23. As in Remark 3.18, consider the flat case with the operator ∂z = 12 ( ∂∂x − i ∂∂y )
and moreover let ∂z − γ zI . Then we obtain the Ornstein–Uhlenbeck operator on R2 with (∂z −
γ z)∂z + (∂z − γ z)∂z. In the following ∂V is the analogue in the Poincaré disk of ∂z − γ z and ∂U
is the analogue of ∂z.
Theorem 3.24. Define
∂V = Y2 − iY3 = Z2 − iZ3 − γ z (3.5.7)
∂V = Y2 + iY3 = Z2 + iZ3 − γ z (3.5.8)
Then ∂V ∂U = OUγ + i
(
∂ − γ r (sin(2θ)Z + cos(2θ)T ).H ∂θ 2
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Dπ/4 = D where D is the drift operator (1.16).
4. Unicity of the unitarizing measure
First recall classical facts for an operator Q of the form
Q = α(z) ∂
∂z
+ η(z)I (4.1)
Consider a real measure μ on the Poincaré disk such that for holomorphic functions φ and ψ , it
holds ∫
(Qφ)(z)ψ(z) dμ(z) +
∫
φ(z)(Qψ)(z) dμ(z) = 0 (4.2)
Definition 4.1. For a vector field Z, we define divμ(Z) by∫
(Zφ)dμ =
∫
φ × divμ(Z)dμ (4.3)
Assume that (4.1) and (4.2) are satisfied, then it is not difficult to verify that
divμ
(
α(z)
∂
∂z
+ α(z) ∂
∂z
)
= −(η(z) + η(z)) (4.4)
When Q = ρ(β) is given by (3.2.1), since β1 + β1 = 0, we have η(z) = γ2 α′(z), thus
ρ(β) = α(z) ∂
∂z
+ γ
2
α′(z) (4.5)
with α(z) = −2β1z + β2 − β2z2. We have the general lemma:
Lemma 4.2. Let μ be a real measure on the Poincaré disk, absolutely continuous with respect
to the volume measure μ = λ(z, z) dz dz (λ(z, z) is a real valued function). Assume that α(z) is
holomorphic. Then the condition (see (4.4))
divμ
(
α(z)
∂
∂z
+ α(z) ∂
∂z
)
= −γ
2
(
α′(z) + α′(z)) (4.6)
implies that λ(z, z) is determined by the differential equation(
α(z)
∂
∂z
+ α(z) ∂
∂z
)
logλ = γ − 2
2
(
α′(z) + α′(z)) (4.7)
In particular, if (4.7) is true for α(z) = iz, the measure μ is invariant by rotation. On the other
hand, if the measure is invariant by rotation and if (4.7) is true for α(z) = i(1 + z2), then
λ(z, z) = constant × (1 − zz)γ−2.
Proof. The condition (4.6) implies that for any function Φ(z, z),
J =
∫ (
α(z)
∂
∂z
Φ + α(z) ∂
∂z
Φ
)
λ(z, z) dz dz
= −γ
∫
Φ(z, z)
(
α′(z) + α′(z))λ(z, z) dz dz (i)2
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J = −
∫ (
α′(z) + α′(z))Φλ(z, z) dz dz
−
∫ [(
α(z)
∂
∂z
+ α(z) ∂
∂z
)
logλ
]
Φλ(z, z) dz dz (ii)
Comparing (i) and (ii), we obtain (4.7). When α(z) = iz, we write (4.7) as (z ∂
∂z
−z ∂
∂z
) log(λ) = 0.
By (3.2.6), this gives ∂
∂θ
log(λ) = 0. On the other hand, if α(z) = i(1 + z2), (4.7) becomes[(
1 + z2) ∂
∂z
− (1 + z2) ∂
∂z
]
log(λ) = (γ − 2)(z − z)
By (3.2.6), it gives[
sin θ
(
1 − r2) ∂
∂r
+ cos θ
(
r + 1
r
)
∂
∂θ
]
log(λ) = −2(γ − 2)r sin θ
If λ does not depend upon θ , we integrate this last equation. 
Corollary 4.3. Consider the representation given in Corollary 3.4. Let μ be a real measure on
the Poincaré disk. We assume that μ = k(r, θ)r dr dθ and that (4.2) is satisfied for Q = ρ(e1),
ρ(e2), ρ(e3), then
k(r, θ) = constant(1 − r2)γ−2
5. Generalized operators
Notation 5.1. Denote by Z˜ and T˜ two vector fields in the (r, θ) plane of the form
Z˜ = ψ(r) ∂
∂r
and T˜ = φ(r) ∂
∂θ
(5.1)
and put S˜ = Z˜ + δ(r) where δ(r) is a differentiable function.
It is not difficult to verify that
[Z˜, T˜ ] = ψ(r)φ′(r) ∂
∂θ
and [Z˜, T˜ ] + φ(r)T˜ = [ψ(r)φ′(r) + φ(r)2] ∂
∂θ
If Z = (1 − r2) ∂
∂r
and T = (r + 1
r
) ∂
∂θ
as in (3.3.1), we have ψ(r)φ′(r) + φ(r)2 = 4.
Definition 5.2. Let A(θ) be a differentiable function in the variable θ , denote by A′(θ) its deriva-
tive. We define
φA = A(θ)S˜ + A′(θ)T˜ and JφA = A′(θ)S˜ +A′′(θ)T˜
Lemma 5.3. Assume that A(θ) satisfies the differential equation
A′′(θ) +A(θ) = constant ×A′(θ) (5.2)
Then
[φA,JφA] = c(θ)
([Z˜, T˜ ] + φ(r)T˜ ) ∂ (5.3)∂θ
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A′(t) A′′t)
)
. If we take Z = (1− r2) ∂
∂r
and T = (r + 1
r
) ∂
∂θ
for Z˜ and T˜ , we have
[φA,JφA] = 4c(θ) ∂∂θ .
Proof. Since [φA,JφA] = (AA′′ − (A′)2)[S˜, T˜ ] + (A′A′′′ − (A′′)2)φ(r)T˜ , we obtain (5.3) if
A(t)A′′(t)−A′(t)2 = A′(t)A′′′(t)−A′′(t)2. 
Proposition 5.4. Let A1(θ) and A2(θ) be differentiable functions of θ . For j = 1,2, we assume
A′′j (θ)+Aj (θ) = 0. We put ΨAj = Aj(θ)Z˜ +A′j (θ)T˜ and JΨAj = A′j (θ)Z˜ +A′′j (θ)T˜ . Then we
obtain the differential operator
ΨA1ΨA2 + JΨA1JΨA2
= (A1A2 + A′1A′2)(Z˜2 + φ(r)Z˜ + T˜ 2)+ (A1A′2 −A′1A2)(φ(r)T˜ + [Z˜, T˜ ])
where we abbreviate Aj for Aj(θ).
Proof. By direct calculation. 
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