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PERBANDINGAN IMPUTASI MISSING DATA MENGGUNAKAN METODE MEAN 
DAN METODE ALGORITMA K-MEANS 
 




Missing data adalah informasi yang hilang atau tidak tersedia untuk sebuah obyek. Missing data 
merupakan masalah yang sering dijumpai dalam penelitian, keberadaan missing data dapat mengganggu 
analisis yang akan dilakukan. Salah satu cara yang dapat dilakukan untuk menangani missing data 
adalah dengan mengisi missing data dengan nilai-nilai yang mungkin berdasarkan informasi yang 
tersedia pada data atau dikenal dengan imputasi. Mean dan Algoritma K-Means merupakan metode yang 
dapat digunakan untuk imputasi missing data. Imputasi dengan metode Mean mengisi missing data 
dengan rata-rata nilai yang diketahui pada suatu variabel, sedangkan imputasi dengan metode Algoritma 
K-Means mengisi missing data dengan centroid yang sesuai dengan letak missing data berada. Dalam 
penelitian ini, dibandingkan kedua metode imputasi tersebut, yaitu dengan membandingkan nilai MSE 
(Mean Square Error) yang diperoleh masing-masing metode. Semakin kecil nilai MSE maka semakin 
kecil kesalahan hasil imputasi. Dari pengujian imputasi yang telah dilakukan yaitu pada data yang 
mengandung 10%, 20% dan 30% missing data, didapat bahwa secara rata-rata imputasi missing data 
menggunakan metode Algoritma K-Means dengan 2 cluster, 3 cluster dan 4 cluster menunjukkan hasil 
yang lebih baik dibanding metode Mean.   
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PENDAHULUAN 
Salah satu permasalahan yang sering terjadi pada penelitian adalah data hilang atau biasa dikenal 
dengan missing data. Missing data adalah informasi yang tidak tersedia untuk sebuah obyek [1]. 
Missing data dapat disebabkan karena kesalahan sistem seperti tidak adanya respon terhadap sensor 
atau perangkat penerima input, dapat pula disebabkan karena kesalahan manusia seperti kelalaian 
dalam pengumpulan data, ketidakmampuan responden dalam memberikan jawaban yang akurat atau 
responden tidak berkenan memberikan jawaban yang akurat [2]. Missing data  merupakan hal yang 
tidak diinginkan oleh peneliti, karena dengan adanya missing data maka data tidak dapat dianalisis 
dengan baik. 
Ada beberapa cara yang dapat dilakukan untuk menangani missing data seperti : Listwise deletion, 
Pairwise deletion dan Imputasi [3]. Listwise deletion yaitu dengan cara menghapus kasus (obyek) 
yang mengandung missing data. Pairwise deletion yaitu dengan cara menghapus missing data, 
sehingga yang dianalisis hanya nilai-nilai yang tersedia saja. Imputasi yaitu dengan cara mengisi 
missing data dengan nilai yang mungkin berdasarkan informasi yang tersedia pada data [4]. Imputasi 
merupakan pilihan penanganan missing data yang lebih baik dibanding listwise deletion dan pairwise 
deletion, karena untuk mengumpulkan data membutuhkan waktu yang lama dan biaya yang besar.  
Dalam penelitian ini dibandingkan dua metode imputasi yaitu imputasi dengan metode Mean dan 
imputasi dengan metode Algoritma K-Means untuk mengetahui metode yang lebih baik dalam 
menangani missing data. Dalam pengujian imputasi ini digunakan data  lengkap, kemudian dari data 
lengkap tersebut dilakukan penghilangan nilai dengan mekanisme MCAR (Missing Complete At 
Random) dengan persentase 10%, 20% dan 30%. MCAR merupakan salah satu mekanisme missing 
data. Missing data dengan mekanisme MCAR berarti bahwa missing data terjadi secara acak, yaitu 
jika kemungkinan nilai yang hilang pada variabel Y tidak berhubungan dengan nilai-nilai di variabel 
lain dan tidak berhubungan dengan nilai–nilai di variabel Y itu sendiri [5]. Setelah dilakukan   
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penghilangan nilai kemudian dilakukan imputasi terhadap nilai-nilai yang hilang menggunakan  
metode Mean dan metode Algoritma K-Means. Jumlah cluster yang digunakan untuk imputasi 
menggunakan metode Algoritma K-Means adalah 2, 3 dan 4 cluster. Setelah dilakukan imputasi dari 
kedua metode dilakukan evaluasi hasil imputasi yaitu dengan menghitung Means Square Error (MSE) 
[2]. MSE disini digunakan sebagai ukuran untuk mengetahui ketepatan hasil imputasi. Semakin kecil 
nilai MSE maka semakin kecil kesalahan hasil imputasi. Jika   merupakan banyak imputasi,    
merupakan data asli (data yang dihilangkan yang akan diimputasi) dan    merupakan data hasil 
imputasi, maka nilai MSE dari hasil imputasi dapat ditentukan dengan persamaan sebagai berikut: 
    
∑        
  
   
 
                      (1) 
Dalam pengujian imputasi ini dilakukan 5 kali replikasi untuk tiap-tiap persentase missing data 
sehingga dari 5 kali replikasi akan didapatkan nilai rata-rata MSE, kemudian dibandingkan nilai rata-
rata MSE dari kedua metode. 
 
IMPUTASI DENGAN METODE MEAN  
Mean merupakan salah satu metode imputasi yang paling umum digunakan. Imputasi dengan 
metode Mean mengisi missing data dalam suatu variabel dengan rata-rata dari semua nilai yang 
diketahui pada suatu variabel [6]. Imputasi dengan metode Mean memiliki kelemahan yaitu 
mengurangi varians pada variabel [7], karena nilai yang diisikan adalah sama untuk setiap variabel. 
Berikut adalah contoh pengerjaan imputasi missing data dengan metode Mean. 





Data yang sudah 
di imputasi 
v1 v2 v1 v2 
A               
B             
C               
D                 
E           
F                 
G                 
H           
I                 
J                 
Missing data di obyek C pada v1 diisi dengan rata-rata dari semua nilai yang diketahui di v1 yaitu 
                               
 
      . Selanjutnya untuk mengisi missing data di obyek A, E 
dan H di v2 adalah dengan rata-rata dari semua nilai yang diketahui di v2 yaitu 
                         
 
      . Dari Tabel 1 dapat dilihat bahwa nilai yang diisikan untuk 
setiap missing data disuatu variabel adalah sama yaitu di v1 dengan      dan di v2 dengan     . Oleh 
karena itu semakin banyak persentase missing data pada suatu variabel maka akan semakin 
mengurangi varians dalam suatu variabel data.  
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IMPUTASI DENGAN METODE ALGORITMA K-MEANS 
Algoritma K-Means merupakan metode pengelompokan data non hirarki, jumlah kelompok yang 
akan dibentuk sudah terlebih dahulu diketahui dan ditentukan jumlahnya. Algoritma K-Means 
berusaha  mempartisi   obyek  kedalam  satu  atau   lebih  cluster   atau   kelompok   berdasarkan 
karakteristiknya, sehingga obyek yang mempunyai karakteristik yang sama dikelompokkan dalam satu 
cluster yang sama dan obyek yang mempunyai karakteristik yang berbeda dikelompokkan kedalam 
cluster yang lain [8]. Selain digunakan untuk pengelompokkan data, algoritma K-Means juga dapat 
digunakan  sebagai  salah  satu  penanganan  missing  data  dengan  imputasi.  Sebelum  menggunakan 
Algoritma K-Means  yang  perlu  diperhatikan adalah satuan data. Jika data mempunyai satuan yang 
berbeda secara signifikan maka harus dilakukan proses standarisasi dengan mengubah data yang ada 
ke Z-Score [1]. Berikut adalah rumus Z-Score : 
   
    ̅ 
 
               (2) 
dimana :      = Nilai variabel hasil standarisasi untuk obyek ke-i 
    = Nilai variabel untuk obyek ke-i  
 ̅  = Rata-rata 
                 = Standar deviasi 
Adapun langkah-langkah imputasi missing data menggunakan Algoritma K-Means adalah [9]: 
1. Seluruh obyek (termasuk obyek yang mengandung missing data) dikelompokan dengan Algoritma 
K-Means  
Adapun langkah-langkah Algoritma K-Means adalah sebagai berikut : 
1. Tentukan jumlah cluster (k) yang dibentuk dan jumlah iterasi maksimum (maxter). 
2. Tentukan centroid awal (  ) secara random dari obyek-obyek data komplit yang tersedia 
sebanyak k cluster.  
3. Hitung jarak setiap obyek ke masing-masing centroid. Perhitungan jarak yang digunakan adalah 
jarak euclid, jarak euclid dihitung menggunakan rumus sebagai berikut : 
 (     )  √∑ (       )
  
                 ;                                                  (3) 
dimana :  (     )   jarak antara obyek ke-  dan centroid cluster ke-  
                   data pada obyek ke-  pada variabel ke-   
                  centroid  cluster ke-  pada variabel ke-  
                banyaknya variabel (kolom)  
4. Kelompokkan  setiap  obyek  berdasarkan  jarak  terdekat antara setiap obyek  dengan masing-
masing centroid. 
5. Lakukan iterasi (t), tentukan posisi centroid pada iterasi ke-t (  ) dengan rumus sebagai berikut: 
    
 
  
∑    
  
                                                      (4)   
dimana :      centroid cluster ke-  pada variabel ke-  
       banyak/jumlah data yang menjadi anggota cluster ke-  
             data pada obyek ke-  pada variabel ke-   
6. Ulangi langkah 3 jika posisi         atau jika t < maxter. Jika posisi         atau jika t = 
maxter, maka proses perhitungan dihentikan dan didapatlah kelompok data. 
2. Isi missing data dengan centroid yang sesuai dengan letak missing data berada. 
Berikut adalah contoh pengerjaan imputasi missing data dengan metode Algoritma K-Means 
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Tabel 2. Data untuk contoh imputasi dengan 











A           
B                 
C            
D                
E               
F                
G              
H             
I              
J                
 
Sebelum mengelompokan data dengan Algoritma K-Means, data terlebih dahulu distandarisasi 
dengan rumus Z-Score pada persamaan 2, karena data mempunyai satuan yang berbeda. Berikut 
adalah data yang telah distandarisasi. 














Adapun langkah – langkah imputasi missing data dengan Algoritma K-Means : 
1. Kelompokan seluruh obyek (termasuk obyek yang mengandung missing data) menggunakan 
Algoritma K-Means 
a. Tentukan jumlah cluster (k) dan jumlah iterasi maksimum (maxter). Misalkan k = 2 dan 
maxter = 100 
b. Tentukan centroid awal (  ) pada obyek data komplit secara random misal : 
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d. Berdasarkan jarak terdekat setiap obyek ke masing-masing centroid didapat anggota cluster 1 
yaitu obyek A, B, D dan cluster 2 yaitu obyek C, E, F, G, H, I, J. 
e. Iterasi 1 :  
Tentukan centroid pada iterasi 1 (  ) menggunakan rumus pada persamaan 4 :  
                                    
                                         
Karena centroid pada iterasi 1 tidak sama dengan centroid awal (       atau karena t < maxter, 


















Berdasarkan jarak terdekat setiap obyek ke masing-masing centroid didapat anggota cluster 1 yaitu 
obyek A, B, D dan cluster 2 yaitu obyek C, E, F, G, H, I, J  
Iterasi 2 : 
Tentukan centroid pada iterasi 2 (  ) menggunakan rumus pada persamaan 4 
                                    
                                         
Karena  centroid pada iterasi 2 sama dengan centroid pada iterasi 1 (      , maka proses 
perhitungan dihentikan sehingga didapat anggota cluster 1 yaitu obyek A, B, D dan cluster 2 yaitu 
obyek C, E, F, G, H, I, J dengan centroid  
                                    
                                         
2. Isi missing data dengan centroid yang sesuai dengan letak missing data berada. Hasil imputasi 
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Tabel 4. Data hasil imputasi Algoritma K-Means 
Obyek 
(konsumen) 
Data Hasil Imputasi 















Tv      
(Jam) 
A                                              
B                                              
C                                                
D                                            
E                                              
F                                               
G                                                
H                                               
I                                                
J                                               
 
PENGUJIAN IMPUTASI MISSING DATA 
Data yang digunakan dalam penelitian ini adalah data iris setosa yang diambil dari UCI Machine 
Learning  Reporsitory  [10]. Data  tersebut merupakan  data lengkap yang tidak terdapat missing data. 
Data iris merupakan kumpulan data multivariat yang diperkenalkan oleh Ronald Fisher. Data iris juga 
disebut dengan data iris Anderson, karena Anderson yang mengumpulkan  data  iris  untuk  mengukur 
variasi   morfologi   bunga  iris dari  tiga  kelas  yaitu iris  setosa,   iris  virgina   dan  iris  Versicolour.  
Masing-masing  kelas  terdiri dari 50 sampel. Empat fitur yang diukur dari masing-masing sampel 
adalah panjang dan lebar dari kelopak dan mahkota bunga.  Pengukuran  panjang  dan  lebar  dalam  
cm.  Dalam  penelitian ini hanya digunakan satu kelas yaitu kelas iris setosa.  
 Skenario yang dilakukan pada penelitian ini adalah dengan menghilangkan beberapa nilai pada 
data iris setosa secara acak, dengan persentase missing data 10%, 20% dan 30%. Karena data iris tidak 
memiliki satuan yang berbeda maka data tidak perlu distandarisasi. Setelah dilakukan penghilangan 
nilai kemudian dilakukan imputasi missing data menggunakan metode Mean dan metode Algoritma         
K-Means. Setelah diperoleh hasil imputasi dari kedua metode, dilakukan evaluasi hasil imputasi 
dengan menghitung MSE. Berikut adalah nilai MSE dan nilai rata-rata MSE dari hasil imputasi kedua 
metode. 






MSE Replikasi 1 Replikasi 2 Replikasi 3 Replikasi 4 Replikasi 5 
    
K-Means 
2 Cluster                                           
3 Cluster                                          
4 Cluster                                           
Mean                                         
    
K-Means 
2 Cluster                                          
3 Cluster                                         
4 Cluster                                         
Mean                                           
    
K-Means 
2 Cluster                                            
3 Cluster                                           
4 Cluster                                           
Mean                                           
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Berdasarkan Tabel 5 untuk persentase missing data sebesar 10%, hasil imputasi missing data 
menggunakan metode Algoritma K-Means dengan 2 cluster, 3 cluster dan 4 cluster, selalu 
memberikan nilai MSE yang  lebih kecil dibanding metode Mean pada replikasi ke- 1, 2, 3 dan 5. 
Namun tidak pada replikasi ke-4, hasil imputasi menggunakan metode Algoritma K-Means dengan 2 
cluster memberikan nilai MSE yang lebih besar  dibanding metode Mean                    Hal ini 
terjadi karena  penghilangan nilai yang dilakukan secara acak, sehingga terkadang nilai-nilai yang 
hilang adalah nilai yang mendekati mean atau mean itu sendiri. 
Untuk  persentase missing data sebesar 20% dan 30%, hasil imputasi missing  data   menggunakan 
metode  Algoritma  K-Means dengan 2 cluster, 3 cluster dan 4 cluster, selalu  memberikan  nilai  MSE 
yang lebih kecil  dibanding metode Mean pada setiap replikasi. Berdasarkan nilai rata-rata MSE,  hasil 
imputasi menggunakan metode Algoritma K-Means selalu memberikan nilai MSE yang lebih kecil 
dibanding metode Mean pada tiap persentase missing data, artinya secara rata-rata kesalahan hasil 
imputasi menggunakan metode Algoritma K-Means lebih kecil dibanding metode Mean sehingga 
secara rata-rata imputasi missing data menggunakan metode  Algoritma K-Means  menunjukkan  hasil 
yang lebih baik dibanding metode Mean. 
 
PENUTUP 
Dari pengujian imputasi yang telah dilakukan, dapat disimpulkan bahwa secara rata-rata, imputasi 
missing data menggunakan metode Algoritma K-Means menunjukkan hasil yang lebih baik dibanding 
metode Mean. Untuk 10% missing data, hasil imputasi menggunakan metode Algoritma K-Means 
dengan 2 cluster, 3 cluster dan 4 cluster memberikan nilai MSE berturut-turut 0,0683; 0,055 dan 
0,0743. Untuk 20% missing data, nilai MSE berturut-turut 0,065; 0,0626 dan 0,069. Untuk 30% 
missing  data,   nilai  MSE  berturut-turut  0,0561;  0,0649  dan  0,0637.  Sedangkan   hasil   imputasi 
menggunakan metode Mean untuk 10%, 20% dan 30% memberikan nilai MSE berturut-turut 0,1089; 
0,1041 dan 0,0891. Hasil imputasi menggunakan metode Algoritma K-Means memberikan nilai MSE 
yang lebih kecil dibanding metode Mean, karena nilai yang diimputasi oleh Algoritma K-Means 
merupakan nilai yang memiliki kemiripan dengan nilai-nilai yang berada dalam suatu cluster. 
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