eep learning methods are used on spectroscopic data to predict drug content in tablets from near infrared (NIR) spectra. Using convolutional neural networks (CNNs), features are extracted from the spectroscopic data. Extended multiplicative scatter correction (EMSC) and a novel spectral data augmentation method are benchmarked as preprocessing steps. The learned models perform better or on par with hypothetical optimal partial least squares (PLS) models for all combinations of preprocessing. Data augmentation with subsequent EMSC in combination gave the best results. The deep learning model CNNs also outperform the PLS models in an extrapolation challenge created using data from a second instrument and from an analyte concentration not covered by the training data. Qualitative investigations of the CNNs kernel activations show their resemblance to wellknown data processing methods such as smoothing, slope/derivative, thresholds and spectral region selection.
Introduction
Use of artificial neural networks (ANNs) for analysis of spectroscopic data is decades old [1] and they have been widely used as nonlinear models for the analysis of spectroscopic data. Convolutional neural networks (CNNs) [2, 3] are ANNs with a special layout and restrictions that make them excellent for modelling spatial data. Neighboring data points are analysed in mini networks by "scanning" the data with a limited spatial width (filter size). This is done multiple times with different mini networks (kernels). The trained weights for the mini network for each kernel must be the same for the entire sweep of the data. In image analysis and classification these ANN types surpassed human interpretation two years ago [4] . The activations of the kernels are then fed forward in the neural network into new convolutional layers or standard dense layers.
A spectrum can be thought of as a one-dimensional picture, and this type of neural network architecture has recently been used for spectroscopical data. As examples they were employed for classification of Raman Spectra [5] and for classification of pharmaceutical tablets using VIS-NIR spectroscopy [6] . CNNs have also been used for regression modelling of NIR and Raman Data, including advanced spectral region selection via a custom regularization function. [7] Data augmentation is a wellknown technique for improving robustness and training of neural networks [2] . It has been used with success in many domains ranging from image classification [8] to molecular modelling [9] . The core idea is to expand the number of training samples from the limited number of labelled samples by simulating various expected variations in the datasets. For images it is easy to understand that a picture of a cat is recognisable even though it has been rotated randomly between -45°t o 45°or flipped. The neural network subsequently learns how to cope with such variations resulting in a more robust training. For spectral data the variation employed is suggested as in Figure 1 . Here random offsets, random changes in slope and random multiplications are added to the existing spectrums to expand the dataset.
Dropout [10] is a wellknown regularization technique employed for deep learning neural network models. During training each activation (or data input point) is randomly dropped/removed from the vector fed into the subsequent layer with a tunable probability (the dropout rate). The effect is a disruption of the neuron interdependence, so that each neuron can't make predictions on very specific patterns of the input. This in turn leads to more independent neurons and redundancy in the data handling. This limits the overfitting capacaity and give better generalization for prediction of novel samples. After training the weights of the layer are scaled proportionally to the dropout rate and the dropout layer is not active during sampling.
Here we analyze a tablet dataset [11, 12] using CNNs with automatic tuning of the model hyperparameters and regularization level in the form of dropout layers. The dataset consists of assay results from analysis of pharmaceutical tablets and NIR spectra recorded with two different instruments. Data preprocessing in the form of spectral data augmentation is implemented and the perfomance compared with extended multiplicative scatter correction (EMSC). All dataset treatments are compared to hypothetical optimal PLS models as a baseline method. The model types performances are also compared on a specially crafted extrapolation challenge for both assay result values and instrument recordings.
Methods

Datasets
The dataset was downloaded [12] and read from Matlab format into Python using utilities from Scientific Python [13] . The original data from instrument one and two was pooled on their own, and divided into different training, validation and external test sets. A standard dataset split was created by randomly splitting off 20% for test and validation set in successive steps. The extrapolation set was split into sets with the test set having measured concentration above 228mg, the validation set between 228mg and 212mg and the training set with concentrations below 212mg. The training and validation sets was exclusively done with spectrums obtained with instrument one, whereas the test sets were exclusively taken from instrument two. The spectral region from 600 to 1798 nm was used for modelling.
Outlier removal Spectral outliers were identified by PLS modeling, using the implementation of the NI-PALS algorithm [14] in Scikit-Learn [15] , without scaling and a maximum of 100.000 iterations and a tolerance of 10 -16 .The entire dataset was subjected to 10 fold cross validation (CV) varying the number of principal components between 1 and 30. The number of principal components that gave the lowest average Huber loss [16] for the cross validation sets was used to model the entire dataset and the outliers identified as samples having more than 2.5 times the standard deviation of the absolute error of prediction.
Data Augmentation Some of the datasets were augmented by adding random variations in offset, multiplication and slope. Offset was varied ±0.10 times the standard deviation of the training set. Multiplication was done with 1±0.10 times the standard deviation of the training set, and the slope was adjusted uniformly randomly between 0.95 to 1.05. This was done 9 times for each sample in the training set and appended to the dataset. The assay reference set was expanded appropriately.
Extended Multiplicative Scatter Correction
Some of the datasets were subjected to Extended Multiplicative Scatter Correction (EMSC) [17] with an order of one. The EMSC python code was adapted from the ChemPy project [18] . The reference spectrum was the average of the training set for EMSC correction of all the dataset subsets.
Normalization All datasets were normalized by subtracting the global mean of the training set and dividing by two times the global standard deviation of the training ensuring that most of the values are in the range -1 to 1.
Neural Networks
A CNN was built by using Keras v.1.2.2 [19] with Theano v.0.9.0 [20] as the computation back end. GPU computation was done using CUDA version 8.0. [21] The input was fed to a Gaussian noise layer with a standard deviation of 0.01, followed by two one-dimensional convolutional layers [22, 23] with a rectified linear activation. [24] The output from the convolutional kernels were flattened and a dropout layer [10] was added before connecting to a fully connected dense layer with a linear activation function. The output layer was a single dense neuron with a linear activation function. The loss function was a Huber loss [16] adapted for use with Keras. Training was done with the Adadelta optimizer [25] .
Hyperparameter tuning and training
The hyperparameters for the neural network listed in Table 1 was optimized using Bayesian optimization with Gaussian processes as implemented in the Python package GpyOpt [26] Final training of the neural networks was done with the identified optimized architecture and hyperparameters for each dataset and preprocessing type. The training was extended to 100 and 250 epochs for datasets with and without data augmentation, respectively. The learning rate was reduced with a factor of two when the validation loss failed to improve for 10 or 25 epochs (DA/non-DA).
The number of components for the PLS model was tuned by identifying the number of components that gave the lowest Huber loss on the test set when trained on the pooled validation and training sets. Additionally CV loss and training loss were recorded and used to calculate a corrected CV loss, where the difference between the training loss and the CV loss is added to the CV loss.
All computations and training were done on a Linux workstation (Ubuntu Mate 16.04 LTS) with 32GB of RAM, i5-2405S CPU @ 2.50GHz and an Nvidia Geforce GTX1060 graphics card with 6 GB of RAM.
Results
The two different ways of splitting into subsets and the different selected preprocessing steps resulted in the datasets listed in Table 2 . The employed data augmentation resulted in a 10 fold increase in training and validation set size, whereas the test set was not data augmented. Splitting for the extrapolation datasets based on assay values resulted in validation and test set sizes of 52 and 13, respectively. Each datasets hyperparameters were optimized on its own, by optimizing the predictive performance on the validation set for the CNN models. An example of the convergence of the optimization is shown in Figure 2 . After the first 20 randomly selected parameter sets, the optimization algorithm chooses the next parameter set to test, finding the best solution at iteration 41.
In contrast to the use of validation sets for tuning the CNNs, the hyperparameters of the PLS models were optimised with respect to the test set. An example of the tuning curve for the Standard set is shown in FigFigure 2: Example convergence of the hyperparameter tuning (EMSC dataset Ext. test ure 3. The red curve has the lowest loss at five components, whereas the CV and Corrected CV have minimums at 10 and 9 components, respectively. Using the minimum of the corrected validation loss or validation loss directly in general resulted in larger number of PLS components to be included and lower predictive performance for the test set.
The found hyperparameters are listed in Table 3 and 4 for the datasets without and with data augmentation, respectively. The dropout rate is in the low range for most of the datasets. The number of kernels for layer two seem on average to be larger or the same as layer one with the DA EMSC dataset as an exception. Figure 4 shows a comparison between the training histories for the EMSC dataset with and without data augmentation. Both training histories in the end obtain a low difference between the training and val- idation loss for many epochs in the end of training, indicating absence of overfitting. The validation loss displays a much rougher curve over the course of training for the dataset without data augmentation. The measured model performance for the different dataset splits and preprocessing selections is shown in Table5. The neural network models show better performance for most of the datasets with respect to the RMSE and Huber loss, whereas the correlation coefficients are more or less on par for the two model types. The best performance is observed with the datasets that are subjected to data augmentation with subsequent EMSC treatment. However, the test set for the extrapolation datasets is not the same as for the other datasets, and the results should not be compared directly. EMSC in all cases improve model performance for the neural networks when comparing the pairs: Standard -EMSC, Ext. -Ext. EMSC, DA.-DA. EMSC and Ext. DA-Ext.DA EMSC, whereas the same does not seem to be the case for the PLS models. Using data augmentation seem to improve the neural network models with respect to the Huber loss, but not necessarily the RMSE. The largest improvement when using data augmentation is seen with the extrapolation datasets. Data augmentation seem to deteriorate PLS model performance unless it is combined with EMSC treatment. Figure 5 shows a side-by-side scatter plot comparison of the true and predicted reference values using the PLS and Neural network model on the Extrapolation dataset with data augmentation and subsequent EMSC treatment. There is not much difference in the training and validation sets, whereas the predictions are much closer to the ideal line for the neural network models predictions. The scatter plots show clusters, which probably corresponds to the different batches of tablets that was produced when creating the original dataset. [11] 
Discussion
The two different models were not treated consistently when tuning the two different model types. The PLS models were given an advantage by giving the tuning loop access to information about the external test set. This is not good modelling practice as it leads to overestimation of the real performance. However, this was done to counteract our biased attention to the neural network modelling. The PLS models thus represents theoretical optimal models attainable with the choice of preprocessing, where it is assumed that the perfect number of components could be found. More rigorous tuning keeping the test subset completely out of the tuning loop with either fixed validation sets or using 10 fold cross validation gave other numbers of expected optimal components and worse results. The CNN models performed better in the benchmark even though they were automatically tuned without any access to the external test set from instrument two.
It is of course possible that the performance of the PLS models could be further improved by an optimal choice of preprocessing steps, but this endeavor is best left to a method unbiased third party evaluator.
The results showed that data augmentation improve performance when training neural networks, which was expected as this has been shown in other domains [9, 8] . It was, however, a surprise that the combination of data augmentation and EMSC in combination was the best preprocessing method as the methods in theory should counteract each other. The data augmentation tries to simulate various scattering and offsets in the spectrum, whereas the EMSC tries to remove these effects. Figure 6 shows an example data augmentation of a single spectrum side-by-side with subsequent EMSC treatment. The left hand side clearly shows the variation created by the data augmentation, which the EMSC treatment then removes on the right-hand side, where the corrected spectrums lie on top of each other. However, the correction is not perfect, as visible on the zoomed inset. Residual variations are left from data augmentation even after EMSC treatment. These residuals may help the neural network focus its attention on the features that are invariant to these small shortcomings of the EMSC procedure, while at the same time benefit from the overall baseline correction from the EMSC procedure.
The extrapolation test set showed good results in the benchmark, but only if the hyperparameters were optimized with an extrapolation validation set and not randomly selected validation set. Using random selection for the validation set or cross validation gave worse results in the benchmark (results not shown). It thus seems like the network hyperparameters need to be optimized to perform well in a task that as close as possible mimics the wanted future performance. The extrapolation set was originally created to test if the networks had modelled the spectra as memberships to batches, rather than finding the inherent concentration difference between the batches, which are visible as clusters in the plots (c.f. Figure 5) . The CNN models could extrapolate, which may be due to the choice of linear and semi-linear activation functions when creating the CNN models. Extrapolation is otherwise a feature missing from many non-linear models and in this respect, the choice of activation functions may be crucial.
Kernel activations as Spectral features
To get a better understanding of the convolutional kernels, the activation of the kernels were plotted together with the average spectrum used to create the activations. Examples of the five most active kernels in convolutional layer one and two are shown in Figure 7 and 8, respectively. The plots show that the four most activated kernels in layer one has a high activation for areas of the spectrum with high values, whereas the lower valued areas are completely ignored. This reflects the rectified linear unit activation function, that is zero below a given threshold but otherwise linear. However, the activation of the kernels also seem dependent on the slope of the spectrum rather than the absolute value, the top points of the green lines (the activation) are offset from the top points of the orange lines (the spectrum) and the four first kernels differ slightly in this respect. The kernels thus seem to combine derivative, smoothing and threshold in varying degrees. Smoothing and using derivatives are wellknown signal processing methods as example from the wellknown Savitsky-Golay filtering and derivatisation.
[27] The fifth kernel example from the convolutional layer one are instead exclusively activated at low values of the spectrum and thus more or less orthogonal to the first ones. Using orthogo- nal features or components are the hallmark of PLS and PCA modelling. The first convolutional layer thus seems to do wellknown signal processing at least seen from a qualitative assessment. The next convolutional layer has more complex features (Figure 8 ). They use convolutions from the previous activations in both the spectral dimension but also the kernel dimension, and can thus make non-linear combination of these first abstractions into more complex features. The activations seen are much more specific and narrow. There is an incomplete redundancy between the kernels. The kernel example 2 and 4 seem similar with respect to the two most activated areas, but have differences in other areas. This is expected as the dropout after this layer in the neural network encourages the network to develop redundancy during training, as the redundant kernels can then substitute for each other, should their activation for the next layer be dropped during training. The kernels still seem to be activated depending on the slope of the spectrum, but also dependent on the actual position on the spectrum. Some areas of the spectrum which seemingly have the same slope as activated areas are not activated at all for some of the kernels. This indicates that the kernels are working somehow like variable selection, as they are also dependent on the precise surroundings as seen in the spectrum. Variable and spectral region selection is also wellknown in spectroscopic analysis. This qualitative assessment of the kernels give an understanding about how the network can optimize itself to the task at hand and efficiently reinvent or mimic wellknown chemometric preprocessing and methods. The networks are thus not completely black box predictions as the processes up through the layers can at least be qualitatively understood and recognized, even though the precise combinations of smoothing, derivatisation and selection may be difficult to precisely decipher. While working with the models they were found to be extremely hard to overfit, which was surprising taken the large numbers of weights in them (several million). The convolutional layers in the beginning on the other hand, have a very low number of weights and must work on all the segments from the spectrum. These first layers thus seem to work efficiently as regularization and noise reducers for the later layers which have the majority of the connections and weights, and thus efficiently reduce the problem of overfitting to noise in the data.
CNN models thus display a range of features that make them well suited for spectroscopic analysis. They can eliminate some of the need for preprocessing by mimicking known preprocessing steps such as smoothing, derivatisation and region selection, they can extrapolate in assay values and across instruments. They seem robust to overfitting due to the regularization effects of the convolutional layers. Using convolutional architectures for spectroscopy is thus likely to completely substitute the dense neural network architectures which have otherwise been employed in spectroscopy.
Conclusion
Convolutional neural networks were used to model compound concentration in tablets, with dropout as a regularization technique. The networks could produce good results without preprocessing, but data augmentation and EMSC preprocessing were both beneficial. The counterintuitive combination of data augmentation simulating offsets in slope and intensity and subsequent removal of the offsets with EMSC worked the best, as there were residuals of the data augmentation even after EMSC correction. The neural networks showed little tendency to overfitting and in nearly all tests surpassed standard PLS models, which was otherwise hypothetical optimal with respect to the chosen number if components. Qualitative assessment of the trained kernel activations showed that they can work as smoothing, derivative/slope recognisers, threshold and spectral region selections. The CNN models were also shown to be excellent in a hard extrapolation test, where they predicted samples from higher assay values than available in the training set and across spectrums recorded on different instruments.
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