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Abstract
In this paper, the following inclusion sets are under certain conditions presented for singular values of a
matrix A = [aij ] ∈ Cn×n:
D(A) :=
⋃
γ∈C(A)
⎧⎨
⎩z  0 :
∏
i∈γ
|z − ai | 
∏
i∈γ
(ρ(B) − bii )
⎫⎬
⎭
and
KP (A) :=
n⋃
i=1
⋃
j∈Pi(A)
{z  0 : |z − ai ||z − aj |  (ρ(B) − bii )(ρ(B) − bjj )},
where ai = |aii | and Pi(A) :={j |aij /= 0 or aji /= 0, j /= i} for any i ∈ {1, 2, . . . , n}, ρ(B) and C(A) de-
note the Perron root of the nonnegative matrix B=[bij ] satisfying |aij |, |aji |  bij for all i, j ∈{1, 2, . . . , n}
with i /= j and the set of all nontrivial circuits γ in (A)—the associated directed digraph of A, respec-
tively. Subsequently, relations between these two results are investigated. Theoretic analysis and numerical
examples show that these estimates are more precise than recent corresponding results in some cases.
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1. Introduction
Generally speaking, one discusses the location of singular values with two methods [12]:
• Explicit intervals, i.e., to estimate the lower bound of the smallest singular value and the
upper bound of the largest singular value (see [2,15,16]).
• Conceal intervals, such as Gersˇgorin-type, Brauer-type and Ky Fan-type, etc. (see [5,6,9,
11,14]).
Next, we will introduce some of them.
Let N :={1, 2, . . . , n}, and assume n  2 throughout. The set of all n by n complex (real)
matrices is denoted by Cn×n(Rn×n). For a given matrix A = [aij ] ∈ Cn×n, we define, for any
i ∈ N ,
ri :=
n∑
j=1,j /=i
|aij |, ci :=
n∑
j=1,j /=i
|aji |
and
in(i) :={j |aji /= 0, j /= i, j ∈ N},
out(i) :={j |aij /= 0, j /= i, j ∈ N}.
Definition 1.1 (see [1]). (A) is the directed graph on n distinct vertices {vi}ni=1 for the matrix
A = [aij ] ∈ Cn×n, consisting of a (directed) arc −→vivj , from vertex vi to vertex vj , only if i /= j
and if aij /= 0. A circuit of (A) is a path corresponding to the sequence i1, i2, . . . , ip, ip+1 = i1
(where p  2), where i1, i2, . . . , ip are all distinct, and where −→vi1vi2 , . . . ,
−→
vipvi1 are arcs of (A).
C(A) denotes the set of all circuits γ in (A). Then a matrix A is said to be weakly irreducible
if each vertex vi of (A) belongs to some γ in C(A).
As is well known, in terms of ri , ci and the Perron root, the Gersˇgorin, Ky Fan, Brauer and
Brualdi theorems provide some elegant inclusion regions of eigenvalues of a matrix:
Theorem 1.1 (see [3,4]). If A = [aij ] ∈ Cn×n, then all eigenvalues of A are contained in
(i) (Gersˇgorin)
G(A) :=
n⋃
i=1
{z ∈ C : |z − aii |  ri}. (1.1)
(ii) (Ky Fan)
Suppose that a nonnegative matrix B = [bij ] ∈ Rn×n satisfies bij  max{|aij |, |aji |} for
any i /= j, then all eigenvalues of A are contained in
K(A) :=
n⋃
i=1
{z ∈ C : |z − aii |  ρ(B) − bii}. (1.2)
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(iii) (Brauer)
O(A) :=
n⋃
i=1
n⋃
j=1,j /=i
{z ∈ C : |z − aii ||z − ajj |  rirj }. (1.3)
(iv) (Brualdi)
For any weakly irreducible matrix A = [aij ] ∈ Cn×n, then all eigenvalues of A are con-
tained in
S(A) :=
⋃
γ∈C(A)
⎧⎨
⎩z ∈ C :
∏
i∈γ
|z − aii | 
∏
i∈γ
ri
⎫⎬
⎭ . (1.4)
Now, for a given matrix A = [aij ] ∈ Cn×n, we define ai = |aii |, si = max{ri, ci} for any
i ∈ N and u+ = max{0, u}. The set {z  0 : |z − ai |  ρ(B) − bii} is denoted by K(i)(A) for
each i ∈ N throughout this paper.
Recently, some authors have made efforts to establish analogous theorems on matrix singular
values, see [9,11,14]:
Theorem 1.2. If A = [aij ] ∈ Cn×n, then
(i) (Gersˇgorin-type, see [14]) all singular values of A are contained in
B(A) :=
n⋃
i=1
Bi withBi = [(ai − si)+, (ai + si)] ⊆ R. (1.5)
(ii) (Ky Fan-type, see [11])
Let B = [bij ] ∈ Rn×n be a nonnegative matrix satisfying bij  max{|aij |, |aji |} for any
i /= j, then all singular values of A are contained in
K0(A) :=
n⋃
i=1
{z  0 : |z − ai |  ρ(B) − bii}. (1.6)
(iii) (Brauer-type, see [11]) all singular values of A are contained in
Cs(A) :=
n⋃
i=1
n⋃
j=1,j /=i
{z  0 : |z − ai ||z − aj |  sisj }. (1.7)
(iv) (Brualdi-type, see [9])
If in (A), out(i) /= φ, and in(i) ⊆ out(i) for each i ∈ N, then all singular values of
A are contained in
Ds(A) :=
⋃
γ∈C(A)
⎧⎨
⎩z  0 :
∏
i∈γ
|z − ai | 
∏
i∈γ
si
⎫⎬
⎭ . (1.8)
Since (1.2) is obtained from (1.1) by replacing ri with ρ(B) − bii , it is natural to ask, whether
the same trick can be applied to (1.3) and (1.4). In [7], we have given a positive answer on this
question. In this paper, we will replace si and respectively sj with ρ(B) − bii and respectively
ρ(B) − bjj in (1.7) and proceed similarly in (1.8), and obtain some analogous inclusion sets for
singular values.
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The remainder of the paper is organized as follows. In Section 2, we present some notations,
definitions and main results on this note. In Section 3, some comparisons and illustrative examples
are given. In Section 4, a simple application is presented.
2. Main results
For convenience, our results are presented in terms of square matrices, but, by adding zero
rows or columns suitably, they may be generalized to the rectangular case.
Lemma 2.1 (see [10]). Let 0  a  b and g  0. Set c = (a + b)/2, d = (b − a)/2. Then
{z  0 : |z − a||z − b|  g} =
[(
c −
√
d2 + g
)
+
, c −
√
(d2 − g)+
]
⋃[
c +
√
(d2 − g)+, c +
√
d2 + g
]
=
[(
a −
(√
d2 + g − d
))
+
, a +
(
d −
√
(d2 − g)+
)]
⋃[
b −
(
d −
√
(d2 − g)+
)
, b +
(√
d2 + g − d
)]
.
First, we present an improvement of Theorem 1.2(ii).
Theorem 2.1. Let A = [aij ] ∈ Cn×n and the nonnegative matrix B = [bij ] ∈ Rn×n satisfying
bij  max{|aij |, |aji |} for any i /= j. Then all singular values of A are contained in
K ′0(A) :=
⋃
j∈N1
{aj }
⋃
p∈N2
Up
⋃
j∈N3
K(j)(A) with Up = [lp,mp], (2.1)
where N1 :={j |rj = 0 and cj = 0, j ∈ N}, N2 :={j |rj = 0 or cj = 0, j ∈ N} and N3 :=
{j |rj cj /= 0, j ∈ N} and lp,mp are defined as follows:
lp := min
⎧⎨
⎩
√
(a2p − ap(ρ(B) − bpp))+,
1
2
(ρ(B) − bpp)
⎛
⎝
√
1 + 4a
2
p
(ρ(B) − bpp)2 − 1
⎞
⎠
⎫⎬
⎭ ,
mp := max
⎧⎨
⎩
√
a2p + ap(ρ(B) − bpp),
1
2
(ρ(B) − bpp)
⎛
⎝
√
1 + 4a
2
p
(ρ(B) − bpp)2 + 1
⎞
⎠
⎫⎬
⎭ .
Proof. Let σ be an arbitrary singular value of A. Then there exist two nonzero vectors x =
(x1, x2, . . . , xn)t and y = (y1, y2, . . . , yn)t such that
σx = A∗y and σy = Ax (2.2)
(see [3, Section 7.3, Problem 5]). And we may assume that B > 0 (for some entries of B are
zero, we may construct the matrix B(ε) = [bij + ε] > 0 for any ε > 0, and apply the following
arguments to B(ε) and note that
ρ(B(ε)) − (bii + ε) → ρ(B) − bii (when ε → 0).
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Then, the similar conclusions can be obtained). By the Perron-Frobenius theorem [3], there exists
a positive vector u = (u1, u2, . . . , un)t such that Bu = ρ(B)u. Now let
xˆi = xi
ui
, yˆi = yi
ui
, i ∈ N.
Denote wi = max{|xˆi |, |yˆi |} for each i ∈ N . Let p be an index such that wp = maxi∈N {wi}.
Obviously, wp /= 0. The p-th equations in (2.2) imply
σxp − a¯ppyp =
n∑
j=1,j /=p
a¯jpyj , (2.3)
σyp − appxp =
n∑
j=1,j /=p
apjxj . (2.4)
i.e.,
σ xˆp − a¯ppyˆp =
n∑
j=1,j /=p
a¯jpyˆj
uj
up
, (2.5)
σ yˆp − appxˆp =
n∑
j=1,j /=p
apj xˆj
uj
up
. (2.6)
Without loss of generality, we suppose that wp = |yˆp|  |xˆp| (when wp = |xˆp|  |yˆp|, the argu-
ments are similar). Then substituting (2.5) in (2.6), we have
σ 2yˆp − a2pyˆp = app
n∑
j=1,j /=p
a¯jpyˆj
uj
up
+ σ
n∑
j=1,j /=p
apj xˆj
uj
up
. (2.7)
First, if p ∈ N1, then by the Eq. (2.7), we have σ = ap.
Next, assume p ∈ N2 and rp = 0 (the case cp = 0 is analogous). If wp = |yˆp|  |xˆp|, we
obtain by (2.7)
|σ 2 − a2p|  ap
n∑
j=1,j /=p
|a¯jp|uj
up
 ap
n∑
j=1,j /=p
bpj
uj
up
= ap(ρ(B) − bpp).
Supposing σ  ap, we have
σ 2  a2p + ap(ρ(B) − bpp).
Then
σ 
√
a2p + ap(ρ(B) − bpp). (2.8)
Similarly, if σ  ap, we have
σ 
√
a2p − ap(ρ(B) − bpp) (2.9)
(Note that if a2p − ap(ρ(B) − bpp) < 0, we have σ  0.)
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If wp = |xˆp|  |yˆp|, then we similarly get
σ  1
2
(ρ(B) − bpp)
⎛
⎝
√
1 + 4a
2
p
(ρ(B) − bpp)2 + 1
⎞
⎠ , (2.10)
σ  1
2
(ρ(B) − bpp)
⎛
⎝
√
1 + 4a
2
p
(ρ(B) − bpp)2 − 1
⎞
⎠ . (2.11)
Combining them together, we obtain
lp  σ  mp.
Finally, if p ∈ N3, then we have by (2.7)
|σ 2 − a2p| ap
n∑
j=1,j /=p
|a¯jp|uj
up
+ σ
n∑
j=1,j /=p
|apj |uj
up
 ap
n∑
j=1,j /=p
bpj
uj
up
+ σ
n∑
j=1,j /=p
bpj
uj
up
= (σ + ap)(ρ(B) − bpp). (2.12)
Therefore,
|σ − ap|  ρ(B) − bpp.
Thus, the proof of Theorem 2.1 is completed. 
Theorem 2.2. Let A = [aij ] ∈ Cn×n and suppose that Pi(A) :=out(i)⋃in(i) is nonempty for
any i ∈ N. Then all singular values of A are contained in
KP (A) :=
n⋃
i=1
⋃
j∈Pi(A)
{z  0 : |z − ai ||z − aj |  (ρ(B) − bii)(ρ(B) − bjj )}, (2.13)
where the nonnegative matrix B = [bij ] ∈ Rn×n satisfies bij  max{|aij |, |aji |} for any i /= j.
Proof. Similar to Theorem 2.1, we only consider the case B > 0. Here, we use the same notations
as those in the proof of Theorem 2.1.
First, suppose that p is the index that
wp := max
i∈N {wi},
obviously, wp /= 0. Since, for each i, the set Pi(A) is nonempty, then let q be the index
wq := max
i∈Pi(A)
{wi}.
From the pth equations of (2.2), we conclude
|σ xˆp − a¯ppyˆp| 
n∑
j=1,j /=p
|a¯jp‖yˆj |uj
up
=
∑
j∈in(p)
|a¯jp‖yˆj |uj
up
, (2.14)
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|σ yˆp − appxˆp| 
n∑
j=1,j /=p
|apj‖xˆj |uj
up
=
∑
j∈out(p)
|apj‖xˆj |uj
up
. (2.15)
Similar to those proofs of [10], we suppose that wp = |yˆp|  |xˆp| (when wp = |xˆp|  |yˆp|, the
arguments are similar), then yˆp /= 0. Write
μ = xˆp
yˆp
(obviously, |μ|  1).
Then, by (2.14), we have
|σμ − a¯pp|wp  wq
n∑
j=1,j /=p
|a¯jp|uj
up
= wq
n∑
j=1,j /=p
|ajp|uj
up
 wq
n∑
j=1,j /=p
bpj
uj
up
= wq(ρ(B) − bpp). (2.16)
Similarly, by (2.15), we also have
|σ − appμ|wp  wq(ρ(B) − bpp). (2.17)
If σ  ai , then
|σ − ai |  |σ − |μ|ai |  |σ − μai |,
If σ  ai , then
|σ − ai |  ||μ|σ − ai |  |μσ − ai |.
Therefore, in any case, it holds that
|σ − ap|wp  wq(ρ(B) − bpp). (2.18)
Now let us consider wq . If wq = 0, then σ = ap and so the theorem holds. If wq /= 0, with similar
argument in deducing (2.18), we get
|σ − aq |wq  wp(ρ(B) − bqq). (2.19)
By (2.18) and (2.19), we obtain
|σ − ap‖σ − aq |  (ρ(B) − bpp)(ρ(B) − bqq). (2.20)
Therefore,
σ ∈KP .
The proof is completed. 
Theorem 2.2 does not require the assumption bii  |aii | for any i ∈ N , so that we may choose
some suitable nonnegative real numbers for them such that the ρ(B) is more easily calculated
(see Example 3.2). In addition, compared with Theorem 1.2 (iii), Theorem 2.2 also reduces the
number of the inclusion intervals under a quite plain and readily checkable condition.
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Corollary 2.3. Let A = [aij ] ∈ Cn×n and the nonnegative matrix B = [bij ] ∈ Rn×n satisfies
bij  max{|aij |, |aji |} for any i /= j. Then all singular values of A are contained in
K1(A) :=
n⋃
i=1
n⋃
j=1,j /=i
{z  0 : |z − ai ||z − aj |  (ρ(B) − bii)(ρ(B) − bjj )}. (2.21)
Corollary 2.4. Let A = [aij ] ∈ Cn×n with the same notations and conditions as in Theorem 2.2,
but bii = 0, i ∈ N, then all singular values of A are contained in
K2(A) :=
n⋃
i=1
⋃
j∈Pi(A)
{z  0 : |z − ai ||z − aj |  (ρ(B))2}. (2.22)
According to Theorem 2.1 and 2.2 in [7], it is of interest to point out that for a complex matrix
A with positive diagonal elements, its all singular values and eigenvalues may have the same
inclusion sets. For example,
A =
⎡
⎣ 2 1 0−2 3 −1
0 3 4
⎤
⎦ .
Let B = [bij ] ∈ Rn×n satisfy bij = max{|aij |, |aji |} for any i /= j and bii = 0 (i ∈ N ), by The-
orem 2.1 (or Theorem 2.2) of [7], all eigenvalues of A are contained in the region:
{z ∈ C : |z − 2||z − 3|  5}
⋃
{z ∈ C : |z − 3||z − 4|  5}. (2.23)
In addition, by (2.13), every singular value of A also lies in the interval:
{z  0 : |z − 2||z − 3|  5}
⋃
{z  0 : |z − 3||z − 4|  5}. (2.24)
Now these two sets are shown in the same Fig. 1 (where ‘◦’ and ‘∗’ denote the eigenvalues and
singular values of matrix A, respectively).
Next, let us present another Brualdi-type inclusion sets of matrix singular values. Our new
result here is very much in the spirit of the proof of Theorem 2.1 of [9].
Theorem 2.5. Let A = [aij ] ∈ Cn×n and assume that the nonnegative matrix B = [bij ] ∈ Rn×n
satisfies bij  max{|aij |, |aji |} for any i /= j. If in (A), out(i) /= φ, and in(i) ⊆ out(i) for
each i ∈ N, then all singular values of A are contained in
D(A) :=
⋃
γ∈C(A)
⎧⎨
⎩z  0 :
∏
i∈γ
|z − ai | 
∏
i∈γ
(ρ(B) − bii)
⎫⎬
⎭ . (2.25)
Proof. Similar to Theorem 2.1 and Theorem 2.2, we only consider the case B > 0. Here, we use
the same notations as those in the proof of Theorem 2.1.
Case 2.1. If σ = ai0 for some i0 ∈ N , then there exists a vertex i1 ∈ out(i0), i1 /= i0, such
that ai0i1 /= 0. Hence i0 ∈ in(i1) ⊆ out(i1). So ai1i0 /= 0. Thus (A) contains the cycle i0 →
i1 → i0. Hence
σ = ai0 ∈ {z  0 : |z − ai0 ||z − ai1 |  (ρ(B) − bi0i0)(ρ(B) − bi1i1)} ⊆ D(A).
Case 2.2. If σ /= ai for each i ∈ N , then there exist two nonzero vectors x = (x1, x2, . . . , xn)t
and y = (y1, y2, . . . , yn)t such that
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Fig. 1. Inclusion regions of eigenvalues and singular values of matrix A.
σx = A∗y and σy = Ax. (2.26)
Similar to the proof of Theorem 2.1, denote wi = max{|xˆi |, |yˆi |} for each i ∈ N . Since x and y
are nonzero, there exists a vertex i0 such that wi0 > 0. Then, by (2.26), we have
σ xˆi0 − a¯i0i0 yˆi0 =
∑
j∈in(i0)
a¯j i0 yˆj
uj
ui0
, (2.27)
σ yˆi0 − ai0i0 xˆi0 =
∑
j∈out(i0)
ai0j xˆj
uj
ui0
. (2.28)
Now suppose that
wi1 := max
i∈out(i0)
{wi}.
If wi1 = 0, then by in(i0) ⊆ out(i0), (2.27) and (2.28) become
σ xˆi0 = a¯i0i0 yˆi0 and σ yˆi0 = ai0i0 xˆi0 . (2.29)
Hence (σ 2 − a2i0i0)xˆi0 yˆi0 = 0. Since σ /= ai0 , one of xˆi0 and yˆi0 must be zero. By (2.29), xˆi0 =
yˆi0 = 0, that is, wi0 = 0, which is a contradiction. Thus wi1 > 0.
Similarly, we can prove that there exists a vertex i2 with wi2 = maxi∈out(i1){wi} > 0. So(A)
has a directed walk
P : i0 → i1 → i2 → · · ·
Thus, there exist vertices ik and im in P , k < m, such that ik = im. In other words, (A) has a
nontrivial cycle
γ : j1 → j2 → · · · → jk → j1
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such that ji is a vertex with wji = maxi∈out(ji−1){wi} > 0. By (2.27) and (2.28), we have
σ xˆj1 − a¯j1j1 yˆj1 =
∑
j∈in(j1)
a¯jj1 yˆj
uj
uj1
, (2.30)
σ yˆj1 − aj1j1 xˆj1 =
∑
j∈out(j1)
aj1j xˆj
uj
uj1
. (2.31)
By (2.30) and (2.31), similar to the proof of (2.18) and note that
in(j1) ⊆ out(j1),
we obtain
|σ − aj1 |wj1  wj2(ρ(B) − bj1j1). (2.32)
Similarly, we can prove that
|σ − aj2 |wj2  wj3(ρ(B) − bj2j2), . . . , |σ − ajk |wjk  wj1(ρ(B) − bj1j1).
Combining them together, we obtain∏
i∈γ
|σ − ai | 
∏
i∈γ
(ρ(B) − bii).
Thus σ ∈ D(A). The proof is completed. 
As Li [9] has pointed out that for Theorem 1.2 (iv) and Theorem 2.5, the condition “out(i) /= φ,
and in(i) ⊆ out(i) for each i ∈ N” implies that (A) is weakly connected, that is, A is weakly
irreducible. But this condition cannot be weakened assuming that A is weakly irreducible for
Theorem 1.2 (iv). For example,
A =
⎡
⎣ 0 0.1 00 0 1
0.1 0 0
⎤
⎦
is weakly irreducible, the matrix A has the following singular values: 0.1, 0.1, 1.0. Not all of
them are included in the set Ds(A) = {z  0 : |z|  0.1}. However, the set D(A) = {z  0 :
|z|  1.0196} contains all these singular values, which shows that Theorem 2.5 may be true for
a more general case.
Next, by Lemma 2.1, we explicitly describe the inclusion intervalKP (A), which is similar to
Theorem 6 of [10].
Recall B for A = [aij ] ∈ Cn×n, we define, for any i ∈ N ,
ρi :=ρ(B) − bii , dij := (aj − ai)/2,
pi := max{p′i , p′′i }, qi := max{q ′i , q ′′i },
where
p′i := max
{√
d2ij + ρiρj − dij |aj  ai
}
, p′′i := max
{
dki −
√
(d2ki − ρkρi)+|ak  ai
}
,
q ′i := max
{
dij −
√
(d2ij − ρiρj )+|aj  ai
}
, q ′′i := max
{√
d2ki + ρkρi − dki |ak  ai
}
,
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and
Vi :=[(ai − pi)+, ai + qi].
Theorem 2.6. Let A = [aij ] ∈ Cn×n, with the same notations and conditions as in Theorem
2.2, then all singular values of A are contained in ⋃ni=1 Vi. Furthermore, every component
interval of the union contains exactly k singular values, if it contains k intervals of V1, V2, . . . ,
Vn.
Proof. The first part follows from Theorem 2.2 by Lemma 2.1. The second part is the standard
argument of continuity (see [3,10,14]). 
3. Comparisons and boundary points
In this section, we compare our results with other similar results, and present a sufficient and
necessary condition for boundary points of the inclusion sets given by Theorem 2.2. Finally, some
numerical examples are given.
The following theorem shows that Theorem 2.2 and 2.5 sets for a matrix A are always no larger
than Theorem 1.2 (ii) (Ky Fan-type) set.
Theorem 3.1. For any A = [aij ] ∈ Cn×n with the definitions of (1.6), (2.13) and (2.25),
then
σ(A) ⊆ D(A) ⊆KP (A) ⊆K0(A). (3.1)
Proof. In fact, it is not difficult to prove (3.1), basing on the idea of the proof of Theorem 2.3 in
the book [17]. First, we prove thatKP (A) ⊆K0(A) as follows.
Fix i and j , with j ∈ Pi(A), and let z be any real number of Kij (A), i.e.,
|z − ai ||z − aj |  (ρ(B) − bii)(ρ(B) − bjj ). (3.2)
If (ρ(B) − bii)(ρ(B) − bjj ) = 0, then z = ai or z = aj . Therefore, in this case, we have from
(1.6), ai ∈ K(i)(A) or aj ∈ K(j)(A), i.e.,
z ∈ K(i)(A)
⋃
K(j)(A) ⊆ K0(A).
If (ρ(B) − bii)(ρ(B) − bjj ) > 0, we have, from (3.2),( |z − ai |
ρ(B) − bii
)( |z − aj |
ρ(B) − bjj
)
 1. (3.3)
As the factors on the left of (3.3) cannot all exceed unity, then at least one of these factors is less
than unity, i.e., z ∈ K(i)(A) ⋃ K(j)(A).
Hence, in either case, it follows that z ∈ K(i)(A)⋃K(j)(A). So that
KP (A) ⊆
n⋃
i,j=1,i /=j
{K(i)(A)
⋃
K(j)(A)} =
n⋃
l=1
K(l)(A) =K0(A).
Similarly, we can prove that D(A) ⊆KP (A). Thus, the proof is completed. 
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Now, by Theorem 2.2 and Theorem 2.5, we can also obtain the following result:
Theorem 3.2. For any A = [aij ] ∈ Cn×n, if out(i) /= φ and in(i) ⊆ out(i) for each i ∈ N,
then
D(A) =KP (A). (3.4)
Proof. Sinceout(i) /= φ, then for any aij /= 0 (i /= j ), note thatin(i) ⊆ out(i) for each i ∈ N ,
we have
i ∈ in(j) ⊆ out(j),
i.e., aji /= 0. Thus, there exists a nontrivial cycle (γ : i → j → i) such that
{z  0 : |z − ai ||z − aj |  (ρ(B) − bii)(ρ(B) − bjj )} ⊆ D(A).
Hence,
KP (A) ⊆ D(A).
By Theorem 3.1, we have D(A) ⊆KP (A). So D(A) =KP (A). Thus, the proof is completed.

Similarly, we can also prove that Cs(A) = Ds(A) on the same condition. But, for sets Cs(A)
andKP (A), they are generally non-comparable. For example, let us consider a simple matrix:
A =
⎡
⎣2 a 01 2 b
0 1 2
⎤
⎦ ∈ C3×3.
It is easy to prove that if the nonnegative matrix B = [bij ] ∈ R3×3 satisfies bij = max{|aij |, |aji |}
for any i, j ∈ N (i /= j ), then the setKP (A) is strictly better than the one Cs(A) when |a|  1
and |b| > 1 (or |a| > 1 and |b|  1). But if |a| < 1 and |b| < 1, then the interval Cs(A) is tighter
than the one KP (A). For example, when a = 1.0 and |b| = 1.1, Fig. 2 (above) simulates by
computer these two sets and all of the singular values of 2000 random matrices with a = 1.0
and |b| = 1.1, where ‘+’ denotes singular values of these matrices. Similarly, when a = 0.7 and
|b| = 0.7, these sets are described in Fig. 2 (below). As we can see from Fig. 2, one bound is
“often” better than the other for setsKP (A) and Cs(A).
Now let us consider the boundary points of the intervalKP (A). The following result is similar
to Theorem 4 of [18], in which the author considers the eigenvalue case.
Theorem 3.3. Let A be irreducible, and let σ be a boundary point of K1(A). Then σ is a
boundary point of each of the intervals Kij , i /= j if and only if one of the following conditions
holds:
I. n = 2;
II. n  3, and σ is a boundary point of each of the closed intervals K(i)(A), i ∈ N.
Proof. For (I): it is obvious.
For (II): we need only show it necessary. Since A is irreducible, then so is B. It follows that
(ρ(B) − bii) > 0, i ∈ N . If σ is a boundary point of each of the intervals Kij , then
|σ − ai ||σ − aj | = (ρ(B) − bii)(ρ(B) − bjj ), for any i, j ∈ N, i /= j. (3.5)
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Fig. 2. Comparisons of Theorem 1.2(iii) (‘*’) and Theorem 2.2 (‘·’).
Assume that for some i (for example, i = 1), |σ − a1| /= ρ(B) − b11. Then, without loss of
generality, suppose that |σ − a1| > ρ(B) − b11. By (3.5), there exists some j (j /= 1) such that
|σ − aj | < ρ(B) − bjj .
So there exists, by (3.5), k /= 1, j (note that n ≥ 3) such that
|σ − ak| > ρ(B) − bkk.
Thus
|σ − a1||σ − ak| > (ρ(B) − b11)(ρ(B) − bkk),
which contradicts (3.5). The proof is completed. 
Example 3.1 (see [14]). Let
A =
[
10 1
0 3
]
.
The singular values of A are σ1 = 10.0547 and σ2 = 2.9837.
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Table 1
Comparisons of Eqs. (1.5), (1.6), (1.7) and (2.13)
Matrix Theorem 1.2(i) Theorem 1.2(ii) Theorem 1.2(iii) Theorem 2.2 Singular values
A1 [2.0, 4.0] [1.5858, 4.4142] [2.6972, 3.3820] [2.7251, 3.2984] 2.8536,
[5.0, 7.0] [4.5858, 7.4142] [5.5505, 6.5858] [5.5505, 6.5858] 5.7816,
[8.0,12.0] [8.5858,11.4142] [9.4142,10.4495] [9.4142,10.4495] 10.3649
A2 [0, 4.0] [0.5858, 3.1412] [0.5858, 3.1412] [0.5858, 3.1412] 0.5858,
2.0000,
3.1412
A3 [9.0, 67.0] [0, 186.0278] [16.8058,58.1942] [17.1741,57.8259] 21.5335,
[155, 185] [167.8360,172.0886] [167.8196,172.1039] 52.6542,
170.8123
By Theorem 1.2(i) and (ii)
(
let B =
[
0 1
1 0
])
, we have
σ ∈ [2, 4]
⋃
[9, 11].
If we apply Theorem 2.1, then
σ ∈ [2.4495, 3.5414]
⋃
[9.4868, 10.5125].
If we apply Theorem 2.2, then
σ ∈ [2.8599, 3.1459]
⋃
[9.8541, 10.1401].
Thus, we obtain tighter inclusion intervals, and we know, by Theorem 3.3, that either of these
intervals only contains one singular value of A.
Example 3.2. Let us consider the following matrices (see [11,12])
A1 =
⎡
⎣6 1 01 10 1
0 1 3
⎤
⎦ , A2 =
⎡
⎣ 2 −1 −1−1 2 0
−1 0 2
⎤
⎦ , A3 =
⎡
⎣170 −7 −8−7 25 −9
−8 −9 50
⎤
⎦
and the corresponding nonnegative matrices B
B1 =
⎡
⎣0 1 01 0 1
0 1 0
⎤
⎦ , B2 =
⎡
⎣0 1 11 0 0
1 0 0
⎤
⎦ , B3 =
⎡
⎣0 7 87 0 9
8 9 0
⎤
⎦ .
For these matrices, we have the following indicated quantities (see Table 1):
Comparing the above estimations, it is easy to see that Theorem 2.2 is the better for certain
examples. It is also sharp in some cases (see A2 or Fig. 2 (above)).
4. An application to estimation of the condition number
Here we provide an estimation for the condition number
k(A) = ‖A−1‖2‖A‖2,
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Table 2
Relationships among (4.1), (4.2) and (4.3)
Matrix Theorem 1.2(i) Theorem 1.2(ii) Theorem 1.2(iii) (4.1) (4.2) (4.3) Condition
number
A1 6.0000 7.1978 3.8742 3.8345 5.7446 5.0671 3.6322
A2 +∞ 5.3622 5.3622 5.3622 +∞ 5.9915 5.3622
A3 20.5556 +∞ 10.2398 10.0211 20.5556 11.5105 7.9324
where ‖ · ‖2 denotes the spectral norm. By Theorem 2.6, we define
a − p := min{(ai − pi)+|i ∈ N}, a + p := max{ai + pi |i ∈ N},
then we have the following theorem.
Theorem 4.1. Let A = [aij ] ∈ Cn×n be nonsingular with the same notations and conditions as
those in Theorem 2.2, then
k(A) = σmax(A)
σmin(A)
 a + p
a − p . (4.1)
Besides, in the section 7(c) of [5], an upper bound for the condition number is given by
k(A) = σmax(A)
σmin(A)
 (‖A‖1‖A‖∞)
1/2
min{ai − (ri + ci)/2} . (4.2)
Moreover, a best upper bound for the 2-norm condition number of a matrix, using tr A∗A, det A
and n, is also obtained in [14]:
k(A) 
(
1 +√1 − (n/trA∗A)n| det A|2
1 −√1 − (n/trA∗A)n| det A|2
)1/2
. (4.3)
To illustrate relationships among (4.1), (4.2) and (4.3), let A be those matrices of Example 3.2.
For these matrices, we have also the following indicated quantities (see Table 2):
Thus, we obtain a tighter upper bound for the condition number of Ai (i = 1, 2, 3).
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