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Abstract 
Cluster Analysis is a fundamental data exploration technique in which there exist a variety of 
algorithms arising in many different areas of the literature.  One of the most popular clustering 
algorithms is fuzzy c-means which minimises the weighted within-group sum of squares 
functional.  However, this algorithm has a major drawback in that it will only find clusters of 
the same simple convex shape.  In reality datasets can contain clusters of a variety shapes, 
including complex non-convex structures the geometry of which cannot be analytically 
described.  This paper proposes a new data induced metric to be used in the fuzzy c-means 
functional that results in an algorithm able to find clusters of unknown arbitrary shapes.  The 
proposed metric is based on density information obtained using the Delaunay triangulation.  The 
resulting optimisation problem is now non-smooth, and the alternating optimisation technique 
used in fuzzy c-means can no longer be applied.  Instead we have made use of a recent method 
of non-smooth optimisation to solve the problem.  
 
 
1.  INTRODUCTION 
 
Exploratory Data Analysis is the process of converting raw data into useful information.  One of 
the most important tasks to perform during this process is Cluster Analysis.  Cluster Analysis 
involves grouping together similar data objects so that we obtain a set of groups satisfying the 
following two conditions: 
 
(i) homogeneity within a group 
- that is, the data objects in the group should be similar to each other. 
(ii) heterogeneity between groups 
- that is, data objects in different groups should be dissimilar to each other 
 
We assume that each data object can be represented as a point in d-dimensional space where d is 
the number of attributes.  Therefore, data objects will now be referred to as data points and thus 
a dataset is written as: X = {x1,x2,…,xN} ⊂  Rd where xk is the kth data point, N is the number of 
data points, and Rd is d-dimensional Euclidean space.  Plots of example two-dimensional 
datasets are shown below.   
 
     Dataset 1 – 3 convex clusters       Dataset 2 – 2 clusters (1 non-convex)     Dataset 3 – 3 clusters (2 non-convex) 
Figure 1 – Example Datasets 
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In two dimensions, a visual inspection can clearly indicate the number and type of clusters 
present.  For instance, Dataset 1 contains clusters of the same simple convex shape, whereas the 
clusters present in Datasets 2 and 3 include ones of complex non-convex structures. 
 
There are many different clustering algorithms found in the literature arising from varying 
disciplines such as pattern analysis, data mining, biology, archaeology and geographical 
analysis.  Differing clustering algorithms will produce different results given the same dataset.  
This is in most part due to the similarity/dissimilarity measure that is used to define the clusters 
found by the algorithm.  For instance, a traditional algorithm that can correctly cluster Dataset 1, 
such as the popular fuzzy c-means (FCM), will have great difficulties with Datasets 2 and 3.  A 
new approach to clustering is to consider a similarity/dissimilarity metric that is based on the 
data and thus is specific to that particular dataset.  Such an idea would result in an algorithm that 
allows the data to ‘speak for itself’ rather than dictating what clusters are to be found.  Density-
based clustering is an example of such an approach.  Algorithms of this type use the dataset to 
approximate a density function, which is then used to cluster the data. 
 
This paper examines a modification of the FCM algorithm.  The traditional FCM algorithm 
works well when all the clusters are of the same simple convex shape as with Dataset 1, 
however it fails when complex non-convex clusters are present such as those in Datasets 2 and 3.  
It forces clusters of the same hyper-elliptical shape regardless of whether this is the true 
underlying structure or not.  The proposed modification incorporates density information into 
the dissimilarity metric in order to allow FCM to find arbitrarily-shaped non-convex clusters.  
This is similar to the approach proposed in [1].  However, a new density estimation technique 
based on the Delaunay triangulation is used, which is expected to be favourable when dealing 
with small numbers of higher-dimensional data. 
 
This paper is structured as follows: section two briefly looks at the traditional clustering 
algorithms, section three discusses the density-based clustering approach, section four 
introduces density estimation based on the Delaunay triangulation, section five outlines the 
proposed density-based fuzzy c-means algorithm, and section six provides some preliminary 
results.    
 
 
2.  TRADITIONAL CLUSTERING ALGORITHMS 
 
There are essentially two classical approaches to clustering found in the literature: hierarchical 
and partitional.  Hierarchical clustering generates a hierarchical tree of nested clusters, known as 
a dendrogram.  Each level of the dendrogram corresponds to the situation where the number of 
clusters is c (c=1,2,…,N), where at the top level, or root of the dendrogram, there is one cluster 
comprising of all the data points and at the bottom level there are N singleton clusters.  This 
approach to clustering is valuable when information as to the structure of the clusters is required 
rather than a single clustering output.  If a single clustering solution is required, then a 
termination criterion must be specified or a post-clustering visual inspection of the dendrogram 
must be performed by a domain expert.  In either situation subjective judgement is needed.  
 
Hierarchical algorithms can be classified as either agglomerative or divisive, based on how the 
hierarchical decomposition is constructed.  Agglomerative algorithms take a bottom-up 
approach by starting with N singleton clusters and at each step merging clusters that are ‘close’ 
to each other.  Divisive algorithms on the other hand take a top-down approach and at each step 
split a cluster into two.  The most common hierarchical algorithms are the single-link, complete-
link, average-link, and minimum-variance agglomerative algorithms (see [2-5] for details).  The 
algorithms differ in the definition used to measure the similarity/dissimilarity between clusters.  
The main advantages of the hierarchical approach are the simplicity of the algorithms to 
understand and implement, and that no prior knowledge of the number of clusters present is 
required.  The disadvantages however are the choice of a termination criterion, and that the 
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algorithms are computationally expensive when dealing with large datasets.  A further 
disadvantage is that hierarchical algorithms are non-iterative and thus poor assignments cannot 
be corrected at a later stage. 
 
Partitional clustering algorithms produce a single c-partition of the dataset, where c is the pre-
defined number of clusters.  It is usually found by optimising an objective function that 
measures the ‘desirability’ of clustering solutions (i.e. ‘desirability’ of different c-partitions).  
The most common algorithm is the c-means (or k-means) algorithm or its extension to fuzzy 
clustering, the fuzzy c-means (FCM) algorithm (discussed in [6]).  The FCM algorithm 
minimises the weighted within-group sum of squares (WGSS) functional: 
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Jm is a complex non-convex function that possesses many local minima.  However, Jm as a 
function of U with v fixed, and Jm as function of v with U fixed are both convex functions.  
Therefore, FCM minimises Jm(U,v) by iteratively updating U and v using explicit solutions U* 
and v* that satisfy the necessary and sufficient conditions for local minima of Jm(U) and Jm(v) 
respectively.  This method is called Alternating Optimisation (AO).  The expressions for U* and 
v* are ([6]):  
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[6] shows that convergence of FCM to local minimum of Jm(U,v) is guaranteed (in theory).  
However, as previously mentioned, Jm possesses many sub-optimal local minima and thus the 
particular local minimum found by the algorithm is not necessarily the best clustering solution. 
This consequence, along with the problem of having to specify the number of clusters prior to 
clustering, are two important disadvantages of FCM and partitional algorithms generally.  A 
third and quite major problem with the FCM algorithm is that only clusters of the same simple 
convex hyper-elliptical shape can be found.  This is because Jm measures the ‘desirability’ of 
clustering solutions using a global inner product induced norm.  [6] and  [7] discuss extensions 
to FCM such as fuzzy c-variates (FCV) and fuzzy c-shells (FCS) that can find clusters of 
varying structures (eg lines/planes, rings/shells) using definitions of cluster prototypes other 
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than the cluster centre point   However, all such extensions can only find clusters of simple 
regular shapes.  Furthermore, the shape must be specified prior to the clustering process.   
 
 
3.  DENSITY-BASED CLUSTERING 
 
All classical clustering algorithms have one thing in common in that dissimilarity between 
clusters is a general distance-based measure.  The properties of such measures dictate the types 
of clusters found and thus restrict the algorithm’s use to datasets of a certain known structure.  
Generally nothing is known about the structure of a dataset prior to clustering (especially in 
higher dimensions) and often the clusters present are of complex non-convex shapes that cannot 
be analytically described.  This results in the need for specific data-induced dissimilarity 
measures that are based on the structure of the data, rather than a global distance-based metric 
(eg Euclidean distance) that imposes the same structure on any given dataset.  Data density is an 
obvious property that could be used as such a data-induced dissimilarity/similarity measure.  
Density-based clustering is a relatively recent approach to the clustering problem that makes use 
of density information when finding clusters.  They rely on the notion that the density of the 
data should be higher where clusters are present.  Intuitively, a high dense region is interpreted 
as a group of ‘closely’ spaced data points separated by empty space.  Mathematically, density 
can be defined in terms of probability.  If we assume that the data set to be clustered X ⊂ Rd is a 
sample taken from a population distribution described by a probability density function (PDF) 
f(x), then f(x) is defined as: 
 
xxY d)(f)S(P
S=∈                                     (4) 
 
where S ⊂ Rd is a region of d-dimensional space, P(Y∈S) is the probability that a random point 
Y∈Rd taken from the population distribution described by f(x) lies in the region S, and f(x) 
gives the point density value at the point x. 
 
A cluster, or a dense region, is found in a density-based clustering algorithm by somehow using 
the point density function f(x).  Since the true density function from which the data was sampled 
is generally not known, an estimate function )(ˆ xf that approximates the unknown f(x) must be 
found.  Density estimation is a widely studied problem in the area of statistics which can be 
useful in its own right when exploring data and also when used as part of other data exploration 
techniques such as clustering.  In fact clustering and density estimation are quite similar 
problems in that both are estimating the true underlying structure of a given dataset.  There are 
two approaches to density estimation: parametric and non-parametric.  Parametric techniques 
assume that the data has been drawn from a known family of distributions (eg Gaussian 
distribution) and thus approximates the parameters of the known density function (eg µ andσ  
in the Gaussian distribution function).  Clearly such an approach imposes structure on the 
dataset in the same way done by traditional clustering algorithms like FCM by assuming the 
clusters belong to certain families of distributions.  Non-parametric density estimation is the 
approach generally taken in density-based clustering since such techniques allow the data to 
‘speak for itself’ rather than making rigid assumptions about its structure.  The task is to 
determine a function )(ˆ xf that estimates a completely unknown density function f(x) using a 
sample dataset taken from f.  The most common non-parametric estimation techniques are the 
histogram, frequency polygons, kernel estimates, k-nearest neighbour estimates and expectation 
maximisation.  For an extensive study of non-parametric techniques, in particular those 
mentioned above see [8, 9].   
 
Most density-based clustering algorithms found in the literature fall into one of two main 
classes.  The first and most common approach is to use )(ˆ xf directly to find the clusters by 
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taking the modes or local maxima of )(ˆ xf as the cluster ‘centres’ and the ‘deep enough’ valleys 
of )(ˆ xf as the cluster boundaries.  This is usually done using some hill-climbing procedure.  
Algorithms of this type are proposed in [10-13]. 
 
The second class of density-based algorithms is to use )(ˆ xf to obtain a data-induced metric 
based on density information and then to use this metric in a known clustering procedure in 
replace of the more traditional distance-based measures.  The essential difference between a 
distance-based metric (eg Euclidean distance) and a metric based on )(ˆ xf (obtained by a non-
parametric estimation technique) is that the latter does not impose any structure on the clusters 
to be found.  One such density-based algorithm is given in [2], where a metric based on the k-
nearest neighbours density estimate is used in the single-link hierarchical algorithm.  Another 
algorithm is a modification of FCM proposed in [1] that uses a density approximation based on 
the histogram to come up with a data-induced metric to be used in place of the norm in the FCM 
functional.  The use of a density-based metric allows clusters of arbitrary non-convex shapes to 
be found and thus is a substantial improvement on the effectiveness of the traditional FCM 
algorithm and its extensions.  The proposed algorithm in this paper is of this second class of 
density-based clustering techniques.  It is a modification of FCM using a density-based metric 
in the similar vein as [1].  However, a quite new non-parametric density estimation technique is 
used that is expected to be more favourable in higher dimensions than the basic histogram 
measure. 
 
 
4.  THE DELAUNAY TRIANGULATION AND DENSITY ESTIMATION 
 
One-dimensional non-parametric density estimation has been thoroughly studied, and with the 
optimal choice of a technique’s parameters (particularly the smoothing parameter) adequate 
results are generally obtained (see [8, 9]).  However, one-dimensional cluster analysis is quite 
trivial, and datasets to be clustered often contain many attributes.  The known non-parametric 
techniques tend to not work well in higher dimensions largely due to the curse of dimensionality 
([8]).  The sparsity of higher dimensional data results in inadequate estimates unless the number 
of data points is of a massive size (the number needed grows exponentially with dimension, see 
[8]).   
 
A new non-parametric density estimation technique that may be able to handle smaller sets of 
higher dimensional data better than traditional methods is an estimate based on the Delaunay 
triangulation.  Such an idea has been examined in [14, 15].  The Delaunay triangulation is often 
best described in terms of its dual the Voronoi diagram.  Given a set of data points X, its 
Voronoi diagram V(X) is a partition of d-dimensional space into N regions v(xk) (k=1,2,…,N) 
where v(xk) is the set of all locations of the space that are closer to xk∈X than any other data 
point xl∈X.  The region v(xk) is referred to as the Voronoi polygon (in two-dimensional space) 
or the Voronoi polyhedron (in higher dimensions) associated with data point xk.  The term 
“closer” is usually measured by the Euclidean distance, however other distances can be used.  
The Delaunay Triangulation of a dataset D(X) is obtained by creating an edge between those 
points that share a (d-1)-dimensional Voronoi face.  Provided∀ xk∈X is not collinear, |X| ≥ d+1, 
and exactly d+1 (d-1)-dimensional Voronoi faces meet at every Voronoi vertex in V(X), then 
the Delaunay triangulation exists and is a partition of the convex hull of X, CH(X), into non-
overlapping d-dimensional simplexes (or in the two-dimensional case triangles, hence its name), 
where each simplex has d+1 data points as its vertices.  As an example refer to Figure 2, which 
shows the Delaunay triangulations of the datasets given in Figure 1. 
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Figure 2 – Delaunay Triangulation for Datasets given in Figure 1 
 
Both the Delaunay triangulation and its dual the Voronoi diagram contain valuable information 
as to the natural structure of a dataset.  There is thus an obvious connection between these two 
tessellations and the density estimation and clustering problems.  In fact, Delaunay 
triangulations have previously been used directly to cluster data via graph theoretic methods, see 
[16-19].  For an extensive study of the Delaunay triangulation and its dual the Voronoi diagram 
see [20].      
  
Given a dataset X ⊂ Rd and a small region of fixed size in Rd space, the average density in that 
region should be proportional to the number of data points xk∈X located in that region.  
Alternatively we can say that the average density of the region should be inversely proportional 
to the amount of empty space in that region.  That is, dense regions of a dataset contain more 
data points and thus less empty space ‘between’ the points than non-dense regions of the same 
size.  Using this idea we can say that )(ˆ xf should be inversely proportional to the amount of 
empty space surrounding x.   
 
Now, given d+1 points in X, if the hyper sphere that these points lie on contains no other points 
in X we say that these points form an empty hyper sphere.  The denser a region is, the smaller 
all empty hyper spheres formed by points in that region will be.  Therefore, )(ˆ xf should be 
inversely proportional to the size of the empty hyper sphere (constructed by d+1 points in X) 
that x lies inside.  Finding the Delaunay triangulation of X is equivalent to finding all empty 
hyper spheres of X, where each Delaunay simplex corresponds to an empty hyper sphere.  That 
is, the circumsphere of every Delaunay simplex is an empty hyper sphere and the Delaunay 
triangulation is a collection of all such possible simplexes constructed from d+1 data points 
([20]).  Therefore, the Delaunay triangulation contains topological information as to the amount 
of empty space between data points.  This in turn implies that the Delaunay triangulation is a 
natural way to estimate the density of a data set.  Furthermore, such ‘empty space’/density 
information is contained in the Delaunay triangulation of any dimension.  For this reason it is 
believed that the Delaunay triangulation may have an advantage over other density estimation 
methods such as the histogram and kernel estimates when dealing with higher dimensions.  Also, 
a Delaunay triangulation estimate does not require the difficult choice of smoothing parameters. 
 
To come up with a density estimate )(ˆ xf using the empty space information contained in the 
Delaunay triangulation, start with the definition of the density function (4) using regions of the 
Delaunay triangulation.  That is, given a d-dimensional dataset X ⊂ Rd and its Delaunay 
triangulation D(X): 
 
   xxY dfDP
iD
i =∈ )()(               (5) 
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where )(XDDi ∈  (i.e. Di is a Delaunay simplex in D(X)), and P( iD∈Y ) is the probability 
that a random point Y∈Rd taken from the population distribution described by f(x) lies in the 
Delaunay simplex Di, or simply the probability mass of Di. 
  
Now, assume that the density is constant on each Delaunay simplex and zero outside the convex 
hull of our dataset.  That is, given a Delaunay triangulation D(X) with nd Delaunay simplexes, 
we restrict )(ˆ xf to be the piecewise linear function: 
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where ci i=1,2,…,nd is a constant. 
 
Let )(ˆ iDP ∈Y be an estimate of )( iDP ∈Y using density estimate )(ˆ xf .  Then, from (5) and 
(6) we have: 
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Before investigating the value that should be given to )(ˆ iDP ∈Y , the consistency of such an 
estimate should be considered.  Let S be the support of the density function f(x).  Therefore, 
X ⊂ S and as N ∞→ , X → S.  Now, let C(Di) be the circumsphere of the Delaunay cell 
Di ⊂ D(X).  Clearly, the volume of empty space in S approaches zero as N ∞→ .  Recall that 
C(Di) is an empty hyper sphere and thus Vol(C(Di)) → 0 as N ∞→ .  Since Vol(C(Di))>Vol(Di), 
it follows that Vol(Di) → 0 as N ∞→ . 
 
Now, as N ∞→ , D(X) → S (since X → S as N ∞→  and D(X) ⊂ S).  Also, )S(P ∈Y  = 1 and 
))X(D(Pˆ ∈Y  = ))X(D(Pˆ1 ∉− Y  = ))X(CH(Pˆ1 ∉− Y  =  1 – 0 (by construction)  =  1.  
Therefore, 
∞→N
lim ))X(D(Pˆ ∈Y  = ))X(D(P ∈Y .  Obviously the consistency of the estimate 
is dependent on how )(ˆ iDP ∈Y is calculated.  It is known that as N ∞→ , )D(P i∈Y → Ki, 
where Ki is the proportion of X in Di.  Therefore, a consistent estimator can be obtained by 
estimating the probability mass of Di as: 
N
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However, every Delaunay simplex contains exactly d+1 data points located at the vertices of the 
simplex and these points in general belong to more than one simplex.  Therefore, rather than 
counting the number of data points falling in each cell, as is done with the histogram density 
estimate, we must come up with an appropriate approximation of the proportion Ki.  Assuming 
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an appropriate approximation of the proportion of data points falling within each Delaunay 
simplex is known, then )(ˆ xf defined in (7) is a consistent estimator since: 
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Since there is an equal number of points in each simplex, one obvious solution to the problem of 
estimating Ki and the one used in [14] is to assume equal probability mass for each Di.  
Recalling that 1))X(D(Pˆ =∈Y , assuming equal probability mass for each simplex gives: 
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(where nd = number of Delaunay simplexes). 
 
The idea for a constant )(ˆ iDP ∈Y  value seems to make sense and in fact [14] showed for the 
one-dimensional case that ))D(P(E i∈Y =1/nd = 1/(N+1)∀ Di (however, the variance is quite 
high). 
 
Another approach is, for each data point xk∈X, allocate a proportion of xk to each simplex it 
belongs to.  Take a data point xk∈X and say it belongs to sk simplexes )()()( ,...,, 21 kskkk DDD .  
Then for each simplex )( jkD (j=1,2,…,sk) we allocate a proportion jkDkp , of xk, where   
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There are many possible ways that xk could be allocated to its neighbouring simplexes.  One 
such approach, similar to that mentioned in [15] is to allocate xk in proportion to the volume of 
its neighbouring simplexes.  Another approach is to allocate xk evenly to its neighbouring 
simplexes. 
 
Looking at (7) it can be seen that )(ˆ xf is discontinuous at the j-dimensional faces (j=(d-1),(d-
2),…1,0) of every simplex (where 1-dimensional faces and 0-dimensional faces are edges and 
data points respectively).  Furthermore, with the exception of simplexes on the boundary of the 
CH(X), these faces have more than one )(ˆ xf value.  To solve this problem, simply take the 
density of a j-dimensional face (j=(d-1),(d-2),…1,0) as the density of the smallest simplex the 
face is part of.  That is, if x∈Rd lies on a j-dimensional facet (j=(d-1),(d-2),…1,0) of D(X) then: 
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Such a choice seems to work well for clustering since (10) will result in cluster borders having 
high density values.   
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5.  CLUSTERING AND THE DELAUNAY DENSITY APROXIMATION 
 
The function )(ˆ xf given in (7) with an appropriate definition for )(ˆ iDP ∈Y can be used to 
define a density-based similarity/dissimilarity measure to be used in a conventional clustering 
algorithm.  This paper is considering a metric that can be used in the FCM algorithm in replace 
of the inner product induced norm.  However, it must be noted that such a metric could be 
applied to any clustering algorithm (eg single-link hierarchical algorithm).  Given a dataset 
X ⊂ Rd and points u,v∈Rd not necessarily in X we need to derive a metric d(u,v). This metric 
will be used to measure the distance from the ith cluster ‘centre’ vi to the kth data point xk∈X,  dik 
= d(xk,vi) using )(ˆ xf  given in (7).  The distance will be calculated using graph theoretic 
methods similar to the ‘data-induced metric’ in [1].    
 
The Delaunay triangulation is a connected graph where the vertices are the data points (0-
dimensional faces) and the edges are the simplex edges (1-dimensional faces).  This graph can 
contain explicit density-information obtained from )(ˆ xf by converting it into a weighted 
connected graph where the weights are some function of )(ˆ xf .  We will term this structure the 
Delaunay density graph DW(X).  The proposed weight for an edge e(xk,xl) (xk,xl∈X) in DW(X) is: 
      
  W(xk,xl) = E
ef lklk
xx
xx
−×
)),((ˆ
1
           (11) 
where )(ˆ ef is the constant )(ˆ xf value for the edge e (note: )(ˆ ef = )(ˆ xf lk xxxx ,, ∉∈ e , 
calculated using (10)), and 
E
⋅ is the Euclidean norm. 
 
Such a weight value will result in a metric that takes into account both density information 
(from )(ˆ xf ) and distance information (from the Euclidean norm).  Note that the reciprocal of 
the density value is used.  This is because we want the weight to reflect the dissimilarity 
between data points.  Therefore, an edge within a cluster (i.e. an edge lying in a dense region of 
space) will have a small weight due to a large density value and a small edge distance. In 
contrast, an edge between two clusters will have a small density value and a large edge distance 
resulting in a large weight.   
 
The distance between any two data points xk,xl∈X can then be taken as the shortest path 
between xk and xl, where a path is a series of connected edges in DW(X).  The shortest path 
calculation is a well known graph theoretic problem that is solved by Dijkstra’s algorithm ([21]).  
To calculate the distance between points u, v which do not belong to DW(X), we locate the 
Delaunay simplexes the points belong to, and add extra edges from these points to the vertices 
of these simplexes, with weights W(u,x(k)) (k=1,..,d+1) and W(v,x(l)) (l=1,..,d+1) computed as in 
(11) and )(ˆ xf  defined by (10). Then the distance is also computed as the shortest path between 
u and v along the augmented Delaunay density graph. 
 
It is not difficult to show that d(u,v) is a metric. Non-negativity and commutativity are trivial. 
To demonstrate the triangular inequality, observe that for every w, distances d(v,w) and d(w,v) 
are also the shortest paths along the augmented Delaunay density graph. Since d(u,v) is the 
shortest distance along the same graph, we obtain d(u,v) ≤  d(u,w) + d(w,v). 
 
This metric will result in small inter-cluster measures since only inter-cluster edges with small 
weights will be traversed.  Similarly, intra-cluster measures will be large due to large-weighted 
edges lying between clusters having to be crossed to travel from one cluster to the other. 
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The clustering stage of the new density-based FCM algorithm is thus to minimise the function 
Jm given in (1) with dik calculated using DW(X) as described above.  However, the complexity of 
Jm is now much greater and thus its minimisation is more difficult.  The Alternating 
Optimisation technique can no longer be used to minimise Jm since the expression for v* given 
in (3) assumes an inner product induced norm has been used.  Jm as function of v with U fixed is 
now a non-convex and non-smooth function and thus a solution to its minimisation problem can 
no longer be written down.  However, (2) is still the solution to the minimisation of Jm as a 
function of U with v fixed since its derivation was independent of the dik values.  Therefore, the 
minimisation of Jm can be solved by minimising (1) (where dik is the proposed density-based 
metric) with respect to v using a non-smooth optimisation technique, such as the recent method 
of discrete gradient proposed in [22], and solving the convex sub-problem min{Jm(U),v 
fixed}every time a function value is needed.  That is: 
 
Minimise {ψˆ (v)}                              (12) 
where  ψˆ (v)  =  
U
min Jm(U,v)  =  
U
min 
= =
N
1k
c
1i
2
ik
m
ik )d()u(  =  
= =
N
1k
c
1i
2
ik
m
ik )d(*)u( ,   
 
where dik is the shortest path between data point xk and point vi on the augmented Delaunay 
density graph and the uik* values are given by (2) (note:  the dik values in (2) are obviously also 
calculated using DW(X)).  
 
Therefore, the proposed FCM algorithm based on the Delaunay density approximation )(ˆ xf is 
as follows: 
 
Algorithm – Density-Based Fuzzy C-Means 
Input: X={x1,x2,..,xN} ⊂ Rd, c, m, initial cluster centres v(0)=(v1(0),v2(0),…,vc(0)), and the 
probability mass function )(ˆ iDP ∈Y . 
1. Density Estimation 
(a) Construct the Delaunay triangulation D(X) 
(b) Using D(X) obtain the density function )(ˆ xf given in (10) 
(c) Convert D(X) into the Delaunay density graph DW(X) by assigning weights 
given in (11) 
2. Clustering 
Starting with v(0), minimiseψˆ (v) given in (12) using a non-smooth optimisation 
technique.  Each time a function value is needed at the point v: 
(i)  Calculate U using (2) with dik being the proposed density induced metric 
(ii)  ψˆ (v) = Jm(U,v) with dik being the proposed density induced metric 
Output: v* found by minimisation procedure 
 U* calculated using (2) with dik being the proposed density induced metric and vi=vi* 
 
 
6.  PRELIMINARY RESULTS 
  
The proposed FCM extension has been implemented in C++.  The popular general dimension 
Qhull algorithm ([23]) has been used to construct the Delaunay Triangulation.  A non-smooth 
optimisation technique proposed in [22] that makes use of the discrete gradient is used to 
minimise (12).  As is the case with the traditional FCM, this optimisation technique is local and 
thus sub-optimal solutions may be found.  The search for the global minimum is done by 
running the optimisation algorithm several times and returning the best solution found.  It must 
be noted that since we are now dealing with a non-smooth optimisation problem, the time taken 
to converge to a local minimum is significantly greater than that of the FCM algorithm.  The 
algorithm has been tested on three two-dimensional datasets (generated in Maple 9) – one 
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convex example (Dataset 1), and two non-convex examples (Datasets 2 and 3).  Traditional 
FCM using the Euclidean metric was also run as a comparison.  The weighting exponent m was 
set to 1.5 in both algorithms since the example data sets contained well-separated clusters and 
thus only a hard partition was required.  )(ˆ iDP ∈Y was taken to be the constant value 1/nd and 
both algorithms were run twenty times starting from different random points V to better the 
chances of obtaining the global minimum.        
 
The proposed algorithm correctly clustered all three datasets, while traditional FCM only 
worked well with the convex example.  The output of both algorithms for the two non-convex 
examples is shown below (note - each data point is labelled with the cluster number it was 
found to belong to and the crosses represent the cluster prototypes/centres). 
               
Density-Based FCM                                                Traditional FCM 
                      
Density-Based FCM                                                 Traditional FCM 
Figure 3 – Clustering Results 
 
 
7.  CONCLUSION 
 
In this paper we considered the problem identification of clusters of arbitrary shape.  Many 
traditional clustering algorithms are able to find clusters of a given convex shape, imposed by 
the metric being used.  Here we use a density induced metric, which is calculated from the given 
data.  The Delaunay triangulation of the data is used to approximate its density.  From this 
approximation we construct a Delaunay density weighted graph, and define a density induced 
metric through the shortest path on this graph.  
 
We combined this definition of density induced metric with the well-known fuzzy c-means 
clustering algorithm. While the density induced metric does not allow us to use alternating 
optimization, as is usually done in fuzzy c-means, we converted the problem to a non-smooth 
optimization problem with respect to cluster centres, and applied a recent method of discrete 
gradient to solve it.  Preliminary experiments have produced promising results.  However, the 
importance of the algorithm is expected to be when the dimensionality of the dataset is greater 
than two, and thus the next step is to investigate the outcome of higher-dimensional examples.  
 12 
 
 
REFERENCES 
 
1. Gath, I., A. Smolyak Iskoz, and B. Van Cutsem, Data Induced Metric and Fuzzy 
Clustering of Non-Convex Patterns of Arbitrary Shape. Pattern Recognition Letters, 
1997. 18: p. 541-553. 
2. Everitt, B.S., S. Landau, and M. Leese, Cluster Analysis. 4 ed. 2001, London: Arnold. 
3. Lorr, M., Cluster Analysis for Social Scientists. 1983, San Francisco: Jossey-Bass 
Publishers. 
4. Jain, A.K., M.N. Murty, and P.J. Flynn, Data Clustering: A Review. ACM Computing 
Surveys, 1999. 31(3): p. 264-323. 
5. Jain, A.K. and R.C. Dubes, Algorithms for Clustering Data. Prentice-Hall advanced 
reference series. 1988, Upper Saddle River, NJ: Prentice-Hall, Inc. 
6. Bezdek, J.C., Pattern Recognition with Fuzzy Objective Functions. Advanced 
applications in pattern recognition. 1981, New York: Plenum Press. xv, 256. 
7. Hoppner, F., et al., Fuzzy Cluster Analysis: Methods for Classification, Data Analysis 
and Image Recognition. 1999, New York: John Wiley & Sons. vii, 289. 
8. Scott, D.W., Multivariate Density Estimation. 1992, New York: John Wiley & Sons. 
9. Silverman, B.W., Density Estimation for Statistics and Data Analysis. 1986, London: 
Chapman & Hall. 
10. Hader, S. and F.A. Hamprecht. Efficient Density Clustering using Basin Spanning Trees. 
in Proceedings of the GfKl. 2002. 
11. Hinneburg, A. and D.A. Keim. An Efficient Approach to Clustering in Large 
Multimedia Databases with Noise. in Proc. Knowledge Discovery and Data Mining. 
1998. 
12. Jiang, D., J. Pei, and A. Zhang. DHC: A Density-based Hierarchical Clustering Method 
for Time Series Gene Expression Data. in Proceedings of the 3rd IEEE Symposium on 
Bio-informatics and Bio-engineering (BIBE 2003). 2003. Washington D.C. 
13. Ester, M., et al. A Density-Based Algorithm for Discovering Clusters in Large Spatial 
Databases with Noise. in Proc. Knowledge Discovery and Data Mining. 1996. 
14. Miller, E.G. A New Class of Entropy Estimators for Multi-Dimensional Densities. in 
International Conference on Acoustics, Speech and Signal Processing. 2003. 
15. Hearne, L.B., Nonparametric Density Estimation using Random Linear Tessellations. 
citeseer.ist.psu.edu/90037.html 
16. Estivill-Castro, V. and I. Lee. AUTOCLUST: Automatic Clustering via Boundary 
Extraction for Mining Massive Point-Data Sets. in 5th GeoComputation. 2000. 
17. Eldershaw, C. and M. Hegland, Cluster Analysis using Triangulation. Computational 
Techniques and Applications: CTAC97, 1996: p. 201-208. 
18. Estivill-Castro, V. and M.E. Houle. Robust Clustering of Large Georeferenced Data 
Sets. in Proceedings of the 3rd Pacific-Asia Conference on Knowledge Discovery and 
Data Mining. 1999. 
19. Kang, I., T. Kim, and K. Li. A Spatial Data Mining Method by Delaunay Triangulation. 
in Proceedings of the 5th International Workshop on Advances in Geographic 
Information Systems (GIS-97). 1997. 
20. Okabe, A., B. Boots, and K. Sugihara, Spatial Tessellations: Concepts and Applications 
of Voronoi Diagrams. Boots, Chichester, UK: John Wiley & Sons. xi, 523. 
21. Christofides, N., Graph Theory - An Algorithmic Approach. 1975, New York: 
Academic Press. 
22. Bagirov, A., A Method for Minimisation of Quasidifferentiable Functions. Optimisation 
Methods and Software, 2002. 17: p. 31-60. 
23. Barber, C.B., D.P. Dobkin, and H.T. Huhdanpaa, The Quickhull Algorithm for Convex 
Hulls. ACM Transactions on Mathematical Software, 1996. 22(4): p. 469-483. 
 
