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Counting Points on Curves over Finite Fields
MING-DEH HUANGy AND DOUG IERARDIz
Department of Computer Science, University of Southern California,
Los Angeles, California 90089{0781
We consider the problem of counting the number of points on a plane curve, deflned
by a homogeneous polynomial F (x; y; z) 2 Fq [x; y; z], which are rational over a ground
fleld Fq . More precisely, we show that if we are given a projective plane curve C of de-
gree n, and if C has only ordinary multiple points, then one can compute the number of
Fq-rational points on C in randomized time (log q)¢ where ¢ = nO(1). Since our algo-
rithm actually computes the characteristic polynomial of the Frobenius endomorphism
on the Jacobian of C, it follows that we may also compute (1) the number of Fq-rational
points on the smooth projective model of C, (2) the number of Fq-rational points on
the Jacobian of C, and (3) the number of Fqm -rational points on C in any given flnite
extension Fqm of the ground fleld, each in a similar time bound.
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1. Introduction
The problem of counting points on curves over flnite flelds can be traced back to Gauss,
who while working on the law of reciprocity was led to evaluate the number of solutions to
special polynomial congruences such as ax3¡by3 · 1 (mod p). His work was followed up
by Jacobi, Davenport, Mordell, and others. The introduction of Riemann zeta functions
for function flelds, analogous to the number-fleld setting, and its connection to the number
of points on the associated curve in difierent extensions led to the formulation of the
Riemann Hypothesis for curves over flnite flelds. The hypothesis implies that for a smooth
projective curve C over Fq, jN ¡ (q + 1)j • 2gpq where N is the number of Fq-points
on C and g is the genus of C. It was proven by Hasse (1936) for elliptic curves and by
Weil (1948) in the general case.
Computational aspects of the counting problem have drawn considerable interest in
recent years. Schoof (1985) gave a deterministic polynomial time algorithm for elliptic
curves over flnite flelds. Adleman and Huang (1992) gave a random polynomial time
algorithm for counting rational points on the Jacobians of curves of genus 2 over fl-
nite flelds. Their result also implies a random poynomial time algorithm for counting
rational points on curves of genus 2 over flnite flelds. Pila (1990) showed that for a
flxed curve C deflned over Q by an absolutely irreducible polynomial F (x; y) 2 Q[x; y],
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there is a deterministic polynomial time algorithm which on input a prime p, counts the
number of rational points on the reduction modulo p of C. The running time of Pila’s
algorithm is O((log p)¢), where the constant ¢ is at least doubly exponential in the
degree of F . (See Section 2 for further analysis.) More recently von zur Gathen et al.
(1993) showed that with respect to sparse representations of the polynomials deflning
such curves, this counting problem is #P-complete. In addition, they prove that the
number of Fqn -rational points on a degree d curve deflned over Fq can be calculated
with ~O(qd
2
) operations in Fq and an additional ~O(n2 log q) bit operations, where in the
‘soft-O’ notation, ~O(t) means t(log t+ 2)O(1).
There have been some rather interesting applications of these algorithms in computa-
tional number theory. Schoof’s algorithm was applied to solve the quadratic congruence
x2 · a (mod p) in deterministic polynomial time for a flxed integer a and all primes
p (Schoof 1985). Schoof’s algorithm was also used in the elliptic curve primality testing
algorithm of Goldwasser and Kilian (1986). Adleman and Huang (1992) applied their
algorithm for counting points on hyperelliptic curves of genus 2 to the same problem,
and gave an algorithm which decides primality in random polynomial time. Pila’s algo-
rithm was applied to the problem of solving equations of the form '‘(x) · 0 (mod p),
where '‘ denotes the ‘th cyclotomic polynomial. He gives a deterministic algorithm
which solves this problem in polynomial time for a flxed prime ‘, and all input primes p.
Such algorithms may also have applications in the construction of algebraic{geometric
Goppa (1988) codes, where for a given genus one is interested in flnding a curve deflned
over a given flnite fleld with as many rational points as possible.
The main result of this paper is:
Theorem 1.1. Let F 2 Fq[x; y; z] be a homogeneous and absolutely irreducible polyno-
mial. Let C be the curve
C = f(x; y; z):F (x; y; z) = 0g ‰ P2 :
Then if C has only ordinary singularities (see Section 3 for a deflnition), one can com-
pute the number of Fq-rational points on C in randomized time (log q)¢ where ¢ =
(degF )O(1).
Since our algorithm actually computes the characteristic polynomial of the Frobenius
endomorphism on the Jacobian of the curve C, it follows that we can also compute the
following within similar time bounds:
1. the number of Fq-rational points on a smooth projective model of C;
2. the number of Fq-rational points on the Jacobian of C;
3. the number of points on C which are rational over any given flnite extension of the
ground fleld Fq.
The algorithm can be adapted to the case where the plane curve may have non-ordinary
singularities. This can be done by applying successive quadratic transformations to the
curve to obtain a birational projective plane curve with no non-ordinary singularities.
However, the resulting curve may have degree exponential in deg(C), and this increases
the complexity of the construction.
The algorithm can also be adapted to curves not necessarily embedded in dimension
two by flrst constructing a birational model in dimension two. For cases where F is not
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absolutely irreducible, the random polynomial time reduction given by von zur Gathen
et al. (1993) reduces the counting to the problem addressed in this paper.
2. Outline of the Approach
Let X be a smooth projective model over Fq for the curve C deflned by the homogeneous
polynomial F . Let NX denote the number of Fq-points on X . As in Schoof’s (1985)
and Pila’s (1990) algorithms, our approach for computing NX is based on the fact that
the characteristic polynomial of the Frobenius endomorphism of the Jacobian J of X
determines the zeta function of X , and hence the number of points over every flnite
extension of the ground fleld Fq. More precisely, the zeta function Z(u;X ) of X is deflned
by
d
du
logZ(u;X ) =
1X
m=1
Nmu
m¡1
where Nm is the number of Fqm -points on X .
On the other hand, let ` be the characteristic polynomial of the Frobenius endomor-
phism … of J. Then it is known that
Z(u;X ) = u
2g`( 1u )
(1¡ u)(1¡ pu)
where g is the genus of X . Hence Nm can be computed from `, and in particular,
N1 = NX = q+1¡ tr(`), where tr(`) denotes the trace of `. Since `(x) 2 Z[x] and there
exist a priori bounds on the coe–cients of `(x), ` can be constructed by computing
` mod ‘ for su–ciently many primes ‘, followed by Chinese remaindering. Pila (1990)
observed that it is su–cient to consider all primes ‘ up to (9g+3) log q where ‘ 6= p and p
is the characteristic of Fq.
For every fleld K containing Fq, let J(K) denote the group of K-rational points on J.
For each prime ‘, let J[‘] denote the group of ‘-torsion points on J( „Fq). (That is, J[‘] is
the subgroup of elements in J( „Fq) annihilated by ‘.) It is known that for ‘ 6= p, J[‘] is a
flnite group of ‘2g elements and, when viewed as a F‘-vector space, is of dimension 2g over
F‘. Moreover, ` mod ‘ is the characteristic polynomial of the Frobenius endomorphism
acting as a linear automorphism on J[‘]. To compute ` mod ‘, it su–ces to construct J[‘]
as a vector space over F‘, to represent the Frobenius action as a linear action on J[‘],
and then to compute the characteristic polynomial of this action.
At this point, our approach departs from that of Pila. Since Pila was concerned with
the reduction at primes of a flxed global curve deflned over Q, he could assume that a
projective description of the Jacobian J as well as the group law on J is given. Let Jp
denote the reduction of J at p. The Abelian variety J has good reduction at all but a flnite
number of primes p. Pila demonstrated that at prime p where J has good reduction, one
can recover a description of Jp[‘] as a zero-dimensional ideal of complexity polynomial
in ‘ from the given description of J and its group law. He then reduced the computations
involved in flnding the characteristic polynomial of the Frobenius action on Jp[‘] to the
problem of testing ideal membership for zero-dimensional ideals. The running time of
this algorithm is O((log p)¢) where ¢ depends exponentially on the dimension of the
space into which the Jacobian J is embedded. This dimension is at least g.
One could extend Pila’s result to the case where the curve is not flxed globally by
flrst constructing a projective model of the Jacobian of the curve, which can conceiv-
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ably be done by following Chow’s (1954) construction of Jacobian varieties. However the
Jacobian variety is embedded, under Chow’s construction, in a projective space of dimen-
sion at least exponential in the genus g of the curve. As a result, the set of homogeneous
polynomials which describes the Jacobian as a projective variety may have length doubly
exponential in g, hence doubly exponential in the degree of the input curve in general.
By adopting a difierent approach, we show that the exponent for log q can be reduced
to a small polynomial in the complexity of a smooth model for the curve C. When all
singular points are ordinary, such a smooth model can be constructed by glueing together
at most O(n2) a–ne blow-ups of C at its singular points, which yields an exponent which
is polynomial in deg(C).
It is known (Fulton, 1989) that the Jacobian J( „Fq) as a group is isomorphic to the
divisor class group Div0(C)=Divl(C) where Div0(C) is the group of divisors of C of degree 0
and Divl(C) is the subgroup of Div0(C) consisting of divisors of rational functions on C.
(See Section 3.2 for a precise deflnition of Div0 and Divl.) Moreover, flxing an arbitrary
point 1 on X , every divisor class has a representative of the form D ¡ g1 where D 2
Divg(C), the set of positive divisors of the form P1 + ¢ ¢ ¢+ Pg, where the Pi’s are points
on the smooth model X of C. (These points are not necessarily distinct.) Consequently,
the elements of J[‘] can be represented by the set
D‘ = fD 2 Divg(C): ‘ ¢ (D ¡ g1) 2 Divl(C)g
modulo the equivalence relation · deflned by
D · D0 if and only if D ¡D0 2 Divl(C) :
By extending the techniques developed by Huang and Ierardi (1991, 1994) in for the
efiective Riemann{Roch problem, we show that the set D‘ described above can be deflned
semi-algebraically with total size polynomial in ‘ and exponential in the degree and genus
of C. We then compute one representative per divisor class in D‘ by applying methods of
Huang and Ierardi (1991, 1994), Ierardi (1989), and a randomized factorization algorithm
over Fq.
At this point we have essentially constructed J[‘] as a linear space over F‘ with the
addition law efiectively provided by a special case of the algorithm developed in (Huang
and Ierardi, 1994), which gives us an efiective and e–cient procedure for adding repre-
sentatives of points on J and for testing equivalence of divisors. Then, by brute force, one
can recover the group structure of J[‘], and a basis for the F‘-linear representation of this
group. One may then directly construct the characteristic polynomial of the Frobenius
action modulo ‘ with respect to this basis.
Complications do arise with this approach because of the existence of singular and
\terrible" points on C, and because this construction is not entirely rational over the
ground fleld. We address how these are handled in the remainder of this paper.
3. Notation and Terminology
We use the notation of Fulton (1989).
We shall assume that the ground-fleld K equals Fq, and we let „K denote its algebraic
closure. Let Pn( „K) denote the n-dimensional projective space. We write An( „K) for the
n-dimensional a–ne space over „K. The Frobenius endomorphism on „K is the mapping
x 7! xq. It also acts coordinate-wise on the points of Pn( „K).
We assume that we are given a plane projective curve C of degree n deflned as the
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zero-set of a given absolutely irreducible, homogeneous polynomial F 2 K[x; y; z] of total
degree n.
There are no more than 12n(n ¡ 1) singular points on C (Fulton 1989). Hence among
1 + 12n(n ¡ 1) many elements of K, there is at least one fi so that for all fl 2 „K with
F (fi; fl; 1) = 0, the point P represented by (fi; fl; 1) is non-singular. The genus g of C
satisfles g • 12 (n¡ 1)(n¡ 2). By the Riemann{Roch Theorem, dimL(n2P ) = n2 + 1¡ g,
where L(n2P ) is the linear space of rational functions on C with at most one pole at P
of order • n2. Thus computing g is reduced to computing a reduced basis for L(n2P ).
This can be done by the algorithm of Huang and Ierardi (1994).
A multiple point Q of C is ordinary if all tangents to C at Q are distinct. A point P of
multiplicity r on C is called terrible if there is an inflnite number of lines L through P
which intersect C in fewer than n ¡ r distinct points other than P . By Fulton (1989),
pp. 219fi), a curve has a terrible point only if its dual curve is a line. Hence C can have
at most one terrible point. In addition, the characteristic p must divide n¡ r.
Hererafter we flx a simple, non-terrible, a–ne point on C and denote it by 1. We will
also assume that the given curve C has only ordinary multiple points.
3.1. Divisors
Let X be a smooth projective model of C. The group of divisors Div on C is the free
Abelian group generated by the points on X . For a divisor D = PP2X npP 2 Div, we
write
supp(D) = fP 2 X :nP 6= 0g
for the support of D. The degree of D is
P
P2X nP .
A divisor D is called efiective (or positive) if nP ‚ 0 for all P . In this case, one writes
D ‚ 0. For divisors D and D0, we write D ‚ D0 if D ¡D0 is positive.
We say that a divisor D is simple if all points in supp(D) are simple points of C, and
none of these points is terrible. D is very simple if D is simple and every point in supp(D)
occurs with multiplicity §1. Finally, D is a–ne if all points in supp(D) are points in
A2 ‰ P2.
Let k(C) denote the function fleld of C over „K. For a point P of C, let OP (C) denote
the local ring of C at P over „K. If P is not a multiple point of C, then OP (C) is a discrete
valuation ring and there exists a local parameter t 2 OP (C) such that every z 2 OP (C)
can be written as z = utn where u is a unit and n 2 Z is the order of z at P , denoted
ordCP (z) (Fulton, 1989, p. 46).
For P 2 P2( „K), let OP (P2) denote the local ring of P2( „K) at P . If G 2 „K[x; y; z]
is homogeneous of degree d, we let G⁄ = G=Ld 2 OP (P2), where L is a linear form
not vanishing at P . The function G⁄ is unique up to units in OP (P2). Suppose G does
not vanish on C. The intersection number of G and C at P , denoted by I(P; C \ G),
is dim „K(OP (P2)=(F⁄; G⁄)). The intersection cycle of C and G, denoted by C ¢ G, isP
P2P2( „K) I(P; C \ G)P . The divisor of G, denoted by (G), is the formal sumP
P2X ord
X
P (G)P . Here ord
X
P (G) denotes the order of G⁄ as an element in OP (X )
through the natural map OQ(P2) ! OQ(C) and the embedding OQ(C) ! OP (X ),
where Q is the point on C over which P lies. Note that when P is a simple point of C,
ordXP (G) = I(P; C \G). The divisor of a non-zero function f 2 k(C) is deflned uniquely
by (f) =
P
P2X ord
X
P (f)P , where ord
X
P (f) = ord
X
P (F1)¡ordXP (F2) for any homogeneous
F1; F2 2 „K[X;Y; Z] of the same degree such that F1=F2 represents f .
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For any divisor D, deflne
L(D) = ff 2 k(C): (f) +D ‚ 0g [ f0g :
L(D) is the linear space associated with divisor D, a vector space over „K. By the
Riemann{Roch Theorem, the dimension of L(D) is at least deg(D) + 1¡ g, and equality
holds if the degree of D is su–ciently large (Fulton, 1989).
We write
Div0 = fD 2 Div: deg(D) = 0g
Divl = f(f): f 2 k(C)⁄g :
Then Divl is a subgroup of Div0 and two divisors D;D0 2 Div are linearly equivalent
(written D · D0) if D ¡D0 2 Divl.
As an Abelian group, the Jacobian variety J of C is isomorphic to group Div0=Divl. Let
Divg be the set of all efiective divisors of degree g. If we flx a simple point 1 of C, then
the Riemann{Roch Theorem implies that every coset of Div0=Divl has a representative
of the form D ¡ g1 for some D 2 Divg (Fulton, 1989). (This representation is unique
for all points in an Zariski open subset of J (Cornell and Silverman 1990, Chapter VII).)
Hereafter we identify points of J with equivalence classes of points in Divg.
A divisor or intersection cycle D is K-rational if ¾(D) = D for all ¾ 2 Gal( „K=K).
3.2. quadratic transformation
Let P be a non-terrible point of C of multiplicity r. By a projective change of co-
ordinates, we may assume P = (0; 0; 1). We may also assume that P 0 = (0; 1; 0) and
P 00 = (1; 0; 0) do not lie on C. The curve C is in excellent position if (1) none of the
lines z = 0, y = 0 and x = 0 (called the exceptional lines) is tangent to C at P ,
(2) the line z = 0 intersects C in n = deg(C) many distinct points, and (3) x = 0
and y = 0 each intersect C in n ¡ r distinct points beside P . Since P is not terri-
ble, we may assume by a projective change of coordinates if necessary, that C is in
an excellent position. Let F be the homogeneous polynomial deflning C. Let C0 be the
curve deflned by F 0, where F (yz; xz; xy) = zrF 0(x; y; z). Then C0 is a quadratic trans-
formation of C centred at P . The degree of C0 is 2n ¡ r. The automorphism ˆ on
U = P2 ¡ V (xyz) sending a point (x; y; z) to (yz; xz; xy) induces a birational mor-
phism from C0 to C. The one-to-one correspondence between C0 \ U and C \ U preserves
multiplicity. Moreover, as C has only ordinary multiple points, so does C0. For Q 2 U ,
ˆ induces an isomorphism from Oˆ(Q)(P2) to OQ(P2). Under the isomorphism, F⁄ and
F 0⁄ are identifled up to units in the local rings. Let L = ax + by + cz be a line and
B = ayz + bxz + cxy. Then B⁄ and L⁄ are also identifled up to units in the local
rings. Consequently, I(Q;L \ C0) = I(ˆ(Q); B \ C) for Q 2 U . Suppose the centre P
of the quadratic transformation has multiplicity 0. Then C0 has degree 2n, and by Be-
zout Theorem (Fulton, 1989, Section 5.3),
P
Q2U I(Q;L \ C0) = deg(L) deg(C0) = 2n,P
Q2P2 I(Q;B \ C) = deg(B) deg(C) = 2n. Suppose further L \ C0 lies completely in U .
Then, since I(Q;L \ C0) = I(ˆ(Q); B \ C) for Q 2 U , we conclude that B \ C also lies
in U , and the correspondence of points between L \ C0 and B \ C preserves intersection
multiplicity. In other words, L ¢ C0 corresponds to B ¢ C.
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3.3. representing points on a smooth model of C
It will be convenient to assume that n = deg(C) is not divisible by p. Otherwise we
perform a quadratic transformation of C centred at a simple and non-terrible point P .
The resulting birational curve C0 has only ordinary multiple points and is of degree 2n¡1
which is not divisible by p. Hereafter we assume that n = deg(C) is not divisible by p.
A point P of the smooth projective model X either corresponds to a simple point of C,
or lies over some multiple point of C. If P corresponds to a simple and non-terrible point
of C, we identify P with the corresponding point on C. Otherwise we construct a plane
curve birational to C on which both P and1 are represented by simple and non-terrible
points. We describe how this can be done below.
If C has a terrible point P of multiplicity 1, then p divides n¡ 1. For P we construct a
quadratic transformation C0 of C centred at a point Q of multiplicity 0. In the construction
we also make sure that P and 1 do not lie on any of the exceptional lines, so that P
and 1 correspond to two simple points on C0. The curve C0 has degree 2n¡ 1, which is
not divisible by p. Therefore no simple point of C0 will be terrible. In particular, the two
points on C0 representing P and 1 are a–ne, simple and not terrible.
Now we describe how points of X which lie over multiple points on C are handled.
Without loss of generality we assume that all multiple points are a–ne. Let Q1; : : : ; Qr
denote these multiple points, and let mi be the multiplicity of Qi for each i = 1; : : : ; r.
For each Qi, we construct in the following a plane curve Ci whose a–ne part (Ci)⁄ is the
blow-up (Fulton, 1989) of C⁄, the a–ne part of C, at Qi. By a change of coordinates if
necessary we may assume Qi is (0; 0) and that the line x = 0 is not tangent to C⁄ at Qi.
Let h(x; y) be the polynomial for C⁄ (with Qi represented by (0; 0) at which x = 0 is not
tangent to C⁄). Then factoring out xmi from h(x; xz) results in the polynomial h0(x; z) for
the blow-up of C⁄ at Qi. Let Ci be the projective closure of the a–ne curve deflned by h0.
The birational morphism on A2 sending (x; z) to (x; xz) induces a birational morphism
from (Ci)⁄ to C⁄. The birational morphism is one-to-one away from the line x = 0. The mi
points (0; fij) at which h0(0; z) vanishes represent the mi points of X lying over Qi.
Points over a multiple point Qi will be represented by the mi simple points lying
over Qi on Ci, denoted Qij for all j = 1; : : : ;mi.
If, however, either the point 1 or some Qij is a simple and terrible point of Ci, we
apply a quadratic transformation centered at a simple and non-terrible point of Ci as
described above, to construct a birational plane curve on which all simple points are
non-terrible. In particular, 1 and Qij are represented by simple and non-terrible points
on the quadratic transformation.
We observe that the set consisting of every multiple point Qi and the mi points Qij
lying over Qi is closed under the action of Gal( „K=K). Hence the set of points generates
an extension of degree bounded by (n3)! over K.
Hereafter we assume that for every point P 2 X , we have a projective plane curve
CP of degree O(n) on which both P and 1 are represented as simple, a–ne and non-
terrible points. In addition, we have a birational morphism `P from CP to C, as well
as an exceptional set EP of O(n) points on CP where `P may not be one-to-one. For a
point P which is simple and non-terrible on C, CP = C, `P is the identity map, and EP
is the empty set.
In case C has a terrible multiple point Qi, we also additionally construct for Qi a
quadratic transformation C0Qi centered at a point of multiplicity 0, where Qi does not
lie on any exceptional line. The degree of C0Qi is 2n. Since Qi is a terrible point on C
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of multiplicity mi, p must divide n ¡mi. But p does not divide n, so p does not divide
2n¡mi. Therefore the point on C0Qi corresponding to Qi is not terrible.
3.4. multivariate resultants for homogeneous polynomials
It is a classical result (Waerden, 1950) in elimination theory that a system of n homo-
geneous polynomials in n variables with indeterminate coe–cients possesses a resultant
polynomial in these coe–cients such that for any specialization of the indeterminate co-
e–cients, the system has a non-trivial solution if and only if the resultant vanishes at
the specialization. Let R be the resultant of three homogeneous polynomials with inde-
terminate coe–cients of degrees d1, d2 and d3 respectively. For any homogeneous poly-
nomials F1; F2; F3 2 K[x; y; z] with di = deg(Fi) for i = 1; 2; 3, we write res(F1; F2; F3)
for value of R evaluated at their coe–cients.
Let „u = hux; uy; uzi be new indeterminates. The u-resultant of homogeneous polyno-
mials F1; F2 2 K[x; y; z] is the form u-res(F1; F2) = res(F1; F2; L) 2 K[„u], where L is the
linear form uxx+ uyy + uzz. When F1 and F2 have inflnitely many common projective
solutions, then u-res(F1; F2) vanishes identically. Otherwise,
u-res(F1; F2) =
Y
»2V
(»xux + »yuy + »zuz)I(»;F1\F2) (3.1)
where V = f» 2 P2( „K):F1(») = F2(») = 0g. The construction of u-resultants by de-
terminant computations is discussed in (Ierardi and Kozen 1991 and van der Waerden,
1950).
For a given curve C deflned by the irreducible polynomial F , the u-resultant u-res(F;G)
may serve as a representation of the intersection cycle D = C ¢G. This is sometimes called
the associated form of D (Mumford, 1975). By the results of Chow and van der Waerden
(1937), the associated form of any K-rational intersection cycle D is rational over K.
3.5. computation over the ground field
To simplify the presentation, we count the complexity of the construction in terms
of operations over a fleld K 0 over which the simple point 1, the multiple points Qi, as
well as the points Qij lying over Qi, are all deflned. From the discussion above we have
[K 0:Fq] = O(n3!). An irreducible polynomial forK 0 can be constructed in the randomized
time polynomial in n3!. We will show in the subsequent sections that the characteristic
polynomial ` of the Frobenius endomorphism of J can be constructed in randomized time
(log jK 0j)–, where – = nO(1). Thus the overall randomized time complexity, taking the
construction of K 0 into consideration, is (n3!)O(1)(log jK 0j)– = (log q)¢ where ¢ = nO(1).
From now on we will assume for simplicity and without loss of generality that K 0 is
the ground fleld, and we will denote K for K 0. In various constructions below we will
also need to ensure that K has su–ciently many constants. To this end we assume that
n6 < q, otherwise the counting problem is clearly solvable in time polynomial in n by a
brute-force search.
We often make use of the following theorem of Schwartz (1980) (see Kozen, 1991,
Theorem 40.1) in both deterministic and randomized contexts.
Theorem 3.1. Let K be a fleld and let S µ K be an arbitrary subset of K. Let p(„x)
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be a polynomial in the variables x1; : : : ; xn of total degree d with coe–cients in K. Then
the equation p(„x) = 0 has no more than d ¢ jSjn¡1 solutions in Sn.
Corollary 3.2. If p is evaluated at a random element hs1; : : : ; sni 2 Sn, then
Pr[p(s1; : : : ; sn) 6= 0] ‚ djSj
(Kozen, 1991, Corollary 40.2).
4. Checking Whether a Divisor is ‘-Torsion
Let ‘ be a small prime, ‘ < (9g + 3) log q, ‘ 6= p.
We begin in this section by developing a decision procedure which tests whether a
given divisor D ¡ g1 represents an ‘-torsion point of J, when D’s points and their
multiplicities are given. To do this, it su–ces to show that we can construct a rational
function f 2 K(x; y; z) such that
(f) = ‘ ¢ (D ¡ g1) (4.1)
|which implies that ‘ ¢ (D ¡ g1) · 0|whenever such a function exists. In Section (5)
we show how to use this procedure on an indeterminate divisor|one represented as a
sequence of g points of C, each with indeterminate coordinates|to construct a semi-
algebraic representation of the representatives of J[‘] in Divg. The constructions in the
procedure involve a sequence of O(g) constants chosen from a set of O(‘2g2n) elements
of K. When the procedure is applied to an indeterminate divisor, a semi-algebraic set
is constructed out of every choice of a sequence of constants. The collection of semi-
algebraic sets represents J[‘] in such a way that every ‘-torsion point has at least one
irreducible component of a semi-algebraic set corresponding to it. We then recover points
from the components of the semi-algebraic sets, and thus construct representatives of all
divisor classes in J[‘].
Since the decision procedure developed in this section will ultimately be applied to
an indeterminate divisor, we need to avoid factorization throughout the construction.
It is for this reason that we cannot apply the algorithm of Huang and Ierardi (1994)
directly to the problem. However, to simplify the presentation, we initially assume that
the divisor is presented explicitly. (This assumption will be removed in Section 5.) That
is, we are given a su–ciently large fleld extension over which each point is deflned. The
coordinates of each point and its multiplicity in the given divisor are presented as part
of the input to the algorithm, together with this fleld extension.
4.1. recognizing ‘-torsion divisors
We will need the following theorem of Noether. Write E for the divisor
E =
rX
i=1
miX
j=1
(mi ¡ 1)Qij :
A homogeneous polynomial G such that (G) ‚ E is called an adjoint of C.
Theorem 4.1. (Residue Divisor Theorem (Fulton, 1989)) Let C, E be as above.
Suppose D, D0 are efiective divisors with D · D0. Suppose G is an adjoint of C with
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(G) = D+E+A for some divisor A. Then there is an adjoint G0 of C of the same degree
as G such that (G0) = D0 + E +A.
Our construction proceeds as follows. For a given divisor D ¡ g1, we flrst construct
a very simple divisor D0 which is equivalent to ‘ ¢ (D ¡ g1). Write D0 = D00 ¡ D01
where D00 and D
0
1 are efiective, with disjoint support. Then D ¡ g1 is ‘-torsion if and
only if D0 · 0, or equivalently that D00 · D01.
We construct polynomials G1 and G2 such that
(G1) ‚ E
(G2) ‚ D01
(G1G2) = D01 + E +A
where the efiective divisor D00 +A is both a–ne and very simple.
Let G1 = G1G2. If D0 · 0, then D00 · D01. So by the Residue Divisor Theorem, there
must be a polynomial G0 of the same degree as G1 such that (G0) = D00 + E +A.
Conversely, if there is a polynomial G0 of the same degree as G1 such that (G0) =
D00 + E + A. Then the rational function g = G0=G1 has divisor D
0
0 ¡ D01. Hence
D00 · D01.
We conclude that D is ‘-torsion if and only if there exists a polynomial G0 of the same
degree as G1 such that (G0) = D00 + E + A. Since D
0
0 + A is very simple, we merely
need to verify that there exists some polynomial G0 of the same degree as G1 which (1)
passes through the divisor D00 +A, and (2) is an adjoint of C. The flrst condition reduces
to checking that G0(P ) = 0 for all points P 2 supp(D00 +A). If the points P are known,
these equations are linear in the coe–cients of G0. In addition, we can also restrict the
set of possible G0’s to adjoints of C via linear constraints, as argued in Lemma 4.2 below.
Further details on the basic steps are provided in the following subsections.
4.2. simplifying a divisor
We describe a procedure which will be repeatedly applied to construct a very simple
divisor equivalent to ‘D ¡ ‘g1. Speaking informally, the procedure, when applied to a
point P in D, removes all instances of P from ‘D and replaces them with some set of
distinct simple points of C.
Let P a point of X . Suppose P is represented by a simple, a–ne and non-terrible point
on a birational plane curve C0 = CP on which 1 is also a–ne, simple and non-terrible.
Suppose we are also given a flnite set S of points on C0 not containing P . Without loss of
generality we assume P = (0; 0) and let the a–ne part of C0 be deflned by a polynomial F 0
of degree m where m = O(n). Let mP;1; : : : ;mP;‘ be distinct constants in K. Consider ‘
distinct lines LP;1; : : : ; LP;‘ through P of the form
LP;i = fy ¡ (mP;i + aP )x = 0g
where aP 2 K. We would like to flnd an aP 2 K such that the following criteria are met:
(n1) no line LP;i intersects C0 at a multiple point, or terrible point, or a point of the
exceptional subset EP on which the birational morphism `P from C0 to C may not
be one-to-one, and
(n2) each line LP;i intersects C0 in deg(C0) distinct a–ne points.
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(n3) No line LP;i intersects C0 at a point in S.
The criteria (n1) and (n2) guarantee that each (LP;i)¡P is very simple for C0 as well
as C. The criterion (n3) guarantees that (LP;i) does not involve any point in S. When
such a constant has been found, we construct the product LP of these linear forms,
LP =
‘Y
i=1
LP;i :
Since each pair of lines intersects C0 only at P , it follows that (LP ) = ‘P +AP for some
very simple efiective divisor AP with support disjoint from S.
Because C0 has O(n2) multiple points, at most one terrible point, and O(n) points
in EP , there are no more than this many lines which do not satisfy (n1).
To study the second criterion (n2), let La = fy = axg be a line through P . Consider
the intersection of La and C0. Using the deflning equation F 0 of the a–ne part of C0, and
eliminating the variable y, we flnd the x-coordinates of the a–ne points of intersection
to be zeros of Fa(x) = F 0(x; ax). For the line to satisfy (n2), it su–ces if Fa(x) has no
multiple root and is of degree m = deg(F 0). Let d be the polynomial such that d(a) is
the discriminant of Fa. Then d has degree less than 2m2, and d(a) = 0 exactly when Fa
has multiple roots. Let f be the polynomial such that f(a) is the coe–cient of xm in
Fa(x). Then f has degree bounded by m and is not identically 0 by construction. Let
a 2 K. Then a is good for (n2) if a is not a root of f or d. The number of roots of f
and d is O(m2) = O(n2), providing d is not identically 0. The polynomial d cannot be
identically 0, otherwise there are inflnitely many lines through P which do not intersect C0
in m distinct points, and it follows that P is terrible on C0, a contradiction. Hence at
most O(n2) of a 2 K can violate (n2).
By a similar argument, we note that the restriction imposed by (n3) eliminates at
most ‘jSj lines, and hence introduces at most this number of forbidden values for aP .
So for any flxed and distinct constants mP;1; : : : ;mP‘ 2 K we may flnd a set of lines
which satisfy all of the criteria set out above by merely varying the choice of aP . A
suitable value for aP will surely be found in any flxed subset of K of cardinality at least
O(n2 + ‘jSj). For each possible aP , one can check whether the resulting lines satisfy the
criteria outlined above by purely algebraic means, as discussed in Huang and Ierardi
(1994).
Every efiective divisor of degree g can be written uniquely in the form D = D1 +D2,
where every point in D1 lies over a multiple or terrible point of C, and every point in D2
is simple and non-terrible on C. Let m1 = deg(D1).
To simplify the divisor ‘D ¡ ‘g1, we flrst apply the above procedure iteratively to
the non-simple part D1 of D. Initially we let T = supp(D2). Pick a point P in D1 and
apply the procedure to P on CP to construct ‘ lines through P , each intersecting CP
at deg(CP ) simple points. In doing so we set the inverse image of T under `P as the
forbidden set S for (n3). Let LP be the product of the ‘ linear forms constructed by
the procedure, and let (LP ) = ‘P + BP , where supp(BP ) is identifled (under `P ) as a
subset of points on C. We then apply the procedure to 1 as a point on CP . In doing so
we enlarge the forbidden set S for (n3) to include the points in supp(BP ), however we
exclude the point 1 from S. Let L1 be the product of the ‘ linear forms constructed
for 1, and let (L1) = ‘1+AP . Then ‘P ¡ ‘1¡ (LP =L1) = AP ¡BP . Hence AP ¡BP
is linearly equivalent to ‘P ¡ ‘1. Moreover, supp(AP ¡BP ) is disjoint from supp(D)
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and is very simple for CP as well as for C. Now we enlarge the set T to include the points
in supp(AP ¡BP ) and repeat the same process for the next point in D1. The size of T
grows by O(‘n) each time since the degree of the curve involved is O(n). After all the
points in D1 are dealt with, we have constructed a very simple divisor D01 = A1;0¡A1;1
which is linearly equivalent to ‘ ¢ (D1 ¡m11). The size of supp(D01) is O(‘m1n).
Next we turn to the points in the simple part D2. Since all of these points lie on C, the
treatment can be made more uniform. Write D2 = P1 + ¢ ¢ ¢+ Pm2 where m2 = g ¡m1.
For each Pi, we apply the procedure to construct ‘ linear forms through Pi, each of which
intersects C at n distinct a–ne simple points. In addition, we set supp(D01)[ supp(D2)¡
fPig as the forbidden set for (n3).
Turning now to the negative part involving the point 1, we apply the procedure to
construct ‘m2 linear forms through 1, each of which intersects C at n distinct a–ne
simple points. In addition, we set supp(D01) [ supp(D2) ¡ f1g as the forbidden set
for (n3).
The collection of sets of lines through points in W = fP1; : : : ; Pm2 ;1g is determined by
the choice of a set ¡ of constants aP1 ; : : : ; aPm2 , and a1. The criteria (n1){(n3) impose
a set of constraints on ¡. In addition, to enforce that a line through a point P 2W and
a line through another point Q 2 W do not intersect at a point of C, we express the
point R of intersection in terms of the coe–cients of the two lines, and require that the
deflning polynomial of C does not vanish at R. This introduces an additional O((‘m2)2)
constraints. By Theorem 3.1, a suitable sequence aP1 ; : : : ; aPm2 ; a1 can be found from a
flxed subset of K of at least O(‘2g2n) elements.
Let L0 be the product of the m2‘ linear forms associated with P1; : : : ; Pm2 . Let L1
be the product of the m2‘ linear forms through 1. Then (L0) = ‘D2 +A0 and (L1) =
‘m21+A1, where A0 and A1 are very simple and of degree ‘m2(n¡1), and supp(A0)[
supp(A1) is disjoint from supp(D01) [ supp(D2). The rational function L0=L1 satisflesµ
L0
L1
¶
= (‘D2 ¡ ‘m21) + (A0 ¡A1) :
So A = A1¡A0 is a divisor of degree 0 linearly equivalent to ‘D2¡‘m21. Consequently
‘ ¢ (D ¡ g1) is linearly equivalent to A0 = A+D01 and A0 is very simple as required. In
addition, the divisor A0 has degree O(‘gn). Let A00 = A0 + A1;0 and A
0
1 = A1 + A1;1.
Then A0 = A00 ¡A01.
4.3. rational functions with very simple divisors
Since ‘ ¢ (D ¡ g1) · A0, to determine whether the given divisor D ¡ g1 is a repre-
sentative of an ‘-torsion divisor class, it su–ces to check if A0 · 0. In this section, we
show that this can be done e–ciently, and without factorization. The procedure only
requires D01, L0 and L1 (as constructed above). Moreover if A
0 · 0, then a rational
function g = G0=G1 with divisor A0 can be computed by the same procedure. This
construction will be used in the construction of ‘-torsion divisors in the next section.
Recall that by E we mean the flxed divisor
E =
rX
i=1
miX
j=1
(mi ¡ 1)Qij :
Let E0 =
Pr
i=1mi(mi ¡ 1)Qi, a positive cycle on C.
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Now choose some flxed homogeneous polynomial H with divisor (H) = E + Ae, such
that Ae is very simple and has support disjoint from (L0), (L1), and D01. The polyno-
mial H may be constructed by choosing, for each singular point Qi, mi¡ 1 distinct lines
through Qi such that
1. each line intersect C at Qi with multiplicity mi,
2. each line intersects C at n¡mi distinct points other than Qi,
3. no line intersects C at a point in the support of (L0), (L1), and D01.
The flrst condition makes sure that the order of each chosen line for Qi has order exactly
one at every Qij . (This can be seen from Fulton (1989, Proposition 2 of Chapter 7
and Examples 7{19).) The next two conditions make sure that Ae is very simple and has
support disjoint from the support of (L0), (L1), and D01. It also follows that C ¢H = Ae+
E0. The analysis of the complexity of flnding and verifying these choices is similar to that
of the previous section. That is, one may solve symbolically for the intersection of F with a
proposed parametrized line through Qi. After dividing out the mi factors corresponding
to the point Qi, the remainder of the veriflcation proceeds as above. The product of
these forms yields an appropriate polynomial H (Huang and Ierardi, 1994). Note that in
the case where the point Qi is terrible, each line is constructed on the birational plane
curve C 0Qi described in Section 3.3 where Qi becomes non-terrible. Then the mi ¡ 1
quadratic forms corresponding to the mi ¡ 1 lines under the birational correspondence
are chosen for Qi.
We construct the rational function G0=G1 as follows. Recall that (L1) = A1+‘m21.
To construct the proposed denominator G1, we compute the u-resultant u-res(F;L1),
where F is the deflning polynomial of C. Note that this form factors as
u-res(F;L1) = R(„u)R1(„u)
where
R =
Y
P2supp(A1)
(Pxux + Pyuy + Pzuz)
R1 = (1xux +1yuy +1zuz)‘m2 :
Since the point 1 is known, we can divide out the factor R1, and construct the poly-
nomial R. Since A1 is a–ne, the form
R(¡z; 0; x) =
Y
P2supp(A1)
(x¡ Pxz)
is not identically 0, moreover it deflnes a set of lines through the points in supp(A1).
Since D01 = A1;0 ¡ A1;1 is explicitly known, we can directly construct R0(x; z) =Q
P2suppA1;1(x ¡ Pxz). Deflne R^(x; y; z) = R(¡z; 0; x)R0(x; z). Then R^ is the product
of a set of lines L0P = x¡ Pxz for P 2 supp(A01) = supp(A1) [ supp(A1;1), and these
lines are parallel when restricted to the a–ne plane.
If the divisor of R^ is very simple and has support disjoint from A00+Ae, then we will set
G1 = HR^. If not, we consider various invertible projective linear transformations ` of
P2, until the divisor of the product of `(L0P ) is very simple and has support disjoint from
A00 +Ae. The number of such maps that must be considered is bounded polynomially in
the degree of C, and jA0+Aej, again using the ideas outlined above. In particular suppose
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the restriction of ` to the a–ne plane is such that `¡1(x; y) = (ax + by; y). Then the
product of `(L0P ), where L
0
P = x¡Pxz with P 2 supp(A01), is deflned by R^(ax+by; y; z).
Recall that A00 = A0 +A1;0, where the points in A0 are given implicitly through L0 which
is the product of the m2‘ linear forms with (L0) = ‘D2 + A0, and the points in A1;0
are explicitly constructed. The points in Ae are also explicitly constructed. For ` to be
good it su–ces if (a) no `(L0P ) divides L0 for P 2 supp(A01), (b) F (u; v) 6= 0 for every
(u; v) which is the intersection of a line in L0 and `(L0P ) for some P 2 supp(A01), (c)
R^(afi + bfl; fl; 1) 6= 0 for all (fi; fl) in A1;0 or Ae. The image of a line x = fi under ` is
ax+by = fi. For any linear form cx+dy+ez = 0 in L0, the intersection of cx+dy+e = 0
and ax + by = fi is (¡(fid + be)=(bc ¡ ad); (fic + ae)=(bc ¡ ad)). Let G(a; b; fi) be the
product of F (¡(fid+ be)=(bc¡ ad); (fic+ ae)=(bc¡ ad)) for all linear forms cx+ dy+ ez
in L0. Then (a) and (b) are satisfled if bc ¡ ad 6= 0 for all cx + dy + ez in L0, and
G(a; b; fi) 6= 0 for all fi such that fi = Px for some P 2 supp(A01). The latter holds if
G(a; b; fi) 6= 0 for all fi such that R^(fi; 0; 1) = 0. So let h(a; b) be the resultant of G(a; b; x)
and R^(x; 0; 1) with respect to x. Then ` is good if (i) bc ¡ ad 6= 0 for all cx + dy + ez
in L0, (ii) h(a; b) 6= 0, and (iii) R^(afi + bfl; fl; 1) 6= 0 for all (fi; fl) in A1;0 or Ae. From
Theorem 3.1 a suitable choice of a; b, hence a good `, can be found from a flxed subset
of K of at least O(ng‘) elements. Once a good ` is found, set G1 = HR^(ax+ by; y; z).
Then
(G1) = A01 +B + E +Ae
for some very simple divisor B +Ae. We also note that C ¢G1 = A01 +B + E0 +Ae.
Having constructed a denominator, it now remains to show that there exists a poly-
nomial G0 of the same degree as G1 such that
(G0) = A00 +B + E +Ae :
It will then follow that G0=G1 has divisor A0. However, by the Residue Divisor Theorem
(Theorem 4.1), such a G0 exists if and only if A00 · A01.
To flnd such a polynomial when it exists, we next consider the vector space of all poly-
nomials of degree d = deg(G1), and restrict it, by linear constraints, to those polynomials
with divisor A00 + B + E + Ae. Note that the set of all polynomials of the appropriate
degreed (before restricting) is a K-vector space of dimension e = 12 (d + 1)(d + 2). We
take the collection of all monic monomials of total degree d as a basis of this space.
To restrict the set of polynomials of degree d to the adjoints of C|that is, those
polynomials G such that (G) ‚ E|we make use of two facts. Let mP (G) denote the
multiplicity of P as a zero of G (Fulton, 1989, Examples 7{19).
Lemma 4.2. G is an adjoint of C if and only if mQi(G) ‚ mi ¡ 1 for each multiple
points Qi of C.
Hence it is su–cient to restrict only the multiplicities of the Qi’s as zeros of G, instead
of considering the multiplicities of the points Qij in the divisor of G. In other words,
we need only to guarantee that mQi(G) ‚ mi ¡ 1 for all multiple points Qi of C. This
can be done through linear constraints on the coe–cients of the polynomial G, using the
following well-known fact (Fulton, 1989, p. 66).
Lemma 4.3. Let P = (0; 0) 2 A2, and let G 2 K[x; y]. Write G = Gm+k + Gm+k¡1 +
¢ ¢ ¢+Gm where each Gi is a form of degree i and Gm 6= 0. Then mP (G) = m.
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Without loss of generality, assume that all multiple points are a–ne. To enforce the
condition that mQi(G) ‚ mi ¡ 1 for all Qi, it now su–ces that for each Qi = (Xi; Yi),
all terms of total degree < mi ¡ 1 in G(x¡Xi; y ¡ Yi) vanish identically. Write
G(x¡Xi; y ¡ Yi) =
X
j+k•deg(G)
cjkx
jyk :
Then it is easy to see that for each such Qi, the map
G 7! hcjk: j + k • mi ¡ 1i
is linear. Hence, we may restrict the numerator G0 to be an adjoint by imposing linear
constraints on its coe–cients.
Next we further restrict G0 to pass through the points in A00 = A1;0 + A0. Since A1;0
is explicitly given, for each point P in A1;0 we simply require G0(P ) = 0. A slightly
difierent method is required for A0, to avoid solving for the points in supp(A0), which
would otherwise require factorization. Recall that A0 was constructed such that A0 =
(
Q
P2D2 LP ) ¡ ‘D2, where each of the forms LP is a product of linear forms. Let P be
any point in supp(D2). Then P is simple and non-terrible. Let L be one of the linear
form in LP . Without loss of generality we shall assume that P = (0; 0) and L = fy =
mxg for some m 2 K. Under the substitution y 7! mx, we get F^ (x) = F (x;mx) and
G^(x) = G0(x;mx). Because (L) ¡ P is very simple, we know that if (G0) ‚ (L) ¡ P ,
then G^ and F^ must share a common factor of degree deg(F )¡ 1. G^ and F^ share such a
factor exactly when there exists a polynomial h(x) of degree deg(G) ¡ deg(F ) + 1 such
that xG^ ¡ F^ h = 0. The resulting equations are now linear in the coe–cients of both G
and h.
Finally, we consider how to restrict the numerator to pass through all points in the
residue divisor B + Ae using only linear constraints. This will be done using a special
case of a lemma proved by Canny (1988). Although the proof was originally given for
characteristic 0, minor modiflcations allow it to be used in arbitrary characteristic, as
shown in Huang and Ierardi (1991) and Giusti and Heintz (1993).
Lemma 4.4. Let V („u) =
Q
P2V(Pxux + Pyuy + Pzuz), for some flnite set of distinct
a–ne, simple points V deflned over K. Then in polynomial time we can construct a
polynomial Q 2 K[t] and rational functions rx(t); ry(t) 2 K(t), such that degQ = jVj
and
V = f(rx(µ); ry(µ)):9 µ 2 „K s.t. Q(µ) = 0g :
Note that, for the sets V which are considered in this statement of the lemma, the proof
of the lemma shows that all roots of the polynomial Q are distinct.
Now recall that we have constructed forms H and G1 with C ¢H = E0+Ae, C ¢G1 =
A1 +B +E0 +Ae. We have also constructed a form R(„u), which is the associated form
of the divisor A1. Hence taking the quotient of u-res(F;G1) and the form u-res(F;H)R
yields the associated form of B. By applying Lemma 4.4 to this quotient form, we get a
polynomial Q and rational functions rx; ry such that
supp(B) = f(rx(µ); ry(µ)): (9µ 2 „K)Q(µ) = 0g :
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Since B is very simple and Q has no multiple roots, it follows that
B =
X
Q(µ)=0
r(µ) :
Now ifG0 vanishes at all points in supp(B), then it must be the case thatG0(rx(t); ry(t))
vanishes on all of the zeros of Q. We can clear denominators from G0 – r, since both rx
and ry must be deflned at the zeros of Q. This yields a polynomial G^0(t) such that Q
divides G^0(t) only if G0 vanishes on all points in supp(B). Since Q has no multiple roots,
it follows that G^0 = IQ for some polynomial I 2 K[t] of degree deg(G0)¡deg(Q). Hence
(G0) ‚ B if Q divides G^0. The previous observation shows that this can be checked by a
set of equations|one for each power of t|which are again linear in the coe–cients of I
and G0.
One may also restrict the numerator to have divisor ‚ Ae in a similar manner. Using
the same construction employed for B, it su–ces to recover the associated form for
the very simple divisor Ae. But Ae = (H) ¡ E. The u-resultant of H and C may be
constructed directly. To recover the appropriate form for Ae, we divide out all factors
corresponding to points in E. However, since we already know the multiple points of C
and their multiplicities, this operation is straightforward. Again, this reduces to checking
whether G^0 = I1Q1 for some polynomials I1; Q1 as constructed above.
Finally, by putting all of these constraints together into a single map, one then con-
structs a matrix T such that, for any polynomial G0 of degree deg(G1),
(G0) ‚ A0 +B + E +Ae if and only if (G0; I; I1) 2 ker(T )¡ f0g
for some polynomials I; I1 as described above. It follows immediately from the discussion
above that for any non-trivial (G0; I; I 0) which satisfy all of these equations in the coe–-
cients of G0, G0 is not identically 0. Moreover, from the fact that deg(G0) = deg(G1) and
Bezout’s theorem, it follows that any non-trivial G0 must have divisor A0 +B+E+Ae.
To merely check the existence of such a polynomial G0 thus reduces to checking that T
has a non-trivial kernel. This can be done by checking all su–ciently large minors of T , or
by directly applying the matrix rank algorithm of Mulmuley (Kozen, 1991, Lecture 33).
Both ofier a purely algebraic solution to this problem.
So, in summation, to check whether a divisor D is ‘-torsion, we flrst construct an
equivalent very simple divisor A, explicitly construct a denominator G1, and then check
whether a suitable numerator G0 exists.
5. Constructing Representatives of ‘-Torsion Divisor Classes
5.1. computing in the Jacobian of C
The central part of our construction involves flnding representatives for all ‘-torsion
divisor classes of J, for all small primes ‘ • (9g+3) log q. For each such ‘, the complexity of
the procedure will be polynomial in ‘, but exponential in nc and gc for a small constant c.
In this section we shall outline a procedure to construct a semi-algebraic description
of the ‘-torsion divisors of C, and from this, to recover a small set of divisors S‘ ‰ Divg,
such that every divisor class in J[‘] has a representative of the form D ¡ g1 for some
D 2 S‘. For each of these divisors, we will then apply the following algorithm to construct
a basis of L(‘D ¡ ‘g1), which is trivial when D does not represent an ‘-torsion point;
in this way we can eliminate all points in S‘ which are not ‘-torsion.
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Theorem 5.1. (Huang{Ierardi)
Suppose C has only ordinary multiple points and all of its multiple points are deflned
over K. Let D be a K-rational divisor on C. Then a K-rational basis for L(D) can be
computed in time O(jDj7n14) (Huang and Ierardi, 1994)
The stated time complexity holds for a deterministic version of the algorithm that
does not use factorization; judicious use of randomization and randomized factoriza-
tion can improve this complexity considerably (see also Volcheck, 1994). In addition, we
can reduce S‘ to a set of unique representatives by noting that D ¡ g1 · D0 ¡ g1
only if L(D ¡ D0) is non-trivial, again checked by the algorithm of Theorem 5.1. Fi-
nally, to construct the group table of J[‘], we note that for D1, D2, and D3 2 S‘,
(D1¡ g1) + (D2¡ g1) · D3¡ g1 if and only if L(D1 +D2¡D3¡ g1) is non-trivial.
5.2. a semi-algebraic representation
Let S be the set of all efiective divisors which are the sum of points on X lying over
multiple or terrible points of C. Let S•g be the subset of these divisors of degree at most g.
An efiective divisor D of degree g can be written uniquely in the form D = D1 + D2
where D1 2 S•g and D2 is very simple. For each D1 2 S•g, we construct a semi-algebraic
characterization of all simple divisors D2 of degree m2 = g¡deg(D1) such that D1 +D2
represents an ‘-torsion point of J. This is done by holding D1 flxed and replacing the
simple part D2 of the divisor D = D1 + D2 in the construction of Section 4 with an
indeterminate divisor. More precisely, the portion of the simpliflcation procedure which
involves the non-simple D1 is handled explicitly, as discussed in Section 4. Then for the
simple and indeterminate part D2, it su–ces to construct the following objects:
1. A single polynomial H such that (H) = E + Ae, where Ae is very simple, as
described in Section 4.3.
2. ‘m2 constants mP;i, ‘ for each indeterminate point in the support of D, as in
Section 4.2. Speciflcally, since the indeterminates may not represent distinct points,
we choose all of the mP;i’s to be distinct constants. These will aid in determining
the ‘m2 lines through the points in the support of D2.
3. ‘m2 corresponding constants for the ‘m2 lines through the point 1, again as in
Section 4.2.
4. A su–ciently large flnite set A of sequences for the m2 + 1 constants „a which are
used to \tune" the lines LP;i and the lines through 1.
5. Finally, a su–ciently large flnite set ' of projective linear transformations to
generate appropriate rational functions through the simple divisors.
Given this data, we next construct polynomial equations and inequations which determine
the ‘-torsion divisors from the construction of the previous section.
1. First we specify that each indeterminate point P is a point on C, i.e. F (P ) = 0.
2. For each choice of a sequence of constants „a 2 A, the procedure of Section 4.2
yields a set of possible simpliflcations for the indeterminate divisor. For each such
sequence „a, we consider the algebraic checks (inequations) which verify that each
constructed line meets the speciflcations set out above. Then for each choice of ` 2
', we consider the algebraic checks (inequations) which verify that the resulting G1
meets the conditions specifled in Section 4.
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3. Finally, given these data, the construction of Section 4 shows directly how to con-
struct a semi-algebraic description of those indeterminate divisors D2 such that
D1 +D2 represents an ‘-torsion point.
From the discussion in Section 4, the sequences of constants and the linear transforma-
tions are formed out of a subset of K of cardinality O(‘2g2n). Hence the total number
of possible choices of „a and `, with „a 2 A and ` 2 ', is bounded by ‘O(n2). From
each choice of „a 2 A and ` 2 ' a semi-algebraic set is constructed. The cardinality of
S•g is bounded by nO(g). Hence the total number of semi-algebraic sets is bounded by
‘O(n
2 log n). For each semi-algebraic set, the degree (in the indeterminates) of each equa-
tion and inequation is polynomially bounded in n, g and ‘. The number of equations and
inequations is similarly bounded.
5.3. representatives of ‘-torsion points
Let i denote the isomorphism from Div0=Divl to J. For D 2 Div0(C), let [D] denote
the class of D in the divisor class group. Then there exists an injective morphism f
from X to J such that f(1) = 0 and for all P 2 X , f(P ) = i([P ¡1]) (see e.g. Cornell
and Silverman, 1990, Chapter VII). Let fg denote the morphism from X g to J such that
for P1; : : : ; Pg 2 X g, fg(P1; : : : ; Pg) = f(P1) + ¢ ¢ ¢+ f(Pg) = i([P1 + ¢ ¢ ¢+Pg ¡ g1]). For
each S = Q1 + ¢ ¢ ¢ + Qd 2 S•g, let r = g ¡ d, and deflne R‘(S) = f(P1; : : : ; Pr) 2 Cr:
Pi is simple, non-terrible, and ‘ ¢ (P1 + ¢ ¢ ¢ + Pr + S ¡ g1) · 0g. Our algorithm above
constructs R‘(S). The map R‘(S)! J taking (P1; ¢ ¢ ¢ ; Pr) to fg(P1; ¢ ¢ ¢ ; Pr; Q1; ¢ ¢ ¢ ; Qd)
maps R‘(S) into the discrete subgroup J[‘], and hence each irreducible component of
R‘(S) must map to a single ‘-torsion point. Moreover, by construction, every ‘-torsion
point is represented by a divisor coming from R‘(S) for some S 2 S•g.
5.4. constructing representatives
By the discussion above, it su–ces to construct a single point in each of the irreducible
components of each semi-algebraic set constructed in Section 5.2. To do this, we employ
the following theorem of Ierardi (1989). (See also Giusti and Heintz (1993) and Lazard
(1993).)
Theorem 5.2. Suppose that F1; : : : ; Fm are homogeneous polynomials in K[„x] of degree
at most d in n variables. Then in mdO(n) time, we can compute the associated form R
of a K-rational 0-dimensional simple cycle V with
R(„u) =
Y
(–1;:::;–n)2V
nX
i=1
–iui
such that
1. jV j = O(dn),
2. all points in V are common zeros of F1; : : : ; Fm, and
3. all isolated zeros (components of dimension 0) of these equations are contained
in V .
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We apply the theorem directly to the homogenization of the equations deflning the con-
structed semi-algebraic set. Each component W of the original semi-algebraic set is then
contained in a component of this derived algebraic set of the same dimension. That is,
the inequations can eliminate only entire components or subsets of components of strictly
smaller dimension. We thus construct the associated form of a cycle representing a set
of points which includes, at least, all components of dimension 0. To recover representa-
tives from components of dimension d > 0: for each d = 1; : : : ; 3g we cut the given set
with d random hyperplanes. When d = 1, for example, each component W of the set is
either contained entirely within this hyperplane or intersects it in a set of components,
each of which has dimension dim(W ) ¡ 1. This follows from the Projective Dimension
Theorem (Hartshorne, 1980). If the hyperplane is chosen from a su–ciently large set,
then with high probability, it meets every component properly, and the isolated solutions
of the system of equations, when augmented by this linear form, supply representatives
of the one-dimensional components. For components of dimension d > 1, the argument
is applied inductively. Hence, for each d = 1; : : : ; 3g, we iterate this procedure on su–-
ciently many choices taken from a flxed flnite set of hyperplanes (of size exponential in
O(g2)). It is guaranteed that we flnd representatives in all of the d-dimensional compo-
nents of the original semi-algebraic set|solutions which avoid the hypersurfaces deflning
the inequations, and not contained in the hyperplane at inflnity|by an application of
Theorem 3.1 (over a su–ciently large extension of K whose cardinality is exponential in
O(g2)). Randomization may be used at this point to reduce the complexity of the search.
Assume that all of the sample points of interest are in fact a–ne, through an ap-
propriate projective transformation on C initially and an appropriate choice of hyper-
planes above. From each associated form computed in this way, one now recovers a
set of sample points. Since we are interested only in bounding the complexity so that
it is polynomial in ‘ = O(log q) and exponential in nO(1), a brute-force approach suf-
flces.
Let R be one such associated form in the indeterminates u1; : : : ; u3g,
R =
Y
–
3gX
i=1
–iui
where –1 6= 0 for all solutions –. Since each equation for the semi-algebraic set is of degree
polynomially bounded in n and g and ‘, deg(R) = ‘O(n
2 log n). Then by substitution we
can construct the polynomials Ri(t) deflning the projection of these points onto the ith
coordinate: Ri(t) is found by sending u1 7! t and ui 7! ¡1, and mapping all other
variables to 0. The sample points may then be found by factoring these polynomials,
patching together the resulting points in all • (degR)3g¡1 possible ways, and verifying
that they are indeed ‘-torsion by the algorithm of Theorem 5.1. The sample points
obtained from an associated form R are deflned over an extension of degree (‘)O(gn
2 log n)
over K.
Since the cardinality of J[‘] is ‘2g, we can also construct the group table for J[‘] by brute
force, using Theorem 5.1 to identify the chosen representative for the divisor class of the
sum. Note that in constructing the addition table, we deal with only two or three points
at a time. Hence, for each such computation, we need only a single extension fleld over
which these few divisors are deflned. The degrees of these flelds are similarly bounded.
Construction of a representation of the group J[‘] over F‘ and the computation of the
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characteristic polynomial of the Frobenius action can now be handled in a brute-force
manner, as in Pila (1990), using ‘O(g log g) additions in J[‘].
Hence, the overall time for the construction is polynomial in ‘ and exponential in gO(1).
The time for the entire construction is thus asymptotically bounded by (log q)¢, where
¢ = nO(1).
Note that when C has non-ordinary multiple points, only the explicit portion of the
simpliflcation and the construction of the polynomial H are afiected. In this case, the
complexity of the description of the resulting semi-algebraic description of each J[‘] will
be exponential in the complexity of a description of a smooth model of C which resolves
these singularities.
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