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Modular Conjugation and the Implementation of
Supersymmetry
Orlin Stoythev
∗
Abstrat
Any Z2-graded C
∗
-dynamial system with a self-adjoint graded-KMS funtional on it
an be represented (anonially) as a Z2-graded algebra of bounded operators on a Z2-
graded Hilbert spae, so that the grading of the latter is ompatible with the funtional.
The modular onjugation operator plays a ruial role in this reonstrution. The re-
sults are generalized to the ase of an unbounded graded-KMS funtional having as dense
domain the union of a net of C∗-subalgebras. It is shown that the modulus of suh an
unbounded graded-KMS funtional is KMS.
1 Introdution
The notion of a super-KMS funtional [8℄ and more generally a graded-KMS funtional
[10, 2℄ have been introdued mainly in onnetion with the observation of their impor-
tane to yli ohomology theory [9, 3, 10℄. As advoated in [11℄, the super-KMS fun-
tionals seem to be the appropriate substitute for ellipti operators when one passes from
nite-dimensional to innite-dimensional and (or) from ommutative to nonommutative
geometry, in the sense of [4℄.
A prototype for a graded-KMS funtional on the algebra of bounded operators on a
Z2-graded Hilbert spae is given by a regularized supertrae
ω( · ) = str( · ρ)
with ρ  an even positive trae-lass operator. Suh funtionals appear in nite-volume
supersymmetri quantum eld theories in thermal bakground and have been used to
dene the Witten index [16, 12℄.
In an abstrat C∗-dynamial setting the graded-KMS ondition is a natural super-
symmetri generalization of the KMS (Kubo, Martin, Shwinger) ondition. It is de-
ned with respet to a grading γ of the C∗-algebra A and a ontinuous one-parameter
*-automorphism group αt, ommuting with γ. Namely ω is a graded-KMS funtional on
A if it satises
ω(ab) = ω(bγ αi(a)) (1)
for any analyti with respet to αt element a ∈ A and any b ∈ A. The grading γ ats as
b→ bγ := b+− b−, where b± are the even and odd parts of b respetively and αi(a) is the
value of αz(a) at z =
√−1 .
As shown in [15℄, ondition (1) arises naturally in the ase when ω is a faithful normal
(nonpositive) self-adjoint funtional on a von Neumann algebra A. More preisely there
∗
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exist a anonial σ-weakly ontinuous one-parameter group αt (the modular group)
and a anonial Z2 grading γ on A, ommuting with the automorphism group, and ω is
graded-KMS with respet to them. Furthermore, in omplete analogy with the standard
Tomita-Takesaki theory, (where ω is assumed positive instead of just self-adjoint,) the
anonial automorphism group and grading are the unique ones (with ertain properties)
with respet to whih ω is graded-KMS.
A more general notion was studied in [2℄  that of a twisted-KMS funtional. The
dening relation (1) is the same but γ is now an arbitrary *-automorphism, not neessarily
an involution. It was shown in [2℄ that some of the results proven for von Neumann
algebras in [15℄ remain valid in the more general C∗ setting and when graded is replaed
by twisted. In partiular, if ω is twisted-KMS, its modulus, whih is a positive funtional,
is KMS (when normalized to one).
The regularized supertrae, as a prototype for a graded-KMS funtional, has two addi-
tional properties. It is self-adjoint, i.e., it is real on self-adjoint elements of A. In addition,
the grading of the Hilbert spae H = H+ ⊕ H− is ompatible with the funtional ω. By
the latter we mean that for any projetion e ∈ A′′ (the weak losure or double ommutant
of A), ω(e) ≥ 0 if ran e ⊆ H+ and ω(e) ≤ 0 if ran e ⊆ H−.
It is interesting to nd out the extent to whih the regularized supertrae is a generi
example of a graded-KMS funtional. The present paper tries to answer this. In other
words, we study the following question: Given an abstrat Z2-graded C
∗
-algebra A with
an ation of a ontinuous one-parameter *-automorphism group αt, preserving the grading
and a self-adjoint graded-KMS funtional ω, an we represent A as a Z2-graded algebra of
operators on a Z2-graded Hilbert spae H, so that the grading of H is ompatible with ω
and the grading of A is indued from that of H? Further, is ω a regularized supertrae in
that representation? Another way is to say that we would like to reonstrut an abstrat
Z2-graded C
∗
-dynamial system with a graded-KMS funtional on it and we notie that
the grading of the Hilbert spae is enoded in the funtional, not in the grading of the
algebra and in any good representation the grading of the algebra should be the one
indued from that of the Hilbert spae.
We believe that the reonstrution result of this paper has relevane to the transition
to innite volume limit in supersymmetri nite volume quantum eld theories. The
prinipal diulties that one has to overome are two  reonstrution of the Hilbert
spae with a nonpositive funtional ω and nding a Z2 graded representation with respet
to a Z2 grading of H, ompatible with ω. The rst issue is addressed easily by replaing
ω with the (anonially dened) positive funtional |ω|, alled the modulus of ω. The
GNS onstrution with |ω| and some of its properties will be disussed in the next setion.
It turns out that this standard GNS representation π has a aw. It is not a Z2 graded
representation with respet to a Z2 grading of H, ompatible with ω. In fat the whole
algebra is mapped onto even operators on H.
Somewhat miraulously, there exists an antiunitary operator J on the GNS Hilbert
spae with just the right properties, so that if we form a unitary U := K J , where K is
omplex onjugation in some basis, then π′ := U π U∗ is a proper Z2 graded representation.
Even though J is dened diretly in our work, without any referene to Tomita-Takesaki's
theory, it oinides with the modular onjugation operator in the ase, when ω is faithful.
These developments are the subjet of Setion 3.
Setion 4 generalizes the reonstrution results to the ase when ω is unbounded graded-
KMS funtional with a dense domain in A. The need to onsider this more general ase
stems from the results of, and has been suggested by, Buhholz, Longo and others [2, 1℄,
who showed that the graded-KMS ondition for bounded funtionals is inompatible with
the existene of an automorphism group αt ating in an asymptotially abelian way, whih
is the typial situation of a loal quantum theory in thermal bakground in innite volume.
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Motivated by the physial ontext, we take the domain of ω to be A
lo
:=
⋃
O A(O), the
algebra of loal observables, and the algebra A to be the ompletion of A
lo
. Here A(O)
is an inreasing net of C∗ subalgebras. We show that the modulus |ω| of an unbounded
graded-KMS funtional ω is a positive unbounded KMS funtional, thus generalizing re-
sults of [15, 2℄.
2 The GNS onstrution
In this setion we put together mostly known fats and prepare the ground for our main
result in Setion 3. Let A be a unital C∗-algebra and ω  a self-adjoint ontinuous linear
funtional on it. We list some denitions and fats we shall need.
Two positive funtionals ϕ and ψ are alled orthogonal (denoted ϕ ⊥ ψ) if the following
equality holds:
‖ϕ− ψ‖ = ‖ϕ‖ + ‖ψ‖ .
Every self-adjoint funtional ω on a C∗-algebra has a unique deomposition into two
orthogonal positive funtionals ω± , alled Jordan deomposition ([13℄, Se. 3.2):
ω = ω+ − ω− , ω+ ⊥ ω− . (2)
The Jordan deomposition of a self-adjoint funtional ω is preserved by any *-automorphism
that leaves ω invariant, i.e.
ω ◦ α = ω ⇐⇒ ω± ◦ α = ω± .
This follows easily from the fat that *-automorphisms preserve positivity and mutual
orthogonality of funtionals and from the uniqueness of the Jordan deomposition.
One an assoiate a (unique) positive funtional |ω| to the self-adjoint ω:
|ω| := ω+ + ω− . (3)
The positive funtional |ω| is alled the modulus of ω and an be dened in fat for an
arbitrary ω as the unique positive funtional, satisfying (see [5℄, Se. 12.2.9.):
‖ |ω| ‖ = ‖ω‖ , |ω(a)| ≤ ‖ω‖ |ω|(a∗a) , a ∈ A . (4)
An easy exerise shows that the funtional, dened by (3) satises the onditions in (4).
Consider now the Gelfand - Naimark - Segal (GNS) onstrution (π,H,Ω) assoiated
with the positive funtional |ω|. Any element a ∈ A is represented by a bounded operator
π(a) on the Hilbert spae H and we have |ω|(a) = (Ω, π(a)Ω). The algebra π(A) is a *-
homomorphi image of A whih is in general not isomorpi to A, sine |ω| is not neessarily
faithful.
The positive funtionals ω+ and ω− are dominated by |ω| and therefore (see [13℄, Se.
3.3.) there are unique elements p± ∈ π(A)′ with 0 ≤ p± ≤ 1, suh that for all a ∈ A
ω±(a) = (Ω, π(a) p± Ω) . (5)
Sine ω1+ω2 = |ω|, we have p++ p− = 1 and sine ω+ ⊥ ω− the elements p± are atually
mutually orthogonal projetions.
The latter statement is obvious in the ommutative ase, when the Jordan deompo-
sition of a self-adjoint funtional redues to the usual Jordan deomposition of a signed
measure and the elements p± are the harateristi funtions of the sets on whih the
measure is positive and negative, respetively. In the general ase one way to prove that
p± are projetions is as follows:
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Consider the spetrum σ of the operator p+. We have σ ⊂ [0, 1]. Suppose that we an
nd δ > 0 so that the spetral projetion p0, orresponding to the interval [δ, 1/2] is not
zero. Note that sine p− = 1 − p+, we have p− p0 ≥ p+ p0. It is known ([13℄, Se. 3.2.)
that two positive funtionals ω+ and ω− are orthogonal if and only if for every ǫ > 0 there
is a positive element z in the unit ball of A, suh that ω+(1 − z) < ǫ and ω−(z) < ǫ. We
have
(Ω, (1− z) p+ poΩ) ≤ (Ω, (1 − z) p+Ω) = ω+(1− z) < ǫ
and therefore
(Ω, z p+ p0 Ω) > (Ω, p+ p0 Ω)− ǫ .
But then
ω−(z) ≥ (Ω, z p− p0Ω) ≥ (Ω, z p+ p0Ω) > (Ω, p+ p0Ω)− ǫ ,
whih ontradits the statement that ω−(z) an be made arbitrarily small. The ontra-
dition shows that σ ∩ [δ, 1/2] = ∅. Similarly, by interhanging the roles of ω+ and ω− we
show that σ ∩ [1/2, 1 − δ] = ∅. Therefore σ = {0, 1} and p+ and p− are projetions.
There is an obvious Z2-grading (orthogonal deomposition) of the Hilbert spae 
H = H+ ⊕ H− with H± := p±H. The funtional ω is expressed as a graded vauum
expetation value:
ω(a) = (Ω, π(a) (p+ − p−)Ω) = (Ω, π(a) ΓΩ) , (6)
where the grading operator Γ has the bok-diagonal form
Γ =
(
I 0
0 −I
)
.
This grading of H is obviously ompatible with ω. Sine every π(a) ommutes with Γ,
the representation is reduible and all π(a) have blok-diagonal form, i.e., they are all
even operators relative to this grading. Thus the GNS representation (π,H,Ω) is not a
Z2-graded representation of A
Note One may be misled to think that equation (6), relating ω to |ω| represents
the polar deomposition [14℄ of a self-adjoint funtional, but this is wrong. The polar
deomposition (of a normal funtional on a von Neumann algebra) relates a funtional
to its modulus via an element of the algebra, while the operator Γ is in the ommutant
of π(A). In the C∗ setting the polar deomposition of ω involves an element g of the
weak losure of π(A), ( i.e. its double ommutant) as disussed in [2℄ and further in our
paper. This element g does not ommute with π(A) unless A is trivially graded. In fat
g implements the grading automorphism.
With a slight abuse of notations we will write |ω|, ω and ω± for the extensions of
the respetive funtionals, using their GNS representations, to the von Neumann algebra
B := π(A)′′ (the weak losure of π(A)). Thus we have
|ω|(a) := (Ω, aΩ) , ω(a) := (Ω, aΓΩ) , ω±(a) := (Ω, a p±Ω) , a ∈ B . (7)
It is trivial that all four funtionals are normal (or σ-weakly ontinuous), that ω is self-
adjoint with |ω| being its modulus and ω± giving its Jordan deomposition. In general, the
Jordan deomposition ω = ω+ − ω− of a normal self-adjoint funtional has the following
additional properties [6℄:
(i) ω± are normal positive funtionals with mutually singular supports, i.e., any a ∈
B, a ≥ 0 an be represented (nonuniquely in general) as a sum a = a+ + a− so that
ω−(a+) = ω+(a−) = 0 .
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(ii) There exist projetions χ± ∈ B (not neessarily unique) onto the supports of ω±
with the following properties:
χ+χ− = χ−χ+ = 0 , (8)
ω+(a) = ω(aχ+) , a ∈ B , (9)
ω−(a) = −ω(aχ−) , a ∈ B . (10)
Using these projetions and writing g := χ+ − χ− one an link the modulus |ω| to ω:
|ω| = ω+ + ω− = g ◦ ω . (11)
where g ◦ ω is just a notation for the funtional dened by g ◦ ω(a) := ω(a g). We also
have quite easily:
ω = g ◦ |ω| . (12)
Formulae (11) and (12) are indeed a speial ase of the polar deomposition [14℄ of a
normal linear funtional.
The projetions χ± are not unique if and only if |ω| is not faithful. In the ase we
have at hand |ω| = (Ω, · Ω) is faithful on π(A) (even though |ω| may not be faithful as a
funtional on A). By onstrution Ω is yli for π(A) and the existene (see next setion)
of the antiunitary operator J (modular onjugation) a posteriori shows that Ω is also yli
for Jπ(A)J = π(A)′. This implies that Ω is separating for π(A)′′ = B whih is the same
as saying that |ω| is faithful as a funtional on B. Thus χ± are unique and invariant under
any *-automorphism α whih leaves ω± invariant. In addition χ+ + χ− = 1 and g
2 = 1.
(The onsiderations in the next setion remain valid in the ase when |ω| is not faithful,
as long as we hoose χ± to be the unique minimal projetions, satisfying (9) and (10). Of
ourse in this ase χ+ + χ− 6= 1 and g2 6= 1.)
3 The Z2-graded representation
It turns out that the graded-KMS property of the funtional ω gives a natural way to
dene a onjugate representation π′, whih unlike π respets the grading of A.
First note that any *-automorphism of A, preserving |ω| an be implemented in the
GNS Hilbert spae by the adjoint ation of a unitary operator. In this way the ation of
this *-automorphism an be extended from A to B = π(A)′′. In partiular, B beomes
a Z2-graded von Neumann algebra with a strongly ontinuous *-automorphism group αt,
preserving the grading.
Using approximation arguments, it is shown in [2℄ (Lemma 1) that the extension of ω
to B (whih we denote by the same letter) is a graded-KMS funtional.
We state now some important results for graded-KMS normal self-adjoint funtionals.
For the proofs see [15℄ or [2℄.
Let ω be a graded-KMS normal self-adjoint funtional on the Z2 graded von Neumann
algebra B = B+⊕B− and ω±, |ω| are dened as in Setion 2. Then the following identities
hold:
ω−(bχ+a) = ω+(bχ−a) = 0, a ∈ B+, b ∈ B, (13)
ω+(bχ+a) = ω−(bχ−a) = 0, a ∈ B−, b ∈ B. (14)
The funtional |ω| is a KMS funtional. If a ∈ B+ is in the left kernel of ω+, then a∗ is
in the left kernel of ω+ as well. The same is true for ω−. If a ∈ B− is in the left kernel of
ω+, then a
∗
is in the left kernel of ω− and vie versa.
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A funtional φ is alled even with respet to the grading γ if φ(aγ) = φ(a), a ∈ B. It is
easy to see that the graded-KMS property, applied to ω(1 a), implies that ω is even and
therefore, sine the ation of γ is a *-automorphism, ω± and |ω| have to be even too.
A simple alulation shows that p± aΩ = aχ± Ω (but 6= χ± aΩ ) for any a ∈ B and
therefore
H± ≡ p±H = (π(A)χ± Ω)− ,
(where (·)− signies ompletion). We shall need a further deomposition of eah H±
into orthogonal diret sums. Dene the subspaes H0± := (π(A+)χ± Ω)− and H1± :=
(π(A−)χ±Ω)−. The subspaes H0,1+ ⊂ H+ are mutually orthogonal and so are H0,1− ⊂
H− , i.e. H0± ⊥ H1± . We show that orthogonality holds for the dense subspaes. Take
e.g., a ∈ A+ suh that ω−(a∗a) = 0 and b ∈ A− suh that ω−(b∗b) = 0. Then, beause
ω+ is even we get:
(π(a)Ω, π(b)Ω) = |ω|(a∗b) = ω+(a∗b) = 0 .
Denition: Dene an operator J : H → H by its ation on a dense subspae:
J π(a)Ω := π(α i
2
(a∗))Ω , a analyti in A .
Those familiar with the TomitaTakesaki theory will realize that the operator J o-
inides with the modular onjugation operator in that theory. Reall that one denes an
antilinear operator S as the losure of the operator S0 π(a)Ω := π(a
∗)Ω. Then the polar
deomposition of S is given by S = J∆
1
2
, where J is shown to be antiunitary and ∆ is
self-adjoint. (The modular operator ∆ then is used to onstrut a one-parameter automor-
phism group  the modular group via the adjoint ation of ∆i t and it turns out that the
funtional (Ω, ·Ω) is KMS with respet to that modular group.)
Our starting point is dierent however  we have an automorphism group to begin
with and this allows us to dene the modular onjugation J in a very simple fashion.
Proposition 1. J is an antiunitary operator, mapping H1+ onto H1− and H1− onto H1+
and leaving invariant separately H0±. Furthermore it is equal to its inverse.
Proof: First we show the last part:
J2π(a)Ω = Jπ(α i
2
(a∗))Ω = π(α i
2
(α i
2
(a∗))∗)Ω = π(α i
2
(α− i
2
(a))Ω) = π(a)Ω.
Next, we know from the results stated above that if π(a)Ω ∈ H1+, then π(a∗)Ω ∈ H1−, while
if π(b)Ω ∈ H0+ then. π(b∗)Ω ∈ H0+ also. But the automorphisms αz leave H± invariant
(sine ω+ and ω− are invariant separately), so π(α i
2
(a∗))Ω ∈ H1− and π(α i
2
(b∗))Ω ∈ H0+.
J is obviously antilinear sine it involves the antilinear operation a → a∗. Finally J is
norm preserving. Take any π(a)Ω. Then we alulate (remembering that |ω| is KMS):
(J π(a)Ω, J π(a)Ω) = |ω|((α i
2
(a∗))∗ α i
2
(a∗)) = |ω|(α− i
2
(a)α i
2
(a∗))
= |ω|(aαi(a∗)) = |ω|(a∗ a) = (π(a)Ω, π(a)Ω) .
For the salar produt of two elements π(a)Ω and π(b)Ω we obtain:
(J π(a)Ω, J π(b)Ω) = |ω|(aαi(b∗)) = |ω|(b∗ a)
= |ω|((a∗ b)∗) = |ω|(a∗ b) = (π(a)Ω, π(b)Ω) .
whih ompletes the proof.
For every antiunitary map J there is a nonanonial unitary map U dened as
U := K J
6
where K is the operator of omplex onjugation with respet to some hosen orthonormal
basis in the Hilbert spae. As we shall see, dierent hoies of bases lead to isomorphi
representations. Sine K2 = I one an easily see that U∗ = JK and U is unitary.
We observe the following properties of the dierent restritions of U and π(a):
U : H0± →H0± , U : H1± →H1∓ ,
π(a) : H0± → H0± , π(a) : H1± →H1± a ∈ A+ ,
π(b) : H0± → H1± , π(b) : H1± →H0± , b ∈ A− .
(15)
Denition: For every a ∈ A dene an operator π′(a) : H → H as follows:
π′(a) := Uπ(a)U∗ .
We now prove the main result of this setion.
Proposition 2. The operators π′(a) are bounded for any a ∈ A. The map π′ : A →
L(H+ ⊕H−) gives a (Z2 graded) representation of the Z2 graded C∗-algebra A.
Before proeeding with the proof we would like to make the following omments. A
representation of a Z2 graded C
∗
-algebra A is by denition a *-algebra homomorphism
π′ : A+ ⊕ A− → (L+ ⊕ L−)(H+ ⊕ H−) (L(H) meaning all bounded operators on H),
whih ommutes with (preserves) the grading. The grading L+ ⊕ L− is the natural one
indued from the grading of H = H+ ⊕H−.
Proof:
(i) Algebra homomorphism:
As π′ is obviously linear, we only need to show that π′(ab) = π′(a)π′(b) ,∀a, b ∈ A . This
is obvious from the denition of π′ and the fat that U is unitary.
(ii)π′ ommutes with the grading:
This is evident from the way π′ was onstruted. For a ∈ A+, π′(a) : H± → H±, i.e.,
π′(a) ∈ L+(H+ ⊕H−), and for b ∈ A−, π′(b) : H± →H∓, i.e. π′(b) ∈ L−(H+ ⊕H−).
(iii) A *-homomorphism:
This is also immediate from the denition
π′(a)∗ = (U π(a)U∗)∗ = U π(a)∗ U∗ = U π(a∗)U∗ = π′(a∗)
where we used the fat that the standard GNS representation π is a *-homomorphism.
Note One an nd mentioned in the literature (see, e.g., [7℄) the onjugate-linear repre-
sentation πr := JπJ whih is not a representation in the usual sense, i.e., it is not an
algebra homomorphism. It is well known that onjugating an element π(a) with the mod-
ular onjugation operator J one gets an element in the ommutant π(A)′. Thus we have
πr(A) ≡ J π(A)J ⊂ π(A)′. In general we do not have equality sine π(A) is not a von
Neumann algebra.
The next few statements have easy proofs whih we omit.
In the representation π′ the funtional ω is again expressed as a graded vauum expe-
tation value.
ω(a) = (Ω,Γπ′(a)Ω) .
The operator g implementing the grading is mapped to Γ, when onjugated with U :
U g U∗ ≡ U (χ+ − χ−)U∗ = Γ =
(
I 0
0 −I
)
The vauum Ω is a yli vetor for the representation π′.
7
The next statement treats the question of uniqueness (up to isomorphism) of the rep-
resentation π′.
Proposition 3. Let (H′, π′,Ω′) and (H′′, π′′,Ω′′) be two graded representations of A in Z2
graded Hilbert spaes and let Γ′ and Γ′′ are the operators represented both as
(
I 0
0 −I
)
relative to the respetive deompositions ofH′ andH′′. Suppose that the two representations
satisfy (Ω′,Γ′π′(a)Ω′) = (Ω′′,Γ′′π′′(a)Ω′′) and (Ω′, π′(a)Ω′) = (Ω′′, π′′(a)Ω′′) ∀a ∈ A .
Then π′ and π′′ are unitarily equivalent as graded representations with an intertwining
map V that respets the gradings of the two Hilbert spaes
4 The Unbounded Case
As mentioned in the Introdution, there is strong evidene that the framework of bounded
graded-KMS funtionals may be too restritive. In partiular, it is inompatible with a
requirement for loality in innite-volume quantum eld theory [2, 1℄. Thus it makes sense
to try to generalize the results in the last setion to the ase of unbounded graded-KMS
funtionals.
We will assume (see, e.g., [7℄, Ch. III.) that we are given a net of C∗-algebras
O → A(O)
assigning to eah bounded open region in spae-time O a C∗-algebra A(O) with the prop-
erty
O1 ⊂ O2 ⇒ A(O1) ⊂ A(O2) .
The algebra of loal observables is dened as
A
lo
:=
⋃
O
A(O)
and the algebra A is the ompletion of A
lo
.
Note Stritly speaking, from the point of view of Algebrai Quantum Field Theory, odd
operators with respet to the deomposition of the Hilbert spae into bosoni and fermioni
setors are not observables.
We assume that (A, αt, γ) is a Z2 graded C∗-dynamial system with the grading
∗-automorphism γ preserving eah loal algebra A(O) and ommuting with the one-
parameter ∗-automorphism group αt. Following (almost exatly) [1℄, we adopt the fol-
lowing
Denition: The funtional ω will be alled unbounded graded-KMS funtional whenever
its domain Dom ω is a dense ∗-subalgebra of A, whih is γ and αt invariant and the
following onditions are satised:
(A) For any two elements a, b ∈ A, suh that aαt(b) ∈ Dom ω and αt(b) a ∈ Dom ω for
all t, there exists a (unique) omplex funtion Fa,b(z) dened on the strip {z | 0 ≤ Imz ≤ 1}
whih is analyti in the interior of that strip and satises on the boundaries
Fa,b(t) = ω(aαt(b)) (16)
Fa,b(t+ i) = ω(αt(b) a
γ) (17)
(B) For a, b as above we have the following growth ondition:
|Fa,b(t+ is)| ≤ C(1 + |t|)N , 0 ≤ s ≤ 1, (18)
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where C ∈ R+ and N ∈ N are onstants, depending on a and b.
Note In the ase of bounded funtionals it is known that ondition (A) above, together
with a requirement that Fa,b is bounded on the strip is equivalent to the ondition in
Equation 1, whih we adopted initially as a denition for the graded-KMS property (see,
e.g., [13℄, 8.12.3 for a proof in the nongraded ase). The reason for preferring the urrent
denition for the unbounded ase is that there is no reason to believe that all analyti
elements in A (in some natural physial ontext) are in the domain of ω.
We will assume that A
lo
= Dom ω. We do not assume that A(O) are unital or that
the unit of A is in the domain of ω.
It follows from (A) and (B) that any unbounded graded-KMS funtional is αt-invariant
and even, i.e., γ-invariant([1℄, Proposition 5.3).
In the following onsiderations we take ω to be self-adjoint. Given an unbounded self-
adjoint funtional ω, one an dene a unique unbounded positive funtional |ω| by requiring
the restrition of |ω| to any A(O) to be the unique modulus of the restrition of ω to that
subalgebra. A simple argument, using the struture of the net of loal algebras, shows
that the denition is unambiguous. Similarly, the Jordan deomposition ω = ω+−ω− an
be dened in this setting.
The automorphism group αt does not (in general) preserve the loal subalgebras A(O)
separately. In fat it usually has the meaning of time translations ating on the loal
observables and satises αt(A(O)) = A(O t), where O t is the time translate of the region
O. It does, however, preserve the whole net of loal algebras. From this, the uniqueness
of the Jordan deomposition and the αt-invariane of ω it follows that ω± and |ω| are
αt-invariant. The grading automorphism γ is an automorphism of every A(O) separately,
so a simpler argument shows that ω± and |ω| are even.
Let L|ω| := {a ∈ Alo | |ω|(a∗a) = 0}, whih is a left ideal in Alo.The positive funtional
|ω| determines an inner produt on the spae A
lo
/L|ω| and we dene the Hilbert spae
H to be the ompletion of that spae. The algebra A is then implemented as an algebra
of bounded operators on that Hilbert spae (via left multipliation).We use π to denote
this representation. Let η : A
lo
→ H denote the anonial map, projeting an element
of A
lo
onto A
lo
/L|ω|, followed by embedding into H. It is important to notie that we
implement the whole algebra A in this way, not just A
lo
. Although for a ∈ A and b ∈ A
lo
,
the produt ab is generally not in A
lo
, we an still make sense of the element π(a) η(b) ∈ H
sine
||π(a) η(b)||2 = |ω|(b∗a∗a b) ≤ ||a||2|ω|(b∗b) = ||a||2 ||η(b)||2 <∞ .
Stritly speaking the equation above an be given sense by approximating a with elements
from A
lo
and passing to the limit.
Eah algebra A(O) possesses an approximate unit uλ and one an take (see [13℄, Se-
tion 3.3) the element ΩO := limλ η(uλ). We get a net of Hilbert subspaes H(O) :=
(π(A(O))ΩO)− ⊂ H. The restrition of π(A(O)) to H(O) is a standard GNS repre-
sentation with a yli and separating vetor ΩO. In partiular for any a ∈ A(O) we
have
|ω|(a) = (ΩO, π(a)ΩO)
and there are projetions pO± ∈ (π(A))′ as in Setion 2, relating (the restritions of )
ω± and |ω|. It is easy to see that the nets pO+ and pO− are nondereasing and therefore
there are limits p+ and p− in (π(A))′ so that for any a ∈ A(O) we will have Equations
5 and 6 with Ω replaed by ΩO. As in Setion 2, we take the weak losure B := π(A)′′
and note that B inherits a net of loal von Neumann subalgebras B(O). The funtionals
|ω|, ω and ω± are extended to Blo := ⋃B(O) in the obvious way, applying the analogs
of Equation 7. Using the results for normal funtionals on the loal algebras B(O) we get
nets of projetions χO+ and χO− and their limits χ+ and χ−, so that Equations 11 and 12
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remain valid in this more general ontext. It is quite lear that χO+ + χO− = 1B(O) (the
unit of B(O)) and by passing to the limit we have χ++χ− = 1 and similarly p++p− = 1.
The projetions χ± and p± must be even and αt-invariant. The former is obvious.
The latter is due to the invariane of ω and ω± and the uniqueness of Sakai's polar
deomposition on eah B(O). We should emphasize that eah χO+ and χO− is not αt-
invariant, but αt indues automorphisms of the whole nets of projetions and the limits
χ± are invariant.
Proposition 4. Let ω be a self-adjoint unbounded graded-KMS funtional in the ontext
of the preeding paragraphs and let |ω| and ω± be the modulus and the positive and negative
parts of ω, respetively, in that ontext. Then |ω| is an unbounded KMS funtional with the
same domain. (The denition of the latter should be lear  it is the same as the denition
for a graded-KMS funtionals, without the grading automorphism γ in Equations 16 and
17.) If a ∈ A+ (i.e., a is an even element) and a is in the left kernel of ω+, then a∗ is
in the left kernel of ω+ as well. The same is true for ω−. If a ∈ A− (i.e., a is an odd
element) and a is in the left kernel of ω+, then a
∗
is in the left kernel of ω− and vie versa.
Proof: The proof relies on identities, analogous to Equations 13 and 14. To avoid unne-
essary ompliations we will only onsider elements a, b ∈ A. The projetions χ± are not
in A but in B, so Equations 13 and 14 make sense in the GNS-representation desribed in
this setion. First we will need to extend ω to a ertain lass of elements outside of A
lo
,
whih will be analyti with respet to αt. Reall that an element a is alled analyti if
αt(a) has an extension to an entire funtion αz(a). For every a ∈ Alo dene a family of
elements (see [13℄, 8.12.1)
aσ,z := (π)
−1/2 σ−1
∫
αt(a) exp(−(t− z)2/σ2) dt , σ ∈ R, z ∈ C . (19)
We have aσ,0 → a as σ → 0 (norm onvergene) and αz(aσ,ζ) = aσ,z+ζ . Notie that the
elements aσ,z are generally not in Alo but an of ourse be approximated by elements
from A
lo
, for example by taking Riemann sums over inreasing intervals in plae of the
integral in Equation 19.
We take A˜
lo
to be the algebra generated by A
lo
and elements of the type aσ,z (in
the sense of sums of nite produts). The funtionals ω, |ω| and ω± are extended in an
obvious way to A˜
lo
. For example for a, b ∈ A
lo
and cσ,z, dσ′,z′ as above, we dene
ω(a cσ,zb dσ′,z′) := (πσσ
′)−1
∫ ∫
dt dt′ exp(−(t−z)2/σ2) exp(−(t′−z′)2/σ′2)ω(aαt(c) b αt′ (d)) ,
whih makes sense due to the growth ondition Equation 18. Furthermore, for every
aσ,z ∈ A˜lo, taking a sequene an → aσ,z, an ∈ Alo, we have
ω±(a
∗
nan) ≥ 0 ⇒ limn→∞ω±(a
∗
nan) = ω±(a
∗
σ,zaσ,z) ≥ 0 ,
whih shows that ω± and similarly |ω| remain positive on A˜lo.
The funtional ω is graded-KMS on A˜
lo
. Indeed, for a ∈ A
lo
and b′ = bσ,ζ the funtion
Fa,b′(t) := ω(aαt(b
′)) =
∫
exp(−(t′ − ζ)2/σ2)ω(aαt+t′ (b)) dt′
=
∫
exp(−(t′ − ζ)2/σ2)Fa,b(t+ t′) dt′
extends to the entire funtion Fa,b′(z) = ω(aαz(b
′)) = ω(a bσ,z+ζ) and
Fa,b′(t+ i) = ω(aαt+i(b
′)) =
∫
exp(−(t′ − ζ)2/σ2)Fa,b(t+ t′ + i) dt′
=
∫
exp(−(t′ − ζ)2/σ2)ω(αt+t′(b) aγ) dt′ = ω(αt(b′) aγ) ,
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where we used the graded-KMS ondition Equations 16 and 17 on A
lo
in the last line.
The analogs of Equations 13 and 14 for arbitrary a, b ∈ A˜
lo
are proven as follows.
Take, e.g., a to be odd analyti in A˜
lo
and onsider for example
0 ≤ ω+(a∗χ+ a) = ω+(a∗χ+ aχ+) = ω(a∗χ+ aχ+) = ω(α−i(aχ+)(a∗χ+)γ)
= −ω(α−i/2(a)χ+αi/2(a∗)χ+) = −ω+(α−i/2(a)χ+(α−i/2(a))∗) ≤ 0 .
This inequality shows that ω+(a
∗χ+ a) = 0. We have used the fat that both a
∗χ+ a and
α−i/2(a)χ+(α−i/2(a))
∗
are positive elements of A˜
lo
, the αt-invariane of ω and χ+ as well
as χ+ being odd and the property of ∗-onjugation (αz(a))∗ = αz¯(a∗). Now, for arbitrary
elements a, b ∈ A
lo
, a  odd, we show rst that ω+(a
∗χ+ a) = 0 by approximating a with
analyti elements from A˜
lo
and then, using Shwarz inequality, we get ω+(bχ+ a) = 0
Showing that |ω| is a KMS funtional is already easy. Take, e.g., a  odd and onsider
the funtion Gb,a(t) := |ω|(b αt(a)). We need only look at the ase b  odd, sine |ω| is
even funtional. We alulate
|ω|(b αt(a)) = ω+(b χ+ αt(a)) + ω+(b χ− αt(a)) + ω−(b χ+ αt(a)) + ω−(b χ− αt(a))
= ω+(b χ− αt(a))− ω−(b χ− αt(a))− ω+(b χ+ αt(a)) + ω−(b χ+ αt(a))
= −ω(b (χ+ − χ−)αt(a)) = −Fb(χ+−χ−),a(t) .
The rst and the fourth terms in the right-hand side of the rst line are zero, so we have
swithed the signs in front of them in the next line. We know that there is an analyti
extension of Fb(χ+−χ−),a(t) to the strip {z | 0 ≤ Imz ≤ 1} and thus the same is true for
Gb,a(t) and
Gb,a(t+ i) = −Fb(χ+−χ−),a(t+ i) = −ω(αt(a) bγ(χ+ − χ−)) = |ω|(αt(a) b) . (20)
A similar argument demonstrates the KMS property for |ω| when a and b are even.
The last statement of the proposition is a simple onsequene of the analogs of Equa-
tions 13 and 14. For example, suppose a is odd and a is in the left kernel of ω+. This
means that a = aχ− and therefore
ω−(a a
∗) = ω−(aχ− a
∗) = 0 .
The proof is omplete.
Finally, the struture an be ompleted by dening the modular onjugation operator
J . For this we rst extend by ontinuity the anonial map η : A
lo
→ H to A˜
lo
. This
is possible, sine for any a ∈ A˜
lo
we saw that |ω|(a∗a) < ∞. For any analyti element
a ∈ A˜
lo
we dene
J η(a) := η(α i
2
(a∗)) .
This denes J on a dense subset ofH. The proof that J is antiunitary is the same as before.
Taking an operator of omplex onjugation K and dening the unitary map U := KJ , we
dene a representation π′ := UπU∗.
The orthogonal deomposition H = H+ ⊕ H− with H± := p±H is ompatible with
the unbounded self-adjoint funtional ω. Equations 15 remain valid and it beomes lear
that the main result of Setion 3 (Proposition 2) now extends to the ase of ω being an
unbounded graded-KMS funtional.
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