Let E 1 , E 2 be symmetric quasi Banach spaces on [0, α) (0 < α ≤ ∞). We collected and proved some properties of the space E 1 ⊙ E 2 , where ⊙ means the pointwise product of symmetric quasi Banach spaces. Under some natural assumptions, we
Pisier [34] give a new proof of the interpolation theorem of Peter Jones (see [21] or [7] , p.414). His method does to extend to the noncommutative case and the case of Banach space valued H p -spaces (see §2 and §2 in [34] ). In [35] , Pisier and Xu obtained noncommutative version of P. Jones' theorem for noncommutative Hardy spaces associated with a finite subdiagonal algebra in Arveson's sense [1] . The first named author [4] extended the Pisier's theorem to noncommutative Hardy spaces associated semifinite von Neumann algebras (also see [39] ). We use the noncommutative symmetric quasi Hardy space's analogue of (1.1) and Pisier's method to prove the real case of Peter Jones' theorem for noncommutative symmetric quasi Hardy spaces.
The paper is organized as follows. In Section 2 some necessary definitions and notations are collected including the symmetric quasi Banach spaces, noncommutative symmetric quasi spaces, noncommutative symmetric quasi Hardy spaces and interpolations. In Section 3 the pointwise products of symmetric quasi Banach spaces is defined and some general results are presented. Section 4 is devoted to complex interpolation of the noncommutative symmetric quasi Hardy spaces. In Section 5, we proved the real case of Peter Jones' theorem for noncommutative symmetric quasi Hardy spaces.
Preliminaries
Let (Ω, Σ, m) be a σ-measure space and
x is measurable, a.e. finite function on Ω and m({ω ∈ (0, ∞) : |x(ω)| > s}) < ∞ for some s .
For x ∈ L 0 (Ω) we define the decreasing rearrangement function of x by µ t (x) = inf {s > 0 : m({ω ∈ Ω : |x(ω)| > s}) ≤ t}, t > 0.
If x, y ∈ L 0 (Ω) and we say x is majorized by y, and write x y. Let E be a (quasi) Banach space of functions in L 0 (Ω). If from y ∈ E, x ∈ L 0 (Ω) and |x(t)| ≤ |y(t)| for m-almost all t ∈ Ω follows that x ∈ E and x E ≤ y E , then we call E is a (quasi) Banach ideal space on Ω.
Let 0 < α ≤ ∞. If E is a (quasi) Banach ideal space on (0, α) and satisfying the following properties: if f ∈ E, g ∈ L 0 (0, α) and µ(g) ≤ µ(f ) implies that g ∈ E and g E ≤ f E , then E is called a symmetric (quasi) Banach space on (0, α). For 0 < p < ∞, E (p) will denote the quasi Banach lattice defined by
equipped with the quasi norm
Observe that, if 0 < p, q < ∞, then
It is to be noted that, if E is a Banach space and p > 1, then the space E (p) is a Banach space and is usually called the p-convexification of E.
A symmetric (quasi ) Banach space E on (0, α) is called fully symmetric if, in addition, for x ∈ L 0 (0, α) and y ∈ E with x y it follows that x ∈ E and x E ≤ y E .
If for every net (x i ) i∈I in E such that x i ↓ 0, x i E ↓ 0 holds, then we call E has order continuous norm.
The Köthe dual of a symmetric space E on (0, α) is the symmetric space E
×
given by
|x(t)y(t)|dt : x E ≤ 1} < ∞ ;
Let E be a symmetric Banach space on (0, α). Then E has order continuous norm if and only if it is separable, which is also equivalent to the statement E * = E × . Moreover, a symmetric Banach space which is separable is automatically fully symmetric. Let 0 < s, t < ∞. If there exists a constant C > 0 such that for all finite sequence
, then E is called s-convex (resp. t-concave). The least such constant C is called the s-convexity (resp. s-concavity) constant of E and is denoted by M (s) (E) (resp. M (s) (E)). If E is s-convex and s-concave then E (p) is ps-convex and ps-concave with
) is 1-convex, so it can be renormed as a Banach lattice.
If E is a quasi symmetric space on (0, α), then D a is a bounded linear operator (see Lemma 2.2 in [13] ). Define the lower Boyd index p E of E by
and the upper Boyd index q E of E by
We note that if E is s-convex then p E ≥ s and if E is t-concave then q E ≤ t. In particular we have 0 < p E ≤ q E ≤ ∞ and if E is a symmetric space then
Let E be a symmetric Banach space on (0, α). Then
For more details on symmetric (quasi) Banach space we refer to [17, 7, 26, 28] ). We use standard notation in theory of noncommutative L p -spaces, our main references are [19, 35] (see also [35] for more historical references). Let M a semifinite von Neumann algebra on the Hilbert space H with a faithful normal semifinite trace τ satisfying τ (1) = α. The set of all τ -measurable operators will be denoted by L 0 (M). On L 0 (M), we define sum ( respectively, product) by closure of the algebraic sum (respectively, the algebraic product), then L 0 (M) is a * -algebra.
Let x ∈ L 0 (M). For t > 0, we define
where e (t,∞) (|x|) is the spectral projection of |x| corresponding to the interval (t, ∞), and
The functions t → λ t (x) and t → µ t (x) are called the distribution function and the generalized singular numbers of x respectively. We denote simply by λ(x) and µ(x), the distribution function and the generalized singular numbers of x respectively. It is easy to check that µ t (x) = 0, for all t ≥ τ (1). For more details on generalized singular value function of measurable operators we refer to [19] .
Let E be a symmetric quasi Banach space on (0, α). We define
Then (E(M), . E ) is a quasi Banach space and we call (E(M), . E ) is a noncommutative symmetric quasi space (cf. [14, 38, 41] ). Let S (respectively, S ) denote the open strip {z : 0 < Rez < 1} (respectively, the closed strip {z : 0 ≤ Rez ≤ 1} ) in the complex plane C. Let A(S) be the space of complex valued functions, analytic in S and continuous and bounded in S. Let (X 0 , X 1 ) be a compatible couple of complex quasi-Banach spaces. Let us denote by F 0 (X 0 , X 1 ) the family of functions of the form f (z) = n k=1 f k (z)x k with f k in A(S) and x k in X 0 ∩ X 1 . We equip F 0 (X 0 , X 1 ) with the norm:
Then F 0 (X 0 , X 1 ) becomes a quasi-Banach space. Let 0 < θ < 1. The complex interpolation norm on X 0 ∩ X 1 is defined for θ by
We denote by (X 0 , X 1 ) θ the completion of (
It is well-known that if (X 0 , X 1 ) is a compatible couple of complex Banach spaces, then the definition of the interpolation spaces here coincides with that of [10] .
Let us recall the real interpolation method. Let X 0 , X 1 be a compatible couple of quasi Banach spaces. For all x ∈ X 0 + X 1 and for all t > 0, we let
For all x ∈ X 0 ∩ X 1 and for all t > 0, we let
Recall that the (real interpolation) space (X 0 , X 1 ) θ,p is defined as the space of all x in X 0 + X 1 such that x θ,p < ∞, where
Therefore, by Hölder inequality,
It follows that E n ∈ E j , j = 1, 2 such that
Using Hölder inequality, we obtain that 
For details see Lemma 4.4 in [14] ( also see Proposition 2.2 in [16] , Theorem 8.11 in [12] or Theorem 4.3 in [13] ).
Using (3.2) and (3.3), we obtain the following theorem (see Theorem 1 in [27] for the particular case where E 1 , E 2 are Banach spaces).
) .
Let t → ω(t) be a mapping from (0, α) into itself. If for any measurable set e ⊂ (0, α), we have that m(ω −1 (e)) ≤ m(e), then we call ω is a non-decreasing measure mapping from (0, α) into itself. Set M (0,α) = {ω : ω is a non-decreasing measure mapping from (0, α) into itself}.
Lemma 3.1. Let E be a symmetric quasi-Banach space on (0, α). Suppose that there is a norm · l such that (E, · l ) is a Banach lattice and
where C 1 , C 2 are positive constants. Then E can be renormed equivalently so that E, endowed with the new norm, is a symmetric Banach space.
We define
Then · s is a norm on E and
Since (E, · l ) is a Banach lattice, by (3.5), we get that if y ∈ E, x ∈ L 0 (0, α) and |x(t)| ≤ |y(t)| for m-almost all t ∈ Ω, then x ∈ E and x s ≤ y s . Using the fact that multiplication of two non-decreasing measure mappings is also nondecreasing measure mapping, we obtain that if x ∈ E and ω ∈ M (0,α) , then x ω ∈ E and x ω s ≤ x s . Therefore, by Lemma 2.4.3 in [26] , we deduce that (E, · s ) is a symmetric Banach space.
If E is a s-convex complex quasi-Banach lattice for some 0 < s < ∞, then as in [28] Proposition l.d.8, E can be given an equivalent quasi-norm so that E is a quasi-Banach lattice whose s-convexity constant is equal to 1 (also see [41] , p. 544). 
θ is a symmetric Banach space. By Theorem 3.2,
is a symmetric quasi Banach space.
By Proposition 3.2 and 3.3, we get the following result.
Corollary 3.1. Let E i be a symmetric quasi Banach space on (0, α) which is s jconvex for some 0 < s j < ∞, j = 1, 2. Then E 1 ⊙E 2 can be renormed as a symmetric quasi Banach space on (0, α).
For symmetric quasi Banach spaces, we have the following result.
Theorem 3.1. Let E j be a symmetric quasi-Banach space on (0, α) which is s j
By (1.1), it follows that for any ε > 0, there exists
Letting ε → 0, we get
We shall prove that
For any ε > 0, there is a function g ∈ F 0 (E 1 , E 2 ) such that g(θ) = x and
We assume that g is sufficiently small at infinite (if not, we consider e δ(z 2 −θ 2 ) g with δ > 0). Since E 1 ∩ E 2 is min{s 1 , s 2 }-convex, we use same method as in the proof of Theorem 4.3 in [41] and Riemann mapping theorem to obtain that for ε > 0, there exist n complex valued functions g 1 , g 2 , · · · , g n such that
where g k is analytic in S and continuous and bounded in S,
Hence, by (3.1) in [41] ,
From this follows (3.6).
2 ) θ for any n ∈ N. 
Indeed, if E 1 and E 2 are symmetric Banach spaces on (0, α) and E = E 1 ⊙ E 2 is a symmetric Banach space, then C E = 1 (see Theorem 3 and 4 in [38] ). For the general case, since µ t (xy) ≤ µ t 2 (x)µ t 2 (x) (t > 0), by Corollary 3.1 and Lemma 2.1, we obtain the desired result.
We recall interpolation of noncommutative symmetric spaces. Let E 1 , E 2 be fully symmetric Banach spaces on (0, α) and 0 < θ < 1. If E is complex interpolation of E 1 and E 2 , i.e. E = (E 1 , E 2 ) θ . Then
For more details on interpolation of noncommutative symmetric spaces we refer to [15] . We use (3.8) and same method as in the proof of Theorem 3.1 to obtain the following result: Theorem 3.2. Let E j be a fully symmetric quasi Banach space on (0, α) (j = 1, 2) and 0 < θ < 1. If E = (E 1 , E 2 ) θ has order continuous norm, then
where A > 0 and B > 0 are constants which does not depend on α.
Using Theorem 3.1 and 3.2, we get the following result.
Corollary 3.3. Let E j be a symmetric quasi-Banach space on (0, α) which is s jconvex for some 0 < s j < ∞, j = 1, 2. Suppose E j has order continuous norm (j = 1, 2) and 0 < θ < 1.
with equivalent norms.
Complex interpolation of noncommutative symmetric Hardy spaces
We will assume that D is a von Neumann subalgebra of M such that the restriction of τ to D is still semifinite. Let E be the (unique) normal faithful conditional expectation of M with respect to D which leaves τ invariant. 
D is then called the diagonal of A.
Recall that a semifinite subdiagonal algebra A is automatically maximal in the sense that if B is another subdiagonal algebra with respect to E containing A, then B = A (see [18, 20] ). 
is called symmetric Hardy space associated with A.
If M is finite (τ (1) = α < ∞) and E is a separable symmetric s-convex quasi Banach space on (0, α). By Lemma 4.4 in [2] , we have that
(4.1)
Finite case
In this subsection M always denotes a finite von Neumann algebra with a normal faithful trace τ satisfying τ (1) = α. We keep all notations introduced in the last section.
Theorem 4.1. Let E j be a fully symmetric quasi-Banach space on (0, α) which is s j -convex for some 0 < s j < ∞ (j = 1, 2) and 0 < θ < 1. If q E 1 , q E 2 < ∞ and E = (E 1 , E 2 ) θ has order continuous norm, then
where A > 0 and B > 0 are constant and does not depend on α.
Proof. By Theorem 3.2, we have that (
Using Lemma 4.5 in [13] , we deduce that
Since E has order continuous norm, by (4.1), we obtain that
Chose n ∈ N such that n min{s 1 , s 2 } > 1. By Corollary 3.2, we have
< ∞ (j = 1, 2), using Theorem 6 in [5] and
from Theorem 4 in [5] and (4.1) follows that
Let x ∈ E(A). By (4.5), for ε > 0, there exist x j ∈ E (n) (A) (j = 1, 2, · · · , n) such that x = n j=1 x j and n j=1 x j E (n) < x E + ε. By (4.4), there exists
where C is constant. Put F = n j=1 F j . Then
such that F (θ) = x and
Hence,
Letting ε → 0, we obtain that
This completes the proof.
Using Theorem 4 in [5] , (ii) of Proposition 3.2 and Theorem 3.1, we obtain the following result.
Corollary 4.1. Let E j be a symmetric quasi-Banach space on (0, α) with order continuous norm which is s j -convex for some 0 < s j < ∞ (j = 1, 2) and 0 < θ < 1.
Semifinite case
In this subsection M always denotes a semifinite von Neumann algebra with a normal semi-finite faithful trace τ satisfying τ (1) = ∞. We keep all notations introduced in the second section.
Given a projection e in D, we let
and E e be the restriction of E to M e . Then A e is a subdiagonal algebra of M e with respect to E e and with diagonal D e . Since D is semifinite, we can choose an increasing family of {e i } i∈I of τ -finite projections in D such that e i → 1 strongly, where 1 is identity of M (see Theorem 2.5.6 in [36] ). Throughout, the {e i } i∈I will be used to indicate this net.
Lemma 4.1. Let E be a symmetric quasi Banach space on (0, ∞) which is s-convex for some 0 < s < ∞. Suppose that 0 < p < p E ≤ q E < q < ∞. If (a i ) i∈I is a bounded net in M converging strongly to a, then xa i → xa in the norm of
Proof. By Lemma 4.5 in [13] , it follows that
with continuous inclusions. On the other hand, if 
Proof. Since E ) can be renormed as a symmetric Banach space, if we chose n ∈ N such that ns > 1, then E (n) is a symmetric Banach space with order continuous norm. By Lemma 4.5 in [41] , Thus there exists i 0 ∈ I such that y − e i 0 ye i 0 E(M < ε 3K 2 and
Thus lim i e i xe i = x.
Lemma 4.3. Let E be a symmetric space on (0, ∞) which is s-convex for some
Since lim i x n − e i x n e i Lp(M)+Lq(M) = 0, we get x n ∈ H p (A) + H q (A) for n ∈ N. Therefore, x ∈ H p (A) + H q (A), which gives (4.9). Thus
(4.1), we have that e i ye i ∈ E(A e i ) ⊂ E(A), ∀i ∈ I.
On the other hand, since E has order continuous norm, we have that lim i e i ye i − y E = 0. Thus y ∈ E(A). This gives the desired result.
Theorem 4.2. Let E j be a fully symmetric quasi-Banach space on (0, ∞) which is s j -convex for some 0 < s j < ∞ (j = 1, 2) and 0 < θ < 1. If q E 1 , q E 2 < ∞ and E = (E 1 , E 2 ) θ has order continuous norm, then
Proof. By (3.8), we deduce that
Then by (4.9),
By Lemma 4.3,
Hence
Using Theorem 4.1, we get that
From the proof of Theorem 4.1, we know C is only depends to the Riesz projection, it not depends to i ∈ I. Let a ∈ E(A). By Lemma 4.2,
Since {e i } i∈I is increasing and I is a directed set, using (4.11) we obtain that e i ae i − e j ae j (E 1 (A),E 2 (A)) θ ≤ C 6 e i ae i − e j ae j E , ∀i, j ∈ I.
Hence {e i ae i } i∈I is a Cauchy net in (
By (4.10), lim i a n − y E = 0. Therefore, y = a. We deduce that
Thus (E 1 (A), E 2 (A)) θ = E(A).
Real interpolation of noncommutative symmetric Hardy spaces
Theorem 5.1. Let E j be a symmetric quasi-Banach space on (0, τ (1)) which is s jconvex for some 0 < s < ∞, j = 1, 2. Then there exist constants A > 0, B > 0 such that for all x ∈ E 1 (M) + E 2 (M) and all t > 0
where A > 0, B > 0 depend only on E 1 and E 2 .
Proof.
. Hence, by Theorem 2.1 in [35] , there exists a linear map T :
and T x = µ(x) (resp. Sµ(x) = x). Using Lemma 2.1, we get that T (resp. S) is a bounded map from E j (M) to E j (resp. from E j to E j (M)) (j = 1, 2).
Similarly, we use T to prove the right inequality of (5.1). Now suppose that p E j > 1 2
(j = 1, 2). Using the polar decomposition of x we obtain that
Hence, we assume that x is positive. Let x = x 1 + x 2 with x j ∈ E j (M) (j = 1, 2). Then for s > 0
By Lemma 2.1, we have
so that
Conversely,
1 , E
.
Since p E (2) j > 1 (j = 1, 2), we can use the previous case to deduce a decomposition
+ ε (ε > 0 being arbitrarily given). By the operator convexity of the map y → y 2 , we then have
Putting the preceding inequalities together, we get
(j = 1, 2), then arguing as above and using the case just proved, we can make the same conclusion as before. Finally, an easy induction procedure allows us to finish the proof.
Corollary 5.1. Let E j be a symmetric quasi-Banach space on (0, τ (1)) which is s jconvex for some 0 < s < ∞, j = 1, 2. If 0 < θ < 1, 0 < p ≤ ∞ and
Let R be the Riesz projection (see [4, 31, 40] ). If E symmetric space on (0, τ (1)) with 1 < p E ≤ q E < ∞ and E has order continuous norm, then R is a projection from E(M) onto in E(A). Indeed, since E has order continuous norm,
. By Boyd interpolation theorem in [4] and Theorem 3.4 in [14] , we know that R is a bounded map from E(M) onto E(A).
Therefore, if E j is a separable symmetric space on (0, τ (1)) with 1 < p E j ≤ q E j < ∞ (j = 1, 2), then for any x ∈ E 1 (A) + E 2 (A)
where C > 0 is independent of τ (1).
Lemma 5.1. Let E j be a separable symmetric quasi-Banach space on (0, τ (1)) which is s j -convex for some 0 < s j < ∞ (j = 1, 2). Suppose that q E j < ∞, s j > r > 0 (j = 1, 2) and τ (1) < ∞.
is an invertible operator such that x −1 ∈ M, then there exist a unitary u ∈ M and a ∈ E 1 (A) + E 2 (A) such that w = ua and a −1 ∈ A.
(ii)
Proof. (i) First assume that r > 1. It follows that E j is a separable symmetric Banach space on (0, τ (1)) and 1, 2) . Using Corollary 1 in [5] , we obtain that
, we find a unitary u ∈ M and a ∈ H r (A) such that x = ua and
and τ (b * a) = 0 for all a ∈ A. Applying Proposition 2 in [37] , we get that y * belongs to the norm closure of A 0 in L p (M). Hence, by Corollary 2.2 in [3] , we obtain that τ (y * a) = τ (E(y * a)) = τ (E(y)E(a)) = 0. This is a contradiction, so a ∈ E 1 (A) + E 2 (A). Now assume that 
and so , 2) . By the first case, we get a factorization
Repeating this argument, we again obtain a same factorization for x 1 u 1 :
Hence, we get a factorization:
Set a = a 1 a 2 . By Corollary 4.1, we get a ∈ E 1 (A) + E 2 (A). For the case
, we repeat the previous argument to complete the proof. Using induction, we obtain the desired result for the general case.
(ii) By Lemma 4.5 in [13] ,
It is clear that
. Let x = v|x| be the polar decomposition of x. By Lemma 1.1 in [20] , there exists a contraction b ∈ M such that |x| = b(|x| + 1). On the other hand, |x| + 1 ∈ E 1 (M) + E 2 (M) and (|x| + 1) −1 ∈ M. Using (i), we obtain a unitary u ∈ M and h ∈ E 1 (A) + E 2 (A) such that |x| + 1 = uh and h −1 ∈ A. Hence,
So, it follows that x ∈ E 1 (A) + E 2 (A).
Proof. We define (E, K t (·)) by the completion of
Since E j is separable (j = 1, 2), it is clear that (E, K t (·)) is separable. We claim that there is an equivalent quasi norm · E on E which is equivalent to K t (·) so that E, endowed with the new quasi norm · E , is a symmetric quasi Banach space. Indeed, first assume that E 1 and E 2 are symmetric Banach spaces, then
). Let x, y ∈ E and x y. If y = y 1 + y 2 , y 1 ∈ E 1 , y 2 ∈ E 2 , then by Proposition 3 in [30] (see also Proposition 4.10 in [16] ), there there exist
) such that x = x 1 +x 2 and x j y j , j = 1, 2. On the other hand, E 1 and E 2 are fully symmetric Banach spaces, it follows that x j ∈ E j , j = 1, 2. Hence
so that K t (x) ≤ K t (y), i.e., E is symmetric Banach space. Now we prove the claim for the general case. We chose n ∈ N such that ns j > 1, then E (n) can be renormed as a symmetric Banach space, (j = 1, 2). By the first case,
n is a symmetric quasi norm on E 1 + E 2 . From the proof of Theorem 5.1, we know that
it follows that
and so that (E, · E ) is s-convex. It is clear that · E and K t (·, E 1 (M), E 2 (M) are equivalent norms on E 1 (M) + E 2 (M). By Lemma 4.2 in [41] , · E is plurisubharmonic on E(M). Let x ∈ E 1 (M) ∩ E 2 (M). Choose g ∈ F 0 (E 1 (M), E 2 (M)) with g(θ) = x. We can assume that g is sufficiently small at infinite (if not, we consider e δ(z 2 −θ 2 ) g with δ > 0). Using Riemann mapping theorem and plurisubharmonic property of · E , we obtain that
Therefore,
i.e, the couple (E 1 (M), E 2 (M)) satisfies the condition (h) in [32] (see [32] , §5). From the result in § in [32] , it follows that (E 1 (M), E 2 (M)) θ ⊂ (E 1 (M), E 2 (M)) θ,∞ (see also [11] , p.22). Similarly, (E 1 (A), E 2 (A)) θ ⊂ (E 1 (A), E 2 (A)) θ,∞ .
Theorem 5.2. Let E j be a separable symmetric quasi-Banach space on (0, τ (1)) which is s j -convex for some 0 < s j < ∞ (j = 1, 2). If q E j < ∞ (j = 1, 2), then that for all x ∈ E 1 (A) + E 2 (A) and all t > 0
where L is independent of τ (1). W , then we repeat the previous argument to obtain the desired result in this case. By induction, we complete the proof.
Combining (5.5), (5.6) and (5.8), we find that
where L > 0 is independent of τ (1). For the general case, we use same method as in the proof of Theorem 5.1 to obtain the desired result.
Finally, suppose τ (1) < ∞. By the finite case, for all i ∈ I and t > 0, K t (x, E 1 (A e i ), E 2 (A e i )) ≤ LK t (x, E 1 (M e i ), E 2 (M e i )), x ∈ E 1 (A e i ), E 2 (A e i ).
Let x ∈ E 1 (A), E 2 (A). Then there exist x 1 ∈ E 1 (A) and x 2 ∈ E 2 (A) such that x = x 1 + x 2 . Hence, On the other hand, by Lemma 4.2, x 1 − e i x 1 e i E 1 → 0 and x 2 − e i x 2 e i E 2 → 0. Therefore, K t (x, E(A), E 2 (A)) ≤ CLK t (x, E 1 (M), E 2 (M)).
Corollary 5.2. Let E j be a separable symmetric quasi-Banach space on (0, τ (1)) which is s j -convex for some 0 < s j < ∞ and q E j < ∞ (j = 1, 2). If 0 < θ < 1, 0 < p ≤ ∞ and E = (E 1 , E 2 ) θ,p , then E(A) = (E 1 (A), E 2 (A)) θ,p .
