Abstract-Recent technological advances have rendered storage a readily available resource, yet there exist few examples that use it for enhancing network performance. We revisit in-network storage and we evaluate its usage as an additional degree of freedom in network optimization. We consider the network design problem of maximizing the volume of end-to-end transferred data and we derive storage allocation (placement) solutions. We show that different storage placements have different impact on the performance of the network and we introduce a systematic methodology for the derivation of the optimal one. Accordingly, we provide a framework for the joint optimization of routing and storage control (usage) in dynamic networks for the case of a single commodity transfer. The derived policies are based on time-expanded graphs and ensure maximum performance improvement with minimum possible storage usage. We also study the respective multiple commodity problem, where the network link capacities and node storage resources are shared by the different commodities. A key advantage of our methodology is that it employs algorithms that are applicable to both centralized as well as to distributed execution in an asynchronous fashion, and thus, no tight synchronization is required among the various involved storage and routing devices in an operational network. We also present an extensive performance evaluation study using the backbone topology and actual traffic traces from a large European Internet Service Provider, and a number of synthetic network topologies. Our results show that indeed our approach offers significant improvements in terms of delivery time and transferred traffic volume.
I. INTRODUCTION A. Motivation

D
URING the last few years we are witnessing an unprecedented growth in user demand for high speed communication and ubiquitous network access. The population of users increases continuously and novel devices and applications create an ever growing volume of data traffic. In recent reports released by Ericsson [1] and Cisco [2] it is forecasted that, until 2018, mobile data traffic will increase up to 18 times and IP traffic will quadruplicate. These developments pose new challenges for communication networks that cannot be addressed solely by the traditional network upgrading and capacity over-provisioning methods.
Indeed, economics, especially cost reduction, is a main driving force for revisiting the use of network resources. First, increasing the capacity of a network requires serious investment in usage rights and infrastructure. To exemplify, in 2010, AT&T paid 1.93 billion dollars for buying additional spectrum in order to serve the increasing traffic of its mobile users [3] . Even worse, such network upgrading methods are expected to be out-paced by the continuously growing demand [2] . Second, the expenditures of transit and access ISPs increase since the link capacity price decrease cannot compensate for the increasing traffic. Third, cloud providers incur high leasing cost for the transit bandwidth [4] , especially in regions where transit cost is still high, e.g., in Asia (where the traffic cost is 3 to 5 times more expensive compared to the US and Europe), that is required for connecting their datacenters. Clearly, today more than ever it is imperative to devise novel network design and management methods and utilize network resources that are hitherto unexploited.
A resource that is currently overlooked at network design is node storage capacity. Recent technological advances have rendered storage a cheap and readily available resource which can be used at small portable devices, at base stations, and at central nodes (e.g., routers) of wireline networks or datacenters. Moreover, emerging virtualization techniques made it possible to easily lease storage resources to third parties [6] . However, in spite of the recent research interest for in-network storage [5] , and the related products that are now commercially available (e.g., see [7] , [8] ) it is still considered an auxiliary resource and remains in the background. In this work, we consider storage as an additional degree of freedom in network design and optimization.
We systematically study the benefits of in-network storage, i.e., storage capacity of the network nodes. Our goal is to identify the conditions under which storage can improve network performance and also to quantify these benefits. We use as performance metric the amount of data that can be conveyed end-to-end over the network in a certain time interval or, equivalently, the incurred delay for the transfer of a certain amount of data. The main idea is to exploit the time diversity in the available link capacity variation patterns. The presented methodology can be easily extended to include other metrics such as the energy consumption per unit of transferred data. We study mechanisms for realizing these storage benefits by employing algorithms that can be executed in a centralized or distributed fashion. The latter is particularly useful for the design of decentralized network mechanisms for large-scale systems [11] , [12] .
Some specific instances where in-network storage can improve the performance of a network are the following:
• Access ISPs which lease transit bandwidth from higher-tier ISPs based on peak-traffic pricing schemes, i.e., 95%-percentile pricing, can leverage in-network storage for the cost-efficient transfer of data across distant geographic areas. The rational is to temporarily store data at intermediate nodes along a path, as shown in Fig. 1 (a) and push it further only when the traffic is low so as to exploit the unutilized already-paid-for bandwidth [13] . The same strategy can be employed by Tier-1 ISPs which dimension their links based on peak traffic. Such methods are increasingly important nowadays due to the advent of network function virtualization (NFV) [9] that allows relatively fast reconfigurations.
• Online service companies and cloud providers typically operate a number of geographically dispersed datacenters. Inter-datacenter traffic constitutes a large portion of their traffic [14] and requires large capital for leasing transit bandwidth [4] . In this case data can be stored at intermediate nodes and routed whenever traffic load is low, i.e., during off-peak hours [15] , in order to exploit left-over already-paid-for transit bandwidth [16] , see Fig. 1(b) . Thus, the cost of applications such as data back up can be significantly reduced using in-network distributed storage of third-parties (e.g., Tier-1 operators) [30] .
• Mobile network operators can use in-network storage at their core components or at their small base stations so as to store popular content items which can be cached there during off-peak traffic hours [17] , Fig. 1(c) . Such architectures are already in place [18] , have significant performance/cost benefits [19] , and a variety of different applications. For example, delivery of software updates to mobile phones can be benefited and alleviate bottlenecks in the wireless backhaul [20] .
• In delay tolerant networks storage is used whenever the path towards the indented receiver is disrupted [21] . When the link capacity variations are known in advance, proper store-and-forward policies can minimize the endto-end data transfer delay. The above scenarios share some important characteristics. First of all, the need for storage depends on conditions (related to link available capacities) which may vary across the network. Therefore, data should be stored locally and as close as possible to the intended destination node. Moreover, the links connecting the different nodes (e.g., the different datacenter sites or ISP central nodes) have time-varying traffic loads. In most cases, this is due to the fact that users demands and traffic follows strong diurnal patterns [15] , [22] , [23] . On the other hand, the link capacities are dimensioned based on peak traffic. Therefore, these systems exhibit periodic variations of the available link capacities that can be predicted in advance.
For these network instances, we are interested in addressing the following questions to improve the network performance 1 : (i) How much storage should be allocated (added) in each node? (ii) Given the storage allocation, in which node(s) and for how long should data be stored?
B. Methodology and Contributions
We study flow-level storage control policies for dynamic networks. We employ the technique of time-expanded graphs (TEG) [25] which map the time evolution of these networks to ordinary static graphs. Storage is modeled by defining a special type of storage link connecting different time instances of the same node. The minimum cut (min-cut) of the expanded graph represents the upper bound of the data amount that can be transferred by the network within a given time period, and can be increased under certain conditions by adding storage.
We are interested in identifying these conditions and devise the optimal storage allocation (placement) policy. This is an important design problem since different storage placements have different impact on the end-to-end traffic. The optimal allocation is the one that ensures the maximum possible network performance improvement. We show that this storage allocation depends both on the network topology and the patterns of the available link capacity. To that end, we define the storage control policy, which determines how much data should be stored in each node.
Moreover, we suggest that storage control must be considered in conjunction with routing and derive the optimal Joint Storage control and Routing (JSR) policy. This JSR policy ensures the maximization of the transferred data within the time period of interest, while using the minimum required storage capacity. Such a scheme can be implemented with an overlay mechanism that determines the routing and store decisions in the network layer. Our methodology is inspired by the Network Utility Maximization (NUM) framework [12] , [24] , yet it significantly departs from previous works due to the joint consideration of these different types of network resources.
Additionally, we use the -relaxation algorithm to find the optimal JSR policy which is amenable to distributed asynchronous execution [26] . This approach allows us to design decentralized mechanisms (when necessary) which enable the network to adapt its JSR policy in a scalable way using local information and minimum signaling among nodes [11] . Besides, such mechanisms alleviate the problem of single point of failure and distribute evenly the computation load across all nodes [12] . Accordingly, we extend our study for the case different flows (commodities) traverse the network. In this scenario, more often than not, the flows must share the link capacity and intermediate node storage resources.
We evaluate the benefits of in-network storage addition using a spectrum of different network architectures, including the architecture of an actual (operational) large European ISP, and respective real traffic traces. Moreover, we considered different sets of link capacity variation patterns as well as various time periods to evaluate the performance benefits of our approach in a spectrum of settings. In summary, the main contributions of this work are the following:
(i) We provide a methodology for identifying under which conditions in-network storage can improve the data transfer capability of a network with time-varying link capacities.
(ii) For linear (tandem) networks, we analytically quantify the storage benefit as a function of the capacity patterns.
(iii) For general networks we provide a methodology, based on Time-Expanded Graphs (TEG), for finding the storage enhanced min-cut and the optimal storage allocation policy. That is, we find the storage placement beyond which no further improvement is possible in the amount of data transferred within a time interval.
(iv) We introduce the Joint Storage control and Routing (JSR) policy as the solution to a max-flow problem for a single commodity. We explain that in order to maximize performance benefits with the minimum storage capacity, storage usage must be considered in conjunction with routing.
(v) The JSR policy is derived using the -relaxation algorithm, which is amenable to distributed asynchronous execution, and hence enables the derivation of decentralized JSR mechanisms that are robust to signaling delays and other similar network impairments. Our analysis extends the NUM framework by proposing this joint optimization and employing a hitherto overlooked algorithm.
(vi) We extend our work to the multicommodity scenario where different commodities are transferred over the network and study the respective max-flow multicommodity JSR (MJSR) problem. (vii) A detailed performance evaluation study using the topology of a large European ISP, real traffic traces, and a number of synthetic networks verifies our theoretical findings.
The rest of the paper is organized as follows. In Section II we quantify the performance benefits of in-network storage for linear networks. In Section III we introduce the optimal storage allocation policy for general networks. In Section IV we study joint storage control and routing (JSR) policies and present an algorithm for their derivation. Accordingly, in Section V the respective multicommodity problem is considered. Section VI provides performance evaluation results, and Section VII describes the related works. We conclude in Section VIII.
II. STORAGE CAPACITY ALLOCATION
FOR LINEAR NETWORKS We begin our analysis by considering linear networks where routing is fixed, from a node to its next one towards the destination. In this case, storage benefit can be analytically quantified for arbitrary link capacity variation patterns.
A. Motivating Example
Consider the three-node linear network depicted in Fig. 2 and assume time slotted operation with slot duration T 0 . The link capacities, measured in packets/sec, change every other slot t according to a periodic pattern, i.e., C ab (t) = D, C bc (t) = 1 and C ab (t + 2) = 1, C bc (t + 2) = D, with D > 1. In between the 2 slots the capacity of both links remain constant. Transmission delay over each link is equal to the slot duration T 0 . In this setting, we ask the question: How much time is required to convey D data packets from node a to node c if (i) the intermediate node b has no storage capacity, (ii) node b has storage capacity of S b > D packets?
The answer is straightforward, yet illuminating. In the first case, node a can push in each time slot t only as much data as node b is able to forward in the immediately next time slot t + 1, i.e., C bc (t + 1)T 0 . Hence, for the link capacity variation above, the required time for data transfer is D + 1 slots. However, when S b > D, node a pushes up to C ab (t)T 0 data and the excess amount that cannot be immediately routed to destination node c, i.e., (C ab (t) − C bc (t + 1))T 0 is stored at node b. In the subsequent slot t + 2, when C bc is high, stored data along with the new arrived data from node a is delivered to the sink. Therefore, in this case the required time for the delivery of D packets is only 2 slots.
Clearly, the use of storage reduces significantly the incurred end-to-end delay for the data transfer. From a different perspective, storage increases the maximum amount of data that the network can deliver within a certain time interval. Notice that in order to achieve the same performance without storage use, we would have to increase the capacity of either one of the two links up to D−1 units. Thus, node storage is actually used as a special type of link capacity and augments the end-to-end data transfer capability of the network. Finally, it is apparent that the benefit from storage utilization depends on the relative link capacity values. Namely, link capacities should vary with time and, moreover, the capacity variation patterns of the links should be different with each other.
B. Storage Benefits in Linear Networks
We now pose the following questions: (i) what is the incurred delay Del to deliver an amount of D data packets to the destination? and (ii) what is the amount B of data that we can deliver from node a to node c in time period of T time slots, if node b has storage capacity?
When node b has zero storage capacity, the network endto-end capacity, i.e., the rate at which data can be transferred end-to-end at each slot t is:
We denote with C ab = (C ab (t) : t = 1, 2, . . . , T ) and C bc = (C bc (t) : t = 1, 2, . . . , T ) the capacity vectors of links (a, b) and (b, c) respectively for the time period T . In this case, the incurred delay for the transfer of D units of data from node a to node c is Del = M T 0 seconds, where M is the minimum integer for which it holds:
Also, the amount of data transferred in T time slots is:
Notice that, since we assumed that transfer delay is equal to the slot duration T 0 , it takes two slots for each packet to reach node c. Hence, data must depart from source node a before slot T − 2 in order to reach the destination within the T slots. When node b has storage capacity of S b data packets, the network end-to-end capacity, denoted C ac , changes and can be significantly increased under certain conditions. Specifically, C ac (t) is the minimum of the data that is available at node b at slot t, and the capacity of the last hop link C bc (t + 1):
where Z b (t) is the accumulated data at node b. Let us explain the intuition behind this expression. On the one hand, the maximum possible amount of data that can be delivered at node c at slot t + 2 is upper bounded by the capacity of link (b, c) at t + 1. On the other hand, if C bc (t + 1) is very large, the data that can be delivered is upper bounded by the data that is available at node b at the previous slot. The latter consists of the data that has been transmitted from node a in the exactly previous slot, which is upper bounded by the instantaneous capacity C ab (t), and the amount of data Z b (t) that has been accumulated until slot t at node b. This quantity is always nonnegative and upper bounded by node b storage capacity S b . A recursive formula for its calculation is the following: where
+ is the projection onto the nonnegative orthant. Therefore in this case the end-to-end capacity of the three-nodes network is
This means that the use of storage at intermediate node b improves significantly both the delay and the amount of endto-end transferred data. The exact improvement that comes with storage at node b depends on the relative variation pattern of link capacities C ab and C bc . The more diverse the capacity value sequences are, the larger is the benefit from the storage usage.
In order to quantify the variability in capacity patterns of links (a, b) and (b, c) of graph G, for the time period T , we define a metric that we name Dissimilarity Index I(G, T ). This metric, which is a function of the capacity variation patterns, measures the aggregate amount of data 2 that can be temporarily stored in node b and subsequently delivered in node c within the period T , assuming that there is no storage capacity constraint. Specifically, parameter I(G, T ) is defined as follows:
where Fig. 3 .
The dissimilarity index reveals the conditions under which storage is beneficial for every network G and time interval T . Clearly, when I = 0, storage does not increase the amount of end-to-end transferred data. This happens in the following scenarios:
• No data is accumulated in node b. This is the case when the capacities of the 2 links have equal values in successive slots, C ab (t) = C bc (t + 1), ∀ t, or when link (a, b) has always lower capacity than link (b, c), i.e., C ab (t) < C bc (t + 1), ∀t. In this case there is no need to utilize intermediate storage at node b since all data that is transmitted from node a can be immediately (after 2 slots) delivered to the destination node c. • Accumulated amount of data in node b cannot be delivered. Moreover, even if the link capacity variation patterns are such that data is accumulated in node b, it may be impossible to push it further if link (b, c) is always the network bottleneck, i.e., C bc (t + 1) < C ab (t), ∀t. In Table I we give a numerical example for the network of Fig. 2 and demonstrate the performance benefit of storage at node b. Capacities are measured in packets/sec (p/s) while data and storage in packets (p).
Similar results hold for linear networks with more than three nodes. For example, consider the four-node linear network depicted in Fig. 4 . Node d is the destination while nodes b and c are assumed to have available storage capacity of S b and S c packets respectively. For this network we define the dissimilarity index as the aggregate amount of data that is stored either at node b or node c and subsequently is released and delivered to the destination node d. Notice that I(·) depends on the network and on the time interval of interest. The end-to-end data rate is:
and the dissimilarity index:
From this analysis, it is clear that the accrued benefit increases with the storage capacity of the nodes and is upper bounded by I(G, T ). However, determining the storage allocation policy in general graphs is a non-trivial task. One should carefully determine in which nodes and how much storage to add. We address this problem in the following section.
III. STORAGE CAPACITY ALLOCATION
FOR GENERAL NETWORKS In this section, we provide a method for devising the optimal storage allocation (placement) for a general dynamic network. Such storage placement decisions fall into the class of network planning problems and are made by employing traffic statistics collected over large time periods. Recall that the performance of a network, in terms of data transfer capability, is upper bounded by the capacity C(Q min ) of the min-cut Q min of its graph [25] . This represents the maximum flow that can be delivered from the source to the destination node. Hence, for a time period of T units, the maximum amount of delivered data is D = C(Q min )T . Obviously, by increasing the capacity of the min-cut, we increase the maximum amount of transferred data.
Consider a directed network G = (N , E) with a set of nodes N and a set of links E. The network is dynamic, i.e., every link capacity C kl (t), (k, l) ∈ E changes with time according to a predefined pattern. We assume again a time slotted operation t = 1, 2, . . . , T , with slot duration T 0 . Link capacities remain constant within each time slot. First, we assume no storage capacity at all nodes. We also consider the traversal time to be identical for all links and equal to the slot duration. In order to study network G for a certain time period, we use the technique of time-expanded graphs.
Time Expanded Graphs (TEG) were introduced in [25] in order to facilitate the analysis of dynamic networks. Using this method, one can map a dynamic network G for a given time period of T slots to an equivalent static network G T . This way, it is possible to study the properties and the performance of G for T slots, by applying to G T the well known methods and results that have been derived for static graphs.
The transformation of a dynamic network to the respective static TEG is accomplished as follows. For every node k ∈ N of the original network G, we create in
Notice that we connect node instances in successive time slots because we have assumed that the link traversal time is equal to one slot. In other words there are no links connecting nodes in the same time plane t, or in time planes with distance more than one time slots. One can relax this assumption and follow a similar method for connecting node instances according to the data transfer delay (e.g., if this delay is two slots we would have connected node instances every two slots).
The graph G T incorporates the notion of time. Namely, the amount of data that can be transferred by network G within time horizon T is upper bounded by the minimum cut of G T . This is stated in the following lemma:
Lemma 1: The maximum amount of data transferred from source to destination in a dynamic network G, within a time horizon of T slots, is upper bounded by the capacity of the minimum cut of the respective time-expanded graph G T .
Proof: The proof follows directly from the definition of time-expanded graphs [25] .
In this work we propose the increase of the min-cut capacity of G T by the addition of storage links.
, where M T is the set of nodes in which the source node belongs and N T \ M T is the set containing the sink node. The critical observation is the following. If there exists 
and hence the data transfer capability of the network, by connecting k (t) and k (t+1) with a link of capacity S k (t). This special type of link represents the capability of node k for storing data during time slot t up to an amount of S k (t) packets. With the addition of this virtual link the new min-cut capacity of the network increases to C(Q T ) + S k (t) units. Adding enough storage to node k at time t, renders Q T a non-minimum cut. If the new min-cut Q T contains a node for which the above condition also holds, then we add again storage so as to make Q T a non minimum cut.
An example of this method is given in Fig. 5 where we have also merged all time instances of the source and the destination node to nodes a s and f s respectively. The method can be incorporated in a greedy algorithm for storage placement in a dynamic network G for a period of T slots. Namely, Algorithm 1 describes the proposed methodology which is applied to a graph G T and creates a new, storage-enhanced graph G s T . The latter has the same set of nodes with G T , but an increased set of links E s T which contains all links of E T and additionally the new storage links. In each step, the min-cut can be found either through a flow-based technique, i.e., using max-flow algorithms [27] , or by non-flow techniques [28] .
Algorithm 1 Storage Capacity Allocation (SCA)
Input :
Select randomly a node k (t) ∈ K;
Notice here that we don't consider storage input-output delay in our model. This is a reasonable assumption for networks with line speeds of few Gbps as these can be supported by storage devices that are commercially available today [8] , [30] . For higher line speeds, we can easily extent our study by modeling these delays through proper storage links in the time-expanded graph [31] , that incorporate this additional delay.
Let us now discuss the complexity and the optimality of the Storage Capacity Allocation (SCA) algorithm. The maximum number of added storage links is bounded by the number of nodes. Additionally, the maximum amount of storage placement in each node is confined by the capacity of the links. In other words, storage addition will eventually result in a minimum cut consisting only of communication links (i.e., links between different nodes and not links between different time instances of the same node). After this point, adding more storage cannot further increase the min-cut of the network. Hence, we can find the storage placement beyond which no further network improvement is achievable.
However, it is easy to see that this greedy algorithm may result in excessive storage placement. Namely, the storage link added in each iteration may render previously added storage capacity redundant. Our next goal is to devise a method for finding the minimum amount of storage capacity that maximizes the network data transfer capability. As we will explain in the sequel, this can be achieved if storage is considered in conjunction (i.e., jointly) with routing. In the following we provide a method for deriving the optimal joint storage control and routing policy for dynamic networks.
IV. JOINT STORAGE CONTROL AND
ROUTING OPTIMIZATION In this section we define and solve the joint storage control and routing (JSR) optimization problem as a maximum 
The notation is summarized in Table II . The solution yields the optimal store and routing decisions that maximize data transfer for a certain time horizon of T slots. Our methodology builds upon the network utility maximization framework [11] , [12] and extends it by the joint consideration of these two different types of resources (storage and link bandwidth), and the employment of the -relaxation algorithm.
Specifically, consider the dynamic network G = (N , E) for the time interval T . Using the SCA algorithm, we can construct the storage-enhanced graph G s T which has the desirable property that its performance is not constrained by the storage capacity of its nodes. Given such a network, our goal here is to find how much data we should route over each link and store in each node, in every time slot, so as to maximize the amount of end-to-end transferred data. We will prove that this policy also ensures the minimum storage usage. In other words, while the previous algorithm is possible to introduce excessive storage placement, the JSR algorithm, which we will define in the sequel, makes use only of the minimum required storage capacity.
We need to emphasize here that the solution of the JSR problem does not presume the execution of algorithm SCA so as to find the storage-enhanced graph G s T . Instead, we can construct and use a network (again, we use the notation G s T for this graph) that stems from G T by adding at each node i ∈ N T storage capacity that is bounded by an upper limit S max i
. The exact amount of storage that is actually requiredand hence the storage allocation -will be found by the solution of the max-flow problem that we present in the sequel.
Let us now define for each node k ∈ N of G the storage control vector S k = (S k (t) : t = 1, 2, . . . , T ), where S k (t) is the amount of data that is stored at node k at time t. Also, we introduce for every link (k, l) ∈ E the routing control vector R kl = (R kl (t) : t = 1, 2, . . . , T ) where R kl (t) is the amount of data that is sent over link (k, l) at time t. Finally, we define the network storage control policy S and the network routing policy R, for the time period of interest, as follows:
The JSR problem is formally described as follows: 
that maximizes the amount of data transferred from source to destination in a given time horizon of T slots.
We focus on a solution approach based on the -relaxation method [26] which is amenable to distributed and asynchronous implementation. This means that each node will be able to independently decide how much data to store and route over each link, in every slot. The nodes however need to coordinate their decisions and agree about the optimal JSR policy. This is accomplished through message passing. The circulated messages contain the information that is related to the traffic load for each node, the congestion on its links, and their available storage capacity. We stress here that the proposed algorithm can be also executed centrally whenever this is possible, e.g., for small-scale networks. In this case, the decomposability property of the algorithm can be exploited so as to enable its parallel and hence faster execution.
The proposed scheme can be implemented with an overlay mechanism which adjusts the rate allocation and storage utilization for each link and each node according to the solution of the respective optimization problem. Such distributed mechanisms are particularly important for large-scale networks since (i) they do not presume the existence of a central controller, (ii) allow the computation of the policy to be executed (and hence shared) by many nodes, and (iii) do not require the information about storage and link capacity availability to be communicated to a central point for calculating the policy and back to the nodes for implementing it. Decentralized network mechanisms have received paramount research attention the last few years where various distributed NUM approaches [24] have been proposed for wired and wireless networks [11] , [12] .
A. JSR Problem Formulation
First we add to G s T an artificial link (d, s) connecting the sink d with the source s. This will facilitate the modeling and the analysis of the problem. Each node i ∈ N T which corresponds to a node k of graph G for a certain time slot t, i k (t) , is connected with a node m ∈ N T which represents the previous instance of the same node, i.e., m k (t−1) . Similarly, each node i ∈ N T is connected with a node n ∈ N T that represents the subsequent instance of the same node, i.e., n k (t+1) . The capacity of these links represent the available storage at node k at slots t and t + 1. For each node i ∈ N T we define the set of forward (child) communication nodes F i = {j : (i, j) ∈ E T } \ {n}, and the set of backward communication nodes
Summarizing, there exist two classes of links in the expanded graph:
• The communication links that connect two different nodes i and j at a specific time slot t with capacity C = {C ij : i ∈ N T , j ∈ F i }.
• The storage links that connect different time instances of the same node with (maximum) storage capacity
Since the notion of time is incorporated in the time-expanded graph the capacity of all links is measured in data packets. Also, packet size is considered very small and hence the capacities of communication and storage links are considered real (positive) numbers.
Let us define the flow 3 matrix for the graph G s T as:
where x ij ≥ 0 denotes the amount of data that is sent over link (i, j) with i k (t) , j l (t+1) and (k, l) ∈ E. Similarly, we define the store decision matrix:
where y in ≥ 0 denotes the amount of data that is stored at node k ∈ N during time slot t. Clearly, there is a one-to-one mapping from x to R and from y to S, which is shown in Table III . The optimal storage control and routing policy (x * , y * ) for the time period T is derived from the solution of the maxflow problem which is defined over the corresponding timeexpanded graph (JSR Max-Flow Problem):
Equation (11) is the flow conservation constraint, and x ds is the amount of data that is transferred from destination to the source node through the added artificial link. Due to (14) , this quantity is equal to the data delivered to the destination node. After solving the JSR problem, we find the respective routing and store variables, R * kl (t) and S * k (t) respectively of network G using Table III. Finally, please notice that the JSR policy can be also derived for the case that there is uncertainty about the actual traffic and therefore the available (residual) capacity of the links. This can be achieved by robust optimization techniques [33] . In particular, for the JSR problem we only need to consider the worst case estimations (highest traffic, thus lowest available link capacities) for the upper bounds of the routing variables. This will ensure that the obtained policy is feasible even under some estimation errors. 4 
B. Distributed Algorithm for the JSR Problem
The JSR problem is a constrained optimization problem and can be solved by dual ascend methods [26] . These methods solve the respective dual problem by iteratively updating the dual variables so as to improve the dual objective function. There are two classes of such algorithms: the primal-dual and the relaxation methods which use different ascent directions Since objective of the JSR problem is a linear function (hence the dual objective is non-differentiable) typical relaxation methods (or primal-dual methods) may not converge to the optimal problem solution. 5 Therefore, we use the -relaxation method which converges in polynomial time and is highly suitable for distributed implementation [26] , [27] . The underlying idea is that dual variable updates are allowed even if they worsen the dual cost function. The produced pairs of primal-dual variables satisfy the -complementary slackness which is a perturbed version of the typical complementary slackness conditions. Finally, this algorithm can be executed in an asynchronous fashion which renders it suitable for networks with signaling delays (e.g., delays in the circulation of control messages among the nodes).
First, we define the Lagrange function L(·) by relaxing constraint (11) and introducing the vector of dual variables
This relaxation admits an interesting interpretation since it decouples the storage and routing decisions of the nodes. The respective dual problem is:
where
The -relaxation converges to the optimal solution under some mild conditions. We omit the very details and refer the reader to [26, Chap.5.3] . In a distributed setting the variables are circulated among nodes and therefore they need to be time-stamped. Notice that these time stamps τ refer to the algorithm execution time and they should not be confused with the actual time t that represents the slots of T . The basic idea is to exploit the separability property of the dual problem and group the decision variables per node. Specifically, each node i ∈ N T maintains the following variables:
communicated from j to i at time τ . This is the local copy of the dual variable of j, updated by i. Send {p i (τ ), x ij (i, τ )} to every child node j ∈ F i ; Send {p i (τ ), x ji (i, τ )} to every parent node j ∈ B i ; Procedure 3-Coordination. For every message received at τ < τ from a child node j ∈ F i , node i updates its variables:
For every message received at τ < τ from a parent node j ∈ B i , node i updates its variables:
Procedure 4-Store Decisions Update. For every message received at τ < τ from instances m = i (t−1) and n = i (t+1) , update store decisions:
• x ji (i, τ ): amount of data that i decides to admit from node j ∈ B i at time τ .
• y in (i, τ ), y mi (i, τ ): amount of data i stores during slots t − 1, t, where i k (t) , m k (t−1) and n k (t+1) .
• g i (τ ): data surplus of i, i.e., : proc ← random{1, 2, 3, 4}; # select a random proc.
5
Node i executes Procedure proc;
6
Update g i (τ ) through (17);
The nodes circulate messages with their variables in order to coordinate. For example, the final value of the data that node i pushes to node j should be equal to the data that node j decides to admits, i.e., x * ij = x * ji . The detailed description of the method is given in Algorithm 2 (JSR Max-flow). The algorithm is executed continuously and the nodes adjust their decisions in an asynchronous fashion.
Specifically, the nodes update their routing and store decisions in successive time instances, with very small distance of τ 0 > 0 units, until the optimal solution is reached. In each time instance, a randomly selected node i ∈ N T executes (randomly) one of the four Procedures 1 to 4 (for more details about the procedures please refer to [26] ). Namely, each node i executes Procedure 1 to update its variables if the local surplus g i (τ ) is currently non-negative. Also, node i may execute Procedure 2 in order to notify its neighbors about its routing and store decisions as well as its dual variables, by sending certain notification messages.
Similarly, a node may select to execute Procedure 3 and coordinate its strategy with its neighbors, by exploiting the notification messages it has received from them. That is, each node i uses the latest notification messages it received and updates its local copies of the variables p j (i, τ ), x ij (i, τ ) and x ji (i, τ ) for each one of its neighbors. Finally, a node may update the store decisions using Procedure 4. Notice that each node k of graph G = (N , E) can execute all these tasks for each slot, i.e., for each one of its time instances i = k (t) ∈ N T , obviously without requiring message passing among them.
The algorithm converges when the nodes have reached consensus about the JSR policy and the surplus g i (·) is zero, i.e., when (17) is satisfied. Additionally, each node can initiate the execution of the algorithm if it detects local changes in its storage availability or the expected capacity variation patterns. In this case, the node can execute Procedure 1 that in turn will trigger the execution of Algorithm 2 from the affected nearby nodes. This algorithm has time complexity of O(N graph G T . Therefore, its complexity with respect to the initial graph G is non-polynomial [31] , since, in general, the time period T is not necessarily polynomial on the input size N .
V. MULTICOMMODITY JSR POLICIES
We will now extend our study to the case where data from two or more different sessions, which we call henceforth commodities, need to be transferred to respective destinations. We need to emphasize here that a commodity, in this work, represents flow aggregates where the aggregation is performed e.g., based on the application (and not individual flows). For example, in the context of ISP backbone networks, an application can be a bulk-data transfer, or streaming, or interdata center communication from one PoP to another PoP.
Our goal is to derive the Multicommodity JSR policy (MJSR) that determines how much traffic of each commodity should be routed over each link and stored in each intermediate node, in every time slot. The different flows may have different delivery priorities due to their specific QoS requirements or respective SLAs (e.g., see [34] ). We assume that the network is aware of these priorities and takes them into account in the respective resource allocation decisions.
A. Example of Storage Sharing Policy
Let us give at this point an example of storage sharing. Consider the network of Fig. 6(a) which conveys two commodities, denoted (1) and (2), with source and destination  pairs (a, d) and (b, e) respectively. Both commodities flow through node c which has a certain storage capacity of S c packets. For simplicity, we assume that C ac (t) = C bc (t) and C cd (t) = C ce (t), t = 1, 2, . . . , T . In Fig. 6(b) we depict for each commodity the maximum amount of transferred data for various allocations of storage capacity S c . We denote with S (1) c the portion of storage that is allocated to commodity (1) and S (2) c the respective storage capacity for commodity (2) . Clearly, the total storage capacity constraint must be always satisfied, i.e., S
For the upper plot we have assumed that S c = 55. We observe that there is a set of storage capacity values, S (1) c and S (2) c , for which the transferred data is maximized for both commodities. Clearly, in this case, where the storage resources are ample, it is straightforward to derive the optimal storage control policy.
On the contrary, for smaller values of S c , the aggregate amount of data that need to be stored may exceed the storage capacity. Therefore, the storage sharing policy must determine how much storage capacity should be allocated to each commodity. This is depicted in the lower plot of Fig. 6(b) , where S c = 40. It can be seen that one cannot simultaneously maximize the transferred data for both commodities.
B. Multicommodity JSR Policy
We can define the multicommodity max-flow problem by extending the single commodity JSR problem. Specifically, we consider a set W = {1, 2, . . . , W } of W = |W| commodities that are transferred over the same dynamic network G within a time period T . First, we introduce the respective multicommodity flow and storage control matrices. Specifically, we define x W = (x (w) ij
where x (w) ij ≥ 0 denotes the amount of data of commodity w that is sent over link (i, j) with i k (t) and j l (t+1) , (k, l) ∈ E. Similarly, we define the matrix y W = (y (w)
in ≥ 0 denotes the amount of commodity w that is stored at node k ∈ N during time slot t, where i = k (t) . Accordingly, we define the priority parameter r w ≥ 0, ∀w ∈ W. The larger the value of r w is, the highest is the priority of commodity w. These parameters are determined by the network which is assumed to be aware of the specific needs of each commodity. Additionally, they can be selected based on certain service level agreements that the network (e.g., and ISP) has with his clients. The optimal MJSR policy is given by the solution of the following problem:
ds , ∀w ∈ W (22) Constraints (20) and (21) indicate that the link capacities and node storage must be shared among the different commodities.
The MJSR problem can be solved in a distributed fashion using a methodology as the one we presented for the JSR problem. For example, one can use a relaxation method where the constraints that couple the different flows will be relaxed and each node, for each commodity, will decide the routing and store policy based on the circulated dual variables. Due to the different priority parameters, the problems for the different commodities will admit different solutions regarding link capacity and storage capacity allocations. As it will be shown in the numerical results section, the priority parameters bias the routing and storage control decisions of the network. The higher r w is, the more network resources commodity w will use and hence the larger will be the respective delivered amount of data.
VI. PERFORMANCE EVALUATION
In this section we provide numerical results, based on actual traffic traces, that verify the validity of our model and the applicability of our methodology. The performance metric is either the amount of data that can be transferred within a given time period or, equivalently, the incurred delay for the transfer of a certain amount of data from source to destination. We begin with the 3-node linear network of Fig. 2 the operation of which is described by (1)-(5). In Fig. 7(a) we depict the delay for the transfer of D = 600 data units from node a to c for different values of I(G, T ), and T = 40. As storage capacity S b increases, the incurred delay reduces down to a minimum value. For example, for I = 934, storage addition S b = 360 yields the minimum possible delay of M = 17 slots, which cannot be further improved even if one adds more storage. Also, Fig. 8 depicts the maximum amount of transferred data D, for a time period of T = 40 time slots from source to sink in the network of Fig. 2 . We see that this quantity increases with the available storage S b up to a certain point, and further increase in storage capacity does not improve the performance of the network. This maximum value depends on the dissimilarity index I of the links for the time period T .
Next, we consider the dynamic network of Fig. 5(a) and study the transfer of three commodities, . We study the network for a time interval of T = 10 slots. Our goal in this case is to investigate the impact of the priority parameters r 1 , r 2 , and r 3 on the amount that is transferred from each commodity, where we have set r 1 = r 3 . These results are plotted in Fig. 9 . We can see that as the ratio k = r 1 /r 2 = r 3 /r 2 increases, the transferred data of commodity (2) decrease and commodities (1) and (3) share the network resources.
In Figure 10 we show the topology of the operational backbone network of a large European ISP (Tier-1). These networks contain typically 10 to 20 central points of presence (PoP), e.g., aggregation nodes in large cities. Each one of the PoPs supports a set of smaller nodes (e.g., those of smaller cities) connected in a star topology. Please notice that there is link redundancy only in the backbone network and hence it is possible to optimize storage allocation and routing only in that part of the network. Such a Tier-1 ISP can also offer in-network virtualized storage and bandwidth elastic resources to third parties, e.g., CDNs, or even to end-users [29] .
In Fig. 11 we studied the maximum possible performance benefits for the above network, in terms of end-to-end data transfer (normalized values are used). To understand the importance of the resource elasticity assume that the capacity variation pattern (or, in general, the pattern of the available bandwidth) is initially such that the optimal total storage allocation according to the JSR algorithm is in point A. Now, assume that after few time windows T , the links capacity availability changes and the updated JSR solution dictates that it is necessary to reserve more storage. Due to the storage elasticity, it is possible to update the policy and shift the system to point B. This yields a performance improvement of the order of 12% as can be seen in Fig. 11 . Also, it is worth noticing that the longer is the time window over which the JSR optimization is realized, the larger is the benefit from in-network storage. In NFV systems such additional information can be exploited dynamically, i.e., whenever becomes available.
Finally, in Fig. 12 we present actual traffic traces from two links (called A-B, and B-C) of the network in Fig. 10 , measured over a period of 15 days and with a slot window of 5-minutes. Due to confidentiality issues, we present only the normalized traffic volumes; we give in the sequel more details on the order of magnitude for these quantities. Let us focus first on the upper subfigure. Based on the actual link utilization, the volume of the (normalized) traffic that is actually transferred over this link is D 1 = 11, 665 · 10 3 data units. However, if we exploit the off-peak traffic windows of this link, then we can transfer additional 9, 945 · 10 3 units. Therefore, the usage of storage in the origin node of this link can achieve an 85% increase of the volume of the transferred data, over a period of 15 days. Clearly, these numbers refer to the maximum possible data transfer increase, and are only achievable if the incoming links to the node have highly diverse traffic patterns. In most cases, we expect that the performance benefits will be smaller, due to the correlation of the traffic variation patterns of the different links.
For example, if we consider the traffic pattern of a successive link (in the network of Fig. 10 ) (link B-C), then we can plot the difference between the traffic of the two links. In case there is available storage capacity in node B, then we can increase the amount of data that can be conveyed from node A to C. Namely, we see that in-network storage in this case can achieve an end-to-end data transfer increase of 10.04% compared to the scenario with no storage at node B. Typical links that connect the different points-ofpresence (PoP) of large ISPs have capacity of 1Gbps and more often of 10 or 40Gbps [37] . Therefore, a data transfer increase of this order (for the 15-days time interval) corresponds to 16,686 Gbytes for the 1Gbps links, to 166,860 Gbytes for the 10Gbps links, and to 667,440 Gbytes for the 40Gbits links.
VII. RELATED WORK Storage has been considered in wireless networks in the context of Delay Tolerant Networks (DTN) [21] and more recently, in vehicular networks [35] . In these cases data is stored at intermediate nodes and is transmitted whenever required links are available, e.g., see [36] and references therein. The objective is to guarantee delivery of packets, and storage is used whenever routing is not feasible. On the contrary, we find the storage placement and control policies in order to reduce data transfer delay.
Another instance of storage-assisted networking is presented in [13] and [37] . The authors consider tandem networks that span across large areas, and derive store-and-forward policies for cost-efficient transfer of bulk data by exploiting alreadypaid-for bandwidth. This methodology has been also applied to datacenters [16] serving requests that follow strong diurnal patterns [4] . In all these cases, the benefits arise due to the periodicity of the users' demand and the fact that the links are dimensioned based on peak traffic values. In this class of works storage allocation is fixed and solutions are centralized.
In more abstract modeling terms, [38] presents a centralized algorithm that yields the minimum delay flow for a certain time period, with given link capacity patterns. The requirement for complete information is relaxed in [39] where the network is described by a set of stochastic processes, one for each link, with known state space. The objective is to find the shortest path for the delivery of a packet to the destination. It is an online problem which the authors prove that is intractable. Finally, an interesting survey of flow algorithms in dynamic networks with storage-capable nodes is provided in [31] .
At item level, i.e., file or file chunk, there exist various caching policies which identify item placement at node caches based on their popularity so as to minimize item retrieval time. For example in [17] a wireless network architecture of distributed caching is used to satisfy requests while consuming low backhaul bandwidth. Additionally, in content centric networking in-network storage affects the content availability and the network performance in terms of content retrieval delay [40] . Similarly, other recent network architectures like the publish/subscribe systems [41] , or peer-to-peer video ondemand solutions [42] make use of in-network storage. All these different classes of application scenarios reveal the important role of node storage and further motivate our analytical study of storage-assisted networking.
In an even smaller scale the class of Backpressure-based dynamic routing Policies (BP) [43] , [44] study queues which are orders of magnitude less than the mass storage we consider here. BP policies focus on the buffer-level traffic dynamics and extract the capacity region of the network. On the contrary, we focus on storage policies at the flow level, and require the knowledge only of the average aggregate traffic in each link, which most often follow a known periodic pattern. For these dynamics we try to assess the storage amounts and the routing that achieve the maximum end-to-end data transfer capacity. Our methodology is closely related to the network utility maximization framework [24] that has been extensively applied in communication networks [11] . Yet, we depart significantly from previous works as we present a novel model for the joint optimization of storage and link capacity, and employ the -relaxation algorithm that can be executed, when required, in a distributed and asynchronous fashion [26] . This is particularly important especially for large networks, since it allows fast calculations of the JSR policy, is robust and adaptive to small network changes, and lightweight in terms of communication overheads.
Joint storage control and routing algorithms are gaining increasing attention from industry. This is best exemplified by the recent decisions of many telecommunication companies to deploy their own content distribution networks, as L3 did [45] , or collaborate closely with CDNs, as AT&T [46] and Swisscom [47] did with Akamai. At the same time, the emering paradigm of NFV systems [9] , [32] and related products [6] , [7] , [8] which can support fast storage allocation policies, render our approach of high practical importance. Namely, our work provides a solid framework for jointly allocating storage and bandwidth capacity in such systems by exploiting their resource elasticity. Despite the proliferating works about the technical challenges in NFV systems, e.g., [48] , [49] , this allocation problem has been not studied before.
VIII. CONCLUSIONS In this work we explored under what conditions and in
what extent in-network storage can improve the data transfer capability of communication networks. The optimal storage allocation policy is the one that guarantees maximum benefit from storage use and can be derived for every network using the presented Storage Capacity Allocation algorithm. In order to realize this benefit, storage must be considered in conjunction with routing. The joint storage control -routing (JSR) policy can be derived through the solution of a single-or multicommodity max-flow problem defined over a time-expanded graph. At the same time, JSR policies utilize the minimum necessary storage capacity. The presented policies can be derived (and implemented) through optimization algorithms that are amenable both to centralized and to distributed execution. This is very important especially for large-scale systems.
The proposed framework extends the network utility maximization methodology and provides a unified treatment of storage-assisted networking. It can be applied to small or larger ISPs, datacenter networks or even to cellular networks. In all these cases, it is desired to work with links with high aggregation of traffic and monitoring data that are frequently updated. A variety of different products are nowadays commercially available to support such architectures, and related forward-looking solutions for network functions virtualization have already been supported and deployed by major market players. Clearly, the emerging paradigm of NFV offers a fertile ground for the application of these resource allocation methods. Moreover, this work opens many interesting research directions. For example, one could study how storage can be used to optimize network performance with respect to other criteria such as the energy consumption per transferred byte.
