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Abstract
The N = 2 supersymmetric KdV equations are studied within the framework of
Hirota’s bilinear method. For two such equations, namely N = 2, a = 4 and N = 2, a =
1 supersymmetric KdV equations, we obtain the corresponding bilinear formulations.
Using them, we construct particular solutions for both cases. In particular, a bilinear
Ba¨cklund transformation is given for the N = 2, a = 1 supersymmetric KdV equation.
1
1 Introduction
The theory of supersymmetric integrable systems has been an extensive research field for
more than twenty years. As a consequence, many supersymmetric integrable equations have
been studied and a number of interesting properties has been established. Among them, the
most celebrated supersymmetric system is the supersymmetric Korteweg-de Vries (KdV)
equation [1, 2]. It has been shown that, as its bosonic analogue, the supersymmetric KdV
(SKdV) equation is a bi-Hamiltonian system [3], has Darboux and Ba¨cklund transformations
[4, 5], can be casted into bilinear from [7, 8, 9], etc.
In the literature, there exist more than one supersymmetric extensions for the KdV
equation. The most interesting ones are the N=2 supersymmetric KdV equations. The
system was originally introduced by Laberge and Mathieu [10, 11]. It reads as
φt = −φxxx + 3(φD1D2φ)x + 1
2
(a− 1)(D1D2φ2)x + 3aφ2φx (1)
where φ = φ(x, t, θ1, θ2) is a superboson function depending on temporal variable t, spatial
variable x and its fermionic counterparts θi(i = 1, 2). D1 and D2 are the super derivatives
defined by D1 = ∂θ1 + θ1∂x,D2 = ∂θ2 + θ2∂x and a is a parameter. In the sequel, we
will refer to (1) as the SKdVa equation. This one-parameter family of equations (1) is
integrable only for certain values of the parameter a. Indeed, Laberge and Mathieu in [10]
have shown that for both a = −2 and a = 4, there exist Lax operators and Hamiltonian
structures and infinite conservation laws. Then they [11] introduced SKdV1 equation as
a Hamiltonian equation with the N = 2 superconformal algebra as a second Hamiltonian
structure. The Lax representations are given for SKdV−2 and SKdV1 equations in [12].
Kupershmidt (see ref. [11]) observed that SKdV4 equation is actually a bi-Hamiltonian
system while Oevel and Popowicz [3] constructed the bi-Hamiltonian structures for both
SKdV−2 and SKdV4 equations based on r-matrix theory. A Painleve´ analysis is performed for
the SKdVa equations in [13]. We also remark that N = 2 SKdV systems can be represented
in terms of N = 1 Lax operators [14, 15].
The purpose of this paper is to study the SKdVa equation from the viewpoint of Hirota’s
method. Recently, Hirota’s method has been applied to the supersymmetric integrable sys-
tems and the equations considered includes SKdV equation [9, 6], supersymmetric MKdV
equation [16], supersymmetric classical Boussinesq equation or supersymmetric two-boson
equation [17]. As in the classical case, Hirota’s method can be adopted not only for con-
structing solutions, but also can be used for derivations of other properties. Therefore, this
approach is very effective in the study of supersymmetric systems.
The paper is organized as follows. In section 2, we will transform the SKdV4 equation into
bilinear form and construct its solitons. In section 3, we first convert the SKdV1 equation
into bilinear form, then making use of this bilinear form a Ba¨cklund transformation and
soliton solutions are constructed for this system. And a Lax representation can be worked
out for the SKdV1 equation. Final section contains a brief discussion.
2
2 SKdV4 equation
In this section, we will consider the SKdV4 and show that it can be converted into a bilinear
form. Our strategy to do so is first to rewrite this equation in terms of N=1 formalism,
then we embed it into the hierarchy of the supersymmetric two-boson system. Based on
this connection, we provide a proper bilinear form for the SKdV4. We also construct soliton
solutions for this system.
2.1 Bilinear form
From (1), our SKdV4 equation reads as
φt =
[
−φxx + 3φD1D2φ+ 3
2
D1D2φ2 + 4φ3
]
x
, (2)
let
φ = v + θ2β
where v = v(t, x, θ1) is a bosonic (even) function while β = β(t, x, θ1) is a fermionic (odd)
one. Then the SKdV4 equation (2) in components takes the following form
vt =
[−vxx + 6vDβ + 3(Dv)β + 4v3]x , (3a)
βt =
[−βxx − 6vDvx − 3vxDv + 3βDβ + 12v2β]x , (3b)
where and hereafter we use D = D1 for simplicity. Suppose that
v =
1
2
iu, β = −α + 1
2
Du
where i =
√−1, then the system (3a-3b) is transformed into
ut =
[−uxx + 3αDu− 6uDα− u3 + 3uux]x , (4a)
αt =
[−αxx − 3αDα− 3u2α− 3uαx]x . (4b)
It has been shown that above system and the supersymmetric two-boson (sTB) equation
share the same hierarchy [15]. The system (4a-4b) in fact is the third flow while the sTB is
the second one. So we recall the sTB equation [18]
ut2 = (−ux + u2 + 2Dα)x, (5a)
αt2 = (αx + 2uα)x. (5b)
As shown in [17], through the following dependent variables transformations
u = −
(
ln
f
g
)
x
= −ϕx, α = (D ln g)x = Dρx, (6)
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the sTB equation is brought into the bilinear form
(Dt2 +D
2
x)f · g = 0, (7a)
S(Dt2 +D
2
x)f · g = 0, (7b)
where the super Hirota derivative is defined as:
SDmt D
n
xf · g = (Dθ1 −Dθ2)
(
∂
∂t1
− ∂
∂t2
)m(
∂
∂x1
− ∂
∂x2
)n
f(x1, t1, θ1)g(x2, t2, θ2)
∣∣∣∣∣x1=x2=xt1=t2=t
θ1=θ2=θ
.
Now substituting the transformations (6) into the eqs. (5a) and (5b), we obtain
ϕt2 = −ϕxx − ϕ2x − 2ρxx, (8a)
ρt2 = ρxx − 2D−1(ϕxDρx). (8b)
Observing that the eqs. (5a-5b) or (8a-8b) and the eqs. (4a-4b) are the second and third
flows respectively, we now convert the latter into bilinear form.
With the help of the transformations (6), the system (4a)-(4b) is rewritten as
[ϕt + ϕxxx + 3(Dϕx)(Dρx) + 6ϕxρxx + ϕ3x + 3ϕxϕxx]x = 0,
(Dρt +Dρxxx + 3ϕ2xDρx − 3ϕxDρxx + 3ρxxDρx)x = 0,
integrating the above equations once and taking zero as the integration constants, we obtain
ϕt + ϕxxx + 3(Dϕx)(Dρx) + 6ϕxρxx + ϕ3x + 3ϕxϕxx = 0, (9a)
Dρt +Dρxxx + 3ϕ2xDρx − 3ϕxDρxx + 3ρxxDρx = 0. (9b)
For (9a), we have
0 = ϕt +
1
4
(ϕ3x + 3ϕxϕxx + 6ϕxρxx + ϕxxx)
+
3
4
[ϕ3x + 3ϕxϕxx + 6ϕxρxx + ϕxxx + 4(Dϕx)(Dρx)]
= ϕt +
1
4
(ϕ3x + 3ϕxϕxx + 6ϕxρxx + ϕxxx)
−3
4
{
ϕx(−ϕxx − ϕ2x − 2ρxx) + (−ϕxx − ϕ2x − 2ρxx)x + 2[ρxx − 2D−1(ϕxDρx)]x
}
(8a),(8b)
= ϕt +
1
4
(ϕ3x + 3ϕxϕxx + 6ϕxρxx + ϕxxx)−
3
4
(ϕxϕt2 + ϕxt2 + 2ρxt2)
=
1
fg
(Dt − 3
4
DxDt2 +
1
4
D3x)f · g (10)
4
and for (9b), we have
0 =
1
2
{−[ϕ3x + 3ϕxϕxx + 6ϕxρxx + ϕxxx + 3(Dϕx)(Dρx)]Dϕ
−D[ϕ3x + 3ϕxϕxx + 6ϕxρxx + ϕxxx + 3(Dϕx)(Dρx)] + 2Dρt
+
3
4
[ϕ3x + 3ϕxϕxx + 6ϕxρxx + ϕxxx + 4(Dϕx)(Dρx)]Dϕ
+
3
4
(ϕxx + ϕ
2
x + 2ρxx)Dϕx +
3
4
ϕxD(ϕxx + ϕ2x + 2ρxx)
−3
2
ϕxD[ρxx − 2D−1(ϕxDρx)] + 3
2
(ϕxx + ϕ
2
x + 2ρxx)Dρx
+
3
4
D(ϕxx + ϕ2x + 2ρxx)x +
1
4
[(ϕ3x + 3ϕxϕxx + 6ϕxρxx + ϕxxx)Dϕ
+3ϕxDϕxx +Dϕxxx + 2Dρxxx + 3(ϕxx + ϕ2x + 2ρxx)Dϕx
+6(ϕxx + ϕ
2
x + 2ρxx)Dρx]
}
(8a−9a)
=
1
2
{
ϕtDϕ+Dϕt + 2Dρt − 3
4
[(ϕxϕt2 + ϕxt2 + 2ρxt2)Dϕ
+ϕt2Dϕx + ϕxDϕt2 + 2ϕxDρt2 + 2ϕt2Dρx +Dϕxt2] +
1
4
SD3xf · g
fg
}
=
1
2fg
S
(
Dt − 3
4
DxDt2 +
1
4
D3x
)
f · g (11)
therefore, our SKdV4 equation assumes the following bilinear form
(Dt − 3
4
DxDt2 +
1
4
D3x)f · g = 0, (12a)
S(Dt − 3
4
DxDt2 +
1
4
D3x)f · g = 0. (12b)
2.2 Solutions
For a given system, Hirota’s bilinear form is ideal for constructing particular solutions. Next
we shall show that a class of solutions can be calculated for the SKdV4 equation. We take
f = εf1, g = 1 + εg1 + ε
2g2 + ε
3g3 + · · · ,
substituting the above expressions into the eqs. (12a) and (12b) and collecting the alike
power terms, we have
ε1 : (Dt − 34DxDt2 + 14D3x)(f1 · 1) = 0,
S(Dt − 34DxDt2 + 14D3x)(f1 · 1) = 0,
(13)
and for i ≥ 1,
εi+1 : Dt − 34DxDt2 + 14D3x)(f1 · gi) = 0,
S(Dt − 34DxDt2 + 14D3x)(f1 · gi) = 0.
(14)
5
From (13), we get
f1t − 3
4
f1xt2 +
1
4
f1xxx = 0, D(f1t − 3
4
f1xt2 +
1
4
f1xxx) = 0. (15)
From eqs. (7a) and (7b), we may take [17],
f1t2 = −f1xx, gi,t2 = gi,xx − 2kgi,x. (16)
substituting the above expression into (15), we get f1t = −f1xxx. Therefor, f1 assumes the
following form
f1 = e
kx−k2t2−k
3t+θξ (17)
where k is an usual constant and ξ is a Grassmann odd constant. Then, substituting eqs.
(16) and (17) into (14), we obtain
gi,t + 3k
2gi,x − 3kgi,xx + gi,xxx = 0,
(D − ξ − θk)(gi,t + 3k2gi,x − 3kgi,xx + gi,xxx) = 0.
Accordingly we can choose
gi = e
kix+ki(ki−2k)t2+ki(3kki−k2i−3k
2)t+θξi
so, we have
f = ekx−k
2t2−k
3t+θξ, g = 1 +
N∑
i=1
ekix+ki(ki−2k)t2+ki(3kki−k
2
i−3k
2)t+θξi . (18)
These solutions have the remarkable property that they allow fusion and fission to take place
[7, 8].
3 SKdV1 equation
In above section, we succeeded to construct the bilinear form and a class of solutions for the
SKdV4 equation. Now we turn to the SKdV1 equation and study it from the viewpoint of
Hirota’s bilinear method. We will show that this system enjoys a simple bilinear form and
a remarkable Ba¨cklund transformation.
3.1 Bilinear form
As in the case of the SKdV4 equation, we will work in the context of N = 1 formalism.
Therefore, let
φ = v + θ2β
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then from the system (1), our SKdV1 equation in component reads as
vt = [−vxx + 3vDβ + v3]x, (19a)
βt = [−βxx − 3vDvx + 3βDβ + 3v2β]x. (19b)
Now we introduce the following dependent variable transformations
v = i
(
ln
f
g
)
x
= iϕx, β = −(D ln fg)x = −Dρx, (20)
substituting the above expressions into the eqs. (19a-19b), we obtain
ϕt + ϕxxx + 3ϕxρxx + ϕ
3
x = 0, (21a)
Dρt +Dρxxx + 3ϕxDϕxx + 3ρxxDρx + 3ϕ2xDρx = 0, (21b)
for (21a), we have
ϕt + ϕ
3
x + ϕxxx + 3ϕxρxx =
1
fg
(Dt +D
3
x)f · g = 0, (22)
and for (21b), we have
0 = Dρt +Dρxxx + 3ϕxDϕxx + 3ρxxDρx + 3ϕ2xDρx
(21a)
= Dρt +Dρxxx + 3ϕxDϕxx + 3ρxxDρx + 3ϕ2xDρx + (ϕt + ϕxxx + 3ϕxρxx + ϕ3x)Dϕ
=
1
fg
S(Dt +D
3
x)f · g. (23)
From the above eqs. (22-23), we obtain the bilinear form for the SKdV1 equation
(Dt +D
3
x)f · g = 0, (24a)
S(Dt +D
3
x)f · g = 0. (24b)
Remark: This bilinerization is particularly simple and can be considered as a direct gener-
alization of the bilinear form of the supersymmetric two-boson system (7a-7b). However, it
is interesting that these two systems do not belong to the same integrable hierarchy.
3.2 Ba¨cklund transformation
Integrable systems often possess Ba¨cklund transformations, which may be used to construct
solutions. Also, Ba¨cklund transformation is considered as a characteristic of integrability
for a given system. In this section, we will derive a bilinear BT for the SKdV1 system. We
follow the paper [16] and our results are summarized in the following
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Proposition 1 Suppose that (f, g) is a solution of eqs. (24a) and (24b), then (f ′, g′) satis-
fying the following relations,
Dxg · f ′ −Dxf · g′ = µgf ′ − µfg′, (25a)
SDxg · f ′ + SDxf · g′ = µSg · f ′ + µSf · g′, (25b)
(Dt +D
3
x − 3µD2x + 3µ2Dx)g · g′ = 0, (25c)
(Dt +D
3
x − 3µD2x + 3µ2Dx)f · f ′ = 0, (25d)
is another solution of (24a) and (24b), where µ is an ordinary constant.
Proof. We consider the following
P1 ≡ [(Dt +D3x)f · g]f ′g′ − fg[(Dt +D3x)f ′ · g′],
P2 ≡ [S(Dt +D3x)f · g]f ′g′ − fg[S(Dt +D3x)f ′ · g′].
We will show that above eqs. (25a)-(25d) imply P1 = 0 and P2 = 0. The case of P1 can be
verified as in [16], so we will concentrate on P2 next. We will use various bilinear identities
8
which are presented in Appendix A.
P2
(A.1,A.2)
= S[(Dtg · g′) · ff ′ − gg′ · (Dtf · f ′)] + (Sf · g)(Dtf ′ · g′)− (Dtf · g)(Sf ′ · g′)
−3Dx[(SDxf · g′) · (Dxg · f ′) + (SDxg · f ′) · (Dxf · g′)] + (Sf · g)(D3xf ′ · g′)
−(D3xf · g)(Sf ′ · g′) + S[(D3xf · f ′) · gg′ − ff ′ · (D3xg · g′)]
= −3Dx[(SDxf · g′) · (Dxg · f ′) + (SDxg · f ′) · (Dxf · g′)]
+S{[(Dt +D3x)g · g′] · ff ′ + [(Dt +D3x)f · f ′] · gg′}
+(Sf · g)[(Dt +D3x)f ′ · g′]− (Sf ′ · g′)[(Dt +D3x)f · g]
(25c,25d)
= −3Dx[(SDxf · g′) · (Dxg · f ′) + (SDxg · f ′) · (Dxf · g′)]
+3µS[(D2xg · g′) · ff ′ − gg′ · (D2xf · f ′)]− 3µ2S[(Dxg · g′) · ff ′ − gg′ · (Dxf · f ′)]
+(Sf · g)[(Dt +D3x)f ′ · g′]− (Sf ′ · g′)[(Dt +D3x)f · g]
(A.3,A.4)
= −3Dx[(SDxf · g′) · (Dxg · f ′) + (SDxg · f ′) · (Dxf · g′)]
+3µDx[(SDxg · f ′) · fg′ + (Dxg · f ′) · (Sg′ · f)− (Sg · f ′) · (Dxg′ · f)
−gf ′ · (SDxg′ · f)]− 3µ2Dx[(Sg · f ′) · fg′ + gf ′ · (Sg′ · f)]
+(Sf · g)[(Dt +D3x)f ′ · g′]− (Sf ′ · g′)[(Dt +D3x)f · g]
(25a)
= −3Dx[(SDxf · g′) · (Dxf · g′ + µgf ′ − µfg′) + (SDxg · f ′)(Dxg · f ′ − µgf ′ + µfg′)]
+3µDx[(SDxg · f ′) · fg′ + (Dxf · g′ + µgf ′ − µfg′) · (Sg′ · f)
+(Sg · f ′) · (Dxg · f ′ − µgf ′ + µfg′)− gf ′ · (SDxg′ · f)]
−3µ2Dx[(Sg · f ′) · fg′ + gf ′ · (Sg′ · f)]
+(Sf · g)[(Dt +D3x)f ′ · g′]− (Sf ′ · g′)[(Dt +D3x)f · g]
= 3Dx[(Dxf · g′ − µfg′) · (SDx − µS)f · g′]
+3Dx[(Dxg · f ′ − µgf ′) · (SDx − µS)g · f ′]
+(Sf · g)[(Dt +D3x)f ′ · g′]− (Sf ′ · g′)[(Dt +D3x)f · g]
(25a)
= 3Dx[(Dxg · f ′ − µgf ′) · (SDxf · g′ − µSf · g′ + SDxg · f ′ − µSg · f ′)]
+(Sf · g)[(Dt +D3x)f ′ · g′]− (Sf ′ · g′)[(Dt +D3x)f · g]
(25b)
= (Sf · g)[(Dt +D3x)f ′ · g′]− (Sf ′ · g′)[(Dt +D3x)f · g].
Since (f, g) is a solution, it satisfies (Dt +D
3
x)f · g = 0. Also, taking account of P1 = 0, it
yields that (Dt+D
3
x)f
′ ·g′ = 0. Therefore, we finally have P2 = 0 and the proof is completed.
Next we will demonstrate that a spectral problem can be derived from the above BT.
For this purpose, we assume
m = f ′/f, n = g′/g,
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then by simple manipulation, from eqs. (25a-25d) we have
mx +mϕx + nϕx − nx + µm− µn = 0, (26a)
mDϕx + 2ϕxDn+ nDϕx − 2Dnx − 2µDn−mDρx − nDρx = 0, (26b)
nt − 3nxϕxx + 3nxρxx + nxxx − 3µnϕxx + 3µnρxx + 3µnxx + 3µ2nx = 0, (26c)
mt + 3mxϕxx + 3mxρxx +mxxx + 3µmϕxx + 3µmρxx + 3µmxx + 3µ
2mx = 0. (26d)
D(m+n)x+µD(m+n)+(m+n)Dρx+ϕxD(m−n)+µ(m−n)Dϕ+(m−n)xDϕ+(m+n)ϕxDϕ = 0.
(27)
To obtain a more compact form, we introduce
U = m− n, V = m+ n,
in these variables, and the eqs. (26a-26d) can be rewritten simply as
Ux + ϕxV + µU = 0, (28a)
ϕxDU +DVx + µDV + VDρx = 0, (28b)
Vt + 3µρxxV + 3µϕxxU + Vxxx + 3ϕxxUx + 3ρxxVx + 3µVxx + 3µ
2Vx = 0, (28c)
Ut + 3µρxxU + 3µϕxxV + Uxxx + 3ϕxxVx + 3ρxxUx + 3µUxx + 3µ
2Ux = 0. (28d)
Therefore we have the following
Proposition 2 The compatibility condition of (28a)-(28d) are the SKdV1 equtions (19a)
and (19b).
Proof: Direct calculations.
3.3 Solutions
Since our SKdV1 system (19a-19b) has (24a-24b) as its Hirota’s bilinear form, we may adopt
the standard perturbation method to find its possible soliton-like solutions. By tedious
but straightforward calculation, we find one-soliton, two-soliton and three-soliton solutions,
which are listed in the following
One-soliton:
f = 1 + eη+θξ,
g = 1− eη+θξ.
where η = kx− k3t+ c0.
Two-soliton:
f = 1 + eη1+θξ1 + eη2+θξ2 + A12e
η1+η2+θ(ξ1+ξ2),
g = 1− eη1+θξ1 − eη2+θξ2 + A12eη1+η2+θ(ξ1+ξ2).
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Three-soliton:
f = 1 + eη1+θξ1 + eη2+θξ2 + eη3+θξ3
+A12e
η1+η2+θ(ξ1+ξ2) + A13e
η1+η3+θ(ξ1+ξ3) + A23e
η2+η3+θ(ξ2+ξ3)
+(m13m23A12 +m12m32A13 +m12m13A23)e
η1+η2+η3+θ(ξ1+ξ2+ξ3),
g = 1− eη1+θξ1 − eη2+θξ2 − eη3+θξ3
+A12e
η1+η2+θ(ξ1+ξ2) + A13e
η1+η3+θ(ξ1+ξ3) + A23e
η2+η3+θ(ξ2+ξ3)
−(m13m23A12 +m12m32A13 +m12m13A23)eη1+η2+η3+θ(ξ1+ξ2+ξ3).
where ηi = kix− k3i t+ ci, mij = ki−kjki+kj and
Aij =
(
ki − kj
ki + kj
)(
kj − ki + 2ξiξj
ki + kj
+ 2θ
kiξj − kjξi
ki + kj
)
.
4 Discussions
In this paper, we study the N=2 SKdV equations within the framework of the Hirota bilinear
method. For two of the three integrable cases, namely SKdV4 and SKdV1 equations, we
succeed in obtaining their bilinear forms. We also construct the solutions for both equations
and find a simple Ba¨cklund transformation for the SKdV1 equation.
Our results are presented in the N=1 form, so it is interesting to find if it is possible
to study these N=2 equations within the N=2 form. Also, there is another N=2 SKdV
equation–SKdV−2 and working out its bilinear form is an open problem.
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Appendix: some bilinear identities
In this appendix, some relevant bilinear identities are listed. Proofs of these identities are
straightforward so are omitted. Here a, b, c and d are arbitrary even functions of the
independent variables x, t, and θ.
11
(SDxa · b)cd − ab(SDxc · d) = S[(Dxb · d) · ac− bd · (Dxa · c)]
+(Sa · b)(Dxc · d)− (Dxa · b)(Sc · d), (A.1)
(SD3xa · b)cd − ab(SD3xc · d) = −3Dx[(SDxa · d) · (Dxb · c) + (SDxb · c) · (Dxa · d)]
+S[(D3xa · c) · bd− ac · (D3xb · d)]
+(Sa · b)(D3xc · d)− (D3xa · b)(Sc · d), (A.2)
S[(D2xa · b) · cd− ab · (D2xc · d)] = Dx[(SDxa · c) · bd+ (Dxa · c) · (Sb · d)]
+Dx[−(Sa · c) · (Dxb · d)− ac · (SDxb · d)], (A.3)
S[(Dxa · b) · cd− ab · (Dxc · d)] = Dx[(Sa · d) · bc + ad · (Sb · c)]. (A.4)
References
[1] Manin Yu I and Radul A O, Commun. Math. Phys. bf 98 (1985) 65.
[2] Mathieu P, J. Math. Phys. 29 (1988) 2499.
[3] Oevel W and Popowicz Z, Commun. Math. Phys. 139 (1991) 441;
Figueroa-O’Farrill J M, Mas J and Ramos E, Rev. Math. Phys. 3 (1991) 479.
[4] Liu Q P and Man˜as M, in Supersymmetry and Integrable Systems, Aratyn H et al (Eds.)
Lect. Notes Phys. 502 (1998) 268.
[5] Liu Q P and Xie Y F, Phys. Lett. A 128 (2004)169.
[6] Liu Q P and Hu X B, J. Phys. A: Math. & Gen. 38 (2005) 6371.
[7] McArthur I N and Yung C M, Mod. Phys. Lett. A 8 (1993) 1739.
[8] Carstea A S, Nonlinearity 13 (2000) 1645.
[9] Carstea A S, Ramani A and Grammaticos B, Nonlinearity 14 (2001) 1419.
[10] Laberge C A and Mathieu P, Phys. Lett. B 215 (1988) 718.
[11] Labelle P and Mathieu P, J. Math. Phys. 32 (1991) 923.
[12] Popowicz Z, Phys. Lett. A 174 (1993) 411.
[13] Bourque S and Mathieu P, J. Math. Phys. 42 (2001) 3517.
[14] Inami T and Kanno H, Nuc. Phys. B 359 (1991) 201.
12
[15] Liu Q P, Phys. Lett. A 235 (1997) 335;
Liu Q P, Commun. Theor. Phys. 25 (1996) 505.
[16] Liu Q P, Hu X B and Zhang M X, Nonlinearity 18 (2005) 1579.
[17] Liu Q P and Yang X X, Phys. Lett. A 351 (2006) 131.
[18] Brunelli J C and Das A, Phys. Lett. B 337 (1994) 303.
Brunelli J C and Das A, Phys. Lett. B 354 (1994) 3007;
Brunelli J C and Das A, Int. J. Mod. Phys. A 10 (1995) 4563.
13
