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ABSTRACT 
 
 
Mainly, an Internet service provider (ISP) provides best-effort service to all customers 
that subscribe to it and Quality of Service (QoS) is only given by provider if it being 
request. While traffic become congested, initial setting of configuration doesn’t resolve 
this issue. Current trending on network nowadays with convergence of data, voice and 
video it is important for network to administrator to classify the traffic by using QoS 
mechanism.  In applying differentiated QoS, router will classify and remarked the traffic 
to utilize the network.  Regarding the Service Level Agreement (SLA), classification the 
traffic will make router to use more resources. Outcome from the result is very 
important by implementing these methods by using for network system administration, 
network engineer and others. In order study effectiveness by applying QoS on network, 
appropriate methodology need to be applied. Objective for this setup is to categorize 
network performance metrics such as throughput, jitter and packet loss based on 
multiple traffic accessing the router. Remarking and classify traffic will make router will 
do more work. Certain devices, performance become dropped when enabling this 
method. Another method is by make combination of classification, remarking and apply 
traffic policing. This method will deteriorate throughput at the egress router. Other than 
that, jitter and packet loss also will be increased by implementing traffic policing. Jitter, 
throughput and packet loss will be measured by using network performance tools such 
as IPERF.  Regarding from previous review of literature, ISP or network provider need 
to concern about their SLA and providing service of network to avoid issue that will be 
discussed on thesis.  
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ABSTRAK 
 
 
Terutamanya, pembekal perkhidmatan Internet (ISP) menyediakan perkhidmatan usaha 
terbaik kepada semua pelanggan yang melanggan dan Kualiti Perkhidmatan (QoS) hanya 
diberikan oleh pembekal jika ia menjadi permintaan. Walaupun trafik menjadi sesak, 
penetapan awal konfigurasi tidak menyelesaikan isu ini. Perkembangan semasa ke atas 
rangkaian pada masa kini dengan penumpuan data, suara dan video adalah penting untuk 
rangkaian kepada pentadbir untuk mengklasifikasikan lalu lintas dengan menggunakan 
mekanisme QoS. Dalam menggunakan QoS berbeza, router akan mengelaskan dan berkata 
trafik untuk menggunakan rangkaian. Mengenai Perjanjian Tahap Perkhidmatan (SLA), 
klasifikasi trafik akan membuat router untuk menggunakan lebih banyak sumber. Hasil 
daripada keputusan yang sangat penting dengan melaksanakan kaedah ini dengan 
menggunakan untuk pentadbiran sistem rangkaian, jurutera rangkaian dan lain-lain. 
Untuk keberkesanan kajian dengan menggunakan QoS pada rangkaian, kaedah yang 
sesuai perlu digunakan. Objektif untuk projek ini adalah untuk mengkategorikan metrik 
prestasi rangkaian seperti pemprosesan, ketar dan kehilangan paket berdasarkan pelbagai 
trafik mengakses router. Penyemakan Semula dan mengelaskan trafik akan membuat 
router akan melakukan lebih banyak kerja. Peranti tertentu, prestasi menjadi jatuh apabila 
membolehkan kaedah ini. Kaedah lain adalah dengan make gabungan klasifikasi, 
mengulas dan memohon kepolisan lalu lintas. Kaedah ini akan merosot pemprosesan di 
router jalan keluar. Selain daripada itu, ketar dan kehilangan paket juga akan 
dipertingkatkan dengan melaksanakan kepolisan lalu lintas. Ketar, pemprosesan dan 
kehilangan paket akan diukur dengan menggunakan alat prestasi rangkaian seperti 
IPERF. Mengenai daripada kajian sebelum sastera, ISP atau pembekal rangkaian perlu 
kebimbangan mengenai SLA dan perkhidmatan yang menyediakan rangkaian untuk 
mengelakkan isu yang akan dibincangkan pada tesis. 
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