Discusion 39
It is a pleasure to honor our teacher and colleague Hans Bremermann on this anniversary! More than three decades ago, Hans was one of the very rst mathematicians to investigate the embryonic eld of \self-organizing systems". Since then it has developed and bifurcated into new disciplines such as Arti cial Intelligence, Neural Computation, Machine Learning, Cognitive Science, Genetic Algorithms, and Arti cial Life; with strong links to Dynamical Systems, Stochastic Optimization, Control Theory, Robotics, Mathematical Biology, Fuzzy Logic, Complexity Theory and Parallel Processing.
Hans is still active in the eld that is now called Neural Networks with recent articles and lectures presenting novel learning methods inspired by biological phenomena.
In this paper we report on some new architectures for neural computation, motivated in part by biological considerations. One of our goals is to demonstrate that it is just as easy for a neural net to compute with arbitrary attractors| oscillatory or chaotic| as with the more usual asymptotically stable xed points. The advantages (if any) of such architectures is currently being investigated; but it seems reasonable that the much richer dynamics of recurrent networks, so obvious in recordings of brain activity, must be useful for something. On the other hand, the constraints of computing with biological wet-ware may make chaotic dynamics unavoidable in complex nervous systems.
We hypothesize also that the as yet unrivaled cababilities of the human brain derive from an ability to integrate both analog intuitive pattern recognition operations, and digital symbolic logical operations at the ground level of its hardware.
To investigate these possiblitities, we have constructed a parallel distributed processing architecture inspired by the structure and dynamics of cerebral cortex. The construction assumes that cortex is a set of coupled associative memories with dynamic attractors. It is guided also by a particular concept of the physical structure required of macroscopic computational systems in general for reliable computation in the presence of noise. Our challenge is to accomplish real tasks that brains can do, using ordinary differential equations, in networks that are as faithful as possible to the known anatomy and dynamics of cortex.
Much of this work has been in collaboration with Frank Eeckman of Lawrence Livermore National Laboratory, and Todd Troyer, a former gradu-ate student in the department of mathematics, who is now at the University of California in San Francisco.
Introduction
Oscillatory patterns of 40 to 80 Hz have been observed in the large scale activity (local eld potentials) of olfactory cortex 25] and visual neocortex 27] , and shown to predict the olfactory and visual pattern recognition responses of a trained animal 25]. Similar observations of 40 Hz oscillation in auditory and motor cortex, and in the retina and EMG have been reported. It thus appears that cortical computation in general may occur by dynamical interaction of resonant modes, as has been thought to be the case in the olfactory system. The oscillation can serve a macroscopic clocking function and entrain or \bind" the relevant microscopic activity of disparate cortical regions into a well de ned phase coherent collective state or \gestalt". This can overide irrelevant microscopic activity and produce coordinated motor output. There is further evidence that although the oscillatory activity appears to be roughly periodic, it is actually chaotic (nonperiodic) when examined in detail 24] .
If this view is correct, then oscillatory/chaotic network modules form the actual cortical substrate of the diverse sensory, motor, and cognitive operations now studied in static networks. How are those functions accomplished with oscillatory and chaotic dynamics, and what advantages are gained thereby?
If we assume that nature makes good use of this dynamical complexity, and if we believe that biological systems outperform man-made devices in many task domains, then it is a good idea to look here for novel design principles that underly nature's superior computational performance. We hypothesize that the physical computing medium determines the kinds of algorithms that are e ective, so that the algorithms we nd employed in the brain may be close to those that will be e ective for similar parallel computing systems.
We view a computational medium as a set of structurally stable inputoutput subsystems which can be coupled in various ways into a larger system. By \structurally stable" we mean that the dynamical behavior of each subsystem is largely immune to small perturbations due to noise or parameter changes. We assume that the dynamics of each subsystem is organized into attractor basins; the attractors can be stationary, periodic or chaotic. As the overall system evolves in time , each subsystem passes through a sequence of attractors, some function of which is presented to an observer as the \out-put" of the system. These sequences of attractors are the \computation" of the system. Present day \digital" computers are such systems. They are built of ipops which are continuous, structurally stable dissipative dynamical systems with two stable equilibrium states underlying the symbols we call \0" and \1". Each such states is an attractor: the system returns to it following any small perturbation, because the ip-ops are \open systems" each with its own power supply, and each continually dissipating energy to maintain the equilibrium state.
In conventional digital computers, the patterns input to its digital elements ( ip-ops) are one dimensional| they decide if a scalar valued input signal is high or low (0 or 1). In this architecture, the associative memory modules are N-ops, they can make Nary decisions on N dimensional analog input patterns.
It is an old idea, going back at least to R. Thom 35] and E. C. Zeeman 38] , that an attractor in the dynamics of the brain somehow corresponds to a mode of activity or a mental state| e.g. a pattern of motor action, or a thought, concept, idea, belief, or emotion. It is not our purpose here to explore this vague proposal, but merely to suggest possible biological interpretations of attractors. Unfortunately the mathematical study of bifurcations of attractors is practically nonexistent| there is almost nothing known beyond Hopf bifurctations.
Our main tool is a method of constructing networks, the Normal Form Projection Algorithm (NFPA) 11]. Based on dynamical systems theory, this algorithm was originally designed as a hypothesis about learning and pattern recognition in cerebral cortex 6]. The algorithm produces a recurrent, continuous time network for storing data vectors as equilibria, limit cycles, or even as chaotic attractors.
A key feature of a net constructed by this algorithm is that the underlying dynamics is explicitly isomorphic to any of a class of standard, well understood nonlinear dynamical systems. This system is chosen in advance, independent of both the patterns to be stored and the learning algorithm to be used.
This control over the dynamics permits the design of important aspects of the network dynamics independent of the particular patterns to be stored. Stability, basin geometry, and rates of convergence can be investigated and designed in the standard dynamical system. The projection algorithm decouples these dynamical features from others which are more problem-dependent, like preprocessing, learning rules, reconstruction of data.
This has allowed the construction of complicated hierarchical systems built of these modules, whose behavior can nevertheless be analysed in detail. The architecture is such that the larger system is itself a special case of the type of network of the modules, and can be analysed with the same tools used to design the subnetwork modules.
We have constructed a system that emulates the well studied discretetime \simple recurrent" or \Elman" network architecture 21, 20]. We are particularly interested in the discrete time aspect of its operation, since that ts our cortical model. It is an elementary system for investigating sequential behavior, where the learning algorithm is local in time, and the e ect of our network architecture and its dynamics may be studied and compared to the static cases.
The architecture can operate in discrete time with a machine cycle like a conventional computer and approximate the symbol processing behavior of a nite state machine, even though it has dynamic analog inputs, outputs, and subsymbolic representations. The potential of the hybrid analog/digital, symbolic/subsymbolic character of the system is one of the most interesting lines of investigation we have pursued.
The discrete time steps (machine cycles) of our system are implemented by rhythmic variation (clocking) of a bifurcation parameter. This holds input and \context" modules clamped at their attractors while hidden and output modules change state, then clamps hidden and output states while context modules are released to load those states as the new context for the next cycle of input.
Using weights currently found by the backpropagation algorithm, the system has learned to function as a nite state automaton that recognizes or generates the in nite set of six symbol strings that are de ned by a Reber grammar.
The Projection algorithm
An arti cial neural network is a conceptual and practical schemes for classifying, recognizing and reconstructing data presented as a sequence of vectors. Abstracting from the details of the design, construction, operation and training method, we view a network as a dynamical system, to be described mathematically by di erence equations or di erential equations; we concentrate on di erential equations. The dynamics are determined by the network design, input patterns (data vectors), and training algorithm. For an N unit network the state space is the space of all activation vectors, identi ed with Euclidean space R N .
After some scheme of training has been completed, an input vector presented for classi cation determines an initial activation state (perhaps after preprocessing, according to the design of the network). Under the dynamics of the network this state evolves and in the long run settles down on an attractor. This attractor may be an equilibrium (stationary) state, which we call a static attractor, or a dynamic attractor, such as a limit cycle or fractal. In the simplest cases, and in the overwhelming majority of networks studied, this attractor is an equilibrium. One of the goals of our work is to investigate the use of dynamic attractors, especially limit cycles.
The attractor constitutes the net's classi cation of the data vector represented by the initial condition. It is up to the designer of the net to provide a useful interpretation of the attractor. Consider for example a static attractor ( xed point) in a content addressable memory: the components of the attracting vector encode the memory represented by the attractor. W. Freeman and collaborators suggests that the spatial amplitude pattern of dynamic attractors encode the stored memories ( 34, 25] ). The interpretation of dynamic attractors is problematical; later we discuss speci c uses for limit cycle attractors.
A major di culty with recurrent nets is the analysis and control of the activation dynamics. Since training must be based on the dynamics, this makes training di cult for recurrent nets. For this reason a great deal of e ort has gone into feed-forward nets, whose dynamics are trivial. We believe however that recurrent nets deserve study because of their much richer dynamic possibilities, not to mention the fact that most biological networks are recurrent, and probably chaotic.
In a recurrent associative network a given data vector is stored as an attractor; the basin of the attractor is the region in the state (activation) space comprising all data vectors classi ed by the attractor. These basins determine the way the network classi es, generalizes and recalls memories. It is thus of key importance to understand the structure of the basins. For many of the recurrent networks that have been studied the dynamics of the network is very di cult to analyze, since it depends on the training in subtle and usually unpredictable ways. It hard to determine the attractors, let alone their basins. In J. Hop eld's much-studied learning systems 30], for example, the \weight" parameters W ij (analogous to synapse strengths) are determined from given memory vectors X 2 R n by the \outer product" learning rule:
Only then are the activation dynamics de ned, by the standard additive network equations:
where the g j are sigmoidal transfer functions and the I i are given constants.
For networks like this, whose dynamics is determined by the training rule and the data to be learned, it is evidently impossible to analyze the dynamics apart from the data vectors. Each set of data vectors determines a di erent dynamics. Unless the data vectors are mutually orthogonal, or the dynamcis unusually simple, the equilibria and their basins can only be found by simulating the network. Moreoever there may well be \spurious attractors"| not corresponding to any memory vector. As a result most researchers have concentrated on a probabilistic analysis of the whole class of these nets, rather than on a detailed analysis of particular nets.
We have constructed nets by a method | the Normal Form Projection Algorithm (NFPA)| which allows us to specify the abstract phase portrait of the dynamics a priori | independent of the data vectors to be stored, and independent of the training algorithm. In this method, the data vectors and training algorithm determine a linear map from network (activation) coordinates to a standard \normal form" dynamical system. This map sends each data vector to an initial state of the normal form dynamics. The attractor whose basin contains the initial state is the network's classi cation of the data vector.
The projection algorithm allows us to design important aspects of the network dynamics independent of the particular patterns to be stored. Stability, basin geometry, and rates of convergence can be investigated and programmed in the standard dynamical system. The algorithm thus decouples these dynamical questions from other issues which are more problemdependent, like preprocessing, learning rules, and reconstruction of data. It is hoped that separating problems in this way will make them more amenable to analysis.
The projection algorithm can produce dynamic representations in continuous time recurrent networks, like those found in cortex (Baird 5, 6] ). It supplies a formula which allows one shot learning of sequence prototypes and immediately establishes a basin of attraction that determines the generalization response of the network to future inputs. More weights are required in these higher order networks (Maxwell and Giles 33] ), but the learning process is much simpler. Learning in this system can be as fast as recognition, and the associative memory performance of the algorithm is well characterized mathematically.
Static attractors
The algorithm proceeds as follows (Baird 4] ). Suppose we want a network capable of storing an arbitrary list of N linearly independent data vectors (of real numbers) as static attractors ( xed points, equilibria) for a system of ordinary di erential equations (ODEs). Independently of any particular data vectors, we rst select a standard, easily analyzed N-dimensional system of ODEs, having at least N static attractors, and such that every trajectory limits at an equilibrium. (In practice we have been using a system similar to a classical Lotka-Volterra system of competing species.) The coordinates in which this standard system is expressed are called \normal form" coordinates.
We then nd a linear coordinate change transforming each data vector into one of the attracting equilibria in the standard system. (This requires the data vectors to be linearly independent.) There are various ways of nding this linear transformation; choice of one of them amounts to choice of a learning rule. By this transformation we convert the normal form ODEs into a new but dynamically equivalent system in \network coordinates" (those in which the data vectors are expressed). Since the linear transformation is invertible, we can reconstruct the original data vector from knowledge of the corresponding attracting equilibrium.
More generally we may use a noninvertible linear transformation from network coordinate space onto the state space of the standard system. In this method reconstruction of the data vector may not be possible, but it permits classi cation of data vectors. In subsection 1.3 we discuss possible uses of such noninvertible projections to attain exponential capacity; and also in connection with the use of dynamic attractors for reconstruction.
These ODEs in network coordinates have the form of a certain type of third-order polynomial network: Unit i looks at products of activities on incoming lines j; k; l multiplied by a weight T ijkl
Limit cycles
To store N data vectors as limit cycles we proceed as follows. We begin with the speci cation of normal form ODEs in polar coordinates, in which the amplitude equations do not involve the phases; in fact they can be chosen to be the same equations used above for static attractors. (These give the so-called normal form equations for Hopf bifurcations (Guckenheimer and Holmes 28]). Amplitude coupling coe cients are chosen to give desired stable xed points in the vector eld of the amplitude equations; this is entirely independent of the patterns to be learned. In the simplest case the equation for the k'th phase k is of the form d k =dt = ! k , where ! k is the chosen frequency of the k'th limit cycle. Next, each pair of amplitude-phase polar coordinates (r k ; k ); k = 1; : : : N is transformed into a pair of Cartesian \mode" coordinates (u k ; v k ) (or equivalently, into a single complex coordinate z k = u k + iv k . This converts the normal form ODEs into a system of ODEs in mode coordinates. We shall also refer to the 2N mode coordinates (u k ; v k ); k = 1; : : : ; N as normal form coordinates.
We then map the i'th data vector to a chosen point on the i'th limit cycle, e. g. at zero phase, by a linear transformation of coordinates. By this transformation we convert the ODEs from mode coordinates to network coordinates.
This method of network synthesis is roughly the inverse of a standard method in the bifurcation analysis of a system of ODEs around an equibrium which evolves into one or several limit cycles: The latter method starts with given ODEs (e.g. in network coordinates) and then tries to nd new coordinates in which amplitudes are decoupled from phases.
As with static attractors, after applying the projection algorithm the resulting ODEs in network coordinates describe a certain type of third order network whose are nonlinearities are cubic polynomials.
For networks constructed by the projection algorithm we can investigate limit cycles by means of the usual analytic tools for xed points, since the xed points of the amplitude equations correspond to the periodic orbits of the ow in mode coordinates. Corresponding to the normal form equations we use, for example, in amplitude coordinates there is an explicit Liapunov or \energy" function which governs the approach of the trajectories to attractors.
An explicit learning rule is shown later (5) which gives the weights of this network directly from the matrix of the components of the data vectors, provided the set of data vectors, and also the set of chosen equilibria of the normal form ODEs, are both linearly independent. If the patterns to be stored are nearly orthogonal (as they might be after suitable preprocessing), the learning operation reduces to a periodic or phase dependent outer product rule that permits local, incremental learning. Between units with desired of equal phase, or for static patterns, learning in this case reduces further to the usual Hebb rule.
As in the static case, the network resulting from the projection algorithm has third order synaptic weights or \sigma pi" units (Maxwell and Giles 33]), which appear as a four dimensional tensor T ijkl of couplings in the network equations.
The Hebb rule for static patterns has been used in the couplings between excitatory neurons in a certain model of cortex as coupled nonlinear oscillators. The projection theorem (Baird 3, 4] ) guarantees that these static patterns can be stored as the spatial amplitude patterns of collective single frequency oscillations (Baird 5, 6] 
Tailoring the normal form dynamics
The standard ODEs in normal form coordinates can be chosen in many di erent ways. For example we may desire one stable equilibrium on each positive coordinate axis, and no others; alternatively, we may want a unique stable equilibrium, in the interior of the positive cone. This gross geometry of the equilibria imposes constraints on the parameters of the standard system.
There remains considerable freedom in choosing the parameters within these constraints in order to satisfy further problem-dependent conditions. For example we may want complete symmetry under permutations of coordinates; alternatively, we may want basins of disparate sizes. A natural approach is to numerically optimize these parameters with respect to desired design features of the network.
For instance, if it appears desirable to greatly enlarge the basin of some static attractor, a Hopf bifurcation will replace the static attractor by a limit cycle of increasing size. For simple two-dimensional examples this increases the basin area. This could be done interactively, or automatically in response to a novel kind of training algorithm.
Any convenient dynamical system having well understood dynamics can be used for the mode ODEs. We can exploit this freedom in order to optimize selected features of the network. This is illustrated in the later section on chaotic attractors (3.3) where Lorenz and Chua Equations are used.
An intriguing feature of standard Lotka-Volterra ODEs is that that there are explicit parameters which for n equations gives a number of stable equilibria which is exponential in n. (More precisely, the number of stable equilibria exceeds ( p 2) n . This was proved (unpublished) by former Berkeley graduate student Stuart Cowan.). Whereas the capacities of existing neural memory systems are at best linear, according to current estimates, this suggests that the capacity of such memory networks may be exponential in the number of units
The main problem in this approach is to nd a learning algorithm which can use a large number of these stable equilibria to store data vectors. Notice, however, how the projection algorithm simpli es the problem by at least determining these static attractors independently of the data vectors or learning algorithm. A di culty with realizing these equilibria as attractors is that they are not linearly independent vectors, which prevents us from applying the known learning algorithms which assume independence of equilibria. There are, however, promising approaches for overcoming this problem. One of them is the following generalization of the projection algorithm.
Noninvertible projections into normal form
Instead of an invertible linear transformation from network to normal form coordinates, one can use a linear transformation which is onto but not necessarily one-to-one. Such a projection sends independent data vectors to linearly dependent vectors in normal form coordinates. The normal form dynamics is then as a way of classifying data vectors, although it may no longer be possible to reconstruct a data vector from its assigned attractor. The selection of the transforming matrix is a standard problem in learning theory, usually solved by an algorithm such as Widrow-Ho or back-propagation, or by using the pseudoinverse of the matrix whose columns are data vectors (Kohonen 31] ).
Uses of dynamic attractors
The idea of using dynamic attractors for classi cation seems to be new, at least in this context; and its usefulness is being investigated in many directions.
One way of using dynamic attactors is to attach auxiliary information about a data vector to other points on the attractor chosen to represent it. For example, suppose data representing a prototype for some graphical image, such as a handwritten digit, is stored at a certain point on a limit cycle. Asume this data is minimally su cient for recognition of the image, but not for its reconstruction, which would probably require more information. Such additional information could easily be stored at other points of the limit cycle. Since we know exactly where this information is (because we put it there), we can access it when reconstruction is desired, without having to access it for recognition. This kind of memory would be a combination of content-addressable and location-addressable.
Another possible use for dynamic attractors is the following. Suppose we have many data vectors encoding di erent examples of the same handwritten digit. In classical learning algorithms these vectors would be averaged into a prototype, which would then be assigned a static attractor; or alternatively, weights of a net would be incrementally modi ed as the net is successively trained on the di erent examples. We envisage a di erent procedure: Store the di erent protypes at di erent points of the same limit cycle. Thus if there are k examples, they could be stored (through the linear map to normal form coordinates) at phases along the limit cycle which are multiples of 2 =k. Very interesting questions are: what data vectors are represented by all the other points on the limit cycle? What is the nature of the basin of the limit cycle in network coordinates?
It is noteworthy that several writers have suggested advantages to chaotic attractors for information processing (Skarda and Freeman 34], Basti and Perrone 14].) A method for using chaotic attractors comes from work of Skarda and Freeman 34] . Freeman and collaborators make a case that spatial amplitude patterns comprise the information stored in chaotic attractors in the underlying dynamical system of the olfactory cortex of rabbits ( 23, 25] ). In simulations, Yao and Freeman 36, 37] con rm the practicality of this approach for arti cial neural net pattern classi ers. Later (3.4) we demonstrate an alternative approach, using NPFA networks for handwritten character recognition.
NFPA nets with limit cycle attractors can be interpreted as simple realizations of this idea, using periodic rather than chaotic attractors. In those nets each limit cycle attractor determines a distinct pattern of amplitudes among the coordinates. This is most clearly seen in cartesian normal form coordinates: Each limit cycle attractor lies in a distinct linear subspace speci ed by setting certain coordinates to zero. These coordinates are exactly those whose amplitudes of oscillation are zero along the limit cycle in question.
While a great deal of brain dynamics can only be conjectured, it seems clear that it has many di erences from standard computer dynamics. There is good evidence, for example, that the brain uses distributed, oscillatory or chaotic analog attractors interacting by synchronization. Another important di erence is the adaptive learning of connections, instead of programming. Nevertheless the principle of computation by couplings of structurally stable subsystems seems relevant to both the brain and computers. a cubic nonlinearity, shown here in Cartesian coordinate form:
This model dynamical system is expressed in diagonalized \overlap" or \memory coordinates" (one memory per k nodes). Matrix J is at the disposal of the experimenter: A diagonal matrix with real eigenvalues determines static attractors; alternatively, periodic attractors are obtained if J is the real form of a complex diagonal matrix with positive real parts . This causes initial states to move away from the origin, until the competitive (negative) cubic terms dominate at some distance, causing the ow to be inward from all points beyond. The o -diagonal cubic terms create competition between directions of ow within a spherical middle region and thus create multiple attractors and basins. The larger the eigenvalues in J and o -diagonal weights in A, the faster the convergence to attractors in this region. For temporal patterns, these nodes come in complex conjugate pairs which supply Fourier components for trajectories to be learned. Many types of dynamics have been implemented by specializing A and J, including static attractors, limit cycles, and chaotic attractors.
Learning of desired spatial or spatio-temporal patterns is done by projecting sets of these nodes into network coordinates (the standard basis) using the desired vectors as corresponding columns of a transformation matrix P.
The di erential equations of the recurrent network itself are linearly transformed or \projected", leading to new recurrent network equations (4) The I i are inputs; g > 0 and ?h < 0 are local inhibitory feedback connections.
We think of each unit of this net as representing a coherent population of similar neurons. Only the higher order weights W ijkl between excitatory populations shown in the minimal model (6) are required for pattern storage that closely aproximates that of the full projection (4). The minimal network coupling for T results from the projection operation (4) when a speci c biological form is chosen, in the columns s of P, for the patterns to be stored. This complex form for P s and the corresponding asymptotic solutions X s (t)
established are shown below in (9) . This net is a minimal biological model in the following sense: It uses the least amount of coupling su cient to construct an oscillatory associative memory which is anatomically plausible. This net is meant only as a caricature of the real biology; we hope it may reveal general mathematical principles and mechanisms by which actual biological systems function.
Long range excitatory-to-excitatory connections are well known as \asso-ciational" connections in olfactory cortex 29] and cortico-cortico connections in neocortex. Since our units represent neural populations, we can expect that some density of full cross-coupling exists in the system 29], and our weights are taken to be the average synaptic strengths of these connections. Local inhibitory \interneurons" are a ubiquitous feature of the anatomy of cortex 27]. It is unlikely that they make long range connections (> 1 mm) by themselves. These connections, and even the debated interconnections between them, are therefore left out of a minimal model. The resulting network is a fair cartoon of the well studied circuitry of prepyriform cortex.
A state vector for this model biological network has an even number N of components. These represent local average cell voltages for N=2 excitatory neuron populationsx, and for N=2 inhibitory neuron populationsỹ. Intuitively, since the inhibitory units receive no direct input and give no direct output, they act as hidden units that create oscillation for the amplitude patterns stored in the excitatory cross-connections W. This is a simple generalization of the analog Hop eld network architecture (1,2), storing periodic instead of static attractors.
The competitive (negative) cubic terms of (6) constitute a directly programable nonlinearity that is independent of the linear terms. Normal form theory shows that these cubics are the essential nonlinear terms required to store oscillations, because of the (odd) phase shift symmetry required in the vec-tor eld. They create multiple periodic attractors by causing the oscillatory modes of the linear term to compete, much as the sigmoidal nonlinearity does for static modes in a Hop eld network. These terms may be thought of as sculpting the maxima of a \saturation" landscape, into which the modes with positive eigenvalues expand, and positioning them to lie in the directions speci ed by the eigenvectors to make them stable. From a physiological point of view, system (6,7) is a model derived from a biological network that operates in the linear region of the known axonal sigmoid nonlinearities, but models them with these higher order synaptic nonlinearities W ijkl .
Utilizing higher order weights corresponds, in connectionist language, to increasing the complexity of the neural population nodes to become \sigma-pi" units. Clusters of synapses within a population unit compute products of the activities on incoming primary connections W ij , during higher order Hebbian learning, to determine a weight W ijkl . Theoretical work shows that only (N=2) 2 of the (N=2) 4 possible higher order weights are required in principle to approximate the performance of the projection algorithm.
For patterns that are sparse and nearly orthogonal, the projection learning operation reduces to a \Hebbian" outer product rule (8) 
where vector X s is the s'th data vector. Compare these to the simple outer product rule (1).
The rst rule, with > of equation (6) , is guaranteed to establish desired patterns X s as eigenvectors of the W matrix with corresponding eigenvalues s . In the minimal net, these real eigenvalues and eigenvectors determines their stability and is used for clocking attractor transitions in the computer architecture to be described later.
Projection network
An alternative network for for implementation of the projection algorithm is the \projection network" 9]. The autoassociative case of this network is formally equivalent to the higher order network realization (4) shown above.
It has 3N 2 weights instead of N 2 + N 4 , and is more useful for engineering applications, and simulations of the biological model. All the mathematical results proved for the projection algorithm in the network above carry over to this new architecture, but more general versions can be trained and applied in novel ways. In the projection net for autoassociation, the algebraic projection operation into and out of memory coordinates is done explicitly by a set of weights in two feedforward linear networks characterized by weight matrices P ?1 and P. These map inputs into and out of the nodes of the recurrent dynamical This network is shown in Figure 2 . Input pattern vectors x 0 are applied as pulses which project onto each vector of weights (row of the P ?1 matrix) on the input to each unit i of the dynamic network to establish an activation level v i which determines the initial condition for the relaxation dynamics of this network. The recurrent weight matrix A of the dynamic network can be chosen so that the unit or prede ned subspace of units which receives the largest projection of the input will converge to some state of activity, static or dynamic, while all other units are supressed to zero activity.
The evolution of the activity in these memory coordinates appears, in the original network coordinates at the output terminals, as a spatio-temporal pattern which may be fully distributed accross all nodes. Here the state vector of the dynamic network has been transformed by the P matrix back into the coordinates in which the input was rst applied. At the attractor v in memory coordinates, a linear combination of the columns of the weight matrix P multiplied by the winning nonzero modes of the dynamic net, to constitute the network representation of the output of the system. The attractor retrieved in memory coordinates reconstructs its learned distributed representation x through the corresponding columns of the output matrix P, thus P ?1 x 0 = v ; v ! v ; Pv = x :
For the special case of content addressable memory or autoassociation, which we have been describing here, the actual patterns to be learned form the columns of the output weight matrix P, and the input matrix is its inverse P ?1 . These are the networks that can be \folded" into higher order recurrent networks, as shown above. For orthonormal patterns, the inverse is the transpose of this output matrix of memories, P ?1 = P T , and no computation of P ?1 is required to store or change memories | just plug the desired patterns into appropriate rows and columns of P and P T . For patterns believed to be approximately orthogonal| e.g. very sparse patterns| it is reasonable to use the transpose rather than the inverse. This works well with our program for recognizing handwritten digits (Section 3.4).
In the autoassociative network, the input space, output space and normal form state space are each of dimension N. The input and output linear maps require N 2 weights each, while the normal form coe cients determine another N 2 weights. Thus the net needs only 3N 2 weights, instead of the N 2 + N 4 weights required by the folded recurrent network (4). The 2N 2 input and output weights could be stored o -chip in a conventional memory, and the dynamic normal form network, with its xed weights, could conceivably be implemented in VLSI for fast relaxation.
Extensions of learning methods
More generally, for a heteroassociative net (i. e., a net designed to perform a map from input space to possibly di erent output space) the linear input and output maps need not be inverses, and may be noninvertible. They may be found by any linear map learning technique such as Widrow-Ho , or by nding pseudoinverses.
Learning of all desired memories may be instantaneous, when they are known in advance, or may evolve by many possible incremental methods, supervised or unsupervised. In the standard competitive learning algorithm, the input weight vector attached to the winning memory node is moved toward the input pattern. We can also decrease the tendency to choose the most frequently selected node, by adjusting parameters in the normal form equations, to realize the more e ective frequency selective competitive learning algorithm 1]. Supervised algorithms like bootstrap Widrow-Ho may be implemented as well, where a desired output category is known. The input map can thus be optimized for clustering and classi cation by these algorithms, as the weight vectors (row vectors of the input matrix) approach the centroids of the clusters in the input environment. The output weight matrix may then be constructed with desired output pattern vectors in appropriate columns. Thus we can place the classifying attractors anywhere in the state space, in network coordinates, required for a desired heteroassociation.
If either the input or the output matrix is learned, and the other chosen to be its inverse, then these competitive nets can be folded into oscillating biological versions, It would be interesting to see what the competive learning algorithms correspond to there.
Programming the normal form network
The key to the power of the projection algorithm to program these systems lies in the freedom to chose a well understood normal form for the dynamics, independent of the patterns to be learned. The Hopf normal form used here,
is especially easy to work with for programming periodic attractors, but handles xed points as well. J is a matrix with real eigenvalues for determining static attractors, or complex conjugate eignevalue pairs in blocks along the diagonal for periodic attractors. The real parts are positive, and cause initial states to move away from the origin, until the competitive (negative) cubic terms dominate at some distance, and cause the ow to be inward from all points beyond. The o -diagonal cubic terms cause competition between directions of ow within a spherical middle region and thus create multi-ple attractors and basins. The larger the eigenvalues in J and o -diagonal weights in A, the faster the convergence to attractors in this region.
It is easy to choose blocks of coupling along the diagonal of the A matrix to produce di erent kinds of attractors, static, periodic, or chaotic, in di erent coordinate subspaces of the network. The sizes of the subspaces can be programmed by the sizes of the blocks. The basin of attraction of an attractor determined within a subspace is guaranteed to contain the subspace 7]. Thus basins can be programmed, and \spurious" attractors can be ruled out when all subspaces have been included in a programmed block.
This can be accomplished simply by choosing the A matrix entries outside the blocks on the diagonal (which determine coupling of variables within a subspace) to be greater (more negative) than those within the blocks. The principle is that this makes the subspaces de ned by the blocks compete exhaustively, since intersubspace competition is greater than subspace selfdamping. Within the middle region, the ow is forced to converge laterally to enter the subspaces programmed by the blocks. ; where 0 < c < d < g. There is a static attractor on each axis (in each one dimensional subspace) corresponding to the rst two entries on the diagonal, by the agrument above. In the rst two dimensional subspace block there is a single xed point in the interior of the subspace on the main diagonal, because the o -diagonal entries within the block are symmetric and less negative than those on the diagonal. The components do not compete, but rather combine. Nevertheless, the ow from outside is into the subspace, because the entries outside the subspace are more negative than those within it. The last subspace contains entries appropriate to guarantee the stability of a periodic attractor with two frequencies (Fourier components) chosen in the J matrix. The doubling of the entries is because these components come in complex conjugate pairs (in the J matrix blocks) which get identical A matrix coupling. Again, these pairs are combined by the lesser o -diagonal coupling within the block to form a single limit cycle attractor. A large subspace can store a complicated continuous periodic spatio-temporal sequence with many component frequencies. The sigmoids break the phase shift symmetry of the system. Two oscillatory pairs of nodes like those programmed in the 4 4 block above can then be programmed to interact chaotically. In our simulations, for example, if we set the upper block of d entries to ?1, and the lower to 1, and replace the upper c entries with 4:0, and the lower with ?0:4, we get a chaotic attractor of dimension less than four, but greater than three. This is \weak" or \phase coherent" chaos which is still nearly periodic. It is created by the broken symmetry, when a homoclinic tangle occurs to break up an invariant 3-torus in the ow 28]. This is the Ruelle-Takens route to chaos and has been observed in Taylor-Couette ow when both cylinders are rotated.
Experiments of Freeman have suggested that chaotic attractors of such dimension occur in the olfactory system 24]. These might most naturally be created by the interaction of oscillatory modes.
We have demonstrated in simulations that sets of Lorenz systems in three dimensional subspace blocks can be used in a projection network as well. Multiple Lorenz attractors have been created simply by adding o -diagonal normal form competitive terms to couple sets of the three Lorenz systems, This network has the fascinating property that when the competitive coupling coe cients are reduced beyond a critical threshold, the system begins to \percolate" and jumps at intermittent times to di erent subspaces, as though daydreaming at random from memory to memory. It is however a completely deterministic system, and may have in fact therefore one large chaotic attractor with many \wings" that are visited intermittenly, just as the two wings of the Lorenz butter y are visited at seemingly random times.
Unlike static or oscillatory attractors, the orbits of a Lorenz attractor approach zero intermittently. This releases the competitive suppression of the other attractors and allows another to grow in activity and suppress the rest until it also passes near enough to zero to allow another transition.
The orbits of the Lorenz attractors may thus connect with each other through a region of the state space in the neighborhood of the origin. Varying the degree of competition seems to vary the size of this region, and therefore the frequency of transitions between attractors. Such behavior may be useful as a search process during reinforcement learning. 
Chua's family of chaotic attractors
We have also used the well studied family of Chua attractors 32, 17], implemented by the Chua hardware circuit 16], to investigate the e ectiveness of complex dynamics in this associative memory 12]. This is a physical system whose mathematical model is capable of duplicating most experimentally observed chaotic and bifurcation phenomena, and which has yielded to a mathematical treatment.
The Canonical Chua equations give access to a rich variety of dynamics to explore in the system. Recent work in the Chua group has revealed that more than 30 chaotic attractors including types similar to those that have been studied in the literature, which we have previously employed, such as the Lorenz and Roessler attractors, can be obtained from the cannonical equations for the Chua circuit by variation of 7 parameters 15].
Sets of canonical equations for the Chua circuit in three dimensional subspace blocks can be used in the projection network. As with the Lorenz system, multiple Chua attractors are created simply by adding o -diagonal normal form competitive terms to couple sets of the three Chua equations, Here the matrix A is as described above, except for the the diagonal slot A 11 = a 1 from the cubic nonlinear term a 1 v 3 1 of the Chua equations. We have found attractors which out-perform the Lorenz attractor in our handwritten character recognition systems, to be described below, with fast competitive suppression at low values of competitive coupling.
We lack at present a rigorous theoretical justi cation for why multiple chaotic attractors may so easily be stored, but the intuitive picture given in the previous section suggests that any kind of dynamics may be implemented in competing subspaces by the addition of these competition terms. We have well behaved simulations containing multiple static, oscillatory, and chaotic attractors in di erent competing subspaces of the same network.
In the projection network, or its folded biological version, each chaotic attractor has a basin of attraction in the N dimensional state space representing a category. There may be computational advantages to the basins of attraction (categories) produced by chaotic attractors, or to the e ects their outputs have as inputs to other network modules.
In the projected or folded network coordinates, the particular distributed N-dimensional spatio-temporal patterns learned for the four components of the chaotically paired oscillatory modes, or the three components of the Lorenz system, form a coordinate-speci c \encoding" of the chaotic attractor, which may constitute a recognizable input to another network, if it falls within some learned basin of attraction. While the details of the trajectory of a chaotic attractor in any physical continuous dynamical system are lost in the noise, there is still a particular structure to the attractor which is a recognizable \signature". This allows communication and \recognition" of chaotic attractors.
Handwritten character recognition
Handwriting exempli es the kind of individual biological variability in motor output that plagues most arti cial pattern recognition systems, whose capabilities are so easily exceeded by real neural networks. In cortex, however, it appears that dynamic representations (oscillations, chaos) are used even for recognition of static visual inputs 22, 27, 19] . We have therefore approached this real-time digit recognition problem with the normal form projection algorithm in order to produce dynamic representations in continuous time recurrent networks like those found in cortex 2, 5, 6, 8] .
Using the projection architecture, an e ective real-time handwritten character recognition system with mouse input of characters and on-line learning has been developed. Various options allow the system to utilize static, oscillatory, and/or chaotic attractors (Lorenz, Rossler, Ruelle-Takens, Chua, etc) . This is the rst system we know of that can accomplish reliable pattern recognition with exclusively chaotic dynamics 9].
Handwritten characters have a natural scale and translation invariant analog representation in terms of a sequence of angles that parametrize the pencil trajectory. We remove the writing velocity variation from the raw set of (x,y) samples of a digit trajectory by interpolating a new set of N points equally spaced along the curve. A vector of the sines and cosines of the angles from the horizontal made by the line segment emanating from each point then becomes the preprocessed representation of the digit to be learned or input to the network for recognition. We have constructed an on-line system which anyone may train and submit input to by mouse or digitizing pad, and observe the performance of the system for themselves, in immediate comparison to their own internal recognition response.
Learning in this system can be as fast as recognition. The projection algorithm supplies a formula that allows one shot learning of prototypes and immediately establishes a basin of attraction that determines the generalization response of the network to future inputs.
We used a projection network with 32 attractors. Input vectors were 64-dimensional. With very small databases for a single writer at a time, each attractor allowed roughly 95% correct recognition responses.
Unexpected properties have been found in the systems utilizing chaotic attractors. Chaotic attractors, for example have di erent basins of attraction from static or periodic attractors.
Architecture of interconnected oscillatory modules
Because we work with this class of mathematically well-understood associative memory networks, we can take a constructive approach to building a cortical computing architecture, using these networks as modules in the same way that digital computers are designed from well behaved continuous analog ip-op circuits. The architecture is such that the larger system is itself a special case of the type of network of the submodules, and can be analyzed with the same tools used to design the subnetwork modules. By analyzing the network in the polar form of these \normal form coordinates", the amplitude and phase dynamics have a particularly simple interaction. When the input to a module is synchronized with its intrinsic oscillation, the amplitudes of the periodic activity may be considered separately from the phase rotation, and the network of the module may be viewed as a static network with these amplitudes as its activity. We can further show analytically that the network modules we have constructed have a strong tendency to synchronize as required.
Each module is described in normal form coordinates as a k-winner-takeall network where the winning set of units may have static, periodic or chaotic dynamics. By choosing modules to have only two attractors, networks can be built which are similar to networks using binary units.
There can be fully recurrent connections between modules. The entire super-network of connected modules, however, is itself a polynomial network that can be projected into standard network coordinates. The attractors within the modules are then distributed patterns like those described for the biological model 6], and observed experimentally in the olfactory system 25]. The system is equivalent to the architecture of modules in normal form and may easily be designed, simulated, and theoretically evaluated in those coordinates. In the following all network modules of the architecture are discussed in normal form coordinates.
Elman network architecture
As a benchmark for the capabilities of the system, and to create a point of contact to standard network architectures, we have constructed a discretetime recurrent \Elman" network 21] from oscillatory modules de ned by ordinary di erential equations. We have at present a system which functions as a nite state automaton which perfectly recognizes or generates the in nite set of strings de ned by the Reber grammar described in Cleeremans et. al. 18] . The connections for this network were found in the present case by using the backpropagation algorithm in a static network that approximates the behavior of the amplitudes of oscillation in the dynamic network when it is fully sychronized. This also gives us a network to which the capabilities of learning directly in the dynamic network may be compared.
We use two types of modules in implementing the Elman network architecture. The input and output layer each consist of a single associative memory module with six oscillatory attractors, one for each of the six possible symbols in the grammar. An attractor in these winner-take-all normal form cordinates is one oscillator at its maximum amplitude, with the others near zero amplitude. The hidden and context layers consist of binary \units" composed of a two oscillator module with internal competition. We think of one mode within the unit as representing \1" and the other as representing\0" (see Fig. 3 ).
The signs of the connections between modules cannot be allowed to go negative, since that introduces a spurious phase reversal which can destroy phase locking. (Cortical networks, for possibly the same reason, utilize only excitatory connections for long range communication). We therefore need an \interpretation" in the dynamic network for negative weights found by backpropagation in the static network: A positive \weight" w + ij from a driving unit is applied to the input of the 1 attractor, while a negative weight w ? ij is applied as a positive weight on the input to the 0 attractor. This gives the e ect of a negative weight since it works to oppose the e ect of positive weights on the output of the unit. We then de ne high and low target values for the output module activations that are su ciently high above zero that the weights into the output module are positive. Thus we have a network module which approximates a static network unit in its amplitude activity when fully phase-locked. Amplitude information is transmitted between modules, with an oscillatory carrier. If the frequencies of attractors in the architecture are randomly dispersed by a signi cant amount, ! I ?! 0 6 = 0; and phase-lags appear, then synchronization is lost and improper transitions begin to occur.
For the remainder of this discussion, we assume the entire system is operating in the synchronized regime and examine the ow of information characterized by the pattern of amplitudes of the oscillatory modes within the network.
Machine cycle by clocked bifurcation
Given this assumption of a phase-locked system, the amplitude dynamics behave as a gradient dynamical system for an energy function given by Note that for low levels of the competition parameter c, the graph is E i is a broad circular valley. When tilted by external input, there is a unique equilibrium that is determined by the bias in tilt along one axis over the other. Thinking of r 1i as the \activity" of the unit, this activity becomes an increasing function of I. The module behaves as an analog connectionist unit whose transfer function can be approximated by a sigmoid.
With high levels of competition (d >> 0), the unit will behave as a binary (bistable) digital ip-op element. There are two deep potential wells, one on each axis. Hence the nal steady state of the unit is determined by which basin of attraction contains the initial state of the system reached during the analog mode of operation before competition is increased by the clock. This state changes little under the in uence of external input: a tilt will move the location of the attractor basins only slightly. Hence the unit performs a winner-take-all choice on the coordinates of its initial state and maintains that choice independent of external input. We use this bifurcation in the behavior of the modules to control information ow within the network. We think of the input and context modules as sensory, and the hidden and output modules as motor modules. The action of the clock is applied reciprocally to these two sets (grouped by dotted lines in Fig. 3 ) so that they alternatively open to receive input from each other and make transitions of attractors. This enables a network completely de ned by a set of ordinary di erential equations to emulate the discrete-time recurrent Elman network.
This alternation of sensory and motor transitions is inspired by the structure of cerebral cortex, with its segregation and pairing of functionally related sensory and motor areas accross the central sulcus, and because it accomplishes the task of distinguishing temporal order by \action-reaction". This allows the implementation of weight changes between time steps without requiring that neurons \store" their last activation states. Temporal transitions are always between sensory and motor areas, and the activations preceeding any motor state are always available in the present sensory state, and viceversa.
At the beginning of a machine cycle, the input and context layers are at high competition and hence their activity is clamped at the bottom of deep basins of attraction. The hidden and output modules are at low competition and therefore behave as traditional feedforward network free to take on analog values. Then the situation reverses. As the competition comes up in the output module, it makes a winner-take-all choice as to the next symbol. Meanwhile high competition has quantized and clamped the activity in the hidden layer to a xed binary vector. Then competition is lowered in the input and context layers, freeing these modules from their attractors.
Identity mappings from hidden to context and from output to input (gray arrows in Fig. 3 ) load the binarized activity of the hidden layer into the context layer for the next cycle, and place the generated output symbol into the input layer. For a Reber grammar there are always two possible next symbols being generated in the output layer, and we apply noise to break this symmetry and let the winner-take-all dynamics of the output module chose one. For the recognition mode of operation, these symbols are thought of as predicted by the output, and one of them must always match the next actual input of a string to be recognized or the string is instantly rejected.
Even though the clocking is sinusiodal and these transitions are not sharp, the system is robust and reliable. It is only necessary to set the rates of convergence within modules to be faster than the rate of change of the clocked bifurcation parameter, so that the modules are operating adiabatically { i.e. always internally relaxed to an equilibrium that is moved slowly by the clocked parameter.
It is the bifurcation in the phase portrait of a module from one to many attractors that contributes the essential digitalization of the system in time and state. A bifurcation is a discontinuous (topologically sharp) change in the phase portrait of possibilities for the continuous dynamical behavior of a system that occurs as a bifurcation parameter reaches a critical value. The analog mode for a module allows input to prepare its initial state for the binary decision between attractor basins that occurs as competition rises and the double potential well appears.
The feedback between sensory and motor modules is e ectively cut when one set is clamped at high competition. The system thus operates in discrete time by alternating sets of transitions between nite sets of attracting states.
This kind of alternate clocking and bu ering (clamping) of some states while other states relax is essential to the reliable operation of digital architectures. The clock input on a ip-op clamps its state until its signal inputs have settled and the choice of transition is made with the proper information available. In our simulations, if we clock all modules to transition at once, the programmed transitions lose stability, and we get transitions to unprogrammed xed points and simple limit cycles for the whole system. This is a strong justi cation for the use of the machine cycle.
Training
When the input and context modules are clamped at their attractors, and the hidden and output modules are in the analog operating mode and synchronized to their inputs, the network approximates the behavior of a standard feedforward network in terms of its amplitude activities. Thus a real-valued error can be de ned for the hidden and output units, and standard learning algorithms like backpropagation can be used to train the connections.
We use techniques of Giles et. al. 26 ] who have trained simple recurrent networks to become nite state automata which can recognize the regular Tomita languages and others. If the context units are clamped with high competition, they are essentially quantized to take on only their 0 or 1 attractor values, and the feedback connections from the hidden units cannot a ect them. While Giles, et. al. often do not quantize their units until the end of training to extract a nite state automaton, they nd that quantizing of the context units during training like this increases learning speed in many cases 26].
In preparation for learning in the dynamic architecture, we have sucessfully trained the backpropogation network of Cleermans et. al. with digititized context units and a shifted sigmoid activation function that approximates the one calculated for our oscillatory units. Various sets of these weights have allowed the oscillatory network to function robustly over a wide range of operating parameters like oscillation frequency, clock speed, maximum competition level, attractor converegence rate, input scaling, and noise amplitude.
Since our architecture can learn to solve the same problem with di erent types of attractors (static, oscillatory or chaotic), we can compare learning, performance, fault tolerance, and other capabilities of these systems. We expect di erences in learning speed, generalization, and the complexity of grammar that can be learned.
During learning in the dynamic architecture itself, we have the option of leaving the competition within the context units at intermediate levels to allow them to take on analog values in a variable sized neighborhood of the 0 or 1 attractors. Since our system is recurrently connected by an identity map from hidden to context units, it will relax to some equilibrium determined by the impact of the context units and the clamped input on the hidden unit states, and the e ect of the feedback from those hidden states on the context states. There appear to be many possibilities for learning here.
This is similar to a partial quantization of context units. Giles et. al. 26] and Goodman 39] have also experimented with partial quantization of context units and found improvement in some learning proplems. The dynamic interaction between hidden and context units in our system, however, has no counterpart in the static systems studied by Giles et. al. It is an example of the kind of dynamic e ect whose utility in learning we intend to isolate and examine.
By varying parameters, the same network can function in the whole range of hardware emulations from automata functioning in discrete time and space to continuous analog recurrent networks. We can thus explore the impact of these parameters on learning in such systems.
Attentional control of synchrony
An important element of intra-cortical communication in the brain, and between modules in this architecture, is the ability of a module to detect and respond to the proper input signal from a particular module, when inputs from other modules which is irrelevant to the present computation are contributing cross-talk and noise. This is similar to the problem of coding messages in a computer architecture like the Connection Machine so that they can be picked up from the common communication buss line by the proper receiving module.
We are investigating the hypothesis that sychronization by attention is one way the brain can solve this coding problem. In this architecture, amplitude codes the information content or activity of a module, whereas phase and frequency can be used to \softwire" the network. We have shown that only synchronized modules communicate by exchanging amplitude informa-tion; the activity of non-resonating modules is shown to contribute ine ective crosstalk or noise.
Modules can easily be desynchronized by perturbing their resonant frequencies as described above. The ow of communication between modules can thus be controled by controlling synchrony. By changing the intrinsic frequency of modules in a patterned way, the e ective connectivity of the network is changed. The same hardware and connection matrix can thus subserve many di erent networks of interaction between modules without cross-talk problems.
We studied the use of these capabilities in the grammatical inference problem by constructing and learning the larger fteen hidden unit (module) automata studied by Cleermans, et. al. This consists of two branches each of which was the automaton learned previously in work described above. Strings of this grammar can contain long embedded sequences of the smaller grammar before the nal transition distinguishing which branch you are on appears. These transitions of this grammar were challenging to learn because of the embedding. Cleermans et al had to alter the transition probabilities within the two smaller automata so that the backpropagation algorithm could distinguish the branches during learning.
We solved this learning problem by introducing a model of an \attention" mechanism as a control of program ow through selective synchronization 13]. The attentional controller itself is modeled as a special set of hidden modules with ouputs that a ect resonant frequencies of the other hidden modules.
These enforce a segregation of the hidden module code for the subautomata states during training. Di erent sets of synchronized modules learn to code for each subautomata, while the other modules are desynchronized by frequency perturbation. The system can be made to jump from states in one subautomaton to the other by desynchronizing the proper subset of hidden modules. The possibilities for transition of the system can thus be controlled by selective synchronization.
This control itself is learned by the special hidden units whose output controls the synchrony of these subsets. During training, the attention control modules learn to respond to the proper input symbol and context to direct the ow of computation (attention) to e ect the di cult transitions between subautomata. Viewing such an automaton above as a behavioral program, the control of synchrony constitutes a control of the program ow into its subprograms (the subautomata).
Discusion
The ability to operate as an nite automaton with oscillatory/chaotic \states" is an important benchmark for this architecture, but only a subset of its capabilities. At low to zero competition, the supra-system reverts to one large continuous dynamical system. We expect that this kind of variation of the operational regime, especially with chaotic attractors inside the modules, though unreliable for habitual behaviors, may nonetheless be very useful in other areas such as the search process of reinforcement learning.
We have shown in these modules a superior stability of oscillatory attractors over static attractors in the presence of additive Gaussian noise perturbations with the 1/f spectral character of the noise found experimentally by Freeman 25] in the brain 10]. This may be one reason why the brain uses dynamic attractors. An oscillatory attractor acts like a a bandpass lter and is e ectively immune to the many slower macroscopic bias perturbations in the theta-alpha-beta range (3 -25 Hz) below its 40 -80 Hz passband, and the more microscopic perturbations of single neuron spikes in the 500 -1000 Hz range.
This type of computing architecture and its learning algorithms for computation with oscillatory spatial modes may be suitable for implementation in optical systems, where electromagnetic oscillations, high dimensional spatial modes, and high processing speeds are available from the physics of optical media. The mathematical expressions for optical mode competition are nearly identical to our normal forms.
