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LCM-LATTICE, TAYLOR BASES AND MINIMAL FREE
RESOLUTIONS OF A MONOMIAL IDEAL
RI-XIANG CHEN
Abstract. We use the lcm-lattice of a monomial ideal to study its minimal
free resolutions. A new concept called a Taylor basis of a minimal free resolu-
tion is introduced and then used throughout the paper. We give a method of
constructing minimal free resolutions of a monomial ideal from its lcm-lattice,
which is called the atomic lattice resolution theory. Some applications of this
theory is given. As the main application, we rewrite the theory of poset reso-
lutions, and we obtain an approximation formula for minimal free resolutions
of all monomial ideals.
1. Introduction
Throughout the paper let S = k[x1, . . . , xn] be the polynomial ring in n variables
over a field k, and let M be a monomial ideal in S minimally generated by mono-
mials m1, . . . ,mr. In this paper we will try to construct a minimal free resolution
of M , which is a problem first posed by Kaplansky in the early 1960s. Note that
sometimes when we say a minimal free resolution of M , what we actually mean is
a minimal free resolution of S/M .
There are several methods for computing the multigraded Betti numbers of M .
These methods often involve computing the homologies of some simplicial com-
plexes. However, not much is known about finding the differential maps in a min-
imal free resolution of M . For some specific classes of monomial ideals, one can
use their combinatorial structures to get explicit formulas for their minimal free
resolutions. For example, we have the Eliahou-Kervaire resolutions [EK] for stable
ideals. But it seems impossible to get such an explicit formula for all monomial
ideals.
Let F be a minimal free resolution of M . In [PV] Peeva and Velasco introduce
the concept of the frame of F, which is a complex of k-vector spaces and has the
same amount of information as F. So the problem of constructing a minimal free
resolution of M is reduced to the problem of building the frame of a minimal free
resolution.
For example, if M has a simplicial resolution F, then there exists a simplicial
complex ∆ such that the simplicial chain complex C(∆; k) is the frame of F, or
equivalently, F is the M -homogenization of C(∆; k). In this case, we say that F
is supported on ∆. Similarly, we can consider minimal free resolutions supported
on cell complexes or CW-complexes. However, in [Ve] Velasco gives an example of
a monomial ideal such that none of its minimal free resolutions can be supported
on a CW-complex. Hence, CW-complexes do not provide all the frames we need.
Moreover, except for some special classes of monomial ideals, say, Scarf ideals, it
seems hard to first get a CW-complex and then use it to obtain a minimal free
resolution. Also, a cellular resolution often requires a special choice of basis for the
1
2minimal free resolution, whereas many important concepts in mathematics do not
depend on the choice of basis.
In [GPW] Gasharov, Peeva and Welker introduce the concept of the lcm-lattice
LM of M . They show that minimal free resolutions of M are determined by LM .
So one may wonder if it is possible to build the frame of a minimal free resolution of
M from LM . Some important work has been done in this direction. For example,
in [Cl] Clark proves that if M is lattice-linear then the poset resolution constructed
from LM is a minimal free resolution of S/M ; in [CM1] and [CM2] Clark and Mapes
prove that ifM is a rigid monomial ideal then the poset resolution constructed from
the Betti poset of M , which is a subposet of LM , is a minimal free resolution of
S/M ; and in [Wo] Wood generalizes Clark’s result to Betti-linear monomial ideals.
In this paper we will use LM in a different way to construct minimal free resolu-
tions for all monomial ideals. This method is originated from the concept of nearly
Scarf monomial ideals introduced by Peeva and Velasco in [PV]. For convenience,
a minimal free resolution of S/M constructed by this method is called an atomic
lattice resolution. We show that every minimal free resolution of S/M is an atomic
lattice resolution.
A major feature of this paper is that any complex of multigraded free S-modules
or any complex of k-vector spaces is always equipped with a fixed basis. Let F be
a minimal free resolution of S/M , we introduce a new concept called a Taylor basis
of F, which will be frequently used in this paper. Let T be the Taylor resolution
[Ta] of S/M . Let Ω be the simplex with the vertex set {1, 2, . . . , r}. Then the
frame of T is the augmented chain complex C˜(Ω; k)[−1] with a shift in homological
degree and a basis consisting of all the faces of Ω. This basis can be viewed as
a multigraded basis of T. Since F is a multigraded free submodule of T, we can
fix a multigraded basis of F. Dehomogenizing these basis elements, we get a basis
for the frame of F. For convenience, we call this basis a Taylor basis of F. The
elements in a Taylor basis are chains in Ω. If we apply the boundary map d of Ω to
the Taylor basis elements, then we get the frame of F. So the problem of building a
frame of a minimal free resolution is equivalent to the problem of finding a Taylor
basis of a minimal free resolution.
It is well-known that any two minimal free resolutions of S/M are isomorphic,
because of which we often call a minimal free resolution of S/M by the minimal free
resolution of S/M . In this paper we will distinguish different minimal free resolu-
tions of S/M , namely, we will rigorously define when two minimal free resolutions
of S/M are called being equal to each other. As a result, S/M will have many
different minimal free resolutions, which correspond to many different frames and
many different Taylor bases.
This paper is organized as follows.
In Section 2 we prepare definitions, notations and basic results which will be
used in later sections. This section has four subsections. Subsection 2.1 begins
with the automorphism group of a multigraded free S-module. Then we show that
an isomorphism between two complexes of multigraded free S-modules is equivalent
to a change of basis in one of the complexes. The definition of two complexes being
equal to each other and the definition of a subcomplex are a little different from
the traditional definitions, because in this paper a complex is always equipped with
a fixed basis. In Subsection 2.2, we introduce the concept of a Taylor basis of a
minimal free resolution F of S/M , which characterizes how F can be embedded in
3the Taylor resolution T. F may have many different Taylor bases, each of which
determines a submodule of T. Such a submodule is called a Taylor submodule
for M . Subsection 2.3 is about consecutive cancellations, which is a technique
introduced by Peeva. In this subsection, from the Taylor resolution of S/M we
use consecutive cancellations to get a minimal free resolution with a Taylor basis.
The idea of consecutive cancellations will be used in the proofs of some theorems
and propositions in Section 3. Subsection 2.4 is about the lcm-lattice LM . Many
results in this paper benefit from our new labeling of the elements in LM . Each
element m in LM is labeled by a subset Am of {1, . . . , r} such that Am = {1 ≤
i ≤ r|mi divides m}; and then each m 6= 1 in LM is associated with a simplicial
complex ∆m with facets Aβ1 , . . . , Aβt where β1, . . . , βt are all the elements in LM
covered by m. By the crosscut theorem, ∆m is homotopic to the order complex
of (1,m). This fact is used in the proof of Theorem 58.8 in [Pe], in the proof of
Theorem 3.3 in [Cl] and in the proof of Theorem 2.5 in [Wo]. We feel that in LM it is
more natural and much simpler to work with ∆m than the order complex of (1,m).
Some basic properties about Am are proved. In Theorem 2.27 an interesting and
useful relation between a Taylor basis and homology groups H˜(∆m; k) is revealed.
Section 3 contains the main theory of this paper, which has three subsections. In
Subsection 3.1, we introduce a new concept called the exact closure of a complex of
k-vector spaces, namely, given any complex U over k we construct an exact complex
V such that U is a subcomplex of V and V is in a sense the smallest such complex.
Some propositions about exact closures are proved. In Subsection 3.2, we use LM
and exact closures to construct a minimal free resolution of S/M with a Taylor
basis. Specifically, we build the frame of a minimal free resolution of S/M , which
is a generalization of Theorem 6.1 in [PV] about nearly Scarf monomial ideals.
Because given any atomic lattice L we can use this method to associate L with an
exact complex of k-vector spaces, we call the minimal free resolution constructed
this way an atomic lattice resolution of S/M . Conversely, we prove that every
minimal free resolution of S/M is an atomic lattice resolution. Theorem 3.9 and
Theorem 3.15 are the main theorems of this paper, and the results in Subsection
3.2 are called the atomic lattice resolution theory. Subsection 3.3 discusses some
applications of the atomic lattice resolution theory. Besides the computation of
minimal free resolutions, this theory can be applied to some theoretical problems.
First, converse to Theorem 2.27, Theorem 3.16 gives a simple criteria for a set
of chains to form a Taylor basis, which is very handy for finding minimal free
resolutions in examples. Next, in Construction 3.19 we develop a method to find
a Taylor basis of a given minimal free resolution of S/M . Then we show that
the intersection of all Taylor submodules for M is the submodule of the Taylor
resolution T generated by the faces corresponding to the Scarf multidegrees, which
was also proved by Mermin in [Me]. After that, we prove that the Betti poset of
M determines minimal free resolutions of S/M , which is also proved in [CM2] and
[TV]. Finally, we use LM to get a bound for the projective dimension of S/M .
Section 4 can also be viewed as an application of the atomic lattice resolution
theory. This section has two similar subsections. The idea in both subsections is to
construct differential maps in a minimal free resolution by using homology groups
H˜(∆m, k) and the connecting homomorphism in the Mayer-Vietoris sequence. In
Subsection 4.1, we use our language to rewrite the theory of poset resolutions. And
then the relations among rigid monomial ideals in [CM1], homologically monotonic
4monomial ideals in [FMS], lattice-linear monomial ideals in [Cl] and Betti-linear
monomial ideals in [Wo] are studied. After that, we give a new proof of a rigid
monomial ideal having a poset resolution, and this proof is generalized to show
that a monomial ideal M has a poset resolution if and only if M is Betti-linear.
Our proofs are different from those in [CM2], [Cl] and [Wo]. In Subsection 4.2, we
give a construction (Definition 4.19 ) which is very similar to the poset construction,
and we introduce a new concept called the maximal approximation of a minimal
free resolution of S/M . In Theorem 4.24 we show that any maximal approximation
of a minimal free resolution can be obtained by Definition 4.19, and conversely,
any sequence of multigraded free S-modules and multigraded homomorphisms ob-
tained by Definition 4.19 is the maximal approximation of a minimal free resolution
of S/M . In other words, we have an approximation formula for minimal free res-
olutions of all monomial ideals. Then similar to Betti-linear monomial ideals, we
introduce a new class of momomial ideals called homology-linear monomial ideals.
After that we introduce the class of strongly homology-linear monomial ideals and
the class of nearly homologically monotonic monomial ideals. The latter is a gener-
alization of homologically monotonic momomial ideals and nearly Scarf monomial
ideals. The relations among these classes of monomial ideals are studied.
Acknowledgments. The author learned monomial resolutions from Irena Peeva,
and he wants to thank Irena for her help and encouragement during his graduate
study at Cornell University.
2. Preliminaries
In this section we introduce definitions, notations and basic results which will be
used in later sections. This section has four subsections.
2.1. Complexes of Multigraded Free S-modules. In this paper the polynomial
ring S is multigraded. Let N = {0, 1, 2, . . .}. For any a = (a1, . . . , an) ∈ Nn, let
xa = xa11 · · ·x
an
n . The multigraded elements in S are scalar multiples of monomials.
Let λ 6= 0 ∈ k then λxa is multigraded with multidegree xa, written as mdeg(λxa) =
xa. The free S-module generated by one element f in multidegree xa is denoted by
S(−xa). Then for any λ 6= 0 ∈ k and b ∈ Nn, λxbf is multigraded in S(−xa) with
mdeg(λxbf) = xa+b.
Let F = S(−xa1) ⊕ · · · ⊕ S(−xap) be a multigraded free S-module. For any
1 ≤ i ≤ p let fi be a basis element of S(−xai), then f1, . . . , fp is a multigraded
basis of F . Let f = u1fi1 + · · · + uqfiq ∈ F with 1 ≤ i1 < · · · < iq ≤ p and
u1, . . . , uq being nozero elements in S, then f is called multigraded if u1, . . . , uq are
multigraded elements S and mdeg(u1fi1) = · · · = mdeg(uqfiq ). In this case, we
write mdeg(f) = mdeg(u1fi1).
Let σ : F → F be a multigraded isomorphism, then σ(f1), . . . , σ(fp) is a
multigraded basis of F with mdeg(σ(f1)) = x
a1 , . . . ,mdeg(σ(fp)) = x
ap . Let
A = (aij)p×p be the matrix of σ with respect to the basis f1, . . . , fp of F , then
for any 1 ≤ j ≤ p, we have that σ(fj) =
p∑
i=1
aijfi; or in abbreviation, we can write
them as σ(f1, . . . , fp) = (σ(f1), . . . , σ(fp)) = (f1, . . . , fp)A. It is easy to see that A
is characterized by the following three properties:
(i) A is invertible, i.e., det(A) 6= 0 ∈ k;
(ii) If xai does not divide xaj , then aij = 0;
5(iii) If xai divides xaj , then either aij = 0 or aij is a nonzero multigraded
element in S with mdeg(aij) = x
aj−ai .
By the above conditions, using the Laplace expansion along the columns of A, we
see that in every column of A there is a nonzero entry belonging to k. Let Aut(F )
be the set of all such A. Because the composition of two multigraded isomorphisms
is a multigraded isomorphism, it is easy to see that Aut(F ) is a group under matrix
multiplication. We call Aut(F ) the automorphism group of F . Note that Aut(F )
does not depend on the basis of F . It only depends on the ordered multidegrees
xa1 , . . . , xap . Here the order of the multidegrees matters because for example,
Aut(S(−x1) ⊕ S(−x21)) 6= Aut(S(−x
2
1) ⊕ S(−x1)). If for any i 6= j, x
ai does not
divide xaj , then Aut(F ) is the multiplicative group of invertible diagonal matrices.
Let g1, . . . , gp be another multigraded basis of F with multidegrees x
a1 , . . . , xap ,
respectively. For any 1 ≤ j ≤ p, let gj =
p∑
i=1
bijfi, where bij ∈ S; or in abbreviation,
we can write (g1, . . . , gp) = (f1, . . . , fp)B, where B = (bij)p×p. Then we have a
multigraded isomorphism ρ : F → F such that ρ(f1) = g1, . . . , ρ(fp) = gp, and the
matrix of ρ under basis f1, . . . , fp is B ∈ Aut(F ). Hence, any change of basis in
F is corresponding to an automorphism of F and is corresponding to a matrix in
Aut(F ). Therefore, if we fix a basis f1, . . . , fp of F then there is a bijection between
Aut(F ) and the set of all multigraded bases of F with multidegrees xa1 , . . . , xap ; in
other words, we can use Aut(F ) to get all the multigraded bases of F .
Let t1, . . . , tp be a permutation of 1, . . . , p, then ft1 , . . . , ftp may not be a basis
of F . However, ft1 , . . . , ftp is a basis of F̂ = S(−x
at1 )⊕ · · · ⊕ S(−xatp ). Hence, in
the rest of the paper, when we say a permutation of the basis elements of F , F is
simultaneously changed to F̂ .
Let φ : F = S(−xa1) ⊕ · · · ⊕ S(−xap) → G = S(−xb1) ⊕ · · · ⊕ S(−xbq ) be
a multigraded homomorphism. Let f1, . . . , fp and e1, . . . , ep be two multigraded
bases of F such that (e1, . . . , ep) = (f1, . . . , fp)U with U ∈ Aut(F ). Let g1, . . . , gq
and h1, . . . , hq be two multigraded bases of G such that (h1, . . . , hq) = (g1, . . . , gq)V
with V ∈ Aut(G). Let A be the q × p matrix of φ under the basis f1, . . . , fp of
F and the basis g1, . . . , gq of G, i.e., φ(f1, . . . , fp) = (g1, . . . , gq)A. Similarly, let
φ(e1, . . . , ep) = (h1, . . . , hq)B. Then similar to the results in linear algebra, it is
easy to prove that B = V −1AU .
Let σ1 : F → F be the isomorphism defined by σ1(f1, . . . , fp) = (e1, . . . , ep).
Let σ2 : G → G be the isomorphism defined by σ2(g1, . . . , gq) = (h1, . . . , hq). Let
ψ = σ−12 φσ1 : F → G. Then ψ is a multigraded homomorphism and it is easy to
prove that ψ(f1, . . . , fp) = (g1, . . . , gq)V
−1AU = (g1, . . . , gq)B. Hence, the change
of bases in F and G is equivalent to the following commutative diagram:
F G
F G
φ
σ1
ψ=σ−1
2
ψσ1
σ2
6And under the basis f1, . . . , fp of F and the basis g1, . . . , gq of G, this diagram can
be written as:
F G
F G
A
U
B=V −1AU
V
Note that in this paper when we write F
A
−−→ G, we mean that there exists a
multigraded homomorphism φ : F → G such that under a basis of F and a basis
of G the matrix of φ is A.
In this paper a complex (F, d) of multigraded free S-modules is a finite sequence
of multigraded homomorphisms:
F : 0 Fl Fl−1 · · · F2 F1 F0 0
dl d2 d1
with a fixed multigraded basis for each Fi. Let Ai be the matrix of di under the
basis of Fi and Fi−1, then F is often written as
F : 0 Fl Fl−1 · · · F2 F1 F0 0.
Al A2 A1
Definition 2.1. Let (F, d) and (G, ∂) be two complexes of multigraded free S-
modules. ϕ : F → G is called an isomorphism if for each i, ϕi : Fi → Gi is
a multigraded isomorphism and ϕi−1di = ∂iϕi. If there exist an isomorphism
between F and G then we say that F and G are isomorphic and we write F ∼=G.
Definition 2.2. Let (F, d) and (G, ∂) be two complexes of multigraded free S-
modules. If there exists an isomorphism ϕ : F→ G such that ϕ induces a bijection
between the fixed bases of F and G, then we say that F is equal to G and we write
F =G.
Remark 2.3. (1) Let F = S(−x1) ⊕ S(−x2) and G = S(−x2) ⊕ S(−x1),
then F and G are isomorphic, but F 6= G. However, by Definition 2.2 the
complexes 0→ F → 0 and 0→ G→ 0 are equal.
(2) In Definition 2.2 let Ai be the matrix of di under the basis of F. Then it
is easy to see that if F = G then there exists a permutation of the basis
elements of G such that under the new basis the matrix of ∂i is Ai; and
conversely, if Fi = Gi for all i and the matrix of ∂i is Ai, then F =G.
(3) Let (F, d) and (G, ∂) be two sequences of multigraded free S-modules and
multigraded homomorphisms. Then we have similar definitions for F ∼= G
and F = G.
Let (F, d) be a complex of multigraded free S-modules and Ai the matrix of
di under the basis of F. Let σi : Fi → Fi be a change of basis isomorphism
corresponding to Ui ∈ Aut(Fi). Then under the new basis, the matrix of di is
U−1i−1AiUi. The new complex with the new basis is denoted by σ(F), where σ is
the collection of isomorphisms σi of Fi. We call σ a change of basis map of F.
Note that F and σ(F) are isomorphic. Indeed, we have the following commutative
diagram:
F : · · · Fi Fi−1 · · · F1 F0 0
σ(F) : · · · Fi Fi−1 · · · F1 F0 0,
Ai A1
U−1
i−1
AiUi
Ui Ui−1
U−1
0
A1U1
U1 U0
7where F has the old basis and σ(F) has the new basis.
Conversely, if F ∼= G we will show that there exists a change of basis map σ of
F such that σ(F) = G. Indeed, let ϕ : F → G be an isomorphism, then we have
the following commutative diagram:
F : · · · Fi Fi−1 · · · F1 F0 0
G : · · · Gi Gi−1 · · · G1 G0 0.
di
ϕi ϕi−1
d1
ϕ1 ϕ0
∂i ∂1
By using a permutation of the basis elements of G, without the loss of generality
we can assume that Fi = Gi for all i. Let Ui be the matrix of ϕ
−1
i under the basis
of Fi and the basis of Gi. It is easy to see that Ui ∈ Aut(Fi). Let Ai be the matrix
of di under the basis of F and Bi the basis of ∂i under the basis of G, then from
the previous commutative diagram, we get the following commutative diagram:
F : · · · Fi Fi−1 · · · F1 F0 0
G : · · · Gi Gi−1 · · · G1 G0 0,
Ai A1
Bi
Ui Ui−1
B1
U1 U0
which implies that Bi = U
−1
i−1AiUi. Let σ be the change of basis map of F corre-
sponding to all the Ui ∈ Aut(Fi), then by Remark 2.3 (2) we see that σ(F) =G.
Let F and G be two minimal free resolutions of S/M . It is well-known that
F ∼= G. Hence, there exists a change of basis map σ of F such that σ(F) = G. So
given any minimal free resolution of S/M , we can use change of basis to get all the
minimal free resolutions of S/M .
Definition 2.4. Let (F, d) be a complex of multigraded free S-modules with a
fixed basis f1, . . . , fp. Let (G, ∂) be a complex of multigraded free S-modules. If
there exist 1 ≤ i1 < · · · < iq ≤ p such that the free submodule H of F generated
by fi1 , . . . , fiq satisfies the following two conditions:
(1) d(H) ⊆ H, i.e., (H, d) is a complex of multigraded free S-modules;
(2) (H, d) = (G, ∂);
then we call (G, ∂) a subcomplex of (F, d), and we write (G, ∂) = (F|{fi1 ,...,fiq }, d).
Remark 2.5. This definition of a subcomplex is different from the usual definition
of a subcomplex (for example, Definition 3.5 in [Pe]). The reason is that in this
paper any complex of multigraded free S-modules is assumed to have a fixed basis.
Remark 2.6. In this paper any complex of k-vector spaces is also assumed to
be finite and have a fixed basis. Then for complexes of k-vector spaces, we have
definitions similar to those in Definitions 2.1, 2.2 and 2.4. The results about change
of basis also hold for complexes of k-vector spaces.
2.2. Taylor Bases. In this paper we will frequently use the notations of the frame
of an M -complex and the M -homogenization of an r-frame, which are defined in
Section 3 of [PV] or in Section 55 of [Pe]. Also, let F be a minimal free resolution
of S/M ; sometimes, for convenience, we write the resolution as F→ 0.
Definition 2.7. Let Ω be the simplex with the vertex set {1, . . . , r}, where the
vertex i is corresponding to the minimal monomial generator mi of M . For any
8A ⊆ {1, . . . , r}, we define the multidegree of A as mdeg(A) = lcm(mi|i ∈ A). Note
that mdeg(∅) = 1. Let c = λ1c1 + · · ·+ λtct be a chain in Ω, where λ1, . . . , λt are
nonzero elements in k and c1, . . . , ct are some different faces of the same dimension
in Ω, then we define the multidegree of c as mdeg(c) = lcm(mdeg(ci)|1 ≤ i ≤ t), and
we define the support of c as supp(c) = c1∪· · ·∪ct. Let f = λ1x
a1c1+ · · ·+λtx
atct,
where xa1 , . . . , xat are some monomials in S. If there exists a monomial m ∈ S
such that xa1mdeg(c1) = · · · = xatmdeg(ct) = m, then we say that f is multigraded
with multidegree m, written as mdeg(f) = m. By setting x1 = · · · = xn = 1 in f ,
we get the chain c back and c is called the dehomogenization of f . Let
g = λ1
mdeg(c)
mdeg(c1)
c1 + · · ·+ λt
mdeg(c)
mdeg(ct)
ct,
then g is multigraded with multidegree mdeg(c). We call g the homogenization
of c and write g = ~(c). Note that the dehomogenization of g is c. By setting
x1 = · · · = xn = 0 in f , we get a chain which is called the initial part of f , denoted
by in(f). in(g) is called the initial part of c, denoted by in(c). If in(c) 6= 0 then we
call c a Taylor chain.
Let T be the Taylor resolution of S/M , then the set of faces of Ω, including ∅,
can be viewed as a multigraded basis of T.
Definition 2.8. Let F be a minimal free resolution of S/M . It is well-known that
there exists a trivial complex E such that T ∼= F ⊕ E . Then there exists a change
of basis map σ such that σ(T) = F⊕ E . Let f1, . . . , fp be the multigraded basis of
σ(T). Since F is a subcomplex of σ(T), it follows that there exist 1 ≤ i1 < · · · <
iq ≤ p such that F = σ(T)|{fi1 ,...,fiq }. Let g1, . . . , gp be the dehomogenizations of
f1, . . . , fp, respectively. Then gi1 , . . . , giq is called a Taylor basis of F. Let N be
the multigraded free S-module generated by fi1 , . . . , fiq , then N is a submodule of
T. We call N a Taylor submodule for M .
Remark 2.9. Let f be a multigraded basis element of σ(T) and let g be the
dehomogenization of f . By the discussion about the automorphism group of a
multigraded free S-module at the beginning of Subsection 2.1, we see that in(f) 6= 0,
which implies that f is the homogenization of g. Hence, in(f) = in(g) and g is a
Taylor chain.
Remark 2.10. Let (W, d) be the frame of σ(T) where d is the boundary map of
Ω, then g1, . . . , gp is a basis of W. Let (V, d) be the frame of F, then gi1 , . . . , giq is
a basis of V. From the Taylor basis gi1 , . . . , giq , one can use the boundary map d
to obtain V, and then the M -homogenization of V is F. So, to construct a minimal
free resolution of S/M , it is equivalent to obtain a Taylor basis. Note that because
of Definition 2.2, we do not need to worry about how the elements in a Taylor basis
are ordered, and a Taylor basis determines a unique minimal free resolution.
Remark 2.11. Given a Taylor submodule N for M with a basis fi1 , . . . , fiq as
in Definition 2.8, if we think of N as a complex of multigraded free S-modules,
then N is a minimal free resolution of S/M ; indeed, N = F. Hence, by using
change of basis in each homological degree of N , we can get every minimal free
resolutions of S/M . On the other hand, as is shown by the next example, given a
minimal free resolution F of S/M , F may have many different Taylor bases, and
consequently, there may be many different Taylor submodules for M . Since every
Taylor submodule for M with a suitable multigraded basis can give rise to F, it
9follows that from F we can get all the Taylor submodules for M . The set of all
Taylor submodules for M is denoted by ΣM .
Example 2.12. Let S = k[x, y, z] and M the monomial ideal generated by m1 =
xy,m2 = xz,m3 = yz. Then
F : 0→ S(−xyz)2 S(−xy)⊕ S(−xz)⊕ S(−yz) S


−z −z
y 0
0 x

 (
xy xz yz
)
is a minimal free resolution of S/M . For any λ, µ ∈ k, let Bλ,µ be the set of chains
consisting of ∅, {1}, {2}, {3}, λ{1, 2}+ (1− λ){1, 3}− (1− λ){2, 3}, µ{1, 3}+ (1−
µ){1, 2}+(1−µ){2, 3}. Then Bλ,µ is a Taylor basis of F, and every Taylor basis of F
is some Bλ,µ. Let Nλ,µ be the multigraded free submodule of the Taylor resolution
T generated by the elements in Bλ,µ, then Nλ,µ is a Taylor submodule for M and
ΣM = {Nλ,µ|λ, µ ∈ k}. Note that T2 = S(−xyz)3 with basis {1, 2}, {1, 3}, {2, 3}.
Let a = (a1, a2, a3),b = (b1, b2, b3) ∈ k3 such that e1 = {1, 2}−{1, 3}+ {2, 3}, e2 =
a1{1, 2}+a2{1, 3}+a3{2, 3}, e3 = b1{1, 2}+ b2{1, 3}+ b3{2, 3} is a basis of T2. Let
Ga,b ⊂ T2 be the multigraded free S-module generated by e2, e3. Then by using
consecutive cancellations in Subsection 2.3, it is easy to see that T0 ⊕ T1 ⊕Ga,b is
a Taylor submodule for M . Let Σ˜ ⊆ ΣM be the set of all such Taylor submodules.
Since ∣∣∣∣∣∣
1 −1 1
λ 1− λ −1 + λ
1− µ µ 1− µ
∣∣∣∣∣∣ = 1 6= 0,
it follows that Nλ,µ ∈ Σ˜, which implies that Σ˜ = ΣM . So every Taylor submodule
for M can be written as T0 ⊕ T1 ⊕ G, where G = S(−xyz)2 ⊂ T2 and {1, 2} −
{1, 3}+ {2, 3} /∈ G.
Remark 2.13. Let F be a minimal free resolution of S/M . It is easy to see that
F is a simplicial resolution if and only if there exists a Taylor basis of F consisting
of some faces of Ω; and S/M has a simplicial resolution if and only of there exists
a Taylor submodule N for M such that N has a basis consisting of some faces of
Ω. In the above example if we take λ = µ = 1 then F is simplicial.
2.3. Consecutive Cancellations. Consecutive cancellation is a technique intro-
duced by Peeva (for example, see Section 7 in [Pe]) for removing short trivial
complexes from a nonminimal free resolution.
Given a graded module N over S, building a free resolution of N over S consists
of repeatedly solving systems of polynomial equations, which is not easy and the
computation often involves the Gro¨bner basis theory. However, if a free resolution
of N is given, then we can use consecutive cancellations to get a minimal free
resolution of N .
Since any monomial ideal M has the Taylor resolution, in this subsection we
will discuss how to use consecutive cancellations to get a minimal free resolution of
S/M with a Taylor basis.
Proposition 2.14. Let F1, F2, F3, F4 be multigraded free S-modules with bases
h1, . . . , ht; g1, . . . , gq; f1, . . . , fp; e1, . . . , es; respectively. Let
F4 F3 F2 F1
d4 d3 d2
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be a complex of multigraded free S-modules. Let C,A,B be the matrices of d2, d3, d4,
respectively, under the given bases. Assume that
A =
(
A1 β
α a
)
q×p
B =
(
B1
γ
)
p×s
C =
(
C1 η
)
t×q
where a 6= 0 ∈ k; α = (a1, . . . , ap−1) with ai = 0 or ai being a scalar multiple of
some monomial in S, and similarly, β is a column vector with entries b1, . . . , bq−1;
γ is a row vector and η is a column vector. Let
f˜1 = f1 − a
−1a1fp,
...
f˜p−1 = fp−1 − a
−1ap−1fp,
g˜q = b1g1 + · · ·+ bq−1gq−1 + agq.
Let F˜2 be the multigraded free submodule of F2 generated by g1, . . . , gq−1; let F˜3 be
the multigraded free submodule of F3 generated by f˜1, . . . , f˜p−1. Let mdeg(fp) = m,
then we have that F2 = F˜2⊕S(−m) and F3 = F˜3⊕S(−m). And under the new bases
h1, . . . , ht; g1, . . . , gq−1, g˜q; f˜1, . . . , f˜p−1, fp; e1, . . . , es, the complex can be written
as
F4 F3 F2 F1,

B1
0



A1−a−1βα 0
0 1

 (
C1 0
)
which is equal to
(F4 F˜3 F˜2 F1)⊕ (0 S(−m) S(−m) 0).
B1 A1−a
−1βα C1 1
Proof. Let C˜, A˜, B˜ be the matrices of d2, d3, d4, respectively, under the new bases.
Let
U2 =
(
Eq−1 β
0 a
)
U3 =
(
Ep−1 0
−a−1α 1
)
,
then U2 ∈ Aut(F2), U3 ∈ Aut(F3) correspond to the change of bases in F2 and F3,
so that by Subsection 2.1 we have the following commutative diagram:
F4 F3 F2 F1
F4 F3 F2 F1.
B A C
B˜
Es
A˜
U3
C˜
U2 Et
Hence, we have that
B˜ = U−13 B =
(
Ep−1 0
a−1α 1
)(
B1
γ
)
=
(
B1
a−1αB1 + γ
)
A˜ = U−12 AU3 =
(
Eq−1 −a−1β
0 a−1
)(
A1 β
α a
)(
Ep−1 0
−a−1α 1
)
=
(
A1 − a−1βα 0
0 1
)
C˜ = CU2 =
(
C1 η
)(Eq−1 β
0 a
)
=
(
C1 C1β + aη
)
.
Since CA = 0 and AB = 0, it follows that C1β + aη = 0 and αB1 + aγ = 0, which
implies that B˜ =
(
B1
0
)
and C˜ =
(
C1 0
)
. 
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Remark 2.15. First, the matrix A1−a−1βα can be obtained from (A1 βα a ) by using
elementary row operations. Second, if a is not at the qth row or pth column, similar
result holds. Third, if F1, F2, F3, F4 are graded free S-modules, similar result holds.
Finally, let R = S/I where I is a graded ideal in S, then similar result holds for
graded free R-modules. In particular, we have similar results for complexes of
k-vector spaces.
Definition 2.16. As in Proposition 2.14, the process of changing the bases of F2
and F3, and then removing the short trivial complex 0 → S(−m) → S(−m) → 0
to obtain F4 → F˜3 → F˜2 → F1 is called a consecutive cancellation at the entry a,
or called a consecutive cancellation with respect to fp and gq.
It is easy to see that F4 → F3 → F2 → F1 and F4 → F˜3 → F˜2 → F1 have the
same homology. In particular, the former is exact if and only if the latter is exact.
Theorem 2.17. Let M be a monomial ideal minimally generated by r monomials.
Let Ω be the simplex with the vertex set {1, . . . , r}. Let T be the Taylor resolution
of S/M with basis consisting of the faces of Ω. By using a series of consecutive
cancellations we can get a minimal free resolution F of S/M . By dehomogenizing
the basis elements of F we get a Taylor basis of F. And there exists a trivial complex
E such that T ∼= F⊕ E.
Proof. If no entry in the matrices of T is a nonzero scalar in k, then T is a minimal
free resolution of S/M with the faces of Ω as a Taylor basis.
Otherwise, pick any entry in any matrix of T which is a nonzero scalar and do
a consecutive cancellation at that entry. After deleting a short trivial complex,
we obtain a new complex U. Note that H0(U) = H0(T) = S/M and Hi(U) =
Hi(T) = 0 for i ≥ 1, so that U is a multigraded free resolution of S/M with
a multigraded basis and rank(U) = rank(T) − 2. If no entry in the matrices
of U is a nonzero scalar, then U is a minimal free resolution of S/M and the
dehomogenization of the basis elements of U gives a Taylor basis of U.
Otherwise, pick any entry in any matrix of U which is a nonzero scalar and do
a consecutive cancellation at that entry, then we get a multigraded free resolution
V of S/M with a multigraded basis and rank(V) = rank(U)− 2.
Since rank(T) = 2r < ∞, it follows that after doing a finite number of con-
secutive cancellations, we will get a minimal free resolution F of S/M . Let E be
the direct sum of the short trivial complexes associated to the consecutive cancel-
lations, then E is a trivial complex and it is easy to see that T ∼= F ⊕ E . Thus,
dehomogenizing the multigraded basis elements of F, we get a Taylor basis of F. 
Remark 2.18. Not all minimal free resolutions of S/M can be obtained by using
consecutive cancellations. For example, let S and M be as in Example 2.12, then
the following minimal free resolution of S/M
F : 0→ S(−xyz)2 S(−xy)⊕ S(−xz)⊕ S(−yz) S


−z −z
y −y
0 2x

 (
xy xz yz
)
with its Taylor basis ∅, {1}, {2}, {3}, {1, 2}, {1, 3} + {2, 3}, can not be obtained
by using consecutive cancellations.
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Similar to Theorem 2.17, in general, if N is a graded R-module and G is a
graded free resolution of N over R, then we can use consecutive cancellations to get
a minimal free resolution of N . As an application we prove the following lemma,
which is Lemma 9.3 in [Pe].
Lemma 2.19. Let G be a finite exact graded complex of finitely generated free
R-modules, then G is isomorphic to a trivial complex.
Proof. Let N = 0, then G is a free resolution of N and F = 0 is the only minimal
free resolution of N , so that similar to Theorem 2.17, there is a trivial complex E
such that G ∼= F⊕ E = E . 
Next we use consecutive cancellations to prove a result about Taylor basis, which
will be used in Section 3.
Proposition 2.20. Let (T, d) be the Taylor resolution of S/M . Let σ be a change
of basis map of T and f1, . . . , fp the multigraded basis of (σ(T), d). Let F =
σ(T)|{fi1 ,...,fiq} be a subcomplex of σ(T) such that F is a minimal free resolution
of S/M . Then the dehomogenizations of fi1 , . . . , fiq is a Taylor basis of F.
Proof. Without the loss of generality we assume that {fi1 , . . . , fiq} = {f1, . . . , fq}.
If q = p then the result obviously holds.
If q < p then we consider the quotient complex σ(T)/F. Since H(σ(T)) = H(F),
it follows that σ(T)/F is an exact complex of multigraded free S-modules with
basis fq+1, . . . , fp. By Lemma 2.19 σ(T)/F is isomorphic to a trivial complex,
which implies that we can use a consecutive cancellation to separate a short trivial
complex from σ(T)/F. Hence, there exist q + 1 ≤ j 6= l ≤ p such that
d(fj) = λq+1fq+1 + · · ·+ λpfp,
where λq+1, . . . , λp are multigraded elements in S and λl 6= 0 ∈ k. Thus, there exist
multigraded elements λ1, . . . , λq ∈ S such that
d(fj) = λ1f1 + · · ·+ λqfq + λq+1fq+1 + · · ·+ λpfp,
with λl 6= 0 ∈ k. After doing a consecutive cancellation at the entry λl in some
matrix of σ(T), we will get a complex of multigraded free S-modules G and a
short trivial complex. Note that G is a free resolution of S/M , and by Proposition
2.14 it is easy to see that G has a multigraded basis f1, . . . , fq, g1, . . . , gp−2 and
G|{f1,...,fq} = F.
If q = p− 2 then σ(T) is isomorphic to the direct sum of F and a short trivial
complex and the result holds. Otherwise, we can use the above method to separate
another short trivial complex from G. In general, after using (q− p)/2 consecutive
cancellations, we will get F with the multigraded basis f1, . . . , fq. So σ(T) is
isomorphic to the direct sum of F and a trivial complex, which implies that the
dehomogenizations of f1, . . . , fq is a Taylor basis of F. 
2.4. Atomic Lattices and the Lcm-lattice of a Monomial Ideal. In [GPW]
Gasharov, Peeva and Welker introduce the concept of the lcm-lattice of a monomial
ideal. The lcm-lattice LM of M is defined as the lattice with elements labelled by
the least common multiples of subsets of {m1, . . . ,mr} ordered by divisibility. They
prove that minimal free resolutions of S/M are determined by LM .
LM is an atomic lattice. The bottom element in LM is 1 regarded as the lcm of
the empty set; the atoms are m1, . . . ,mr; and the top element is lcm(m1, . . . ,mr).
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Conversely, in [Ph] Phan proves that every atomic lattice is the lcm-lattice of some
monomial ideal. So the study of monomial resolutions is closely related to the study
of atomic lattices.
Let L be an atomic lattice with atoms α1, . . . , αr. In this paper we will use the
following method to label the elements in L: for any element α ∈ L, α is labeled
by Aα = {1 ≤ i ≤ r|αi ≤ α}. Hence, the bottom element 0ˆ is labeled by the empty
set ∅; the atoms α1, . . . , αr are labeled by {1}, . . . , {r}, respectively; and the top
element 1ˆ is labeled by {1, . . . , r}.
Since for any α 6= 0ˆ ∈ L we have that α is the join of all the atoms below α,
that is, α =
∨
i∈Aα
αi. Thus, it is easy to see that α ≤ β if and only if Aα ⊆ Aβ , and
α = β if and only if Aα = Aβ . So the set of all Aα ordered by inclusion is a poset
which is equal to L.
For any α ∈ L, following [Cl] we define the rank of α to be the maximal length
of the chains from 0ˆ to α and denote it by rk(α). Then we have that rk(0ˆ) = 0,
rk(αi) = 1 for 1 ≤ i ≤ r, and if α is not the bottom element or an atom, then
rk(α) ≥ 2. rk(1ˆ) is called the rank of L, denoted by rk(L). Also, it is easy to see
that rk(α) ≤ |Aα| for any α ∈ L.
Definition 2.21. Let L be an atomic lattice with atoms α1, . . . , αr. For any
A ⊆ {1, . . . , r}, let A =
⋂
Aα⊇A
Aα, then A is called the closure of A. Let Ω be the
simplex with the vertex set {1, . . . , r}. Let c = λ1c1 + · · · + λlcl be a chain in Ω,
where λ1, . . . , λl are nonzero scalars in k and c1, . . . , cl are some different faces in
Ω. If there exists ci such that ci = supp(c) = Aα for some α ∈ L then we say that
c is a Taylor chain at α.
Next we prove some basic results about atomic lattices.
Proposition 2.22. A = Aβ for some β ∈ L. In particular, if L = LM then
A = Am with m = lcm(mi|i ∈ A) = mdeg(A).
Proof. Let β =
∨
i∈A
αi. Then Aβ ⊇ A, which implies that Aβ ⊇ A; on the other
hand, for any Aα ⊇ A we have that α =
∨
i∈Aα
αi ≥
∨
i∈A
αi = β, which implies
that A =
⋂
Aα⊇A
Aα ⊇ Aβ . So, A = Aβ . Note that if L = LM then we have that∨
i∈A
mi = lcm(mi|i ∈ A), so that A = Am with m = lcm(mi|i ∈ A). 
Note that for the lcm-lattice LM , every element m ∈ LM is labeled by Am =
{1 ≤ i ≤ r|mi divides m} with mdeg(Am) = m, and for any A ⊆ {1, . . . , r} we have
that mdeg(A) = m if and only if A = Am. If c is a Taylor chain as in Definition
2.7 with mdeg(c) = m ∈ LM , then we have that supp(c) = Am and c is a Taylor
chain at m.
Proposition 2.23. Let L be an atomic lattice with atoms α1, . . . , αr. Let β1, . . . , βs
be some elements in L, then we have that
Aβ1 ∩ · · · ∩ Aβs = Aβ1∧···∧βs Aβ1 ∪ · · · ∪ Aβs = Aβ1∨···∨βs .
Proof. For any 1 ≤ j ≤ s we have that β1 ∧ · · · ∧ βs ≤ βj , which implies that
Aβ1∧···∧βs ⊆ Aβj , and then Aβ1∧···∧βs ⊆ Aβ1 ∩ · · · ∩ Aβs ; On the other hand, for
any i ∈ Aβ1 ∩ · · · ∩ Aβs we have that i ∈ Aβ1 , which means αi ≤ β1, and similarly,
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αi ≤ β2, . . . , αi ≤ βs, so that αi ≤ β1 ∧ · · · ∧ βs, which implies that i ∈ Aβ1∧···∧βs ,
and then Aβ1 ∩ · · · ∩ Aβs ⊆ Aβ1∧···∧βs . So, Aβ1 ∩ · · · ∩ Aβs = Aβ1∧···∧βs .
For any 1 ≤ j ≤ s we have that βj ≤ β1 ∨ · · · ∨ βs, which implies that
Aβj ⊆ Aβ1∨···∨βs , and then Aβ1 ∪ · · · ∪Aβs ⊆ Aβ1∨···∨βs , so that Aβ1 ∪ · · · ∪ Aβs ⊆
Aβ1∨···∨βs ; On the other hand, let Aβ1 ∪ · · · ∪ Aβs = Aβ for some β ∈ L, then
Aβ1 ⊆ Aβ which implies that β1 ≤ β, and similarly, β2 ≤ β, . . . , βs ≤ β, so that
β1 ∨ · · · ∨ βs ≤ β, which implies that Aβ1∨···∨βs ⊆ Aβ = Aβ1 ∪ · · · ∪Aβs . So,
Aβ1 ∪ · · · ∪Aβs = Aβ1∨···∨βs . 
Corollary 2.24. Let L be an atomic lattice with atoms α1, . . . , αr. Let A1, . . . , As
be some subsets of {1, . . . , r}. Then we have that
A1 ∪ · · · ∪As = A1 ∪ · · · ∪ As.
Proof. By Proposition 2.22 and its proof we see that A1 ∪ · · · ∪ As = Aβ , where
β =
∨
i∈A1∪···∪As
αi, and for any 1 ≤ j ≤ s, Aj = Aβj , where βj =
∨
i∈Aj
αi. Hence, we
have that β = β1 ∨ · · · ∨ βs. So by Proposition 2.23 we have that A1 ∪ · · · ∪ As =
A1 ∪ · · · ∪As. 
Proposition 2.25. Let L be an atomic lattice with atoms α1, . . . , αr. Assume
β 6= 0ˆ ∈ L is not an atom. Let β1, . . . , βt be all the elements covered by β in L.
Then t ≥ 2; ∀1 ≤ i < j ≤ t, β = βi ∨ βj; and Aβ = Aβ1 ∪ · · · ∪Aβt .
Proof. Assume t = 1, then Aβ = Aβ1 so that β = β1, contradicting to the assump-
tion that β1 is covered by β. Hence, t ≥ 2.
Let (0ˆ, β) = {α ∈ L|0ˆ < α < β}. Since β1, . . . , βt are all the elements covered by
β, it follows that β1, . . . , βt are the maximal elements in (0ˆ, β). For any 1 ≤ i < j ≤ t
we have that βi ≤ βi∨βj ≤ β. Assume βi = βi∨βj , then βj ≤ βi, which contradicts
to the maximality of βi and βj in (0ˆ, β). Hence, βi 6= βi ∨ βj . Since βi is covered
by β, it follows that βi ∨ βj = β.
For any 1 ≤ j ≤ t we have that Aβj ⊆ Aβ , so that Aβ1 ∪ · · · ∪ Aβt ⊆ Aβ .
On the other hand, for any i ∈ Aβ we have that αi < β. Hence, αi ∈ (0ˆ, β), so
that there exists 1 ≤ j ≤ t such that αi ≤ βj , which implies that i ∈ Aβj . Thus,
Aβ ⊆ Aβ1 ∪ · · · ∪ Aβt . So, Aβ = Aβ1 ∪ · · · ∪ Aβt . 
By Proposition 2.25 we have the following definition.
Definition 2.26. Let L be an atomic lattice with atoms α1, . . . , αr. Let β 6= 0ˆ ∈ L.
If β is an atom of L, then we set ∆β = {∅}; if β is not an atom, let β1, . . . , βt be all
the elements in L covered by β, then we set ∆β to be the simplicial complex with
the vertex set Aβ and facets Aβ1 , . . . , Aβt , that is,
∆β = 〈Aβ1 , . . . , Aβt〉.
We call ∆β the simplicial complex at β. For any β 6= 0ˆ ∈ L let Ωβ be the simplex
with the vertex set Aβ . By Proposition 2.25 it is easy to see that ∆β 6= Ωβ. We
call Ωβ the simplex at β. Let Qβ be the quotient complex C˜(Ωβ ; k)/C˜(∆β ; k) =
C˜(Ωβ ,∆β ; k). We call Qβ the quotient complex at β. Let Qβ be the set of faces
{A ⊆ Aβ |A = Aβ}, then Qβ is a basis of Qβ.
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Let L = LM , then for any m 6= 1 ∈ LM we have a simplicial complex ∆m at m.
By Theorem 57.9 and Theorem 58.8 in [Pe], we have the following formula for the
multigraded Betti numbers of S/M :
for any i ≥ 1 and m 6= 1 ∈ LM , bi,m(S/M) = dimk H˜i−2(∆m; k).
For example, if mj is an atom in LM then we have that ∆mj = {∅} and b1,mj =
dimk H˜−1({∅}; k) = 1. Next we will prove a stronger result which relates a Taylor
basis of a minimal free resolution of S/M and a basis of H˜i−2(∆m; k) for all m 6=
1 ∈ LM .
Theorem 2.27. Let M be a monomial ideal in S minimally generated by r mono-
mials. Let (Ω, d) be the simplex with the vertex set {1, . . . , r} . Let i ≥ 1 and
m 6= 1 ∈ LM such that bi,m(S/M) = p ≥ 1. Let g1, . . . , gp be all the elements in
a Taylor basis B of a minimal free resolution F of S/M such that g1, . . . , gp are
of multidegree m and in homological degree i. Then [d(g1)], . . . , [d(gp)] is a basis of
H˜i−2(∆m; k), and in particular,
bi,m(S/M) = dimk H˜i−2(∆m; k).
Proof. Let (T, ∂) be the Taylor resolution of S/M with a basis containing all the
faces of Ω. Let σ be a change of basis map of T such that σ(T) = F ⊕ E , where
E is a trivial complex and the dehomogenization of the basis elements of F is the
Taylor basis B. Then we have the following commutative diagram:
T : 0 Tr Tr−1 · · · T1 T0 0
σ(T) : 0 Tr Tr−1 · · · T1 T0 0,
Ar A1
U−1
r−1
ArUr
Ur Ur−1
U−1
0
A1U1
U1 U0
where Ai is the matrix of ∂i under the basis of T, Uj ∈ Aut(Tj) is corresponding
to the change of basis map σj of Tj, and the matrix of ∂i under the new basis
of T is U−1i−1AiUi. Let A˜i and U˜j be obtained from Ai and Uj , respectively, by
setting x1 = · · · = xn = 0 in these matrices. Since Uj is invertible, it follows that
det(Uj) = det(U˜j), and then U˜j is also invertible. Then we have the following
commutative diagram:
T⊗ k : 0 Tr ⊗ k Tr−1 ⊗ k · · · T1 ⊗ k T0 ⊗ k 0
σ(T) ⊗ k : 0 Tr ⊗ k Tr−1 ⊗ k · · · T1 ⊗ k T0 ⊗ k 0.
A˜r A˜1
U˜−1
r−1
A˜rU˜r
U˜r U˜r−1
U˜−1
0
A˜1U˜1
U˜1 U˜0
Since U˜0, . . . , U˜r are invertible, it follows that T ⊗ k ∼= σ(T) ⊗ k. Let σ˜ be the
change of basis map of T ⊗ k corresponding to U˜0, . . . , U˜r, then we have that
σ˜(T⊗ k) = σ(T) ⊗ k.
Note that T ⊗ k has the same basis as that of T and the initial parts of the
basis elements of σ(T) are the basis elements of σ(T) ⊗ k. Since σ(T) ⊗ k =
(F ⊗ k) ⊕ (E ⊗ k), it follows that F ⊗ k is a direct sum of complexes of the form
0 → k → 0, placed in different homological degrees, each corresponding to an
element in the Taylor basis of F; and E ⊗k is a direct sum of complexes of the form
16
0→ k
1
−→ k → 0, placed in different homological degrees. Note that
T⊗ k =

 ⊕
m 6=1∈LM
Qm

 ⊕ (T0 ⊗ k).
Since the change of basis map σ˜ does not mix basis elements of different multide-
grees, it follows that σ˜ can be restricted to each Qm. Hence, σ˜(Qm) is the direct
sum of all 0 → k → 0 in F ⊗ k with a basis element of multidegree m and all
0→ k
1
−→ k → 0 in E ⊗ k with basis elements of multidegree m, placed in appropri-
ate homological degrees.
Let h1, . . . , ht be all the basis elements of F ⊗ k with multidegree m. Then
[h1], . . . , [ht] is a basis of H(σ˜(Qm); k) = H(Qm; k). Since in(g1), . . . , in(gp) are the
basis elements of F⊗ k with multidegree m in homological degree i, it follows that
in(g1), . . . , in(gp) are k-linear combinations of some (i−1)-dimensional faces in Qm,
and then [in(g1)], . . . , [in(gp)] is a basis of Hi−1(Qm; k).
Note that for any 1 ≤ j ≤ p, in(gj) is mapped to zero in Qm, so that d(in(gj))
is a cycle in Ωm containing no faces in Qm, which implies that d(in(gj)) is a cycle
in ∆m. Since Ωm is a simplex, by the exact sequence of complexes:
0→ C˜(∆m; k)→ C˜(Ωm; k)→ Qm → 0,
we have that Hi−1(Qm; k) ∼= H˜i−2(∆m; k) and moreover, [d(in(g1))], . . . , [d(in(gp))]
is a basis of H˜i−2(∆m; k).
Note that for any 1 ≤ j ≤ p, gj − in(gj) is a k-linear combination of some
(i− 1)-dimensional faces of ∆m, so that [d(gj − in(gj))] = 0 in H˜i−2(∆m; k), which
implies that [d(gj)] = [d(in(gj))] in H˜i−2(∆m; k). So [d(g1)], . . . , [d(gp)] is a basis
of H˜i−2(∆m; k). 
By Theorem 2.27 we can easily get a basis for H˜i−2(∆m; k) from a Taylor basis.
Conversely, one may wonder if it is possible to obtain a Taylor basis form the bases
of H˜(∆m; k) for all m 6= 1 ∈ LM . We will discuss this problem in Theorem 3.16.
3. Atomic Lattice Resolutions
In this section, given any atomic lattice L with r atoms, we construct an r-frame
V(L). Let LM be the lcm-lattice of M . We show that the M -homogenization
of V(LM ) is a minimal free resolution of S/M , which is called an atomic lattice
resolution of S/M . And conversely, we show that every minimal resolution of S/M
can be obtained as an atomic lattice resolution. These results are called the atomic
lattice resolution theory, which can be used to prove some results about monomial
resolutions. But first we need to do some preparations and introduce a new concept
called the exact closure of a complex of k-vector spaces.
3.1. Exact Closures. As mentioned in Remark 2.6, every complex of k-vector
spaces (U, d) is assumed to be finite and have a fixed basis. More specifically, we
always assume that for any i < 0 or i≫ 0, Ui = 0; and we set dimk U =
∑
i
dimk Ui.
Definition 3.1. Let (U, d) be a complex of k-vector spaces. Let (V, ∂) be an
exact complex of k-vector spaces such that (U, d) is a subcomplex of (V, ∂), that is,
there exists a subset {fi1 , . . . , fit} of the basis {f1, . . . , fs} of V such that (U, d) =
(V|{fi1 ,...,fit}, ∂). If there does not exist an exact complex of k-vector spaces (W, δ)
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such that (U, d) is a subcomplex of (W, δ) and dimkW < dimk V, then we say that
(V, ∂) is an exact closure of (U, d).
The next construction and proposition imply the existence of an exact closure.
Construction 3.2. Let (U, d) : 0 → Up
dp
−→ Up−1 → · · · → U1
d1−→ U0
d0−→ 0 be a
complex of k-vector spaces with a fixed basis f1, . . . , fs. For any 0 ≤ i ≤ p, let
µi = dimk
Kerdi
Imdi+1
,
where we assume that Up+1 = 0 and dp+1 = 0. Pick c
i
1, . . . , c
i
µi ∈ Kerdi ⊆ Ui
such that [ci1], . . . , [c
i
µi ] is a basis of Kerdi/Imdi+1. Let Gi+1 be a µi-dimensional
k-vector space with basis gi1, . . . , g
i
µi . We define a linear map ϕi+1 : Gi+1 → Ui
such that ϕi+1(g
i
j) = c
i
j for all 1 ≤ j ≤ µi.
Let V0 = U0 and for any 1 ≤ i ≤ p+1 let Vi = Ui⊕Gi. Let ∂0 = d0 and for any
1 ≤ i ≤ p+ 1 let
∂i =
(
di ϕi
0 0
)
: Vi = Ui ⊕Gi → Vi−1 = Ui−1 ⊕Gi−1.
Then by the next proposition, the complex
(V, ∂) : 0→ Vp+1
∂p+1
−−−→ Vp → · · · → V1
∂1−→ V0
∂0−→ 0
with basis {f1, . . . , fs} ∪ {gij|0 ≤ i ≤ p, 1 ≤ j ≤ µi} is an exact closure of (U, d).
In the proof of the next proposition we will use the following fact from elementary
linear algebra: Let ϕ : V → W be a linear map between finite k-vector spaces V
and W ; let U be a subspace of V ; then we have that
dimk V − dimk U ≥ dimk ϕ(V )− dimk ϕ(U).
Proposition 3.3. (V, ∂) obtained in Construction 3.2 is an exact closure of (U, d).
Proof. Since for any 0 ≤ i ≤ p we have that didi+1 = 0 and Imϕi+1 ⊆ Kerdi, it
follows that
∂i∂i+1 =
(
di ϕi
0 0
)(
di+1 ϕi+1
0 0
)
=
(
didi+1 diϕi+1
0 0
)
= 0,
which implies that (V, ∂) is a complex.
For any 0 ≤ i ≤ p, let a ∈ Ui and b ∈ Gi such that ∂i
(
a
b
)
= 0, then(
di ϕi
0 0
)(
a
b
)
=
(
di(a) + ϕi(b)
0
)
= 0, i.e., di(a) = −ϕi(b).
Since di(a) ∈ Imdi, −ϕi(b) ∈ Imϕi and Imdi ∩ Imϕi = {0}, it follows that di(a) =
ϕi(b) = 0, which implies that a ∈ Kerdi, and by the injectivity of ϕi we get that
b = 0. Hence, we have that Kerdi = Ker∂i. Note that Im∂i+1 = Imdi+1⊕Imϕi+1 =
Kerdi. Thus, we have that Im∂i+1 = Ker∂i for all 0 ≤ i ≤ p. Note that Ker∂i+1 = 0.
So, (V, ∂) is an exact complex.
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Let (W, δ) be an exact complex of k-vector spaces such that (U, d) is a subcom-
plex of (W, δ). Then for any 0 ≤ i ≤ p we have that
dimkWi+1 − dimk Ui+1 ≥ dimk Imδi+1 − dimk Imdi+1
= dimk Kerδi − dimk Imdi+1
≥ dimk Kerdi − dimk Imdi+1
= µi,
which implies that
dimkW0 ≥ dimk U0 = dimk V0
dimkW1 ≥ dimk U1 + µ0 = dimk V1
...
dimkWp ≥ dimk Up + µp−1 = dimk Vp
dimkWp+1 ≥ dimk Up+1 + µp = 0 + µp = dimk Vp+1.
Thus, we have that dimkW =
∑
i
dimkWi ≥
p+1∑
i=0
dimk Vi = dimk V. So, (V, ∂) is an
exact closure of (U, d). 
Remark 3.4. By the definition of an exact closure and the proof of Proposition
3.3, it is easy to see that if (V, ∂) is an exact closure of (U, d) then we have that
dimk V0 = dimk U0, Vi = 0 for anyi < 0 or i > p+ 1,
dimk Vi+1 = dimk Ui+1 + µi, for any 0 ≤ i ≤ p;
and conversely, if (V, ∂) is an exact complex of k-vector spaces such that (U, d) is a
subcomplex of (V, ∂) and dimk V = dimk U+
p∑
i=0
µi, then (V, ∂) is an exact closure
of (U, d). Hence, if (U, d) is exact, then (U, d) has a unique exact closure which is
itself; if (U, d) is not exact, then there are many choices for cij , so that (U, d) has
many different exact closures.
Remark 3.5. Let (W, δ) be an exact complex of k-vector spaces such that (U, d)
is a subcomplex of (W, δ). Then for any 0 ≤ i ≤ p we have that Imδi+1 = Kerδi ⊇
Kerdi, so that in Construction 3.2 we can choose g
i
1, . . . , g
i
µi ∈ Wi+1 such that
ϕi+1(g
i
j) = δi+1(g
i
j) = c
i
j ∈ Kerdi, and then Gi+1 spanned by g
i
1, . . . , g
i
µi is a
subspace of Wi+1. We call the resulting exact closure (V, ∂) an exact closure of
(U, d) constructed in (W, δ).
In the next proposition we give a criterion for exact closure and we use it in Re-
mark 3.7 to show that every exact closure of (U, d) can be obtained by Construction
3.2.
Proposition 3.6. Let (W, δ) be an exact complex of k-vector spaces such that (U, d)
is a subcomplex of (W, δ). Then (W, δ) is an exact closure of (U, d) if and only if
Kerδi = Kerdi for all i.
Proof. For any 0 ≤ i ≤ p let µi be as in Construction 3.2; For any i < 0 or i > p
let µi = 0. Hence, we have that dimk Kerdi = dimk Imdi+1 + µi for all i.
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if : For any i, since (W, δ) is exact and Kerδi = Kerdi, it follows that
dimkWi = dimk Kerδi + dimk Imδi
= dimk Kerdi + dimk Kerδi−1
= dimk Kerdi + dimk Kerdi−1
= dimk Kerdi + dimk Imdi + µi−1
= dimk Ui + µi−1,
so that dimkW =
∑
i
dimkWi =
∑
i
(dimk Ui + µi−1) = dimk U +
p∑
i=0
µi. Thus, by
Remark 3.4, (W, δ) is an exact closure of (U, d).
only if : Assume that (W, δ) is an exact closure of (U, d), then by Remark 3.4
we have that for any i < 0 or i > p + 1, Wi = 0; dimkW0 = dimk U0; and for any
0 ≤ i ≤ p, dimkWi+1 = dimk Ui+1 + µi. Hence, for any 0 ≤ i ≤ p we have that
µi = dimkKerdi − dimk Imdi+1
≤ dimkKerδi − dimk Imdi+1
= dimk Imδi+1 − dimk Imdi+1
≤ dimkWi+1 − dimk Ui+1 = µi,
which implies that dimk Kerδi = dimk Kerdi, and then Kerδi = Kerdi. Note that
for any i < 0 or i > p, Kerδi = Kerdi = 0. So Kerδi = Kerdi for all i. 
Remark 3.7. Let (W, δ) be an exact closure of (U, d), then by Remark 3.4 it is easy
to see that for any 0 ≤ i ≤ p there are µi basis elements gi1, . . . , g
i
µi ∈ Wi+1 which
are not contained in Ui+1. For any 1 ≤ j ≤ µi, let cij = δi+1(g
i
j) ∈ Imδi+1 = Kerδi.
Then by Proposition 3.6 we have that cij ∈ Kerdi. Note that Imδi+1/Imdi+1 =
Kerδi/Imdi+1 = Kerdi/Imdi+1 is a k-vector space of dimension µi. Since every
vector in Imδi+1/Imdi+1 can be expressed as a k-linear combination of [c
i
1], . . . , [c
i
µi ],
it follows that [ci1], . . . , [c
i
µi ] is a basis of Kerdi/Imdi+1. Thus, by letting Gi+1 be the
k-vector space generated by gi1, . . . , g
i
µi , we can use Construction 3.2 to get (W, δ).
So every exact closure of (U, d) can be obtained by Construction 3.2.
3.2. The Atomic Lattice Resolution Theory. Let L be an atomic lattice. In
the next construction, we will associate L with an exact complex of k-vector spaces
V(L).
Construction 3.8. Let L be an atomic lattice with atoms α1, . . . , αr. Let Ω be
the simplex with the vertex set {1, . . . , r} and let d be the boundary map in Ω.
In this construction we will inductively associate each element α ∈ L with a set
of chains in Ω such that the support of each chain is contained in Aα, and these
chains are called Taylor basis elements at α. We use Γα to denote the set of Taylor
basis elements at α. For any α 6= 0ˆ ∈ L we can apply the boundary map d to the
set
⋃
β≤α
Γβ to obtain an exact complex of k-vector spaces. This complex with basis⋃
β≤α
Γβ is denoted by (Vα, d) and is called the frame at α. The frame (V1ˆ, d) at the
top element 1ˆ of L will be denoted by V(L).
Base case: Let Γ0ˆ = {λ∅} for some λ 6= 0 ∈ k. For any atom αi in L, let
Γαi = {λi{i}} for some λi 6= 0 ∈ k. Then (Vαi , d) is the exact complex 0→ k
λi/λ
−−−→
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k → 0. Without the loss of generality and for simplicity, in the rest of the paper
we will assume that Γ0ˆ = {∅} and for any 1 ≤ i ≤ r, Γαi = {{i}}.
Inductive step: Let α ∈ L with rk(α) ≥ 2, then α is not the bottom element or
an atom of L and |Aα| ≥ 2. Assume that for any β < α in L, Γβ has been obtained
and we have the frame (Vβ , d) at β. Next we want to associate α with some Γα.
Let {e1, . . . , es} =
⋃
β<α
Γβ. Then if ei ∈ Γβ we have that supp(ei) ⊆ Aβ ⊂ Aα.
By the inductive assumption we can apply the boundary map d to the chains in
{e1, . . . , es} to obtain a complex of k-vector spaces, which is denoted by (Uα, d).
Let (Vα, ∂) be an exact closure of (Uα, d). Let f /∈ {e1, . . . , es} be a basis element
of (Vα, ∂) in homological degree i, then there exist nonzero scalars λj1 , . . . , λjl and
some Taylor basis elements ej1 , . . . , ejl of dimension i− 2 such that
∂(f) = λj1ej1 + · · ·+ λjlejl ∈ Kerdi−1.
Since supp(ei1) ∪ · · · ∪ supp(eil) ⊆ Aα and d(λj1ej1 + · · ·+ λjlejl) = ∂
2(f) = 0, it
follows that λj1ej1 + · · · + λjlejl is a cycle in the simplex Ωα at α. Hence, there
exists a chain g in Ωα of dimension i− 1 such that
d(g) = λj1ej1 + · · ·+ λjlejl .
Replacing the basis element f by g, we have that supp(g) ⊆ Aα and g is called
a Taylor basis element at α. We do this replacement for all the basis elements in
(Vα, ∂) which are not contained in {e1, . . . , es}. Collecting the Taylor basis elements
at α, we get Γα, and the exact complex (Vα, ∂) with basis
⋃
β≤α
Γβ is denoted by
(Vα, d).
In Theorem 3.9 we prove that V(LM ) is an r-frame and the M -homogenization
of V(LM ) is a minimal free resolution of S/M with a Taylor basis
⋃
m∈LM
Γm.
Theorem 3.9. Let M be a monomial ideal in S minimally generated by monomials
m1, . . . ,mr. Let Γm, (Vm, d) and (Um, d) be as in Construction 3.8 where the
atomic lattice is the lcm-lattice LM . Then we have the following results:
for any m 6= 1 ∈ LM , any Taylor basis element in Γm is a Taylor chain at
m; and there exists a set Pm of Taylor chains at m such that if we apply the
boundary map d to to the chains in Pm we obtain a direct sum of short trivial
complexes, which is denoted by (Em, d). Let (Wm, d) be the complex of k-vector
spaces obtained by applying d to the chains in (
⋃
m˜≤m
Γm˜)
⋃
(
⋃
16=m˜≤m
Pm˜), then we
have that (Wm, d) = (Vm, d)
⊕
(
⊕
16=m˜≤m
(Em˜, d)) ∼= C˜(Ωm; k)[−1]. Let (M≤m) be the
monomial ideal generated by all the mi such that mi divides m, then the (M≤m)-
homogenization of (Wm, d) is isomorphic to the Taylor resolution of S/(M≤m), and
the (M≤m)-homogenization of (Vm, d) is a minimal free resolution of S/(M≤m) with
a Taylor basis
⋃
m˜≤m
Γm˜. In particular, the M -homogenization of (V(LM ), d) is a
minimal free resolution of S/M with a Taylor basis
⋃
m∈LM
Γm. Such a minimal free
resolution of S/M is called an atomic lattice resolution of S/M .
Proof. We will prove this theorem by using the method of strong induction in a
poset.
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Base case: By Construction 3.8 we have that Γ1 = {∅} and Γmi = {{i}} for
any 1 ≤ i ≤ r. Hence, (Wmi , d) = (Vmi , d) is the exact complex 0 → k
1
−→
k → 0 with a basis ∅, {i}; and then Pmi = ∅. Note that (M≤mi) = (mi). The
(mi)-homogenization of (Wmi , d) is 0 → S(−mi)
mi−−→ S → 0, which is the Taylor
resolution of S/(mi) and is a minimal free resolution of S/(mi) with a Taylor basis
∅, {i}.
Inductive step: Let m ∈ LM with rk(m) ≥ 2, then |Am| ≥ 2. Assume that
the theorem holds for all m˜ 6= 1 ∈ LM with m˜ < m. By the inductive as-
sumption, it is easy to see that if we apply the boundary map d to the chains in
Qm
⋃
(
⋃
m˜<m
Γm˜)
⋃
(
⋃
16=m˜<m
Pm˜), we get a complex isomorphic to C˜(Ωm; k)[−1]. We
denote this complex by (Hm, d). Then (Um, d)
⊕
(
⊕
16=m˜<m
(Em˜, d)) is a subcomplex
of (Hm, d) with basis (
⋃
m˜<m
Γm˜)
⋃
(
⋃
16=m˜<m
Pm˜), and is isomorphic to C˜(∆m; k)[−1].
Let (Vm, d) be the exact closure of (Um, d) as in Construction 3.8, then (Vm, d)
can be viewed as an exact closure of (Um, d) constructed in (Hm, d). Let f ∈ Γm,
then f is a basis element of Vm such that f /∈ Um, so that there exist λ1, . . . , λl 6=
0 ∈ k and e1, . . . , el ∈
⋃
m˜<m
Γm˜ such that
d(f) = λ1e1 + · · ·+ λlel ∈ Um,
and there does not exist g ∈ Um such that d(g) = d(f). Let f = ν1c1 + · · · + νscs
where ν1, . . . , νs are nonzero scalars in k and c1, . . . , cs are some different faces of
Ωm of the same dimension. If there does not exist any ci such that ci ∈ Qm, then
there exist a1, . . . , ap, b1, . . . , bq 6= 0 ∈ k, f1, . . . , fp ∈
⋃
m˜<m
Γm˜, and g1, . . . , gq ∈⋃
16=m˜<m
Pm˜ such that
f = a1f1 + · · ·+ apfp + b1g1 + · · ·+ bqgq.
Since f /∈ Um, it follows that q ≥ 1. Note that by the inductive assumption the
elements in Pm˜ appear in pairs. Namely, for any h ∈ Pm˜ we have that either d(h) =
0 or d(h) ∈ Pm˜. If d(g1) = · · · = d(gq) = 0 then we let g = a1f1 + · · ·+ apfp ∈ Um
which satisfies that d(g) = d(f). This is a contradiction, so that d(g1), . . . , d(gq)
are not all zero, and then
d(f) = a1d(f1) + · · ·+ apd(fp) + b1d(g1) + · · ·+ bqd(gq) /∈ Um,
which is also a contradiction. Thus, there exists a ci such that ci ∈ Qm. So, f is a
Taylor chain at m.
Let m̂ = lcm(mdeg(e1), . . . ,mdeg(el)), then we have that m̂ ≤ m ∈ LM . Assume
that m̂ < m, then λ1e1+ · · ·+ λlel is a cycle in the exact complex (Vm̂, d). Hence,
there exists g ∈ Vm̂ ⊆ Um such that d(g) = λ1e1 + · · · + λlel = d(f), which is
a contradiction. Thus, we have that m̂ = m. So the (M≤m)-homogenization of
(Vm, d) is a multigraded complex of free S-modules, which is denoted by (Fm, ∂).
Note that (Fm, ∂) has a multigraded basis {~(f)|f ∈
⋃
m˜≤m
Γm}, where ~(f) is the
homogenization of f . Since for any 1 6= m˜ ≤ m the frame of the complex Fm(≤ m˜)
is (Vm˜, d), which is exact, and obviously, H0(Fm) = S/(M≤m), it follows from
Theorem 3.8 (2) in [PV] that Fm is a free resolution of S/(M≤m). For any f ∈ Γm
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with d(f) = λ1e1 + · · ·+ λlel, we have that
∂(~(f)) = λ1
mdeg(f)
mdeg(e1)
~(e1) + · · ·+ λl
mdeg(f)
mdeg(el)
~(el).
Since mdeg(e1), . . . ,mdeg(el) are strictly smaller than mdeg(f) = m in LM , it
follows that the entries in the differential maps of F are in the maximal ideal
(x1, . . . , xn) of S. Therefore, (Fm, ∂) is a minimal free resolution of S/(M≤m).
Note that any face of ∆m can be obtained as a linear combination of some chains
in (
⋃
m˜<m
Γm˜)
⋃
(
⋃
16=m˜<m
Pm˜). Since (Vm, d)
⊕
(
⊕
16=m˜<m
(Em˜, d)) is a complex with ba-
sis (
⋃
m˜≤m
Γm˜)
⋃
(
⋃
16=m˜<m
Pm˜) and the Taylor basis elements in Γm are Taylor chains
at m, it follows that the set of chains {in(f)|f ∈ Γm} is linearly independent over
k. Hence, there exists a subset Q˜m of Qm such that (
⋃
m˜≤m
Γm˜)
⋃
(
⋃
16=m˜<m
Pm˜)
⋃
Q˜m
is a new basis of (Hm, d). We denote (Hm, d) with this new basis by (H˜m, d). It is
easy to see that the (M≤m)-homogenization of (H˜m, d) is isomorphic to the Taylor
resolution of S/(M≤m). So by Proposition 2.20 we have that
⋃
m˜≤m
Γm˜ is a Taylor
basis of (Fm, ∂).
Similar to the proof of Proposition 2.20 we can use a series of consecutive can-
cellations in (H˜m, d) to the pairs in
⋃
16=m˜≤m
Pm˜, and by Proposition 2.14 we see
that the basis elements in
⋃
m˜≤m
Γm˜ remain unchanged and Q˜m will be changed
to Q̂m whose elements are some Taylor chains at m. Let (Gm, d) be the result-
ing exact complex with basis (
⋃
m˜≤m
Γm˜)
⋃
Q̂m. Then we can similarly use a series
of consecutive cancellations in (Gm, d) to obtain (Vm, d) with basis
⋃
m˜≤m
Γm˜. In
the process of these consecutive cancellations we will obtain some short trivial
complexes with pairs of basis elements. Let Pm be the set of these pair of basis
elements, and then (
⋃
m˜≤m
Γm˜)
⋃
(
⋃
16=m˜<m
Pm˜)
⋃
Pm is a new basis of (H˜m, d) and con-
sequently, a new basis of C˜(Ωm; k)[−1]. Hence, we have that |Γm|+ |Pm| = |Qm|.
Let P˜m be the set of elements in Pm which are Taylor chains at m. Then it is
easy to see that |Qm| ≤ |Γm| + |P˜m|, which implies that |P˜m| ≥ |Pm|, and then
P˜m = Pm. Thus, every element in Pm is a Taylor chain at m. Finally, let (Em, d)
be the complex obtained by applying d to the chains in Pm, then (Em, d) is a di-
rect sum of some short trivial complexes; let (Wm, d) be the complex obatined by
applying d to the chains in (
⋃
m˜≤m
Γm˜)
⋃
(
⋃
16=m˜≤m
Pm˜), then it is easy to see that
(Wm, d) = (Vm, d)
⊕
(
⊕
16=m˜≤m
(Em˜, d)) ∼= C˜(Ωm; k)[−1]. 
Remark 3.10. The notations of Γm, Pm, (Um; d), (Vm; d) and (Em; d) as in Theo-
rem 3.9 will be used in the rest of the paper. Although there may be many different
choices for Γm, by Theorem 3.9 we see that |Γm| =
∑
i
bi,m(S/M), which is unique.
By [Ph] we know that every atomic lattice can be realized as the lcm-lattice of some
monomial ideal. Hence, it is easy to see that in Construction 3.8 every Taylor basis
element in Γα is a Taylor chain at α and |Γα| is unique.
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In the proof of Theorem 3.9 we have that
mdeg(f) = lcm(mdeg(e1), . . . ,mdeg(el)) = m.
Thus, in Construction 3.8 we have that
supp(g) = supp(ej1) ∪ · · · ∪ supp(ejl) = Aα.
So by Corollary 2.24 we have that
supp(g) = supp(ej1) ∪ · · · ∪ supp(ejl) = Aα.
Let ej1 , . . . , ejl be the Taylor basis elements at β1, . . . , βl ∈ L, respectively, then by
Proposition 2.23 we have that
Aβ1 ∪ · · · ∪Aβl = Aβ1∨···∨βl = Aα,
so that α = β1 ∨ · · · ∨ βl.
Note that in general supp(g) 6= supp(ej1) ∪ · · · ∪ supp(ejl). Let M be as in
Example 2.12, then we can use Construction 3.8 to get Γ1 = ∅, Γxy = {{1}},
Γxz = {{2}}, Γyz = {{3}} and Γxyz = {{1, 2}, {1, 2}+ {2, 3}}. Here we have that
d({1, 2}+ {2, 3}) = −{1}+ {3} and then
supp({1, 2}+ {2, 3}) = {1, 2, 3} ) supp({1}) ∪ supp({3}) = {1, 3}.
An example of supp(g) ( supp(ej1) ∪ · · · ∪ supp(ejl) is shown in Example 3.14.
Note that for any α, β 6= 0ˆ ∈ L, (Vα, d) is a subcomplex of (Vβ , d) if and only
if α ≤ β, which implies that the set of all the exact frames (Vα, d) ordered by
subcomplex is a poset isomorphic to L− {0ˆ}.
Remark 3.11. In general, finding a minimal free resolution of a graded ideal in
S is equivalent to repeatedly solving systems of linear equations over S, which
is often difficult and involves the Gro¨ber basis theory. However, by Theorem 3.9
we see that finding a minimal free resolution of a monomial ideal is equivalent to
obtaining exact closures of some complexes of k-vector spaces, which only requires
solving some systems of linear equations over k.
By the proof of Theorem 3.9 we have the following corollary, which is useful for
us to find the exact closure of (Um, d) in the examples.
Corollary 3.12. Let m 6= 1 ∈ LM such that m is not an atom of LM , then for
any i ≥ 1,
Hi(Um, d) ∼= H˜i−1(∆m; k),
and then |Γm| = dimk H˜(∆m; k). In particular, if H˜(∆m; k) = 0 then (Um, d) is
exact and (Vm, d) = (Um, d).
Proof. By the proof of Theorem 3.9 we have that
(Um, d)
⊕
(
⊕
16=m˜<m
(Em˜, d)) ∼= C˜(∆m; k)[−1].
Since (Em˜, d) is exact, it follows that for any i ≥ 1, Hi(Um, d) ∼= H˜i−1(∆m; k). 
The next corollary will be used in Section 4.
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Figure 1. The lcm-lattice LM of Example 3.14
Corollary 3.13. Let β1, . . . , βt ∈ LM such that there do not exist 1 ≤ i 6= j ≤
t with βi < βj. Let ∆ = 〈Aβ1 , . . . , Aβt〉 be the simplicial complex with facets
Aβ1 , . . . , Aβt . Let Π = {m ∈ LM |m ≤ βi for some βi}. Let T =
⋃
m∈Π
Γm and
P =
⋃
16=m∈Π
Pm. Let (U, d) be the complex obtained by applying the boundary map
d to the Taylor basis elements in T , and (E , d) be the exact complex obtained by
applying d to the elements in P . Then we have that C˜(∆; k)[−1] ∼= (U, d)
⊕
(E , d).
Proof. By the proof of Theorem 3.9, we see that (U, d) is a complex, (E , d) is an
exact complex, the chains in T ∪ P are linearly independent over k, and every face
of ∆ can be written as a k-linear combination of some chains in T ∪P . Thus, T ∪P
is a new basis of C˜(∆; k)[−1], which implies that C˜(∆; k)[−1] ∼= (U, d)
⊕
(E , d). 
Example 3.14. Let M = (x1x2, x2x3, x3x4, x4x5, x5x6, x1x6) be the edge ideal of
the hexagon as in Example 2.14 of [CM2]. We will use Construction 3.8 to obtain a
Taylor basis for some minimal free resolution of S/M . As mentioned in Subsection
2.4, in the examples of this paper we will use Am to label the element m in LM ,
and for simplicity we will write a face or a set {i1, . . . , it} in abbreviation as i1 · · · it.
For example, we write 123+124 to represent the chain {1, 2, 3}+{2, 3, 4} and write
k(123+124) to represent the k-vector space with a basis element {1, 2, 3}+{2, 3, 4}.
Similarly, we will use ∆Am ,UAm ,VAm to denote ∆m,Um,Vm, respectively.
The lcm-lattice LM of M is shown in Figure 1. It is easy to see that we can
take Γ∅ = {∅}, Γ1 = {1}, . . . ,Γ6 = {6}. Since ∆12 = 〈1, 2〉 and H˜0(∆12; k) ∼=
k with a basis element [−1 + 2], by Corollary 3.12 we see that U12 has a cycle
−1 + 2, and then by Construction 3.8 we can take Γ12 = {12}. Similarly, we
have that Γ14 = {14}, . . . ,Γ56 = {56}. Since ∆123 = 〈12, 23〉 and H˜(∆123; k) = 0,
by Corollary 3.12 we have that Γ123 = ∅. Similarly, we have that Γ126 = · · · =
Γ456 = ∅. Since ∆1234 = 〈123, 14, 234〉, it follows that H˜1(∆1234; k) ∼= k with
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a basis element [12 − 14 + 24]. Since (U1234, d) has basis elements 12, 14, 23, 34
in homological degree 2, by Corollary 3.12 we have that H2(U1234, d) ∼= k and
a corresponding cycle in U1234 is 12 − 14 + 23 + 34. Note that d(123 + 134) =
12− 14+23+ 34. Hence, by Construction 3.8 we let Γ1234 = {123+ 134}. Observe
that here we actually have many choices for Γ1234. For example, we can also let
Γ1234 = {124 + 234} or let Γ1234 = {
1
2 (123 + 124 + 134 + 234)}. Similarly, we get
Γ1236 = {123+136}, Γ1256 = {125+156}, Γ1456 = {146+456}, Γ2345 = {234+245},
Γ3456 = {346 + 456}. Finally, from ∆123456 = 〈1234, 1236, 1256, 1456, 2345, 3456〉
we have that H˜2(∆123456; k) ∼= k2 with a basis consisting of [346− 146+ 136− 134]
and [245− 145+ 125− 124]. Corresponding to these two basis elements, in U123456
we have two cycles (346 + 456) − (146 + 456) + (123 + 136) − (123 + 134) and
(234+ 245)− (146+ 456)+ (125+ 156)− (123+ 134), from which we get Γ123456 =
{1346, 1245− 1456+1234}. So, ∅, 1, 2, 3, 4, 5, 6, 12, 14, 16, 23, 25, 34, 36, 45, 56, 123+
134, 123+ 136, 125+ 156, 146+ 456, 234+ 245, 346+ 456, 1346, 1245− 1456+ 1234
is a Taylor basis of some minimal free resolution of S/M .
Note that in this example we have that
d(1346) = (346 + 456)− (146 + 456) + (123 + 136)− (123 + 134),
but as mentioned in Remark 3.10 we have that
supp(1346) ( supp(346+456)∪supp(146+456)∪supp(123+136)∪supp(123+134).
In the next theorem we prove that every minimal free resolution of S/M is an
atomic lattice resolution.
Theorem 3.15. Let M be a monomial ideal in S minimally generated by mono-
mials m1, . . . ,mr. Let F be a minimal free resolution of S/M with a Taylor basis
B. For any m ∈ LM , let Γ˜m = {f ∈ B|mdeg(f) = m}. For any m 6= 1 ∈ LM ,
let (V˜m, d) be the frame of F(≤ m) with basis
⋃
m˜≤m
Γ˜m˜ and (U˜m, d) the frame of
F(< m) with basis
⋃
m˜<m
Γ˜m˜. Then in Construction 3.8 we can take Γm = Γ˜m for
any m ∈ LM and then we have that (Vm, d) = (V˜m, d) for any m 6= 1 ∈ LM . In
particular, F is an atomic lattice resolution of S/M .
Proof. We will prove this theorem by using strong induction in LM .
Base case: Without the loss of generality we can assume that Γ˜1 = {∅} and
Γ˜mi = {{i}} for any 1 ≤ i ≤ r. Then in Construction 3.8 we can take Γ1 = Γ˜1 and
Γmi = Γ˜mi = {{i}} for any 1 ≤ i ≤ r, which implies that (Vmi , d) = (V˜mi , d).
Inductive step: Let m ∈ LM with rk(m) ≥ 2. Assume that in Construction 3.8
we have obtained Γm˜ and (Vm˜, d) such that Γm˜ = Γ˜m˜ for any m˜ < m ∈ LM and
(Vm˜, d) = (V˜m˜, d) for any 1 6= m˜ < m ∈ LM . Hence, in Construction 3.8 we have
that (Um, d) = (U˜m, d). Next we want to show that (V˜m, d) is an exact closure of
(Um, d).
Indeed, (Um, d) is a subcomplex of the exact complex (V˜m, d). Hence, by Remark
3.5 there exists an exact closure of (Um, d) constructed in (V˜m, d), which we denote
by (Gm, d). Let f /∈ Um be a basis element of Gm such that d(f) = λ1e1+ · · ·+λlel,
where λ1, . . . , λl are some nonzero scalars in k and el, . . . , el are some different
Taylor basis elements in
⋃
m˜<m
Γm˜. Let m̂ = lcm(mdeg(e1), . . . ,mdeg(el)), then it
is easy to see that m̂|m. Assume that m̂ < m in LM . Then λ1e1 + · · · + λlel is a
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cycle in the exact complex (Vm̂, d), so that there exists g ∈ Vm̂ ⊆ Um such that
d(g) = λ1e1 + · · ·+ λlel. Hence, λ1e1 + · · ·+ λlel is a trivial cycle in Um, which is
a contradiction. Thus, we have that m̂ = m. Note that (Um)1 = (Gm)1 = (V˜m)1.
Let Gm be the (M≤m)-homogenization of Gm. Then for any 1 6= m˜ < m ∈ LM
the frame of Gm(≤ m˜) is the exact complex Vm˜, and the frame of Gm(≤ m) is the
exact complex Gm. Thus, by Theorem 3.8 (2) in [PV] we have that Gm is a free
resolution of S/(M≤m). Since F(≤ m) is a minimal free resolution of S/(M≤m), it
follows that
dimk(V˜m)i = rank(F(≤ m)i ≤ rank(Gm)i = dimk(Gm)i, for any i ≥ 0,
so that dimk(V˜m)i = dimk(Gm)i for all i and then by Remark 3.4 we see that
(V˜m, d) is an exact closure of (Um, d).
Note that for any f ∈ Γ˜m, f is a Taylor chain atm, which implies that supp(f) ⊆
Am, so that in Construction 3.8 we can take Γm = Γ˜m and then we have that
(Vm, d) = (V˜m, d). 
For convenience, we call the results in this subsection, including Construction 3.8,
Theorem 3.9, Theorem 3.15 and their proofs, the atomic lattice resolution theory.
3.3. Some Applications of the Atomic Lattice Resolution Theory. Note
that Theorem 3.15 and Corollary 3.12 imply Theorem 2.27 in section 2.4. To some
extend, the next theorem can be viewed as a converse of Theorem 2.27.
Theorem 3.16. Let M be a monomial ideal minimally generated by monomials
m1, . . . ,mr. Let e
1
1 = ∅ and e
mi
1 = {i} for any 1 ≤ i ≤ r. And for any m ∈ LM with
rk(m) ≥ 2, let em1 , . . . , e
m
tm be a set of chains in Ωm such that [d(e
m
1 )], . . . , [d(e
m
tm)]
is a basis of H˜(∆m; k). Let B = {emi |m ∈ LM , i ≥ 1}. Assume that for any
m 6= 1 ∈ LM , d(emi ) can be written as a k-linear combination of some e
m˜
j with
m˜ < m, and let (V, d) be the complex of k-vector spaces obtained by applying d
to the elements in B. Then the M -homogenization of (V, d) is a minimal free
resolution of S/M with a Taylor basis B.
Proof. For any m ∈ LM let Γ˜m = {emi ∈ B|i ≥ 1}. For any m 6= 1 ∈ LM let
(U˜m, d) be the complex obtained by applying d to the elements in
⋃
m˜<m
Γ˜m˜, and
let (V˜m, d) be the complex obtained by applying d to the elements in
⋃
m˜≤m
Γ˜m˜. It
suffices to show that for any m 6= 1 ∈ LM the (M≤m)-homogenization of V˜m is a
minimal free resolution of S/(M≤m) with a Taylor basis
⋃
m˜≤m
Γ˜m˜. We will prove
this result by using strong induction in LM .
Base case: if m = mi is an atom then (V˜mi , d) is 0 → k
1
−→ k → 0, and the
(M≤mi)-homogenization of V˜mi is 0→ S(−mi)
mi−−→ S → 0, which is a minimal free
resolution of S/(M≤mi) with a Taylor basis ∅, {i}.
Inductive step: let m ∈ LM with rk(m) ≥ 2. Assume that the result holds for
all m˜ 6= 1 ∈ LM with m˜ < m. Then by Theorem 3.15 it is easy to see that in
Construction 3.8 we can take Γm˜ = Γ˜m˜ for all m˜ < m, and then (Um, d) = (U˜m, d).
Similar to the proof of Corollary 3.12, we have that
C˜(∆m; k)[−1] = (Um, d)
⊕
(
⊕
1≤m˜<m
(Em˜, d)),
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where (Em˜, d) is a trivial complex. Since [d(e
m
1 )], . . . , [d(e
m
tm)] is a basis of H˜(∆m; k)
and d(emi ) ∈ Um for any 1 ≤ i ≤ tm, it follows that [d(e
m
1 )], . . . , [d(e
m
tm)] is a basis
of H(Um, d). Note that supp(e
m
i ) ⊆ Am. Hence, in Construction 3.8 we can
take Γm = Γ˜m and then (Vm, d) = (V˜m, d). So by Theorem 3.9 the (M≤m)-
homogenization of V˜m is a minimal free resolution of S/(M≤m) with a Taylor basis⋃
m˜≤m
Γ˜m˜. 
Remark 3.17. By Theorem 3.16 and its proof, it is easy to see that in Construction
3.8 we can take Γm = {Am} for all Scarf multidegrees m ∈ LM . In Example 3.14
we have seen how Corollary 3.12 can help us to find Γm. Theorem 3.16 goes further
and gives a geometric method to find Γm step by step. As is shown by the next
example, this method is very handy for us to calculate examples.
Example 3.18. LetM be a monomial ideal in S = k[a, b, c, d] generated by mono-
mials m1 = a
2b,m2 = ac,m3 = ad,m4 = bcd.
First we use this example to illustrate how one can obtain the lcm-lattice of a
given monomial ideal. Set
L = {12, 13, 14, 23, 24, 34, 123, 124, 134, 234, 1234},
where 12 means the set {1, 2} as in Example 3.14. Since lcm(m1,m2) = a2bc and
neither of m3 and m4 divides a
2bc, it follows that Aa2bc = 12. Similarly, we have
that Aa2bd = 13. Since lcm(m1,m4) = a
2bcd and both of m2 and m3 divide a
2bcd,
it follows that Aa2bcd = 1234, which means that whenever 1 and 4 appear in some
Am, 2 and 3 must also be in Am. Hence, we delete 14, 124, 134 from L and set
L = {12, 13, 1234, 23, 24, 34, 123, 234}.
Then we have that Aacd = 23. Since lcm(m2,m4) = abcd and m3 divides abcd, we
have that Aabcd = 234 and 24 is deleted. Then we set
L = {12, 13, 1234, 23, 234, 34, 123}.
Similarly, 34 and 123 will be deleted and in the end we will get
L = {12, 13, 23, 234, 1234},
from which we can draw the lcm-lattice LM as shown in Figure 2.
Now we have that ∆234 = 〈23, 4〉 and H˜0(∆234; k) ∼= k with a basis [−2 + 4];
∆1234 = 〈12, 13, 234〉 and H˜1(∆1234; k) ∼= k with a basis [12 − 13 + 23]. Hence, by
Theorem 3.16 we can take Γ234 = {24} and Γ1234 = {123}. Thus, we have that
B = {∅, 1, 2, 3, 4, 12, 13, 23, 24, 123}. By applying d to the faces in B we get the
complex (V, d) with basis B:
0 k k4 k4 k 0.


1
−1
1
0




−1 −1 0 0
1 0 −1 −1
0 1 1 0
0 0 0 1

 (
1 1 1 1
)
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1234
234
231312
1 2 3 4
∅
Figure 2. The lcm-lattice LM of Example 3.18
The M -homogenization of V is a minimal free resolution of S/M with a Taylor
basis B:
0→ S S4 S4 S.


d
−c
ab
0




−c −d 0 0
ab 0 −d −bd
0 ab c 0
0 0 0 a

 (
a2b ac ad bcd
)
This example will be used in Section 4.2.
We can always use the lcm-lattice LM and Construction 3.8 to obtain a Taylor
basis, which induces a minimal free resolution of S/M . However, if a minimal free
resolution F of S/M is already given, we can use the next construction to get a
Taylor basis of F, which does not involve the lcm-lattice LM .
Construction 3.19. Let M be a monomial ideal minimally generated by mono-
mials m1, . . . ,mr. Let F be a minimal free resolution of S/M . Let (V, ∂) be the
frame of F with Ai the matrix of ∂i. Let Ω be the simplex with the vertex set
{1, . . . , r} and d the boundary map of Ω. In this construction we will use induction
on the homological degree i to obtain a set Bi such that every element in Bi is
an (i − 1)-dimensional chain in Ω; let B be the union of all Bi, let (W, d) be the
complex of k-vector spaces obtained by applying d to the chains in B, let Ci be the
matrix of di, then we have that Ci = Ai for all i, which implies that (W, d) = (V, ∂).
In the next proposition we will prove that B is a Taylor basis of F.
Base case: without the loss of generality we can assume that the map F1 → F0
is given by Sr
(m1 ··· mr )
−−−−−−−−→ S. Then we set B0 = {∅} and B1 = {{1}, . . . , {r}} and
then C1 = A1 =
(
1 · · · 1
)
.
Inductive step: Let i ≥ 2. Assume that for all 0 ≤ j < i we have obtained Bj
and we have that Cj = Aj . Then we want to construct Bi and show that Ci = Ai.
Let Ai =
(
α1 · · · αq
)
be a p × q matrix. Since Ci−1 = Ai−1, we have that
|Bi−1| = dimk Vi−1 = p. Let Bi−1 = {g1, . . . , gp} and Bi−2 = {h1, . . . , ht}. Let the
column vector α1 =
(
a1 · · · ap
)T
. Let ai1 , . . . , ail be the nonzero scalars among
29
a1, . . . , ap. Since Ai−1Ai = 0, it follows that Ai−1α1 = 0 and then we have that
di−1(ai1gi1 + · · ·+ ailgil) = di−1(a1g1 + · · ·+ apgp)
= di−1

(g1 · · · gp)


a1
...
ap




=
(
h1 · · · ht
)
Ci−1


a1
...
ap


=
(
h1 · · · ht
)
Ai−1α1
= 0.
Hence, ai1gi1 + · · · + ailgil is a cycle in Ω. Let Ω˜ be the simplex with the vertex
set supp(gi1) ∪ · · · ∪ supp(gil). Then there is a chain f1 of dimension i − 1 in Ω˜
such that d(f1) = ai1gi1 + · · ·+ ailgil = a1g1 + · · ·+ apgp. Similarly, we can obtain
(i − 1)-dimensional chains f2, . . . , fq. Let Bi = {f1, . . . , fq}, then it is easy to see
that Ci = Ai.
Theorem 3.20. In Construction 3.19, B is a Taylor basis of F. And conversely,
every Taylor basis of F can be obtained by Construction 3.19.
Proof. Since we have that (W, d) = (V, ∂), by Theorem 4.14 in [PV] it follows that
theM -homogenization ofW is F. For any m 6= 1 ∈ LM , let (W≤m, d) be the frame
of F(≤ m) and (W<m, d) the frame of F(< m). By Theorem 3.15 we see that
(W≤m, d) is an exact closure of (W<m, d). Let Γ̂1 = {∅} and for any m 6= 1 ∈ LM ,
let Γ̂m = {f ∈ B|f ∈ W≤m, f /∈ W<m}. Next we prove by using strong induction
in LM that in Construction 3.8 we can take Γm = Γ̂m for all m ∈ LM .
Base case: obviously, we have that Γ1 = {∅} = Γ̂1 and Γmi = {{i}} = Γ̂mi for
any 1 ≤ i ≤ r.
Inductive step: Let m ∈ LM with rk(m) ≥ 2. Assume that for any m˜ < m ∈ LM
we have taken Γm˜ = Γ̂m˜ in Construction 3.8. Then (W<m, d) is equal to (Um, d)
in Construction 3.8 and we can set (Vm, ∂) = (W≤m, d) in Construction 3.8. For
any f ∈ Γ̂m, let d(f) = λ1e1+ · · ·+λlel, where λ1, . . . , λl are some nonzero scalars
in k and e1, . . . , el are some basis elements in W<m. By the induction hypothesis
we have that supp(ei) ⊂ Am for any 1 ≤ i ≤ l. Note that in Construction 3.19 we
have that supp(f) ⊆ supp(e1) ∪ · · · ∪ supp(el). Hence, we have that supp(f) ⊆ Am.
Thus, in Construction 3.8 we can take Γm = Γ̂m.
So, by Theorem 3.9, B =
⋃
m∈LM
Γ̂m =
⋃
m∈LM
Γm is a Taylor basis of F.
Conversely, let B˜ be a Taylor basis of F. By Theorem 3.15 we know that B˜ can
be obtained by Construction 3.8. By Theorem 3.9 and Remark 3.10 it is easy to
see that every Taylor basis obtained by Construction 3.8 satisfies the conditions in
Construction 3.19 and then can be obtained by Construction 3.19. So, B˜ can be
obtained by Construction 3.19. 
Note that in Construction 3.19, if we use supp(gi1) ∪ · · · ∪ supp(gil) instead of
supp(gi1) ∪ · · · ∪ supp(gil), then by Remark 3.10 it is easy to see that the second
part of Theorem 3.20 may not hold.
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Next we use the atomic lattice resolution theory to prove some results about
Scarf multidegrees.
Proposition 3.21. For any m 6= 1 ∈ LM let Pm be as defined in Theorem 3.9.
Then m is a Scarf multidegree if and only if Pm = ∅.
Proof. if : Assume that m is not a Scarf multidegree then there exists A ⊂ Am
such that |A| = |Am| − 1 and A = Am. Hence, from the Taylor resolution of S/M ,
we can first do a consecutive cancellation with respect to basis elements Am and
A, and then after a series of consecutive cancellations we obtain a minimal free
resolution of S/M with a Taylor basis. By Remark 3.10 and the proof of Theorem
3.9 we see that |Γm| ≤ |Qm| − 2, which implies that |Pm| = |Qm| − |Γm| ≥ 2, and
then Pm 6= ∅.
only if : Assume that m is a Scarf multidegree then by remark 3.17 we can
take Γm = {Am} in Construction 3.8. Note that Qm = {Am}, and then |Pm| =
|Qm| − |Γm| = 1− 1 = 0, so that Pm = ∅. 
In Theorem 5.6 and Theorem 7.1 of [Me], Mermin proves that the intersection
of all the minimal free resolutions of S/M embedded in the Taylor resolution is the
Scarf complex of M . His proof uses the Lyubeznik resolutions of M . Here we will
give this result a different proof. Our proof is slightly longer, but the idea is simple.
Theorem 3.22 ([Me]). LetM be a monomial ideal minimally generated by r mono-
mials. Let Ω be the simplex with the vertex set {1, . . . , r}. Let T be the Taylor
resolution of S/M with basis the faces of Ω. Let
ΩM = {Am|m ∈ LM is a Scarf multidegree}
be the Scarf complex of M . Then T|ΩM is a subcomplex of T. As in Remark 2.11
let ΣM be the set of Taylor submodules for M . Then we have that⋂
N∈ΣM
N = T|ΩM .
Proof. Pick any Am ∈ T|ΩM . Since m is a Scarf multidegree, by the proof of
Proposition 3.21 we see that Qm = {Am} and |Γm| = 1. Let |Am| = i and
Γm = {f}. Since f is a Taylor chain at m, it follows that there exists λ 6= 0 ∈ k
such that in(f) = λAm. Assume that f 6= in(f) then there exist nonzero scalars
λ1, . . . , λp ∈ k and (i − 1)-dimensional faces c1, . . . , cp of Ω such that cj 6= Am for
any 1 ≤ j ≤ p, cj 6= cl for any 1 ≤ j < l ≤ p, and
f = λAm + λ1c1 + · · ·+ λpcp.
Let m˜ = mdeg(c1) then we have that m˜ < m ∈ LM , so that m˜ is also a Scarf
multidegree and c1 = Am˜ ( Am, which contradicts to the assumption that |c1| =
|Am| = i. Thus, we have that f = in(f) = λAm and then Γm = {λAm}. By
Theorem 3.15 it is easy to see that for any Taylor submodule N for M there exists
a nonzero scalar λ ∈ k such that λAm ∈ N and then Am ∈ N . So we have that
T|ΩM ⊆
⋂
N∈ΣM
N .
On the other hand, let A ⊆ {1, . . . , r} such that A = Am where m is not a Scarf
multidegree. We want to show that there exists N ∈ ΣM such that every element in
N does not contain a term involving A, or equivalently, there exists a minimal free
resolution of S/M with a Taylor basis such that A does not appear in any Taylor
basis element.
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Case 1: If A = Am and A 6= Am then there exists B ∈ Qm such that |B| = |A|+1.
From the Taylor resolution, we can first do a consecutive cancellation with respect
to B and A, and then use a series of consecutive cancellations to obtain a minimal
free resolution of S/M with a Taylor basis. By Proposition 2.14 it is easy to see
that no element in the Taylor basis contains a term involving A.
Case 2: If A = A = Am then there exists B ∈ Qm such that |B| = |A| − 1.
From the Taylor resolution, we can first do a consecutive cancellation with respect
to A and B, and then use a series of consecutive cancellations to obtain a minimal
free resolution F of S/M with a Taylor basis Γ, in which every chain does not have
a term involving B. Let |A| = i. Since m is not a Scarf multidegree, we have
that i ≥ 2. Suppose that A appears in the Taylor basis elements f1, . . . , ft ∈ Γ in
homological degree i. Let
f1 = λ1A+ λ2c2 + · · ·+ λlcl,
where λ1, . . . , λl 6= 0 ∈ k and c2, . . . , cl are some (i − 1)-dimensional faces in Ω
different from A. Since d(A) has a term involving B and d(f1), which is a linear
combination of some elements in Γ, does not have a term involving B, it follows
that there exists ci such that A∩ ci = B. Without the loss of generality we assume
that A ∩ c2 = B and then |A∪ c2| = i+ 1 ≥ 3. Suppose that d(A ∪ c2) = ν(A− c˜),
where ν is ±1 and c˜ is an (i − 1)-dimensional chain not containing A. Then we
have that d(A) = d(c˜). Let
f˜1 = λ1c˜+ λ2c2 + · · ·+ λlcl,
then f˜1 does not have a term involving A, d(f˜1) = d(f1) and supp(f˜1) ⊆ supp(c˜) ∪
c2 ∪ · · · ∪ cl = A ∪ c2 ∪ · · · ∪ cl = supp(f1). Similarly, we can get f˜2, . . . , f˜t. By
Theorem 3.20 the Taylor basis Γ can be obtained by Construction 3.19. Thus,
by using Construction 3.19 again, we can keep the Taylor basis elements in Γ
whose homological degrees are less than i; and we replace the Taylor basis elements
f1, . . . , ft by f˜1, . . . , f˜t, respectively, and keep the other Taylor basis elements in Γ
of homological degree i; and then in higher homological degrees we use Construction
3.19 to get Taylor basis elements step by step. Thus, we obtain a Taylor basis of F
in which every Taylor basis element does not have a term involving A. So we have
that
⋂
N∈ΣM
N ⊆ T|ΩM , which implies that
⋂
N∈ΣM
N = T|ΩM . 
The concept of exact closure in Section 3.1 and the construction of atomic lattice
resolutions in Section 3.2 originate from the concept of nearly Scarf monomial ideals
introduced by Peeva and Velasco in [PV]. A monomial ideal M is called a nearly
Scarf monomial ideal if for any m ∈ LM , either m is the top element of LM , or
m is a Scarf multidegree. We show that Theorem 6.1 in [PV] about nearly Scarf
monomial ideals is a special case of Theorem 3.9.
Theorem 3.23 ([PV]). Let M be a nearly Scarf monomial ideal in S. Let m be
the top element in LM . Let V be an exact closure of C˜(∆m; k)[−1]. Then the
M -homogenization of V is a minimal free resolution of S/M .
Proof. Since M is a nearly Scarf monomial ideal, it follows that for any m˜ < m ∈
LM we can take Γm˜ = {Am˜} in Construction 3.8, and then we have that (Um, d) =
C˜(∆m; k)[−1]. Since V is an exact closure of C˜(∆m; k)[−1], in Construction 3.8 we
can take V(LM ) = (Vm, d) = V. So by Theorem 3.9, the M -homogenization of V
is a minimal free resolution of S/M . 
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Theorem 3.9 and Theorem 3.15 imply that the lcm-lattice LM determines the
minimal free resolutions of S/M , which is also proved in Theorem 3.3 in [GPW].
Similarly, Theorem 2.1 in [CM2] and Theorem 5.3 in [TV] show that the Betti poset
of M determines the minimal free resolutions of S/M . Next we will give this result
a new proof.
Definition 3.24. LetM be a monomial ideal. Let BM be the poset obtained from
the lcm-lattice LM by deleting all m 6= 1 ∈ LM with H˜(∆m; k) = 0. BM is called
the Betti poset of M . Note that the bottom element 1 and the atoms m1, . . . ,mr
of LM are in BM .
Theorem 3.25 ([CM2], [TV]). Let M be a monomial ideal in S = k[x1, . . . , xn]
and N a monomial ideal in R = k[y1, . . . , yl] such that there is an isomorphism
f between BM and BN . Let F be a minimal free resolution of S/M . Then the
N -homogenization of the frame of F is a minimal free resolution of R/N .
Proof. Let M and N be minimally generated by r monomials. By Theorem 3.15
we can use Construction 3.8 to obtain an r-frame V(LM ) associated with LM such
that the M -homogenization of V(LM ) equals F. By Corollary 3.12 we have that
Γm = ∅ for any m ∈ LM −BM , so that in Construction 3.8, for any m ∈ BM , Γm is
obtained by using
⋃
m˜<m∈BM
Γm˜. Since f is an isomorphism between BM and BN ,
it follows that Af(m) = Am for any m ∈ BM . Hence, it is easy to see that by using
Construction 3.8 for LN , we have that Γm̂ = ∅ for any m̂ ∈ LN − BN , and we can
choose Γf(m) = Γm for any m ∈ BM . Thus, V(LM ) is also an r-frame associated
with LN . So by Theorem 3.9 the N -homogenization of V(LM ) is a minimal free
resolution of R/N . 
Next we obtain a bound for the projective dimension of S/M .
Proposition 3.26. LetM be a monomial ideal. Then for anym ∈ LM we have that
projdim(S/(M≤m)) ≤ rk(m). In particular, we have that projdim(S/M) ≤ rk(LM ).
Proof. We will prove by using strong induction in LM .
Base case: If m = 1 then projdim(S) = 0 = rk(1); if m is an atom in LM then
projdim(S/(m)) = 1 = rk(m).
Inductive step: Let m ∈ LM with rk(m) ≥ 2, and we assume that for any
m˜ < m ∈ LM we have that projdim(S/(M≤m˜)) ≤ rk(m˜). Then we have that
max
m˜<m
(projdim(S/(M≤m˜)) ≤ max
m˜<m
(rk(m˜)) ≤ rk(m)− 1.
Hence, the length of the complex (Um, d) in Construction 3.8 is less than or
equal to rk(m) − 1, which implies that the length of the complex (Vm, d) in Con-
struction 3.8 is less than or equal to rk(m). So by Theorem 3.9 we have that
projdim(S/(M≤m)) ≤ rk(m). 
Note that in Proposition 3.26 we can replace LM by BM to get a sharper bound
for projdim(S/M). The next proposition about the reduced homology of ∆m will
be use in Section 4. It is interesting to see that this geometric result is proved by
an algebraic method.
Proposition 3.27. Let m 6= 1 ∈ LM ;
(1) for any i ≥ rk(m) we have that H˜i−1(∆m; k) = 0;
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(2) if for any 1 6= m˜ < m ∈ LM we have that H˜i0(∆m˜; k) = 0, then we have
that H˜j(∆m; k) = 0 for any j ≥ i0 + 1.
Proof. (1) For any i ≥ rk(m) we have that i > rk(m) − 1, so that by the proof of
Proposition 3.26 we have that Hi(Um, d) = 0. So by Corollary 3.12 we have that
H˜i−1(∆m; k) = 0.
(2) Since H˜i0(∆m˜; k) = 0 for all 1 6= m˜ < m ∈ LM , by Theorem 2.27 and
Theorem 3.9 we see that in Construction 3.8 Γm˜ has no elements of dimension
i0 + 1. Hence, there are no basis elements in (Um, d) of dimension i0 + 1. Then
by Construction 3.8 it is easy to see that there are no basis elements in Um of
dimension greater than i0 + 1, so that the length of Um is less than or equal to
i0 + 1. Thus, we have that Hj(Um, d) = 0 for any j ≥ i0 + 2. So by Corollary 3.12
we have that H˜j(∆m; k) = 0 for any j ≥ i0 + 1. 
4. Differential Maps Induced by Mayer-Vietoris Sequences
In Construction 3.8 we use step-by-step calculations to obtain a minimal free
resolution of S/M . Although a general formula for minimal free resolutions of
all monomial ideals seems impossible, we are still interested in finding explicit
descriptions for minimal free resolutions of some classes of monomial ideals.
We know that a Taylor basis determines a minimal free resolution of S/M , and
by Theorem 2.27 and Theorem 3.16 we see that the Taylor basis and the reduced
homology groups H˜(∆m; k) are closely related. Hence, one may ask if it is possible
to construct a minimal free resolution of S/M directly from the reduced homology
groups H˜(∆m; k).
This idea was first studied by Clark and Tchernev in [Cl]. They introduce a new
concept called the poset resolution, the frame of which is constructed from the lcm-
lattice LM , and has differential maps induced by the connecting homomorphisms
in some Mayer-Vietoris sequences. Later, Clark and Mapes in [CM1] and [CM2],
and Wood in [Wo], generalize the construction to Betti posets, and they prove that
rigid monomial ideals and Betti-linear monomial ideals have poset resolutions.
This section can be viewed as an application of the atomic lattice resolution
theory developed in Section 3, and it has two subsections. In Subsection 4.1 we
rewrite the theory of poset resolutions and give a new proof of Betti-linear monomial
ideals having poset resolutions. In Subsection 4.2 we develop a theory similar to
poset resolutions and obtain an approximation formula for minimal free resolutions
of all monomial ideals. The theory in Subsection 4.2 turns out to be a generalization
of the theory in Subsection 4.1.
4.1. Poset Resolutions and Betti-linearMonomial Ideals. LetM be a mono-
mial ideal minimally generated by monomials m1, . . . ,mr. Let LM be the lcm-
lattice of M and BM the Betti poset of M . For any m ∈ LM with rk(m) ≥ 2,
let
B(m) = {m˜ ∈ BM |m˜ < m},
then B(m) 6= ∅. Let β1, . . . , βl be the maximal elements in B(m); and let
∆˜m = 〈Aβ1 , . . . , Aβl〉,
then ∆˜m is a subcomplex of ∆m. These notations will be used throughout this
subsection.
34
Lemma 4.1. Let m ∈ LM with rk(m) ≥ 2. Let [f ] 6= 0 ∈ H˜(∆m; k). Then we
have that mdeg(f) = m.
Proof. Since f is a chain in ∆m, it follows that mdeg(f)|m. Assume that mdeg(f) =
m̂ < m ∈ LM . Then f is a cycle in the simplex Ωm̂ ⊆ ∆m, so that f is a trivial
cycle in ∆m, which contradicts to the assumption that [f ] 6= 0 in H˜(∆m; k). So we
have that mdeg(f) = m. 
Proposition 4.2. Let m ∈ LM with rk(m) ≥ 2. Let σm : H˜(∆˜m; k) → H˜(∆m; k)
be the k-linear map induced by the inclusion τ : ∆˜m → ∆m. Then σm is an
isomorphism.
Proof. Let J (m) be the set of all m˜ < m ∈ LM such that there does not exist βj
with m˜ < βj . Then we have that Γm˜ = ∅ for any m˜ ∈ J (m). Hence, by Theorem
3.9 and Corollary 3.13, it is easy to see that
C˜(∆m; k)[−1] ∼= C˜(∆˜m; k)[−1]
⊕
(
⊕
m˜∈J (m)
(Em˜; d)).
Since (Em˜; d) is a trivial complex for any m˜ ∈ J (m) and C˜(∆˜m; k)[−1] is a sub-
complex of C˜(∆m; k)[−1] induced by the inclusion map τ : ∆˜m → ∆m, it follows
that σm : H˜(∆˜m; k)→ H˜(∆m; k) induced by τ is an isomorphism. 
Proposition 4.2 can also be proved by using homology theory as in Lemma 4.2
and Proposition 4.3 in [Wo]. But the proof by using the atomic lattice resolution
theory is much easier.
Next we define a sequence of k-vector spaces and k-linear maps from the lcm-
lattice LM :
D(LM ) : · · · → Di
ϕi−→ Di−1 → · · · → D1
ϕ1−→ D0.
Definition 4.3 ([Cl]). Let D0 = H˜−1({∅}; k) ∼= k. For any i ≥ 1, let
Di =
⊕
16=m∈LM
H˜i−2(∆m; k).
Since H˜−1(∆m; k) 6= 0 if and only if ∆m = {∅}, it follows that
D1 =
r⊕
j=1
H˜−1(∆mj ; k)
∼= kr.
We define ϕ1 : D1 → D0 componentwise by idH˜
−1({∅};k)
, and then D1
ϕ1
−→ D0 can
be written as kr
( 1 ··· 1 )
−−−−−→ k.
For any i ≥ 2 we define
ϕi : Di =
⊕
16=m∈LM
H˜i−2(∆m; k)→ Di−1 =
⊕
16=m∈LM
H˜i−3(∆m; k)
componentwise as follows. Suppose that H˜i−2(∆m; k) 6= 0 with i ≥ 2, then we have
that rk(m) ≥ 2. Next we componentwise define
ϕi,m : H˜i−2(∆m; k)→ Di−1 =
⊕
16=m∈LM
H˜i−3(∆m; k).
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Let ∆˜m = 〈Aβ1 , . . . , Aβl〉. By Proposition 4.2 we have that σm : H˜i−2(∆˜m; k) →
H˜i−2(∆m; k) is an isomorphism, so that H˜(∆˜m; k) 6= 0, which implies that l ≥ 2.
First we define ϕβ1i,m : H˜i−2(∆m; k) → H˜i−3(∆β1 ; k). Let ∆1 = 〈Aβ1〉 and
∆2 = 〈Aβ2 , . . . , Aβl〉, then we have that ∆1 ∪∆2 = ∆˜m and by Proposition 2.23
∆1 ∩∆2 = 〈Aβ1 ∩ Aβ2 , . . . , Aβ1 ∩ Aβl〉 = 〈Aβ1∧β2 , . . . , Aβ1∧βl〉.
Since β1, . . . , βl are maximal elements in B(m), it follows that β1∧β2 < β1, . . . , β1∧
βl < β1 in LM , which implies that ∆1 ∩ ∆2 is a subcomplex of ∆β1 . Let [f ] ∈
H˜i−2(∆˜m; k) be such that f = c1−c2, where c1 is a chain in ∆1 and c2 is a chain in
∆2, then from the Mayer-Vietoris sequence we have the connecting homomorphism
δ : H˜i−2(∆˜m; k)→ H˜i−3(∆1 ∩∆2; k)
such that δ([f ]) = [d(c1)] = [d(c2)], where d is the boundary map in ∆˜m. Let
ι : H˜i−3(∆1 ∩∆2; k)→ H˜i−3(∆β1 ; k)
be the k-linear map induced by the inclusion map ∆1 ∩∆2 → ∆β1 . Then we define
the k-linear map ϕβ1i,m : H˜i−2(∆m; k)→ H˜i−3(∆β1 ; k) by
ϕβ1i,m = ι ◦ δ ◦ σ
−1
m .
Similarly, for any 2 ≤ j ≤ l, by letting
∆1 = 〈Aβj 〉, ∆2 = 〈Aβ1 , . . . , Aβj−1 , Aβj+1 , . . . , Aβl〉,
and using the corresponding Mayer-Vietoris sequence, we can define the k-linear
map ϕ
βj
i,m : H˜i−2(∆m; k) → H˜i−3(∆βj ; k). And for any 1 6= m˜ ∈ LM with m˜ /∈
{β1, . . . , βl}, we define ϕm˜i,m : H˜i−2(∆m; k)→ H˜i−3(∆m˜; k) to be the zero map.
Thus, we can define
ϕi,m =
∑
16=m˜∈LM
ϕm˜i,m = ϕ
β1
i,m + · · ·+ ϕ
βl
i,m,
and then ϕi is defined componentwise. We call
D(LM ) : · · · → Di
ϕi
−→ Di−1 → · · · → D1
ϕ1
−→ D0.
a poset construction. If we fix a basis for every H˜(∆m; k) then we have a basis for
D(LM ).
For any i ≥ 0 let Fi = Di ⊗ S. Let f0 be the basis element of D0. For any
1 ≤ j ≤ r, let fj be the basis element of H˜−1(∆mj ; k). We still use f0 as the
basis of F0 and use f1, . . . , fr as the basis of F1. To make F0 and F1 multigraded
free S-modules, we define mdeg(f0) = 1 and mdeg(fj) = mj for 1 ≤ j ≤ r. For
any i ≥ 2, let [f ] be a basis element of H˜i−2(∆m; k). We still use [f ] as a basis
element of H˜i−2(∆m; k)⊗S, and we define mdeg([f ]) = mdeg(f) = m. Thus, Fi is
a multidgraded free S-module with a multigraded basis.
We define ∂1 : F1 → F0 by Sr
(m1 ··· mr )
−−−−−−−−→ S. For any i ≥ 2 and 1 ≤ j ≤ l, we
can homogenize the map ϕ
βj
i,m to get
∂
βj
i,m : H˜i−2(∆m; k)⊗ S → H˜i−3(∆βj ; k)⊗ S
with ∂
βj
i,m =
m
βj
⊗ϕ
βj
i,m. And then we define ∂i : Fi → Fi−1 componentwise by ∂i,m,
where ∂i,m = ∂
β1
i,m + · · ·+ ∂
βl
i,m. Thus, for any i ≥ 0, ∂i is multigraded.
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So we obtain a sequence of multigraded free S-modules and multigraded homo-
morphisms:
F(LM ) : · · · → Fi
∂i−→ Fi−1 → · · · → F1
∂1−→ F0.
If F(LM ) is a minimal free resolution of S/M then we say that F(LM ) is a poset
resolution of S/M .
Remark 4.4. In [Cl], [CM2] and [Wo] the poset construction is defined differently
by using H˜(∆(1,m); k), where ∆(1,m) is the order complex of the open interval
(1,m) in LM . By the crosscut theorem it is easy to see that ∆(1,m) and ∆m
are homotopy equivalent, so that H˜(∆(1,m); k) ∼= H˜(∆m; k). In Section 5 of
[Cl] and Section 4 of [Wo] it is proved that the poset constructions defined by
using H˜(∆(1,m); k) and H˜(∆m; k), respectively, are equivalent. Since ∆m is much
simpler than ∆(1,m) and closely related to the atomic lattice resolution theory,
here we choose to define the poset construction by using H˜(∆m; k).
Note that the poset construction D(LM ) may not be a complex of k-vector
spaces, so that D(LM ) may not be an r-frame, and then the M -homogenization
of D(LM ) may not make sense. This is why in Definition 4.3 we define F(LM )
componentwise in each homological degree. This can be illustrated by Example
4.11.
Note that if we fix a basis for every H˜i−2(∆m; k) 6= 0 then F(LM ) is uniquely
determined. A natural question is to ask when F(LM ) is a minimal free resolution
of S/M . This question is closely related to the following classes of monomial ideals.
Definition 4.5. Let M be a monomial ideal.
(1) ([FMS]) M is called a homologically monotonic monomial ideal if the fol-
lowing condition is satisfied: for any 1 < m˜ < m ∈ LM , if H˜i(∆m˜; k) 6= 0
and H˜j(∆m; k) 6= 0 then i < j.
(2) ([CM1]) Let M be a homologically monotonic monomial ideal and for any
m ∈ BM we have that H˜(∆m; k) ∼= k, then M is called a rigid monomial
ideal.
(3) ([Cl]) M is called a lattice-linear monomial ideal if S/M has a minimal
free resolution (F, ∂) with a multigraded basis T such that the following
condition is satisfied:
∀e ∈ T, let ∂(e) =
∑
e˜∈T
λe,e˜e˜,
then whenever λe,e˜ 6= 0 ∈ S we have that mdeg(e˜)⋖mdeg(e) in LM .
(4) ([Wo]) M is called a Betti-linear monomial ideal if S/M has a minimal
free resolution (F, ∂) with a multigraded basis T such that the following
condition is satisfied:
∀e ∈ T, let ∂(e) =
∑
e˜∈T
λe,e˜e˜,
then whenever λe,e˜ 6= 0 ∈ S we have that mdeg(e˜)⋖mdeg(e) in BM .
Note that in the definition of lattice-linearity and Betti-linearity it does not
matter which multigraded basis we choose for F. Hence, we can always use the
homogenization of a Taylor basis of F as a multigraded basis. Indeed, it is easy to
see that Betti-linearity can also be defined by a Taylor basis as follows: M is called
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a Betti-linear monomial ideal if S/M has a minimal free resolution (F, ∂) with a
Taylor basis B such that the following condition is satisfied:
∀e ∈ B, let d(e) =
∑
e˜∈B
λe,e˜e˜,
then whenever λe,e˜ 6= 0 ∈ k we have that mdeg(e˜)⋖mdeg(e) in BM .
The first part of the next proposition shows that the definition of a rigid mono-
mial ideal is the same as the definition in [CM1]. It is also proved in Proposition
4.3 of [FMS]. Here we give it a different proof.
Proposition 4.6. (1) M is homologically monotonic if and only if whenever
H˜i(∆m; k) 6= 0, H˜i(∆m˜; k) 6= 0 and m 6= m˜, we have that m and m˜ are not
comparable in LM .
(2) If M is homologically monotonic, then for any 1 6= m ∈ BM there exists i
such that H˜(∆m; k) = H˜i(∆m; k) 6= 0.
(2) If M is homologically monotonic, then M is Betti-linear.
Proof. (1) if : Assume that M is not homologically monotonic, then there exist
m˜ < m ∈ LM such that H˜i(∆m˜; k) 6= 0, H˜j(∆m; k) 6= 0 and i ≥ j. If i = j
then we get a contradiction to the assumption that m˜ and m are not comparable.
If i > j, then by Proposition 3.27 (2) there exists m̂ < m˜ < m ∈ LM such
that H˜j(∆m̂; k) 6= 0, which contradicts to the assumption that m̂ and m are not
comparable.
only if : Assume that there exist m˜ < m ∈ LM such that H˜i(∆m˜; k) 6= 0
and H˜i(∆m; k) 6= 0. This contradicts to the assumption that M is homologically
monotonic.
(2) Assume that there exists m 6= 1 ∈ BM and i > j such that H˜i(∆m; k) 6= 0
and H˜j(∆m; k) 6= 0. Then by Proposition 3.27 (2) there exists m˜ < m ∈ LM such
that H˜j(∆m˜; k) 6= 0. By part (1) this is a contradiction to the assumption that M
is homologically monotonic.
(3) Let F be a minimal free resolution of S/M with a Taylor basis B. For
any e ∈ B, let d(e) =
∑
e˜∈B
λe,e˜e˜. Assume that there exist e, e˜ ∈ B and m ∈ BM
such that λe,e˜ 6= 0 ∈ k and mdeg(e˜) < m < mdeg(e) in BM . Let e and e˜ be in
homological degrees i and i− 1, respectively. Then it is easy to see that i ≥ 2, and
by Theorem 2.27 we have that H˜i−2(∆mdeg(e); k) 6= 0 and H˜i−3(∆mdeg(e˜); k) 6= 0.
Assume that H˜j(∆m; k) 6= 0. Since M is homologically monotonic, it follows that
i− 3 < j < i − 2, which is impossible. Thus, whenever λe,e˜ 6= 0 ∈ k, we have that
mdeg(e˜)⋖mdeg(e) in BM . So M is Betti-linear. 
Remark 4.7. (1) By part (1) of Proposition 4.6 we see that given a minimal
free resolution F of a rigid monomial ideal with a multigraded basis, the
only change of basis map of F is given by multiplying the basis elements by
nonzero scalars. So, as in [CM1] we may say that a rigid monomial ideal
has a unique minimal free resolution up to rescaling. Note that the Taylor
basis of F is not unique up to rescaling as is shown in Example 4.9.
(2) By Theorem 3.8 in [FMS] we see that M is homologically monotonic if and
only if there exists a monomial ideal N such that LM ∼= LN and N has a
pure resolution. So part (3) of proposition 4.6 is equivalent to Proposition
2.4 in [Wo].
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Figure 3. The lcm-lattice LM of Example 4.9
Remark 4.8. We have the following diagram indicating the relations among some
different classes of monomial ideals:
Scarf ⊂ rigid ⊂ homologically monotonic ⊂ Betti-linear
∪ ∪
linear ⊂ lattice-linear
∪
Scarf
Here, for example, Scarf means the calss of Scarf monomial ideals and linear means
the class of monomial ideals having linear minimal free resolutions.
If M has a linear minimal free resolution F, then F is pure, which implies that
M is homologically monotonic. Also, as in the definition of lattice-linearity, let e
be a basis element in homological degree greater than 1. If λe,e˜ 6= 0 then we have
that deg(mdeg(e)) = deg(mdeg(e˜)) + 1, which implies that mdeg(e˜) ⋖mdeg(e) in
LM , and then M is lattice-linear. This is also proved in Proposition 4.1 of [Cl].
Let M be the monomial ideal as in Example 2.12, then M is homologically
monotonic but not rigid. Note that M has a simplicial resolution, which is also
linear.
We will see from the next examples that all the inclusions in the above diagram
are strict.
Example 4.9. Let M be a monomial ideal in S = k[a, b, c] minimally generated
by monomials m1 = a
2,m2 = ab,m3 = bc,m4 = c
2. Then the lcm-lattice of M is
shown in Figure 3.
Note that H˜(∆123; k) = 0, H˜(∆234; k) = 0 and H˜1(∆1234; k) ∼= k with a basis
[12 + 23 + 34 − 14]. Hence, by Theorem 3.16 we can take either ∅, 1, 2, 3, 4, 12, 23,
34, 14, 124+ 234 or ∅, 1, 2, 3, 4, 12, 23, 34, 14, 123+ 134 as a Taylor basis. Note that
mdeg(12) = a2b and mdeg(14) = a2c2. Then it is easy to see that M is rigid
and Betti-linear, but M is not Scarf, or linear, or lattice-linear. Note that although
[d(124)] is a basis of H˜1(∆1234; k),M does not have a simplicial resolution. However,
M do have a cellular resolution supported on a square with vertices 1, 2, 3, 4.
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Figure 4. The lcm-lattice LM of Example 4.10
Example 4.10. Let ∆ = 〈123, 34, 35, 45〉 be a simplicial complex. Let M be the
nearly Scarf monomial ideal defined by ∆ as in [PV]. Then the lcm-lattice of M is
shown in Figure 4.
Note that H˜1(∆12345; k) ∼= k with a basis [34−35+45]. Hence, by Theorem 3.16
we can take ∅, 1, 2, 3, 4, 5, 12, 13, 23, 34, 35, 45, 123, 345 as a Taylor basis. This
Taylor basis satisfies the definition of lattice-linearity and then M is lattice-linear.
Note that H˜1(∆123; k) ∼= k, so that M is not homologically monotonic.
Note that if we take ∅, 1, 2, 3, 4, 5, 12, 13, 23, 34, 35, 45, 123, 345 + 123 as a
Taylor basis, then the minimal free resolution of S/M with this Taylor basis does
not satisfy the definition of lattice-linearity.
Similarly, let ∆˜ = 〈123, 124, 134, 234, 45, 46, 56〉, and M˜ the nearly Scarf mono-
mial ideal defined by ∆˜ as in [PV]. Then it is easy to see that H˜2(∆123456; k) ∼= k,
H˜1(∆123456; k) ∼= k and M is lattice-linear. So Proposition 4.6 part (2) does not
hold for lattice-linear monomial ideals.
Example 4.11. Let ∆ = 〈12, 3〉 be a simplicial complex. Let M be the nearly
Scarf monomial ideal defined by ∆ as in [PV]. Then the lcm-lattice of M is
123
12
21 3
∅
We can also use the labeling technique introduced in [Ma] to get, for example,
M = (ab, ac, bcd). Indeed, many examples in this paper are obtained by first
having the atomic lattice and then using the labeling technique in [Ma] to get a
monomial ideal.
Now we have that H˜0(∆12; k) ∼= k with a basis [−1 + 2] and H˜0(∆123; k) ∼= k
with a basis [−1+3] = [−2+3]. By Theorem 2.27 we see that Γ123 = {λ13+µ23},
where λ, µ ∈ k and λ+µ 6= 0. Since d(λ13+µ23) = −λ1−µ2+ (λ+µ)3 and both
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1 and 2 are not covered by 123 in LM = BM , it follows that M is not Betti-linear.
From this simple example we see that the class of Betti-linear monomial ideals is
not very large.
With the above fixed basis of H˜0(∆12; k) and H˜0(∆123; k), by Definition 4.3 we
obtain
D(LM ) : 0→ k
2


−1 0
1 0
0 1


−−−−−−−→ k3
(
1 1 1
)
−−−−−−−−→ k,
which is not a complex. And then we obtain
F(LM ) : 0→ S(−abc)⊕ S(−abcd)


−c 0
b 0
0 a


−−−−−−−→ S(−ab)⊕ S(−ac)⊕ S(−bcd)
(
ab ac bcd
)
−−−−−−−−−−−→ S,
which is not a minimal free resolution of S/M .
Next we will use results about Taylor bases to prove that if M is Betti-linear
then F(LM ) as constructed in Definition 4.3, is a minimal free resolution of S/M .
To make the proof easier to understand, we first prove the result for rigid monomial
ideals.
Theorem 4.12 ([CM2]). Let M be a rigid monomial ideal minimally generated by
r monomials. Then the poset construction D(LM ) is an r-frame, F(LM ) equals the
M -homogenization of D(LM ), and F(LM ) is a minimal free resolution of S/M .
Proof. Since M is rigid, it follows that M is Betti-linear and every minimal free
resolution of S/M satisfies the definition of Betti-linearity. For any m 6= 1 ∈ BM ,
let [cm] be a basis of H˜(∆m; k) = H˜i(∆m; k) ∼= k for some i ≥ −1; let F be a
minimal free resolution of S/M with a Taylor basis B such that in homological
degree i+ 2 at S(−m), the Taylor basis element is em. By Theorem 2.27, without
the loss of generality, after a rescaling of the Taylor basis elements in B, we can
assume that [d(em)] = [cm] in H˜(∆m; k) for all m 6= 1 ∈ BM , and that the frame
of F in homological degrees 0 and 1 is given by kr
( 1 ··· 1 )
−−−−−→ k. Hence, there is a
one-to-one correspondence between the basis elements em of the frame of F and
the basis elements [cm] of D(LM ).
For any m 6= 1 ∈ BM such that m is not an atom, we have that H˜i(∆m; k) ∼= k
for some i ≥ 0. Let
d(em) = λ1eβ1 + · · ·+ λteβt ,
where λ1, . . . , λt are some nonzero scalars in k and eβ1 , . . . , eβt ∈ B are some Taylor
basis elements in homological degree i+ 1 with mdeg(eβj ) = βj for any 1 ≤ j ≤ t.
By the definition of Betti-linearity we see that β1, . . . , βt are covered by m in BM ,
so that β1, . . . , βt are some maximal elements in B(m), which implies that the cycle
λ1eβ1 + · · ·+λteβt is in ∆˜m. Since for any 1 ≤ j ≤ t we have that supp(eβj) ⊆ Aβj ,
it follows that
ϕ
βj
i+2,m([λ1eβ1 + · · ·+ λteβt ]) = [d(λjeβj)] = λj [d(eβj )] = λj [cβj ].
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Thus, we have that
ϕi+2([cm]) = ϕi+2([d(em)])
= ϕi+2,m([λ1eβ1 + · · ·+ λteβt ])
=
t∑
j=1
ϕ
βj
i+2,m([λ1eβ1 + · · ·+ λteβt ])
= λ1[cβ1 ] + · · ·+ λt[cβt ].
SoD(LM ) is equal to the frame of F, which is an r-frame. Note that the multigraded
free S-module Fi in F(LM ) coincides with the multigraded free S-module Fi in
F, and the differential maps in F coincide with the multigraded homomorphisms
defined in F(LM ). Therefore, F(LM ) equals F, and then F(LM ) is a minimal free
resolution of S/M . Since F equals the M -homogenization of the frame of F, it
follows that F(LM ) equals the M -homogenization of D(LM ). 
Theorem 4.12 is also proved in [CM2], where the proof takes over six pages.
Here, by using results about Taylor bases our proof is much shorter.
Theorem 4.13 ([Cl],[Wo]). Let M be a Betti-linear monomial ideal minimally
generated by r monomials. Then the poset construction D(LM ) is an r-frame,
F(LM ) equals the M -homogenization of D(LM ), and F(LM ) is a minimal free
resolution of S/M .
Proof. For any m 6= 1 ∈ BM , suppose that H˜i(∆m; k) ∼= ktm,i for some tm,i > 0.
Let [c1m,i], . . . , [c
tm,i
m,i ] be a basis of H˜i(∆m; k). Let F be a minimal free resolution
of S/M with a Taylor basis B such that B satisfies the definition of Betti-linearity.
Let e1m,i, . . . , e
tm,i
m,i ∈ B be the Taylor basis elements in homological degree i + 2
at S(−m)tm,i . By Theorem 2.27 we see that [d(e1m,i)], . . . , [d(e
tm,i
m,i )] is also a basis
of H˜i(∆m; k). Without the loss of generality, after using an invertible k-linear
map acting on the Taylor basis elements e1m,i, . . . , e
tm,i
m,i ∈ B, we can assume that
[d(ejm,i)] = [c
j
m,i] for any 1 ≤ j ≤ tm,i. We can also assume that the frame of F in
homological degrees 0 and 1 is given by kr
( 1 ··· 1 )
−−−−−→ k. Hence, there is a one-to-one
correspondence between the basis elements ejm,i of the frame of F and the basis
elements [cjm,i] of D(LM ).
For any m 6= 1 ∈ BM such that m is not an atom, we have that H˜i(∆m; k) 6= 0
for some i ≥ 0. Let em ∈ B be a Taylor basis element in homological degree i + 2
with mdeg(em) = m. Let
d(em) = λ1e1 + · · ·+ λtet,
where λ1, . . . , λt are some nonzero scalars in k and e1, . . . , et ∈ B are some Taylor
basis elements in homological degree i + 1. Let em, e1, . . . , et correspond to basis
elements [cm], [c1], . . . , [ct], respectively, in D(LM ). Next we want to show that
ϕi+2([cm]) = λ1[c1] + · · ·+ λt[ct].
Indeed, since the Taylor basisB satisfies the definition of Betti-linearity, it follows
that mdeg(e1), . . . ,mdeg(et) are covered by m in BM , i.e., mdeg(e1), . . . ,mdeg(et)
are some maximal elements in B(m). Let β1, . . . , βl be all the maximal elements
in B(m), then for any 1 ≤ s ≤ t there exists 1 ≤ j ≤ l such that mdeg(es) = βj ,
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which implies that supp(es) = Aβj . Assume that there exist 1 ≤ j1 6= j2 ≤ l
such that supp(es) ⊆ Aβj1 and supp(es) ⊆ Aβj2 . Then we have that supp(es) ⊆
Aβj1 ∩Aβj2 = Aβj1∧βj2 , so that Aβj = supp(es) ⊆ Aβj1∧βj2 , and then βj ≤ βj1∧βj2 ,
which contradicts to the assumption that β1, . . . , βl are maximal elements in B(m).
Hence, for any 1 ≤ s ≤ t there exists a unique 1 ≤ j ≤ l such that supp(es) ⊆ Aβj ,
mdeg(es) = βj and [d(es)] = [cs] is a basis element of H˜i−1(∆βj ; k). Thus, we have
that
ϕi+2([cm]) = ϕi+2([d(em)])
= ϕi+2,m([λ1e1 + · · ·+ λtet])
=
l∑
j=1
ϕ
βj
i+2,m([λ1e1 + · · ·+ λtet])
= [d(λ1e1)] + · · ·+ [d(λtet)]
= λ1[d(e1)] + · · ·+ λt[d(et)]
= λ1[c1] + · · ·+ λt[ct].
So D(LM ) is equal to the frame of F, which is an r-frame. Similar to the
argument in Theorem 4.12, we have that F(LM ) equals the M -homogenization of
D(LM ) and is a minimal free resolution of S/M . 
There is a proof of Theorem 4.13 for lattice-linear monomial ideals in [Cl]. And
in [Wo] a similar proof is given for Betti-linear monomial ideals. Both proofs are
very technical and not very easy to understand. Our proof here is different from
theirs. We hope that this new proof can give us a better understanding about
Betti-linear monomial ideals.
Remark 4.14. It is easy to see that if F(LM ) is a poset resolution of S/M , then
M is Betti-linear. So the class of Betti-linear monomial ideals is exactly the set of
monomial ideals for which the poset construction induces a minimal free resolution.
Remark 4.15. By the proof of Proposition 4.6 (3), it is easy to see that if M is
homologically monotonic then every minimal free resolution of S/M satisfies the
definition of Betti-linearity. So every minimal free resolution of a homologically
monotonic monomial ideal can be obtained as a poset resolution, which is not the
case for Betti-linear monomial ideals, as is shown by Example 4.10. From Example
4.11 we see that the class of Betti-linear monomial ideals is not very large. However,
it contains the class of homologically monotonic monomial ideals. In particular, for
monomial ideals with pure minimal free resolutions, which play an important role
in Boij-So¨derberg theory, poset construction gives a formula for their minimal free
resolutions.
4.2. An Approximation Formula for Minimal Free Resolutions of a Mono-
mial Ideal and Homology-linear Monomial Ideals. In this subsection we will
give a construction similar to the poset construction. With this new construction we
obtain an approximation formula for minimal free resolutions of a monomial ideal.
After that, we introduce a new class of monomial ideals, called homology-linear
monomial ideals, which is similar to Betti-linear monomial ideals.
Let M be a monomial ideal minimally generated by monomials m1, . . . ,mr. For
any 1 6= m ∈ BM such that m is not an atom, we have that H˜i(∆m; k) 6= 0 for
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some i ≥ 0. Let
Bi(m) = {m˜ ∈ BM |1 6= m˜ < m and H˜i−1(∆m˜; k) 6= 0},
then we have that Bi(m) ⊆ B(m), and by Proposition 3.27 (2), it is easy to see that
Bi(m) 6= ∅. Let γ1, . . . , γt be the maximal elements in Bi(m). Let
∆(i)m = 〈Aγ1 , . . . , Aγt〉,
then ∆
(i)
m is a subcomplex of ∆m. These notations will be used throughout this
subsection.
Proposition 4.16. Let 1 6= m ∈ BM such that m is not an atom. Let σ
(i)
m :
H˜i(∆
(i)
m ; k) → H˜i(∆m; k) be the k-linear map induced by the inclusion τ : ∆
(i)
m →
∆m. Then σ
(i)
m is surjective. Moreover, let Ji(m) be the set of all m˜ < m ∈ LM
such that there does not exist γj with m˜ < γj; if there does not exist m˜ ∈ Ji(m)
such that H˜i(∆m˜; k) 6= 0, then σ
(i)
m is an isomorphism.
Proof. By the proof of Theorem 3.9 we have that
C˜(∆m; k)[−1] ∼= (Um, d)
⊕
(
⊕
16=m˜<m
(Em˜, d)).
Let Π = {m˜ ∈ LM |m˜ ≤ γj for some γj}. Let (U
(i)
m ; d) be the complex obtained by
applying the boundary map d to the Taylor basis elements in
⋃
m˜∈Π
Γm˜. Then by
Corollary 3.13 we have that
C˜(∆(i)m ; k)[−1] ∼= (U
(i)
m , d)
⊕
(
⊕
16=m˜∈Π
(Em˜, d)).
It is easy to see that C˜(∆
(i)
m ; k)[−1], (U
(i)
m , d) ,
⊕
16=m˜∈Π
(Em˜, d) are subcomplexes
of C˜(∆m; k)[−1], (Um, d) ,
⊕
16=m˜<m
(Em˜, d), respectively. Let f : C˜(∆
(i)
m ; k)[−1] →
C˜(∆m; k)[−1], g : (U
(i)
m , d) → (Um, d), h :
⊕
16=m˜∈Π
(Em˜, d) →
⊕
16=m˜<m
(Em˜, d) be the
natural inclusion maps of complexes, then we have the following commutative dia-
gram:
C˜(∆
(i)
m ; k)[−1] (U
(i)
m , d)
⊕
(
⊕
16=m˜∈Π
(Em˜, d))
C˜(∆m; k)[−1] (Um, d)
⊕
(
⊕
16=m˜<m
(Em˜, d)).
∼=
f
(g h)
∼=
Note that
⊕
16=m˜<m
(Em˜, d),
⊕
16=m˜∈Π
(Em˜, d) are trivial complexes , and σ
(i)
m is the map
of homology induced by f . Hence, to show that σ
(i)
m is surjective, it suffices to show
that g∗ : H˜i+1(U
(i)
m , d)→ H˜i+1(Um, d) is surjective.
Next, for convenience, we use d˜ to denote the boundary map d in (U
(i)
m , d). By
the definition of Π it is easy to see that
⋃
m˜∈Π
Γm˜ and
⋃
m˜<m
Γm˜ have the same Taylor
basis elements of dimension i, so that (U
(i)
m )i+1 = (Um)i+1, which implies that
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Kerd˜i+1 = Kerdi+1. Since (U
(i)
m )i+2 ⊆ (Um)i+2, it follows that Imd˜i+2 ⊆ Imdi+2.
Thus, we have that
g∗ : H˜i+1(U
(i)
m , d) =
Kerd˜i+1
Imd˜i+2
→ H˜i+1(Um, d) =
Kerdi+1
Imdi+2
is surjective, and then σ
(i)
m is surjective.
If there does not exist m˜ ∈ Ji(m) with H˜i(∆m˜; k) 6= 0, then it is easy to see
that (U
(i)
m )i+2 = (Um)i+2, which implies that Imd˜i+2 = Imdi+2, so that g∗ is the
identity map, and then σ
(i)
m is an isomorphism. 
Remark 4.17. Proposition 4.16 can also be proved by using algebraic topology,
but it is much easier to prove it by using the atomic lattice resolution theory. In
this remark we give another proof of Proposition 4.16.
Let B be a Taylor basis of a minimal free resolution of S/M . Let e1, . . . , ep ∈ B
be the Taylor basis elements of dimension i+1 and multidegreem, then by Theorem
2.27 we have that [d(e1)], . . . , [d(ep)] is a basis of H˜i(∆m; k). Let f1, . . . , fq ∈ B be
the Taylor basis elements of dimension i and multidegree less than m. Then for
any 1 ≤ l ≤ q there exists 1 ≤ s ≤ t such that supp(fl) ⊆ Aγs . Note that for any
1 ≤ j ≤ p there exist λj1, . . . , λjq ∈ k such that
d(ej) = λj1f1 + · · ·+ λjqfq.
Hence, d(e1), . . . , d(ep) are cycles in ∆
(i)
m , which implies that [d(e1)], . . . , [d(ep)] are
in H˜i(∆
(i)
m ; k). So σ
(i)
m is surjective and H˜i(∆m; k) can be naturally embedded as a
subspace of H˜i(∆
(i)
m ; k).
Let g1, . . . , gs ∈ (
⋃
m˜∈Ji(m)
Γm˜)
⋃
Γm ⊆ B be the Taylor basis elements of dimen-
sion i+1. Let V be the k-vector space with basis g1, . . . , gs. Then by Theorem 3.15
and the proof of Theorem 3.9, we have that (Vm)i+2 = (U
(i)
m )i+2⊕V . Since (Vm; d)
is exact, it follows that [d(g1)], . . . , [d(gs)] is a basis of H˜i+1(U
(i)
m , d) ∼= H˜i(∆
(i)
m ; k).
Note that d(g1), . . . , d(gs) are cycles in ∆
(i)
m , so that for any m˜ ∈ Ji(m), H˜i(∆m˜; k)
can also be embedded as a subspace of H˜i(∆
(i)
m ; k). With this embedding, we have
the following formula:
H˜i(∆
(i)
m ; k)
∼= (
⊕
m˜∈Ji(m)
H˜i(∆m˜; k))
⊕
H˜i(∆m; k).
So if there does not exist m˜ ∈ Ji(m) with H˜i(∆m˜; k) 6= 0, then σ
(i)
m is an isomor-
phism.
Example 4.18. Let M = (ab, ac, b2c) be a monomial ideal in S = k[a, b, c]. Then
the lcm-lattice of M is shown in Example 4.11. We have that H˜0(∆12; k) ∼= k
with a basis [−1 + 2] and H˜0(∆123; k) ∼= k with a basis [−1 + 3] = [−2 + 3]. Since
∆
(0)
123 = 〈1, 2, 3〉, it follows that H˜0(∆
(0)
123; k)
∼= k2 with a basis [−1+2], [−1+3]. Then
σ
(0)
123 : H˜0(∆
(0)
123; k) → H˜0(∆123; k) is surjective and we have that H˜0(∆
(0)
123; k)
∼=
H˜0(∆12; k)⊕ H˜0(∆123; k).
Next, similar to Definition 4.3 we define a sequence of k-vector spaces and k-
linear maps from the lcm-lattice LM :
R(LM ) : · · · → Ri
ψi
−→ Ri−1 → · · · → R1
ψ1
−−→ R0.
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Definition 4.19. For any i ≥ 0 let Ri = Di as in Definition 4.3. Also, let ψ1 = ϕ1.
For any i ≥ 2 we define
ψi : Ri =
⊕
16=m∈LM
H˜i−2(∆m; k)→ Ri−1 =
⊕
16=m∈LM
H˜i−3(∆m; k)
componentwise as follows. First for any m 6= 1 ∈ BM we fix a basis for H˜(∆m; k).
Suppose that H˜i−2(∆m; k) 6= 0 with i ≥ 2, then we have that rk(m) ≥ 2. Next we
componentwise define
ψi,m : H˜i−2(∆m; k)→Ri−1 =
⊕
16=m∈LM
H˜i−3(∆m; k).
Let ∆
(i−2)
m = 〈Aγ1 , . . . , Aγt〉. By Proposition 4.16 we have that
σ(i−2)m : H˜i−2(∆
(i−2)
m ; k)→ H˜i−2(∆m; k)
is surjective, so that H˜i−2(∆
(i−2)
m ; k) 6= 0, which implies that t ≥ 2.
First we define ψγ1i,m : H˜i−2(∆m; k) → H˜i−3(∆γ1 ; k). Similar to Definition 4.3,
let ∆1 = 〈Aγ1〉 and ∆2 = 〈Aγ2 , . . . , Aγt〉, then we have that ∆1 ∪ ∆2 = ∆
(i−2)
m
and ∆1 ∩ ∆2 = 〈Aγ1∧γ2 , . . . , Aγ1∧γt〉, which is a subcomplex of ∆γ1 . From the
Mayer-Vietoris sequence we have the connecting homomorphism
δ : H˜i−2(∆
(i−2)
m ; k)→ H˜i−3(∆1 ∩∆2; k).
Let ι : H˜i−3(∆1 ∩ ∆2; k) → H˜i−3(∆γ1 ; k) be the k-linear map induced by the
inclusion map ∆1 ∩∆2 → ∆γ1 . Let [e1], . . . , [ep] be the fixed basis of H˜i−2(∆m; k).
Let [f1], . . . , [fq] be the fixed basis of H˜i−3(∆γ1 ; k). Since σ
(i−2)
m is surjective, there
exist [g1], . . . , [gp] ∈ H˜i−2(∆
(i−2)
m ; k) such that σ
(i−2)
m ([gj ]) = [ej ] for any 1 ≤ j ≤ p,
i.e., [gj] = [ej ] ∈ H˜i−2(∆m; k) and gj is a chain in ∆
(i−2)
m . For any 1 ≤ j ≤ p there
exist scalars λj1, . . . , λjq ∈ k such that
(ι ◦ δ)([gj ]) = λj1[f1] + · · ·+ λjq [fq].
Then for any 1 ≤ j ≤ p we define
ψγ1i,m([ej ]) = λj1[f1] + · · ·+ λjq [fq],
which determines a k-linear map ψγ1i,m : H˜i−2(∆m; k)→ H˜i−3(∆γ1 ; k).
Similarly, for any 2 ≤ s ≤ t, we can define a k-linear map ψγsi,m : H˜i−2(∆m; k)→
H˜i−3(∆γs ; k). And for any 1 6= m˜ ∈ LM with m˜ /∈ {γ1, . . . , γt}, we define ψ
m˜
i,m :
H˜i−2(∆m; k)→ H˜i−3(∆m˜; k) to be the zero map.
Thus, we can define
ψi,m =
∑
16=m˜∈LM
ψm˜i,m = ψ
γ1
i,m + · · ·+ ψ
γt
i,m,
and then ψi is defined componentwise. So we obtain a sequence of k-vector spaces
and k-linear maps:
R(LM ) : · · · → Ri
ψi
−→ Ri−1 → · · · → R1
ψ1
−−→ R0.
For any i ≥ 0 let Gi = Ri ⊗ S. Let f0 be the basis element of R0. For any
1 ≤ j ≤ r, let fj be the basis element of H˜−1(∆mj ; k). We still use f0 as the basis
of G0 and use f1, . . . , fr as the basis of G1. To make G0 and G1 multigraded free
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S-modules, we define mdeg(f0) = 1 and mdeg(fj) = mj for 1 ≤ j ≤ r. For any
i ≥ 2, let [e1], . . . , [ep] be a basis of H˜i−2(∆m; k). We still use [e1], . . . , [ep] as a basis
of H˜i−2(∆m; k)⊗ S, and we define mdeg([ej ]) = mdeg(ej) = m for any 1 ≤ j ≤ p.
Thus, Gi is a multidgraded free S-module with a multigraded basis.
We define ð1 : G1 → G0 by Sr
(m1 ··· mr )
−−−−−−−−→ S. For any i ≥ 2 and 1 ≤ s ≤ t, we
can homogenize the map ψγsi,m to get
ðγsi,m : H˜i−2(∆m; k)⊗ S → H˜i−3(∆γs ; k)⊗ S
with ðγsi,m =
m
γs
⊗ ψγsi,m. And then we define ði : Gi → Gi−1 componentwise by ði,m,
where ði,m = ð
γ1
i,m + · · ·+ ð
γt
i,m. Thus, for any i ≥ 1, ði is multigraded.
So we obtain a sequence of multigraded free S-modules and multigraded homo-
morphisms:
G(LM ) : · · · → Gi
ði−→ Gi−1 → · · · → G1
ð1−→ G0.
Remark 4.20. If we fix a basis for all H˜(∆m; k), then in Definition 4.3 the
maps ϕi : Di → Di−1 are uniquely defined, but in Definition 4.19 the maps
ψi : Ri → Ri−1 may not be uniquely defined. Indeed, if σ
(i−2)
m is an isomor-
phism, then ψi,m is uniquely defined; otherwise, if σ
(i−2)
m is not an isomorphism,
then ψi,m may depend on the preimages [g1], . . . , [gp] ∈ H˜i−2(∆
(i−2)
m ; k) we choose
for [e1], . . . , [ep] ∈ H˜i−2(∆m; k), and then ψi,m may not be uniquely defined. This
is illustrated in example 4.21. Note that if we also fix the preimages [g1], . . . , [gp],
then ψi,m is uniquely defined.
Example 4.21. Let M = (ab, ac, b2c) be as in Example 4.18 and the lcm-lattice
of M is shown in Example 4.11. We know from Example 4.11 that M is not Betti-
linear. From Example 4.18 we see that σ
(0)
123 : H˜0(∆
(0)
123; k)→ H˜0(∆123; k) is not an
isomorphism. Let e = [−1 + 3] = [−2 + 3] be a basis of H˜0(∆123; k). Note that
[−1 + 3] 6= [−2 + 3] in H˜0(∆
(0)
123; k). If we choose [−1 + 3] as the preimage of e in
H˜0(∆
(0)
123; k), then by Definition 4.19 we get
R(LM ) : 0→ k
2


−1 −1
1 0
0 1


−−−−−−−−−→ k3
(
1 1 1
)
−−−−−−−−→ k,
and then we have
G(LM ) : 0→ S(−abc)⊕ S(−ab
2c)


−c −bc
b 0
0 a


−−−−−−−−−→ S(−ab)⊕ S(−ac)⊕ S(−b2c)
(
ab ac b2c
)
−−−−−−−−−−−→ S,
which is a minimal free resolution of S/M . If we choose [−2 + 3] as the preimage
of e in H˜0(∆
(0)
123; k), then by Definition 4.19 we get
R(LM ) : 0→ k
2


−1 0
1 −1
0 1


−−−−−−−−−→ k3
(
1 1 1
)
−−−−−−−−→ k,
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and then we have
G(LM ) : 0→ S(−abc)⊕ S(−ab
2c)


−c 0
b −b2
0 a


−−−−−−−−−→ S(−ab)⊕ S(−ac)⊕ S(−b2c)
(
ab ac b2c
)
−−−−−−−−−−−→ S,
which is also a minimal free resolution of S/M .
From Example 4.21 one might wonder if G(LM ) in Definition 4.19 is always a
minimal free resolution of S/M . As illustrated by Example 4.22 this is not true.
Example 4.22. LetM = (a2b, ac, ad, bcd) and its lcm-lattice LM be as in Example
3.18. By looking at the sublattice of LM with top element 234, we see that M is
not Betti-linear. As in Example 3.18 we have that H˜0(∆12; k) ∼= k with a basis
[−1 + 2], H˜0(∆13; k) ∼= k with a basis [−1 + 3], H˜0(∆23; k) ∼= k with a basis
[−2 + 3], H˜0(∆234; k) ∼= k with a basis [−2 + 4] = [−3 + 4], and H˜1(∆1234; k) ∼= k
with a basis [12− 13 + 23]. Note that ∆
(1)
1234 = ∆1234 = 〈12, 13, 234〉, so that σ
(1)
1234
is the identity map, and then under the above bases the k-linear map
ψ3 : H˜1(∆1234; k)→ H˜0(∆12; k)⊕ H˜0(∆13; k)⊕ H˜0(∆23; k)⊕ H˜0(∆234; k)
is uniquely defined. By Definition 4.19 we get ψ3 : k

 1−1
0
0


−−−−−→ k4. Since in the
matrix of ψ2 under the given basis, the first two columns are
(
−1
1
0
0
)
and
(
−1
0
1
0
)
,
and we have that
(
−1 −1
1 0
0 1
0 0
)(
1
−1
)
6= 0, it follows that ψ2 ◦ ψ3 6= 0, so that R(LM )
is not a complex. So G(LM ) is not a minimal free resolution of S/M .
From the minimal free resolution of S/M given in Example 3.18 it is easy to see
that if F is a minimal free resolution of S/M , then in the frame of F, the correspond-
ing component map from H˜1(∆1234; k) to H˜0(∆234; k) must be zero, while the com-
ponent map from H˜1(∆1234; k) to H˜0(∆23; k) can not be zero. This is illustrated by
the fact that [d(23)] = 0 in H˜0(∆234; k), while [d(23)] 6= 0 in H˜0(∆23; k). However,
by Definition 4.19, since 23 is not a maximal element in B1(1234) = {12, 13, 23, 234},
the component map ψ233,1234 : H˜1(∆1234; k)→ H˜0(∆23; k) is always defined to be the
zero map. So G(LM ) can never be a minimal free resolution of S/M . In situations
like this, we can never use Definition 4.19 to obtain a minimal free resolution of
S/M .
Later we will prove that G(LM ) is a minimal free resolution for some special
classes of monomial ideals. But before that we will show that given any monomial
ideal M , G(LM ) provides an approximation formula for minimal free resolutions of
S/M . To make the word “approximation” precise, we have the following definition.
Definition 4.23. Let (F, ∂) be a minimal free resolution of S/M with a multi-
graded basis B. Let e ∈ B be a basis element in Fi. Let e1, . . . , ep ∈ B be all the
basis elements in Fi−1. Let ∂(e) = λ1e1 + · · ·+ λpep with λ1, . . . , λp ∈ S.
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We define ∂≈(e) = µ1e1+ · · ·+µpep as follows: for any 1 ≤ j ≤ p, if there exists
1 ≤ l ≤ p such that mdeg(ej) < mdeg(el) ∈ LM , then we set µj = 0; otherwise, we
set µj = λj .
After defining ∂≈(e) for all e ∈ B, we obtain (F, ∂≈), which is a sequence of
multigraded S-modules and multigraded homomorphisms. We call (F, ∂≈) the
maximal approximation of (F, ∂). (F, ∂≈) can also be denoted by F≈. Note that
although F≈ is often not a complex, we can still dehomogenize F≈ to get a sequence
of k-vector spaces and k-linear maps, which is also called the frame of F≈.
Theorem 4.24. Let M be a monomial ideal in S minimally generated by mono-
mials m1, . . . ,mr.
(1) Let (F, ∂) be a minimal free resolution of S/M such that F1
∂1−→ F0 is given
by S(−m1) ⊕ · · · ⊕ S(−mr)
(m1 ··· mr )
−−−−−−−−→ S, then F≈ can be obtained by
Definition 4.19 as G(LM ).
(2) Let G(LM ) be a sequence of multigraded S-modules and multigraded homo-
morphisms obtained by Definition 4.19, then there exists a minimal free
resolution (F, ∂) of S/M such that G(LM ) = F≈.
Proof. (1) Let B be a Taylor basis of F. For any m 6= 1 ∈ BM with H˜i−2(∆m; k) 6=
0, let e1m,i−2, . . . , e
tm,i−2
m,i−2 ∈ B be all the Taylor basis elements in homological degree
i with multidegree m. Then by Theorem 2.27, [d(e1m,i−2)], . . . , [d(e
tm,i−2
m,i−2 )] is a basis
of H˜i−2(∆m; k). We use this basis for H˜i−2(∆m; k) in Definition 4.19. If i ≥ 2,
then it is easy to see that d(ejm,i−2) is a cycle in ∆
(i−2)
m , so that in Definition 4.19
we can always choose [d(ejm,i−2)] as the preimage of [d(e
j
m,i−2)] in H˜i−2(∆
(i−2)
m ; k).
Let m 6= 1 ∈ BM with H˜i−2(∆m; k) 6= 0 and i ≥ 2. Let ∆
(i−2)
m = 〈Aγ1 , . . . , Aγt〉.
Let em ∈ B be a Taylor basis element in homological degree i with multidegree m,
then [d(em)] is a basis element of H˜i−2(∆m; k). Let
d(em) = λ1f1 + · · ·+ λpfp + µ1g1 + · · ·+ µqgq,
where λ1, . . . , λp, µ1, . . . , µq are some nonzero scalar in k and f1, . . . , fp, g1, . . . , gq ∈
B are some Taylor basis elements in homological degree i − 1 such that for any
1 ≤ j ≤ p there exists 1 ≤ l ≤ t with mdeg(fj) = γl and for any 1 ≤ a ≤
q there exists 1 ≤ b ≤ t with mdeg(ga) < γb. Assume that there exist 1 ≤
l1 6= l2 ≤ t such that supp(fj) ⊆ Aγl1 and supp(fj) ⊆ Aγl2 . Then we have that
supp(fj) ⊆ Aγl1 ∩ Aγl2 = Aγl1∧γl2 , so that Aγl = supp(fj) ⊆ Aγl1∧γl2 , and then
γl ≤ γl1 ∧ γl2 , which contradicts to the assumption that γ1, . . . , γt are maximal
elements in Bi−2(m). Hence, for any 1 ≤ j ≤ p there exists a unique 1 ≤ l ≤ t such
that supp(fj) ⊆ Aγl , mdeg(fj) = γl and [d(fj)] is a basis element of H˜i−3(∆γl ; k).
Also, let m˜ = mdeg(ga) < γb, then we have that supp(ga) ⊆ Am˜ and Am˜ is a face
of ∆γb , so that [d(ga)] = 0 in H˜i−3(∆γb ; k). Thus, in Definition 4.19 we have that
ψi([d(em)]) = ψi([λ1f1 + · · ·+ λpfp + µ1g1 + · · ·+ µqgq])
=
t∑
l=1
ψγli,m([λ1f1 + · · ·+ λpfp + µ1g1 + · · ·+ µqgq])
= [d(λ1f1)] + · · ·+ [d(λpfp)]
= λ1[d(f1)] + · · ·+ λp[d(fp)].
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Let d≈ be the map in the frame of F≈, then it is easy to see that
d≈(em) = λ1f1 + · · ·+ λpfp.
So R(LM ) obtained in Definition 4.19 is equal to the frame of F≈, and then it
is easy to see that G(LM ) is equal to F≈.
(2) By the proof of part (1) we see that it suffices to prove the following claim:
if for any m 6= 1 ∈ BM with H˜i−2(∆m; k) 6= 0 and i ≥ 2, we have fixed a basis
[c1m,i−2], . . . , [c
tm,i−2
m,i−2 ] for H˜i−2(∆m; k), and for any 1 ≤ j ≤ tm,i−2 we have fixed
[c˜
tm,i−2
m,i−2 ] ∈ H˜i−2(∆
(i−2)
m ; k) with σ
(i−2)
m ([c˜
j
m,i−2]) = [c
j
m,i−2] ∈ H˜i−2(∆m; k), then
there exists a Taylor basis B for a minimal free resolution of S/M such that B ⊇
{∅, {1}, . . . , {r}}, and let e1m,i−2, . . . , e
tm,i−2
m,i−2 ∈ B be the Taylor basis elements in
homological degree i with multidegree m, then for any 1 ≤ j ≤ tm,i−2 we have that
[d(ejm,i−2)] = [c˜
j
m,i−2] ∈ H˜i−2(∆
(i−2)
m ; k).
Next, following Construction 3.8, we will use strong induction in LM to obtain
a Taylor basis B satisfying the claim.
Base case: Let Γ1 = {∅}, and for any 1 ≤ j ≤ r, let Γmj = {{j}}.
Inductive step: Let m ∈ LM with rk(m) ≥ 2. Assume that for any m˜ < m ∈ LM
we have found Γm˜ and the claim holds for the Taylor basis elements in Γm˜ whenever
m˜ ∈ BM and rk(m˜) ≥ 2. If m /∈ BM then Γm = ∅ and there is nothing to prove.
Next we assume that H˜i−2(∆m; k) 6= 0 for some i ≥ 2. Let ∆
(i−2)
m = 〈Aγ1 , . . . , Aγt〉
and Π = {m˜ ∈ LM |m˜ ≤ γj for some γj}. Let (U
(i−2)
m ; d) be the complex obtained
by applying the boundary map d to the Taylor basis elements in
⋃
m˜∈Π
Γm˜. Then by
Corollary 3.13 we have that
C˜(∆(i−2)m ; k)[−1]
∼= (U(i−2)m , d)
⊕
(
⊕
16=m˜∈Π
(Em˜, d)),
where (Em˜, d) are trivial complexes. Hence, given any [c˜
j
m,i−2] ∈ H˜i−2(∆
(i−2)
m ; k),
there exists a cycle zjm,i−2 in U
(i−2)
m such that [z
j
m,i−2] = [c˜
j
m,i−2] ∈ H˜i−2(∆
(i−2)
m ; k).
Note that U
(i−2)
m is a subcomplex of Um, so that z
j
m,i−2 is a cycle in Um. Since
σ(i−2)m ([z
j
m,i−2]) = σ
(i−2)
m ([c˜
j
m,i−2]) = [c
j
m,i−2] ∈ H˜i−2(∆m; k),
it follows that [z1m,i−2], . . . , [z
tm,i−2
m,i−2 ] is a basis of H˜i−2(∆m; k). Thus, by Corollary
3.12, we have that [z1m,i−2], . . . , [z
tm,i−2
m,i−2 ] is a basis of Hi−1(Um, d). So by Construc-
tion 3.8 we can find Taylor basis elements e1m,i−2, . . . , e
tm,i−2
m,i−2 at m in homological
degree i such that for any 1 ≤ j ≤ tm,i−2, d(e
j
m,i−2) = z
j
m,i−2, and then
[d(ejm,i−2)] = [z
j
m,i−2] = [c˜
j
m,i−2] ∈ H˜i−2(∆
(i−2)
m ; k).
Therefore, we can find Γm and the Taylor basis elements in Γm satisfy the claim. 
Remark 4.25. In the proof of Theorem 4.24 (2) we actually didn’t use the induc-
tive assumption that the Taylor basis elements in Γm˜ satisfy the claim. Indeed, if
Γm˜ is given for all m˜ < m ∈ LM , then we can obtain e
j
m,i−2 such that d(e
j
m,i−2)
equals the given [c˜jm,i−2] in H˜i−2(∆
(i−2)
m ; k).
By Example 4.26, we see that given two different minimal free resolutions F and
G of S/M , it may happen that F≈ = G≈. Hence, in Theorem 4.24 (2), the minimal
free resolution F may not be unique.
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Although it seems impossible to get a formula for minimal free resolutions of all
monomial ideals, by Theorem 4.24 we do have an approximation formula, namely,
G(LM ), for minimal free resolutions of all monomial ideals, which is somewhat
unexpected.
By Construction 3.8 or by Theorem 3.16, we can inductively construct a minimal
free resolution of S/M step by step. In contrast, Theorem 4.24 tells us that if we
want to understand the differential map at homological degree i in minimal free
resolutions of S/M , we can use Definition 4.19 to get an approximation of the
differential map and we do not need to care about the differential maps at other
homological degrees.
Example 4.26. Let M be a monomial ideal whose lcm-lattice is shown in Figure
5. Then we have that ∆12345 = 〈12, 13, 2345〉 and ∆2345 = 〈23, 24, 34, 5〉, which
implies that H˜1(∆12345; k) ∼= k with a basis [12 − 13 + 23], H˜0(∆2345; k) ∼= k
with a basis [−2 + 5], H˜1(∆2345; k) ∼= k with a basis [23 − 24 + 34]. Note that
H˜0(∆12; k) ∼= k with a basis [−1 + 2], and we have similar basis for H˜0(∆13; k),
H˜0(∆23; k), H˜0(∆24; k) and H˜0(∆34; k). Hence, we have that ∆
(1)
12345 = ∆12345
and σ
(1)
12345 is the identity map; ∆
(0)
2345 = 〈2, 3, 4, 5〉 ( ∆2345 and σ
(0)
2345 is not an
isomorphism; ∆
(1)
2345 = 〈23, 24, 34〉 ( ∆2345 and σ
(1)
2345 is an isomorphism. It is
interesting to notice that the vertex set of ∆
(1)
2345 is {2, 3, 4} instead of {2, 3, 4, 5}.
Thus, in general, if ∆
(i)
m = 〈Aγ1 , . . . , Aγt〉, then γ1, . . . , γt may not form a crosscut
of the atomic lattice LM (≤ m) = {m˜ ∈ LM |m˜ < m}. Let
R3 = H˜1(∆2345; k)⊕ H˜1(∆12345; k) ∼= k
2
R2 = H˜0(∆12; k)⊕ · · · ⊕ H˜0(∆34; k)⊕ H˜0(∆2345; k) ∼= k
6
R1 = H˜−1(∆1; k)⊕ · · · ⊕ H˜−1(∆5; k) ∼= k
5
If we choose [−2 + 5] to be the preimage of [−2 + 5] in H˜0(∆
(0)
2345; k), then by
Definition 4.19 we get
R(LM ) : 0→ k
2


0 1
0 −1
1 0
−1 0
1 0
0 0


−−−−−−−→ k6


−1 −1 0 0 0 0
1 0 −1 −1 0 −1
0 1 1 0 −1 0
0 0 0 1 1 0
0 0 0 0 0 1


−−−−−−−−−−−−−−−−→ k5
( 1 1 1 1 1 )
−−−−−−−→ k.
Similar to Example 3.18 we take Γ2345 = {25, 234}. If we take Γ12345 = {123}
then we get a minimal free resolution F of S/M whose frame between homological
degree 2 and homological degree 3 is given by
k234⊕ k123


0 1
0 −1
1 1
−1 0
1 0
0 0


−−−−−−−→ k12⊕ k13⊕ k23⊕ k24⊕ k34⊕ k25.
If we take Γ12345 = {123 − 234} then we get a minimal free resolution G of S/M
whose frame between homological degree 2 and homological degree 3 is given by
k234⊕ k(123− 234)


0 1
0 −1
1 0
−1 1
1 −1
0 0


−−−−−−−→ k12⊕ k13⊕ k23⊕ k24⊕ k34⊕ k25.
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Figure 5. The lcm-lattice LM of Example 4.26
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135124 236
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∅
Figure 6. The lcm-lattice LM of Example 4.27
It is easy to see that F≈ = G≈, and the frame of F≈ equals R(LM ), but F 6=G.
The next example shows that even if G(LM ) is a complex, it may not be a
minimal free resolution of S/M .
Example 4.27. Let M be a monomial ideal whose lcm-lattice is shown in Figure
6. Similar to Example 3.18 we can take ∅, 1, 2, 3, 4, 5, 6, 12, 13, 23, 14, 15, 26, 123 as
a Taylor basis of a minimal free resolution F of S/M . It is easy to see that the
frame of F≈ is given by
0→ k
0
−→ k6


−1 −1 0 −1 −1 0
1 0 −1 0 0 −1
0 1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


−−−−−−−−−−−−−−−−→ k6
( 1 1 1 1 1 1 )
−−−−−−−−→ k,
which is a complex but not exact, so that F≈ is a complex, but F≈ 6= F. So by
Theorem 4.24 we see that even if G(LM ) = F≈ is a complex, it may not be a
minimal free resolution of S/M .
Similar to the definition of Betti-linear monomial ideals, we have the following
definition of homology-linear monomial ideals.
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Definition 4.28. Let M be a monomial ideal in S. If there exists a minimal free
resolution (F, ∂) of S/M such that F≈ = F, then M is called a homology-linear
monomial ideal.
Remark 4.29. By Theorem 4.24 it is easy to see thatM is homology-linear if and
only if there exists a G(LM ) such that G(LM ) is a minimal free resolution of S/M .
Let M be the monomial ideal as in Example 3.18, then by Example 4.22 we see
that although M has a simplicial resolution, M is not homology-linear. When M
is homology-linear, we will see in Example 4.33 that not all G(LM ) obtained by
Definition 4.19 are minimal free resolutions of S/M . In contrast, if M is a Betti-
linear monomial ideal, by Remark 4.14 we see that every poset construction induces
a minimal free resolution F(LM ) of S/M .
In Proposition 4.30, we will show that Betti-linear monomial ideals are homology-
linear, so that the concept of homology-linearity is a generalization of Betti-linearity,
and Definition 4.19 can be viewed as a genealization of Definition 4.3. So the theory
in this subsection is not just parallel to the theory in Subsection 4.1; it is also a
generalization.
Proposition 4.30. Let M be a monomial ideal. If M is Betti-linear then M is
homology-linear.
Proof. SinceM is Betti-linear, it follows that there exists a minimal free resolution
(F, ∂) of S/M such that F satisfies the definition of Betti-linearity. By Definition
4.5 (4), it is easy to see that F≈ = F, so that M is homology-linear. 
By Theorem 4.24 it is easy to see that every G(LM ) is a minimal free resolution
of S/M if and only if for every minimal free resolution (F, ∂) of S/M , we have that
F≈ = F. Thus, we have the following definition.
Definition 4.31. Let M be a monomial ideal.
(1) M is called a strongly homology-linear monomial ideal if for every minimal
free resolution (F, ∂) of S/M , we have that F≈ = F.
(2) M is called a nearly homologically monotonic monomial ideal if the follow-
ing condition is satisfied: for any 1 < m˜ < m ∈ LM , if H˜i(∆m˜; k) 6= 0 and
H˜i(∆m; k) 6= 0, then there does not exist m̂ ∈ LM such that m˜ < m < m̂
and H˜i+1(∆m̂; k) 6= 0.
Remark 4.32. The class of strongly homology-linear monomial ideals is exactly
the set of monomial ideals for which every G(LM ) obtained by Definition 4.19
is a minimal free resolution. Every strongly homology-linear monomial ideal is
homology-linear. In Example 4.33 we will give a monomial ideal which is homology-
linear but not strongly homology-linear.
Note that to check if a monomial ideal M is Betti-linear or homology-linear, we
need to look at minimal free resolutions of S/M ; in contrast, to check if M is rigid
or (nearly) homologically monotonic, we only need to calculate H˜(∆m; k) for all
m ∈ LM .
Obviously, every homologically monotonic monomial ideal is nearly homologi-
cally monotonic. Let M be the monomial ideal as in Example 4.11, where we have
proved that M is not Betti-linear and then not homologically monotonic, but it is
easy to see that M is nearly homologically monotonic.
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Figure 7. The lcm-lattice LM of Example 4.33
By Definition 4.23 it is easy to see that every nearly homologically monotonic
monomial ideal is strongly homology-linear. In Example 4.34 we give a monomial
ideal which is strongly homology-linear but not nearly homologically monotonic or
Betti-linear.
Example 4.33. This example is related to Example 4.10 where the monomial ideal
is both Betti-linear and nearly homologically monotonic.
LetM be a monomial ideal whose lcm-lattice is shown in Figure 7. Then we have
that ∆123456 = 〈1234, 346, 356, 456〉 and ∆12345 = 〈123, 34, 35, 45〉, which implies
that H˜2(∆123456; k) ∼= k with a basis [345−346+356−456], and H˜1(∆12345; k) ∼= k
with a basis [34− 35 + 45]. Note that H˜1(∆123; k) ∼= k with a basis [12− 13 + 23],
so that M is not nearly homologically monotonic.
Similar to Example 3.18 and by Theorem 3.16 we take Γ12345 = {345}, Γ123456 =
{3456} and ΓAm = {Am} for every Scarf multidegree m ∈ LM . Hence, ∅, 1, . . . , 6,
12, 13, 23, 34, . . . , 56, 123, 345, 346, 356, 456, 3456 is a Taylor basis of a minimal free
resolution F of S/M . Obviously, F satisfies the definition of Betti-linearity, so that
M is Betti-linear and then homology-linear.
However, if we take Γ12345 = {345 + 123}, then by Theorem 3.16, ∅, 1, . . . , 6,
12, 13, 23, 34, . . . , 56, 123, 345 + 123, 346, 356, 456, 3456 is a also Taylor basis of a
minimal free resolution G of S/M . Note that
d(3456) = (345 + 123)− 346 + 356− 456− 123,
from which we see that G does not satisfy the definition of Betti-linearity. Let d≈
be the differential map in the frame of G≈, then we have that
d≈(3456) = (345 + 123)− 346 + 356− 456,
which implies that G≈ 6= G, so that M is not strongly homology-linear.
Example 4.34. Let M be a monomial ideal whose lcm-lattice is shown in Figure
8. Then similar to Example 4.11, it is easy to see that M is not Betti-linear.
Since ∆123456 = 〈123, 45, 46, 56〉, it follows that H˜1(∆123456; k) ∼= k with a basis
[45−46+56], and H˜0(∆123456; k) ∼= k with a basis [−1+4]. Note that H˜0(∆123; k) ∼=
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Figure 8. The lcm-lattice LM of Example 4.34
k with a basis [−1 + 3] and H˜0(∆12; k) ∼= k with a basis [−1 + 2], so that M is not
nearly homologically monotonic. Next we use Definition 4.19 to calculate G(LM )
and prove that M is strongly homology-linear.
Note that any basis element of H˜1(∆123456; k) can be written as [λ(12−13+23)+
µ(45−46+56)], where λ, µ ∈ k and µ 6= 0. Without the loss of generality we assume
that λ = µ = 1. Note that ∆
(1)
123456 = ∆123456 and σ
(1)
123456 is the identity map.
Similar to Example 4.21 we choose [−1 + 3], [−1 + 4] as the preimages of [−1 + 3],
[−1 + 4] in H˜0(∆
(0)
123; k), H˜0(∆
(0)
123456; k), respectively. And we fix bases [−1 + 2],
[−4 + 5], [−4 + 6], [−5 + 6] for H˜0(∆12; k), H˜0(∆45; k), H˜0(∆46; k), H˜0(∆56; k),
respectively. Then by Definition 4.19 we have that
ψ1233,123456 : H˜1(∆123456; k)→ H˜0(∆123; k)
is a zero map. Indeed, from ∆1 = 〈123〉 and ∆2 = 〈45, 46, 56〉, we get ∆1 ∩
∆2 = {∅}, so that H˜0(∆1 ∩∆2; k) = 0, which implies that ψ1233,123456 = 0; or, from
d(12− 13 + 23) = 0 we see that ψ1233,123456 = 0. Then by Definition 4.19 we get
R(LM ) : 0→ k


0
0
1
−1
1
0


−−−−−→ k6


−1 −1 0 0 0 −1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 −1 −1 0 1
0 0 1 0 −1 0
0 0 0 1 1 0


−−−−−−−−−−−−−−−−→ k6
( 1 1 1 1 1 1 )
−−−−−−−−→ k.
Hence, G(LM ) is a minimal free resolution of S/M with a Taylor basis ∅, 1, . . . , 6, 12,
13, 45, 46, 56, 14, 456. And it is easy to see that every G(LM ) obtained by Definition
4.19 is a minimal free resolution of S/M . So M is strongly homology-linear.
Next we use Taylor basis to give another proof of M being strongly homology-
linear. Let F be a minimal free resolution of S/M with a Taylor basis ∅, 1, . . . , 6,
12, 13, 45, 46, 56, 14, 456. Then we have that F≈ = F. Let G be another minimal
free resolution of S/M , then G has a Taylor basis which can be obtained from the
Taylor basis of F by a change of basis map as in Subsection 2.1. Note that 456 is
the only 2-dimensional Taylor basis element, so that 456 can only be changed to
λ456 for some λ 6= 0 ∈ k. And for 1-dimensional Taylor basis elements, one can,
for example, change 13 to 13+12, or change 14 to −14+45. Anyway, we still have
G≈ =G. So M is strongly homology-linear.
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Figure 9. The lcm-lattice LM of Example 4.36
In many examples of Subsection 4.1 we have considered nearly Scarf monomial
ideals. Next we prove that a nearly Scarf monomial ideal is nearly homologically
monotonic.
Proposition 4.35. Let M be a nearly Scarf monomial ideal, then M is nearly
homologically monotonic.
Proof. Let 1 < m˜ < m ∈ LM such that H˜i(∆m˜; k) 6= 0 and H˜i(∆m; k) 6= 0. Since
M is nearly Scarf, it follows that m˜ is a Scarf multidegree and m is the top element
of LM , so that there does not exist m̂ ∈ LM such that m < m̂. So M is nearly
homologically monotonic. 
As is shown by the next example, a nearly homologically monotonic monomial
ideal may not be nearly Scarf.
Example 4.36. Let M be a monomial ideal whose lcm-lattice is shown in Figure
9. Then H˜0(∆1234, k) ∼= k and H˜0(∆123; k) ∼= k2. So it is easy to see that M is
nearly homologically monotonic, but M is not nearly Scarf or Betti-linear.
Remark 4.37. By the above results, similar to Remark 4.8, we have the following
diagram indicating the relations among some different classes of monomial ideals:
nearly
Scarf
⊂
nearly
HM
⊂
strongly
homology-linear
⊂ homology-linear
∪ ∪
HM ⊂ Betti-linear
where HM is the abbreviation for homologically monotonic, and all the inclusions
in the above diagram are strict. This diagram can be viewed as a continuation of
the diagram in Remark 4.8.
IfM is homologically monotonic, then Definition 4.3 and Definition 4.19 coincide,
and then we have that F(LM ) = G(LM ), which is a minimal free resolution of S/M .
Given a monomial idealM we can always use Contruction 3.8 to obtain a minimal
free resolution of S/M . However, given a class of monomial ideals, it may not
be easy to characterize the lcm-lattices of these monomial ideals. For example,
although stable ideals have nice combinatorial structures and we have the Eliahou-
Kervaire resolutions for stable ideals, it seems hard to describe the lcm-lattices of
stable ideals. Next we give an example of a stable ideal which is not homology
linear.
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Example 4.38. Let M be a monomial ideal in S = k[x, y, z] minimally generated
by m1 = x
2, m2 = xy, m3 = xz, m4 = y
3, m5 = y
2z, m6 = yz
2, m7 = z
3. Then
M is a stable ideal. Let F be the Eliahou-Kervaire resolution of S/M . Then by
Construction 3.19 and Theorem 3.20 we get the following Taylor basis of F: ∅, 1,
. . ., 7, 12, 13, 23, 24, 25, 45, 26, 56, 37, 67, 123, 245, 256, 367 − 236. Let G be a
minimal free resolution of S/M , then G has a Taylor basis which can be obtained
from the Taylor basis of F by a change of basis map as in Subsection 2.1. Since
we have that mdeg(23) < mdeg(25) and mdeg(23) < mdeg(26) in LM , by using a
rescaling of the basis elements, without the loss of generality we can assume that
G has a Taylor basis: ∅, 1, . . ., 7, 12, 13, 23, 24, 25+ λ23, 45, 26+ µ23, 56, 37, 67,
123, 245, 256, 367− 236, where λ, µ are some scalars in k. Note that
d(245) = 24− (25 + λ23) + 45 + λ23
d(256) = (25 + λ23)− (26 + µ23) + 56 + (−λ+ µ)23
d(367− 236) = (26 + µ23)− 37 + 67− (µ+ 1)23.
Assume that G≈ = G, then we have that λ = −λ + µ = µ + 1 = 0, which is
impossible. Thus, G≈ 6= G for any minimal free resolution G of S/M . So M is
not homology-linear.
If we can find interesting classes of monomial ideals whose lcm-lattices have nice
structures, then we may use their lcm-lattices to obtain formulas for their minimal
free resolutions. Not much is known in this direction.
In this paper, for convenience, we call the results in Subsection 3.2 the atomic
lattice resolution theory. We suggest calling all the results invloving the lcm-lattice
of a monomial ideal the lcm-lattice resolution theory. Thus, this paper and most
of the reference papers of this paper are about the lcm-lattice resolution theory.
Example 4.38 gives us a glimpse that the study of monomial resolutions is a very
diverse area of research. Besides the Stanley-Reisner theory, the cellular resolution
theory, the lcm-lattice resolution theory, etc, there must exist other theories yet to
be found.
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