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1. INTRODUCTION 
Fuzzy regression with a predefined functional form has been investigated by many researchers. 
Unfortunately, for many practical problems, the functional form, or the relationship between 
the input and the output variables, cannot be obtained easily. Thus, several researchers have 
proposed the use of nonparametric, or model-free, regression. For example, by using the con- 
cepts of the neural network and back propagation, Tanaka and co-workers [1-4] proposed several 
nonparametric fuzzy regression approaches, where different ypes of weights and different error 
functions are used. A similar approach is also proposed by Fedrizzi et al. [5]. 
Based on the Sugeno fuzzy-rule model [6], Pokorn~ [7] formulated a fuzzy nonlinear egres- 
sion approach, where crisp linear functions are replaced by possibilistic linear equations in the 
consequent section, and heuristic approach is used to identify the premise section. The training 
method used is similar to that used for the original Sugeno model. 
In this paper, we propose to fuzzify and to analyze the two commonly used nonparametric 
regression techniques in statistical regression, namely, the k-nearest neighbor smoothing (k-NN) 
and the kernel smoothing techniques. As is well known, the performances of these statistical 
approaches are principally influenced by the neighborhood size or bandwidth. An algorithm based 
on the minimization of the cross-validation criterion is proposed to determine the bandwidth. 
2. FUZZY REGRESSION 
The function f (X )  is a mapping from X to Y, where X = (xi . . . .  , Xp) T is a p-dimension real 
vector representing the independent, or input, variables of the system. If Y is a fuzzy number, or 
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the system structure is indefinite or fuzzy, then the general fuzzy regression model has the form 
Y = f(X){÷}e, (1) 
or equivalently, 
= Y{-} f (x ) ,  (2) 
where e is an observational error. Instead of being solely regarded as a random error with zero 
mean, e may be considered as a fuzzy error due to the fuzzy structure of the system. It also may 
be a hybrid error which contains both fuzzy and random errors. {+} or {-} is an operator with 
the purpose of measuring the difference between the observed and the estimated outputs. The 
definition of {+}/{ -}  depends on the fuzzy ranking methods used. 
Y may be defined as an L-R type fuzzy number [8] with the following membership function: 
, y (z )  = (3) 
where £: and T~ denote the left and right reference functions, respectively, of the membership 
function Y. Y can also be represented as Y = (y, e L, eR)LR, with y as the center or mode and 
e L, e R as the left and right spreads of Y. The functions £ and T~ can be defined ifferently under 
different assumptions. For a triangular fuzzy number, the L-R membership functions can be 
#y(z)  = 1 -  , e R >_ (z -  y) >_ O, (4) 
0, otherwise. 
Moreover, if e L -- e R = e, a symmetric triangular fuzzy number is resulted, which can be written 
as Y = (y, e). In this investigation, symmetric triangular fuzzy numbers will always be assumed. 
For fuzzy linear regression, equation (1) reduces to 
Y = Ao + AlXl + A2x2 +""  + Apxp, (5) 
where A j, j = 0 , . . . ,  p, are fuzzy parameters. Based on (5), Tanaka [9] introduced the possibilistic 
fuzzy regression approach, where the parameters in model (5) are obtained by solving a linear 
programming problem with the objective of minimizing the system vagueness and subject o the 
constraint 
, i=1 ,  ,N, (6) 
where ~ is the estimated value of the i th observation Yi and [.]~ is the a-level set. This restriction 
means that all the a-level set of the given samples hould be included in the a-level set of the 
fuzzy model. Equation (6) is known as the inclusion condition. 
Suppose N pairs of input-output data (Xi,Yi)i=l ..... g are available, with Yi = (Yi, ei) and 
Xi  = (1 ,x l i , . . .  ,xpi) T. The parameters Aj, j = 0, . . .  ,p, in (5) can now be obtained by solving 
the following linear programming problem [10]: 
N 
min :~--~(b0 + bl[Xli[ +" .  + bp[xpi[), 
i= l  
s.t. b > 0; (7) 
aTXi + (1 -- a)bT[Xi[ > Yi + (1 - a)ei, 
-arXi+(1 - a )bT lX~l  _> -y i+(1 -a )e i ,  i=  1 , . . . ,N .  
defined as 
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Let A be the vector Aj, j = 0 ,1 , . . . ,p ,  then A = (a,b), where a = (a0 . . . .  ,ap) T and b = 
(b0,. • •, bp) T. In the above discussion, it was assumed that the relationship between the input and 
the output variables is known and is represented by the linear equation (5). However, in actual 
applications, this relationship is frequently unknown. Thus, nonparametric regression where the 
functional form is assumed unknown is needed. 
In this paper, two extensively studied nonparametric regression techniques in statistics, k- 
nearest neighbor and kernel smoothing, are analyzed and extended to fuzzy regression. These 
two smoothing techniques are based on the concept of local averaging. In other words, the 
estimated value of the regression surface at point x0 is the weighted average of the responses of 
the observations in the neighborhood of x0. When a function is fairly smooth, local averaging 
can provide a good approximation of this function. Let Xi, i -- 1, 2 , . . . ,  N where the index is in 
ascending order, then the smoothing function based on local averaging can be represented as 
S(x  = Xi) = AVE (Zj) (8) 
i -k<_ j<_ i+k ' 
where AVE denotes the mean, median, or any weighted average, and Zj is the observation 
at Xj  and is a real number. The smoothing function S(x) ,  which is also called the smoother, 
is an estimator of the true function f (x ) .  Equation (8) gives an estimated response at the 
i th observation and the parameter k defines the neighborhood or bandwidth of the smoothing 
function. 
In order to extend equation (8) to fuzzy regression, the observations Zjs are replaced by fuzzy 
numbers Yj s and the following fuzzy arithmetic operations are needed. 
The addition of two symmetric triangular fuzzy numbers A = (a, c) and B = (b, d): 
A+ B = (a,c) + (b,d) = (a + b,c + d). 
The scalar multiplication of a symmetric triangular fuzzy number A = (a, c): 
r . A = r . (a,c) = (r . a, lr I . c), 
where r is a scalar and r E It. Since Yjs are symmetric triangular fuzzy numbers and Yj = (yj, ej), 
j = 1 , . . . ,  N, the AVE function becomes 
S(x=Xi )= ~ .(Y j )= ( AVE (yj), AVE .(ej)~, (9) i-k<_j<i+~ \~-k<j<_i+k i-k<_j<i+k / 
where AVE is a fuzzy local averaging operator. 
3. k -NEAREST NE IGHBOR SMOOTHING 
The basic idea of smoothing is that if a function f is fairly smooth, then the observations made 
at and near x should contain information about the value of f at x. Thus, it should be possible to 
use local averaging of the data near x to construct an estimator for f (x ) .  This estimator for f (x )  
is called the smoother. Several smoothing technique such as the k-nearest neighbor smoothing, 
kernel smoothing, spline and orthogonal series smoothing, etc., have been proposed. The first 
two techniques will be considered for fuzzy regression analysis in this and the next sections. 
The k-nearest neighbor estimate is a weighted average in a varying neighborhood. The neigh- 
borhood is defined as the k-nearest neighbors of x in Euclidean distance. The k-NN weight 
sequence was introduced by Loftsgaarden and Quesenberry [11] in the related field of density 
estimation and has been used by Cover and Hart [12] for classification purposes. The k-NN 
smoother is defined as 
N 
= s(x  = = (10)  
j= l  
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where ~ is the estimate of Yi and wj(x), j = 1,.. . ,  N, is the weight sequence defined through 
the set of indexes 
Jx = {J : Xj is one of the k-nearest observations to x}. (II) 
With this set of indexes for neighboring observations, the k-NN weight sequence is constructed 
as 1 
(~,  i f jE Jx ,  
wj (x) = 0, otherwise. 
(12) 
Let the observations Yi, i = 1,.. . ,  N, where Yi = (Yi, ei), be symmetric triangular fuzzy numbers, 
then according to equation (10) and by the use of fuzzy arithmetic, we have the regression equation 
= S(x  = X i )  = (~i,~di) = wy(x)y j ,  w3(x)e j  . (13) 
j= l  
To illustrate the construction of weights, consider the following example. 
Let (Xi, Yi)i=l ..... 5 be (1, (5, 2)), (7, (12, 4)), (2, (3, 1)), (3, (1, 1)), (6, (4, 2)), and we wish to com- 
pute the k-NN estimate for x = X4 = 3. Assuming k = 3, then J x=3 = {1, 3, 4} and 
1 1 1 
Wl(3) = ~, W2(3) = 0, W3(3) = ~, W4(3) = ~, W5(3) = 0. 
Thus, we have 
1 1 1 . (1 ,1 )+0. (4 ,2 )=(3 ,4) .  P4 = 5" (5, 2) + o. (12, 4) + (3,1) + 
Obviously, the inclusion condition (6), which was proposed by Tanaka [10] for fuzzy regression, 
cannot be satisfied by the using of the regression equation (13). However, this condition will 
be implicitly approximated in selecting the appropriate k value, which will be discussed later in 
connection with the discussion of smoothing parameter selection. 
To assess the performance of the smoother, equation (13), a performance measure defined as 
B = (l/N))-~g=l[Yi --S(Xi)] 2 is constructed. Notice that this performance measure is based 
on the calculation of the distance or difference between two fuzzy numbers, which are sets, not 
actual numbers. The problem is how to define this distance. Various fuzzy ranking approaches 
have been proposed in the literature to obtain this distance. The approach proposed by Chang 
and Lee [13] will be used. According to this approach, B can be expressed as 
N 1 
B= ~- '~[y i -~]  2 . (14) 
i= l  
3.1. Numer ica l  Example 
The following two functions are used to represent the relationship between the input and the 
output variables: 
x 2 
fl(x) = -~- + 2e x/l° (15) 
and 
f2(x) = i0 + 5sin (0.0257r(i - x)2), (16) 
and I00 pairs of sample data are generated for each function. These sample data are generated 
as follows. 
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SAMPLE 1. Generated for the function represented by equation (15): X~, i = 1,. . . ,100, are 
uniformly distributed within the interval [0, 10]; Yi = (Yi, ei), i = 1 , . . . ,  100, and in which Yi = 
f l (Xi)  + rand [-0.5,0.5], and ei = 1 /4 f (X i )  + rand [0, 1], where rand [1,u] denotes a random 
number between l and u. 
SAMPLE 2. Generated for the function represented by equation (16): Xi, i = 1 , . . . ,  100, are 
uniformly distributed within the interval [0,10]; Yi = (y i ,e i ) ,  i = 1, . . . ,  100, and in which 
Yi = f l (X i )  + rand [-0.5, 0.5], and ei = 1 /3 f (X i )  + rand [0, 1]. 
The fuzzy regression results or smoothing results by using the fuzzy k-NN approach for Sam- 
ples 1 and 2 are shown in F~gures 1and 2, respectively, with the smoothing parameter k = 15. The 
scatter of the observations or the sample data and the corresponding estimates are represented 
by the modes or the center value, lower limit, and upper limit. 
35 
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Figure 1. Regression results with Sample 1 data, k-NN smoothing. 
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Figure 2. Regression results with Sample 2 data, k-NN smoothing. 
3.2. We ight  Ad jus tment  
As shown in Figures 1 and 2, the results at the boundary are not as good as those far away from 
the boundary. This larger bias at the boundaries i due to the well-known boundary effect, which 
is caused by asymmetry at the neighborhood of the boundary. To reduce this effect, a simple 
adjustment is suggested in the weight sequence for points near the boundary. Triangular weights 
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centered at x, not uniform weights as constructed by (12), are used. Such a weight sequence is
generated by 
(I x -  X (k)] - I x -  Xi[) i f j  E Jx, 
wj(x )  = Ix _ x(k)[ ' (lr) 
0, otherwise, 
where X (k) denotes the k th nearest neighbor of a boundary point x. 
which are classified as boundary points is determined subjectively. 
normalizing Wj (x) 
wj( ) 
w,(x) = w,(x)" 
t 
The number of points 
wj(x) is then obtained by 
With this weight adjustment, he same fuzzy regression problem with Samples 1 and 2 are 
again solved. The bias before and after weight adjustment is compared in Table 1. It can be seen 
that the bias is reduced by using this weights adjustment for the boundary points. 
Table 1. The bias with and without weights adjustment, k-NN. 
Without Adjustment With Adjustment 
Sample 1 data 0.311 0.161 
Sample 2 data 0.385 0.250 
Although we only investigated problems with one-dimensional input, The approach can be 
easily extended to multidimensional problems. Since the determination of k-nearest neighbor 
only involves the calculation of Euclidean distances, the procedure for multidimensional input is 
essentially the same as that used for single dimensional input. 
4. KERNEL  SMOOTHING 
A conceptually simple approach to represent the weight sequence in the local averaging method 
is to represent the weight distribution by a density function, which contains a scale parameter 
that adjusts the size and the form of the weights according to the location of the point with 
respect o the point of estimation x. This density function is known as the kernel function. 
Smoothing techniques based on this kind of weight representation are called kernel smoothing [14]. 
The construction of the kernel estimate differs from that used for the k-NN estimate. The k- 
nearest neighbor estimate is a weighted average in a varying neighborhood and the weights in a 
neighborhood are treated equally. The kernel estimate, S(x), is defined as a weighted average 
of the response variable in a fixed neighborhood around x, determined in shape by the kernel 
function K and the bandwidth . 
The kernel estimate S(x) is still represented by equation (10), but the weight sequence is 
generated by 
wj(x) = Kh(x - Xj) (18) 
ph(x)  ' 
where 
and in which 
is the kernel with scale factor h. 
N 
ph(x) =y 'gh(x-Xj), 
j=l 
(19) 
1 
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The shape of the kernel weights is determined by the kernel function K with the smoothing 
parameter h, which is called the bandwidth. The kernel function is a continuous, bounded, and 
symmetric real function which integrates to one, 
f g(v) = (21) dv 1. 
Although a variety of kernel functions can be constructed, practical and theoretical consider- 
ations limit the choice. For example, kernel functions that take on very small values can cause 
numerical underflow on a computer, thus one should avoid small values. One way to achieve this 
is to set any small values to zero [14]. Two commonly used kernel functions are analyzed and 
fuzzified in this investigation. The first is of the parabolic shape function 
0.75 (1 - v2), if Ivl <_ 1, 
K1 (v) = 0, otherwise, 
(22) 
and the second is a Gaussian function 
K2(v):(2zr)-l/2exp(-~-). (23) 
Notice that K2 takes very small values when Ivl are relatively large. To avoid numerical underflow, 
set K2=O, when Iv I > 3. 
The fuzzy regression equation for kernel smoothing remains the same as that for k-NN smooth- 
ing and is represented by equation (13). However, the weight sequence is now constructed by 
the use of equations (18)-(20). The inclusion condition (6) is still approximated by selecting an 
appropriate h value via a smoothing parameter selection procedure to be discussed later. 
4.1. Numerical  Example 
The same two sets of data, Samples 1 and 2, are used for kernel smoothing. Only the results 
for h -- 0, 75 and h = 0.25 are shown in Figures 3 and 4, respectively. Since the same asymmetric 
neighborhood exists at the boundary points, the boundary effect still occurred in kernel smooth- 
ing. To reduce this boundary effect, weight adjustment for kernel smoothing was carried out by 
modifying (20) at the boundary points 
u 
:30 
I: 
i s  i l~ 
10 I! 
s~ 
° °  . 
Figure 3. Regression results with Sample 1 data, K1, h ---- 0.75. 
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Figure 4. Regression results with Sample 2 data, K2, h = 0.25. 
Table 2. Bias measure for kernel smoothing with and without weight adjustment. 
g l  
Sample 
1 K2 
K1 
Sample 
2 K2 
Without Adjustment With Adjustment 
0.099 0.085 
0.080 0.076 
0.142 0.108 
0.085 0.077 
and 
u 
Kh(U)= (3-- ~)K(h) ,  if K -K2 .  (25) 
Equations (24) and (25) increase the weights for points which are closer to the boundary. The 
bias measures for kernel smoothing with and without weights adjustment are listed in Table 2. 
4.2. Multidimensional Input 
In the above discussions, only the one-dimensional c se was considered. For the multidimen- 
sional case with variables Xi = (Xil,..., xin) T, the following multidimensional product kernel 
function can be used: 
p 
K(Vl,... ,vp) = 1-I K(vn). (26) 
n=l  
The kernel weights are 
p 
I-[ Kh(x .  - x j . )  
Wj(X)  ---- n=l  
ph(z) 
where Kh can be defined in a similar manner. 
(27) 
5. SMOOTHING PARAMETER SELECT ION 
Both approaches discussed in this investigation are essentially ocal averaging approaches. The 
most important aspect for these averaging techniques i to decide the size of the neighborhood 
to average. The regression error or bias can be reduced if a relatively small neighborhood size is 
used, but this will increase the regression oise. On the other hand, the regression oise can be 
reduced if a relatively large neighborhood size is used, but this will increase the regression error or 
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bias. In the extreme case, if the neighborhood size is the same as the sample size, the estimation 
becomes an average of all the sample data, which is certainly not desirable and would produce a
very large bias. Thus, there is a trade-off between using a too large and a too small neighborhood. 
Obtaining the best choice between this trade-off is known as the smoothing parameter selection 
problem. 
The k-NN smoothing parameter is the neighborhood size k. As for kernel smoothing, the 
effective weight function is determined by the kernel K and the bandwidth . However, H/irdle [14] 
argued that the weight mainly depends on the smoothing parameter h. Thus, the smoothing 
parameter selection problem will be concerned with the determination f the values of k and h 
only. 
The Cross-Validation (CV) technique [15] will be used to assess the regression results and the 
optimal bandwidth. The best compromised value for k or h will be obtained by minimizing the 
cross-validation criterion. 
The basic idea of the cross-validation approach is to divide the sample size N into a "construc- 
tion" subsample with a sample size N - 1 and a "validation" subsample with a sample size 1. The 
process must consider the division in all N possible ways. The approach is called leave-one-out 
cross-validation. According to Stone [15], the CV criterion is 
N 
1 E L (,8) cv(b)  = 
i=1 
where b is the smoothing parameter; L is a loss function defined on the observed response Y/and 
the corresponding estimated response fb (Xi, O\i), which is estimated from a set of sample data O, 
excluding the ith observation. The smoothing parameter b corresponds k for k-NN smoothing 
and the bandwidth for kernel smoothing. The response function f'b(Xi, O\i) is defined as 
N 
£ (x,,o\,) = wj(x,)Yj, (29) 
j#i,j=l 
where wj(Xi) is a weight function with respect o Xi. 
In order to form a proper cross-validation formula, the loss function L must be considered 
carefully. At least the following two aspects hould be considered in this formulation the measure 
of difference and the measure of inclusion. The measure of difference is used to evaluate the 
bias between the observations and their corresponding estimates so that the performance of the 
smoother can be assessed. The measure of inclusion is needed so that the solution can satisfy the 
inclusion condition (6) as proposed by Tanaka and co-workers. The details of these two measures 
are discussed in the following. 
(i) The measure of difference. The difference between the estimates and actual can be ex- 
pressed as 
D, (b)  = - o \ , ) ]  . (30)  
Since this difference is between fuzzy numbers which are sets, not crisp numbers, fuzzy 
ranking method must used. There are many different fuzzy ranking methods for measuring 
the difference between two or more fuzzy numbers. Chang and Lee [16] made an extensive 
survey about fuzzy ranking methods. In this investigation, the method of Chang and 
Lee [13], which is based on the concept of overall existence, will be used. An overall 
existence measure of an L-R type fuzzy number A is defined as 
~0 
1 
OM(A) -- w(L,) [X1(U)#A~(U ) + X2(U)#A~(U)] &,, (31) 
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where u is the membership function value; pAlL (U) and #A~ (u) are the lower and upper 
limits of the w-level cut of fuzzy number A; and w(u), Xl(U), and X2(u) are weights 
measures, which must be determined subjectively by the decision maker. For simplicity, 
we let 
1 
w(u) = 1, Xl(U) = X2(u) = ~, for all u E (0, 1]. (32) 
Therefore, if A = (a, c L, cR)LR is a triangular fuzzy number, we have 
4a - c L -[- c R 
OM(A) ---- 4 (33) 
Thus, Di(b) is calculated by using equation (33). 
(ii) The measure of inclusion. In order to approximate condition (6), a penalty function is 
constructed as 
1 1 C,(b)=P (X~,O\,) , - [  ,],~ +Q [ ~] . -  (Xi,O\i) a ' (34) 
where [.]L and [.]R denote the lower and upper limits of the a-level cut of a fuzzy number. 
The level a must be determined subjectively by the decision maker. P and Q are penalty 
terms and are determined by 
p= 1, if [ ,la < fb(Xi, O\,) , (35) 
O, otherwise; 
and 
Q { 1, if [Y~]~ > [fb (Xi, O\i)] R 
= - (36)  
0, otherwise. 
Thus, violation of condition (6) will be penalized according to equations (35) and (36). 
The loss function is essentially composed of the two measures of differences. By the use of these 
two measures of differences, which were obtained above, the cross-validation criterion becomes 
1 N 
CV(b) = --~ Z Di(b) + Ci(b). (37) 
i----1 
Our objective is to find a smoothing parameter b which minimizes the above CV criterion, equa- 
tion (37). 
The minimization of (37) to obtain the best smoothing parameter can be carried out as follows. 
Start with a small initial value b0, and then increase the b0 value gradually. For a given current 
value of b, the smoothing procedure, either for k-NN or for kernel smoothing, is executed in a 
leave-one-out manner, and the corresponding CV(b) value is calculated. This process is repeated 
with different bs. The optimal b* is the one which produces the minimal CV(b) among all the bs. 
Finally, this smoothing procedure is carried for all N pairs of the data using b* as a smoothing 
parameter. This algorithm produced a local minimum. The detailed algorithm for searching the 
best smoothing parameter is as follows. 
5.1. Smooth ing Parameter  Selection Algorithm (SPSA) 
Step 1. Initialization 
set a value; 
choose initial bandwidth b0; 
set the search range r, 
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Table 3. Solution sequence, k-NN. 
Sample 1 
k CV 
10 3.958 
11 3.055 
12 2.893 
13 2.264 
14 2.235 
15 1.769 
16 1.809 
17 1.443 
18 1.524 
19 1.212 
2() 1.321 
21 1.070 
22 1.203 
23 0.998 
24 1.147 
25 0.972* 
26 1.135 
27 O. 999 
28 1.171 
29 1.046 
30 1.234 
* local minimum 
Sample 2 
CV 
2.520 
2.178 
1.877 
1.704 
1.534 
1.446 
1.346 
1.294 
1.240 
1.226 
1.209" 
1.203 
1.220 
1,226 
1.272 
1.282 
1.348 
1.353 
1.440 
1.444 
1.548 
CV cross-validation value (~ is set to 0.1. 
S tep  2, 
S tep  3. 
S tep  4. 
Table 4. Solution sequence, kernel 
smoothing. 
h 
1 
1.1 
1.2 
1.3 
1.4 
1.5 
1.6 
1.7 
1,8 
1,9 
2 
2,1 
2.2 
2.3 
2.4 
2.5 
2.6 
2.7 
2.8 
2.9 
3 
Sample 1 Sample 2 
CV CV 
2.996 1.872 
2.555 1.636 
2.256 1.473 
1.944 1.354 
1.749 1.274 
1.543 1.243 
1.397 1.227 
1.287 1.224" 
1.169 1.262 
1.097 1.294 
1.015 1.367 
0.963 1.442 
0.925 1.525 
0.889 1.632 
0.872* 1.742 
0.876 1.858 
0.893 1.984 
0.923 2.120 
0.954 2.260 
0.998 2.405 
1.049 2.558 
let the  inc rement  d = bo/r; 
set i te ra t ion  counter  i ter ~-- 1. 
b -- (bo - (bo/2) + ( iter - 1) × d. 
Cal l  subrout ine  of  smoother  (k -NN or kernel  smooth ing) .  
Cal l  subrout ine  of  cross-val idat ion,  and re turn ing  CV(b).  
If ( i ter > r + 1) then  go to Step 4; 
otherwise,  i ter ~- i ter + 1, and goto  Step 2. 
b* -- a rgmin{CV(b) ) .  
Stop.  
The  in i t ia l  bandwidth  b0 must  be  well  chosen so that  the  local min imum can be reached quickly. 
For  k -NN smooth ing ,  the  t rad i t iona l  regress ion analysis  l i te rature  [14] suggests  that  for ba lanc ing  
var iance  and  squared  bias, k should  be propor t iona l  to N 4/5. The in i t ia l  bandwidth  for k -NN 
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Figure 5. Regression results after parameter selection, k-NN. 
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Figure 6. Regression results after parameter selection, kernel smoothing. 
smoothing is chosen subjectively based on this suggestion. To cover about the same amount of 
observations in kernel smoothing, the bandwidth can be determined as follows. 
(i) Using kernel function K1, if Xi, i = 1,.. . ,  N, is uniformly distributed within a certain 
interval, we can estimate S(Xi) with about k number of observations by letting 
gk h=-~, 
where g = maxi{Xi} - mini{X/}. 
(ii) Using kernel function/('2, to have the same effect as in (i), let • 
h=g__.~ k 
6N" 
5.2 .  Numer ica l  Examples  
By using the same data generated before, this minimization problem is solved. Tables 3 
and 4 show the sequences of solutions when the Proposed Smoothing Parameter Selection Al- 
gorithm (SPSA) is used for the selection of smoothing parameter b foi either k-NN or kernel 
smoothing. Figure 5 and 6 show the regression results by using the best smoothing parameters 
obtained in Tables 3 and 4. 
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6. D ISCUSSIONS 
From Figures I and 3, we can see that the boundary effect for k-NN is more severe than that for 
kernel smoothing. The reason is that k-NN uses fixed number of observations for each estimate 
so the averaging procedure near the boundary involves more points. However, no conclusions can 
be made concerning which smoothing method is superior. For problems with sparse observations 
or sample, k-NN can always be used to obtain the estimation. But, due to the use of uniform 
weight sequence, the k-NN estimates are also represented by a rougher curve. 
Since k-NN and kernel smoothing are nonparametric methods, they avoid some deficiencies of 
parametric fuzzy regression. Clemins [17] pointed out that Tanaka's LP fuzzy regression model 
often produces crisp coefficients. Chang and Lee [18] discussed the problem about the conflicting 
trades between the spread and the center line in the Tanaka model. These problems are avoided 
in the present approach. 
In general, k-NN and kernel smoothing are simple and easy to implement. However, the 
problem of sparse data may reduce the effectiveness ofthe approaches. For example, for problems 
with high dimensional input variables, even a sample size of N <_ 1000 are surprisingly sparsely 
distributed. Thus, the number of observations in a neighborhood is frequently not enough to 
produce a good estimate. 
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