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Introduction
Multi-objective optimization deals with problems involving two or more conflicting objectives. In general, optimization problems can be combinatorial, continuous or both. The traveling salesman problem (TSP) [42] and minimum spanning tree (MST), for instance, are two well-known combinatorial problems. Combinatorial optimization has various applications in air traffic routing, design telephonic networks, electrical, hydraulic, TV cables and computer systems, road to deliver packages etc. Continuous optimization is widely utilized in mechanical design problems [24, 52] . This study is concerned with the minimization of multiple objectives within optimization problems (MOPs) M a n u s c r i p t where Ω is the decision space, x = (x 1 , x 2 , . . . , x n )
T is a decision vector and x i , i = 1, . . . , n are decision variables, F(x) : Ω → R m includes m real valued objective functions in the objective space R m . If Ω is a closed and connected region in R n and all objective functions involve only continuous variables then problem (1) is a continuous MOP. In real-world multi-objective optimization problems, the objective functions are usually in conflict or mostly incommensurable. Consequently, there is not a unique solution that minimizes all the objective functions at the same time. The problem must be solved in terms of Pareto optimality.
A solution u = (u 1 , u 2 , . . . , u n ) ∈ Ω is said to be Pareto optimal if there does not exist another solution v = (v 1 , v 2 , . . . , v n ) ∈ Ω such that f j (u) ≤ f j (v) for all j = 1, . . . , m and f k (u) < f k (v) for at least index k. An objective vector is Pareto optimal if the corresponding decision vector is Pareto optimal. All Pareto optimal solutions in the decision space form a Pareto Set (PS) and their image in the objective space forms a Pareto Front (PF) [37, 9, 12] .
In the last few year, several multi-objective evolutionary algorithms (MOEAs) were developed and successfully applied to various real-world optimization tasks [31, 36, 8, 6, 7, 27, 57, 30, 25] . Classical MOEAs can generally be categorized into three main paradigms such as Pareto dominance based MOEAs [13, 59, 58, 39, 17] , indicator based evolutionary algorithms (IBEAs) [62, 63, 5, 3, 4, 14, 51] and decomposition based MOEAs [54, 23, 55, 32, 34, 29, 21] . Among decomposition methods, (MOEA/D) [54] is recently newly developed paradigm that transforms the given MOP into a number of different single objective problems (SOPS) and then applies generic EA to simultaneously optimize all these SOPs in single simulation runs to get optimal set solutions. MOEA/D has several enhanced variants (e.g. [23, 55, 32, 34, 29, 21] ). Decomposition and Pareto dominance approaches are the best choice for the adaptation of evolutionary operators and control parameters. IBEAs and decomposition based EAs do not use Pareto ranking directly as in Pareto dominance based MOEAs. All the above categorized MOEAs have two main goals: convergence towards the true Pareto front and maintaining a diverse set of solutions. They are population based stochastic techniques and approximate a set of optimal solutions in a single simulation run for the problem at hand. MOEAs maintain diversity within this set of solutions using different measures such as the fitness sharing technique, the niching approach, the Kernel approach, the nearest neighbor approach, the histogram technique, the crowding/clustering estimation technique, the relaxed form of dominance and restricted mating and many others.
A fast non-dominated sorting genetic algorithm II (NSGA-II) [13] , SPEA2 [58] , Pareto archive evolution strategy (PAES) [22] , multi-objective genetic algorithm (MOGA) [15] , and niched Pareto genetic algorithm (NPGA) [17] are well known Pareto dominance based MOEAs. Among them, NSGA-II [13] is an improved version of the non-dominated sorting genetic algorithm (NSGA) [20] . It generates offspring with crossover and mutation and selects the next generation according to non-dominated sorting and crowding distance comparison. SPEA2 [58] is an improved version of strength Pareto evolutionary algorithm (SPEA) [60] . It incorporates a fine-grained fitness assignment strategy, a density estimation technique, and an enhanced archive truncation method in contrast to SPEA [60] . Furthermore, it is equipped with the k-Nearest Neighbor (kNN) mechanism and a specialized ranking system to sort the members of the population, and select the next generation of population by combining the current population and offspring population created via crossover and mutation. Both SPEA2 [58] and NSGA-II [13] showed excellent performance in solving various real-world, scientific and engineering problems.
Memetic algorithms (MAs) are a growing area of research motivated by the meme notion introduced by Dawkins [38] . MAs are hybrid algorithms which combine local search optimizers and genetic algorithms. The first multiobjective MA was developed by Ishibuchi and Murata [18] and then improved by Jaszkiewicz [1, 19] . These algorithms basically reformulate the given MOP into the simultaneous optimization of all weighted Tchebycheff functions or all weighted sum functions. The genetically adaptive multi-objective optimization algorithm (AMALGAM) [49] blends multiple search operators to evolve new populations of solutions. The probability of the used different operators are updated based on their particular current performances.
Motivation and Contributions
This paper presents a novel hybrid non-dominated sorting genetic algorithm (HNSGA) with an adaptive operator selection, inspired by evolutionary computing (EC) [49, 50, 29, 28, 32, 34, 35, 33] . The algorithm, developed starting 2
A c c e p t e d M a n u s c r i p t from NGSA-II [13] , and uses multiple search operators such as simulated binary crossover (SBX) [11] , differential evolution (DE) [40] , center of mass crossover (CMX) [46] and simplex crossover (SPX) [47] to evolve population evolution with a self-adaptive procedure.In particular, HNSGA divides candidate designs in subpopulations according to number of operators, allocates different resources to each subpopulation in terms of selecting different search operators for each subpopulation and updates size of each subpopulation. Using multiple search operators allows to increase the probability of selecting the most suitable operator for the problem at hand in each generation. Picking one operator at random or just because a search paradigm has always used is not really enough. The multioperator approach reduces the probability of selecting the wrong operator in the first place and increase our chances of using a more suitable operator for our problem, possibly the most suitable. The rate of use of an operator (i.e. the resources allocated in the optimization process for that operator) must depend on its performance. The best operators should work more in the optimization process. Should an operator work well in a generation it would be used in the next generation as well. This mechanism will be clarified in the pseudo-code of the proposed algorithm.
The main contributions of this paper are as follows.
• The suggested Hybrid NSGA employ multiple search operators based on adaptive procedure and its algorithmic behavior is tested on classical benchmark problems such as the ZDT [61] and CEC09 problems [56] .
• Optimization results are compared with those of state-of-the-art MOEAs such as NSGA-II [13] , AMALGAM [50] , MOEA/D [55] , hybrid archive-based micro genetic algorithm (AMGA) [45] , orthogonal multi-objective evolutionary algorithm (OMOEA) with lower-dimensional crossover [16] , Pareto archived dynamically dimensioned search (PA-DDS) with hypervolume based selection for multi-objective optimization [2] , and differential evolution with self-adaptation and local search for constrained multiobjective optimization algorithm (DECMOSA-SQP) [53] .
• The inverted generational distance (IGD) [56] , relative hypervolme (RHV) [48, 49] , gamma Υ [13] and delta Δ [13] are used as performance indicators. In particular, IGD metric gives information on both convergence and spread of optimized solutions.
• It is found that HNSGA outperforms the above mentioned competitors as it always finds approximate Pareto fronts (PF) closer to the true PF for most test problems.
The rest of the article is organized as follows. Section 2 outlines the new algorithm. Section 3 describes test problems and performance metrics. Section 4 presents and discusses optimization results. Section 5 summarizes the main findings of this study and outlines directions of future research.
Hybrid Non-dominated Sorting Genetic Algorithm with Adaptive Operators Selection
The pseudo-code of the proposed algorithm (HNSGA) is outlined in the Algorithm 1. HNSGA is an improved version of NSGA-II [13] . Similar to NSGA-II [13] , the present algorithm randomly generates a population set P t of size N, uniformly distributed over the search space of the problem at hand.The t subscript denotes the number of the current generation.
HNSGA initially divides the population P t into q sub-populations P t (k) where q is the number of operators selected for the search process. For example, if population size is N = 100 and there are 4 operators, it holds [25, 25, 25, 25] . The initial assignment of sub-populations to operators is not based on fitness evaluation. The q = 4 search operators selected in this study are differential evolution (DE), simplex crossover (SPX), simulated binary crossover (SBX) and center of mass crossover (CMX), respectively, for sub-populations 1, 2, 3 and 4.Each operator perturbs the designs included in its corresponding subset. For each sub-population P t (k),an offspring population Q t (k) is thus generated.The above mentioned tasks are completed in steps 4 through 26 of Algorithm 1.Offsprings are merged in the population Q t including N elements.After first generation (t=1), sizes of the P k sub-population sets are updated based on individual performances of the q operator. NHSGA combines parent and offspring populations into the population R t = P t ∪ Q t of size 2N.
In step 31, a fast non-dominated sorting procedure of NSGA-II [13] is applied to population R and best N solutions are extracted and stored in the new populationP t . Each operator gets resources in terms of sub-population P t (k) size M a n u s c r i p t Therefore, the first crossover operator got a larger population than other search operators. Finally, HNSGA provides a set of non-dominated solutions as termination criteria are satisfied.
Test Problems and Performance Metrics
Since real-world problems usually include many objective functions, different test suites for MOPs have been developed by evolutionary computation experts [10, 43] . In the present study, we have selected the ZDT [61] and CEC'09 [56] test problems. Their main features of ZDT problems are summarized in the Table 1 and CEC'09 test instances's characteristics are explained in the Table 2 . 
One isolated point and two disconnected parts
Parabolic
MOEAs usually involve a number of internal parameters whose setting may greatly affect the computational efficiency of the optimizer. In this study, experiment were carried out using the following values of the internal parameters to solve the ZDT problems [61] and CEC'09 test instances [56] .
• N = 100: population size for 2-objective test instances.
• F = 0.5: scaling factor of the DE; 
Generate population set P t uniformly and randomly. 4: Evaluate-Fitness(P t )
Evaluate the fitness values of P t solutions.
Select randomly equal number of solutions for each search operator at t = 1. 6: while T ermination Condition is not S atis f ied do 7:
10:
A Crossover XOR 1 can be DE.
11:
Q1 ← Polynomial-Mutation(Q1 , Params) together with Repair-Strategy(Q1 ).
12:
if i ∈ P2 then 14:
Q2 ← Polynomial-Mutation(Q2 , Params) together with Repair-Strategy(Q2 ).
17:
if i ∈ P3 then
19:
20:
Q3 ← Polynomial-Mutation(Q3 , Params) together with Repair-Strategy(Q3 ).
22:
else 23: if i ∈ P4 then 24: 
Combine sub-offspring population sets.
32:
Evaluate-Fitness(Q t ) Evaluate offspring population Q.
33:
end for 34:
Combine parent and offspring populations.
35:
Ranking+Crowding(R t ) Find ranks and measure crowding distance of R t population. 36:
Select N best Individuals from R t population. 37 :
Count the individuals of each crossover to enter into new population P.
38:
UpdateP t (k)
For explanation go to Algorithm 2. Algorithm 2 Adaptive Operators Selection Strategy 1: In steps 32 and 33 of Algorithm 1, we count the number of solutions of each operator that are retained in the new populationP in each generation of the algorithm. 2: Each successful solution generated by some operator leads to a reward of 1s for that operator, while unsuccessful solutions to a reward of 0s for the operators that generated them. Here, s stands for seconds.
Count the solutions of each XOR k crossover that belong toP.
5:
where α is a user defined parameter; here α = 0.2.
7:
Update the resources allocation set of crossovers denoted by XOR 8:
. . , q 9: end for
• CR = 0.5: probability of crossover;
• F eval = 25000: maximum number of function evaluations;
• η c = η m = 20 distribution indices for the SBX and polynomial mutation, where η c measures the distance of child solution from their parent solution and η m defines the polynomial probability distribution.
• p c = 0.7 and p m = 1 n are probability of crossover and mutation, respectively.
Values of internal parameters for CEC'09 problems were instead set as follows.
• N = 600: population size for 2-objective test problems;
• N = 1000: for 3-objective test problems;
• F = 0.5: scaling factor of the DE;
• CR = 1: crossover probability for DE;
• F eval = 300, 000: maximum number of function evaluations;
Performance Metric
The quality of the final set of non-dominated solutions must be assessed in terms of convergence and diversity. The former depicts the closeness of the final set of non-dominated solutions to the true Pareto front (PF), while the latter aims to reach a uniform distribution of the final set of solutions over the true PF. Many performance metrics for measuring the quality of obtained solutions are suggested in the literature [41, 48, 12, 64] . Indicators including relative hypervolume indicator (RHV) [48, 49] , gamma (Υ) [13] and delta (Δ) [13] were used as indicators to quantitatively assess performance of the used MOEAs in this paper.
Inverted Generational Distance (IGD)
In this study, the inverted generational distance (IGD) [56] was utilized to evaluate the performance of the proposed algorithm. IGD measures both convergence and diversity of the approximate Pareto Front (APF) over the true PF. Let P * be a generated set of uniformly distributed points along the true PF (the black points) as shown in Figure  1 . The average distance from P * to the approximated set A (the green points) is defined as [56] :
is the minimum Euclidean distance between v and the points in A. If P * is large enough to represent the PF very well, D(A, P) can measure both the diversity and convergence of A: the smaller the value of the IGD metric is, the better will be the obtained solution set. Here, we selected P * = 500 uniformly distributed solutions over the true PF for two-objective problems and P * = 1000 individuals for problems with three objective functions.
Relative Hypervolume Indicator (RHV)
The relative hypervolume (RHV) indicator can mathematically be expressed as
where (HV(.)) denotes the hypervolume of approximated sets A and P * , calculated as follows [48, 49] :
where i ∈ A and z i is the i th hypercube constructed with respect to reference point W and the solution i as the diagonal corners of the hypercube.The approximated set of solutions will tend to the true Pareto-optimal set as the value of RHV tends to 0.
The Gamma (Υ) Indicator
In order to use Υ metric [13] , P * = 500 uniformly spaced solutions were generated on the true Pareto-optimal front of the problem at hand. For each solution included in the approximated set A, the minimum Euclidean distance from the generated set P * solution is computed. The average of these distances is defined as the is defined as gamma Υ metric values. Hence, the approximated set will tend to the true Pareto-optimal set as the Υ-metric tends to 0. Furthermore, this indicator measures the quality of convergence to a known set of Pareto-optimal solutions. The smaller the value of Υ is, the better distribution and diversity of obtained non-dominated solutions will be. However, since this metric sometimes cannot give information on the spread of obtained solutions, the Δ-metric was utilized in this study. 
The Delta (Δ) Indicator
The Δ metric function is calculated as, [13] :
where d f and d I are the Euclidean distances of the extreme solutions and the boundary solutions belonging to the approximated set of optimal solutions; d denotes the average of all Euclidean distances d i between consecutive solutions in the final approximated set of optimal solutions provided by a particular algorithm. Very small values of Δ result in better distribution and diversity of the approximated solution set.
Results and Discussion
The optimization algorithms compared in this study were coded in MATLAB and 30 independent optimization runs were performed for each test problem (with the parameter settings as specified in Section 3,consistently with the values indicated in literature.) on a 2.4 GHz Core 2 Quad processor with 4 GB of RAM memory working on Windows XP Professional Operating System. Table 3 compares the minimum, median, mean, standard deviation and maximum IGD-metric values evaluated for the present HNSGA algorithm and other state-of-the-art MOEAs such as (a) HNSGA the suggested algorithm and the state-of-the-art MOEAs: (b) AMALGAM [49] , (c) NSGA-II [13] , (d) MOEA/D [54] in the ZDT test problems [10] .It can be seen that HNSGA always found better approximated solutions set in terms of proximity to true PF and diversity. The same comparison is presented in the Table 4 with respect to the RHV-metric indicator while Table 5 evaluates the performance of HNSGA in terms of Υ and Δ functions metrics. Again, the present algorithm was the most efficient optimizer overall. Table 6 statistically compare the IGD-metric values produced by HNSGA in the CEC'09 problems with those relative to several state-of-the-art algorithms such as ALMALGAM [49] , NSGA-II-SQP [44] , NSGA-II [13] , hybrid AMAGA [45] , OMOEA [16] , PA-DS [2] , and DECMOSA-SQP [53] . In order to have a homogeneous basis of comparison, HNSGA optimizations were run setting values of parameters shared with referenced algorithms equal to those indicated in the literature. It can be seen from the tables that HNSGA always was very competitive with other optimizers outperforming other methods in most cases. Statistics expressed in terms of Υ and Δ indicators (see Table  8 ) demonstrate that in the CEC'09 problems HNSGA could obtain a set of optimal solutions with better convergence properties spanning the solution sets over the entire Pareto-optimal region in most cases.
Figures 2 compares the best approximate Pareto fronts (PFs) of the five ZDT problems found by the HNSGA and NSGA-II [13] algorithms within 25000 function evaluations.It appears that the present algorithm can better reconstruct the true PF. The results obtained by HNSGA and NSGA-II [13] in the 30 independent simulations employing random seeds are compared in the Figures 3. It can be seen that all of the 30 PFs displayed for HNSGA entail a better distribution of solutions than in the case of NSGA-II [13] .
Finally, Figure 4 compares the average variation of the IGD indicator for HNSGA and NSGA-II [13] confirming the superiority of the present algorithm that found the lowest values for this metric average variations in IGD-metric. The best approximate PFs found by HNSGA in the case of the CEC'09 test problems are shown in the Figures 5 while Figures 8 plots the corresponding results for NSGA-II [13] . In the present case, the best approximated PFs for the 2-objective function problems UF1-UF7 and the 3-objective function problems UF8-UF10) appear to be better in terms of diversity and proximity to true PF.
The PFs obtained in the 30 optimization runs of HNSGA are shown in the Figures 6 for problems UF1-UF4 and UF7-UF1-UF4, UF7-UF9. The corresponding plots for problems UF1-UF4 and UF7-UF10 solved with NSGA-II [13] are instead shown in Figure 7 . Figure 9 shows the evolution of the average IGD-metric with respect to the number of generations in problems UF1-UF7, UF9 and UF10. It can be seen that HNSGA always outperformed NSGA-II shows the average evolution in IGD-metric values versus number of generations spent by HNSGA and NSGA-II for dealing with UF1-UF7, UF9 and UF10. These figure demonstrate that HNSGA has tackled most test problems in much better average variation in the IGD-metric values as compared to NSGA-II. Figure 10 visualize the contribution of each used crossover operator during the search process of the HNSGA to cope with tested MOPs. These figures demonstrate the adaptive searching behavior of the used crossover while producing an successful offspring solutions to the next generation of population evolution in HNSGA framework.
The above discussed results confirm that HNSGA could reach global convergence and reconstruct the complete Pareto optimal frontier for almost all test problems selected from CEC'09 [56] and ZDT test suites [61] . However, the objective functions of problems UF5 and UF6 are multi-modal near the global Pareto-optimal frontier even and slight perturbations of optimization variables may cause solutions to become dominated and trapped in their local basin of attraction. Similar to its competitors, HNSGA faced genetic drift as population follows good solutions found in the early stages of search process. This results in the clustering of solutions around these early discovered points. The very good performance of HNSGA is mainly due to the use of multiple operators with self-adaptive strategies. In fact, different operators may be suited for a larger variety of problems while the single operators utilized in the other algorithms (e.g. NSGA-II [61] ) may not keep best performance during the whole optimization process. For this reason, multiple ensemble search operators should be utilized for more complicated real-world problems than those considered in this study. A c c e p t e d M a n u s c r i p t 
Conclusion and Future Work
Recently, a variety of multi-objective evolutionary algorithms (MOEAs) have been developed and tested on diverse test suites of MOPs including complicated real-world problems. Among these, the multi-objective evolutionary algorithm based on decomposition (MOEA/D) [23] is a paradigm that transforms the given MOP into a number of different single objective optimization problems (SOPS) and then applies a generic EA to simultaneously solve these SOPs in a single simulation run aiming at getting the optimal set of solutions. MOEA/D has several enhanced versions to be found in [26, 32, 29, 30, 27] .
Pareto dominance based MOEAs do not rely on any decomposition strategy in their evolutionary process and solve MOP directly. Decomposition and Pareto dominance approaches are well suitable for the adaptation of evolutionary operators and tuning of control parameters. NSGA-II [13] is one of the most popular and efficient Pareto dominance based technique for dealing with diverse test suites of optimization and search problems.
This paper described a novel hybrid multiobjective evolutionary algorithm derived by combining NSGA-II, a stateof-the art Pareto dominance-based technique, with adaptive multiple operators selection strategy. The new algorithm, 20 called HNSGA, was tested in two sets of benchmark problems (the commonly used ZDT problems [61] and the more difficult CEC'09 problems [61] ) including 2 or 3 objective functions. It was found that the proposed approach outperforms other state-of-the-art evolutionary algorithms with respect to robustness and capability of reconstructing the true Pareto front. In the future, the suggested algorithm will be used for solving combinatorial optimization problems and more complicated real-world problems including multiple objectives and constraints. Furthermore, multiple ensemble local search operators will be employed together with search operators to examine their strength in memetic computation.
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