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Abstract—Counting targets (people or things) within a moni-
tored area is an important task in emerging wireless applications,
including those for smart environments, safety, and security.
Conventional device-free radio-based systems for counting targets
rely on localization and data association (i.e., individual-centric
information) to infer the number of targets present in an area
(i.e., crowd-centric information). However, many applications
(e.g., affluence analytics) require only crowd-centric rather than
individual-centric information. Moreover, individual-centric ap-
proaches may be inadequate due to the complexity of data
association. This paper proposes a new technique for crowd-
centric counting of device-free targets based on unsupervised
learning, where the number of targets is inferred directly from a
low-dimensional representation of the received waveforms. The
proposed technique is validated via experimentation using an
ultra-wideband sensor radar in an indoor environment.
Index terms— Crowd-centric counting, unsupervised learn-
ing, dimensionality reduction, ultra-wideband, sensor radar.
I. INTRODUCTION
Counting people and things is important for crowd sensing
and behavior analysis applications, including those related
to the Internet-of-Things [1], smart environments [2], social
networking [3], and surveillance [4]. For counting tasks, radio-
based systems are preferred to image-based systems [5]–[7],
especially when privacy, implementation costs, and obstructed
line-of-sight represent important limitations. Among radio-
based systems, device-free systems are often preferred to
systems that rely on dedicated or personal devices [8]–[12].
Device-free systems are based on networks of sensor radars
(SRs) that sense the wireless environment and detect targets
from signal reflections (backscattering) [13]–[18]. The pres-
ence of obstacles and other scatterers (e.g., furniture, walls,
and windows) leads to clutter and multipath propagation,
which have detrimental effects on the detection performance.
These phenomena are particularly severe in indoor environ-
ments, where the number of scatterers is large [19]–[21].
Conventional approaches for device-free counting via SRs
rely on multi-target localization or tracking [22]–[24], where
each SR estimates a set of metrics (e.g., ranges or angles)
associated to a single detected target (namely, individual-
centric approach). Typically, this approach has a complexity
that grows exponentially with the number of targets due
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to data association. Individual-centric information and data
association are unnecessary when the system is only interested
in crowd-centric information (i.e., the number of targets).
Therefore, there is a growing interest in conceiving methods
that infer the number of targets without relying on localization
(namely, crowd-centric approach). Existing models for relating
the received waveforms to the number of targets depend on
the specific environment and multipath conditions [25]–[27].
In [28], the number of targets is inferred directly from
energy samples of the received waveform and relying on a
statistical characterization of the wireless channel. However
such statistical characterization may be unknown a priori. As
a possible solution, learning techniques can be employed to
directly estimate the generative model of the measurements
via a training phase. Recently, unsupervised learning has been
successfully applied to ranging for network localization [18],
[29]. In soft range information, nodes’ position is determined
based on the information obtained though unsupervised ma-
chine learning techniques in the form of likelihood functions
instead of single-value metrics (e.g., time-of-arrival, angle-of-
arrival, and received signal strength). The use of unsupervised
learning for device-free counting allows the system to skip
the estimation of single-value metrics and exploit the whole
received waveform to extract information about the number of
targets. Moreover, the use of likelihood functions enables an
efficient fusion of the information provided by each SR.
This paper proposes a new technique for crowd-centric
counting of device-free targets based on unsupervised learning.
We first define a low-dimensional representation of the re-
ceived waveforms, based on descriptive features and principal
component analysis (PCA). Then during the training phase,
a joint probability density function (PDF) (i.e., a generative
model) for such representation is learned and then used in
the online phase to infer the number of targets. Since the
number of targets is discrete, the learning process requires
nonparametric estimation with both continuous and discrete
data [30], [31]. Experimental results are collected in an indoor
environment with an ultra-wideband (UWB) SR to validate
the proposed technique in different scenarios and quantify its
performance, in terms of counting error outage (CEO) and
counting root-mean-square error (RMSE), in comparison with
two multi-target detection algorithms. The key contributions
of this paper can be summarized as follows:
• developement of a crow-centric counting method based
on the energy samples of the received waveforms and
unsupervised learning techniques;
• validation of the proposed technique via experimentation
with an UWB SR in an indoor environment; and
• comparison of its performance in terms of CEO and
counting RMSE with two multi-target detection algo-
rithms.
Notations: A random variable (RV) and its realization are
denoted by x and x; a random vector and its realization are
denoted by x and x. The function fx(x) and, for brevity
when possible, f(x) denote the PDF of a continuous RV x;
fx|y(x|y). A random set and its realization are denoted by
X and X , respectively. The ∅ denotes the empty set. For a
matrix A and a vector a the transpose is denoted by AT and
aT, respectively. The floor operator is denoted by b·c.
II. SYSTEM MODEL
Consider a network composed of nr monostatic SRs in
known positions, with index set Nr = {1, 2, · · · , nr}. Each
SR transmits an impulse signal s(t) at each time instant kTpr,
where k ∈ Z and Tpr is the pulse repetition period. The
signal propagates in the wireless environment where a random
number nt of targets indexed by the random set Nt are present
in unknown positions. The signal is backscattered from the
targets as well as from any object in the monitored area,
leading to multiple echoes. The equivalent low-pass signal
received at the h-th SR can be expressed as
r(h)(t) = r
(h)
t (t) + r
(h)
m (t) + r
(h)
c (t) + n
(h)(t) (1)
where r(h)t (t) contains the echoes backscattered from the
targets (single bounce from the target to the radar); r(h)m (t)
contains the echoes due to multipath propagation after target
backscattering (multiple bounces after the first one); r(h)c (t)
contains the echoes due to clutter (e.g., furniture and undesired
objects in the scene); and n(h)(t) is a zero-mean additive white
Gaussian noise.
In the k-th observation frame, i.e. for t ∈ (kTpr, kTpr +
Tobs], where Tobs is the observation interval with Tobs ≤ Tpr,








n s(t− t(h)n ) (2)
where γ(h)n is the complex gain including the radiation pattern
of the h-th SR antennas, the path-loss, and the n-th target radar
cross section; t(h)n is the two-way time of flight for the h-th
radar–n-th target–h-th radar path. In (1), the signal component









n,ms(t− t(h)n − τ(h)n,m) (3)
where α(h)n,m is the complex gain relative to the m-th path
for the n-th target and τ(h)n,m is the excess delay, and M
(h)
n is
the random index set of the multipath components. Note that
r
(h)
t (t) and r
(h)
m (t) are due to target backscattering, whereas
r
(h)
c (t) in (1) depends only on the undesired objects in the
operating environment (clutter).
The signal r(h)(t) is processed frame-by-frame using a clut-
ter removal filter. Consider the vector r(h)k of ns = bTobs/Tsc
received signal samples obtained within the kth frame, where
Ts is the sampling time. The choice of the clutter removal filter
depends on the clutter dynamics. We will consider a moving
average (MA) filter, which is widely adopted when the clutter
is static or varies slowly with the respect to the targets. The













where nMA represents the number of frames used to estimate
the clutter components. The estimate is updated every frame
to capture the slow variations of the clutter. Such a clutter
removal filter prevents the counting of static targets. However,
due the fine time resolution of UWB signals, a person standing
in a static position is not a static target due to the respiration
motions. This makes the MA filter well suited for applications
involving the count of persons such as affluence analytics and
flow monitoring.
A number Nint of frames can be non-coherently accumu-
lated at the output of an energy detector (ED) to reduce the
noise effect. First, a vector e(h)k of nbin = bTobs/Tdc energy
bins is obtained through a quadrature integration and dump
(QID) block, where Td represents the dwell time and the j-th








in which Nd = bTd/Tsc represents the number of samples in
each energy bin, and r̃(h)k,i is the i-th element of r̃
(h)
k . Then, the











Note that a new energy vector ē(h)k is obtained every Nint
observation frames, i.e. at time kNintTpr with k ∈ Z.
III. COUNTING VIA UNSUPERVISED LEARNING
Consider a fixed frame index k, i.e., r(h) and ē(h) are
the vectors representing the received signal samples and the
energy bins for the h-th SR, respectively. The counting system
aims to infer the number of targets nt from the observed
data {y(h)}h∈Nr . The observed data may refer to the received
signal samples y(h) = r(h) and the estimate n̂t is updated
frame by frame (i.e., at time kTpr with k ∈ Z), or can refer to
the energy vectors y(h) = ē(h) and the estimate n̂t is updated















































Fig. 1. Scheme of crowd-centric counting via unsupervised learning.
In crowd-centric approaches, which do not rely on target
positional information, the maximum likelihood (ML) estimate
of nt is






where the measurement sets are considered independent and
identically distributed among the different SRs for a given
nt. The random vector y represents the measurement set
associated to an unspecified SR.
We propose a technique for crowd-centric counting of
device-free targets via unsupervised machine learning. First,
a generative model (i.e., the joint PDF f(y, nt)) is learned
during a training phase where a data set T = {y(l)}l∈Ntr of
ntr measurements indexed byNtr are collected. Then, f(y|nt)
can be obtained from f(y, nt) with a priori knowledge f(nt).
The dimensionality of the problem depends on the size of y. In
particular, the use of the received signal samples vector y = r
or of the energy vector y = ē may lead to high computational
complexity.1 Therefore, dimensionality reduction is performed
on ē by defining two descriptive features and PCA [32].
Consider y = [max{ē}, np, ψ(ē)]T, where max{ē} is the
global maximum for the vector ē, np is the number of local
maxima, and ψ(ē) is a 1 × d vector, containing the first d





where V is a nbin×d matrix with columns given by the eigen-
vectors associated to the d largest eigenvalues of Σ, which
is the nbin × nbin sample covariance matrix of the vectors
1Analogously to the measurement set y, from now on the received signal
vector r and the energy vector ē are associated to an unspecified SR.
{ē(l)/max{ē(l)}}l∈Ntr . The global maximum of the energy
bin vector can be related to the presence of targets in the
operating environment, while the number of peaks represents
a first coarse approximation for the number of targets. Though
the advantages of being easily obtainable, these two descriptive
features do not encapsulate all the information carried by ē.
In contrast, PCA provides a concise representation of ē by
projecting the data into a low-dimension linear subspace while
ensuring the lowest mean-square error. The main drawback of
the PCA approach is when highly nonlinear relation is present
between the number of targets and ē as this dimensionality
reduction technique fails to preserve the information carried
by the measurements.
Learning the generative model for y is a density estimation
problem with both continuous and discrete RVs. The jittering
technique is employed to transform the discrete RVs into
continuous RVs so classical density estimation techniques
(that are suitable for continuous RVs only) can be employed
[30], [31]. Consider x = [x̃, x̆]T where x̃ = [max{ē}, ψ(ē)]
represents the continuous RVs; and x̆ = [np, nt]+w represents
the discrete RVs after adding the jitter w ∈ R2, i.e. a
random vector representing a noise term. The new vector x
of continuous RVs is such that
fy,nt(y, nt) = fx(x) (9)





A linear transformation, namely data sphering, is then
applied to the jittered training data x(l) so that the covariance
matrix becomes the identity matrix [33]
z(l) = Λ−
1
2AT(x(l) − x̄) = [z̃(l), z̆(l)]T (10)
where Λ is the diagonal matrix formed by the eigenvalues of
the sample covariance matrix relative to {x(l)}l∈Ntr , A is the
matrix formed by its corresponding eigenvectors, and x̄ is the
sample mean vector from the training data.
The density estimation is carried out on the sphered training
set {z(l)}l∈Ntr and then the PDF in the original domain is
obtained as |det(Λ− 12AT)|fz(Λ−
1
2AT(x−x̄)). In particular,
we consider two density estimation techniques based on the
Fisher-Wald (FW) and the kernel density estimator (KDE)
[29]. In the FW setting, the density function fz(z) is approx-





where ϕ(·;µi;Ξi) is the Gaussian PDF; the weights βi, the
mean vectors µi, and the covariance matrices Ξi are obtained
through the minimization of the empirical risk in the FW
setting [34]. The solution of the minimization problem is
obtained via ML estimator or its approximation (e.g., the
solution provided by the expectation maximization algorithm).






K(z̃ − z̃(l); H̃)K(z̆ − z̆(l); H̆) (12)
Fig. 2. Measurement campaign environment.
where K(z̃; H̃), K(z̆; H̆) are product kernels, parametrized
by the matrices H̃ , H̆ , called bandwidth matrices. We con-
sider Gaussian kernels K(z̃ − z̃(l); H̃) = ϕ(z̃; z̃(l); H̃),
K(z̆− z̆(l); H̆) = ϕ(z̆; z̆(l); H̆). The bandwidth matrices are
obtained through the normal reference rule [35].
IV. CASE STUDY
The proposed technique is validated via experimental results
in terms of CEO and counting RMSE. The CEO is defined as
the probability that the counting error |n̂t − nt| is above a
given target value n?
Pceo(n
?) = P {|n̂t − nt| > n?} (13)
while the counting RMSE is defined as 2
erms =
√
E {|n̂t − nt|2} . (14)
The measurement campaign was carried out at the Depart-
ment of Engineering, University of Ferrara (see Fig. 2). The
size of the monitored area is 6×4 m2 and the presence of a
table, chairs, panels, walls, and other objects leads to a large
number of potential scatterers (i.e., clutter and multipath). A
network of nr = 3 SRs in monostatic configuration is emulated
recording the measurements with a single SR in different
locations. The measurements are then properly combined in
the online stage. The SR is based on Novelda’s UWB SR
“X4M03” chip [36]. Tab. I summarizes the SR settings and
the parameters values for the proposed technique. The number
of targets (persons) nt in the monitored area varies between
0 and nmax = 3. For each value of nt > 0, nc = 10
possible spatial arrangements of the targets in the monitored
area are considered (i.e., spatial configurations), with index set
Nc = {1, 2, . . . , nc}. Each configuration Pnt,j , with j ∈ Nc
corresponds to a different nt-tuple of target positions, i.e.
Pnt,j = {pn,j}n∈Nt , where Nt = {1, 2, . . . , nt} is the index
2The CEO is approximated with the rate and the expectation in the RMSE












Fig. 3. Map of the hall with the configurations P1,1,P1,2,P1,3 for nt = 1,
P2,1,P2,2 for nt = 2, and P3,1 for nt = 3. The violet triangles represent
the SRs positions. The grid spacing is 0.3 m.
TABLE I
SR SETTING AND SIGNAL PROCESSING PARAMETERS VALUES.
Parameter (Symbol) Value
SR carrier frequency 7.26 GHz
SR pulse bandwidth 1.4 GHz
SR energy per pulse 2.6 pJ
Repetition interval (Tpr ) 40 ms
Sample time (Ts ) 42.8 ps
Number of samples per frame (ns) 1079
Observation time (Tobs) 43.4 ns
Window length MA filter (nMA) 30
Dwell time (Td) 2 ns
Number of samples per energy bin (Nd) 47
Length energy bin vector (nbin) 23
Number of energy bin vectors integrated (Nint) 20
Number of principal components PCA (d) 9
Number of components in FW (m) 9
set relative to the targets, pn,j is the position of the n-th target
for the j-th configuration associated to nt. For nt = 0, only
nc = 3 configurations (i.e., measurements of the empty room
at different time instants) are considered due to the absence of
targets. Example configurations are depicted in Fig. 3. For each
configuration Pnt,j , one thousand observation frames per SR
are collected. After the clutter removal and energy detection,
the number of energy vectors ē(h)k are 50 for each radar and
each configuration (i.e., k ∈ {1, 2, . . . , 50}).
The measurements are used as input of an iterative pro-
cedure to validate the proposed technique. At each run, the
training (offline) and validation (online) phases are performed
by picking a set of configurations T for training, and a set of
configurations V for validating the generative model, following
the leave-p-out cross-validation criteria [37].3 This procedure
ensures that the validation of the proposed technique is carried
3In particular, p = 4 so the validation set V has cardinality |V| = 4 and
contains one configuration for each possible value of nt at each iteration.
The training set T , with |T | = 29, contains all the other configurations (i.e.,
T ∩ V = ∅ with 27 configurations relative to the case nt > 0 and 2 relative
to the case nt = 0).







































































FW KDE WT BC
Fig. 4. CEO as a function of the target counting error n? for FW, KDE,
WT, and BC algorithms.
out on configurations relatively different from the ones used
to learn the generative model.
Numerical results are provided for FW and KDE algorithms
with ML estimation. The jitter w is uniformly distributed
over the interval [−0.5, 0.5]2 in order to meet the constraints
in (9). Results are compared with two multi-target detec-
tion algorithms, namely window threshold (WT) [38] and
binary clustering (BC) [17], with CA-CFAR detection. The
WT threshold value and the CA-CFAR window length are
optimized such that the counting RMSE is minimized at each
offline phase. The WT left and right guard lengths are 1 and
2 bins, respectively. The CA-CFAR guard length is 1 bin and
the target false alarm probability is 0.01. The BC threshold
distance is set to 0.45 m (approximatively one and an half of
the distance associated to an energy bin). In the multi-target
detection cases, each SR provides an estimate of the number
of targets and the final estimate n̂t is obtained as the mode of
the estimates provided by each SR.
Fig. 4 shows the CEO as a function of the target counting
error n?. It can be observed that the proposed algorithms
outperform the multi-target detection algorithms. The error is
zero in the 63% of the cases for both KDE and FW (the
CEO is below 37% for n? = 0), whereas the error is zero
only in the 39% of the cases for the WT (the CEO is below
61% for n? = 0) and 33% for the BC (the CEO is below
67% for n? = 0). This can be attributed to the fact that
even though the clutter removal filter eliminates most of the
contributes from static reflectors, the multipath generated after
target backscattering remains unaltered at the filter output. This
detrimental phenomena can be in part mitigated by the crowd-
centric approach, while it severely affects the performance of
multi-target detection algorithms. It can also be observed that
the CEO is decreasing with n? more rapidly for the proposed
algorithms with respect to the multi-target detection ones. For
example, the CEO goes from 0.35 with n? = 0 to 0.003 with
n? = 1 for the FW, whereas it goes from 0.61 to 0.24 with
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Fig. 5. CEO as a function of n? for FW and KDE algorithms: a) FW with
|T | = 4; b) FW with |T | = 17; c) FW with |T | = 29; d) KDE with
|T | = 4; e) KDE with |T | = 17; and f) KDE with |T | = 29.















Fig. 6. Counting RMSE as a function of |T | for FW and KDE algorithms.
n? = 1 for WT. Therefore, even in the presence of a counting
error, its magnitude is smaller for the proposed algorithms.
Fig. 5 shows the CEO for FW and KDE as a function of
the target counting error n? for different sizes of the set T .
The values are derived by averaging the performance over 200
randomly chosen validation sets V obtained from the iterative
procedure. Given V , the generative model is validated multiple
times adding each time one configuration for each value of
nt to T . It can be observed that the CEO decreases when
the number of configurations available during the training
phase increases. For n? = 0, the CEO decreases from about
51% to 35% for the FW and decreases from 47% to 35%
for the KDE when the cardinality increases from |T | = 4
to |T | = 29. This represents an increase of about 12% for
the probability of estimate the correct number of targets.
Moreover, the decrement can be appreciated for all the values
of n?. This can be attributed to the fact that we add to T one
configuration for each value of nt in each iteration, so the
generative model is not biased toward any specif value of nt.
Fig. 6 shows the counting RMSE as a function of the size
of the training set T for FW and KDE algorithms. The values
are obtained with the same procedure explained for Fig. 5.
It can be observed that the performance improves when the
number of configurations used in the training phase increases.
Incrementing the cardinality, decreases the erms from 1.05 to
0.59 for the FW and from 0.83 to 0.62 for the KDE (the
counting RMSE with |T | = 29 is erms = 1.19 for WT and
erms = 1.13 for BC). This can be attributed to the fact that the
generative model becomes more accurate when the amount of
data available during the learning process increases.
V. FINAL REMARK
This paper has proposed a crowd-centric technique based
on unsupervised learning for counting device-free targets.
Based on a low-dimensional representation of the received
waveforms, the number of targets present in a monitored area
is inferred through a generative model learned during a training
phase. This technique avoids data association complexity
of the individual-centric methods and does not leverage on
any specific assumption on the operating environment. The
proposed technique has been validated via network experimen-
tation in a real environment, where the crowd-centric approach
based on unsupervised learning outperforms classical multi-
target detection algorithms. The use of unsupervised learning
is a good candidate solution for counting device-free targets
for applications where crowd-centric information is required.
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