The paper describes the robust algorithm for linear time-invariant plants under parametric uncertainties, external disturbances and high-frequency noises in measurements. The proposed algorithm allows one to reduce the noise impact on the output variable of the plant and to compensate parametric uncertainties and external disturbances independently. The modeling results illustrate the effectiveness of the algorithm.
I. INTRODUCTION
Design of simple control systems under parametric uncertainties and external disturbances when only plant output is available for measurement is important problem of control theory and practice. To construct such control schemes many solutions have been proposed in this regard.
One of the most effective tools is to synthesize control structure using high-gain observer. At first high-gain observer was proposed in [5, 10] for minimum phase plants. Later other kind of high-gain observer were considered in [3, 8, 10, 13, 14] . In [3, 5, 8, 10, 13 ] the dimension of the highgain observer is equal to 1, where is the relative degree of plant model. However, using high-gain observer can be unsatisfactory in case high frequency noise measurement application. The investigations of the high-gain observers under noises were considered in [4, 12, 15] . The problem is that the value of estimate derivative could be sufficiently greater than the real one. Moreover, the error accumulates in further estimation.
In [1, 11, 12] adaptive high-gain observer was proposed to partially overcome this problem. Thus, initially high-gain parameter of the observer has a large value, while in steady state mode high-gain parameter is decreased.
In [2, 16] an extended high-gain observer was considered. The dimension of the modified observer is 2 dimension is caused by the introduction of additional differential equations reducing the impact of high frequency measurement noises. The simulation results showed the effectiveness of the modified algorithm as compared with the standard high-gain observer. However, in [2, 16] quality of estimate derivatives and quality of filtering simultaneously depend on the solution of the observer equation.
In the present paper we consider two independent algorithms: filtering and control ones. Differently from [2, 16] , the proposed algorithm allows one 1) to improve the quality of the estimation derivatives; 2) to calculate independently the filter parameters and the parameters of the observer.
The paper is organized as follows. The problem statement is presented in Section 2. In Section 3 we design the highfrequency filtering algorithm. In Section 4 we propose the control algorithm for linear plants. In Section 5 we consider simulation results and discuss an efficiency of the proposed control structure. Concluding remarks are given in Section 6.
II. PROBLEM STATEMENT
Consider a plant model in the form
where y(t) R is an output, u(t) R is an input, f(t) R is a unmeasured bounded disturbance, w(t) R is a high frequncy bounded noise, Q(p), R(p) are linear differential operators with unknown coefficients, deg Q(p) = n, deg R(p) = m, k > 0, p = d / dt.
Assume that the coefficients of operators Q(p), R(p) and coefficient k > 0 belong to a known compact set . The polynomial R( ) is Hurwitz, where is a complex variable.
The problem is to design the control system such that the following condition holds , ) ( sup lim 1 t z t t where 1 > 0 is a required accuracy, hereinafter | | is an Euclidean norm.
III. HIGH FREQUENCY FILTERING ALGORITHM
Reject signal w from signal y. To this end, introduce the following algorithm (rth order low pass filter) 
B
> 0 is a sufficient small coefficient,
Th eo rem 1 . Let signal z be bounded and the following condition holds
where 2 > 0 is a sufficiently small coefficient. Then there exists a coefficient 0 > 0 such that for any 0 the following condition holds
For analysis of plant (6) let us use Lemma [6, 7, 9] . Lemma. Consider a plant model
is Lipschitz function in x and u, u is a bounded function, h > 0 is a small coefficient. Let system (7) be asymptotically stable when u = 0. Consider the set 0 ) , ( :
Then there exists h 0 > 0 for any > 0 such that for any h < h 0 the following condition holds
Let us verify conditions of Lemma for system (6) . System (6) is asymptotically stable for z = 0, because the matrix G is Hurwitz. Substituting = 0 into (6), we get G = Bz or 1 = z and i = i + 1 , 1 , 2 r i . Thus, z y ~. According to Lemma, there exists > 0 such that for any 0 the following condition holds
where 4 > 0 is a sufficiently small coefficient.
Consider the signal y consisting of the signal z and the noise w. Find a condition such that (5) will be hold.
Taking into account (3) and (6), rewrite the error ~ in the following form
The solution of the first equation of (9) is 
Obviously, the upper bounds of (12) will be satisfied
Taking into account (8) and (11), we get estimate (5) from (13). Theorem 1 is proved.
Let noise w be sinusoidal signals
where A i , i and i are the amplitude, the frequency and the phase accordingly.
Co ro lla ry . Let z be bounded function and noise w be signal (14) . Then there exists 0 > 0 such that for any 0 the following condition holds
Estimate (15) follows from the proof of Theorem 1.
I. SYNTHESIS OF CONTROL SYSTEM
Let us use the algorithm [8] to synthesize the control system. According to Problem Statement, only the output signal y(t) is available for measurement. Therefore, introduce the control law as follows are chosen such that the polynomial 0 1
Hurwitz, = n m is a relative degree of (1), ) (
is an estimate of the ith derivative signal ) ( t y , i = 0, 1, ..., 1.
Substituting (16) into (1), we get
. The value of g(t) depends on estimation quality of the signal ) ( t y and its derivatives, the value of (t) depends on quality of (3).
Since the set is known, then there exist the number and the polynomial D( ) such that the polynomial F( ) is Hurwitz.
To implement the control law (16) we use the following observer (numerical derivative) 
Th eo rem 2 . Let w be a bounded signal. Additionally, let ( r 1)th derivatives of w be bounded, if r . Then there exist coefficients > 0 and h > 0 such that the control system consisting of filtering algorithm (3) and control law (19) ensures goal (2) .
Proof of Theorem 2 is given in Appendix A.
II. EXAMPLE
Consider the plant in the following form ).
The set of parameters possible values in (20) is given by inequalities:
1 q 3 0.1, 2 q 2 2, 3 q 1 3, 1 q 0 1. Additionally, |f(t)| 1. We choose i = 1 and = 0.01 in (3). The parameter r in (3) will be determined in Table 1 [5] and modified high-gain observer [2, 16] . The control laws (21) are the same in all algorithms.
1) Introduce high-gain observer [5]:
); ). 
Let q 3 = 0, q 2 = 1, q 1 = 1, q 0 = 0, f(t) = sin t, w(t) = sin(0.5 10 3 t) and z(0) = 1, Table 1 shows the normalized asymptotic error magnitudes of control system (3), (21), (22), control system (21), (23) and control system (21), (24), where the normalized asymptotic error for the ith estimate is defined as The numerical results show the proposed control algorithm can significantly reduce asymptotic error magnitudes. However, the dynamical order of the proposed algorithm for r = 2 is one less than the dynamical order of the algorithm (44). Furthermore, it follows from Table 1 that increasing the parameter r can improve the quality of error state estimate.
III. CONCLUSION
In this paper the robust control algorithm under parametric uncertainties, external bounded disturbances and highfrequency noises in measurement signal was proposed. For synthesis of control algorithm we used the approach that allows one to control independently the quality of noise filtering and the quality of the error of stabilization of the output variable. The simulation results show the effectiveness of the proposed algorithm as compared as standard high-gain observer [5] and modified high-gain observer [2, 16] .
APPENDIX A
Proof of Theorem 2. Transform system (17) to the form 
