Entropy demystified the "thermo"-dynamics of stochastically fluctuating systems.
In fluctuating enzyme reaction systems represented in terms of Markov processes, we show that entropy and the Second Law of Thermodynamics are mathematical consequence of the stochastic dynamics. In this kinetic approach to entropy, the Second Law is quantified with a positive entropy production rate. We argue that the concept of entropy is really a mathematical one which arises from any stochastic dynamics. Two examples from molecular biophysics, the efficiency of a motor protein ATPase and the substrate specificity of a phosphorylation-dephosphorylation cycle are discussed.