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Abstract
Here we consider a range of Laplacian-based dynamics on graphs such as dynamical invari-
ance and coarse-graining, and node-speciϐic properties such as convergence, observability and
consensus-value prediction. Firstly, using the intrinsic relationship between the external equi-
table partition (EEP) and the spectral properties of the graph Laplacian, we characterise con-
vergence and observability properties of consensus dynamics on networks. In particular, we
establish the relationship between the original consensus dynamics and the associated consen-
sus of the quotient graph under varied initial conditions. We show that the EEP with respect
to a node can reveal nodes in the graph with increased rate of asymptotic convergence to the
consensus value as characterised by the second smallest eigenvalue of the quotient Laplacian.
Secondly, we extend this characterisation of the relationship between the EEP and Laplacian-
based dynamics to study the synchronisation of coupled oscillator dynamics on networks. We
showthat the existenceof anon-trivial EEPdescribespartial synchronisationdynamics fornodes
within cells of the partition. Considering linearised stability analysis, the existence of a non-
trivial EEP with respect to an individual node can imply an increased rate of asymptotic con-
vergence to the synchronisation manifold, or a decreased rate of de-synchronisation, analogous
to the linear consensus case. We show that high degree 'hub' nodes in large complex networks
such as Erdős-Rényi, scale free and entangled graphs are more likely to exhibit such dynamical
heterogeneity under both linear consensus and non-linear coupled oscillator dynamics.
Finally, we consider a separate but related problem concerning the ability of a node to compute
the ϐinal value for discrete consensus dynamics given only a ϐinite number of its own state values.
We develop an algorithm to compute an approximation to the consensus value by individual
nodes that is  close to the true consensus value, and show that in most cases this is possible
for substantially less steps than required for true convergence of the system dynamics. Again
considering a variety of complex networks we show that, on average, high degree nodes, and
nodes belonging to graphs with fast asymptotic convergence, approximate the consensus value
employing fewer steps.
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Chapter 1
Introduction
1.1 Motivation
The application of network science to disciplines ranging from economics and development to
biology and ecology, in response to an acknowledgment of the complexity and interdependency
of our environment, has been a fast emerging ϐield. The literature is extensive, spanning areas
as diverse as gene regulation [1], neural science [2], social or transportation networks [3,4] and
the internet [5]. Network science is ϐirmly grounded in results in mathematical graph theory [6]
and complexity theory [7], and focuses on the development of accessible tools and techniques
for the analysis of model and real-world networks constructed from data.
A current focus of complex systems theory is understanding the relationship between the dy-
namical, spectral and topological properties of a graph [2,8--10]. Within this framework, herewe
are interested developing techniques to characterise dynamical properties of individual nodes.
For example, if a graph is due to reach 'agreement' on a certain quantity under a dynamical
model, can we identify high performing nodes that reach the consensus value ϐirst? Aligned
to this problem, we also focus on the detection of groups of nodes which exhibit identical dy-
namical properties due to symmetry or redundancy in a graph, and employ this knowledge to
generate a reduced graph description for a range of dynamical models whereby nodes exchange
information on a graph. Finally, we ask, can certain nodes 'predict' the consensus value earlier
given a restricted amount of information about their own evolution ?
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1.2 Thesis Outline
This thesis considers a range of Laplacian-based dynamics on graphs, focusing on both dynam-
ical properties of the full graph such as dynamical invariance and system reduction, and node-
speciϐic properties such as convergence, observability and consensus-value prediction. A brief
outline of the main topics considered and results presented, to be introduced in more detail be-
low, follows as a guide.
Firstly, in Chapter 3, we introduce the external equitable partition (EEP), a node partitionwhere
nodes in each cell have the same out-degree, as deϐined explicitly in Section 3.1. We employ
the intrinsic relationship between the EEP and the spectral properties of the graph Laplacian to
characterise convergence and observability properties of consensus dynamics on networks. In
particular, we establish the relationship between the original graph dynamics and the dynamics
of the quotient graph, a reduced graph associated with the partition, under varied initial condi-
tions. We show that the EEPwith respect to a node can reveal nodes in the graphwith increased
rate of asymptotic convergence to the consensus value, as characterised by the second smallest
eigenvalue of the quotient Laplacian.
Secondly, in Chapter 4, we consider the relationship between the EEP and the synchronisation
of identical coupled oscillator dynamics on networks, showing that nodeswithin cells of the EEP
exhibit partial synchronisation under an appropriate initial condition. We show that asymptotic
linearised stability analysis, known as the Master Stability Function, introduced by [8, 11] can
be extended to analogous dynamics on the quotient graph. We employ this to show that the
existence of a non-trivial EEP with respect to an individual node can lead to, under a small per-
turbation from the synchronisation manifold, an increased rate of asymptotic convergence to
the synchronisation manifold or a decreased rate of de-synchronisation. Via consideration of
the corresponding quotient spectrum, we show that high degree 'hub' nodes with a non-trivial
EEP in large random graphs such as Erdős-Rényi and scale free graphs are more likely to exhibit
such dynamical heterogeneity under both linear consensus and non-linear coupled oscillator
frameworks. It should be emphasised that this is the ϐirst time the EEP has been employed to
understand the dynamical properties of a graph such as the convergence rate of individual nodes
for both linear consensus and identical coupled oscillator dynamics.
Finally, in Chapter 5, we consider analogous discrete consensus dynamics and the ability of a
node to 'predict' or compute the ϐinal value given only a limited sequence of its own state values.
Expanding onwork of Yuan et al. [12], we develop a fully decentralised algorithm to compute an
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approximation to the consensus value by an individual node that is  close to the true consensus
value. We show that, in most cases, it is possible to compute the consensus value for substan-
tially less steps than needed for true convergence of the system dynamics. Considering large
random graphs, we observe that, on average, nodes belonging to graphs with fast asymptotic
convergence or nodes with high degree approximate the consensus value in fewer steps.
We now provide an overview of the key results of this thesis.
1.2.1 Contributions Chapter 3
• We develop a polynomial-time algorithm to ϐind the minimal size EEP with respect to an
individual node in Section 3.2.
• We show that an EEP of a graph is also an EEP of its complement graph in Section 3.3.1.
• We explore the connection between the external equitable partition (EEP) of a graph and
the Laplacian matrix of both the full and quotient graphs in Section 3.3.2. We expand on
results fromCardoso et al. [13] to give anecessary and sufϐicient condition on the Laplacian
eigen-spectrum for the existence of a non-trivial EEP for graphswith degenerate Laplacian
eigenvalues. We also show that an eigenvalue corresponding to a Laplacian eigenvector is
not an eigenvalue of the quotient Laplacian corresponding to an EEP if and only if the cell-
averaged eigenvector is zero.
• We investigate the relationshipbetweenconsensusdynamics for the full andquotient graphs
in Section3.4. We illustrateboth cell-invariant dynamics for the full graph, and cell-averaging
dynamics for the quotient graph, under appropriate initial conditions. We also provide an
equivalent representation of these dynamical relationships under basis corresponding to
diagonalisation of the Laplacian.
• In Section 3.4.3 we investigate the case of non-linear signal input to the consensus dy-
namics, equal for nodes within each cell of the EEP, showing that, for any initial condition,
the system converges to the cell synchronisation manifold deϐined by the EEP - i.e. nodes
within each cell evolve identically.
• We show that, for an EEPwith respect to an individual node, the rate of asymptotic conver-
gence for the node is bounded by the second smallest eigenvalue of the quotient Laplacian
14
in Section 3.5. This latter property is a result of sharing of eigenvalues and eigenvectors of
the Laplacian between the full and quotient graphs [13]. This result enables us to classify
fast converging nodes for constructive examples such as star graphs, path and grid graphs.
• In Section 3.6 we develop an algorithm to calculate the rank of the observability matrix
with respect to an individual node based solely on spectral properties of the Laplacian
matrix.
• We then show, in Section 3.6.1, that the rank of the observability of a node under consen-
sus dynamics is equal to the rank of the observability of its cell in the consensus dynamics
of the corresponding quotient graph. We employ this result to demonstrate when the size
of the minimal EEP is not equal to the dimension of the observable subspace. This re-
sult provides a necessary and sufϐicient condition for observability of the quotient graph
through a novel characterisation of the sharing of rank-reducing properties, such as degen-
erate eigenvalues or zeros in the eigenvectors, between the full graph Laplacian and the
quotient Laplacian. We also characterise the relationship between the EEPwith respect to
an observer node and the pattern of unique columns of the corresponding observability
matrix.
• In Section 3.7 we expand our understanding of the relationship between consensus dy-
namics on the full and quotient graph for an EEP for directed and weighted graphs, and
random walks on a graph.
• Finally, in Section 3.8, we seek to characterise the dynamical behaviour of individual nodes
in large complexnetworks via considerationof themEEP. First, weexplore thebehaviourof
themean sizemEEP for a range of graph parameters including edge density and graph size.
In particular, we show that formany classes of randomgraphs including Erdős-Rényi, scale
free and entangled graphs, the mean value of the size of the mEEP over all nodes is driven
by the number of fully isolated or connected nodes. We derive corresponding analytical
expressions for the mean size of the mEEP for Erdős-Rényi, scale free and clique graphs in
terms of the edge density.
• We examine the distribution of the size of the second smallest eigenvalue of the quotient
graph Laplacian, showing that the heterogeneity of the distribution corresponds to the
heterogeneity of the degree distribution. We observe that high degree nodes in scale free
graphs tend tohave the largest increase 'local' convergence rateunder the linear consensus
framework as compared to the full graph.
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1.2.2 Contributions Chapter 4
• In Section 4.1.1 we show that, for identical dynamics and coupling, the invariant set or
synchronisationmanifold for identical non-linear coupled oscillator dynamics for both the
full and quotient graphs are equivalent.
• Focusing on the asymptotic linear stability of the quotient graph we show that the Master
Stability Function (MSF) framework can be applied identically for identical coupled os-
cillators on the quotient graph of an EEP. It follows that, if either or both the smallest or
largest non-zero Laplacian eigenvalue shared between the full and quotient graph are not
identical, the quotient graph exhibits more robust synchronisation than the full graph - i.e.
it fulϐils the necessary condition to synchronise for lower values of the coupling parameter.
• Analogous to the case of linear consensus, in Section 4.1 we show that, for an initial condi-
tion constant for nodes within each cell of an EEP, identical non-linear coupled oscillator
dynamics exhibit partial synchronisation for nodeswithin cells irrespective of the stability
of the system, i.e. they evolve identically for an appropriate initial condition.
• We then consider individual nodes that exhibit a non-trivial EEP such that either one or
both the smallest or largest non-zero Laplacian eigenvalue of the full and quotient graph
are not identical. In this case, relating the dynamical properties of the full graph to the
corresponding quotient graph dynamics, we show that the rate of decay of dynamics to
the synchronisation manifold under a small perturbation can increase dependent on the
functional form of the corresponding MSF.
• Similarly, given that the spatial de-synchronisation of coupled oscillator dynamics [14--
16] is governed by the pattern of Laplacian eigenvector components associated with un-
stable eigenvalues, we show that an individual node exhibiting a non-trivial EEP can de-
synchronise at a slower rate than the full graph again dependent on the functional form of
the corresponding MSF.
• Considering nodes of complex networks in terms of synchronisation of identical coupled
oscillators, we deduce that nodes exhibiting a large increase in spectral gap aremore likely
to converge faster under a small perturbation from the synchronisation manifold, and de-
synchronise slower, although the MSF must be calculated in each individual case to deter-
mine the magnitude of the change.
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• Finally, in Section 4.2 we investigate dynamical invariance for the Kuramoto model under
the EEP, showing that, for an appropriate initial condition, the system dynamics exhibit
partial synchronisation and evolve on a lower dimensional manifold deϐined by the EEP.
1.2.3 Contributions Chapter 5
• In Section 5.1 we generalise our results for the relationship between the EEP and linear
consensus dynamics in the continuous case to the discrete analogue, brieϐly showing that
similar results hold including the potential for fast 'local' convergence for individual nodes
as characterised by the spectrum of the associated quotient weight matrix (the discrete
analogue of the quotient Laplacian). Since our results on the relationship between the di-
mension of the observable subspace and the size of themEEPwith respect to an individual
node generalise to the discrete case, we note that size of the mEEP is an upper bound on
the number of steps theoretically needed to compute the consensus value for an individual
node in ϐinite time.
• In Section 5.3 we develop an algorithm to compute a decentralised approximation to the
consensus value that is  close to the true consensus value in fewer steps (or state values)
than theoretically predicted by the observability rank. This is achieved by employing the
singular vector corresponding to the smallest singular value as an approximate nullspace
vector for Hankel matrices of increasing size (composed solely of state values of an indi-
vidual node) to compute a sequence of approximate consensus values.
• We provide a decentralised stopping or convergence criterion, and show that this criterion
is robust over variation in graph parameters such as size, edge density and node degree
heterogeneity.
• In Section 5.4 we explore the relationship between the number of steps required to ap-
proximate the consensus value (to within a given tolerance) and the rate of asymptotic
convergence of the graph. We show that, on average, nodes belonging to fast converg-
ing graphs also compute the consensus value earlier irrespective of observability rank.
We also show, in Section 5.4.1, by optimising the edge weights in terms of increasing the
asymptotic convergence rate, employing existing techniques in convex optimisation [17],
we can also reduce the number of steps needed to approximate the consensus value.
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• Furthermore, consistent with our observations concerning the local asymptotic conver-
gence for nodes exhibiting a non-trivial EEP, we show in Section 5.4.2 that high degree
nodes of large random graphs have an advantage in early computation or prediction of the
consensus value. This advantage is more pronounced for graphs with greater degree het-
erogeneity or slower asymptotic convergence such as scale free graphs. We illustrate this
phenomenon for the well-known C. Elegans neural network [2].
• Finally, for small graphs, we show in Section 5.5 that nodes with low observability rank,
which require fewer steps to compute the consensus value, also approximate the consen-
sus value earlier if random edges of low edge weight are added (which leads to a sudden
increase in observability rank due to symmetry-breaking). This latter observation can be
seen as evidence that the ability of nodes to predict the consensus value is robust under a
perturbation of graph, i.e., the addition of noise.
1.3 Dynamical Systems on Graphs
We now brieϐly introduce and review some key concepts underlying the relationship between
the structural and dynamical properties of a graph.
1.3.1 The Graph Laplacian
The classical Laplace operator or Laplacian is a differential operator deϐined for functions on a
manifold, and is widely used in potential theory, wave theory, electromagnetic theory and quan-
tum mechanics [18]. The graph Laplacian matrix can be seen an approximation to the Laplace
operator, where points on the manifold are approximated by nodes of a graph, and the edge
weights are inversely proportional to the square of distance between the points [18]. The graph
Laplacian, and in particular its spectrum, has been previously linked to a wide variety of graph
properties under the umbrella of spectral graph theory, for a survey see [6,19]. A few of themost
well-known results in this ϐield are mentioned here.
One of the earliest results came from Kirchhoff in 1847 [20] who showed that, for a connected
graph, the geometricmean of the non-zero Laplacian eigenvalues is equal to the number of span-
ning trees (the maximal set of edges that contains no cycle) of the graph. In 1973, Fiedler [21]
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demonstrated that the multiplicity of the 0 eigenvalue of the Laplacian is equal to the number
of connected components of the graph. The eigenvector associated with the smallest non-zero
eigenvalue, known as the Fiedler eigenvector, has also been employed formultiple purposes. For
example, spectral clustering algorithms [21--23] consider the signs of the entries of the Fiedler
eigenvector to ϐind a graphpartition forwhich the inducednode groups are almost disconnected,
and are often used for applications such as image segmentation.
Finally, as discussed in the next section, the Laplacian describes nearest-neighbour communica-
tion between nodes for agreement or consensus dynamics on a graph, where the nodes asymp-
totically converge to a single value.
1.3.2 Consensus Dynamics
The network consensus problem, in which nodes exchange information and come to a common
`opinion', or consensus value for a variable [24], has applications including distributed comput-
ing or sensing [25], social or opinion networks [2,26,27], and swarming, ϐlocking or synchroni-
sation [8,28--31].
Hereweconsider thewell-known linear consensus frameworkwhichoperates anearest-neighbour
averaging rule where the dynamics, which can expressed under both a continuous and discrete
framework [24], are governed by the Laplacian matrix of the underlying graph [24, 32]. Lin-
ear consensus is a particular problem in the vast area of research concerning distributed sens-
ing [17,33], where the objective is to calculate some linear function of the initial sensor (or node
values) at some or all of the sensors (nodes). This framework is often used to model spatially
distributed sensors for physical quantities such as position, temperature, voltage, radioactivity
or humidity [25], as well as constituting the basis for the design and analysis of synchronisation
phenomena [8,28,34,35]. Consensus dynamics is also the well-known dual of a Markov process
on a graph [36], where the path of a randomwalker on a graph ismodelled via a poisson jumping
process. There are alternativemultiple approaches tomodelling consensus behaviour including
variations on linear averaging to accommodate time-delay, dynamic and switching graph topolo-
gies as reviewed by [24,37], and gossip or opinion algorithms [4,38]. Such Laplacianmodels and
their implications in terms of diffusion, community detection and dynamics are a current focus
of research in network theory [39--42].
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A key issue of interest here is the rate of asymptotic convergence of consensus dynamics to the
ϐinal value. Olfati-Saber and Murray deduced that the second smallest eigenvalue of the Lapla-
cian represents the worse possible rate of convergence [24, 32] in the continuous case, with an
analogous result in the discrete case [17]. However, to this authors knowledge, no previous an-
alytical analysis has assessed the convergence of individual nodes, as opposed to convergence
of the graph as a whole, as we do here.
This thesis will consider both the continuous and discrete analogue of the consensus framework
with different questions inmind. Firstly, wewill explore the link between the external equitable
partition, a node partition introduced below, and continuous linear consensus dynamics focus-
ing on the convergence and observability properties of individual nodes. Secondly, considering
the discrete analogue for linear consensus dynamics, we develop a decentralised algorithm to
approximate the ϐinal or consensus value from a ϐinite small number of state values of an indi-
vidual node.
1.4 The External Equitable Partition
Thewell-known equitable partition (EP), where nodeswithin each cell have constant out-degree
(including internal edges), hasbeenpreviously studied in connection toproblems in graphcolour-
ing, isomorphism and automorphism [43--45].
Here we consider the closely related external equitable partition (EEP), which is a 'relaxed' ver-
sion of the EP, where the out-degree for nodes within each cell, excluding edges internal to the
cells, is constant. This partition is formally deϐined in Section 3.1. In some sense, we will see
that this relaxation acknowledges that the information transmitted within a cell (under a cer-
tain dynamical model) is not important from the 'perspective' of nodes external to that cell. In
the literature, the external equitable partition is alternatively known as the almost equitable par-
tition [13] or the relaxed equitable partition [46].
In general we are interested in the minimal size or coarsest EEP (mEEP) with respect to an indi-
vidual node, i.e. the EEPwith the least number of cells such that the node in question lies in a cell
of size one. As is the case for many graph theoretical optimisations, minimising the size of the
EEP of a graph is thought to be computationally hard, i.e., it demands exhaustive search through
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Figure 1.1: Theminimal external equitable partition (mEEP) of the star graph of size n = 8, indicatedwith different
colours for each cell, and the corresponding quotient graphwhich has directed edgeswithweights given by the total
number of edges connecting the cells in the original graph. (b) Consensus dynamics, given by Equation (2.2), of the
star graph starting from a random initial condition with colouring correspond to EEP as shown in (a). Analysis
of the spectrum of the Laplacian for the quotient graph enables us to show that the dynamics for the centre node
(grey) converge fastest to the agreement value, as observed here.
the space of all partitions, although the complexity is currently unknown. However, for parti-
tions with respect to an individual node, a simple algorithm inspired by partition reϐinement
algorithms used to ϐind automorphisms in graphs [47] is introduced here. A related approach
was independently1 outlined by Cao et al. [48].
The external equitable partition is intrinsically related to the graph Laplacian, and in particular
its spectral properties as characterised by Cardoso et al. [13]. It is the relationship between
the EEP and the Laplacian that connects the EEP to consensus and synchronisation dynamics
and associated properties such as convergence, observability and controllability as introduced
below.
1.4.1 Consensus Dynamics and the External Equitable Partition (EEP)
Research into the properties of the external equitable partitionwith respect to the Laplacian and
consensus dynamics as outlined above was motivated by its connection to control theory [10].
The controllability andobservability properties of networkedmulti-agent systems, such as those
underlying robotics, data networks, sensor networks and manufacturing systems, determine
the ability of a subset of nodes or agents to manipulate or reconstruct system dynamics [9, 49].
Nodes, or agents, in such networks, communicate and co-operate with each other in a local fash-
1Our algorithm was developed before the publication of this similar, but non-identical, approach.
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ion, as described by the Laplacian dynamics, in order to achieve global objectives such as con-
vergence to a common agreement value [49].
For example, in manufacturing, understanding the relationship between the interconnection
structure of a command line, and the ability of a single agent to control the line, is key to de-
signing an efϐicient system, or optimising the operation of an existing one [49]. Alternatively,
in the design of large-scale energy distribution systems, the design of the network 'architecture'
has become increasingly important as the development of 'smart' grids aims to improve efϐicient
energy generation, storage, distribution and usage [49]. More generally, a wide array of multi-
vehicle systems can bemanipulated to perform a range of objectives such as swarming, ϐlocking,
alignment, cohesion and rendezvous [49]. For example, in the operation of unmanned aerial ve-
hicles (UAVs) [50], an individual control agent seeks to achieve objectives such as surveillance,
imaging or mapping, target detection, and environmental monitoring. For a review of potential
applications in this area, please see [49, Chapter 1].
Graphs exhibiting a non-trivial external equitable partition have a corresponding reduced size
quotient graph, wherenodeswithin cells of thepartition are aggregated to formasmallerweighted
and directed graph as illustrated in Figure 1.1 (a) for the star graph of size 8. Due to the relation-
ship between the Laplacianmatrix of the graph and the quotient graph of an EEP [13], consensus
dynamics on the quotient graph may be directly related to the dynamics of the original system
under certain conditions [10,46] which will be explored in depth here.
The EEP is also related to the dimension of the observable subspacewith respect to an individual
node, which quantiϐies the ability of the node to determine the state of the entire system from
knowledge of its state alone [51,52] and underlies other important properties, such as the min-
imal number of state values needed for an individual node to compute the consensus value in
ϐinite time [12, 53] (as discussed in Section 1.6 below). This question is also related to the dual
controllability problemwhere the dimension of the controllable subspace characterises the abil-
ity of a node to control or manipulate the full system dynamics [9, 51]. In the single node case,
it can be shown that the dimension of the controllable subspace is equivalent to the dimension
of the observable subspace [51].
We note that computing the dimension of the observable subspace involves the calculation of
the rank of a matrix typically containing large entries, which can be numerically unstable as we
show in Section 3.6. However, it is possible to relate properties of the Laplacian spectrum to
the dimension of the observable subspace with respect to an individual node [54,55]. A general
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approach has been developed here, related to classic results in control theory such as the Popov-
Belevitch-Hautus (PBH) lemma, for the calculation of the dimension of the observable subspace
for an individual node directly from spectral properties of the Laplacian. This will be exploited
to investigate the relationship between the dimension of the observable subspace and the EEP.
Egerstedt and collaborators [56,57] ϐirst linked the dimension of the controllable subspace, un-
der the consensus framework, with the equitable partition focusing on the development of cer-
tiϐicates for uncontrollability of a network by a single or multiple controller nodes. Martini et
al. [46] extended this characterisation to the external equitable partition, concluding that the
existence of a nontrivial EEP (with respect to a 'controller' node) was a sufϐicient condition for
a system to be uncontrollable (or equivalently unobservable). It was also suggested that the di-
mension of the controllable subspace with respect to a controller node is equal to the size of the
correspondingminimal external equitable partition [46]. However, we illustrate here why these
quantities are not always equal. This inequality has also been recently independently 2 demon-
strated via counter-example by Camlibel et al. [58]. Here we focus on a novel characterisation of
the relationship between the EEP and the dimension of the observable subspace for both the full
and quotient graphs via the sharing of spectral properties between the full and quotient graph
Laplacian matrices.
1.4.2 Dynamical Heterogeneity in Complex Networks
We are interested in characterising the dynamical properties of individual nodes, via analysis of
the spectrum of the quotient Laplacian, for a range of complex networks. We brieϐly introduce
a range of classes of random graphs ubiquitous in modelling systems ranging from biological
reactions [1,2,59] and social interactions [3,4] to the internet [5].
Erdős-Rényi graphs are classic random graphs [60], where each pair of nodes is connected by an
edge with a ϐixed probability, and have been extensively studied in terms of the identiϐication of
critical phenomena such as the emergence of a giant connected component as the probability
reaches a critical value [7]. Several alternative classes of random graph have been proposed
in response to observed real-world network structure. The cycle or ring graph is one of the
simplest communication networks, yet is known to converge or reach a consensus value slowly
- i.e. it is bad for communication. The addition of random edges known as shortcuts, however,
2This result was published soon after we had come to the same conclusion.
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quickly improves the convergence speed [2, 8, 61]. Such topologies are well-studied, and may
be generalised to describe networks in which any two arbitrary nodes can be connected using
a few edges. These are known as small-world networks [2, 8], and have been used to describe a
range of applications including the US power grid and scientiϐic co-authorship models [2].
Scale-free graphswere introduced by Barabasi and Albert [62], and are characterised by a power
law node degree distribution resulting in a small number of highly connected 'hub' nodes and
slow convergence properties [61]. Thismodel has beenwidely used to describe diverse systems
such as the internet [5], and neural networks [2]. Entangled graphs are random graphs which
are, in some sense, the opposite of scale-free random graphs - they tend to have a narrow degree
distribution and avoid hub nodes [63,64]. Entangled graphs exhibit a small eigen-ratio (see next
section) - i.e., they have optimal synchronisation properties [63, 64] - and are closely related to
expander graphs [63, 65]. Expander graphs are regular connected graphs characterised by high
connectivity properties and whose smallest non-trivial Laplacian eigenvalue is large, i.e., they
converge fast under linear consensus, and have various applications in security and computing
[63].
The relationship between graph properties such as the distribution of node degree and spec-
tral properties of the Laplacian for large graphs has been previously explored in depth [19]. For
example, if kmin is the minimum node degree for an undirected connected graph of size n with
ordered Laplacian eigenvalues 0 = 1 < 2  :::  n, then, for large random networks with
large enough minimal degree, 2  kmin is a good approximation while n  n [66]. Hence,
graphs with a narrower degree distribution such as Erdős-Rényi and entangled graphs tend to
converge faster under linear consensus dynamics, anddemonstratemore faster andmore robust
synchronisation for coupled oscillators, than scale free networks [61, 63, 64, 67, 68] which will
be discussed in more depth below. Another bound for 2 is given by the isoperimetric number
or Cheeger constant [64] which is based on the number of sparse connections between any two
subnetworks of a graph. Essentially, the isoperimetric number measures the degree of 'bottle-
neck' in the graph structure - which can result in a decrease in 2 irrespective of minimum node
degree [66].
Hereweexploit theEEP to characterise dynamical properties of individual nodes, such as asymp-
totic convergence rate, based on the spectrum of the associated quotient Laplacian for a variety
of complex networks. In particular we show that scale free graphs exhibit dynamical hetero-
geneity as high degree 'hub' nodes exhibit the largest increase in convergence rate relative to
the full graph as compared to high degree nodes in Erdős-Rényi and entangled graphs.
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Figure 1.2: (a) An Erdős-Rényi random graph has a ϐixed probability of an edge connecting each pair of nodes,
and exhibits a narrow node degree distribution. The node colour is dependent on node degree, with darker nodes
having a larger node degree. (b) A scale-free graph is characterised by a heterogeneous degree distribution with a
small number of high degree 'hub' nodes.
1.5 Synchronisation of Identical Coupled Oscillators and the
EEP
Synchronisation phenomena have long interested mathematicians and physicists as they have
been observed to underlie a range of biological, social and technical processes [66]. For example,
in the 17th Century, Christiaan Huygens saw that two pendulum clocks suspended side by side
swung with exactly the same frequency and 180 degrees out of phase. In more recent times, the
primary focus of study has been the synchronisation of large populations of oscillators.
Winfree [59] studied the nonlinear dynamics of a large population of weakly coupled limit-cycle
oscillators, with intrinsic frequencies drawn from a given probability distribution. He saw that
when the variance of the frequency distribution fell below a certain threshold, the oscillators be-
gan to synchronise spontaneously. Such oscillators exhibit a sort of transition as, after a certain
threshold, a cluster of synchronised nodes emergewhile the rest of the nodes remain unsynchro-
nised. This is referred to as a partially synchronised state. After further increasing the coupling,
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the rest of the nodes join the synchronised cluster and the system reaches the completely syn-
chronised state. This phenomenon was ϐirst described mathematically by Kuramoto [69], who
proposed a sinusoidal coupling connecting all nodes to each other. This analysis, however, as-
sumed that all oscillators inϐluenced each other, and a new framework was required to describe
the case where oscillators were connected via a graph topology [2]. The Kuramoto model was
generalised to describe sinusoidal oscillators on a graph as outlined in [70], and has been exten-
sively studied for a range of topologies.
A related direction of research is the study of the stability of the completely synchronised state
of populations of identical oscillators connected via a graph. Suchmodels are often employed to
describe a continuous system that has uniformmovement such as neurons that synchronise, or
coupled synchronised lasers [70]. In someways thiswork can be seen as an extension of the con-
sensus framework to study the dynamics of a system of non-linear coupled oscillators [11], and
many similar techniques in spectral graph theory can be employed to analyse their properties.
In particular, the development of theMaster Stability Function (MSF) [11,16] framework, where
the stability of low-dimensional system is associated with that of the original high-dimensional
network, relates the linear stability of the fully synchronised state to the spectral properties of
the underlying graph [31]. For example, for certain systems such as the chaotic Rössler attrac-
tor [71], a necessary condition for synchronisation is that the ratio of the largest eigenvalue to
smallest non-zero eigenvalue of the Laplacian, known as the eigen-ratio, is larger than a speciϐic
threshold dependent on the MSF - the largest Lyapunov exponent as a function of the Laplacian
spectrum for the particular node dynamics [8]. This framework inspired the concept of synchro-
nisabilitywhich essentiallymeasures the range of coupling forwhich a particular topology fulϐils
the necessary condition for linear stability of the synchronised dynamics via consideration of the
eigen-ratio . A full review of this area is given by Arenas et al. [66].
Here we show that the EEP characterises partial synchronised dynamics for the full graph for
an appropriate initial condition. We extend the MSF framework to non-linear identical coupled
oscillator dynamics on the quotient graph, and employ the relationship between the linearised
perturbation dynamics on the full and quotient graph to characterise the convergence and de-
synchronisation rates for individual nodes under a small perturbation from the synchronisation
manifold. These latter properties are dependent, although not exclusively so, on the spectral
properties of the quotient graph as in the case of linear consensus dynamics.
In fact it appears that a graph reduction akin to the EEP has been recently studied in relation
to synchronisation of identical coupled oscillators. Gfeller et al. [72] introduced the concept of
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spectral coarse-graining -which in its 'exact' formulation is equivalent to theEEPyet approached
from the perspective of generating a reduced Laplacian matrix that conserves a subset of spec-
tral properties of the full graph Laplacian. It appears the authors of these and subsequent pa-
pers [72--74] are unaware of the relationship of their algorithm and the well-established exter-
nal equitable partition. These authors, however, focused primarily on computing a numerical
relaxation via the identiϐication of similar eigenvector components for a single chosen eigen-
vector (or two eigenvectors) with the aim of conserving the eigen-ratio or synchronisability of
the resulting reduced graph for a range of graph topologies. The EEP has also been linked to
synchronisation under the guise of 'common inter cluster coupling' by Lu et al. [75], who em-
ploy it to derive a sufϐicient condition for cluster synchronisation under a dynamical model for
non-identical coupled oscillators.
Considering nodes of complex networks as above, while the convergence of linear consensus
dynamics is well-understood to depend on 2 [24], the synchronisability of systems of identi-
cal coupled oscillators has previously been linked to various statistical quantities [66]. For ex-
ample, a longer mean shortest path length has been related to reduced synchronisability [76].
Nishikawa et al. [76] proposed that this was due to the fact that a few central oscillators tended
to become overloaded with signals, and showed that the maximum node load (or betweenness)
was correlated with synchronisability [77]. For weighted directed graphs, it was proposed that
synchronisability is driven by the ratio of the maximum to minimum node in-degree [78]. How-
ever, as argued by Arenas et al. [66], these relationships and others [78] can be intrinsically
related to 2 (or n) via the node degree or isoperimetric number. As in the case of linear con-
sensus, our analysis of the spectrum of the quotient Laplacian with respect to individual nodes
enables us to infer node-speciϐic dynamical properties for the synchronisation of identical cou-
pled oscillators on a graph.
1.6 Consensus Value Approximation in Finite Time
Turning to the discrete analogue of linear consensus dynamics, we note that although well-
known results [17,28,32,79] give broad conditions ensuring that the state of each node reaches
the consensus value asymptotically, this could take an arbitrarily long time (i.e. exact consensus
is not guaranteed to be reached in a ϐinite number of steps). Hence, practically, one would like
to guarantee convergence in ϐinite time.
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Figure 1.3: (a) Phase space for the three-dimensional chaotic Rössler dynamics [71] (with parameters a = b = 0:2
and c = 7) for a single spoke node (grey) and the centre node (green) of a star graph shown in Figure 1.1. (b) The
time-dependent trajectories (for a single direction variable) converge to synchronised dynamics for all nodes of the
graph.
Sundaram and Hadjicostis [33] showed that, under broad conditions, any node can directly cal-
culate the consensus value after a ϐinite number of its own state values. Olshevsky and Tsitsik-
lis [80] showed that the lower bound on the number of steps needed to compute the consensus
value is given by the diameter of the graph. In general, the number of steps required is given
by the degree of the corresponding minimal polynomial of the graph [33]. Furthermore, with
knowledge only of the graph structure and a ϐinite sequence of its own state values, each node
can compute the ϐinal value with the number of steps needed given by the dimension of the
corresponding observable subspace [53]. However, this approach is based on a 'sensor' node
having full information about the topological structure of the underlying graph as encoded by
the Laplacian matrix and, as such, limits its application in cases where measurements may only
be available from a single sensor or subset of sensors.
Yuan et al. [12] developed a fully decentralised algorithm based on the construction of a Hankel
matrix composed of a sequence of state values of an individual node. In this case, it was shown
that each node can compute the consensus value by expanding the size of theHankelmatrix until
it drops rank such that the ϐinal value can be computed via a formula the requires computation
of the associated kernel vector. Here, we focus on the development of a numerical relaxation to
this approach, showing that an approximation to the consensus value may be computed that is
 (employing  to denote a small value) close to the true consensus value via exploitation of the
Singular ValueDecomposition (SVD). Thismethod enables good approximation of the consensus
value from just a few state values of a single node - in many cases signiϐicantly fewer steps than
theoretically suggested by the dimension of the corresponding observable subspace.
In most cases, it also requires signiϐicantly less steps than needed for  convergence of the graph
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or individual node (e.g. the graph dynamics are within an -ball of the true consensus value) for
full simulation of the consensus dynamics. A consequence of this result is that for large random
graphs with number of nodes n > 20, often only 3-4 steps, or 'local' sensor measurements, for
an individual node are needed to approximate the 'global' consensus value. This is possible for
graphswith slow asymptotic convergence such as scale free graphs [62], even though itmay take
100's of steps for  convergence to the ϐinal value.
1.7 Publication
The majority of the results from Chapter 3 are expected to appear in Physical Review E shortly:
N. O'Clery, Y. Yuan, G.-B. Stan, andM. Barahona. Observability and coarse-graining of consensus dynamics
through the External Equitable Partition. To appear in Physical Review E, 2013. measures including
modularity [81,82], normalised cut size [23] and Fiedler's spectral clustering [21,22].
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Chapter 2
Introduction to Graph Theory and
Laplacian-based Consensus Algorithms
Here we brieϐly introduce some basic notation and results in graph theory, and Laplacian-based
consensus algorithms. This summary follows closely the review of Olfati-Saber, Fax and Murray
[24].
2.1 Algebraic Graph Theory
We consider graphs with n nodes (or vertices) and e edges (or links). A graph is calledweighted
if a weight is associated with every edge. For a directed graph, the in- and out-degree of a node
are deϐined as the sum of the weights of the in- and outgoing edges respectively. For unweighted
graphs, the in- and out-degree of each node are equal, and, if each node has the same degree, the
graph is said to be regular.
The structure of a graph may be represented by an adjacency matrix A with entries Aij corre-
sponding to the weight of the directed edge from node i to node j with all diagonal elements
equal to zero. For unweighted graphs the matrix A is symmetric with edges of weight 1 and all
other entries equal to zero.
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The in- and out- degree of a node can be expressed in terms of the adjacency matrix:
kini =
nX
j=1
Aij; and kouti =
nX
j=1
Aji:
The closely-related Laplacian matrix L, which characterises many properties of the graph [19],
is given by
L = D   A;
whereDii = kouti has the node out-degrees on the diagonal. For undirected graphs the Laplacian
can also be expressed in terms of the incidence matrixB 2 Rne as L = BBT such that
Undirected graph Directed graph
Bij =
8><>:
1 if node i is incident with edge j
0 otherwise
8>>>>><>>>>>:
1 if node i is the destination of edge j
 1 if node i is the origin of edge j
0 otherwise
Example 1: For the graph in Figure 2.1 (a), the adjacency and Laplacian matrices are given by
A =
266666666666666666666666664
0 1 0 1 0 0 0 0
1 0 0 1 0 0 0 0
0 0 0 1 0 0 0 0
1 1 1 0 1 1 0 0
0 0 0 1 0 0 1 1
0 0 0 1 0 0 1 1
0 0 0 0 1 1 0 1
0 0 0 0 1 1 1 0
377777777777777777777777775
and L =
266666666666666666666666664
2  1 0  1 0 0 0 0
 1 2 0  1 0 0 0 0
0 0 1  1 0 0 0 0
 1  1  1 5  1  1 0 0
0 0 0  1 3 0  1  1
0 0 0  1 0 3  1  1
0 0 0 0  1  1 3  1
0 0 0 0  1  1  1 3
377777777777777777777777775
:
This graphwill form the basis of a running example that is used to illustrate our results through-
out the thesis.
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Graph Connectivity and the Laplacian Spectrum
A graph is complete if every pair of nodes is connected by an edge. Two nodes i and j are con-
nected by a path if there is a sequence of adjacent nodes that connect i to j. A undirected graph
is considered connected if there is a path between any two nodes i and j. A directed graph is
weakly connected if replacing all directed with undirected edges creates a connected undirected
graph. A directed graph is strongly connected if there exists directed paths from i to j and vice
versa for all i and j. A directed graph is disconnected if it is not weakly connected.
For undirected graphs, the Laplacian matrix is symmetric and positive semideϐinite with all
eigenvalues zero or positive. If the graph is connected, the Laplacian has a single zero eigen-
value with corresponding eigenvector 1, the vectors of all ones. The Laplacian eigenvalues of a
(connected) undirected graph are bounded by twice the maximum out-degree, as given by the
Gershgorin circle theorem:
0 = 1  2      n  2max
i
kouti :
The second smallest eigenvalue2 is knownas the algebraic connectivity anddeϐines the spectral
gap [21]which is related to the convergence rate of consensus algorithms introduced below, and
mixing times of random walks [83].
In the directed graph case, the Laplacian is not necessarily symmetric but all eigenvalues have
semi-positive real parts. If a directed graph is strongly connected, then rank(L) = n  1.
Subgraphs
A subset of nodes and edges is called a subgraph. In particular, a node-induced subgraph includes
a subset of nodes aswell as any edgewhose two adjacent nodes are part of the subset of nodes. A
clique is a subgraph that is both complete and node-induced. A subgraph ismaximal if no other
node can be added to the subgraph such that the subgraph remains connected. A connected
component is a node-induced subgraph that is both maximal and connected.
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2.2 Consensus Algorithms
Network consensus models describe the case where nodes exchange information and come to a
common `opinion', or consensus value for a variable [24].
Consensus in Continuous Time
Speciϐically, consensus dynamics are deϐined as the asymptotic convergence of a set of nodes in
a graph to a one-dimensional agreement space such that all nodes have the same value, denoted
x. Here we consider the well-known linear consensus framework which operates a nearest-
neighbour averaging rule [17,24,32]. The evolution of the state of each node, xi, is described by
the linear differential equation
_xi(t) =
X
j2Ni
aij

xj(t)  xi(t)

; (2.1)
where Ni is the set of neighbours of node i which is composed of all adjacent nodes to node i
in the case of an undirected graph, and all nodes that have an outgoing edge to node i in the
case of a directed graph. The expression 2.1 can be written as a linear system of ODEs, with
x = [x1; : : : xn]T 2 Rn,
_x(t) =  Lx(t): (2.2)
This is a distributed consensus algorithm, i.e., it is guaranteed to convergence to a collective
decision under certain conditions [17, 32]. Speciϐically, if a graph is (strongly) connected, all
variables of such a system asymptotically reach a consensus value x given by
lim
t!1 x(t) =
wTx0
wT1 1  x
 1; (2.3)
wherew is the left eigenvector of the Laplacian L corresponding to eigenvalue 0.
We can be more speciϐic about the agreement value if a graph is balanced - i.e., if all nodes have
equal in- and out-degrees. We note that all undirected graphs are balanced and can be thought
of as a sub-case. If a graph is balanced then L = LT and w = 1. In this case, the consensus
value is given by the average of the initial conditions of the variables, i.e., x = 1Tx0/n  hx0i.
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Figure 2.1: (a) The connected undirected graph of Example 1 with n = 8 nodes. (b) Corresponding continuous
consensus dynamics given by Equation 2.2 for a random initial condition.
Furthermore, a balanced graph exhibits a speciϐic invariance propertywhere the sumof the state
of all nodes is constant over time. This is called an average-consensus algorithm [84]. Figure
2.1 (b) illustrates the continuous consensus dynamics for the undirected, connected graph of
Example 1.
Consensus in Discrete Time
There exist a range of analogous discrete consensus iteration schemes which exhibit similar be-
haviour, as reviewed by [24, 30, 37]. We consider a discretisation of the continuous dynamics
introduced above where xk 2 Rn is a vector containing the state of each node at step k such that
xk+1 = Wxk: (2.4)
HereW = I   L is known as the weight matrix or Perron matrix, and may be thought of as a
discretisation step.
For a strongly connected graph with parameter 0 <  < 1/maxi(Dii), the Perron matrix W
is a primitive matrix (i.e., an irreducible stochastic matrix with only one eigenvalue with maxi-
mum value 1). Under these assumptions [24,30,79], all variables asymptotically reach a shared
consensus value x, i.e.,
lim
k!1
xk =
wTx0
wT1 1  x
1 (2.5)
wherew is the left eigenvector ofW corresponding to eigenvalue1 in this case. For anundirected
(or balanced) graph, we havew = 1 and hence x = hx0i is the average of the initial conditions
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of the variables as in the case of the continuous consensus system above.
Performance of Consensus Algorithms
The asymptotic rate at which the agreement value is reached is critical to determine the perfor-
mance of a consensus algorithm, or design an optimumnetwork topology. We consider balanced
directed networks that include undirected networks as a sub-case.
Initially considering the continuous case, a disagreement vector (t) = x(t)   x1 is deϐined
which results in the following disagreement dynamics [32] :
_(t) =  L(t):
If we have a strongly connected and balanced directed graph (or undirected graph) with Lapla-
cianL, we candeϐine a symmetric partLs = (L+LT )/2 such that2(Ls) = min1T=0(TL/T),
and
TL  2(Ls)kk2
for all disagreement vectors  due to the Courant-Fisher Theorem [85]. It can be shown that
() = T is a valid Lyapunov function that guarantees global asymptotic convergence for the
system (2.2) [24]. I.e.,
_ =  2TL   22(Ls)
such that the norm of the disagreement vector, kk = 1/2, exponentially vanishes with a speed
of at least 2(Ls).
Via an analogous process the disagreement variable k = xk   x1with dynamics
k+1 = Wk
can be employed to show that the speed of convergence of the discrete iterative consensus algo-
rithm is globally exponentially reached with a speed that is faster or equal to the second largest
eigenvalue ofWs, n 1(Ws) = 1  2(Ls).
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Alternative Forms of Consensus Algorithms
Alternative forms of Laplacian-based consensus algorithms have been introduced such as the
following model for undirected graphs [86], where the evolution of the state of node i, xi, is
described by
_xi(t) =
1
jDiij
X
j2Ni
(xj(t)  xi(t)): (2.6)
These dynamics correspond to a nearest-neighbour averaging consensus algorithm as intro-
duced above on a graph with normalised adjacency elements Aij = 1/Dii for j 2 Ni and zero
for j /2 Ni. The dynamics of Equation (2.6) can be expressed in matrix form as
_x(t) =  (I  D 1A)x(t)
such that Q = I   D 1A can been seen as an alternative form of the Laplacian matrix. This
system has identical convergence analysis to the consensus algorithm presented earlier.
The Perron matrix for the discrete dynamics associated with Q is of the form I   (I   D 1A)
with 0 <  < 1, such that
xk+1 =

(1  )I + D 1Axk:
which is closely-related to the Markov process
xk+1 = xkD 1A:
These dynamics describe the process of randomwalks on a graph [87], and are related to gossip-
based consensus algorithms [4,88].
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Chapter 3
Observability and coarse-graining of
consensus dynamics through the External
Equitable Partition
Introducing the external equitable partition (EEP) of a graph and its intrinsic relationship with
the spectral properties of the graph Laplacian, we employ the node partition to characterise the
convergence and observability properties of consensus dynamics on networks.
In particular, we explore the relationship between consensus dynamics on a graph and on the
reduced quotient graph associated with an EEP under varied initial conditions. It is shown that
the EEP with respect to a node can identify nodes in the graph with an increased rate of asymp-
totic convergence to the consensus value, as characterised by the second smallest eigenvalue
of the quotient Laplacian. Similarly for EEP with respect to an individual node, it is shown, via
consideration of the sharing of spectral properties between the full and quotient Laplacian ma-
trices, that the quotient graph preserves the observability properties of the full graph and that
the size of the EEP is an upper bound on the corresponding observability rank.
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3.1 The External Equitable Partition (EEP)
A graph may be partitioned into cells, i.e., groups of nodes Ck = fh; i; jg, where the notation
indicates that nodes labelled h, i and j are in cell k. A well-known example of a graph partition
is the equitable partition, which groups nodes with constant out-degree into cells [89].
Deϐinition 1 [Equitable Partition (EP)] A partition  = fC1; :::; Cmg intom cells is said to be
equitable if each node in Cj has the same number of neighbours in Ci for all i, j.
The concept of external equitable partition is less restrictive, demanding that theout-degree from
nodes in a cell is constant with respect to any other cell but not within each cell:
Deϐinition 2 [External Equitable Partition (EEP)] A partition  = fC1; :::; Cmg intom cells is
said to be externally equitable if each node inCj has the same number of neighbours inCi for all
i, j with i 6= j.
In the literature, the EEP is alternatively known as the almost equitable partition [13] or the
relaxed equitable partition [46]. Clearly, an equitable partition is necessarily an EEP but not vice
versa.
The number of cells (or size) of an external equitable partition  of the graph is denoted asm =
jj. Clearly, there is always a trivial EEP of size n, i.e., every node in a cell by itself. Here we are
particularly interested in , the minimal (or coarsest) external equitable partition (mEEP), i.e.,
the partition with least number of cells, which is not necessarily unique. The size of  is:
m = jj = min
jj
f j is EEPg:
A non-trivial mEEP will thus havem < n. We will see below that coarse-graining the variables
of a consensus dynamics taking place on a graph according to any non-trivial EEP leads to a
reduced description of such a dynamics.
Our work also relates local node-speciϐic convergence rates and node observability to the mini-
mal external equitable partition with respect to a single node:
Deϐinition 3 [Minimal EEP with respect to node r] A partition r with cells C1; :::; Cm is said
to be externally equitable with respect to node r if frg 2 r . The minimal such partition r has
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size
mr = jr j = minjrj frjr is EEP and frg 2 rg:
It has been shown [48] that the minimal EEP with respect to an individual node is unique.
Although minimising the size of the EEP of a graph is computationally intensive, for the case of
the mEEP with respect to a single node, it is possible to implement an efϐicient scheme inspired
by algorithms used to ϐind graph automorphisms [45,47]. Such an algorithmhas been developed
here to ϐind the mEEP with respect to a single node and applied it to the examples here (see
Section 3.2). A related approach was outlined separately by Cao et al. [48].
Each EEP can be represented through the quotient graph, the associated graph with a node for
each cell which, in general, weighted, directed and not symmetric:
Deϐinition 4 [Quotient graph of an EEP] Given an EEP, the associated quotient graph has num-
ber of nodes equal to the size the partition (with each node corresponding to a cell of the parti-
tion) and directed edge weights given by the out-degree between cells of the partition.
These deϐinitions are illustrated in the following example.
Example 1 Continued: For the graph in Figure 3.1 (a), the minimal external equitable partition
(mEEP) is given by:
 = ff1; 2; 3g; f4g; f5; 6g; f7; 8gg: (3.1)
An efϐicient algorithm, introduced below, has been used to ϐind the minimal external equitable
partitions with respect to each node individually (see Figure 3.1 (a)-(b)) with sizes:
mr =
8>>>>>>>><>>>>>>>>:
4 for r = 4
5 for r = 3; 5; 6; 7; 8
6 for r = 1; 2
(3.2)
For this example, the mEEP of the full graph is the minimal EEP with respect to node 4:  = 4 .
The corresponding quotient graph is also shown in Figure 3.1 (a).
Here,wewill concentrate onpartitionsofundirectedandunweightedgraphs, althoughour frame-
work is equally applicable to undirected weighted graphs. Extensions to general directed graphs
for which L 6= LT are brieϐly considered in Section 3.7.
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Figure 3.1: (a) The minimal external equitable partition (mEEP) of the graph of the running Example 1,  = 4
given in (3.1), indicated with different colours for each cell. The corresponding quotient graph has directed edges
with weights given by the total number of edges connecting the cells in the original graph. (b) The mEEPs with
respect to the other nodes of the graph in (a) shown via node colouring. (c)-(e) The mEEP and corresponding
quotient graph for: (c) the path graph of length n = 5: mEEP of size three,  = 3 , where the centre node (grey)
is labelled 3; (d) the cycle graph of size n = 6: mEEP of size two, in which any pair of facing nodes (yellow) form a
cell with the remaining nodes in the other cell; (e) the star graph of size n: mEEP of size two,  = n, where the
centre node (yellow) is labelled n.
3.2 Algorithm toCompute theMinimal Size EEPwithRespect
to a Single Node
We have developed an efϐicient method to compute the minimal external equitable partition
with respect to a node inspired by partition reϐinement algorithms used to ϐind graph automor-
phisms [47]. A related but distinct approach was outlined separately by Cao et al. [48].
Brieϐly, our algorithm to compute the mEEP with respect node r proceeds as follows:
1. Initialisation: Set counter i = 1. Generate a k = 2 partition with the chosen node r in one
cell and all other nodes in the second cell.
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2. Iteration: Build the proϐile matrixNi 2 Rnk for current partition of size k, such that entry
l; j of Ni is the total out-degree from node l to nodes in cell j for l /2 Cj , and entry l; j is
zero for l 2 Cj . Group identical node proϐiles (rows ofNi) within any single cell and split
the cell accordingly to get a reϐined partition with an increased number of cells. Return to
Step 2 and increment i = i+ 1 if the termination criteria is not fulϐilled.
3. Termination: When all rows within each cell are the same, no further splits are needed.
The mEEP with respect to node r has been found.
By construction, this algorithm ϐinds an EEP. To see that we ϐind the minimal EEP, consider
whether the algorithm could result in a cell being split which could remain un-split for a coarser
EEP. According to our algorithm, a cell C1 is split if two nodes in C1 have differing out-degree to
another cell, e.g.,C2. IfC2 were split later becomingC3 andC4, it follows from the algorithm that
any split ofC2 conserves the same nodes divided between the new cellsC3 andC4, and hence the
total out-degree. Therefore, any re-distribution of the out-degree between the new cells cannot
result in equivalent proϐiles for an upstream node pair in C1. If we apply this logic inductively,
we see that the algorithm results in the unique minimal EEP with respect to the node.
We now develop a bound on the time-complexity of this algorithm.
Lemma 1: The algorithm outlined above has complexity of at mostO((e+ nlog(n))n).
OutlineofProof: At every iterationweupdate thenodeproϐiles, employingO(e)operations. We
then sort the proϐiles to split them requiringO(nlog(n)) operations. Finally the worst possible
number of iterations is n, i.e., every node is in its own cell.
Hence, since e  n2 for dense graphs, the complexity is upper bounded byO(n3).
Example 1 Continued: Selecting to partition node 4 in its own cell, we start with partition
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ff4g; f1; 2; 3; 5; 6; 7; 8gg. The sequences of proϐile matrices are given by
N1 =
266666666666666666666666664
1 0
1 0
1 0
0 5
1 0
1 0
0 0
0 0
377777777777777777777777775
; N2 =
266666666666666666666666664
1 0 0
1 0 0
1 0 0
0 5 0
1 0 2
1 0 2
0 2 0
0 2 0
377777777777777777777777775
; N3 =
266666666666666666666666664
1 0 0 0
1 0 0 0
1 0 0 0
0 3 2 0
0 1 0 2
0 1 0 2
0 0 2 0
0 0 2 0
377777777777777777777777775
:
Initially, we can see that we need to split nodes 7 and 8 from 1, 2, 3, 5 and 6 to get a reϐined
partition ff4g; f1; 2; 3; 5; 6g; f7; 8gg. Then we need to split nodes 5 and 6 from 1, 2 and 3 to get
ff4gf1; 2; 3g; f5; 6g; f7; 8gg. The proϐiles (rows) within cells are now consistent, and we have
found the mEEP with respect to node 4.
3.3 The Laplacian Spectrum and the EEP
The external equitable partition may also be characterised via the relationship between the
Laplacian of the original graph and the Laplacian of the quotient graph. These two Laplacians
share spectral properties that underlie the remainder of the analysis in this chapter.
Any partition of a graph intom cells can be represented by a characteristic (or indicator) matrix
P 2 Rnm, with entries Pij = 1 if node i is in cell j and zero otherwise. We note that here we
assume that P is a matrix such that it has a single entry one in each row (corresponding to the
cell in which the node lies).
It is also convenient to deϐine the matrix:
D = P TP = diag(jCij); (3.3)
whereD 2 Rmm is a matrix with the sizes of the cells jCij on the diagonal.
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Consider , an EEP with indicator matrix P . Then the Laplacian matrix of the graph, L, and the
Laplacian matrix of the quotient graph, L , are related via [13]
LP = PL: (3.4)
This expression may be seen as an alternative deϐinition of the EEP, and a form of commutation
between the Laplacian matrices and the principle matrix of the partition, P . A similar relation-
ship holds between the graph and quotient adjacency matrices for the equitable partition [89].
3.3.1 The EEP of the Complement Graph
Wenow consider a brief aside, wherewe show that for an unweighted and undirected graph any
external equitable partition of a graph is also an external equitable partition of the complement
graph.
Lemma 2: For a graph exhibiting a non-trivial EEP  such that LP = PL , then
LcP = PL

c
where Lc = nI   11T   L and Lc is the Laplacian matrix corresponding to the quotient graph
of the complement graph for the partition described by P .
Proof: This can be shown by considering the following. Traditionally a complement graph is
not deϐined for a weighted graph since there is no deϐinedmaximum out-degree, but in this case
there exists a natural deϐinition for the complement of the quotient graph corresponding to a
non-trivial EEP. Speciϐically, since Aij the number of nodes in cell j that each node in cell i con-
nects to, we can conclude thatAc;ij = jCjj  Aij is the corresponding entry for the complement
graph - e.g. each node in cell i connects the other nodes in cell j in the complement graph. Hence,
the adjacency and Laplacian matrices for the complement are given by
Ac = (11T   I)D   A
Lc = nI   11TD   L
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Figure 3.2: (a) A graphwith node colouring corresponding to theminimal external equitable partition of the graph.
(b) The complement graph, again with node colouring according to the minimal external equitable partition. (c)
The quotient graph corresponding to themEEP shown in (a). (d)Although themEEP is identical, the quotient graph
for the mEEP of the complement graph is different to that of the original graph.
where we have used diag(AT1) + diag(ATc 1) = nI  D . Then it immediately follows that
LcP = (nI   11T   L)P
= P (nI   11TD   L)
= PLc
where we have used 11TP = 11TD = P11TD for vectors 1 of appropriate size.

A corresponding result for the equitable partition and the corresponding graph and quotient
adjacency matrices is also known [90].
3.3.2 Spectral Properties
The relationship of Equation (3.4) translates into speciϐic spectral properties, which are now
presented and extended in order to give necessary and sufϐicient conditions for the existence of
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a non-trivial EEP based on the eigen-structure of the Laplacian.
First, note that (3.4) corresponds to the homogeneous Sylvester equationLP  PL = 0, which
has a non-zero solution for P if and only if L and L share at least one eigenvalue [91]. This
observation can be extended to characterise the full relationship between the eigenvalues of L
and L . Let (M) denote the set of eigenvalues of matrixM . If  is an EEP, then the eigenvalues
of L are a subset of those of L [13]:
(L)  (L):
A similar statement holds for the eigenvectors: A vector u is an eigenvector of the quotient
graph Laplacian L if and only if u = Pu is an eigenvector of the graph Laplacian and they
share the same eigenvalue [13]. This follows directly from the fundamental relation of Equation
(3.4):
Lu = LPu = PLu = Pu = u:
Based on this observation, it was suggested [13] that, if u is an eigenvector of L corresponding
to a shared eigenvalue with L , the components of u must be constant within each cell of :
ur = us; 8r; s 2 Cj for j = 1; :::;m. However, this only holds when all eigenvalues of L are
distinct. The results for the general case with repeated eigenvalues are now stated.
Lemma 3: An eigenvalue of the graph Laplacian is shared with the Laplacian of the quotient
graph only if the subspace spanned by the corresponding eigenvectors contains vectors of the
form v = Pv (i.e., with constant coefϐicients within cells).
Hence, for the case of repeated eigenvalues, we need to evaluate how many vectors of the form
v = Pv lie in the span of the subspace of the associated degenerate eigenvectors, as can be seen
in the following example.
45
Example 1 Continued: For the graph in Figure 3.1(a), the Laplacian matrix is:
L =
2666666666666666666666666664
2  1 0  1 0 0 0 0
 1 2 0  1 0 0 0 0
0 0 1  1 0 0 0 0
 1  1  1 5  1  1 0 0
0 0 0  1 3 0  1  1
0 0 0  1 0 3  1  1
0 0 0 0  1  1 3  1
0 0 0 0  1  1  1 3
3777777777777777777777777775
;
where the lines separate the four cells of the mEEP  given by Equation (3.1). Clearly,  is an
EEP: the number of edges from any node in cell i to any node in any other cell j is constant, as
seen in the off-diagonal blocks.
The quotient graph of, also shown in Figure 3.1 (a), has indicatormatrixP and quotient Lapla-
cian L:
P =
266666666666666666666666664
1 0 0 0
1 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0
0 0 1 0
0 0 0 1
0 0 0 1
377777777777777777777777775
and L =
26666666664
1  1 0 0
 3 5  2 0
0  1 3  2
0 0  2 2
37777777775
; (3.5)
and it is easy to check thatLP = PL . The set of eigenvalues of the LaplacianL of the full graph
is
(L) = f0; 0:6277; 1; 3; 3; 4; 4; 6:3723g (3.6)
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and the corresponding eigenvectors are given by the columns of U :
U =
2666666666666666666666666664
1  1  0:5  1 0 0:1667 0:1667  1
1  1  0:5 1 0 0:1667 0:1667  1
1  1 1 0 0 0:1667 0:1667  1
1  0:3723 0 0 0  0:5  0:5 5:3723
1 0:6861 0 0  1  0:5  0:5  2:1861
1 0:6861 0 0 1  0:5  0:5  2:1861
1 1 0 0 0 1 0 1
1 1 0 0 0 0 1 1
3777777777777777777777777775
: (3.7)
Firstly, note that three of the non-repeated eigenvalues f0; 0:6277; 6:3723g have eigenvectors
with constant components within each cell (columns 1,2 and 8). Hence these three eigenval-
ues are shared with the quotient Laplacian. On the other hand, the (non-repeated) eigenvalue
1 is not an eigenvalue of the quotient graph since its eigenvector (column 3) has non-constant
coefϐicients in cell 1. Consider now the degenerate eigenvalues: f3; 3; 4; 4g. The eigenvectors as-
sociated with eigenvalue 3 cannot generate a linear combination that has constant coefϐicients
in each cell. Hence 3 is not an eigenvalue of the quotient graph. On the other hand, the two
eigenvectors associated with 4 can generate a linear combination (their sum) with constant co-
efϐicients in each cell. Therefore, 4 is an eigenvalue of the quotient Laplacian. In summary,
(L) = f0; 0:6277; 4; 6:3723g
with eigenvectors given by the columns of U:
U =
26666666664
1  1 0:1667  1
1  0:3723  0:5 5:3723
1 0:6861  0:5  2:1861
1 1 0:5 1
37777777775
:
The structure of the eigenvectors can be related to whether or not they are shared with the quo-
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tient graph Laplacian.
Lemma 4: If u is an eigenvector of Lwith eigenvalue , then the cell-averaged eigenvector
u = (D) 1P Tu
is an eigenvector of the quotient Laplacian L with the same eigenvalue.
Proof: If Lu = u, then
L(D) 1P Tu = (D) 1LTP Tu = (D) 1P TLu
) Lu = u (3.8)
where
P TLP = DL = LTD (3.9)
has been used.

Consequently, if u is an eigenvector of L and its eigenvalue  is shared with the quotient graph,
then it follows from Equation (3.8) that the vector that has the cell-average as the constant com-
ponent within each cell is also an eigenvector of Lwith the same eigenvalue.
Corollary 5: If u is an eigenvector of L and its eigenvalue  is shared with the quotient graph,
then the vector that has the cell-average as the constant component within each cell
v =

P (D) 1P T

u; (3.10)
is also an eigenvector of Lwith the same eigenvalue.
Proof: Simply,
L

P (D) 1P T

u = PL(D) 1P Tu = 

P (D) 1P T

u
) Lv =  v:
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This eigen-structure implies that an eigenvector is not sharedwith the quotient graph if and only
if the cell-averaged eigenvector is zero.
Theorem 6: An eigenvalue corresponding to eigenvector u of L is not an eigenvalue of the quo-
tient Laplacian L for any EEP  if and only if the cell-averaged eigenvector is zero, i.e.
(D) 1P Tu = 0:
For instance, in Example (1) above, multiplication of U by (D) 1P T leads to cell-averaging re-
sulting in all zeros for columns 3, 4 and 5. Hence these columns cannot be associatedwith shared
eigenvalues.
3.4 Coarse-grainedConsensusDynamicson theQuotientGraph
of an EEP
The implications of the existence of a (non-trivial) EEP for network dynamics is now studied. In
particular, we consider Laplacian-based consensus [24], as introduced in Chapter 2, where all
nodes reach the same ϐixed (consensus) value asymptotically.
Consider an n-dimensional system of ordinary differential equations describing the dynamical
evolution of the node variables [x1(t); :::; xn(t)]T  x(t) 2 Rn:
_x(t) =  Lx(t): (3.11)
For a connected, undirected graph (or equivalently a directed balanced graph) all variables of
such a systemasymptotically reach a consensus value givenby the average of the initial condition
x = hx0i [17,24].
Let the graph have an external equitable partition  of size m represented by P . We can then
consider anm-dimensional system y(t) = [y1(t); :::; ym(t)]T 2 Rm deϐined on the quotient graph
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and evolving under the dynamics:
_y(t) =  Ly(t): (3.12)
The quotient graph is in general directed and weighted. We can see that it is always strongly
connected since each non-zero directed edge has a corresponding edge in the opposite direction:
Aij 6= 0 () Aji 6= 0. Therefore the system (3.46) reaches a consensus value y given by:
lim
t!1 y(t) =
1TDy0
1TD1 1 =
1TDy0
n
1  y 1; (3.13)
which follows from (2.3) withw = D 1 = [jC1j; :::; jCmj]T wherew is the left eigenvector of L
corresponding to eigenvalue 0.
A special case is when the quotient graph is balanced, and the leading left eigenvector isw = 1
such that y = hy0i. Note that for a balanced quotient graphD1 = 1, so that all cells have the
same number of elements.
The dynamical implications of the relationship between the full system (2.2) and the lower-
dimensional system (3.46) deϐined by the EEP are now examined.
3.4.1 Invariance in EEP Consensus Dynamics
Let the full system (2.2) evolve from an initial condition with constant values within cells: x0 =
Py0 (for x(0) = x0 etc.). Then the system variables remain identical within cells at all times.
More explicitly, it follows from (2.2), (3.46) and (3.4) that
x(t) = e tLPy0 = Pe tL
y0 = P y(t) 8t; (3.14)
where y(t) = e tLy0 is the dynamical evolution (3.46) of the consensus on the quotient graph
starting with the speciϐied initial condition. It should be noted that e tLP = Pe tL comes
directly from the relation LP = PL , and is not related to any property of the exponential.
Hence, in this case, 'cell synchronisation' is maintained at all times, and the dynamics of each
cell corresponds to that of the corresponding node in the quotient graph. In other words, x lies
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Figure 3.3: (a) The time evolution of the nodes of the graph of Example 1 (inset) under consensus dynamics (2.2)
from a random initial condition x0 is plotted with solid lines. The time evolution of (D) 1PT x, the cell averages
according to themEEP (indicated by colours in the inset), are shownwith empty circles (for cells of size greater than
one). (b) The time evolution of the quotient graph (inset) under consensus dynamics (3.46) with initial condition
y0 = (D) 1PTx0 coincides with that of the cell-averaged dynamics in (a).
in the 'cluster synchronisation manifold' [75]:
M = fx 2 Rnjxi = xj 8 i; j 2 Ck 2 g:
Finding a non-trivial EEP is thus equivalent to ϐinding a graph (i.e., the quotient graph) for which
the associated consensus dynamics describes the lower-dimensional synchronisation manifold
of the full graph dynamics [75,92].
3.4.2 EEP Cell-averaged Dynamics
Let the full system (2.2) evolve from an initial condition x0 and consider the time-evolution of
the cell-averaged dynamics:
hx(t)icell  (D) 1P Tx(t): (3.15)
Using (3.9), it is easy to see that
hx(t)icell = (D) 1P T e tLx0 = (D) 1e t(L)TP Tx0
= e tL

(D) 1P Tx0 = e tL
hx0icell:
Hence the EEP cell-averaged dynamics of the full system evolves under the Laplacian dynamics
of the quotient graph.
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This averaging relationship, which has also been considered for graph controllability [10, 46],
holds for the quotient graph of an EEP, and not for an arbitrary partition.
Example 1 Continued: Figure 3.3 shows the evolution of consensus dynamics on the graph
in Figure 3.1(a) under the full dynamics (2.2) for some x0. It is also shown that the evolution
of Laplacian dynamics (3.46) on the quotient graph with initial condition y0 = (D) 1P Tx0 is
equivalent to the cell-averaged dynamics of the full graph, hx(t)icell. Hence, the dynamics of the
quotient graph correspond to the cell-averaged dynamics of themain graph, and reach the same
consensus value.
Since L is symmetric and diagonalisable, we can also consider the transformed dynamics, with
L = V V T , such that z = V Tx. The dynamics of z(t) = [z1(t); :::; zn(t)]T 2 Rn may be described
by the system:
_z(t) = V T _x(t) =  V TLx(t) =  V TV V Tx(t) =  z(t):
Similarly, due to the sharing of real eigenvalues between L and L , L is also diagonalisable and
we can consider the dynamics of q = V Ty for L = V V T such that
_q(t) = V T _y(t) =  V TLy(t) =  V TV V Ty(t) =  q(t):
It may be shown that
• for initial condition V z0 = PV q0, we have V z(t) = PV q(t) for all t and
• for initial condition hV z0icell = V q0, we have hV z(t)icell = V q(t) for all t as above.
As introduced in Chapter 2, it is well known [24] that the convergence rate for consensus dy-
namics is upper bounded by the second smallest eigenvalue of the symmetric part of the Lapla-
cian [24]. Due to the sharing of eigenvalues between L and L discussed in Section 3.3, all the
eigenvalues of L are real and the second smallest value of L , denoted 2 , satisϐies
2  2 : (3.16)
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Hence the EEP-averageddynamics converges at least as fast as the full dynamics. Itwill be shown
in Section 3.5 how this property can be used to characterise the convergence properties of each
node through the use of the EEP with respect to individual nodes.
3.4.3 Consensus Dynamics under an Input Signal consistent with the EEP
We now consider the consensus dynamics under a smooth input signal b(t) :
_x(t) =  Lx(t) + b(t): (3.17)
The solution of this non-homogeneous linear system can bewritten in terms of the eigenvectors
(ui) and eigenvalues (i) of the Laplacian L:
x(t) =
nX
i=1
e it

uTi x0 +
Z t
0
eis uTi b(s)ds

ui: (3.18)
If we have an identical input b(t) = b(t)1, the only surviving integral term corresponds to u1 =
1/pn, the eigenvector associated with the zero eigenvalue, such that
x(t) =
nX
i=1
e it

uTi x0

ui +
"Z t
0
1Tb(s)
n
ds
#
1; (3.19)
and the system approaches asymptotically a solution where all nodes have identical dynamics:
x(t)!
"
1Tx0
n
+
Z t
0
1Tb(s)
n
ds
#
1 as t!1. (3.20)
The convergence of the system towards global consensus is usually measured by centering the
variables with respect to their centroid [12,70]. Let us deϐine the dissensus variables:
 =
 
I   11
T
n
!
x  Cx; (3.21)
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Figure 3.4: (a) The graph of Example 1 with input b(t) = Pb(t)  P [sin(t); sin(2t); cos(t); sgn(sin(t))]T . (b) For
several random initial conditions (with the same mean so that they have identical constant phase), the dynamics
asymptotically converges to the synchronisationmanifoldwith four distinct time-varying outputs, one for each cell.
where C is the centering matrix. The dissensus dynamics evolves according to
_ =  CLx+ Cb(t) =  LCx+ Cb(t) =  L + Cb(t);
where we have used CL = L = LC for an undirected graph with L = LT . Clearly, when the
inputs are identical,
b(t) = b(t)1 ) _ =  L + b(t)C1 =  L;
and the dissensus variables decay exponentially, i.e., all the nodes converge to an identical time-
varying solution.
Consider now an EEP deϐined by P . We can deϐine a transformation that measures the dissensus
within cells:
 =

I   P (D) 1P T  x  Cx; (3.22)
where the variables are referred to the average of their own cell, as follows fromEquation (3.10).
Note that the global centering matrix deϐined in Equation (3.21) is the particular case of C
where the partition includes all nodes, i.e., when P = 1.
Theorem 7: Let the system have an input that is consistent with the EEP, i.e., it is identical
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within each cell but distinct between them:
b(t) = P b(t);
where b(t) 2 Rm contains them distinct inputs to the cells. The dissensus within cells decays
exponentially governed by L towards a solution that is uniform within each cell, yet distinct
across cells.
Proof: The dynamics of the dissensus within cells for such an input is governed by
_ =  CLx+ Cb(t) =  LCx+ CPb(t) =  L;
where we have used
CL = LC; (3.23)
which follows from(3.4) and it is easy to check thatCP = 0. (Note that there is a constant phase
difference in the dynamics on the synchronisation manifold ϐixed by the mean of the arbitrary
initial condition.)

This conclusion also follows from (3.18) by noticing that P Tui = 0 for all the eigenvectors of L
which are not of the form ui = Pu . Therefore the only terms that survive asymptotically are
constant within cells, as shown in the following example.
Example 1 Continued: Consider again the graph in Figure 3.1 (a) with  given in (3.1) and
indicator matrix P as in (3.5). Let the driven system (3.17) evolve under b(t) = Pb(t), an
input consistent with this EEP. Figure 3.4 (b) shows that the dynamics (3.17) converges to a
time-varying solution withm = 4 distinct trajectories from a random initial condition x0.
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3.5 Node Convergence and the EEP with respect to a Single
Node
It is now shown how the mEEP with respect to each node allows us to characterise node con-
vergence when the network evolves under consensus dynamics. As discussed in Section 3.1, the
mEEPwith respect to each node considers partitions in which the node under study is in a cell by
itself, and is computationally tractable to ϐind employing the algorithm outlined in Section 3.2.
We say that the full system converges if
lim
t!1 kx(t)  x
1k = 0
with rate bounded by 2 since
kx(t)  x1k = ke Ltx0   e Ltx1k
 ke Ltkkx0   x1k
 ke 2tkkx0   x1k
since 1 is an eigenvector of e Lt and L is diagonalisable as outlined previously. We say node i
converges if
lim
t!1 jxi(t)  x
j = 0
with convergence rate bounded also by 2 since
jxi(t)  xj  kx(t)  x1k  ke 2tkkx0   x1k:
for any i.
Our analysis of the spectral properties of theEEP (Section3.4) shows that the rate of convergence
of the quotient graph dynamics is at least as fast as that of the original dynamics, as follows
from (3.16). Hence the mEEP with respect to each node (r) can be used to characterise the
convergence properties of individual nodes, since the rate of convergence of variable xr is upper
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bounded not by 2 but by r2 .
Theorem 8: For the mEEP with respect to node r (r), the rate of convergence of the node r is
bounded by the second smallest eigenvalue of Lr , r2 .
Hence if
2 < 
r
2 ;
i.e., the spectral gap of the EEP quotient graph (r2 ) is larger than that of the full graph (2), the
rate of convergence of the node r will be faster than that of the rest of the graph.
Example 1 Continued: Consider again the graph in Figure 3.1 (a). Using the efϐicient search
algorithm introduced in Section 3.2 to ϐind the mEEPs with respect to each node in turn, it is
found that r2 = 2 for all r . Hence the individual nodes do not exhibit differentiated rates of
convergence, as can be seen in Figure 3.3.
However, other graphs can have speciϐic spectral properties which imply that particular nodes
have distinct convergence rates to the rest of the graph, as can be seen through the following
examples.
Star graph
Consider the consensusdynamics ona star graphwithnnodes,where the central node is labelled
n (the inset in Figure 3.5 (a) shows an example with n = 8). An orthogonal set of Laplacian
eigenvectors ui are given by the columns of
U =
26666666666666666666664
1 1 0 : : : 0   1
n 1
1  1 1 : : : 0   1
n 1
1 0  1 : : : 0   1
n 1
... ... ... . . . ... ...
1 0 0 : : : 1   1
n 1
1 0 0 : : :  1   1
n 1
1 0 0 : : : 0 1
37777777777777777777775
; (3.24)
corresponding to eigenvalues 1 = 0, i = 1 for i = 2; : : : ; n  1, and n = n [93].
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Figure 3.5: (a)Consensus dynamics of a star graphwithn = 8nodes (inset) starting froma random initial condition
x0. The time-dependent average of all the spoke nodes (including the yellow node) is shownwith empty circles. (b)
Consensus dynamics of the quotient graph (inset) of the mEEP of the star graph with respect to the centre node n
starting from the initial condition y0 = (D

n) 1PTx0. The dynamics exhibits fast convergence, upper-bounded
by n2 = 8  2 = 1. (c) Consensus dynamics of the quotient graph (inset) of the mEEP of the star graph with
respect to any leaf node l for l = 1; ::; n   1 (e.g. node in yellow), again with y0 = (D

i ) 1PT x0. In this case,

l
2 = 2 = 1 and leaf nodes do not exhibit faster convergence. (d) The dynamics of the centre node for increasing
n for random initial conditions subject to x0(n) = 0:9 and hx0i = 0:5. Since n2 = n, the centre node converges
faster with increasing n.
The mEEP with respect to the centre node is n = ff1; :::; n   1g; fngg. For this partition,
(D

n) 1P Tui = [0; 0]T for all the degenerate eigenvectors i = 2; :::; n   1 and only 1 = 0
and n = n are shared with the quotient graph Laplacian. Hence 2 = 1 < 

n
2 = n and the
centre node converges more quickly than the full system (see Figure 3.5 (a)).
We note that this is a speciϐic case of an external equitable bipartition (e.g. two cell partition).
For a general graph EEP  of size two, the spectrum of the quotient Laplacian is given by [13]
(L) = f0; 2g = f0; A12 + A21g:
For an EEP with respect to a single node r, only two conϐigurations can yieldmr = 2 - if node r
is either fully connected, as in the case of the centre node of a star graph, or completely isolated.
In the former case, taking  = n as above, we have A12 = 1 and A21 = n   1 and hence
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Figure3.6: (a)Consensusdynamics of apath graphwithn = 5nodes (inset) starting froma random initial condition
x0. The time-varying averages within cells f1; 5g and f2; 4g are shownwith empty circles. (b) Consensus dynamics
of the quotient graph (inset) corresponding to the mEEP of the path with respect to the centre node r = 3. The
dynamics is started from the initial condition y0 = (D) 1PT x0 and exhibits fast convergence, upper-bounded
by 32 = 1:382 > 2 = 0:382. Node 3 is therefore fast converging. (c) The ratio between the second largest
eigenvalue of the quotient Laplacian (for the mEEP with respect to the centre node), and that of the original graph,
for increasing path size n (odd) as given by Equation (3.26)
(L) = f0; ng directly follows.
On the other hand, the mEEPwith respect to any of the leaf nodes, say l, is l = ff1; :::; l  1; l+
1; :::; n 1g; flg; fngg. In this case, there is one linear combinationof thedegenerate eigenvectors
that has constant components within each cell. Therefore the eigenvalue 1 is also shared with
the quotient graph and 

l
2 = 2 = 1 implying that the convergence rate of a leaf node is not
faster than for the full graph (Figure 3.5 (c)).
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Path graph
Consider a path graph of length nwith Laplacian eigenvalues and eigenvectors fi;uigni=1 given
by [94]:
i = 2  2 cos

(i  1)
n

ui =

: : : ; cos

(i  1)(2j   1)
2n

; : : :
T
; j = 1; :::; n:
Let n be odd and consider the mEEP with respect to the centre node r = (n + 1)/2: r =
ff1; ng; f2; n   1g; :::; f(n   1)/2; (n + 3)/2g; f(n + 1)/2gg. An example with n = 5 is shown
in Figure 3.1 (c). The centre coordinate of the second eigenvector is zero, u2;(n+1)/2 = 0, and
the rest of the components are anti-symmetric with respect to the centre: u2;j =  u2;(n j) for
j = 1; :::; (n  1)/2. Hence (D) 1P Tu2 = 0, and 2 is not shared with the quotient graph. Due
to the same anti-symmetry, (D) 1P Tui = 0 for i = 4; 6; :::; n  1, and none of the correspond-
ing eigenvalues (with even indices) are shared with the quotient graph. On the other hand, the
odd eigenvectors are symmetric about the centre node: ui;j = ui;n j for j = 1; :::; (n  1)/2 and
i = 3; 5; :::; n, and these eigenvectors are all shared with the quotient graph:
(L

r ) = f2i 1; i = 1; : : : ; (n+ 1)/2g : (3.25)
In this case, r2 = 3 and the centre node converges faster, as seen in Figure 3.6.
We can also derive an expression for the behaviour of the ratio between the second largest eigen-
value of the quotient Laplacian, and that of the original graph, for increasing path size n:
2
2
=
3
2
=
1  cos 2
n

1  cos 
n
 = 2(1  cos2 n)
1  cos 
n
 = 2(1 + cos
n

): (3.26)
Then we have
lim
n!1
2
2
= 4
as seen in Figure 3.6 (c).
Using the same analysis, one can show that for any non-central node of a path with n odd, all the
eigenvectors are inherited by the quotient graph. Hence jr j = n; 8r 6= (r+1)/2 and there is no
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Figure 3.7: (a) For a lattice graph of size n = 49, the node colouring is indicative of the minimal EEP with respect
to to the centre node. (b) The system dynamics for the full system, with node dynamics coloured by cell of the EEP.
The convergence rate is 2 = 0:1981, but r2 = 0:7530 for the centre node and it converges faster.
increase of the spectral gap of the mEEP. The convergence of non-central nodes is therefore just
as fast as the full graph.
Similarly, for pathswithn even, it follows fromsimilar symmetry arguments that all eigenvectors
are inherited by the quotient graph and jr j = n; 8r. Hence 

r
2 = 2 and there are no fast-
converging nodes in such graphs.
Finally we note that this analysis has a natural extension to lattice graphs - the cartesian product
of two paths [19]. Figure 3.7 shows that the centre node of a lattice graph of size 49 also exhibits
fast convergence.
3.6 Observability for Consensus Dynamics and the EEP
The external equitable partition with respect to a single node is related to the observability of
the graph from a single observed node. The concept of graph observability from a linear systems
perspective is now brieϐly introduced.
A dynamical system is said to be observable if the state of the system may be uniquely deter-
mined by the evolution of the observed node(s). Thus observability is ameasure of howwell the
internal states of a system can be inferred from its observed outputs [51]. Consider a graphwith
n nodes evolving under the consensus dynamics (2.2). The observability matrix with respect to
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node r is deϐined as:
Or =
266666666666664
eTr
eTr ( L)
eTr ( L)2
...
eTr ( L)n 1
377777777777775
2 Rnn; (3.27)
where er 2 Rn is the unit vectorwith a 1 in position r and zeros elsewhere. A fundamental result
in control theory [51,53] establishes that the consensus system (2.2) is r-observable if and only
ifOr is full rank. Then the observations of node r can uniquely determine the entire initial state
x0 of the system.
In general, we are interested in characterising the dimension of the r-observable subspace given
by the rank of the matrix Or . This quantity is useful for a variety of applications, including the
characterisation of theminimal number of state values needed for an individual node to compute
the consensus value of a system in ϐinite time [12,33,53] as discussed in Chapter 5. However, the
numerical calculation of the rank of amatrix, usually based on the singular value decomposition
as discussed in Chapter 5, can be highly unstable even for observability matrices of relatively
small dimensions.
Here we develop a signiϐicantly more stable rank computation which takes advantage of the
eigen-structure of the Laplacian. This has been previously done for a small number of construc-
tive graphs. For example, Parlangeli and Notarstefano [95--97] provide necessary and sufϐicient
conditions to characterise the nodes from which a path, grid or cycle graph is (un)observable.
Othershave similarly examined the closely-related controllability properties of regular anddistance-
regular graphs [98], and multi-chain topologies [48].
Theorem 9: The dimension of the r-observable subspace may be computed as
rank(Or) = jSj   jVrj (3.28)
where S is the set of distinct eigenvalues of L and
Vr = fjLvi = vi and vi(r) = 0; 8i = 1; :::;multi()g;
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with multi() the (algebraic) multiplicity of eigenvalue .
Proof: To obtain (3.28), consider the diagonalisation
 L = UU 1;
whereU has the eigenvectors for columns, and is thediagonalmatrix of eigenvalues. From(3.27),
it can be derived that
Or =
266666666666664
ur
ur
ur2
...
urn 1
377777777777775
U 1 = H diag(ur)U 1 (3.29)
where ur = eTr U is a 1  n vector that contains the r-th component of the eigenvectors of L,
and H is the Vandermonde matrix [99] of the eigenvalues with entries Hi;j = i 1j . Since L is
diagonalisable, it immediately follows that U 1 is full rank and
rank(Or) = rank (H diag(ur)) < jSj;
where the inequality follows from the fact that the rank of the Vandermonde matrix H is given
by the number of distinct eigenvalues of L. Since the entries of the vector ur multiply the cor-
responding column ofH , the only way in which the productH diag(ur) can drop rank further is
when one or more of the r-th components are zero. Hence (3.28) follows.

Equation (3.28) is related to the classic Popov-Belevich-Hautus (PBH) lemma in control theory
and related results on partial observability and the grounded Laplacian [12]. Note also that this
result applies to any diagonalisable Laplacian, even if it is non-symmetric. In Section 3.6.1 that
follows, we apply this result to the Laplacian of the quotient graph to fully characterise the con-
nection between the mEEP and r-observability .
Equation (3.28) can be used as the basis for a stable algorithm to compute the dimension of the
r-observable subspace for consensus dynamics on graphs.
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Example 1 Continued: For our main example in Figure 3.1 (a), the number of distinct eigen-
values in (3.43) is jSj = 6 and from the zeros in the components of the eigenvectors (3.44), it
follows that:
rank(Or) = jSj   jVrj =
8>>>>>>>><>>>>>>>>:
4 for r = 4; 7; 8
5 for r = 3; 5; 6
6 for r = 1; 2:
(3.30)
In addition to our running Example 1, the results in Section 8 can be used to conclude that:
• Star graph: It is easy to see from (3.24) that rank(On) = 2 and rank(Or) = 3;8r 6= n,
where n is the centre node. Hence, in this case, rank(Or) 6= mr 8r.
• Path graph: We saw above that
mr =
8>>><>>>:
(n+ 1)/2 n odd and r = (n+ 1)/2
n otherwise.
(3.31)
In this case, there are no repeated eigenvalues, so any rank drop in the r-observability
matrix is dictated by the presence of zeros in the eigenvectors of the Laplacian. Combining
this analysis with a result from Parlangeli and Notarstefano [95], it can be concluded for
path graphs that
rank(Or) 6= mr () n  r = (r   1)mod p (3.32)
where p is an odd prime dividingn. For example, the path graph forn = 6 is not observable
for r = 2 or r = 5 since 6   2 = (2   1)mod p with p = 1, and 6   5 = (5   1)mod p for
p = 3.
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3.6.1 NodeObservability and theMinimal Size EEPwith respect to aNode
We now consider the relationship between the dimensionality of the r-observable subspace
rank(Or) and the mEEP with respect to node r.
Lemma 10: Consider r , an EEP with respect to node r, then
Or

P (Dr) 1P T

= Or: (3.33)
Proof: Let  be a generic EEP with m cells deϐined by the indicator matrix P 2 Rnm. We
consider the cell-averaging operator P (D) 1P T , as described in (3.10) and (3.22). It follows
from (3.4,3.23) that
Or

P (D) 1P T

=
266666666666664
eTr

P (D) 1P T

eTr

P (D) 1P T

( L)
eTr

P (D) 1P T

( L)2
...
eTr

P (D) 1P T

( L)n 1
377777777777775
=
1
jCkj
X
j2Ck
Oj; (3.34)
where Ck is the cell in which the node r belongs, and (3.34) follows from
eTr

P (D) 1P T

=
1
jCkj
X
j2Ck
eTj :
If we consider r, an EEP with respect to node r, then (3.33) follows immediately.

Due to the structure of the cell-averaging operator P (Dr) 1P T , Equation (3.33) implies that
Or has repeated columns for the nodes of each cell and the following result can be immediately
deduced sincemultiplication byP sumsup the (repeated) columns in each cell, thusmaintaining
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the rank.
Lemma 11: For some EEP with respect to node r with indicator matrix P , the rank of Or is
equal to that ofOrP ,
rank (Or) = rank (OrP ) : (3.35)
Now consider the consensus dynamics taking place on the quotient graph (3.46) and, similarly
to (3.27), deϐine the observability with respect to cell k:
Ok =
266666666666664
eTk
eTk ( L)
eTk ( L)2
...
eTk ( L)m 1
377777777777775
2 Rmm; (3.36)
where ek 2 Rm is the unit vector in the cartesian basis with a one in the k-th position and zeros
elsewhere.
It then follows that the rank of the observability matrix of the full graph with respect to node r
is equal to that of the quotient graph with respect to the cell k that contains node r.
Theorem 12: The rank of the observability of a node under consensus dynamics is equal to
the rank of the observability of its cell in the consensus dynamics of the corresponding quo-
tient graph, and the size of the mEEP provides an upper bound for the dimensionality of the
r-observable subspace:
rank (Or) = rank

Ork

 mr; (3.37)
wheremr = jr j is the size of the mEEP with respect to node r.
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Proof: To see this, let node r be in cell k. Then ek = P Ter and we have
OrP =
266666666666664
eTr P
eTr ( L)P
eTr ( L)2P
...
eTr ( L)n 1P
377777777777775
=
266666666666664
eTk
eTk ( Lr)
eTk ( Lr)2
...
eTk ( Lr)n 1
377777777777775
=
26666666664
Ork
eTk ( Lr)m
...
eTk ( Lr)n 1
37777777775
:
From the Cayley-Hamilton theorem,
rank (OrP ) = rank (Ork ) ; (3.38)
and together with (3.35) the result can be concluded.

Example 1 Continued: For the graph in Figure 3.1 (a), the observability matrix with respect to
node r = 4 is:
O4 =
266666666666666666666666664
0 0 0 1 0 0 0 0
1 1 1  5 1 1 0 0
 6  6  6 30  8  8 2 2
36 36 36  184 58 58  20  20
 220  220  220 1144  398  398 156 156
1364 1364 1364  7176 2650 2650  1108  1108
 8540  8540  8540 45272  17342  17342 7516 7516
53812 53812 53812  286664 112330 112330  49716  49716
377777777777777777777777775
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which has repeated columns within the cells of 4 = ff1; 2; 3g; f4g; f5; 6g; f7; 8gg, such that
rank(O4) = 4. The quotient observability matrix for cell k = 2 (in which node 4 belongs) is
given by
O42 =
26666666664
0 1 0 0
3  5 2 0
 18 30  16 4
108  184 116  40
37777777775
:
and we have: rank(O4) = rank(O

4
2 ) = m

4 = 4. In this case, the upper bound is tight.
The upper bound in (3.37) has been explored in relation to graph controllability [10,48,98]. In
some instances, it can be shown that the bound is tight, i.e., the size of themEEPmr is guaranteed
to be equal to the dimensionality of the r-observable subspace. For example, this is the case for
distance regular graphs, for which it is known that
rank(Or) = jr j = jDr j;
where the distance partition Dr groups nodeswith the same shortest path length to node r [98].
Examples of distance regular graphs include:
• Hypercubes of size n = 2d havemr = d+ 1
• Cycles of size n have
mr = n 

n  1
2

: (3.39)
In such cases, obtaining the mEEP provides a graph-theoretical method to evaluate directly the
node observability of the consensus dynamics.
However, the upper bound in (3.37) is not always tight. Our analysis (3.37) establishes thatmr
is equal to the rank of the observability matrix of the full graph if and only if the corresponding
quotient observabilitymatrix is full rank, i.e., if the quotient consensus dynamics is k-observable.
Importantly, the rank of the quotient observabilitymatrix can also be characterised using (3.28),
which, as stated above, applies to any diagonalisable Laplacian, even if it is non-symmetric. In
particular, the Laplacian of the quotient graph L is guaranteed to be diagonalisable due to the
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inheritance of the spectrum from the full Laplacian L. Hence
rank(Ork ) = jSr j   jV rk j (3.40)
where jSr j is the number distinct eigenvalues ofLr and jV rk j is the number of eigenvalueswith
an associated subspace that does not span the k-th component of the Laplacian of the quotient
graph. The failure of the upper bound provided by mr to be tight is based on the fact that the
quotient graphmight have repeated eigenvalues or that some of its eigenvectorsmight have zero
components, as illustrated below with two examples.
Example 1 Continued: In our main example in Figure 3.1 (a), we see from (3.2, (5.13)) that
mr 6= rank(Or) for r = 7; 8. As shown in Figure 3.1 (b), the mEEP of this graph with re-
spect to node r = 7 has size m7 = 5. The spectrum of the corresponding quotient graph is
(L

7 ) = f0; 0:6; 4; 4; 6:4g, and the inheritance of the repeated eigenvalue 4 by the quotient
Laplacian means that, according to (3.40), rank(O7) = 4 < m7 = 5. The same applies to 8 .
The other reason for the upper bound in (3.37) not to be tight is when rank-reducing zeros in
the eigenvectors are transmitted to the quotient Laplacian. For example, consider the graph in
Figure 3.8 and its mEEP with respect to node r = 1: 1 = ff1g; f2g; f3g; f4g; f5g; f6; 7gg such
thatm1 = 6. The eigenvalues of the quotient Laplacian are distinct:
(L

1 ) = f0; 1:5858; 3:5858; 4:4142; 6:4142; 6g
with eigenvectors given by the columns of
U

1 =
2666666666666666664
1 1:2718  1:6002 0:9798 0:6628 0
1 1:2718 1:6002 0:9798  0:6628 0
1 0:8149 0:0000  1:7476  0:0000  1:3587
1  0:2881  0:6628  0:6179  1:6002 1:3587
1  0:2881 0:6628  0:6179 1:6002 1:3587
1  1:3911 0 0:5119 0  0:6794
3777777777777777775
: (3.41)
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Figure 3.8: (a) The mEEP of this graph with respect to node 1 (or equivalently node 2) indicated with different
colours for each cell. For this graph, the dimension of the observable subspace for node 1 (or node 2) is not equal to
the size of the correspondingmEEPdue to the inheritance of rank-reducing zeros in the eigenvectors of the quotient
Laplacian (3.41). (b) The corresponding quotient graph (here only directed edges with weights not equal to 1 are
labelled).
Note that u6 has a zero in cell k = 1 and rank(O

1
1 ) = 5 6= m1, from (3.40). The same applies to
node r = 2.
3.7 TheEEP forDirectedGraphs, RandomWalksandWeighted
Graphs
Finally, here some extensions of the above theory for directed graphs, randomwalks on a graph
and weighted graphs are considered.
3.7.1 Directed Graphs
Here we consider strongly connected unweighted directed graphs. For directed graphs the EEP
is deϐined as the partition for which the out-degee for nodes from each cell is a constant (i.e. for
undirected graphs, the out-degree and in-degree are identical). In this case we have an identical
relationship between the graph Laplacian, and the quotient Laplacian, as in the undirected case,
i.e.,LP = PL . Similarly, the spectral relationship between the eigenvalues of the graph and the
corresponding quotient graph holds, (L)  (L), even though in this case some eigenvalues
may be complex [19].
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For the eigenvectors, there is a slight modiϐication of the conditions for sharing of eigenvectors
with the quotient graph Laplacian as compared to the undirected case. As for undirected graphs,
the subspace spanned by the associated eigenvectors contains vectors of the form v = Pv (i.e.,
with constant coefϐicientswithin cells)where v is an eigenvector ofL, and v ofL . However, the
condition derived previously for the non-sharing of eigenvectors, namely that (D) 1P Tv = 0
where v is an eigenvector of L, does not hold in the case of directed graphs as L 6= LT .
Example 2: For the graph in Figure 3.9, the minimal size EEP for the graph (and with respect to
node 4) is given by
 = 4 = ff1g; f2; 7g; f3; 8g; f4g; f5; 6gg
with quotient Laplacian L:
L =
266666666666664
2  2 0 0 0
0 1  1 0 0
0  1 2  1 0
 1  1  1 5  2
0  1 0 0 1
377777777777775
: (3.42)
The set of eigenvalues of the Laplacian L of the full graph is
(L) = f0; 0:3820; 1; 1:2537; 2:2093  0:5991i; 2:2093 + 0:5991i; 2:618; 5:3277g (3.43)
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and the corresponding eigenvectors are given by the columns of U :
U =
266666666666666666666666666666664
1 0:1353 0 0:4146 0:7304 0:7304  0:1382  0:0406
1 0:5215 0 0:1547  0:0764 + 0:2188i  0:0764  0:2188i 0:3943 0:0675
1 0:3223 0  0:0393  0:0386  0:3104i  0:0386 + 0:3104i  0:6381  0:2921
1 0 0  0:1840 0:2705  0:1770i 0:2705 + 0:1770i 0 0:9045
1  0:4896 0:7071  0:6096 0:1227  0:1201i 0:1227 + 0:1201i 0:1909  0:0156
1  0:4896  0:7071  0:6096 0:1227  0:1201i 0:1227 + 0:1201i 0:1909  0:0156
1  0:3026 0 0:1547  0:0764 + 0:2188i  0:0764  0:2188i  0:3090 0:0675
1  0:1870 0  0:0393  0:0386  0:3104i  0:0386 + 0:3104i 0:4999  0:2921
377777777777777777777777777777775
:
(3.44)
First, we note that three of the non-repeated real eigenvalues f0; 1:2537; 5:3277g have eigenvec-
torswith constant componentswithin each cell (columns 1,4 and 8). Hence these three eigenval-
ues are sharedwith the quotient Laplacian. The eigenvalues 0.3820, 1 2.618 are not eigenvalues
of the quotient graph since the corresponding eigenvectors have non-constant coefϐicients on
the cells. The eigenvectors associated with the complex eigenvalues f2:2093  0:5991i; 2:2093+
0:5991ig are linearly independent and have constant coefϐicients on the cells, and hence they are
also transmitted to the quotient Laplacian. In summary,
(L) = f0; 1:2537; 2:2093  0:5991i; 2:2093 + 0:5991i; 5:3277g
with eigenvectors given by the columns of U:
U =
266666666666664
1  0:5340  0:8071  0:8071  0:0425
1  0:1992 0:0845  0:2418i 0:0845 + 0:2418i 0:0708
1 0:0506 0:0427 + 0:3430i 0:0427  0:3430i  0:3062
1 0:2370  0:2989 + 0:1955i  0:2989  0:1955i 0:9482
1 0:7852  0:1356 + 0:1327i  0:1356  0:1327i  0:0164
377777777777775
:
We now consider the relationship between the consensus dynamics of a directed graph and
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the dynamics for corresponding quotient graph as previously expressed by Equations (2.2) and
(3.46).
Assuming the full graph and the quotient graph are strongly connected, both systems reach a
consensus value given by (2.3). However, w 6= [jC1j; :::; jCmj]T for the quotient graph in this
case. As in the undirected case, if the full system evolves from an initial condition with constant
values within cells, x0 = Py0, then the dynamics remain identical for nodes within cells at all
times. I.e., we have x(t) = y(t) for all t with identical proof to the undirected case as given by
Equation (3.14). The cell-averaging relationship, however, between the consensus dynamics for
the full graph, and those of the quotient graph, does not hold here.
The dynamics of the transposed Laplacian, which is used to describe the evolution of the jump
probabilities of a random walker on a directed graph [40], are given by
_x(t) =  LTx(t) (3.45)
which reaches a steady state solution x. However, x 6= x1, i.e. this system does not reach
a consensus value, in this case. If we consider the transposed dynamics of the corresponding
quotient graph
_y(t) =  LTy(t); (3.46)
with initial condition y0 = P Tx0, then the cell-summed dynamics for the full graph,
P
cell x(t) 
P Tx(t), are given by the quotient graph dynamics:
y(t) = e tLT y0 = e tL
T
P Tx0 = P T e tL
T x0 =
X
cell
x(t) 8t:
Figure 3.9 illustrates these dynamical relationships for the directed graph of Example 2.
3.7.2 RandomWalks on a Graph
Randomwalks on a graph have been widely used for a variety of applications including commu-
nity detection [40, 87]. This process may be modelled via a discrete or continuous dynamical
system based on Laplacian interaction.
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Figure 3.9: (a) A strongly connected directed graph (left), with node colouring corresponding to the minimal EEP
with respect to node 4, and the corresponding quotient graph (right). (b) The full graph dynamics with x0 = Py0
for some random y0 for the graph shown in (a) with corresponding node colouring (lines). The full graph dynamics
are identical to the quotient graph dynamics with initial condition y0 (circles). (c) The full graph dynamics for
the transposed Laplacian dynamics with random initial condition x0 reaches a steady state solution. (d) The the
transposed Laplacian quotient dynamics with initial condition y0 = PT x0 (solid lines) are identical to the cell-
summed full graph dynamics (circles).
In the continuous case, the time interval between two jumps on a graph is determined by the
waiting time distribution
	(i; t) = rie
 rit:
The rate ri at which walkers jump is, in general, non-identical and depends on the node iwhere
the walker is located. If the rate is equal to the node out-degree, then ri = Dii 8i, then the
evolution of the jump probabilities p for a continuous-time random walk is driven by the rate
equation [87]
_pT (t) =  pT (t)L
for p 2 Rn. It immediately follows that for an undirected graph we have,
_p(t) =  Lp(t) (3.47)
with initial condition pT1 = 1. This expression is identical to standard consensus dynamics
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deϐined by Equation (2.2) (with an additional constraint on the initial condition), and thus all
previously derived theory may be applied in this case. For example, the mixing rate, or con-
vergence rate, of the system (3.47) is, similar to Laplacian consensus dynamics, upper bounded
by 2 [87], and nodes exhibiting an EEP such that r2 < 2 have an increased mixing rate. We
brieϐly note that the sum of the probabilities for nodes within cells, denotedPcell p(t) = P Tp(t),
evolves under the transposed quotient Laplacian dynamics:
_q(t) =  LTq(t) (3.48)
for q 2 Rm with q0 = P Tp0, which may be seen from
P Tp(t) = P T e Ltp0 = e L
T tP Tp0 = e L
T tq0:
In this case, if pT0 1 = 1 then qT0 1 = P TpT0 1 = 1. For example, entry i of q(t) is the probability of
a jump from any node in cell i at time t.
For a (strongly connected) directed graph the dynamics of the jump probabilities are governed
by the transposed Laplacian dynamics we saw in the previous section [40],
_p(t) =  LTp(t): (3.49)
In this case, with initial condition satisfying pT0 1 = 1, we can explicitly compute the steady state
solution p = w/wT1wherew is the left eigenvector of L corresponding to the zero eigenvalue.
Similarly q = w/wT1 if w is the left eigenvector of L corresponding to the zero eigenvalue,
and the initial condition also satisϐies qT0 1 = 1 for the transposed quotient graph dynamics, see
Equation (3.48) - this is the total jump probability for nodes within cells.
3.7.3 Weighted Graphs
Here a simple generalisation of the EEP for graphswith constant edgeweights for edges between
cells is considered. Speciϐically, an unweighted graph that exhibits an EEP will exhibit the same
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EEP if constant edge weights for edges between cells are applied.
Lemma 13: For a weighted graph with EEP  of sizem, and adjacency matrix of the form
A^ = diag()Adiag()
with  2 Rn, if there exists a vector  2 Rm such that  = P , then the graph deϐined by A^
also exhibits the same EEP:
L^P = PL^
for Laplacian L^ and quotient Laplacian L^ .
Proof: This can be shown by considering the following. The Laplacian of the weighted graph
may be expressed as
L^ = D^   A^
= diag(diag()Adiag()1)  diag()Adiag()
= diag(diag()Adiag()1  diag()2A1) + diag()Ldiag()
= diag(diag()(A1  L)diag()1  diag()2A1) + diag()Ldiag()
= diag()Ldiag()  diag(diag()Ldiag()1)
with quotient Laplacian L^
L^ = diag(diag()Adiag()1)  diag()Adiag()
= diag()Ldiag()  diag(diag()Ldiag()1):
It follows that
PL^ = Pdiag()Ldiag()  Pdiag(diag()Ldiag()1)
= diag()Ldiag()P   diag(diag()Ldiag()1)P
= L^P
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where
Pdiag()Ldiag()1 = diag()Ldiag()P1
= diag()Ldiag()1
implies
Pdiag(diag()Ldiag()1) = diag(diag()Ldiag()1)P:

In this case, appropriate theory for consensus dynamics for weighted graphs (both in the undi-
rected and directed cases) as explored above may be applied to the respective full graph and
quotient graph dynamics.
This type of edge weighting is an example of introducing a bias in the weighted average for con-
sensus dynamics or by tuning the rate at which nodes compute the average of their neighbours'
values. Within the literature for randomwalks, such a weighted graph has been associated with
biased 'ϐlow graphs' [40].
We will see later in Section 4.2 that such a weighted graph arises when we consider the non-
linear Kuramoto model of coupled oscillators [69,70].
3.8 DynamicalHeterogeneity forNodesofComplexNetworks
Wenowconsider theminimal external equitable partition, and its implications for the dynamical
properties of individual nodes, for a range of well-known complex network topologies.
3.8.1 The Minimal Size EEP for Nodes of Random Graphs
First we characterise the size of the minimal EEP for individual nodes, and the average partition
size over all nodes of a single graph, for randomly generated networks over variation in parame-
ters such as edge density and node degree heterogeneity. This will enable us identify regions of
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parameter space where we can employ the EEP to identify nodes for which the quotient graph
can inform us of, for example, node-speciϐic convergence or synchronisation properties.
Erdős-Rényi Graphs
From a theoretical perspective, an Erdős-Rényi random graph is a graph chosen at random from
the collection of all graphs with a ϐixed number of nodes and edges [60]. Erdős-Rényi graphs
grow when random edges are added forming short chains which then eventually coalesce to
form a connected graph [100].
Since we have shown, see Section 3.3.1, that the minimal external equitable partition of a graph
is equal to that of its complement, the behaviour of themean size of themEEP is symmetricwhen
exploring the full range of edge density 0  f  1 in this case. The mean size of the mEEP with
respect to a singlenodeapproaches the trivial partitionof sizen as the graphbecomes connected,
and decreases as the complement graph becomes connected. At these points, it is the emergence
of fully isolated nodes (as f ! 0) or fully connected nodes (as f ! 1) with mEEP of size two
which leads to the decrease in themean size of theminimal EEP.We can analytically approximate
the decrease inmean sizemEEPas fully connectednodes appear in anErdős-Rényi graph. If fn 1
is the expected edge density for which a single fully connected node emerges [100], then
hmri = n(1  fn 1) + 2fn 1 = n  (n  2)fn 1 (3.50)
as shown by the yellow dashed line in Figures 3.10 (a) and (b). However, due to an inherent
lack of structure or symmetry in purely random graphs, the behaviour of the size of the mEEP is
largely trivial over a large range of intermediate edge densities.
Scale free Graphs and the Static Model
Scale-free graphs, introduced by Barabasi and Albert [62], are random graphs that are charac-
terised by a power law degree distribution
P (k)  ck 
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Figure 3.10: (a) The mean size mEEP averaged over all nodes, and 20 graph instances, at each point for Erdős
Rényi (yellow) and scale-free (green) graphs generated via the Static Model [77] (with  = 2:1) for n = 100. The
analytical mean size mEEP for Erdős-Rényi and scale free graphs as fully connected nodes form, given by Equations
(3.50) and (3.54), is shown via the yellow and green dashed lines respectively. (b) Zoom-in of the analytical mean
size mEEP for Erdős-Rényi graphs as fully connected nodes form given by Equation (3.50). (c) Zoom-in of the
analytical mean size mEEP for scale free graphs as fully connected nodes form given by Equation(3.54). (d) The
mean size mEEP as f ! 1 for scale free (green), Erdős-Rényi (yellow) and entangled graphs (red) with analytical
approximation (red dashed line) given by Equation (3.54). (e)-(g) The distribution of the size of the mEEP for
f  0:98 (constructed from nodes of multiples graph instances of each type). For scale free graphs we observe a bi-
modal distribution where nodes either tend to be fully connected (mEEP size equal to two) or have a high number
of small cells. For Erdős-Rényi random graphs we observe some heterogeneity in partition size as disconnected
components form in the complement graph. For entangled graphs, heterogeneity in partition size occurs as a large
number of disconnected components of intermediate size form in the complement graph.
where P (k) is the fraction of nodes with k links and c is a constant, with parameter  normally
in the range 2 <  < 3. Hence scale free graphs are biased towards having few nodes of high
degree and a majority of nodes with low degree, and have been widely used to describe diverse
systems such as the internet [5], scientiϐic collaborations [3] and neural networks [2].
The classic algorithm togenerate scale-free graphs is thePreferential-AttachmentModel ofBarabasi
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and Albert [62]. It is a growth model in which the number of nodes increases with time, and the
more connected a node is, the more likely it is to receive new links. An alternative approach
which is more suited to our analysis is that of the Static Model [77] which generates a scale-free
graph by deϐining a degree distribution on the edges of each node. The static model [77, 101],
with input parameters n, e and , was implemented as follows:
• Initially there are n disconnected nodes.
• Each node is assigned a weight or expected degree
pi = (1  )n 1i  (3.51)
where  = 1/(   1).
• Pairs of nodes are then randomly sampled with probability proportional to pi and pj , re-
spectively. They are connected (if not already connected).
• This is continued until the graph has e edges.
Note, for the case  = 0, this model is equivalent to the Erdős-Rényi random graph model. The
model is said to be accurate for  > 2 [101].
Figure 3.10 (a) illustrates that the mean size of the minimal external equitable partition de-
creases for a signiϐicantly lower edge density as compared to Erdős-Rényi graphs as f ! 1.
As before we can model the onset of the drop in the mean size mEEP by considering the forma-
tion of fully connected nodes. For the static model [77], the probability associated with node i
can be seen as the fraction of total node degree assigned to node i:
pi = (1  )n 1i   kiP
ki
(3.52)
where ki = Dii is the degree of node i. We note that nodes are ordered by decreasing node
degree. SinceP ki = 2e = fn(n   1), we can express the fraction of edges at which the graph
ϔirst exhibits a node with degree ki, substituting forP ki in Equation (3.52), with
f =
ki
(n  1)(1  )ni  : (3.53)
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Wecan calculate relationshipbetween thenumberof fully connectednodes, and the edgedensity
f . We consider node j such that ki = n  1 for i = 1; :::; j with kj+1 = n  2 such that
f =
(n  2)(j + 1)
(n  1)(1  )n :
We can then invert this equation to solve for the (estimated) number of connected nodes j in
terms of the fraction of edges f , and approximate the behaviour of the mean size of the mEEP
close to the onset of fully connected nodes
hmri =

n

s
f(1  )(n  1)
n  2   1
2
n
  1

+ n
as shown by the green dashed line in Figures 3.10 (a) and (c). The evolution of the scale-free
graph generated by the static model has previously also been studied in [101].
The histograms in Figure 3.10 (e) and (f) indicate that the decreased mean size mEEP at high
edge density as f  1 for scale free graphs and Erdős-Rényi graphs is driven by a bi-modal
distribution of nodes with either large size mEEP or low size mEEP.
Expander and Entangled Graphs
We now consider entangled networks [63,64], a family of graphs with very homogeneous prop-
erties and an extremely intertwined or entangled structure. Entangled graphs can be generated
via simulated annealing [102], a process of re-wiring the edges of a graph (with ϐixed size and
number of edges) that aims tominimise the eigen-ratiowhile seeking to ϐind an optimal topology
for synchronisability. Such networks have been shown to have long loops, poor modularity (or
clustering), and short node-to-node distances [64]. Entangled graphs are closely related towell-
known expander graphs which are graphs that have strong connectivity properties, and whose
smallest non-trivial Laplacian eigenvalue is large [83].
Figure 3.10 (d) illustrates that a reduced number of high degree nodes as f ! 1 for entangled
graphs initially leads to an increased mean size mEEP. However, after a certain point the mean
size mEEP is lower than that for random graphs due to a larger number of disconnected com-
ponents in the complement graph leading to increased heterogeneity in partition size as seen in
Figure 3.10 (g).
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Figure 3.11: (a) Here we have two cliques connected by two edges (i.e. s = 2 and g = 2) with node colouring
corresponding to themEEP for any of the nodes adjacent to an edge connecting the two cliques. (b) Initiallywe have
two cliques both with 10 nodes, for total graph size n = 20. Random edges are added sequentially connecting the
two cliques. We see goodagreement between themeanmEEPover50 iterations (greendots) and the approximation
given by Equation (3.55).
In this case we can approximate the mean size mEEP as f  1. Speciϐically, we assume that we
have only fully connected nodes (mr = 2), or nodes at either end of a missing edge (mr = 3), to
approximate the mean size of the mEEP with respect to a node
hmri =
2(n  (1  f)(n  1)n) + 3(1  f)(n  1)n
n
= n+ 1  f(n  1) (3.54)
as shown by the red dashed line in Figure 3.10 (d).
Clique Graphs
Finally, we consider a graph with s fully connected cliques, which are connected by g edges with
g  n. LetH be the set of the 2g (unique) nodes adjacent to any edge connecting cliques, then
the size of the minimal external equitable partition for all nodes may be expressed as
mr = f
s+ 2g if r 2 H
s+ 2g + 1 if r 62 H
for g  n. In this case, for low g, the minimal external equitable partition mostly conserves the
clique structure as seen in Figure 3.11 (a).
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Hence, for g  n, the mean size of the partition for any node rmay be approximated as follows:
hmri = (n  2g)(1 + s+ 2g) + 2g(s+ 2g)
n
 1 + s+ 2g
 1 + s+ e (3.55)
where e is the number of edges added. Figure 3.11 (b) shows that this equation approximates
the mean mEEP for low ewith good accuracy.
3.8.2 Node Spectral Gap
Here we assume that the magnitude of the change in the smallest (or largest) non-zero Lapla-
cian eigenvalue between the full and quotient graphs (for the mEEP with respect to a node) is
correlated with the difference between the local dynamics of the node and the global behaviour
of the graph in terms of convergence. Hence, we seek to summarise what we know about the
distribution of r2 (and rmr) for the complex networks introduced above.
We have seen that the average sizemEEP decreases at high edge densities for Erdős-Rényi, scale
free and entangled graphs driven initially by the presence of highly connected nodes. Figures
3.12 (a)-(c) show that, as the edge density f ! 1, a subset of nodes from scale free graphs
have the largest range of values of r2 while Erdős-Rényi and entangled graphs exhibit a more
homogeneous distribution, with rmr = n = n in all cases (shown in grey). We also observe
that entangled graphs exhibit decreased heterogeneity in the size of r2 , and have the greatest
proportion of nodes with r2 < n as compared to Erdős-Rényi and scale free graphs.
If we compare the global quantity 2 for Erdős-Rényi and scale free graphs, Figure 3.12 (d) con-
ϐirms that, over all edge densities, scale free graphs converge slower (under linear consensus)
than their purely random counterparts - with the largest difference in convergence rate at lower
edge densities. If we consider the mean value of the ratio r2 /2 averaged over all nodes of a
graph, we observe in Figure 3.12 (e) that the ratio is larger for scale free graphs as compared
Erdős-Rényi graphs - again driven by the presence of fully connected nodes with r2 = n for
f > 0:31 from Equation (3.53).
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Figure 3.12: (a)-(c) Similar to Figure 3.10, we see the distribution of r2 and rmr (shown via the grey bar). We
observe that scale free graphs exhibit the smallest values of r2 , while entangled graphs have the narrowest dis-
tribution of r2 and don't exhibit many fully connected nodes with r2 = n. The grey bars show that in all cases
here we have rmr = n = n. (d) The ratio of 2 for Erdős-Rényi graphs to that of scale free graphs, denoted
ER2 /
SF
2 and averaged over 20 graph instances at each point, indicates that the rate of convergence is always
faster for Erdős-Rényi graphs for equivalent edge density. (e) The mean value of r2 /2, averaged over all nodes
and 20 graph instances, for both Erdős-Rényi (yellow) and scale free (green) graphs. We note that, as fully con-
nected nodes form at f  0:31 (computed from Equation (3.53)), the mean value of r2 /2 starts to increase for
scale free graphs. (f) Here, for scale free graphs (with n = 100 and f = 0:95), we vary parameter , and compute
the average mean (ϐilled circles) and max (empty circles) of r2 /2. The standard deviation is shown via the grey
bars. We see that r2 /2 increases with decreasing  - i.e. themore degree heterogeneous a graph is, the bigger the
increase in r2 for individual nodes. (g) For 100 scale free graphs (with n = 100, f = 0:98 and  = 2:1), a scatter
plot of the ratio r2 /2 versus node degree shows that r2 > 2 for high degree nodes.
Noting that a smaller value of parameter  implies greater node degree heterogeneity for scale
free graphs, we consider variation in the mean value of r2 /2 for variation in . Figure 3.12
(f) illustrates that as  decreases, while the full graph is expected to exhibit lower values of 2,
individual nodes exhibit a relative increase in the value value ofr2 leading to a larger value of the
ratio r2 /2. Hence, while degree heterogeneous random graphs have slow global convergence,
scale free graphs exhibit dynamical heterogeneity as captured by increased values of r2 for high
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Figure 3.13: Consensus dynamics for an Erdős-Rényi graph with n = 40 and f = 0:9 such that 2 = 28:4184
increases to r2 = 40 for a single fully connected node (red), and to r2 = 36:5858 for four other nodes, two of
which have degree 38 (green) and two of which have degree 37 (yellow).
degree nodes as shown in Figure 3.12 (g).
Finally, Figure 3.13 illustrates these phenomena for an Erdős-Rényi randomgraph of sizen = 40,
and f = 0:9. We observe that a subset of high degree nodes both converge faster under con-
sensus dynamics, see Figure 3.13 (a). Hence, mirroring their topological features, while homo-
geneous entangled graphs are good at global convergence and synchronisation, scale-free and
Erdős-Rényi graphs exhibit dynamical heterogeneity and tend to have a small number of high
performing nodes.
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Chapter 4
Synchronisation, Convergence and the
External Equitable Partition for Complex
Networks
Here we extend our understanding of the relationship between the external equitable partition
(EEP) and the dynamical properties of graphs. In particular, we explore the synchronisation,
asymptotic stability and convergence properties of non-linear identical coupled oscillator dy-
namics on the quotient graph for an EEP under the Master Stability Function framework intro-
duced by Pecora et al. [11]. Analogous to the linear consensus case, this approach will enable
us to infer both dynamical properties of the full graph, such as partially synchronised dynamics
for nodes within cells, and of individual nodes in the full graph, such as node-speciϐic or local
convergence or spatial patterns of de-synchronisation for unstable dynamics.
We then identify evidence of dynamical heterogeneity in terms of the dynamical properties of
individual nodes in complex networks such as Erdős-Rényi, scale free and entangled random
graphs. This is achieved via analysis of the spectrum of the quotient Laplacian associated with
the minimal EEP for each individual node. In particular it is shown that high degree 'hub' nodes
in large random graphs are more likely exhibit a non-trivial EEP with an increased value of the
smallest non-zero eigenvalue of the quotient Laplacian (as compared to the full graph). We can
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Figure 4.1: (a) The Rössler attractor [71] exhibits chaotic dynamics given by Equation (4.7). The phase space is
shown here for a random initial condition with parameters a = b = 0:2 and c = 7. (b) The corresponding time-
dependent trajectories for each variable.
infer that such nodes exhibit unique dynamical properties such as fast convergence in the case
of linear consensus, and slow de-synchronisation for non-linear identical coupled oscillator dy-
namics.
4.1 Synchronisation of Identical Coupled Oscillators
Here we extend our characterisation of the interplay between the dynamics deϐined on a graph
and the external equitable partition to a class of non-linear problems - networks of identical
coupled oscillators that, under certain conditions, converge to synchronised temporal dynamics.
4.1.1 Stability Analysis for the Synchronisation of Identical Coupled Os-
cillators via the Master Stability Function
We ϐirst review linear stability analysis for the synchronisation of identical coupled oscillators
on a graph under the Master Stability Function framework [11,70]. The dynamics of each node
i is represented by the state vector xi 2 Rd, with motion described by the general form
_xi(t) = f(xi(t)); (4.1)
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for a function f : Rd ! Rd, which is in general non-linear. An output matrix function H : Rd !
Rd, identical for each node, generates a signal for each node and shares its state with other os-
cillators in the network according to the interconnection topology as described by Laplacian L.
We consider the general dynamical process
_xi(t) = f(xi(t)) + 
X
j
[H(xj(t))  H(xi(t))] = f(xi(t)) + 
X
j
LijH(xj(t))
for coupling parameter . If H is a linear function, then H(xi) = Hxi for a matrixH 2 Rdd, and
this expression can be written as a system of ODE's for x  [xT1 ; :::; xTn ]T 2 Rnd
_x(t) = F(x(t)) + (L
H)x(t) (4.2)
where F(x)  [f(x1)T ; :::; f(xn)T ]T 2 Rnd. There exists a completely synchronised state s(t) 2 Rd
such that
x1(t) = x2(t) = ::: = xn(t) = s(t):
The subspace where all the oscillators evolve synchronously with the same solution as an iso-
lated oscillator, i.e. _s(t) = f(s(t)), is called the synchronisation manifold.
Under the dynamics of Equation (4.2), if all oscillators are given an initial condition on the syn-
chronisation manifold, they will remain synchronised. The local asymptotic stability of these
dynamicsmay be determined by considering small perturbations i(t) = xi(t) s(t) around the
synchronisation manifold, and determining the Lyapunov exponents for the equation of motion
for each i to see whether these perturbations grow or die out. Expanding in Taylor series up to
order one for f(xi) = f(s)+Df(s)i, the dynamics of   [T1 ; :::; Tn ]T 2 Rnd can be expressed as
_(t) =

I 
Df(s) + L
H

(t): (4.3)
Since these equations are organised in block form, and Lmay be diagonalised, this system may
be decomposed into n decoupled eigen-modes:
_k(t) =

Df(s) + kH

k(t) (4.4)
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where k 2 Rd is the eigen-mode associated with the eigenvalue k of L for k = 1; 2; :::; n.
For k = 1, 1 = 0 with associated eigenvector 1 so the ϐirst eigen-mode _1 = Df(s)1 cor-
responds to the perturbation parallel to the synchronisation manifold. The other n   1 eigen-
modes are transverse to the synchronisation manifold and must asymptotically decay to have a
locally asymptotically stable synchronisation manifold.
Since the Jacobian functionDf is the same for eachblock, only the scalarmultiplierk differs for
each k, and the largest Lyapunov exponent max is calculated for the generic variational equation
with  2 Rd,
_(t) =

Df(s) + H

(t); (4.5)
as a function of. This is known as theMaster Stability Function (MSF), and any eigen-modewith
 = k is stable if max() < 0. For certain systems, such as the chaotic Rössler attractor [71],
the maximum Lyapunov exponent is negative only within a bounded interval [1; 2] as shown
in Figure 4.2 (b). Hence
1 < 2  3  :::  n < 2:
is a necessary condition for local stability of the synchronised state, which can only be fulϐilled
if 1/2 <  < 2/n. Thus, in this case, we must have
Q  n/2 < 2/1; (4.6)
where Q is known as the eigen-ratio [70]. In other cases, the MSF is unbounded, i.e., 2 = 1,
and the synchronised state is locally stable when the coupling strength satisϐies  > 1/2.
Hence, a smaller value of Q, or a larger value of 2 in the unbounded case, means a smaller
coupling strength is needed for synchronisation, and thus corresponds tobetter ormore robust
synchronisability of a network.
Finally, we note that, if all values of  = k lie in the interval [1; 2], then small perturba-
tions from the synchronisation manifold decay with asymptotic convergence rate bounded by
max(2) or max(n) depending on which is least negative - i.e. this is the mode with slowest
convergence.
Example 3: Here we consider node dynamics described by the chaotic Rössler system [71] such
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that
f(x; y; z) =
2666664
 y   z
x+ az
b+ z(x  c)
3777775 (4.7)
with parameters a = b = 0:2 and c = 7 as seen in Figure 4.1. We consider node coupling via the
star graph of size n = 8, with 'signals' exchanged between between the oscillators through the
x component such that
H =
2666664
1 0 0
0 0 0
0 0 0
3777775 :
Figures 4.2 (b) and (c) show that, for  = 0:3, the MSF is negative for all values of i (for i =
1; :::; n) and the coupled oscillator dynamics given by Equation (4.2) are observed to synchronise
for a random initial condition close to the synchronisation manifold. However, if  = 0:03 then
2 lies outside of this interval and the dynamics do not synchronise as seen in Figure 4.2 (d).
4.1.2 Synchronisation of Coupled Oscillators and the EEP
We now consider identical coupled oscillators on a graph that exhibits a non-trivial external eq-
uitable partition of sizem. In particular, we consider dynamics on thequotient graphdescribed
by the system
_y = F(y) + (L 
H)y (4.8)
where y = [yT1 ; :::; yTm]T 2 Rmd and F(y)  [f(y1)T ; :::; f(ym)T ]T 2 Rmd for an EEP  of size m
with corresponding quotient LaplacianL . We also have some coupling constant  and coupling
matrixH . As before there exists a completely synchronised state s such that
y1(t) = y2(t) = ::: = ym(t) = s(t):
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Figure 4.2: (a) Under certain conditions, coupled oscillators on a graph, each with associated dynamics, will syn-
chronise. Here we see a single spoke node (grey) and the centre node (green) of a star graph of size n = 8 for
chaotic Rössler dynamics with with parameters a = b = 0:2 and c = 7. (b) A necessary condition for synchro-
nisation of coupled oscillators on a graph is that the master stability function, shown here for the chaotic Rössler
system [8], is negative for all values of i for i = 1; :::; n. For the star graph, we can adjust the value of  such that
this condition is upheld. (c) For  = 0:3, we satisfy this condition with 2 = 0:3 and n = 2:4, and the coupled
oscillator dynamics for a star graph of size n = 8 are observed to reach the synchronisationmanifold. (d)However,
if  = 0:03 then 2 = 0:03 and the dynamics are linearly asymptotically unstable under a small perturbation from
the synchronisation manifold. In this case we observe that the dynamics do not achieve synchronisation.
First, we show that, for the same dynamics f, this system synchronises to the same attractor s as
the full system deϐined by Equation (4.2).
Lemma 14: For an graph exhibiting an EEP , and assuming identical dynamics f and coupling
 and H , the invariant set or synchronisation manifold for both the full and quotient systems
deϐined by Equations (4.2) and (4.8) are equivalent, i.e. s(t) = s(t) for all t.
Proof: If y = 1
 s(t) then
1
 _s(t) = F(1
 s(t)) + (L 
H)(1
 s(t))
= 1
 f(s(t))
as L1 = 0. Hence we can conclude that _s(t) = f(s(t)).
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Linearised Stability of the Quotient Graph Dynamics
We now show that the MSF framework introduced above for the full graph can be employed to
analyse the local linearised stability of the quotient system around the fully synchronised state.
Lemma 15: For an graph with non-trivial EEP  of sizemwith quotient Laplacian eigenvalues
i for i = 1; ::;m, a necessary condition for asymptotic linear stability of Equation (4.8) is that
Q  

m
2
<
2
1
(4.9)
for a given interval [1; 2]where the corresponding MSF is negative.
Proof: We deϐine the perturbation variable  = [T1 ; :::;Tm]T 2 Rmd such that, following an
identical procedure as before, i(t) = yi(t)  s(t) = yi(t)  s(t) obeys
_(t) =

I 
Df(s) + L 
H

(t): (4.10)
As discussed in Chapter 3, since all eigenvalues of L are real with corresponding orthogonal
eigenvectors, this expression may similarly be diagonalised and decomposed intom decoupled
eigen-modes:
_#k(t) =

Df(s) + kH

#k(t) (4.11)
where #k 2 Rd is the eigen-mode associated with the eigenvalue k of L for k = 1; 2; :::;m.
Applying the same analysis as before, this problem can be reduced to the computation of the
largest Lyapunov exponent of an expression identical to Equation (4.5).

Corollary 16: For a graphwith non-trivial EEP  and a given dynamics f, ifQ < 2/1, then the
quotient graph also fulϐils the necessary condition for synchronisation.
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Figure 4.3: (a) If we consider coupled oscillator dynamics on a graph that exhibits an EEP  of size m, we can
deduce that, since the eigenvalues of L are a subset of those of L, if all values of i for i = 1; :::; n lie within the
negative interval of aMSF, then all values of i for i = 1; :::;m also liewithin the same interval. Hence the identical
coupled oscillator dynamics deϐined on the quotient graph in Equation (4.8) also fulϐil the necessary condition for
synchronisation given by Equation (4.9). (b) However, it is possible that there exists an unstable mode (or modes)
for the full graph, yet all values of i fall within the given interval. For example, for  = 0:03 we have seen that
the full system given by Equation (4.2) is unstable for a star graph of size n = 8 in Figure 4.2 (b). However, for the
mEEP with respect to the centre node, we have 2 = 2:4, and the corresponding dynamics on the quotient graph
given by Equation (4.8) fulϐil the necessary condition for synchronisation which we observe here.
Proof: Since 2  2 and n  m, we can immediately conclude that
Q  Q:

Similarly, if the MSF is not bounded as !1, if 2 > 1 for the full graph then 2 > 1 and
the relevant condition is upheld for the quotient graph.
It is also possible that while the full graph is linearly unstable under small perturbations, i.e.
max(i) is positive for some i, the quotient graph is stable and max(i ) is negative for all i
as seen in the following example.
Example 3 Continued: Here we consider the quotient graph dynamics corresponding to the
mEEPwith respect to the centre noden for the star graph, givenby = n = ff1; :::; n 1g; fngg,
with 2 = n = n. The matrixH and function f are as above.
In contrast to the full graph dynamics seen in Figure 4.2 (d) for n = 8 and  = 0:03, here the
quotient graph dynamics are linearly stable under perturbation as max(2 ) is negative and the
dynamics are observed to synchronise in Figure 4.3 (b).
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Invariance and Partial Synchronisation and the EEP
Now we explore the relationship between the full graph dynamics given by Equation (4.2) and
the quotient graph dynamics given by Equation (4.8). Initially, we consider the case where we
'inϐlate' the dynamics of the quotient graph according to the EEP.
Theorem 17: For a graph exhibiting a non-trivial EEP , and for identical values of , H and
dynamics f, clusters of nodes within cells of the EEP evolve identically for all time, irrespective
of the stability of the dynamics, for an initial condition satisfying 0 = (P 
 I)y0.
Proof: We have
(P 
 I) _y = (P 
 I)F(y) + (P 
 I)(L 
H)y
= F((P 
 I)y) + (L
H)(P 
 I)y
and the 'inϐlated' dynamics follow those of the full graph of Equation 4.8with = (P
I)y 2 Rnd
such that
_ = F() + (L
H):

This can be seen as partial synchronisation of the full graph. We note that it is non-trivial to
extend the linear stability analysis of the previous section to this case, as the functionsDF(sp) for
a partially synchronisedmanifold sp are non-identical and hence the problem cannot be reduced
via block diagonalisation as in the previous case. Stability analysis employing contraction theory
[103] has been considered for a similar type of reduced dynamics by Russo and Slotine [92], and
will be discussed for future work, see Chapter 6.1.
Similar to the case of linear consensus, we also ask whether the quotient graph evolves under
cell-averaged dynamics of the full graph for an arbitrary initial condition. In general this is not
the case here, but, for an initial condition close to the synchronisation manifold, we observe
numerically that a similar relationship holds. Speciϐically, we consider the cell-averaged initial
condition for the quotient graph, y0 = ((D) 1P T 
 I)x0 close to the synchronisation manifold
for a value of  such that the Laplacian eigenvalues of both the full and quotient graph satisfy
the condition for asymptotic stability of the linearised perturbation dynamics. In this case we
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observe that y(t)  ((D) 1P T 
 I)x(t) for all time t. Consistent with this observation, we will
show in the following section that the cell-averaging relationship exists between the full and
quotient graph for the linearised perturbation dynamics of Equations (4.3) and (4.10).
Example 3 Continued: For a constant initial condition within cells, Figure 4.4 (a) shows dy-
namical invariance within cells, or partial synchronisation, before the system reaches the fully
synchronised state for coupling parameter  = 0:3. If we decrease the coupling parameter to
 = 0:003 such that both the full system and the quotient system are linearly unstable, we ob-
serve sustained partial synchronisation in Figure 4.4 (b).
Figure 4.4 (c) shows that, for  = 0:3, the quotient graph dynamics correspondwell numerically
to cell-averaged dynamics for the full system (for a cell-averaged initial condition close to the
synchronised state). However, for  = 0:03, the full graph dynamics are linearly unstable while
the quotient dynamics are linearly stable, and the solution y(t)diverges from ((D) 1P T
I)x(t)
as shown in Figure 4.4 (d).
Node Convergence and the EEP
We now show that we can employ a similar technique as was employed in the case of linear
consensus to identify nodes which exhibit an increased rate of asymptotic decay or convergence
to the synchronisation manifold under a small perturbation. In order to do this we show that
the cell-averaged linearised dynamics for a perturbation from the synchronisation manifold for
the full system (e.g. the cell average of  given by Equation (4.3)) corresponds to the analogous
linearised dynamics for the quotient graph  described by Equation (4.10) for an appropriate
initial condition.
Lemma 18: For a graph with non-trivial EEP , the cell-averaged linearised dynamics for a
perturbation from the synchronisation manifold for the full system given by Equation (4.3) cor-
responds to the analogous linearised dynamics for the quotient graph given by Equation (4.10)
for an appropriate initial condition, i.e., if 0 = h0icell then
(t) = h(t)icell
for all t.
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Figure 4.4: The full graph dynamics given by Equation (4.2) exhibit partial synchronisation or invariant dynamics
within cells of an EEP for an appropriate initial condition. This is illustrated considering the mEEP with respect to
the centre node for the star graph of size n = 8 for coupled oscillators under chaotic Rössler dynamics. (a) For
 = 0:3, the full system with initial condition x0 = (P 
 I)y0 exhibits identical dynamics for nodes within the two
cells of the partition (solid lines), which are identical to the corresponding quotient graph dynamics (circles), before
complete synchronisation is observed. (b) If we decrease the coupling parameter to  = 0:003 such that both the
full system and the quotient system are linearly unstable, we observe sustained partial synchronisation. (c) For
an initial condition y0 = ((D) 1PT 
 I)x0 close to the synchronisation manifold, we see here that the quotient
dynamics (solid lines) evolve identically to the cell-average of the full system dynamics (circles), i.e. ((D) 1PT 

I)x(t) for all t. (d)However, this is not guaranteed to be the case. For example, for  = 0:03, the full graph dynamics
are linearly unstable while the quotient dynamics are linearly stable and y(t) diverges from ((D) 1PT 
 I)x(t).
Proof: Speciϐically,
((D) 1P T 
 I) _(t) = ((D) 1P T 
 I)

(I 
Df(s)) + (L
H)

(t)
=

((D) 1P T 
Df(s)) + ((D) 1P TL
H)

(t)
=

((D) 1P T 
Df(s)) + (L(D) 1P T 
H)

(t)
=

(I 
Df(s)) + (L 
H)

((D) 1P T 
 I)(t)
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Figure 4.5: The rate of asymptotic convergence or decay to the synchronisationmanifold under a small perturbation
is governed by the least negative value of max(i) or max(i ) for the full and quotient graph dynamics respec-
tively. Here we illustrate several possible scenarios where an increase in the smallest, or decrease in the largest,
non-zero quotient Laplacian eigenvalue, as compared to the full Laplacian, impacts on the rate of convergence for
the quotient graph dynamics. (a) In this case, the rate of decay of the full system is governed by max(2) and the
rate of decay of the quotient dynamics is increased as max(2 ) < max(2). (b) The rate of decay of the quo-
tient dynamics is also increased here, yet governed by max(m) < max(2). (c) In some cases, we don't have
a change in 2 or m from the original graph. Here we observe an increase in the decay of the quotient dynamics
which is governed by max(m) < max(n) (d) However, it is possible that no increase is observed. Here, even
though 2 > 2 there is no increase in the rate of decay governed by max(n) = max(m).
such that, if h _(t)icell = ((D) 1P T 
 I) _(t), the cell-averaged dynamics evolve under quotient
graph dynamics of Equation (4.8):
h _(t)icell =

(I 
Df(s)) + (L 
H)

h(t)icell: (4.12)
We conclude, analogously to the linear consensus case, that if the initial condition for the lin-
earised perturbation dynamics for the quotient graph is the cell-average of the initial condition
for the full graph, i.e. 0 = ((D) 1P T 
 I)0 = h0icell, then the cell-averaging relationship for
the linearised dynamics is conserved over time, i.e. (t) = h(t)icell for all t.

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Figure 4.6: For a star graph of size n, for the mEEP  = n with respect to the centre node n, we have 2 = n
and we can choose  such that max(2 ) is minimised and the rate of decay of the centre node under a small
perturbation from the synchronisation manifold is maximised. (a) Here we have coupled oscillator dynamics on
the star graph of size n = 8 with  = 0:3 such that 2 = 0:3 and 2 = 2:4. The dynamics for the centre node
(green), with rate bounded by max(2 ), converge faster to the synchronisation manifold than the spoke nodes
(grey). (b) Similarly, the corresponding quotient graph dynamics converge faster to the synchronisation manifold
with rate bounded by max(2 ).
We have seen that, assuming max(i) is negative for all i, the rate of asymptotic convergence
or decay to the synchronisation manifold under a small perturbation is governed by the least
negative value of max(i). This applies identically to the quotient graph dynamics, where the
least negative value of max(i ) governs the rate of decay. For a given topology, we can see
by looking at Figure 4.5 that, assuming that the function max() is convex (this appears to be a
reasonable assumption [11]), the rate of asymptotic decay of the quotient graph is at least as high
as rate for the full system. In both cases, we can increase (or decrease) the rate of convergence
by simply manipulating coupling parameter .
Here, we are primarily interested in inferring the rate of convergence of an individual node of
the full graph from the corresponding rate for the linearised quotient dynamics (for the mEEP
with respect to that node).
Corollary 19: For an EEP r with respect to a node r of sizemr , the rate of decay of node r under
a small perturbation from the synchronisation manifold deϐined by Equation (4.2) is governed
by the corresponding rate of decay of the quotient graph, e.g. the maximum value of max(r2 )
and max(rmr).
Proof: We can deduce from Equation (4.12) that the trajectory of node r is identical for the lin-
earised perturbation dynamics deϐined by Equations (4.3) and (4.10) (for an appropriate initial
condition) and hence the result follows immediately.

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An increase in the rate of convergence of node r is possible if r2 > 2 and/or n > rmr as
illustrated by the following scenarios (which are not exhaustive).
Assuming we have an EEP  of sizem, the MSF shown in Figure 4.5 (a) indicates that the rate of
decay of the full system is governed by max(2), and the rate of decay of the quotient dynamics
is increased as max(2 ) < max(2). The rate of decay of the quotient dynamics is also in-
creased for the MSF seen in Figure 4.5 (b), yet governed in this case by max(m) < max(2).
In some cases, we don't have a change in 2 or m from the original graph. For example, for
the MSF shown in Figure 4.5 (c), we observe an increase in the decay of the quotient dynam-
ics which is governed by max(m) < max(n). However, it is possible that no increase is
observed. For the MSF seen in Figure 4.5 (d), even though 2 > 2, there is no increase in the
rate of decay governed by max(n) = max(m). Finally, we note that if the master stability
function is not bounded as !1, similar arguments apply about the rate of asymptotic decay
for a perturbation of the quotient graph dynamics from the synchronised state.
Example 3 Continued: For the mEEP with respect to the centre node of the star graph, with
n = 8 and  = 0:3, we have 2 = 0:3 and 2 = m = n = 2:4 such that max(2) >
max(

2 ). We observe in Figure 4.6 faster convergence to the synchronisation manifold of the
quotient graph, and the centre node of the full graph, as compared to the individual spoke nodes.
De-synchronisation of Identical Coupled Oscillators
Finally, we consider the rate of de-synchronisation of individual nodes from the synchronisation
manifold. The spatial de-synchronisation of oscillator dynamics, on short time-scales, can be
understood via the pattern of the components of eigenvectors corresponding to unstable eigen-
values (e.g. eigenvalues i forwhich max(i) is positive) [14,15]. For example, individual node
dynamics corresponding to negative and positive eigenvector componentswill desynchronise in
opposite directions. Here, we employ our knowledge of the spectrumof the Laplacian for graphs
exhibiting a non-trivial EEP to show that certain nodes de-synchronise later or slower than the
other nodes.
Initially, we consider an EEP of a graph for which 2 > 2 and chose a value of  such that
max(2) is positive, i.e. the full graph dynamics are unstable under a small perturbation from
the synchronisation manifold. We know from previous analysis, see Section 3.3.2, that eigen-
vectors not shared with the quotient graph have components averaging to zero within cells of
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Figure 4.7: Under certain conditions, the rate and pattern of de-synchronisation of individual nodes, which exhibit
a non-trivial EEP, may be characterised. (a) For example, for a star graph of size n = 100 with  = 0:03, the
synchronised manifold is unstable for the full graph since 2 = 0:03 is outside the stable region for the MSF.
However, for the mEEP with respect to the centre node, the corresponding quotient graph dynamics with  = 0:03
is stable since 2 = n = 3 lies within the stable interval for the MSF. For quotient graph initial condition y0 on
the synchronisation manifold, we construct an initial condition for the full graph dynamics x0 = (P 
 Id)y0 + 
where  is a vector of random small perturbations such that hicell = 0. Due to the fact that 2 is not shared with
the quotient graph and hence the associated cell-averaged eigenvector is zero, as discussed in the main text we
observe that the spoke nodes (grey lines) de-synchronise earlier than the centre node (green solid lines) from the
synchronised quotient graph dynamics (green broken lines). (b)Here we have the cumulative error of the absolute
value of the difference between each node of the full graph dynamics their counterpart node (cell) in the quotient
graph for the spoke nodes (grey lines) and the centre node (green lines). We conϐirm that the spoke nodes diverge
earlier from the synchronisation manifold than the centre node.
the partition. Hence, if we have a single unstable mode 2 with eigenvector v2, then, since it is
not shared with the quotient graph, we have (D) 1P Tv2 = 0. We can directly infer that the
cell-averaged or quotient linearised dynamics will de-synchronise slower than the full graph dy-
namics since the corresponding eigenvector components are identically zero. In the particular
case of an EEPwith respect to an individual node, we can further conclude that the node in ques-
tion de-synchronises later than the other nodes, as shown by the following example.
Example 3 Continued: We illustrate this phenomenon for the star graph of size n = 100
and  = 0:03 by ϐirst computing an initial condition y0 on the synchronisation manifold of
the quotient graph. We then perturb this state, taking initial condition for the full graph x0 =
(P 
 Id)y0+ where  is a vector of small random perturbations such that hicell = 0. We simu-
late the full system and the quotient systemwith initial conditions x0 and y0 respectively, noting
that the full graph dynamics de-synchronise due to the fact that (2) is positive in this case.
Figure 4.7 shows that instabilities emerge earlier for individual spoke node dynamics, while the
centre node desynchronises later from the quotient graph dynamics.
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Figure 4.8: Here we have chaotic Rössler coupled oscillator dynamics for an Erdős-Rényi graph with n = 40 and
f = 0:9 such that 2 = 28:4184 (with  = 0:06 such that 2 = 1:7051 and n = 2:4 and all other parameters
as per Example 3). The spectral gap 2 increases to r2 = 40 for a single fully connected node (red), and to r2 =
36:5858 for four other nodes, two of which have degree 38 (green) and two of which have degree 37 (yellow). We
see faster convergence for the highly connected nodes as r2 = 2:4 for the fully connected node (red) and 2.1951
for the other four nodes.
Synchronisation for Nodes of Complex Networks
Here we consider the analysis of Section 3.8.2 to infer the synchronisation properties of individ-
ual nodes for coupled oscillator dynamics for well-known classes of complex network as intro-
duced above.
It should benoted that, whilewe candirectly infer that the rate of convergence increases for node
r if r2 > 2 in the case of linear consensus, things are not as straightforward for the dynamics
of identical coupled oscillators on a graph. In this case we need to compute the relevant MSF
corresponding to the oscillator dynamics of Equation (4.1) in order to deduce an increased rate
of convergence (or a decreased rate of de-synchronisation) under a small perturbation from the
synchronisation manifold.
Figure 4.8 illustrates this for an Erdős-Rényi random graph of size n = 40, and f = 0:9. We ob-
serve that a subset of highdegreenodes reach the synchronisationmanifold faster under coupled
oscillator dynamics for the Rössler system.
4.2 The Kuramoto Model and the EEP
Brieϐly returning to the relationship between the external equitable partition and synchronisa-
tion dynamics, we now consider the classic Kuramotomodel [69] which describes the dynamics
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of a set of n phase oscillators i with natural frequencies !i connected via a graph topology. This
model canbe thought of ashaving a fully non-linear sinusoidal coupling scheme, yet canbe linked
to the EEP via its intrinsic relationship with the graph Laplacian. In particular, we show that the
EEP also characterises dynamical invariance for nodes within cells, or partial synchronisation,
for the Kuramoto model.
Assuming we have an undirected, unweighted graph with incidence matrix B, the time evo-
lution of the i-th oscillator can be written as a system [70] with  = [1; :::; n]T 2 Rn and
! = [!1; :::; !n]
T 2 Rn,
_(t) = !   K
n
B sin(BT(t)) (4.13)
= !   K
n
BW(BT(t))BT(t) (4.14)
whereK is the coupling strength, andW : Re ! Re such that
W(x) = diag(sinc(x)) = diag(sin(x)/x)
for some vector x 2 Re (e is the number of edges). The expressionW(BT(t))may be seen as a
time-varying edge weight matrix.
First we consider the general Kuramoto model in its unperturbed version, i.e., when all the nat-
ural frequencies !i are identical (without loss of generality we assume them to be zero):
_(t) =  K
n
B sin(BT(t)) =  K
n
BW(BT(t))BT(t): (4.15)
In this case, for any value of the couplingK > 0, all trajectories will converge to the set of equi-
librium solutions [69]. We note that the linearised version of this model, employing sin(x)  x,
is just linear consensus _(t) =  (K/n)L(t) [70].
We now consider the case where there exists a non-trivial EEP  of sizem on the graph, and we
seek to deϐine a lower-dimensional dynamics on the corresponding quotient graph. First, we
note that we can decompose the directed weighted quotient Laplacian as L = CBT where
B is the directed incidencematrix andC is the same asB but preserving only 1 entries. We
note that this is possible due to the fact that all edges weights of the quotient graph are integers
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- and each unit weight is included as an individual directed edge in the directed incidencematrix
B , as illustrated by the example below.
Example 4: For the path graph shown in Figure 4.9 (a), for a minimal EEP with respect to the
centre node given by  = 5 = ff1; 9g; f2; 8g; f3; 7g; f4; 6g; f5gg of size 5, we have
B =
266666666666664
 1 1 0 0 0 0 0 0 0
1  1  1 1 0 0 0 0 0
0 0 1  1  1 1 0 0 0
0 0 0 0 1  1  1 1 1
0 0 0 0 0 0 1  1  1
377777777777775
and
C =
266666666666664
 1 0 0 0 0 0 0 0 0
0  1  1 0 0 0 0 0 0
0 0 0  1  1 0 0 0 0
0 0 0 0 0  1  1 0 0
0 0 0 0 0 0 0  1  1
377777777777775
such that
L = CBT =
266666666666664
1  1 0 0 0
 1 2  1 0 0
0  1 2  1 0
0 0  1 2  1
0 0 0  2 2
377777777777775
:
Lemma 20: For a graph with non-trivial EEP  such that L = CBT with quotient graph
dynamics described by = [ 1; :::;  m]T 2 Rm,
_ (t) =  K
n
C sin(BT (t))
=  K
n
CW(BT (t))BT (t); (4.16)
and full graph dynamics by Equation (4.15), then cell-invariant dynamics are maintained for all
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time, i.e., 0 = P 0 implies
(t) = P (t)
for all t.
Outline of Proof: We ϐirst we note that LP = PL implies BBTP = PCBT , and inϐlate the
quotient dynamics deϐined above:
P _ (t) =  K
n
PCW(BT (t))BT (t)
=  K
n
BW(BTP (t))BTP (t):
Without full proof, we argue that this relationship is due to the fact that product BTP leads to
a matrix with entries i; j equal to 1 or -1 when edge i has a single adjacent node in cell j, and
otherwise 0. We note that, when both adjacent nodes of an edge lie within a cell this produces a
row (say i) of BTP with all zeros such thatW(i) = 1 since sinc(0) = 1. Hence, multiple edges
between any two cells result in identical rows, and the weight matrix W(BTP (t)) imposes
identical weights on edges between cells. Then, intuitively, if the graph encoded by L = BTB
exhibits a non-trivial EEP, then so does that ofBW(BTP (t))BT and the equality above follows.

For the perturbed Kuramoto model given by Equation (4.13), where the !i's are not zero, we
consider analogous quotient dynamics to the full system.
Lemma 21: For a graph with non-trivial EEP  such that L = CBT with quotient graph
dynamics described by = [ 1; :::;  m]T 2 Rm such that
_ (t) = !   K
n
C sin(BT (t)) = !   K
n
CW(BT (t))BT (t) (4.17)
where ! 2 Rm, then if 0 = P 0 and ! = P! then cell-invariant dynamics are maintained
for all time, i.e.,
(t) = P (t)
for all t.
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Figure 4.9: (a) A path graph of size n = 9 with node colouring corresponding to the mEEP with respect to the
centre node (top) and the corresponding quotient graph (bottom). (b) For the path graph of size n = 9withK = 2,
the unperturbed Kuramoto dynamics with initial condition 0 = P 0 (solid lines) exhibit cell-invariant dynamics
or partial synchronisation. The full graph dynamics are identical to the quotient dynamics with initial condition
 0 (circles). (c) Similarly, for the Kuramoto dynamics with non-zero natural frequencies, with initial condition
0 = P 0, identical frequencies for nodes within each cell of the EEP (! = P!) andK given by Equation (4.20)
(solid line), we also observe partially synchronised dynamics. (d) Finally, we have analogous behaviour for the
grounded dynamics with respect to the centre node (solid lines) with corresponding quotient dynamics (circles)
for the appropriate relationship between the initial conditions as above.
Figure 4.9 (b) and (c) illustrate partial synchronisation, and agreement with the quotient dy-
namics of Equations (4.16) and (4.17), for the unperturbed and perturbed cases respectively.
Full synchronisation occurs for the full system (4.13) when the associated grounded dynamics
reach a stable ϐixed point [70]. The grounded variable G 2 Rn 1 is deϐined, for V 2 Rn(n 1)
an indicator matrix, such that entry i of G = V T is given by i  r for the chosen node r. With
!G = V
T!, we say that the system
_G(t) = !G   K
n
V TB sin(BTV G(t)); (4.18)
= !G   K
n
V TBW(BTV G(t))BTV G(t): (4.19)
is grounded with respect to node r. This system is locally asymptotically stable for a single ϐixed
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point if [70]
K  
2nnk!k2
422
: (4.20)
We can analogously deϐine quotient dynamics for the grounded system for an EEP with respect
to node r, and the related invariance relation between the grounded dynamics of Equation (4.19)
and the grounded dynamics on the quotient graph deϐined by Equation (4.21).
Corollary 22: For a graph with non-trivial EEP  such that L = CBT with quotient graph
dynamics described by G = [ G;1; :::;  G;m 1]T 2 Rm 1,
_ G(t) = !

G  
K
n
V TCW(BTV  G(t))BT V^  G(t) (4.21)
for matrix V  is deϐined analogously to the matrix V above (in this case entry k is subtracted
from each other entry), and V^  identical to V  except it has  jCij for entry i in row r (instead
of  1 in V ), then cell-invariant dynamics are maintained for all time, i.e., if !G = Q!G and
G;0 = Q G;0 implies
G(t) = Q G(t)
for all t (where, for cell k containing node r,Q 2 R(n 1)(m 1) is the same as P but without row
r and column k).
This is illustrated in Figure 4.9 (d). Hence, despite its basis in the spectral properties of a linear
system, the EEP also describes polysynchronous dynamics and graph reduction for a fully non-
linear dynamical coupling scheme.
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Chapter 5
Consensus Value Computation via Low
Rank Hankel Approximation for Discrete
Consensus Systems
Turning to the discrete analogue of linear consensus dynamics, we ϐirst show that ourmain ϐind-
ings for the relationship between the external equitable partition and consensus dynamics ex-
tend from the continuous to the discrete case.
We then focus on a related but separate problem concerning the ability of an individual node to
'predict' the consensus value given only a limited number of its own state values which is pos-
sible under broad conditions on the graph structure [33]. In particular, we develop a numerical
relaxation of a decentralised approach proposed by Yuan et al. [12] to show that an approxi-
mation to the consensus value may be computed by individual nodes that is  close to the true
consensus value. In most cases, this is possible for both substantially less steps than theoret-
ically required by the corresponding observability rank [53], and substantially less steps than
needed for the system dynamics to converge to the consensus value.
Considering a variety of complex networks such as Erdős-Rényi and scale free graphs, we show
that, on average, nodes belonging to graphs with fast asymptotic convergence approximate the
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consensus value in fewer steps. Furthermore, we show that high degree nodes of degree het-
erogenous graphs approximate the consensus value in fewer steps than those of lower degree
analogous to the fast asymptotic convergence of high degree nodes revealed by the EEP as illus-
trated in previous chapters.
5.1 Discrete Consensus and the EEP
As introduced in Chapter 2, here we consider discrete consensus on a graph [24, 30, 37], where
xk 2 Rn is a vector containing the state of each node at step k such that
xk+1 = Wxk: (5.1)
Here W = I   L is known as the weight matrix, and  may be thought of as a discretisation
step. Under certain assumptions [24, 30, 79] including (i) the graph is strongly connected, and
(ii) 0 <  < 1/maxi(Dii), all variables asymptotically reach a shared consensus value x
lim
k!1
xk =
wTx0
wT1 1  x
1 (5.2)
wherew is the left eigenvector ofW corresponding to eigenvalue1 in this case. For anundirected
graph, we havew = 1 and hence x = hx0i is the average of the initial conditions of the variables.
We take  = 1/nwhich fulϐils condition (ii) above unless otherwise stated.
The eigenvalues of L, 0 = 1 < 2  : : :  n, may be related to those ofW , 1  : : :  n 1 <
n = 1, via [24]
i = 1  n i+1: (5.3)
For undirected graphs, minimisation of the second largest eigenvalue ofW , n 1, which is equiv-
alent tomaximising 2, increases the asymptotic convergence of the system deϐined by Equation
5.1 [17, 24]. We show here that the previously explored framework that underlies the connec-
tion between the external equitable partition and continuous consensus dynamics in Chapter 3
may be naturally extended to the discrete case.
Lemma 23: If a graph exhibits a non-trivial EEP  size m deϐined by P such that LP = PL ,
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Figure 5.1: (a) The discrete consensus dynamics for the graph (inset) for a random initial condition x0. The node
colouring corresponds to the mEEP with respect to the green or yellow node. (b) The discrete quotient graph
dynamics for the cell-averaged initial condition y0 = (D) 1PTx0 (dots) and the corresponding cell-averaged
dynamics for the full graph given by (D) 1PT xk (stars). For both the green and yellow nodes we have an increase
in convergence rate from 2 = 2 to 2 = 4 (or from 5 = 2/3 to 2 = 1/3) which is observed in the dynamics.
then
WP = PW  (5.4)
whereW = (I   L) andW  = (I   L) is the quotient weight matrix for any  2 R.
Proof: Simply,
WP = (I   L)P = P (I   L) = PW : (5.5)

The corresponding discrete dynamics on the quotient graph are described by them-dimensional
system for yk 2 Rm
yk+1 = W yk: (5.6)
Under identical arguments as the continuous case, since the quotient graph is strongly con-
nected, the system(5.6) reaches the consensus value y givenbyEquation (5.2)withw = [jC1j; :::; jCmj]T ,
where jCij is the size of cell i of the quotient graph. This can be immediately seen sincew is the
left eigenvector of L corresponding to eigenvalue 0, and hence
wW  = w(I   L) = w  wL = w:
We brieϐly note that the previous dynamical relationships between the full consensus system of
Equation (2.2) and the quotient dynamics of Equation (3.46) outlined in the case of continuous
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systems also hold in the discrete case.
Lemma 24: For a graph exhibiting a non-trivial EEP  with indicator matrix P , if the system
(5.1) evolves from an initial condition with constant values within cells, i.e., x0 = Py0, then the
system variables remain identical within cells at all times:
xk+1 = Pyk+1
for all k.
Proof: We have
xk+1 = W kx0 = W kPy0 = P (W )ky0 = Pyk+1
whereW kP = P (W )k follows from Equation (5.5) and yk+1 = (W )ky0 is the corresponding
dynamical evolution described by Equation (5.6) for consensus on the quotient graph.

Similarly, if the full system (5.1) evolves from any initial condition x0, then the time-evolution of
the cell-averaged dynamics follow those of the quotient dynamics.
Lemma 25: For a graph exhibiting a non-trivial EEP  with indicator matrix P , if the system
(5.6) evolves from the cell-averaged initial condition, i.e. hx0icell = y0, then this relationship
between the full and quotient dynamics persists for all times:
hxk+1icell = yk+1
for all k.
Proof: We have
hxk+1icell = (D) 1P TW kx0 = (D) 1(W T )kP Tx0 = (W )k(D) 1P Tx0 = (W )khx0icell
where we have used P TWP = DW  = W TD as before.

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Similarly the spectrum of the weight matrix for the quotient graph is inherited from the full
graph,
(W )  (W );
which canbedirectly inferred fromthe relationshipbetween the eigenvalues ofW andL givenby
(5.3). As before, for an EEP r with respect to an individual node r, when rmr 1 < n 1, the rate
of convergence of the node is increased as illustrated by Figure 5.1. We note that, if  = 1/n, then
for any fully connected node r we have an optimal convergence bound: rmr 1 = 1  r2 = 0.
We now brieϐly consider the observability properties of a graph under discrete dynamics. In the
discrete case, the observability matrix with respect to node r is given by [51]
Qr =
26666666664
erI
erW
...
erW n 1
37777777775
:
where er 2 Rn is the vector of zeroswith a single 1 in position r. Yuan et al. [12] have shown that
rank(Qr) = rank(Or), where Or is the observability matrix for the corresponding continuous
system for anynode r as seen in Chapter 3, andhence all of our previous results on the rank of the
observable subspace with respect to an individual node can be directly applied to the discrete
case. We can deduce from Equation (3.37) that
rank(Qr)  jr j (5.7)
and the size of the mEEP with respect to any node r is an upper bound on the corresponding
observable subspace for the discrete consensus dynamics.
Figure 5.2 shows that, for bothErdős-Rényi and scale free randomgraphs, the size of theminimal
EEP is a tight or close upper bound on the corresponding observable subspace over a range of
edge density. Wewill see in the following section that, for discrete systems, the dimension of the
observable subspace with respect to a node is directly related to the ability of a node to 'predict'
the consensus value given only a ϐinite number of its own state values.
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Figure 5.2: (a)Themean observability rank for Erdős-Rényi (ER) and scale free (SF) randomgraphs of sizen = 100,
computed employing the algorithm outlined in Chapter 3 and averaged over all nodes for 100 graph instances at
each point. We observe similar behaviour as previously for the mean size mEEP with respect to individual nodes.
(b) The minimal EEP is a close upper bound on the dimension of the observable subspace for each node for both
the Erdős-Rényi and scale free graphs as seen in the scatter plot.
5.2 Discrete Consensus Value Computation in Finite Time
We now turn to a different but related problem of computing the consensus value for a graph,
without simulation of the full system, given limited information such as a ϐinite sequence of state
values for an individual node or sensor.
5.2.1 Consensus Value Computation in Finite Time
We initially consider the case where the consensus value may be computed by any node of a
graph from a ϐinite number of its steps or state values, and the coefϐicients of the minimal poly-
nomial for the graph (which requires knowledge of the graph topology), under certain condi-
tions [33,53]. Here the number of steps needed is given by the polynomial degree. It should be
emphasised that this computation is not dependent on the rate of asymptotic convergence or
proximity of the state values to the consensus value.
Deϐinition 5 [Minimal Polynomial] Theminimal polynomial ofmatrixW 2 Rnn is the unique
monic polynomial q with minimal degree+ 1 and coefϐicients i for i = 0; :::; such that
q(z) = z+1 +
X
i=0
iz
i = 0 (5.8)
for which q(W ) = 0.
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Under the assumption that the minimal polynomial q(z) does not possess any unstable root ex-
cept for one single root located at 1, the Fourier transformation for a sequence of state values
for any node r, e.g. x0(r); x1(r); ::: is given by
Xr(z) =
1X
k=0
xk(r)z
 k =
Fr(z)
q(z)
=
Fr(z)
(z   1)p(z)
where
Fr(z) =
X
j=0
xj(r)z
+1 j +
X
i=1
i
i 1X
j=0
xj(r)z
i j; and
p(z) =
q(z)
z   1 = z
 +
 1X
i=0
(1 +
X
j=i+1
j)z
i:
By application of the Final Value Theorem [51], it was shown that the consensus value can be
computed by any node r via
x = lim
k!1
xk(r) = lim
z!1(z   1)Xr(z) =
Fr(1)
p(1)
such that
x =
[x0(r) : : : x(r)]v
1Tv (5.9)
where
v =
266666666666664
1 +
P
i=1 i
1 +
P
i=2 i
...
1 + 
1
377777777777775
2 R+1: (5.10)
Hence all that is needed to compute the ϐinal value is the state values for any node r up to step
(+1 steps in total) and the coefϐicientsi for 0 = 1; ::;. These can be computed by construct-
ing the minimal polynomial of the graph via calculation of the eigenvalues ofW [33] as seen in
the following example.
Example 1 Continued: For our main running example, we can compute the coefϐicients of the
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minimal polynomial from the eigenvalues ofW :
(W ) = f0:2035; 0:5; 0:5; 0:625; 0:625; 0:875; 0:9215; 1g
such that
q(z) = (z   0:2035)(z   0:5)(z   0:625)(z   0:875)(z   0:9215)(z   1)
= z6   4:125z5 + 6:8594z4   5:8418z3 + 2:6582z2   0:6021z + 0:0513
= z6 + 5z
5 + 4z
4 + 3z
3 + 2z
2 + 1z
1 + 0:
Wecomputev fromEquation (5.10) and takingnode r = 1 and = 5wesimulate [x0(1) : : : x5(1)]
for some initial condition to calculate x = 0:3411 from Equation (5.9). The corresponding con-
sensus dynamics are shown in Figure 5.3 (b).
5.2.2 Consensus Value Computation for Individual Nodes
Sundaram and Hadjicostis [53] went on to show that the minimal number of steps needed to
compute the consensus value by an individual node r is equal to the dimension of the corre-
sponding observable subspace. We note that, for a single graph, each node can compute the
consensus value for a different number of steps or state values.
Deϐinition 6 [Minimal Polynomial with respect to node r] Theminimal polynomial of matrix
W 2 Rnn with respect to node r is the uniquemonic polynomial qr withminimal degreer+1
qr(z) = z
r+1 +
rX
i=0
ri z
i = 0 (5.11)
such that erT qr(W ) = 0, where er 2 Rn is the vector of zeros with a single 1 in position r.
We note thatr   for all r. As before, by application of the Final Value Theorem:
x = lim
k!1
xk(r) = lim
z!1(z   1)Xr(z) =
Fr(1)
pr(1)
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where Fr(z) and pr(z) are analogous to the above with i replaced by ri . In this case x is given
by
x =
[x0(r) : : : xr(r)]v
1Tv (5.12)
where
v =
266666666666664
1 +
Pr
i=1 
r
i
1 +
Pr
i=2 
r
i
...
1 + rr
1
377777777777775
2 Rr+1:
Similarly, all that is needed in this case to compute the ϐinal value is the state values for node r up
to stepr (r + 1 steps in total) and the coefϐicients ri for i = 1; ::;r. These can be computed
by considering the system

r1 : : : 
r
r 1
26666666664
erI
erW
...
erWr
37777777775
= 0:
We denote this latter matrix, denoted Q(r+1)r , is the discrete observability matrix with r +
1 rows. More generally, it was shown that by forming the discrete observability matrix with
respect to node r with k rows
Q(k)r =
26666666664
erI
erW
...
erW k 1
37777777775
2 Rkn:
and increasing k until the matrix loses rank at k = r + 1, the coefϐicients ri can be obtained
from the left nullspace vector.
Example 1 Continued: For example, the discrete observability matrix with respect to node
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r = 4with 5 rows is:
Q(5)4 =
266666666666664
0 0 0 1 0 0 0 0
0:125 0:125 0:125 0:375 0:125 0:125 0 0
0:156 0:156 0:156 0:219 0:125 0:125 0:032 0:031
0:164 0:164 0:164 0:172 0:113 0:113 0:055 0:055
0:165 0:165 0:165 0:154 0:106 0:106 0:069 0:069
377777777777775
which has rank(Q(5)4 ) = 4. We compute the normalised right kernel vector v and simulate
[x0(4) : : : x4(4)] for x = 0:3411.
Due to the Cayley-Hamilton Theorem, if rank(Q(r+1)r ) = r, then rank(Qr) = r . Hence the
number of state values or steps needed to compute the consensus value is given by the rank of
the corresponding observability matrix which, since rank(Or) = rank(Qr), can be computed
directly from the algorithm outlined in Section 3.6.
For the main running example, we have
rank(Qr) = rank(Q(r+1)r ) = r =
8>>>>>>>><>>>>>>>>:
4 for r = 4; 7; 8
5 for r = 3; 5; 6
6 for r = 1; 2:
(5.13)
as shown by the node colouring in Figure 5.3 (a).
We further note that the number of steps required for node r to compute the consensus value is
upper bounded by the size of the corresponding minimal external equitable partition, as given
by the bound in Equation (5.7) and explored in Section 5.1. Hence for large complex networks,
our previous analysis of the size of the mEEP for individual nodes for Erdős-Rényi and scale free
graphs in Chapter 4 is indicative of the number of steps theoretically needed by those nodes to
compute the ϐinal value under this approach.
Finally, it is immediately clear by considering Figure 5.3 (b) that it is possible for a node to com-
pute the consensus value long before its dynamics actually converge to the consensus value. I.e.,
none of the nodes have converged to the consensus value by stepr+1 2 f5; 6; 7g, but they can
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already 'predict' the consensus value of the system.
5.2.3 Decentralised Consensus Value Computation
Since the above approach employs the graph size and topology as encoded byW , one would like
to be able to approximate the consensus value in a decentralised fashion for individual nodes
without prior knowledge of the graph size or structure. Sundaram et al. [33] proposed a scheme
to calculate the coefϐicients of minimal polynomial in a decentralised manner via multiple itera-
tions of the system 5.1 (i.e. simulations with different initial conditions) for a single node. Yuan
et al. [12], however, presented an algorithm to compute the consensus value in a minimal num-
ber of steps for a single node via the construction of a sequence of Hankel matrices from its state
values for a single iteration. Here we will build further on this approach to develop a fully de-
centralised algorithm to compute a numerical approximation for the consensus value employing
fewer state values for an individual node.
If the Hankel matrixH(k)r 2 Rkk of size k for node r is deϐined as
H(k)r =
26666666664
x1(r)  x0(r) : : : xk(r)  xk 1(r)
x2(r)  x1(r) xk 1(r)  xk 2(r)
... ...
xk(r)  xk 1(r) : : : x2k 1(r)  x2k 2(r)
37777777775
(5.14)
then, if v 2 Rr+1 is a nullspace vector of H(r+1)r normalised by the entry in position n, for
almost all initial conditions, the consensus value can be computed as [12]
x =
[x0(r) : : : xr(r)]v
1Tv : (5.15)
I.e., whenH(k)r drops rank at k = r+1, thenwe can compute a nullspace vector of lengthr+1
from a Hankel matrix constructed of 2(r +1) values of xj(r), j = 0; :::; 2r +1. A proof may be
found in [12], and is based on a Jordan decomposition ofW and a Vandermonde decomposition
ofH(r+1)r .
Example 1 Continued: For the main running example, we can compute the Hankel matrix of
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size k = 5 for node r = 4:
H
(5)
4 =
2666666666666664
0:1264 0:0261 0:0037  0:0017  0:0031
0:0261 0:0037  0:0017  0:0031  0:0034
0:0037  0:0017  0:0031  0:0034  0:0034
 0:0017  0:0031  0:0034  0:0034  0:0032
 0:0031  0:0034  0:0034  0:0032  0:0030
3777777777777775
such that rank(H(5)4 ) = 4. We compute the (normalised) nullspace vector and calculate x =
0:3411 employing Equation (5.15).
We now brieϐly extend existing results, and show that the Hankel matrix H(k)r 2 Rkk may be
explicitly linked to the observability matrixQ(k)r 2 Rkn. If the discrete observability matrix of
size k (for the full graph) is deϐined as
Q(k) =
26666666664
I
W
...
W k 1
37777777775
2 Rknn;
it may be shown that
H(k)r = (I 
 er)Q(k)(I  W )(Q(k))T (I 
 x0)
= Q(k)r (I  W )(Q(k))T (I 
 x0)
where 
 denotes the standard Kronecker product. Hence, there are cases when identical sym-
metry exists both in the graph and initial condition and the rank ofH(k)r andQ(k)r are not equal
as explored by [12, 104], however, for a random initial condition this is highly unlikely to be
an issue. There is, however, a fundamental limitation to the accuracy of this algorithm as the
graph size grows due to the fact that the entries of the Hankel matrix tend towards zero as the
system converges to the consensus value. Furthermore, determining the matrix rank accurately
is numerically unstable for large matrices, as shown in Chapter 3, and particularly so for those
composed of small numbers. Finally, as observed in Figure 5.2 and previously when computing
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Figure5.3: (a)Thegraphof Example1withnode colouring corresponding to observability rank as given inEquation
(5.13). (b) The discrete consensus dynamics for the graph shown (a) for a random initial condition. We can see that
these dynamics donot reach to the consensus value for anynode in under30 steps. (c)A sequence of approximate
consensus values computed via Equation (5.16) (centralised observability case) for each node converges to the
true consensus value (with corresponding node colouring). In this case, we see that the consensus value is closely
approximated for each node at the correspondingr + 1 as given by Equation (5.13) and no gain is made from the
approximation (note, this is not always the case). (d) A sequence of approximate consensus values computed via
Equation (5.17) (decentralised Hankel case) for each node converges to the true consensus value. In this case, we
see that the consensus value is closely approximated for all nodes in fewer steps than the expected 2(r + 1) as
given by Equation (5.13).
the size of the mEEP for nodes of complex graphs, the observability rank is largely trivial (i.e., it
equals n) over a large range of edge density.
In the following sectionwe explore a relaxation of this algorithm (and the preceding 'centralised'
approach based on computing a nullspace vector of the observability matrix) that will enable us
to explore the ϐinal value 'prediction' properties of individual nodes in complex networks for
intermediate edge densities.
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Figure 5.4: (a) For an Erdős-Rényi random graph of size n = 100 and edge density f = 0:5, we observe the con-
vergence of the approximate consensus value for the centralised case to the ϐinal value x. (b) Here we see the dif-
ference between successive steps in the convergence of the approximate consensus value. (c) For the same graph,
we show the convergence of the approximate consensus value in the decentralised case to the ϐinal value x. (d)
Again we see the difference between successive steps in the convergence of the approximate consensus value. We
observe in both cases a good correspondence between the difference between successive steps of the algorithm,
and proximity to the true consensus value.
5.3 Consensus Value Approximation via the Singular Value
Decomposition
We have seen above that an individual node can calculate the consensus value by increasing the
size of an observabilitymatrix (in the centralised case), and aHankelmatrix (in thedecentralised
case), until it drops rank at sizer + 1. Here we explore the possibility that a node can approx-
imate the consensus value employing an observability or Hankel matrix of size k < r + 1.
In particular, we exploit the properties of the singular value decomposition to compute an ap-
proximate nullspace vector, substituting it in Equations (5.12) and (5.15) for the centralised or
decentralised cases respectively.
The singular value decomposition [105] of any matrixM 2 Rkn is given by
M = V UT
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Figure 5.5: We explore the the relationship between the approximated vs. true consensus value, jx(k)r;d   xj, on the
one hand, and the change in the approximated consensus value from one step to the next, jx(k+1)r;d   x(k)r;d j, on the
other. Here we observe good correlation between these quantities over variation in edge density for both Erdős-
Rényi and scale free graphs, illustrating the appropriateness of the latter as stopping criteria for our algorithm for
various kinds of large graphs. Note, the paler colour dots correspond to the ϐirst few approximation steps. (a)-(c)
Erdős-Rényi graphs of size n = 100 with edge densities f equal to 0:2; 0:5 and 0:8 respectively. (d)-(f) Scale-free
graphs of size n = 100 (with  = 2:1) with edge densities of 0:2; 0:5 and 0:8 respectively.
where V 2 Rkk and U 2 Rnn are orthonormal matrices with columns composed of the left
and right singular vectors ofM respectively and  2 Rkn is a matrix with the singular values
i = ii on the diagonal (and zero otherwise). Here we assume that the singular values - and
corresponding singular vectors - are ordered from smallest to largest. We note that the smallest
singular value (denoted 1) is a measure of the 'distance' to the singular matrix [106]
min
x 6=0
kMxk2
kxk2 = 1
for x 2 Rn. Typically, the rank of a matrix is calculated via the number of non-zero singular
values [105], and the dimension of the kernel or nullspace is the number of zero singular values.
I.e., if the ϐirst column u1 of U corresponds to a zero singular value 1 = 0, we have
Mu1 = V UTu1 = V e1 = U0 = 0
since the columns of U are orthogonal. Hence u1 is in the kernel ofM , or u1 2 ker(M).
Ifwe consider, for example, thedecentralisedalgorithm introducedabove, since rank(H(r+1)r ) =
r, we have 1 = 0 for H(r+1)r . Here we propose to approximate a single kernel vector for all
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observability matrix and Hankel matrix (row) sizes k = 1; :::;r+1 by considering the singular
vector corresponding to the smallest singular value 1 as it approaches 0 (i.e. the 'distance' to
the singular matrix decreases).
Speciϐically, if u(k)1 is the left singular vector corresponding to the smallest singular value of the
observability matrixQ(k)r we compute the approximate consensus value at size k for node r
x(k)r;c =
[x0(r) : : : xk 1(r)]u(k)1
1Tu(k)1
(5.16)
where c denotes 'centralised'. Similarly in the decentralised case, if w(k)1 is the singular vector
corresponding to the smallest singular value of the Hankel matrixH(k)r , then
x
(k)
r;d =
[x0(r) : : : xk 1(r)]w(k)1
1Tw(k)1
(5.17)
where d denotes 'decentralised'. We note that, in the decentralised case, in fact 2k steps are
required to compute each x(k)r;d (i.e. for the construction of the corresponding Hankel matrix of
size k). In this latter case, we explicitly outline the steps to compute a sequence of ϐinal value
approximations for node r:
1. Initialisation: Set counter k = 2.
2. Iteration: Build the Hankel matrixH(k)r 2 Rkk given by (5.14).
3. Compute the SVD and set the singular vector corresponding to the smallest singular value
equal tow(k)1 .
4. Calculate the approximation x(k)r;d given by (5.17).
5. Termination: If k < n and jx(k)r;d   x(k 1)r;d j <  for some tolerance  (see below for a discus-
sion), then an approximate ϐinal value has been found, otherwise increment k = k+1 and
return to step 2.
By construction we are guaranteed to compute the consensus value in a maximum number of
steps given by the respective value ofr + 1, i.e.,
x(k)r;c = x
 and x(k)r;d = x:
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Figure 5.6: Similarly there is good correlation for the predicted vs. true consensus value, jx(k)r;d xj, and the approx-
imated consensus value from one step to the next, jx(k+1)r;d   x(k)r;d j, for variation in graph size. (a)-(c) Erdős-Rényi
graphs of constant edge density (f = 0:5) but varying graph size (n = 100; 200; 300).
for k = r + 1.
Example 1 Continued: For themain running examplewith a random initial condition, we com-
pute successive approximate consensus values x(k)r;c and x(k)r;d for k = 1; ::; n for the centralised and
decentralised cases respectively as shown in Figures 5.3 (c) and (d). For example, considering
the decentralised case, since4 = 4, we can theoretically only compute the consensus value for
node 4 at k = 5, but in practice we observe that the consensus value is closely approximated at
step k = 4. I.e., employing the singular vector corresponding to the smallest singular value of
H
(4)
4 (the principle sub-matrix ofH(5)4 seen previously), we can compute x(8)4;d = 0:3411 in 2k = 8
steps (needed to construct the Hankel matrixH(4)4 ) as shown in Figure 5.3 (d).
For an arbitrary graph, we do not know a priori the consensus valuex and hencewemust deϐine
a convergence or stopping criterion for the algorithm. Figures 5.4-5.7 show that, for a range
of large graphs with differing sizes, edge densities and degree distributions, we have a good
correlation between the 'true' error jx(k+1)r;i   xj and the convergence error jx(k+1)r;i   x(k)r;i j for
i = c; d. Hence when the convergence error is small we can be conϐident that we are close to the
true solution. We deem the algorithm(s) to have converged if
jx(k+1)r;i   x(k)r;i j < 
for some tolerance  . We emphasise that this criterion is fully decentralised, and can be com-
puted at each step of the algorithm without any knowledge of 'global' parameters.
123
Figure 5.7: Finally, for variation in degree heterogeneity for scale free graphs, as controlled by parameter , we also
observe good correlation between the predicted vs. true consensus value and the approximated consensus value
from one step to the next. (a)-(c) Scale-free graphs of constant size (n = 100) and edge density (f = 0:5), but
varying degree heterogeneity  = 2:2; 2:6; 3:0.
5.4 ConsensusValueApproximationandAsymptotic Conver-
gence Rate
We have seen that, from a theoretical perspective, the number of steps needed to compute the
exact consensus value is directly related to the dimension of the observable subspace (or Han-
kel rank) associated with each node. In order to investigate the relationship between node ob-
servability and the number of steps needed to accurately approximate the consensus value as
computed by our algorithm outlined above, we need to generate a large number of graphs with
nodes spanning a rangeof observability rank. Weaccomplish this by generating100Erdős-Rényi
graphs with n = 20 and edge density f  0:9 (i.e., for this edge density we have a range nodes
with observability rank spanning 2 to n). We denote the number of steps needed to approximate
the consensus value
r;i = fk j jx(k+1)r;i   x(k)r;i j < g
for i = c; d. Figure 5.8 (a) indicates that there is an advantage in approximation of the consensus
value for nodes with low observability rank for both the decentralised and centralised case, yet
it is more pronounced in the latter case. Since the observability rank is upper bounded by the
size of the mEEP with respect to a node, and nodes with a small partition size are known to be
more likely to exhibit an increased 'local' asymptotic convergence rate as characterised by the
spectrum of the associated quotient Laplacian or weight matrix, we investigate if there is a rela-
tionship between the local convergence rate and the number of steps needed to approximate the
consensus value. Figure 5.8 (b) conϐirms that nodes known to exhibit faster asymptotic conver-
gence, as characterised by the second largest eigenvalue of the discrete quotient weight matrix
W r , also appear to approximate the consensus value in fewer steps. These results suggest that
124
Figure 5.8: Here 500 Erdős-Rényi graphs of size n = 20 with edge density f  0:9 were generated to produced
large number of nodes that exhibit a range of values for rank(Qr). (a) Discrete consensus dynamics for each graph
was simulated 100 times with tolerance =1e-4 to compute the mean number of steps to approximate the consen-
sus value for both the centralised and decentralised cases, denotedr;c andr;d respectively. We observe a slight
decrease in the number of steps for low rank(Qr) in the decentralised case, whereas there is an increased depen-
dence on rank(Qr) in the centralised case. (b) This relationship may be related to the increased individual node
convergence rate, as captured by the second largest eigenvalue of the discrete weight matrixWr for mEEP with
respect to node r, r . For the same collection of nodes, we see that rmr 1 is correlated with the mean number of
steps needed to approximate the consensus value in both the centralised and decentralised cases.
the asymptotic convergence rate inϐluences the number of steps needed to approximate the con-
sensus value. However, the results here are only valid for a subset of nodes which exhibit a non-
trivial EEP, as explored in Chapter 3 for constructive graphs and Chapter 4 for random complex
networks. We will further investigate the ability of individual nodes to predict the consensus
value in Section 5.4.2 in the more general case below.
Focusing on the decentralised case, we ϐirst investigate if there is a link between the asymptotic
convergence rate for the full graph as bounded by n 1 [17, 24], and the mean number of steps
to approximate the consensus value for nodes of an Erdős-Rényi graph. We ϐirst note that the
full graph convergence rate increases with increasing edge density (for a ϐixed graph size) and
graph size (for a constant edge density) [107] as seen in Figures 5.9 (a) and (b). We deϐine the
number of steps for the system dynamics for node r (for some initial condition) to get close to
the true consensus dynamics,
	r = fk j jxk(r)  xj < g
for a tolerance  . Figures 5.9 (c) and (d) illustrate that themean number of steps to approximate
the consensus value decreases with edge density and graph size (e.g. increasing convergence
rate), and that the mean number of steps to approximate the consensus value is less than the
125
Figure 5.9: (a) For Erdős-Rényi graphs, the second largest eigenvalue ofW n 1 decreases with increasing edge
density (for a ϐixed graph size n = 100) and hence the convergence rate increases. (b) Similarly the convergence
rate increases with graph size (for a constant edge density f = 0:5). (c)Herewe have themean number of steps for
the decentralised approximation (green dots) and the actual number of steps to convergence (grey) for increasing
edge density (graph size n = 100). We see the mean number of steps for the approximation decreases as the edge
density increases, and is signiϐicantly lower than the number of steps for the system to actually reach consensus,
for intermediate edge densities. Each point is an average over all nodes from 5 graph instances, and 5 iterations
of each (with tolerances  =1e-5 and =1e-4). (d) We see the mean number of steps for the approximation also
decreases as the graph size n increases (for constant edge density f = 0:5), and that the number of steps needed to
approximate the consensus value is also less than the number of steps needed for the dynamics to get close to the
ϐinal value in this case.
number of steps needed for the dynamics to get sufϐiciently close to the ϐinal value in both cases.
5.4.1 Optimisation of EdgeWeights
Herewe consider the relationship between edgeweight and the number of steps to approximate
the consensus value. We initially consider the case where all edge weights are the same. In this
case, since  is already a scalarmultiple of adjacencymatrixA, any optimisation of constant edge
weight is equivalent to optimising . The optimal value is given by [17]
 = 2/(2 + n) (5.18)
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Figure 5.10: For for Erdős-Rényi graphs random graphs of size n = 50 (with 100 graph instances, and 100 runs of
each, at each point) we see the variation in the number of steps to approximate the consensus value with constant
edge weight. The edge density for which the graph convergence rate is optimum, as given by Equation (5.18) [17],
is shown by the horizontal line.
where 2 and n are eigenvalues associated with the corresponding unweighted Laplacian. This
value (shown via the vertical line), in Figure 5.10, correspondswell with the observedminimum
for the mean number of steps needed to approximate the consensus value for a large random
graph.
However, if the edgeweights are not constrained to be constant, we can choose the edgeweights
optimise the asymptotic convergence rate - which, based on the above analysis, we expect will
decrease the number of steps needed to approximate the consensus value. Boyd [108] has for-
mulated this question as a convex optimisation problem [109]
minimize kW   (1/n)11Tk2 = (W   (1/n)11T ) = maxfn 1; 1g
subject toW 2 S;W = W T ;W1 = 1;
where the optimization variableW is constrained to be symmetric, the problemdata is the graph
with sparsity patternS and is the spectral radius. This problemcanbe re-cast as a semi-deϐinite
program [110,111]
minimize s
subject to   sI  W   (1/n)11T  sI
W 2 S;W = W T ;W1 = 1;
where  denotes matrix inequality (e.g. A  B means A   B is positive semi-deϐinite), which
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has been implemented by programmes CVX [112] and Sedumi [113]. Note, we also constrain the
weights to be positive.
For a single instance of a scale free graph of size n = 100with f  0:1 and  = 2:1, Figures 5.11
(c) and (d) show that after optimisation of the edge weights, the degree distribution shifts from
a small number of nodes with very high degree to a more homogeneous spread in the node de-
gree. Note that, post-optimisation of the edge weights, we normalise the edges of the optimised
graph such that both graphs have the same total edge weight. Figures 5.11 (e) and (f) show that
the mean number of steps to approximate the consensus value is signiϐicantly decreased, and
homogenised over the nodes, for the optimised graph. Finally, in agreement with earlier ob-
servations and to be explored further in the following section, high degree nodes in both graphs
appear to have an advantage in the number of steps needed to approximate the consensus value.
5.4.2 Consensus Value Approximation for Degree Heterogeneous Graphs
We saw previously that individual nodes that exhibit a non-trivial EEP with increased conver-
gence rate determined by the spectrum of the corresponding quotient Laplacian also predict the
consensus value early. In the last section, we also observed that high degree nodes from a single
instance of a scale free graph approximated the consensus value in fewer steps. We now brieϐly
investigate if these observations can be extended to a broader range of graphs.
For a collection of scale free graphs of size n = 100, f  0:1 and  = 2:1, Figure 5.12 (a) shows
that themean number of steps to approximate the consensus value decreases for nodes of larger
degree. Figure 5.12 (b) shows that the mean number of steps to approximate the consensus
value is greatest for more degree heterogeneous scale free graphs (e.g. for smaller ), however,
the relative advantage in the number of steps needed for high degree nodes to approximate the
consensus value, as compared to lowdegree nodes, is greatest formore heterogeneous scale free
graphs.
Finally we illustrate this result with the neural network of C. Elegans with n = 297 nodes [2],
where we also observe in Figure 5.13 that the number of steps to approximate the consensus
value decreases for nodes of larger degree.
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Figure 5.11: (a) Here we consider optimisation of the edge weights of a connected scale free graph of size n =
100 and edge density f  0:1. (b) The edge weights are optimised employing convex optimisation programmes
CVX [112] and Sedumi [113]. For the optimised graph, we observe that the highest weights are placed on edges
between high degree 'hub' nodes and isolated neighbours. (c) The unweighted scale free graph has few nodes of
high degree. Here the degree is normalised by the sum of all degrees for illustration purposes. (d) The optimised
graph exhibits a more homogenised degree distribution eliminating nodes with very high degree. Again each node
degree is normalised by the sum of all degrees. Inset The inset shows the relationship between the node degree in
the unweighted and weighted graphs for each node. We see that the range of degree between low and high degree
nodes weighted graph is compressed, but in general the nodes maintain the same 'ranking' in terms of degree. (e)
The number of steps to approximate the consensus value for each node of the unweighted graph (averaged over 100
runs) is shown here (=1e-5). Note,r = n for all nodes. (f) The number of steps to approximate the consensus
value for the optimisedweighted graph (averaged over 100 iterations). We can see that in themean number of steps
to approximate the consensus value is decreased for the weighted graph, and more homogenised over the nodes.
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Figure 5.12: (a) Nodes are sorted by degree for a collection of 100 scale free graphs with n = 100 and f  0:1 and
 = 2:1. We see that the mean number of steps to compute the approximate consensus value (green), averaged
over 100 iterations, decreases with node degree. The node degree distribution is indicated by the background
histogram. (b) For scale free graphs with n = 50 and f = 0:2 (for 20 graph instances with each 20 iterations), the
mean number of steps to approximate the consensus value is greatest for graphswith amore heterogeneous degree
distribution (i.e., lower ). However, the range between themaximum tominimumnumber of steps to approximate
the consensus value (shown by the grey bars) is greatest formore heterogeneous scale free graphs - i.e. the broader
the spread in degree distribution, the greater the advantage for a small number of high degree nodes.
Figure 5.13: Here we consider the C. Elegans neural network [2] with n = 297 nodes. As before, we see that high
degree nodes tend to be able to approximate the consensus value earlier (with  =1e-5). The mean number of
steps to approximate the consensus value (green dots) has been computed as an average of 100 different initial
conditions for each node. The node degree distribution is indicated by the background histogram (e.g. the grey bar
at node degree k has height proportional to the number of nodes of degree k).
5.5 Consensus Value Approximation under the Addition of
Random Edges
We have seen that for individual nodes of large graphs, we can approximate the consensus value
in far fewer steps than is theoretically possible as given by the corresponding observability rank.
However for small graphs, the rank of the observability matrix remains a key indicator of the
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steps required. Herewe consider the question: if symmetry is broken in a graph due to the addi-
tion of edges of low edge weight and the observability rank jumps to n, does the graph preserve
some of the original structure enabling nodes with low observability rank approximate the con-
sensus value earlier?
In Figure 5.14 (a) we sequentially add random edges to the graph in Figure 5.3 (a), and the ob-
servability rank soon jumps to n for all nodes. However, the underlying structure remains if the
edges added are of low weight, and individual nodes conserve their advantage in approximat-
ing the consensus value in the perturbed graph. We observe that, as edges of higher weight are
added, the nodes do not conserve their advantage and take longer to approximate the consen-
sus value. After the initial increase in number of steps needed to approximate the ϐinal value, the
graph begins to ϐill up and the number of steps starts for the approximation starts to decrease
until the graph is complete with 17 edges added.
We also brieϐly consider an alternative scenario. It is well-known that cyclic graphs converge
slowly, however, under the addition of randomedges knownas 'shortcuts', the rate of asymptotic
convergence increases signiϐicantly [2,61]. Here we consider a cycle graph of size n = 10, where
the rank of the observability matrix for each node, before the addition of any random edges, is
equivalent to the corresponding size of the minimal EEP, and is equal to 7 from Equation (3.39).
Figure5.14 (b) illustrates that the averagenumberof stepsneeded to approximate the consensus
value decreases with the addition of random edges. In particular, we observe that added edges
of weight 0.001 do not have an effect on the ability of nodes to approximate the consensus value,
but for random edges of higher edge weight nodes begin to approximate the consensus value
earlier. In this case we do not add enough edges to ϐill up the graph.
We conclude that the approximation of the consensus value is robust under the addition of noise
in the form of low weight random edges.
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Figure 5.14: (a) Here we add random links of different edge weight to the graph of the main running example. We
see that nodes with low observability rank maintain their advantage in calculating the consensus value under the
addition of random extra edges of low edge weight. As the graph ϐills up both the node observability rank and the
number of steps to approximate the consensus value decrease (as fully connected nodes have observability rank
two). The mean difference between the number of steps to approximate the consensus value and the theoretical
number of steps without edges added is shownwith edge weights indicated (with tolerance =1e-5). All points are
an average over all nodes for 50 graph instances, and 50 iterations of each. (b)We repeat the same for a cycle graph
of size n = 10, observing that in this case the addition of random edges decreases the number of steps required
to approximate the consensus value in agreement with the known fact that cycle graphs with extra edges converge
faster (with tolerance =1e-2).
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Chapter 6
Conclusions and FutureWork
This thesis has considered abroad range of topics under the umbrella of node-speciϐic properties
for Laplacian-based dynamical systems on graphs. Here we brieϐly recap on a few of the key
results, and discuss possible paths for future work.
In Chapter 3, we studied the intrinsic relationship between graph structure, as revealed by the
external equitable partition, the spectral characteristics of the associated graph Laplacian and
the dynamical implications for linear network consensus. In particular, the relationship between
consensus dynamics on a graph and the EEP highlights how this partition captures graph sym-
metries that induce time-invariances in the dynamics. Such symmetries may be eliminated or
reduced via the construction of the quotient graph and lead to a related coarse-grained con-
sensus dynamics taking place on the quotient graph of the EEP. It is important to mention that
although the quotient graph is actually a directed weighted graph, it has particular properties
(e.g. strong connectedness and real eigenvalues) due to the direct inheritance of such properties
from the original graph.
We have also studied how certain spectral and graph theoretical features of the EEPwith respect
to a single node allow us to characterise the convergence and observability of the dynamics for
each node, i.e., nodes exhibiting a non-trivial EEP can, in some cases, exhibit faster local conver-
gence compared to the global convergence for the graph. Faster local convergence is guaranteed
when the second largest eigenvalue of the quotient graph is larger than that of the full graph or,
in other words, when the ϐirst non-zero eigenvalue is not `inherited' by the quotient graph.
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On the other hand, we have also shown that the observability of the full dynamics with respect
to each node is determined by the observability of the quotient Laplacian dynamics with respect
to its corresponding EEP cell. Hence, the size of the mEEP with respect to a node provides an
upper bound on the dimension of the corresponding observable subspace. Our precise spectral
characterisation of the dimension of the observable subspace shows how the transmission to the
quotient graph Laplacian of eigenvalue degeneracies or of rank-reducing zero components can
make this bound not tight. Hence the existence of a non-trivialmEEP is a necessary condition for
both reduction of the dimension of the observable subspace, and faster convergence of coarse-
grained dynamics given by the mEEP. In general, the implication is that there is a link between
partial observability from a node and the possibility that the node will converge faster.
In Chapter 4, we consider the relationship between the EEP and the synchronisation of identical
coupled oscillator dynamics on networks. Analogous to the case of linear consensus, we show
that nodes within cells of the EEP exhibit partial synchronisation under an appropriate initial
condition. We show that asymptotic linearised stability analysis, or Master Stability Function
framework, introduced by [8,11] can be extended to dynamics on the quotient graph. It follows
that, if either or both the smallest and largest non-zero Laplacian eigenvalue is not shared with
the quotient graph, then the quotient graph exhibits increased synchronisability, or is more ro-
bustly synchronisable. Considering the mEEP with respect to an individual node, we show that
an analogous relationship between linearised dynamics for a small perturbation from the syn-
chronisation manifold exists between the full and quotient graphs as in the linear consensus
case. We exploit this result to characterise the rate of asymptotic convergence, or rate of de-
synchronisation, to the synchronisation manifold for an individual node.
Combining these results with the previous results of Chapter 3, we deduce that the spectrum of
the quotient Laplacian for an EEPwith respect to an individual node informs us about a range of
dynamical characteristics associated with that node. With this in mind, we extended our char-
acterisation of the external equitable partition to study nodes of complex networks, seeking,
in particular, to identify `knowledgeable' or `inϐluential' nodes in terms of their dynamical and
observability properties. We observed that, although non-trivial partitions only occur for a re-
stricted subset of nodes for large random graph topologies, there are quantitive differences in
node behaviour between scale free, Erdős-Rényi and entangled graphs. In particular, dynamical
heterogeneity, as captured by the mean increase in spectral gap for individual nodes, is most
pronounced in degree heterogeneous random graphs such as scale free graphs.
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In Chapter 5 the focus shifts to the analogous discrete consensus dynamics, where we initially
extend our results concerning the relationship between the EEP and continuous consensus dy-
namics to the discrete case. We then focus on the development of a decentralised algorithm,
based on the construction of a sequence of Hankel matrices, that enables individual nodes to
approximate the consensus value employing a small number of their state values alone. It is
shown numerically that, on average, nodes belonging to fast converging graphs, and high degree
nodes, approximate the consensus value earlier. The advantage for high degree nodes is more
pronounced for more degree heterogeneous graphs echoing our previous observations for the
dynamical behaviour of high degree nodes in scale free graphs exhibiting a non-trivial EEP. We
can conclude that graphs such graphs exhibit dynamical heterogeneity - i.e. a subset of 'inϐluen-
tial' nodes both converge to the consensus value faster, and can 'predict' the ϐinal value earlier
for discrete dynamics.
6.1 FutureWork
The External Equitable Partition and Laplacian-based Dynamics
We have seen introduced throughout out this thesis a broad range of results surrounding the
properties of the external equitable partition including spectral properties [13], dynamical and
control properties [10,46] and relatedwork in the ϐield of synchronisation of coupled oscillators
[72,73,75,114]. However, it is clear thatmanyof these authors have beenunaware of each others
work and, while this thesis represents an attempt to present a uniϐied interpretation of many of
these results, there remains scope for a comprehensive review of this area. A related area that
warrants further research is the the formal relationship between graph symmetry and the EEP,
intuitively captured by the existence of a non-trivial partition or drop in observability rank. This
question has beenwell-explored for the related equitable partitionwhere the orbits of any group
of automorphismsof a graph always forman equitable partition (but not vice-versa) [45,49], and
for various associated forms of graph reduction [92].
Our analysis of the relationship between the EEP and linear consensus in Chapter 3, and syn-
chronisation of coupled oscillators in Chapter 4, indicates that the existence of a non-trivial EEP
with respect to an individual node implies that the node in question exhibits unique local dy-
namical properties under a range of Laplacian-based dynamical models. However, as shown
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in Chapter 4, such analysis for large complex networks is often restricted to a small number of
nodes for which a non-trivial EEP exists. Wewould, therefore, like to develop approximate spec-
tral and numerical techniques to capture partitions close to satisfying the requirements for an
EEP similar to those considered by Gfeller et al. [72,73]. For example, one could search numer-
ically for near-constant components across Laplacian eigenvectors of a graph, and employ this
to generate a relaxed external equitable partition. Such techniques would enable us to charac-
terise node-speciϐic dynamical properties for a broader range of graph structures and real-world
systems.
For constructive networks, we can apply our understanding of the relationship between graph
structure and dynamics via the EEP to analyse and design networks with optimised features,
such as, for example, fast convergence or observability. One such application may be the design
of efϐicient sensor networks on regular graphs such as lattices, as brieϐly explored in Chapter 3.
For example, the EEP can inform us of where to place a single sensor node capable of tracking
the cell-average of other nodes in the network according to the reduced quotient graph dynam-
ics. The effect of the addition of noise into a Laplacian-based consensus sensor network, and the
behaviour of the associated quotient graph, is currently an area of research in the development
of robust sensor systems [114]. Another possible avenue of future research is the optimisation
of edge weights such that, for example, the convergence rate for a particular node could be max-
imised as can be currently accomplished via convex optimisation for the full graph [17].
Considering the relationship between synchronisation dynamics and the EEP, in particular par-
tially synchronised dynamics according to the cells of an EEP, a natural extension to this work
would be to consider the stability of the partially synchronised state. However, as mentioned
previously, this is non-trivial as the Jacobian functions for the partially synchronised state are
non-identical and hence the linearised dynamics cannot be reduced in the same manner as the
MSF framework. This problem may be more tractable employing contraction theory [103], a
form of global stability analysis, which has been considered for a similar type of symmetry-
reduced dynamics [92]. Similarly, another possible avenue would be to consider the case where
we have identical oscillators within cells of an EEP, yet different between cells (related to work
of [75]). This would be a generalisation of the case in Chapter 3 where we considered identical
input signals for nodes within cells of an EEP, and observed cell-synchronisation for a random
initial condition.
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Discrete Consensus Value Approximation
Turning to the approximation of the consensus value for discrete consensus dynamics, we ϐirst
consider some practical and theoretical issues associated with the algorithm.
Firstly, whilewehave shownour fully decentralised algorithmperformswell for a range of graph
topologies and parameters, there are several alternative but related approaches one could take
in developing a similar numerical relation which should be explored for future work. For exam-
ple, while we have employed the singular vector corresponding to the smallest singular value as
an approximate kernel vector, it may be possible to use a combination of singular vectors corre-
sponding to a subset of the smallest singular values in order to obtain 'smoother' convergence
to the consensus value. Alternatively, there may be a way of directly computing an SVD or rank
update for the Hankel matrix as new rows and columns of data are added without re-computing
the decomposition such as those explored by [115, 116]. A closed form solution for an updated
singular vector (i.e., dependent only on the previous step and the new data) does not appear
to be possible using currently available techniques, but perhaps this would be feasible under a
re-formulation or further relaxation of the problem.
For any such algorithm, we wish to have a fully decentralised convergence criterion which can
be computed by an individual node or sensor to ascertain when the consensus value has been
well-approximated. Whilewe have shown that the difference between successive steps of the al-
gorithm is correlated with the 'distance' to the true consensus value and that this can be used as
an effective stopping criteria for large graphs, it would be beneϐicial to develop a theoretical con-
vergence criterion. However, we note that this is a non-trivial task due to the non-monotonicity
of the sequence of consensus value approximations.
There is broad scope for the application of our algorithm to a range of problems including dis-
tributed Kalman ϐiltering, and Google's Pagerank algorithm. For example, classical centralised
Kalman ϐiltering [25, 117] requires that every sensor gathers information from all other nodes
to estimate or track a global signal. This is, however, computationally or practically unfeasible in
many circumstances. Our results enable the design of a distributed scheme for which any node
can use minimal local information to obtain the global average or consensus value of measured
sensory data without accessing any global information.
Another example is that of Google's Pagerank algorithm [118] which forms the basis of the
Google search engine via the computation of a vector ranking the the webpages (nodes) of the
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internet by order of importance. This Pagerank vector is an eigenvector of the Google adjacency
matrixG, which describes the directed edges or hyperlinks betweenwebpages or nodes. Inmost
cases, an approximate Pagerank vector is computed via 50 - 100 iterations of a power iteration
method, i.e.,
xk+1 = Gxk
until xk+1  xk. This algorithm currently takes a few days to run on some of the fastest comput-
ers in the world. In principle, the decentralised algorithm of Yuan et al. [12] and our numerical
relaxation can be extended to compute a decentralised approximation to this iteration, i.e., com-
pute the corresponding Pagerank value using less steps.
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