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Le travail présenté est l e résultat d 'expérience,acquises au contact 
de concepteurs d 'o rdinateurs. La réflexion développée au cours de 
c es pages s'appuie sur l' étude de machines bien précises et plus spé-
cialement sur l 'E PRON , prototype développé à l'Institut d'informatique. 
Le chapitre O présente le cadre et les lignes essentielles de l a recherche, 
les Chapitres 1, 2 et 3 en développent quelques étape s fondamentales. 
L'annexe pré.sentant quclques.s::h émas d ' implantation visualise l'organisa-
tion hardware de. l'EPRON . 
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CHAPITRE 0 
INTRODUCTION APPROFONDIE. 
0. 1. EVOLUTION HISTORIQUE. 
Deux touches , trois boutons et le programme choisi 
est l à, avec la puissance et la tonalité voulues , 
Dix manettes, quinze réglages et l e circuit o scilla-
teur est accordé, encore quelques misesau point et 
l' ampli B.F. excite correctement l a membrane du 
haut parleur . 
0.1. 
Ces postes de radio sont l ' image de deux options importantes. 
L 'un est un produit de consommation, une " machine " qui répond 
à un besoin qui résoud un problème. L ' autre est une "machine" 
intéressante en soi, et qui, presque par hasard, sert aussi à 
quelque chose. 
Les premiers ordinateurs étaient des machines à calculer dotées 
de quelques éléments de commande. Ils étaient programmables 
et pouvaient exécuter tout ce qu 10 voulait. Leur langage machine 
très simple découlait des possibilités du hardware. 
11 Avec l'instruction de décalage et le branchement conditionnel, 
vous pouvez tout faire •••• " devait être une des réponses classi-
ques à ceux qui doutaient de la puissance et de l 'universalité de 
c es machines. 
Et de fait, puisqu 'on pouvait tout faire •• • on a essayé . 
Très vite, des outils software se sont imposés. Il fallait un 
i ntermédiaire entre ce hardware ui pouvait tout faire et l 'utili -
sateur avec son problème bi.en précis. Cet intermédiaire, de 
simple assembleur est devenu un jeu de compilateurs insérés 
dans un operating system • · 
Parallèlement à cette évolution du software, les constructeurs 
d'ordinateurs ont orienté leurs machines en fonction d'une classe 
de problèmes (par exemple, ceux qui peuvent assez facilement 
être écrits en COBOL) . Ainsi certains langages de Base reflè-
tent assez fidèlement les principaux verbes COBOL ou/et donnent 
une structure "ALGOL-like II avec les primilives nécessaires aux 
nouveaux Operating Systèm s . 
C ette évolution vers un hardware de plus en plus spécialisé 
n'était guère compatible avec une technologi.e de plus en plus 
standardisée dans ses fonctions logiques . Le seul élément hard-
ware uniforme dans sa structure (donc économique) et diversifié 
d a ns son contenu est la mémoire. Un programme enregistré. 
remplacera. un automate cablé dans la commande des différentes 
u ni tés 1rn.rdw o..rc . 
1.1. 
CI-IA PITRE I 
DEFINITION DU llAR DW ARE. 
I. 1. INTRODUCTION AUX PROBLEMES E T METHODES. 
La description d'un ordinateur doit remplir 2 fonctions 
D 'uI).e part faire comprendre les méc ni smes de base de la machine et 
donner une idée générale à celui qui la découvre pour la première fois. 
D'autre part être un point de référence précis et non ambigu pour ceux 
qui soit la construisent, soit l'utilisent. · · · 
l . 1. 1. Méthode et Description d'un ensem le hardware. 
Ces 2 fonctions demandent des qualités malheureusement contradictoi-
res . Aussi avons nous choisi de donner 2 descriptions de notre E PRON . 
L'une informelle et essentielle, l 'autre formelle et fonctionnelle. 
La première est incomplète1 volontairement pour ne pas noyer l 'essen-
tiel dans le détail. La seconde lui sert de complément. 
Une approche complète de l 'EPROîJ se fera en lisant dans une première 
phase la description informelle ,dans une seconde la description for-
melle et enfin dans une troisième p a.se les deux descriptions en 
parallèle. 
Le test de la connaissance de l'E P:?O N se fera en : 
écrivant un micro-programme de conversion binaire - BCD (pour 
les lecteurs d orientation mathématiques ... ) , 
ou un 1111.cro-programme gérant les 1/0 sur un disque . 
vérifiant ce que 1· on a écrit grâce au simulateur. 
I. 1. 2. Langage de description d'un ensemble hardware. 
P lusieurs écoles ont chacure fait l'inventaire des langages existants, 
critiqué l 'un ou l'autre aspect puis défini un nouveau langage palliant 
ces diffé rents maux . .. 11 serait prétentieux de vouloir en quelques 
lignes suivre leur démarche, et pourtant, pris au jeu, nous avons 
réalisé non pas un nouveau langage mai s un compromis basé sur une 
"convention des paresseux" quant aux notations utilisées. (1) 
RElVtARQUE . 
Ces 2 définitions s·appuient sur un hardwar e bien précis utili sant la technolo-
gie TTL et les systèmes LSI. Une description du hardware en CASSANDRE 
est en préparation . Cette trois·ième description sera un complément inté re s-
sant pour comprendre le "comment" de la machine, elle n ·est cependant pas 
nécessaire actuellement pour définir nos icro-programmes. 
(1) Célèbre convention adoptée par le Professeur Jacques Mersch et stipula.nt 
"Ce que j 'écris a un sens précis et non ambigu; le lecteur est prié d · ajouter 
ou de corriger la lettre pour qu'elle corresponde au sens et à la cohérence que 
je veu x lui donner , de même il explicitera l es conventions assurant la cohé-
rence de ce texte" . 
I. 2. 
Cette convention inapplicable si la description doit être traitée sur 
machin e. est cependant bien uti.le pour faciliter l ' écriture et l a 
compréhension d ·un mécanisme par ailleurs défini correctement . (1) 
Notre d escription se fera dans un langage empruntant les notations 
et la sémantique (nous ne pouvons plus parler de la syntaxe) aux 
l angages défini s par messieurs CHU , Mermet et la C.H.B . 
Quelques notations moins immédiates sont rappelées ci-dessous. 
1. 1. 2. 1. SE_écification d es registres. 
1.1.2.2. 
- la zone concernée d'un regi stre e st définie par deux nombres, le 
premier donnant la position du premier bit de la zone, le 
s econd indiquant la longueur de l a zone; 
si le second nombre est égal à 1 , il peut être omis ; 
- un banc de regi stre peut être défini en écrivant un indice après 
le nom du re gistre . 
Ex . : (A)17 : 8 : = (MP.) 1 : 4 , 0000 
J 
la zone de 8 bits de A commençan t au bit n ° 17 p rend la valeur de 
l a zone de mémoire MP (d ' adres s e j ) de longueur 4 et commençant 
au bit 1, concaténée avec 4 "0" . 
Vari ables imnlicites. 
- - - - - -- _:,:J:'_ ----
- le signe " ~ " peut remplacer une v ariable si": il n y a pas de 
confusion possible quant à l'identification de l a v ariable 
remplacée. 
Ex. : (CC)l: 8 : = ~+ 1 
est identique ià (CC)l 8 : = (C C)l 8 + 1 
I. 1. 2. 3. Grol!:Pe d 'instructions - labels. 
un ensemble d'instructions peut ê t re groupé e n une entité par 
l'introduction d ·accolades; 
- cette entité peut être nommée par un label et exécutée par les 
instructions PER F ORM et EXEC UTE . 
(1) Notre description a été ré<ligée parallèle1 ent et en référence à un 
simulateur écrit en F ortran avec routines e n langage de base . 
Ce simu lateur est la définition ultime du fonctionnement de notre machine 
C'est lui qui. sert d · interface entre le hardware et le firmware . 
0 . 12 . 
c. Déte rminati.on de l a liste et de l 'ordre des p_a.ramètres . 
Ces paramètres doivent s 'incrire dans une structure 
précise pour qu'à l 'utili s ation de la Macro ils correspon-
dent à l a défi.nition . 
0 . 5.3.2 . Opérations exécutées à l' expansion de la Macro. 
Le travail se réduit i ci à : 
a . générer l e code Macro adéquat (éventuellement le gérer) . 
b, lister et générer les paramèt res . 
0.5,4 . Points Précis d ' lmplantation d'un tel processus. 
L 'implémentaüon donnée ici est schématique et fait appel au x 
notions fondamentales du h.ard-firm et softwa:re plutôt qu ' à des 
machines et p ackages précisés . 
· O. 5 .4 . 1. A ssemblage d e s micro-programmes. 
Il s'agit bien en effet, d'assembler les " corps " d e micro-
pro gramme de chacune des instructions . Pour ce faire, 
l e Macro - générateur doit avoir à sa disposition une li ste 
complète de ces II corps 11 • Chacun de ces II corps II doit avoir 
ét' soi gneusement const ruit pour pouvoir s'imbriquer dans 
n ' importe quelle séquence . Les corps fais ant appel à la 
Mémoire sero1 t facilement paramétrables (pour supporter un 
paramètre de l a MACRO comme argument). 
L e Mac ro-gén ' rateur créera donc une Macro en chaînant 
u n en -tête avec u ne suite de II corps 11 , sui vis d 'un lien , 
11 donne une adresse à c ette Macro . 
0. 5.4. 2 . Gestion des Codes Ma cro-Inst ructions . 
Plusieurs méthodes peuvent être utili sées, chacune optimisant 
un aspect pa r ticulie r. La solution est peut-être un heureux 
m 'lange de d eux ou plusieurs méthode s. 
a. Code étendu di.rcct , 
Un code Instruction est dit "Type Macro" . Un code com-
pl é me ntaire est adjoint à cc code pour détermi.ner l a 
Macro utili sée . Le code complémentaire est suffisamment 
étendu (]UC. pour couvri.r toute la liste des Macros pouvant 
se trouver simult a n ément clans u n progra1mne . 
0.13. 
b. Code étendu indirect. 
Un nombre n de codes Instructions sont des ent rées d'une 
table donnant les c odes complets des Macros accessibles à 
un instant donné , L'optimisation de la gestion d e c ette 
table est complexe et peut être confiée au . .•.. program-
meur ou à u n Macro Assembleur évolué. 
c. Code r estreint • . 
----------
Un nombre limité de Macro s est l aissé au programmeur. 
A chaque Macro, correspond un code Instruction classique , 
0.5 .5 . Conclusions et Perspectives , 
Un tel Macro- générateur tout en gardant la mê me "vi sibilité " 
ou programmeur permet d ' accroftre .l' efficience du calcula t eur 
micr o -programmé . 
D' autre part, s i dans l e jeu des Instructions d e Base sont i n -
clues quelques p rimitLves plus "fines ", le pro grammeur a la 
possibilité de se définir, d'une manière souple, de nouvel.les 
Instructions ( Macro -Instructions) . 
Ce mécanisme étant ascendant (et non descendant, comme pour 
les compilateurs), l'impl émentation, rendue p ar ailleurs plus simple 1 
peut être optünisée au mieux , 
Le lfl.ngage de définition des Macros étant le l angage d 'Assemblage, 
nous réalisons un doubl~ obiectiÎ : 
1 • 
- faciliter la tâche du programmeur en ne lui imposant pas un 
nouv au langage pour définir ses Instructions . 
- simplifier Je " compilateur " en l e transformant en un micro-
assembleur de rnicro-séque.nces préfabriquées . 
P arallèlement à la recherche p lus théor ique, une part j_mportante 
du travail a été consacrée à définir jusque dans le détail le 
hardw are du projet et à tester son efficacité en écrivant des 
micro-programmes généraux ou propres à un·traitement bien spé-
cialisé , 
Il est encore trop tôt pour tirer des conclusions définitives. 
Cependant jusqu ' à présent nous avons pu résoudre les problèmes 
posés ( raccordement de périphériques rapides , protection mémoire, 
instruction spécialisée, etc •. ) avec une efficience assez remar-
quable, 
L'étape importante qu'il nous reste à franchir est celle de la 
définition complète de l'architecture software et un essai de 
réalisation de sys tème . 
o. ]4. 
L 'idée de ba.se (dynamisme dans la relation firmware- software) 
sous-tend les trois chapi.tres suivants. Plus parti.culièrement, 
nous verrons l 'importance accordée a u x 2 niveaux. de micro-et 
mini-langage, le premier assurant les primitives de traitement 
et l e s cond l 'enchaÎhement de ces primitive s pour former des 
instructions . 
Le chapitre I présente le h a rdware qui supportera notre s yst ème . 
L e chapitre II donne les b a ses de l' architecture fi rmware-software. 
L e chapitre lll enfin p ropo se un mécanisme d 'interaction entre 
software et firmware . 
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0.2. 
La micro-programmation était née • • • Une succession de mots 
de contrôle commanderaient les changements d'état de la machine. 
Avec un hardware simple on pouvait désormais interpréter un 
langage d e base compl exe , un décor virtuel plus proche de nos 
structures de pensée. 
Cette notion d 'interpréteur a fait son chemin et le langage micro-
programme conçu au départ comme une aide dans la réalisation 
du hardware est devenu un outil a u s e rvice du système tout entier. 
Le niveau micro-programme revit actuellement l ' évolution vécue 
j adis au niveau programme. De même que le passage des tabula-
t rices aux ordinateurs fut marqué par le passage d 'une logique ca-
blée à une logique enregistrée, ainsi , une .nouvelle gamme de 
machines se caractérise actuellement, entr ' autres améliorations, 
par un niveau micro-programme développé et adaptable. 
La ou les mémoires de contrôle de ces nouveaux ordinateurs sont 
i nscriptibles et les constructeurs proposent même parfois des 
assembleurs et simulateurs de micro -pr o gramme . Certai ns systè-
mes, utili sant les techniques d'overlay micro-programmes, pré -
sentent même des packages micro-progranunes spécialisés dans 
l 'interprétation d 'un l angage de base propre à. une classe d ' appli-
cations . 
En comparant les différents langages de Base depuis les débuts 
des ordinateurs jusqu'à cette d écennie, un jeune informaticien, 
non-conscient des mécanismes de l'évolution, serait tenté 
d'employer le mot M.i\.CROPROGRAMM.t\TION à propos des 
nouveaux langages de Ba.se au lieu du terme MICROPROGRAMMA-
TlON à propos des lang,~.ge s plus proches du hardware. 
Les premiers langages ma.chines sont en effet beaucoup plus proches 
(fonctionnelle.ment) des langes de micro -programmation actuels que 
des nouveaux langages de Base (1). 
Trois points d ans cette histoire guideront notre réflexion : 
1. La logique de croissance est de complexifier un niveau 
jusqu 'au seuil de saturation . Ce seuil atteint, un niveau 
supplémentaire vient dédoubler l'ancien (2), 
2, L'architecture actuelle des ordina teurs est b asée sur 
t rois niveaux (3,) : hardware , fi rmware, software, 
3. L'interaction entre niveaux , laissée aux constructeurs , 
est actuellement très limitée (4 ). 
( 1) DDï<.ROUGHS appelle d'ailleurs ses langages de Base des 
S-Lang.::i ges; S pour Software, Système, Spécial, 
(2) Cette logique de croissance utilisée tous les jours en programmation. 
(routine, programme, chaine de programmes) se retrouve aussi dans 
l a vie de tous les jours, en manutention, pur exemple (ravier , boî'tc, 
caisse , containers). 
(3 ) Le. _M l, ordiHL teur expérimental construit aux U Si\. propose 1m éclate. 
me nt en d eux du ni.veau firmware, do nnant ainsi un architecture à 4 
niveaux. 
(4) DUR ROUG1 l ~.> c.L l lE','J LET P.i\.C 1(1\.RD semblent n ctucllcmcnt 1 es 
pionni......r <lnns c0.Lte li gne de rcchcrchè, 
0 .3 . 
O. 2 , PROSPECTIVES. 
Vœ sous cet angle , la recherche actuelle prend t out son s ens , 
Si les techniques d e micro -programmation sont un mécani sme 
software perme ttant de découper la réalisation d 'une tâche 
en primiti ves de traitement (le s instructions du l angage de Base), 
a lors, la définit ion de ces primitives doit tenir compte aussi 
de la .t âch.e à réaliser , et plus seulement du h ardware c apable 
d e les suppor ter , 
Une interaction firmwar e-sof-tware pose deux problème s di stinct s 
1 . C omment définir une architecture h ardware -firmware 
permettant un découpage souple et efficient en primiti-
v es de traitement ? Quelles nn sont les contraintes ? 
Sur quelles bases choisir un langage de rnicro -program-
mation? 
2. Quel est le t ype de mécanisme capable d ' assur er cette 
répa rtition optimale entre software et firmware ? 
Simple échange d' informations entre progra m meurs et 
micro-programm e urs chez le constructeur, ou , compi -
l ateur et macro-assembleur de micro -programmes ? 
En recherchant une réalisation c a:rtrète, le projet E PR O N (Experi -
ment a l PROcessor .:tJ amur) affronte ces problèmes jusque dans le 
détaH, Son obj ectif est de présenter un ensemble software firm-
ware interactif· Cet ensemble , b a sé sur un hardware bien précis 
est réa lisé dans le cadre de la construction d 'un mini-ordinateur 
( 1) c apable de traiter des problèmes de gestion aussi bien qu 'u n 
contrôle de processus industrie l , Moyennant un interface trè s 
réduit (sans nécessité de contrôleurs coûteux) ce mini peut être 
connecté à chacun des élément s de la gamme classique des périphé -
riques, bandes et disques corn.pris , et traiter ceux- c i e n parall' -
lisme avec l'exécution de programmes . 
L I architecture de l 'E PRON présente une option bien précise pa rmi 
une gamm e très large de techniques de micro-progra.mmation, Une 
brève ~tude de ces techniques permettra de juger plus facilement 
ce choix et situera l 'E PRON dans le courant actuel, 
(1). La définition d'un m.ini-ordi.nateur est basée sur d es critères de 
prix et d ' encombrement , D' aprè s Albert B . Tonik, i ngénieur 
conseil chez U NIVAC , un petit ordinateur mi.cro-pro grammé se 
caractérise par une mémoire de contrôle de 50. 000 bits . · ar 
a il1 eur"', lél majorité les nùnis peuvent dans leur configuration de 
base ôtre logés dans un seul rack. 
L'E PRO J dispose de deux mémoires de contrôle totalisant 40,000 
bits dans une première configuration et jusqu'à dix fois plus dans 
des con i\gura.tions et applicJ.tions spéciales . 
En onfi:-',Uration d e ·bas , u n seul rack lui suffit et il se classe 
(coût -cnc0m1Jrcmcnt) dans la gamme des mi.nis. 
0.4. 
O. 3. LES GRANDS AXES DE LA MICRO-PROGRAMMATION, 
Les différents langages micro-programmes sont constitués de mots 
de contré:>le de longueur fixe, exécutés en un temps court (80 à 500 
ns), 
. Ces mots de contr6le divisés en "champs " déterminent le changement 
d' éat de la machine durant un ou plusieurs temps é l émentaires, 
. Les trois caractéristiques suivantes permettent de classer les 
différents types de micro-programmation actuellement disponibles, 
o. 3.1. 
o. 3.2. 
Contr6le de l'adresse. 
Le mécanisme de prise en charge d'un mot de contrôle détermine 
fortement les caractéristiques du niveau micro-programme, 
entr'autres : 
- l a ·vitesse d 'exécution look ahead, possible d ans le c as 
d 1exécution purement séquentielle. 
le volume de la mémoire de contrôl e adressable et la 
longueur du mot de contrôle : un champ adresse est 
coûteux en bits, 
- l e type de branchements possibles et donc la r i chesse 
de la structure d'un micro-pro gr 1,1me . 
Le compromis entre vitesse, volume et richesse d.e l a structure 
vient du choix fait parmi les techniques ci-dessous pour déter-
miner l ' adresse du prochain mot de cnntrôle. Cette adresse 
peut dépendre : 
- de l 'adresse courante : exécution en séquence . 
- du champ adresse du mot de co.ntr6le : branchement 
explicite . 
- -de bits caractéristiques d'état : b ranchements condition-
nels, 
- de registres spécialisés : pagination, segmentation, 
Le mécanisme d ' adressage de l a plupart des machines actuelles 
se fonde sur plusieurs (voire même 4) de ces techniques. 
Décode en champs. 
Un mot de contrôle définit le changement d ' état de la machine 
pendant un temps élénY'ataire. Il <loit donc commander un certain 
nombre d'actions élémentaire s (ouverture de portes, sél ection 
de registres, positi.onuernent de bascules etc, •• ). 
Deux conceptions extrèmes peuvent €! tre envisagées : 
1. - à chaque action élémentaire du hardware correspond un bit 
dans le mot de contrôle. L'action est exécutée si l _ bit 
est à J • 
o. 3.3. 
O.S. 
2. - l ' ensemble des combinaisons "utiles" des actions est 
énuméré • Chaque combinaison est codée et détermine 
un des types de mots de contrôle possibles. 
Dans la première conception, la longueur du mot de contrôle est 
i mportante, mais par contre la décode nulle est t rè s rapide. 
La seconde permet un compactage beaucoup plus grari.d , la 
mémoire de contrôle a donc des mots beaucoup plus courts, 
mais le système de décode est plus coûteux en temps et en 
hardware. 
L a première conception de plus, n'a pas déterminé à priori 
toutes les combinaisons u tiles; Elle laisse toutes les possi-
bilités du hardware disponibles. 
Entre ces deux conceptions existe un compromis basé sur 
la noti.on de "cha mp" • 
Un champ contréHe un sous ensemble du hardware dont l es 
actions de commande sont mutuellement exclusives. A chacun 
des élément s principaux du ·hardware de la ma.chi.ne correspon -
dra un champ lo gique. 
L a di s tinction champ lo gique - champ physique vient de ce . 
qu 'un mê me champ physique (i.e. une zone du mot de contrôle) 
peut détermine r plusieurs champs logiques. Un code dans le 
mot de contrôle précisera pour cha que champ physique le 
champ logique concerné. (1) · 
Suivant qu 'il y a ou non dans une machine équivalence entre 
champ physique et champ logique, on dil~a qu'elle est à champs 
indépendants ou dépendants. Les remarques énoncées plus 
h a ut (bits indépendants ou code général)s'appliquent ici é gale-
ment. 
Indépendance des mots de contrôle succe ssifs. 
Les différents composants d'une machine se répartissent 
grossi.èrement en 3 classes caractér isées par un temps d e 
base . En unité de temps, ces cara ctéristiques sont : 
Accès mémoire c entral 100. 
Accès mémoire de contrôle et mémoire locale 10. 
Passage d e l'information à t ravers une couche logique 1. 
L a synchronisation entre c es composants se réa lise suivant troi s 
t echniques (combinaisons de 2 variable s hardware -firmware): 
a. Synchroni sme laissé au micro -programmeur. C e lui 
dispose des différent s t emps et inclu dans une séquence 
des mots de contrêlle vierges ( = n'utili sant pas le c ompo-
s a nt à synchroniser) (2) • 
(1) La décode se réalise donc en 2 couches de lo gique : 
- sélectionner l'unité hardware concernée par l e champs . 
- sé.lc --tionner l ' action déterminée par le contenu d:u. champs. 
(2) E xernplc : pour commande r une lecture en mémoire, le micro-pro gram-
meur devra successi_vcmc.nt : 
. . 
- charger le registre adresse, , . 
- donner un on.1re de lecture a la mcmo1re. 
:.J réaliser des actions qui ne concernent pas l a mémoire . 
sortir J.a mémoire . 
0.6. 
b. Synchronisme laissé au rrücro-programmeur et 
supporté par 1 e hardware. "Un champ dans le mot 
de contrôle précise une fonction de retard.. 
c. Synchronisation hardware. Mode asynchrone syn.chro-
nisé réalisé par figeage de l'unité la plus rapide défigée 
par la plus lente ou par mécanisme de coulisses dans 
l'horloge . 
0. 3 .4. L ignes de recherches actuelles . 
O. 3.4.1. Multiplication des niveaux , 
o. 3.4.2. 
o. 3.4.3. 
Vu l ' évolution du niveau firmware, les l angages micro-pro -
grammes dans certaines machines deviennent tellement évolués 
qu 'ils peuvent être comparés aux langages de base de jadis, 
Il est alors naturel d'envisager un niveau supplémentaire pour 
interpréter l es micro-programmes. Les termes mini -pro gram -
mation, rrücro -programmation et pica-programmation devenus 
maintenant classiques témoignent de cette multiplication des 
niveaux. 
Souvent da.ns une même machine , les différents niveaux auront 
des propriétés très différente s et équilibreront à leur façon : 
- l'adressage. 
- l a décode en champs . 
- l'indépendance des mots de contrôle successifs. 
Dynamisme firmware. 
Plusieurs machines disposent de mémoire de contrôle in-
scriptible. Cette facilité est utili sée durant la phase de mise 
au point des micro-programmes ou comme zone d'overlay 
pour des micro-programmes spécialisés. Certain.es machines 
b analisent leurs mémoires au niveau architecture . Le soft-
ware et le fi.rmware partagent alors la même mémoire, Cette 
mémoire unique peut être divisée en blocs physiques réali.sés 
dans des technologies différentes et redonner un temps d'accès 
réduit pour la zone de base du firmware et du software système. 
Aide à la réalisation de micro-programmes. 
Les constructeurs mettent de plus en plus à la disposition du 
client (pour l e s minis) des assembleurs et simulateurs de 
rrücro-programmes . Ces programmes sont même conçus pour 
"tourner" sur une configuration moyenne du mini. On remarque 
epcndn.nt que les minis qui donnent ces possibilités ont un 
langage de micro-programmation assez figé; le nombre de 
champs d ans un mot de contrôle est réduit ,et l a dépen dance 
entre champs est grande. On peut dire qu'ils donn nt a cè s 
au mini-langage, et non o.u micro langage . 
0. 4.1. 
0.7. 
L'E PRON face à ces axes._ 
L'interaction firmware-software, objectif du projet E PRON, 
implique la possibilité de découper une tâ.che globale en une 
séql ence d 'unités de traitement dites primitives de la tâche. 
Le fir mwar met à la disposition du software un jeu de sé-
quences de t e lles primitives. L'interaction firm ware-software 
permet de modifie r ces prirn.itves et leur type de chaînage en 
fonction de la tâche globale à exécuter. 
Pour supporter facilement un tel découpage - ass emblage 
modifiable par le software, le système fimware-hardware est 
bâti sur une structure à deux niveaux de langage micro-pro-
gramme . 
Le micro-langage permet de définir et d ' exécuter des unités 
de traitement, le mini-langage .les chaîne pour assurer l'inter-
prétation des instructions. Tous deux sont en mémoire vive 
pour assurer leur adaptation par le software . 
Cette structure de base définit presqu 'automatiquement des 
critères de sélection dans chacun des domaines précédents 
(contrôle de l'adresse, décode en champs, indépendance des 
mots de contr6le) . 
Contr ôle de l'adresse. 
L' adresse du mot de contrôle est obtenue par concaténation 
de deux registres. Celui de poids fort détermine l'unité 
de traitement à réaliser, et celui de poids faible les dif-
fére ntes étape s de son exécution. 256 unités de traitement 
sont ainsi adr essables et 8 étapes sont prévues pour 
chacune d ' elles. La mémoi.re de contrôle rapide contient 
l es 2 K mots de contr6le (256 ~ê 8 = 2 K). L a mémoire 
centrale banalisée soft·vare-firmware contient le mi.ni.-
l an gage et per met le c ba îhage des u ni.tés de ·traitement . 
Deux types de commande s agissent sur l'adresse de la 
mémoire rapide de cont r ôle ~ -
celles interne s à l'unité de traitement (saut <l'un mot à.e con-
t rôle, rep r i se au premier mot de contrôle, fin de l 'unité 
d e traitement ) et d ' autres, externes qui font appel au mini. -
l angage pour préciser la nouvelle unité de traiteme nt à 
exécuter (1). 
Cette technique permet le look-ahead au niveau de l'unité 
d e traiteme nt et optimise au mieux la gestion de l'adresse 
rendue i ndépendante du mot de contrôle. En effet, le niveau 
mini-langage seul supporte le contrôle explicite de l'adresse. 
(1) Les interruptions sont reprises au niveau, mini-langage, tandis 
que les t e sts et sauts conditionne ls élémentaires sont effectués au 
niveau nucro-langage, 
o.B. 
O. 4.2. D écode en champs . 
Les deux niveaux de mini - et micro-langages permettent 
une grande souples se dans le chaînage des unités d e traite-
ment . Pour garder à ces unités de traitement toute leur 
puissance et ne pas restreindre à priori leur variété, un 
encodage par champs s'impose. 
Ces champs commandent chacun une r.unité h ardwar e et l'indé-
pendance est pratiquement totale. De plus, cette option 
permet de profiter au maximum de la te chnologie actuelle . 
Toute configuration de bits dans le mot de contrôle réalise 
une transformation bien préci se de l 'état de la machine, 
P armi c es configurations nous devrons, en étant sévère, en 
·r ejeter 99 % qui ne répondent à aucune fonctionnalité . 
J/.ia.lgré ce déchet (1), le résultat global est économique. Le 
co-0.t de la mémoire rapide pourrait être réduit de 30 % mais il 
serait contrebal anc é par u n hardware très a lourdi et plus 
l ent . 
Le niveau mini-langage étant d éjà interprété en partie par 
l e micro-langage, il ne peut êt r e question de champs et de 
décode hardware. 
O. 4. 3 . Indépendance des mots de contrôle . 
( 1 ) 
( 2 ) 
L a question est délicate et toutes les déci sions sont loin 
d 'être prises au niveau hardware . Un point est clairement 
d éfini : la visibilité de la machine au niveau du micro-pro -
grammeur . A ce niveau, l'indépendance des mots d e con-
trôle est totale . Cette option vient d 'une part, de la volonté 
d e faciliter l e travail de s micro-pr ogrammeurs e t d' autre part, 
de p ermettre une densité maxi mum dans l' écriture des mots 
de contrôle (2). 
Dans une première phase, le h ardware simplifié au maximum 
ne tient pas compte des optimisations pos sibles par a.synchro -
nisme . Une seconde phase p ourra le conduire à augmenter 
sa rapidit é pour peu de frais hardware mais beaucoup de 
" matière grise ". 
Si 99 % des configurations sont à rejeter, cela veut dire que 
7 bits (27 = 128) au p lus sont perdus sur les 24 d 'un mots de 
contrôle soit : 7 : 24 ='30 % d e déchet . 
Cette densité trè s élév ' e explique en partie le résult at satis -
faisar,.t de l' encodage par c hamps . La suppression de cette 
synchronisation, ent rame immédi atement une perte de plus 
d e 50 %. 
0.8. bi s 
Cette seconde phase d 'optimi :....1.tion s'appuie également sur d'autre s 
technique s que l'asynchronisme. Nous en esquissons deux ci.-
dessous . 
A partir de l a définition sémantique et des combinaisons de com-
mandes les plus usuelle s dans les mots de contrôle , un "poids " 
peut être donné à chaque unité hardware . (1 ) Ce "poi ds " est un 
critère important dans le choix des compos ants et de la structure 
d'implantation , 
D 'autre part, dans l e cas de chai.Îles critiques (2), un circuit 
rapide et simple peut détecter " à l 'avance " une condition logique 
et prévenir l'horloge qu'elle devra prolonger son temp s élémen -
t aire . C e système " à coulisses" donne au hardware le temps 
d ont il a besoin plutôt que de lui donner rigidement u n temps 
élémentaire égal au temps de la chaîne cri'tique du systQme . 
O. 5. MACRO-ASSEM.BLEU R SUPPORTE PAR FIRMWARE . 
L es systèmes actuels d.onnerit dès facilités dans l e découpage d 'une 
tâche globale en chafue de programmes, en pro grammes et en routi -
nes ou procédures . Si l 'utilisateur veut affiner le traitement, il 
peut encore descendre jusqu 'au langage de base et di spo ser de l ' aide 
du système pour réaliser les interfaces avec l es autre s niveaux, 
L e niveau micro-programme, lui, est soit inaccessible, s oit dépourvu 
de tout support software pour le relier au reste du syst ème . 
Pourtant, b énéficier de ce niveau peut s'avérer très é conomique en 
place mémoire, et plus efficient en temps d'exécution . 
L e macro-assembleur supporté par firmware est un mécanisme acces -
sible au niveau d 'un macro-assembleur ou du langage de base. 11 
donne la possibilité au programmeur de profiter de la puis sance du 
firmware tout en ne lui impo sant pas la manipulation de nouveaux 
l angages . 
( 1) Exemple : 
L es premières adresses de la mémoire centrale sont beaucoup plus 
utili sées que celles de poids supérieur . Un hardware optimalisé 
réaliserait donc d ans une technologie différente les positions bas ses 
et haute s de la mémoire . 
Il ne s'agit pas ici de modifier la structure lo gique de l' architecture 
ou sa visibilité firmware mais bien de maximiser un rapport perfor -
mance prix dans l 'i.mplantation hardware . 
Autre exemple pris en horlogerie : Les axes du systQme d' échappe-
ment pivotent sur des rubis ; ceux qui sont moins sollicités sont 
directement en contact avec l 'alliage du chas sis . La fonction de l'axe 
et d e son pivot n ' a pas changé mais la réalisation a tenu compte de 
critères usure/prix , 
C 2) Une chaf'ne critique est un chemin de longueur maximal e clans le 
graphe représentatif d'un système d'équations lo giques . 
0 . 9. 
0. 5. 1. Principe . 
Le principe très simple repose ~ur une double constatation : 
- une instruction en l anga ge de base est exécutée par un 
micro-programme dont le début et la fin sont consacrés à 
des opérations de "fetch" ( 1), 
- dans un programme généré par un compilateur ou un macro-
assembleur (2), un grand nombre d 'instructions font partie de 
séquences standards très souvents r épétée s. 
Il s ' énonce comme suit : 
L 'expansion d 'une macro en langage de base dans le texte du program-
me est remplac ée par un branchement micro -programme (d éfini par 
le code instruction) . La définition de la mac ro provoque l' assemblage 
d 'un microcode correspondant à la sémantique de la macro et l'assigna-
tion d 'un nouveau code i nstruction . 
0.5.2, Justification. 
Un rapide calcul donne les conditions de gai n de temps et espace 
mémoire. 
O. 5.2.1. Gain de temps. 
Soient 
Tc : : = Temps de chaînage : : = Temps machine nécessaire pour 
effectuer une en-tête et un lien , 
Te : : = Temps d'Exécution : : = T emp s machine nécessaire pour 
effectuer les opérations définies par une instruction donnée.. 
Ti : : = Temp s d 'Instruction : : = Tc+ Te , 
Soit un programme donné il se caractérise par 
TE 
TC 
TP 
. . -
.. -
. . -
.. -
.. -
. . -
Te fixe . 
Tc à rédui re. 
Temps du Programme : : = TE + TC à optimiser. 
(1) La fi gure ci -contre visualise ce mécanisme. 
(2) Les termes "macro-assembleur, macro définition, macro expansion" 
employés ici font référence au mécanisme de génération d e code 
proP,rement dit, sans tenir compte de l'assemblage conditionnel et 
paramétr'. 
0.10. 
Prise en charge de s Instructions dans un ma chine micro-programmée. 
Dans un tel type de machine, l es i nstructions sont, en fait, considérées 
comme des données par le micro -programme, 
La technique de sélection par adressage est très utili sée e t en général, 
à un code instruction correspond une adresse micro-programme . Cette 
prise en charge d 'une instruction est représentée par le diagramme ci-
dessous : 
Lnstruc.tion du programme 
C.o.·, opérandes 
c.o: 1 
c.o. 
Micro-programme 
..i,, 1 mise à jour compteur lnstr;uction 
11
) 
en-tête 
1 Recherche opérande et exéc. 
exécution 1 1----------------~--J-
exécution 
recherche nouvelle instruction lien 
Un en-tête et un lien (fin) entourent donc le micro -pro gramme propre à 
chaque instruction. 
Exécution d 'une séquence d'instruction, 
Dans le diagramme ci-dessous, les flèches visualisent la circulation de 
l'information de chafnage . A chaque flèche correspond un adressage 
Mémoire (Centrale ou de Contrôle) , 
lnst. 1 1 DEBUT en-tête 
\ 
lns t. 2 EXEC . 2 Il 
lnst. 3 EXEC . 2 ,) 
EXEC, 2 1 .) ) FIN lien 
~ DEBUT en-tête 
8 EXEC. 1 
' ) 
--g~ FIN ) lien 
10 
11 
-rr->- D E BUT 
') en-tête 
'----.,_ 13 EXEC . 3 1 ,/ 
... _____ 14 EXEC. 3 , ) 
15 FIN ,) lie n 
0 . 11. -
Rédujre Tc équivautJsoit à r:cluire chacun des Tc, soit à réduire 
leur nombre. Ce second aspect est traité ici. 
Une séquence cl 'instructions répètée souvent, devient une seule 
instruction avec J seul Tc, Le Temps gagné sera ainsi proportion-
nel au nombre de fois que la séquence est exécutée, multiplié par 
le nombre cl 'instructions de cette séquence. 
0. 5,-2. 1. Gain de place . 
Soient 
Ps : : = Longueur d'une séquence (en unités Mémoire) écrite 
dans l e _programme . 
Ms • • :.=: Longueur d 'une séquence (en unités Mémoire) écrite 
en Micro-programme . 
Ns : : = Non1bre cl 'occurrences de la séquence dans le Programme. 
Remplacer une séquence d 'instruction par u ne seule instruction 
en généra.nt un micro-programme spécial donne un gain de place 
si Ns :x (P 5 - 1) ) M ~ 
Ns *(Ps - 1) ) Ms 
N.B .: 
On rema rquera, au passage, qu ' il s 1 agit bien d 'optimiser une 
fonction complexe. 
Compiler tout le programme en 1 seul micro -programme serait 
assez coûteux en place Mémoire et en temps compilation ! 
bien que le plus efficace en t mps d'exécution ! 
0.5 . 3. Réalisation, 
Le macro -assembleur réalise deux types de fonctions : lors de 
la définition et lors de l'expansion de la macro , Pour cha cune 
d'elles, le firmware devra effectuer les opérations suivantes 
0.5.3.1. Opérations exécutées à la définition de la Macro. 
L a macro doit en effet ~tre identifi ' e pour pouvoir être 
ex écutée . Le co<le doit pouvoir donner accès au micro-
programme qui exécutera. cette macro. 
b. Génération du micro ::PIO_gr::imme . 
J\ pari i.r de l a définition éle 1a Macro, il faut générer la 
suite de micro-inst ructions qui. vont effectivement exécuter 
la sérnanti.qu de cette clé.finili.on , 
1.1.2.~-. Exécution sé lective EXECUT E _çp}l-rl_i labl.1- . .. . labn). 
-· en fonction de la valeur de parl, il y a exécution <lu "bloc" 
défini par le i èrne l a bel où i = valeur de parl + 1. 
\,., 
1.3. 
- est équivalente à l 1 instruction PE RFORM. l a bi avec la facilité de 
choix du label. 
1. 1. 2 . 5 . E X-J2Fe s sion lo_g~q~e . 
Opérateurs 
exclusif . 
1.1.2.6 . Constantes . 
, I\ , V , \JI re specti verne nt, non, et, ou et ou 
Sont défi.nies en di gits binaires , octaux, décimaux, hexadécimaux, 
ou en nombres décimaux . La convention des paresseux permet de 
hhoisir la forme voulue. 
1.1.2 . 7 . Variables minuscules . 
sans faire référence explicitement à un élément har dware elles 
permettent des simplifications d écritures et rendent la compréhen-
s ion p1us facile . 
1.4 . 
I. 2 . DET-1Nl.TION FONCTIONNELLE DE L 1.EPR ON . 
Cette définition est bien celle d ' un modè le à l'intention du micro-pro-
grammeur. Ce lui - ci a en face de lui un automate qu'il devra mener 
d'un état i jusqu ' à un état i + k, correspondant à l ' exécution d 'une 
instruction. 
Pour faciliter la compréhension de cet automate j nous indiquons 
rapideme nt quelques structures de notre architecture ainsi que les 
noms que nous leur donnons. 
l . 2 . 1 . Ni veaux et en chaîne ment . 
L 'archit.ecture de l 'E PRON est basée sur une micro -programmation 
à 2 niveaux, tous deux en mémoire insc riptible . Cette décomposition 
en niveaux permet de définir des unités élémentaires de t r aitement , 
de leur donner un nom (i.e. un numéro) et de pouvoir ensuite , au 
nive au supérieur, l es utili ser comme primitives dans un traitement 
plus complexe . 
I. 2 . 1. 1. P r emière ~_proche essentie lle. 
Partant du plu s é l émentaire, nous avons dans l 'E PRON, les entités 
suivantes . 
1. Actions de 6 Types : 
1 . Sortie d'un re gistre sur les bus S. 
2 . Entrée dans un registre à partir des bus E . 
3. Opérateur-Varia - type d 'opération . 
4 . Tests. 
5 . Ordres . 
6. Mode
1 
de transfert des bus Saux bus E . 
- Cha que Type c omprend 16 actions possibles. 
- A chaque Type co r respond 1 champ de 4 bits . 
- Ce champ pe r met de coder l'action choisie parmi les 16 . 
2. Micro~F onction composée de 6 actions, une de chaqu·e Type ,: 
- est définie par 24 bits ( == 6 x 4) groupés en 6 c h amps . 
est exécutée par le hardware en un sous -temps élémentaire 
(250 ns). 
3 . Micro - Instruction composée de 8 Micro-R:mction s . 
- est nommable pa.r un numé r o (8 bits) donnant l 'adresse e n 
Mémoire Rapide de la séquence de s 8 Micro-T-onctions l a 
composant, 
- constitue l'unité au ni.veau Mini- langage . 
- est exécutée en un Temps de 9 sous-temps st0= F etch, stl. .. 
stS 
1. 5,. 
4. Ligne Micro composée de 3 Micro-instructions. 
- est nommable par son adresse en Mémoire Principale , 
- est définie par 24 bits (= 3 x 8) 
- est exécutée en 4 Temps T0-Fetch , Tl, T2, T3, 
5. Instruction composée d'un nombre variable de Ligne Micro 
N.B. 
- est nommable par son code Opération 
- est définie par une suite de Lignes Micro. 
Ce niveau étant la limite entre Software et Firmware, 
aucune précision ne peut être donnée indépendamment 
d'un langage de Base préalablement défini. 
La figure à la page suivante permettra de mieux visualiser 1 en-
chamement des différents niveaux . 
C. p 
ME MOIRE PR INCIPA LE MOTS DE 24 B IT S 
PROGRAMM flE N LANGAGE 
DE BASE 
AD 
* 
ADRESS E 
- -- - -------M. PROGRAM ME S EN 
MINI LANGAGt: 
1---I_N_D_A _ _._ __ A_D_D ___ R_N_l_---1 ~LIGNE MI C.R O 
I N O SS T RN I / 
IN.D* A DO RN I 
I. 6 . 
217 DM 
Exécution de la ligne Micro 
chargée dans DM (Décode Micro) 
131, X 8 
: 107 Î° 
::. 17 36 
MEMOIRE RAP I DE MOTS DE 21. .61 TS 
MI Cl<O FON CTI ON 
SRI ERA AOD 15 17 17 0 S M EX 17 ?7 1/} MICRO INSTRUCTION s 1 EX 17 17 N' 18 sz ERA PK 17 17 
SM EX AOD LL 7 777 
S A EX 7 7 77 
sz El\ PK 
. 
SC.P ERA AOD MPI 17 17 
SM f: Rf L L 17 17 
S M EGM oC 0 3 
SHA EC.P 17 17 
2 3 L. 5 f> 
1 1 
E xécuti on de l a Micro F onction 
......,s_R_'__._E_R_A~,.___ _ _.__1_s_..___N_o__._1_7 1_7_._ chargé e dans les 6 d é c odeurs . 
/ ~ode de transfert 1,.-aw~-1 
NO Opé ration 
L'opérateur reste dans cet état pendant 
la Micro Inst r uction. 
E nt r ée d e RA 
de R I (C o11t i.ent l'inst ruction à exécuter) 
I. 7. 
I.2.1.2. Seconde ffJ2P}'Ochey)ys redondante . 
Vu l'importance de ces notions et de leur s noms, nous nous 
permettons de redéfinir sous une a utre forme les 4 unit és 
d e traitement . 
Types d' a ctions 
15 Sorties 
15 Entrée s 
15 Tests 
16 0 rdre s 
16 Mode s de Transfert 
16 T ypes d 'Opérat ion 
15 Actions complémentaires . 
Une action d éfinit soit un niveau lo gique pendant ] 
sous-temps (ex . SA fixe la valeur des Bus de Sortie 
à celle de (A) ) s oit, une impulsion positionnant une 
bascule (ex. OR remet le Report à 0). 
Une micro -fonction ou mot de commande est un mot de 24 
bit s decoupé en 6 champs . Chacun de ces champs 
définit u n e et une seu le action . Une micro-fonction 
définit entièrement la transformation de l 1 état d e la 
machine pendant 1 sous -temps . 
c hamp 1 1 2 3 4 5 6 
Sortie Entrée Tests O rdre s Transfert 
Une micro-instruction ou séquence de micro-fon ctions est 
une séquence de 8 mot s de Mémoire Rapide . Cette 
s équence est adres s ée d'une part, par l e code d e la · 
micro (8 bits) et d 1 autre part , par l e compteur de 
sous - t emps pour les 3 bit s d e p oids faible. 
Compteur s . t. micro 63 s . t. -:z 
Code Micro \ micro 63 s . t . 8 8 bits ~ micro 64 s , t. 1 micro ti4 s . t . 2 1 
micro 64 s . t . 3 
micro 64 s . t. 4 
Une li gne micro ou mini-instruction est u n mot de 24 bits 
d 'coupé en 3 octet s définissant chacun une micro-
instruction (8 bits) . 
Le passage d 'un octet à l ' autre(i . e . d 'une micro à 
l' autre) se fait sous contrôle du compteur de Temps . 
micro 1 micro 2 micro 3 
Temps 1 Te mps 2 Temps 3 
Le Lemps O ( TO) définit la prise en charge cl 'une 
nouvelle Li gne mi.cro , 
l. s: 
Une ligne microestdoncfaiteen3Temps;chacun de ces Temps 
se dé roul ant en 8 sous temps c orrespondant à 1 exécution dune mi-
çro-4.nst ruction, c' est- à-dire d ·une séquence de 8 micro-fonctions . 
I.2 .2. Eléments d e l' EPRO N et nomsdes actions. 
Les différents é l ément s ha r dware visibles du micro -programmeur sont 
énoncés ci - de ssous. Ils entreront d ans la définition formelle donnée 
plus loin. 
(A)l:24 
(B )J: 24 
(RT )l:24 
( RI)l: 24 Regi stre Sc rat 
(CM)l: 24 
(CP)l: 24 
(R 1 )1: 24 
(R2)1 : 24 
(X)l : 24 Opérande 1 
(Y) l : 24 Opérande 2 
( Z ) l : 24 Résultat 
R R port Initi a l 
D Débordement 
(R.L\)1: 24 Regi stre Adresse 
Mémoire 
( SM)l: 24 Sortie Mémoire 
Bi\.MP Bit Adresse 
Mémoire P rincipale 
(RB)l: 255 Requcst Bank 
(RAP)l: 8 Regi st re Adresse 
I ériphérique 
MPI Masque Pr iorité s 
l nf"6rieure s 
(RS)l: 8 Registre de 8 bits indépendants 
(DM)l: 24 Décode Micro 
(CC)l : 8 Compteur de c y cles 
BAMR Bit adresse Mémoire Ra.pide 
(AC)l : 24 :: = (RAP)l: 8, xxxx xxxx , (CC ) l : 8 
(ASC)l: 24 :: =(RAP)l :8:, (R8)1 : 8, (CC)l : 8 
(MP. ) 1 : 24 0 ~ i ~ 65535 
1 
Mémoire Principale 
( MR . ) 1 : 24 0 ~ i s 204 7 1 . 
Mémoire Rapide 
(CT)l: 2 Compteur d e Temps 
(CST) l: 4 Compteur de suus-temp s 
(RC)l:24 Registre Conunuta.teurs 
(BUS EX1)1 : 24 B us Extérieur (COM)l:3 Commutateur 
IEDM Switch Inhibe Ent rée DM 
Ces trois derniers éléments 
sont commandés a.u p anneau 
avant. 
1 
1· 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
A 
B 
C 
D 
E 
F 
1. 9 . 
Le t ableau ci-des sous donne la liste des actions que peut écrire le micro.:. • 
programmeur. 
Elles sont clas sées en 6 champs . 
1 2 3 5 
Sorties Entrées Opér . Varia Test s Or dres 
NO NO ADDl NO 1s NO 
SA E A NOT NO 1R 8S K . , 
SB EB SP l EX 2R8S SEQ 
SRT E RT NOR IAMP 3R8S SMF 
S RI E RI SST IAMR 4R8S TZ 
SC M ECM EX IMPI 5R8S l R 
SCP E CP SP2 OAMF 6R8S OR 
S R l ERl ZE RO OAMR 7R8S LL 
SR2 ER 2 SHFT OMF I 8R8S LE 
sz EX SP3 NO l XS R A+l 
SRA EY ADD NO E LS I 
SM E DM SP4 NO DS DMPI 
S RC ER A SP5 NO l XR F 
SDM EAC OR NO DR R P 
S Afr2 ERS SST l NO TZ0S CLR8 
VE vs AN D I DPK p1{ 
TABLEAU DE S ACTIO NS 
6 
T R SF 
7777 
1460 
0360 
6003 
1403 
0303 
0101 
0201 
7007 
0707 
1717 
3776 
7637 
0102 
0314 
6060 
ERS 
--
1R81 
2R81 
3 R81 
4R81 
5R81 
6R81 
7R8 1 
8R8 J. 
J.RSR 
2R8R 
3R8R 
4R8R 
5R8R 
6R8R 
7R8R 
8R8R 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
A 
B 
r \..., 
D 
E 
F 
1.10. 
I 
Signification des variables minuscules intervenant dans la définition 
formelle de l'EPRON. 
ad 
adl 
ap 
apr 
bec 
blmic 
brnicro 
bs 
(e)l: 24 
fig 
i 
inv 
.j 
k 
l 
(op) 1: ·4 .-
(p)l: 8 
pk 
(s) 1: 24 
scq 
adresse::= contenu de (RA)9 : 16. 
adresse 1 : = adresse corrigée par BAMP ou BAMR et 
servant soit à la mémoire principale, soit à la mémoire 
rapide . 
adresse priorité : = résultat de l'encodage des reque st s. 
adresse priorité : = request = résultat de l ' encodage des 
requests en tenant compte du masque. 
bit compteur de cycle : permet l 'inhibition de l ' effet de 
CC à.·ans 1~ micrc( ligne micro -) où il a, été chargé. 
bouclage ligne micro : résume les conditions de bouclage 
sur une ligne micro. 
bouclage micro instruction : idem blmic sur une micro. 
bascule saut : mémorise au cours d'un sous-temps la 
nécessit é de saut du sous-temps suivant . 
Bus E. 
figeage mémorise au cours d'un sous-temps la nécessité 
de figeage au sous-temps suivant. 
position du prdmier bit (défini par le mode de transfert) 
à charger dans le registre récepteur. 
inversion : signale la présence d 'un I dans les champs 3 
ou 5;.., 
position du dernier bit (défini par le mode de transfert) à 
charger dans le registre récepteur. 
clock : mémorise l'action à réaliser .sur l'horloge. 
numéro du bit de R8 à charger. 
opérateur : mémorise le code opération défini par le. 
champ 3 aux sous -temps 1 et 5. 
priorité : mémorise la valeur de (RAP)l:8 
"petit"clock : mémorise l'action à réaliser sur l'horlo ge . 
Sortie. 
séquence·: mémorise l'action à réaliser sur l'horloge et 
sur (RAMR)l: 8 . 
srn.f 
1. 11. 
I 
sortie micro fonction : mémorise le fait que le sous -temps 
suivant ne doit p as être exécuté et délivre seulement u ne 
constante . 
I.2.3. Définition. formelle de l'E P RO N . 
1 . 2 . 3. l . l'!.~~ ~~~b:~_g~ j.~u_E-~.2_1.~~v~ D~ .ElJ:.0'-9 ..::.0~'=._t2:._011. . 
bmic r o : = Dc c /\ (COl: 8 t 0 /\ l\~ 
blmi c : = bÜ:/\(COl : 8 /- 0/\ MCC 
(C ST)l: 4 : = :x +1 
I 
IF bs, (CST)l: 4 : = ;x. + 1 S aut? 
1.12. 
l F p k V k ,J s é q V (CS T) 1 : 4 > 1000 , Nouvelle instruction ? 
IF s e qA bmi~r o, (C T)l: 2 : = * + 1 
IF bmicro, (CC)l : 8 : "' :x - 1 
l F s e q , (RA MR ) 1 : 8 : = :x + 1 
l F k V ( C T) 1 : 2 = 00 , Nouvelle ligne micro ? 
P E R F OR M T0 
IF blmic, 
[
(CC)l : 8 : = :x - 1 
IF (CC)l : 8 = 0, MCC = F alse 
Bouclage sur ligne micro. 
E LSE 
IF (CC) l : 8 = 0 /Î (apr)l: 8 t 0, 
1
~ (RA P ) 1: 8 : = (apr) 1: 8 Interruption 
~ (R A)l: 24 : = 0000 0000 0000 01 , (RA P )l: 8, 00 
E LS E ,· 
(R A) 1: 24 : = (CI\'Ûl : 24 
(C M)9 : 16 : = * + 1 Prise en charge normale 
IF CO M = 4;î MPI J\ (apr)l : 8 = 0, fig : = T r ue 
M P I : = 1:. alse 
(ad)l : 16 : = (RA)9 : 16 
PER F OR M Lect mém. 
I F IE DM , (DM.)1 : 24 : = ( S M)l : 24 Chargement de DM 
I F seq_ l\ om1cr o , 
IF (C T )l : 2 .= 01, (R AMR)l : 8 : = (DM)l:8 
l F ( C 1') 1 : 2 = 10 , (R AMR ) 1 : 8 : = (DM) 9 : 8 
I F (CT)l : 2 = 11, (RAMR )l: 8 : = (DM)17:8 
11:. (RAMR )l:5 = 00000 , 
PER F ORM ha rdmi cro 
G(/JT (/) EXTER ilE 
PERFORM ST0 
1er Temps 
2èm Temps 
3èm Temps 
Micro cablée ? 
, 
(RAMR )9 : 3 : = (C ST)2: 3 
PER F ORM LectmémR 
I F COM = 1 A(apr)l : 8 = 0, fig : = True 
bs : = False 
, , ) 
/ .,• ~) 
1.13. 
IF smf, Sortie micro fonction ? 
'CR T)l: 24 : = ( SMR )l: 24 
E LSE 
(ad)l : 16 : = (RA)9 : 16 
(p) 1 : 8 : = (RA P) 1 : 8 
(MF)l: 24 : = (SMR)l: 24 
IF (MF)17:4 = LL, PERFORM Lectmém 
PER FORM Opérateur 
l 
FE R FORM Micro Fonction 
G(/JT(/J EXTERNE 
..... 
1.2.3.2. Prjncipaux sous-programmes . 
T0 
ST0 
[ 
(x) 1 : 24 : = 0 
IF ~OM = 3 /l (ap r)l : 8 = 0, fig : = True 
(C1)1 : 2 : = 1 
( y)l : 24 : = 0 
R : = 0 
smf : = False 
pk : = False 
k : "° F alse 
s éq : = False 
IF COM = 1 J\(apr)l: 8 = 0, fig:= True 
IF (CC)l: 8 f 0/\bcc;\(MCC V (CT)l: 2 T 01), 
- (C C)l: 8 : = ~ - 1 
IF (CC)l : 8 = 0, MCC : = False 
-lF (CT) l : 2 = 0l~MCC, bec: = Fal se 
(CST)l:4 : = 1 1/ 
L ectmém 
, 
Lectmém R 
Micro-
Fonction 
r 
(adl)l: J.6 : = (ad)J : 16 
IF(ad)l: 12 = 000 /\ BA MP, (ad1)8. : = 1 _ 
(SM)l:24 : = (MP(ad l)l : l6)1 : 24 . 
(
(adl)l: 11 : = (RAMR)l: 11 
IF (ad l).l: 5 ~ 00000 Il BAMR, (~dl)S : = 1 
(SMR)l.24 . = (MR (adl)l:ll)l.24 
1.14. · 
"EXECUTE ( (M.F) l :4, SA, SB, SRT, SRI, SCM, SCP, SRl , SR2 , 
S N0, SZ, SRA , SM , SRC, SDM, S A8C , VE ) 
(è)l : 24 : = 0 
EXECUTE ( (MF)21:4, 7777 , 1460, 0360 , 6003, 1403, 0303, 010 1, 0201. 
7007, 0707, 1717, 3776, 7637, 0102, 0314, 606G 
IF (MF)17:4 = T Z , [; :: ~ 
inv : = (MF)J.7:4 =i V(MF ) 9 : 4 = i A.(C ST)l:4 t 0001 
EXECUTE ( (j\,'lF) 13:4, lRSS, 2R8S ,3R8S ,4R8S, SR8S, 6R8S, 7R8S ,SR 0 S 
1S 1 ,lXS 1 ,ELS ,DS , J.XR , DR , T Z 0S, DF : . 
EXECUTE ( (MF)l 7 :4, 0 1' 0 , K . ,"SEQ , SMF_, TZ , lR ,01< .- , LL 
LE ,RA+ l , l ,Di'v1R.,F ,RP ,CLR8, P K, 
EXECUTE ( (MF)S :4, EA , EB ,ERT ,ERI ,ECM ,ECP , ER J. ,ER: 
EX , EY , EDM , ERA , EAC , ERS , VS , E t-', 
IF ( C ST) 1 : 4 = 0001 V :x = 0101 , 
(op)l : 4 : = (MF)9 :4 
ELSE , 
EXEC UT E ( (MF)9 :4, VNO , VNO, EX , J.AfviP, JfMR, JMPI , 0AMP ,ON \,. 
0MPI ,V NO,VNO ,VNO,VNO ,VNO,, VNO ,1 ) 
1.15. 
I. 2 .J.3 . Opérateur . 
Opérateur[ EXE CUT E ((oP)l :4,ADDl, NOT, SPl,NOR,SST,EX ,SP2 ,ZERO, 
SHFT, SP3,ADD, SP4, SPS ,OR , SSTl,AND ) 
ADDl 
NOT 
NOR 
SST 
EX 
. ZERO 
SHFT 
ADD 
OR 
SSTl 
AND 
S P l 
SP2 
SP3 
SP4 
SPS 
D , ( Z ) 1 : 24 : = (X ) 1 : 24 + R 
[
. ( Z)l: 24 : -· (X)l: 24 
D : = 0 
[ (Z)l:24 : = (X)l : 24 V (Y)l:24 D : = 0 
D , ( Z ) 1 : 24 : = (X) 1 : 24 + (Y) 1 : 24 + R 
[ 
( Z)l: 24 : = (X)l:24 W (Y)l : 24 
D : = 0 
D, ( Z)l : 24 : = 0 
D, ( Z)l: 24 : = (X) l: 24, R 
D , (Z ) 1 : 24 : = (X) 1 : 24 + (Y) 1 : 24 + R 
[ 
( Z)l: 24 : = (X) l:24V(Y)l:24 
D : = 0 
D, ( Z )l : 24 : = (X)J.:24 + FF FF FF + R 
[ 
(Z )l:24 : = (X)l :24 /\(Y)l : 24 
D : = 0 
SA 
SB 
SRT 
SRI 
SCM 
SCP 
SRl 
SR2 
SNO 
sz 
SRA 
SM 
SRC 
SDM 
SA8C 
VE 
(s)l : 24 : = (A)l : 24 
( s ) l : 24 : = (B)l:24 
(s )l:24 : = (RT ) l : 24 
(s)l : 24 : = (R I)l:24 
( s)l: 24 : = (CM)l: 24 
( s )l: 24 -: = (CP)l : 24 
(s)l: 24 : = (Rl)l:24 
( s)l : 24 : = (R2)1: 24 
(s)l : 24 : = 0 
( s ) l :24 : = (Z)l:24 
( s)l : 42 : = (RA)l:24 
( s ) 1 : 24 : = ( SM) 1 : 24 
( s)l : 24 : = (RC)l: 24 
(s)l:24 : = (Dlvi)l : 24 
( s ) 1 : 24 : = (RA P ) 1 : 8 , (R 8) 1 : 8 , (CC) 1 : 8 , 
IF (p)l : 8 ~ 240 v'(p)l:8 ~ 3, 
IF (p)l : 8 < (ap)l : S v'(ap)l:8 = 0, . 
(ap)l: 8 : = (p)l : 8 
(RB)p : = 1 
IF MPI/\ (ap)l: ~-? 240, 
Ca pr.) 1 : 8 : = 0 
ELSE, 
(apr)l : 8 : = (ap)l : 8 
ELSE, 
[
C ALL PER I PHE (p) 
IF (RAP)S = 1, ( s )l: 24 : = (BUS EXT)l: 24 
I. 16. ~ 
l. 2 . 3 . 4 . 2 . 
ENO 
E A 
EB 
ERT 
ER I 
E C M 
E C P 
ER l 
ER2 
EX 
EY 
E DM 
ERA 
EAC 
ERS 
vs 
CHAM P 2 . Entrées . 
- ------
(A)i: j : = (e)i.: j 
(B )i : j : = (e)i : j 
(R T )i : j : = (e)i : j 
(R i )i : j : = (e )i : j 
(CM)i : j : = (e )i: j 
( C P.)i : j : = ( e )i : j 
(R l)i : j : = (e ) i : j 
(R 2)i : j : = (e )i : j 
(X}l: 24 : = (e )l:24 
(Y) 1 : 24 : = (e)1 : 24 
(D M)i: j : = (e)i: j 
(R A)i : j : = (e )i : j 
I F i f 8, (RAP) l : 8 : = (e ) l : 8 
IF i+j ~ 17 /\ (CC) l : 8 = 01\ (e)17 : 8 -/, O, 
[
(C C)l : 8 : = (e)17 : 8 
bec : = True 
Mec : = (MF)2 1 = 1 
1 : = (MF)ll:3 
IF (MF)21 = 1, 
(RA)l : = R 
ELSE, 
(R8)1 : = ( s)l 
IF (p) l : 8.?240 \I (p)l : 8 ~3, 
IF (p)J : 8 ((ap)l : 8 v (ap) l : 8 = 0 , 
(ap)J : 8 : = (p)l : 8 
ELSE, 
(RB )p : = 1 
IF MPI./\ (ap)l: 8 ~ 240 
(apr)l~S : = 0 
ELSE, 
(apr)J.:8 : = (ap)l:8 
1F (RAP)8 = 0, (BUS EXT)l : 24 : = (e)l : 24 
CALL PER IPJI (p) 
1. 17 . 
Varia. 
VN0 . 
IAMP BAMP : = True 
lAMR BAMR : = True 
lMPI BMPI : = True 
OAMP BAMP : = False 
OAMR BAMR : = False 
OMPI BMPI : = False 
I 
EX (X)l: 24 : = (e)l:24 
1. 2.3.4.4. _çll~~-4.._ Tests. 
------
1R8S 
2R8S 
3R8S 
4R8S 
SR8S 
5A8S 
7R8S 
8R8,S 
l'S 
lXS 
ELS 
.DS 
lXR 
DR 
TZOS 
DPK 
IF (R 8)1 = lV invf\(M1·)17 : 4 /, CLR8, bs : = True 
IF(R8)2 = liY inv/1 (MF)17:4 I= CLR8, bs : = True 
IF(R8)3 = 1 JI inv ,'1 (M F )l 7: 4 /= CLR8, bs : = True 
IF(R8)4 = lf inv/1 (MF )l7:4 /= CLR8, bs : = True 
U- (R8)5 = l\Y inv, bs : = True 
IF(R8)6 = 1 V/ inv , bs : = True 
IF(R8)7 : 1 \Y inv, bs : = True 
IF (R8)8 = 1 \Y inv, bs : = True 
IF inv , bs := True 
IF (X)l = 1 \}' inv, bs : = True 
IF (équation logique ( (X)l, (Y)l, (Z)l, D) W; inv, bs : = True 
11:. D \JI inv , bs : = True 
IF (X)l = 1 v/inv, R : = 1 
IFD\J/inv, R : = 1 
IF (Z)l: 24 = 0 'f inv, bs : = True 
IF D\f" inv, pk : = True 
1.19; 
I. 2.3.4.5. ÇlI~]y1_?_5._._ 
O NO 
K IF bmicro, 
1ccc) 1:8 : = 0 
lpk : = True 
ELSE, 
k : = True 
SEQ séq : = True 
SMF smf : = True 
TZ 
l_R R = 1 
OR R = 0 
LL 
LE (ad 1)1. : 16 : = (ad)l: 16 
IF (ad)l : 12 = 000 ;f BAMP, (ad1)8 : = 1 
(M1tadl)l : 16)1: 24 : = (e)l: 24 
RA+l (RA)9 : 16 : = :x +1 
I 
·DMPI 
F 
PK 
RP 
CLRS 
[
IF BMPI, [ MPI : = True . 
(apr)l:8 : = (ap)l : 8 
IF(apr)l:8 :: 0, fig : = True 
pk: = True 
IF ( RB)p + 0 A (p) l : 8 t O, 
(RB)p : = 0 
IF (p)l:8 = (apr) l:8, 
(a p)l : 8 : = minimum{ m / (RB)m = 01\ m < 256) 
IF MPI V (ap)l:8 ~ 240, 
(ap r)l: 8 : = (ap)l: 8 
EL SE, 
(apr) 1: 8 : = 0 
(R8)1 :4 : = 0 
I.20. 
I. 21. 
I. 2 . 3 . 4 . 6 . CHAMP 6. T ransfort. 
------- - - --- ----
7777 
[ 
i . - 1 . -
J : = 24 1 tL.U.t.u., ü: aa.d 11.L.t.U.L.t.ü. / / t.1..L.LJ 
(e)i : j : = ( s)l : 24 
]460 [ i . - 1 . -j : = 8 l__ l1t.h'tA j !1111/,1 (e)i : j : = (s)9 : 8 
0360 [ i . - 1 . -J : = 8 lt/1//J l;:d.û('.'.I (e)i : j : = ( s )17: 8 
6003 
[ 
i . - 17 
J : = 24 IHlll..c lf////A 
( e ) i : j : = (s)l : 8 
1403 [ i . - 17 . -J : = 24 I.Vl'./ûl lv.La.l ( e ) i : j : = ( s)9 : 8 
0303 [ i . - 17 . -J : = 24 Vi~üâl l/lilL..d (e)i : j : = (s)17 : 8 
010 l [ i : = 21 J · - 24 1(/ld 1(//J . (e)i: j . - (s)2 l: 4 . -
0201 
.[ 
i : = 2 1 
J : 24 Vlt& l!ILJ 
(e)i: j : = ( s)17 : 4 
7007 [ i . - 13 j : = 24 ltlll ülL1d li::ll/l'lli1 (e)i : j : = (s)l : 12 
0707 [ i . - 13 . -j : = 24 111 t t.t.tl/_J 1-'Ut:l'll'd (e)i : j : = (s) 12 : 24 
1717 
[ 
i · - 9 . 
J : = 24 I .,... ,~'.Zl'.t::/ t,, u 1 1 a; lt..t// 1!'.d 
(e)i : j : = (s)9 : 16 
3776 [ i . - 1 . -J : = 20 ltllL/,.. aûcûl l l't..t.t:.t:./t..û.Nd ( e)i : j : = Cs )S : 20 
7637 
[ 
i . -- 5 . -
J : = 24 lt t:l'.Ô"' /t/.,..!ô'L-1 ltl lLU.l.!'.~l/.ll 
( c)i : j : = ( s)1 : 20 
1.22. 
0102 li : a 17 
J : = 20 Vl/41 WIA 
(e)i: j : = (s)21: 4 
0314 [ i: a 9 
J : = 16 
-
1 l!JLltliJ ltNllll1 
(e)i:j : = (s)17 8 
6060 [ i: ·1 j : = 8 - lttl/JIA WtlllA 
(e)i:j : = (s)l:8 
I. 2 . 3.5 . MICROS CABLEES 
Ecriture mém . [ (adl)l: J. 6 : = (RA)9: 16 
IF(adl)l : 12 = 000 /\ BAMP, (ad1)8 : = 1 
(MP(ad-l)l:l6)1:24 : = (e)l:24 
Ecriture m R 
INIT 
WMR 
RMR 
IRFI 
[ 
(adl)l: 11 : = (RAMR)l : 11 
. (MR(adÜldl)l: 24 : 0 (RT)l : 24 
(RA)l: 24 : = (RC)l : 24 
(ad)l : 16 : = (RA)9: 16 
(e)l: 24 : = (RC)l: 24 
PER FORM Ecriturerném. 
fig : = True 
pK: ~ True 
l (RAMR)l : 11 : = (A)14 : 11 PERFORM Ecriture lvR p.K: = True 
(RAMR)l: 11 : = (A)14 : 11 
( SMR)l :.24 : = (MR(RAMR) l : 11) 1: 24 
(R T)J: 24 : = (SMR)l: 24 
pK: = True 
(ad)l: 16: ~ (RA)9 : 16 
PER FORM Lectmém 
(e)l: 24 : = ( SM)l:24 + 1 
PERFORM Ecrituremém 
(ad)l: 16 : = (e)9 : 16 
CALL PER IFH (p) 
IF (RA P )8= 1, ( s)l: 24 : = (BUS EXT)l: 24 
( e) 1 : 24 : = ( s) 1 : 24 
PER FORM E crituremém. 
PERFORM RP 
k : ,,.True 
fig : = True 
1. 23. 
CCM 
CCC 
WMRP 
NOP 
hardmicro 
Reset 
lnitfin 
(ad) l : 16 : = (RA)9 : 16 
PER rORM Lectmém . 
(CM)l : 24 : = ( SM) l : 24 
PERFORM RP 
k : = 1 r u e 
(ad) J : 16 : = (RA)9: 16 
PER FORM Lectmém 
(A) l : 24 : = ( SM) l : 24 
CC C) 1 : 8 : = es M) 1 7 : 8 
bec : = T r ue 
k : = True 
(RA ) l : 24 : = ÇA) I : 24 
(a d) l : 16 : = (RA)9 : 16 
(A) l : 24 : = * +1 
PER r. ORM Lectmém. 
(R T) 1 : 24 : = ( SM) 1 : 24 
pk : = True 
k : = True 
; 
,. 
k : = F alse 
1. 24 . 
EXECUTE ((RAMR)6:3, INIT, WMR, RMR, IRFI, CCM, CCC , 
WMR P , NOP) 
s eq : = Fal se 
(RB)l : 255 : = 0 
(DM) 1 : 24 : = 0 
k : = True 
BAMP : = Fal se 
BAMR : = F alse 
(CC)l : 8 : = 0 
fig: = False 
seq : = False 
bec : = False 
[ 
(RB)8 : = 1 
(ap)l : 8 : = 08 
(apr)l: 8 : = (ap)l : 8 
1. 2.4. Descri.ption du Simulateur. 
A partir de la d éfinition formelle de l'E PRON, nous avons écrit un 
simulateur . 
1.25. 
11 comprend a ctuellement 1 . 400 instructions F ORTRAN et 5 routines 
(ET, OU, EXCLU SION, DECALAGE, I NTERR UPTIO r~ ) très courtes 
écrites en langage de Base. Une optimisation peut encore doubler ses 
performances, cependant c et objectif n est pas premier actuellement vu 
d 'une part le temps déjà remarquable pour un cycle ( 17 ms) et d ' au'tre 
part la facilité de lecture que nous voulo .ns lui donner . 
Ce simulateur doit encore être complété par les simulateurs de chacun 
des périphériques. P our l' instant nous avons s upposé tous nos 
périphériques banalisés. Une paramétrisation est à l 'étude . 
l. 2. 4. 1. Description et fonctionnement . 
11 e st composé fondamentalement de deux routines d j_s tinctes communi-
quant entr' elles par les va riables hardware simulée s . 
a . La routine SIMU réalise l'exécution d ·u n sous-temps ( = temps élé-
mentaire) en faisant pas ser les variables (registres, bascules -
mémoires etc ... ) de 1·EPRON d 'un état à l' état successeur défini 
par les mécanismes d e l 'E PRO N . Cette routine n'a a ccès qu'aux 
variables propres de l' E PRON codées comme elles le seront sur la 
machine ( 1) . 
Cette exécution d'un sous-temps demande une moY,enne de J 7 m sec. 
(pour un temps simulé de 250 nsec . - rapport ~ 70 . 000 -) . 
b . Le programme de commande permet de contrôler la simulation en 
donnant accès aux commutateurs simulés du panneau de maintenance 
- simulant les interventions des périphériques. 
- précisant les éditions demandées . 
permettant d 'assembler et de charger des micro e t mini- programmes. 
( 1) Cette précision est importante . Nous avons réalisé un simulateur 
de l 'E PRO N et non un interprêteur de ses différents langages. 
· --- · --- · - R-~-u-ti;e_S_I_M_U __ l 
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FIN 
La " Montée " d 'un Re quest p déroule 
l e p r ogramme suivant : 
IF p < (a p) 1 : 8 V (a p ) 1 : 8 = O /\ (RB )p /c J 
' (ap) 1: 8 : = p 
(RB)p : = 1 
l IF. MPIV (ap)l : S< 240, 
\ (apr)l : 8 : = (ap) J. : 8 
E LSE , 
{ (apr )l : 8 : = 0 
fig : = False 
• 
SI MULATEUR ORGANIGRAM ME GENERA L 
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I. 2 . 4 . 2. Langage de Commande. 
Un langage de commande défini au fur et à mesure des besoins nous 
permet d'assurer les principales fonctions t rès souplement. Il est 
basé sur une indépendance complète des dive rses commandes . Celles -
ci sont reprises brièvement ci-dessous. A chacune co rrespond une 
c arte, les 4 premières colonnes in.di.quant le type de commande, les 
autres étant réservées à des paramètres ou commentaires. 
TlTL 
REST 
Titre sur 72 caractères cl. N . 
Cette carte initiali se le N ° de Page à 1 et définit le titre indi-
qué en haut de toutes les pages de la simulation jusqu'à ren-
contre d'une nouvefu carte TlTL . 
Cette carte reset les éléments de l 'E PRON . Elle si.mule le 
fait de pousser sur la touche RE SET. 
IED O ou 1 
COM 
Cette carte positionne le commutateur IEDM à 1 ou O. 
Ce commutateur mis à 1 inhibe l 'entrée de DM et facilite ainsi 
certains test s. 
chiffre compris entre 1 et 5 
Cette carte positionne le commutateur de mode de fonctionnement 
del' EPRON 
1 pro gres se d'un sous-temps si on pousse sur RUN 
2 p r ogresse d'un Temps si ou :_,ousse sur RUN 
3 progresse d'une Ligne Micro si on pousse sur RUN 
4 progresse d'une Instructions si on pousse sur RUN 
5 progresse jusqu'à rencontre d'un Figeage . 
I NI contenu en octal de DM, A, B, RC, CM, CP, _RA 
Cette carte initialise 7 re gi_.stres . . 
C '.est la seule façon de charger RC et une facilité pour 
l 'initialisation de certains micro-programmes . . , 
LMR t ype d'adresse, a dresse, 6 fois (mode de repré sentation, re-
présentation.) 
Cette carte permet de charger la Mémoire Rapide Cl mot de 24 
bits) . Les diffé rents paramQtres précisent l'adresse et le 
contenu, 
a . adresse 
t ype d'adres se A la zone adresse indique alors l 'adres se 
réelle d'implantation. 
M la zone adresse indique le numéro de l a 
Micro Instruction. L · adresse réelle 
d'implantation est égale à ce numéro 
multiplié par 8 + 1 (1er sous - temps) 
16 l a zone adresse n 'est pas prise en 
compte et l'adresse d'implantation est 
égale à la dernière adresse calculée 
par une carte LMR augmentée de 1 . 
l. 29. 
Note :lorsque l'adresse réelle (calculée ou n~n)d 'implantation 
est un multiple de 8, on lui soustrait 8. Cfr. pri se en charge 
des Micro-Fonctions dans l'EPRON . 
b. Contenu. 
Ce contenu est lo giquement divisé en 6 champs de .4 bits . 
L~ contenu de c hacun de ces champs est écrit soit en octal soit 
sous forme symbolique. 
mode de représentatim = cf valeur donnée en octal 
= 16 valeur calculée en.consultant l a 
table des actions . 
LMP t_y-pe d'adresse, adresse, mode de représentation, représentation. 
Cette carte perme t de charger la Mémoire Principale Cl mot de 24 bits) 
Les paramètres précisent l'adresse et le contenu. 
a. adr~~s-~ 
type d'adresse 
b. contenu 
A l a zone adresse indique i> adresse 
réelle d 'implantation. 
16 l a zone adresse n 'est pas prise en compte 
et l'adresse d'implantation est égale à la 
derni ère adresse calculée par une carte 
LMP augmentée de 1 . 
mode de représentation 
(/J Le contenu est défini par les 8 digits 
octaux. 
= S Le contenu logiquement divisé en 3 est 
calculé en consultant l a table des Micro-
Instructions ·pour chacune des 3 zones. ( 1) 
N Le contenu logiquement diyisé en 3 est 
calculé en codant les 3 nombres chacun sur [ 
bits. 
CMR . adresse initiale, 8 fois (valeur octale à charger) 
Cette carte permet de cbarger 8 mots en Mémoire Rapide à partir de 
l'adres se initiale. 
Elle peut être produite par la carte DUMP MR C 
CMP adresse initia le, 8 fois (valeur octale à charge r ) 
Semblable à CMR mais pour la M.émoire Principale . 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
(1) Cette table est actu e ll ement inexistante, son mode de 
cha rgement et le type d'appel restent à PJ?éciser . 
DUMP 
PAS 
JALO 
RUN 
1.30 . 
nom de Mémoire, type de support, adresse initiale, longueur . 
Cette carle permet de vider sur 1:' jmprimante ou sur carte l e contenu 
de zones de Mémoire. Le format de sor tie est c elui des cartes CMR-
CMP. Ceci permet en quelque sorte de garder les micro -programmes 
mini.programmes et programmESen code objet absolu. 
nom de Mémoire 
type de support 
adresse initiale 
longueur 
REMARQUE . 
MP pour désigner la Mémoire Principale 
MR pour dé s igner la Mémoire Rapide. 
p pour désigner l'Imprimante 
C pour désigner le perforateur de carte s 
en octa l - divisée par 8 . Ceci nou s donne un 
alignement standard . 
en octa l - donne le nombre de cartes ou de lignes 
à sortir . 
Le nombre de mots est toujours un multiple de 8 commençant à. une 
adresse mul t iple de 8. 
nombre de pas. 
Cette carte permet d 'effectuer un "nombre de pas" déterminé avec 
impression complète de 1· état de la machine après chaque pas (un pas 
un sous -temps élémentaire). 
nombre de pas . 
Cette carte produit le même e ffe t que la carte PAS mais l'impression 
est réduite aux éléments permettant de suivre le " cheminement" de la 
machine. 
Cette c arte simule l' appui sur le bouton RUNde l'EPRO N . Elle permet 
donc de faire "tourner" le simulateur jusqu ' à ce qu'il rencontre un 
ordre de Figeage. 11 y a alors impression complè te de l'état de la 
machine. 
nombre de pas. 
Cette carte permet d'effectuer un nombre déterminé de sous-temps avec 
impression complè te de l'état de la machine chaque fois qu 'elle se met 
en figeage. 
REMAR QUE 1. 
Le CO M (commutateur de mode de fonctionnement) permet de choisir des 
impressions après : 
chaque sous - temps 1 
chaque Temps 2 
chaque li gne micro 3 
chaque instruction = 4 
REMARQUE 2 . 
La carte PAS n ou les cartes COM 1 
G(/J n 
ont le même effet. 
REQ 
WAIT 
FIN 
I. 31. 
numéro de request. 
C ette c art e simule la "montée " du request précisé . 
Cette c arte met le simulateur en mode suspendu. 
Elle permet de disposer du temps nécessaire pour donner de nouvelle s 
c artes de commandes en fonction des résultats déjà obtenus. 
Sans commentaires . 
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I. 2. 4. 3. Mécanisme Spécial d'arrêt . 
Lorsque le simulateur a pris en compte une carte de commande, il ne 
peut modifier son traitement que lorsque l'exécution dè,cette c arte 
est terminée . Il prend alors une nouvelle commande et ainsi de 
suite. Dans certains cas (bouclages micro-programme avec carte RU N. 
erreurs donnant lieu à des impre ssions inutiles) il est précieux de 
pouvoir interrompre le simulateur enefaisant passer à l exécution de 
la carte sui van1e. . 
Une variable ·, STOP" est testée avant chaque entrée dans la Routine 
SIMU . Cette variable mise à O lors de la lecture d 'une carte de 
commande peut être mise à ] (et déclencher l'interruption) manuelle -
ment par l 'opérateur(dans not r e système en mettant 1' 1-lORODATEUR 
en SET durant 3") . 
1. 33. 
1. 3. DES CR I PTJON INf,'ORME LLE DE L'EPRO N . 
1.3.1. 
Avant propo s , . . 
Chacun sai t que pou r définir un objet on peut soit le décrire c ompléte -
ment d ans sa constitution, soit décrire les p r opriétés dont i l jouit . 
Cette seconde pos s i bilité est t rès souvent utilisée en lnformatique alors 
mê me que l 'on croit utiliser la première . 
En effet, dans les descriptions à lïntention des pro grammeurs, nous 
rencont r ons un modè le jouis sant de certaines propriété s (dont l e pro-
grammeur aura à se servir) et non pas l 'image du ha rdware sousj a.cent . 
Cette notion de modè le (ou ma chine virtuelle) se rencontre à tous les 
niveaux, depuis le schéma logique et la /V-pr ogrammat i.on jusqu 'aux 
langages évolués et traitement complexe de fichiers . 
La. description suivante de notre peti t computer e s t ainsi un modè le 
à l ' intention du jJ -programmeur . Le JJ -p r ogrammeur peut alo rs 
construi re un nouve au modè le à 1 intention du programmeur ; par 
exemple, lui proposer une machine répondant à toutes les caracté-
ristiques (d 'un point de vue programmation !) d 'une autre déte rminée . 
Sch ' ma général. 
Nous décrivons le computer d 'une part par ses c ompo sants p rinci-
paux et <l 'autre part par les re l ations entre ces diffé rents c ompo-
sants . 
Dans l a liste des composants principaux nous t rouvons : 
- une mémoire principa l e 
- une paire d e bus raccordés entre eux par un opérateur de 
t ransfert 
- une série de regist res . 
- un opérateur arithmétique et logique 
- un système de déc ode .,,v - instructions et une ~v1émoire Rapide 
- un. ensemble de compteurs et clocl s 
- un système d'interruptions et d ' I / 0 . 
Chacun de ces composants peut être activé par différentes c ommandes. 
Nous l es divisons en 6 groupes : 
1/ . Sorties -
2/ . Entrées 
3/ . Commandes 
L~/ . T ests 
5/ . Ordres 
la sortie d'un r egist r e est raccordée aux bus 
d e sorhe . 
l 'entrée d'un re gi stre est raccordée aux bus 
d 'entrées 
de l 'opérateur ell es positionnent l 'opérateur 
en di ff é.rent s modes . 
ui1 test vérifié devie nt un o rdre . 
pour lancer certaines opérati.ons ou po sition--
ner cc rtainSês bascules . 
6/. Transfert 
Exemple SRT 
SA 
ERT 
EX 
ADD 
SST 
DR 
lXS 
LL 
PK 
1460 
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définitle mode de passage de l 'information entre 
le s bus de sortie et ceux d 'entrée . 
le contenu du-registre R T est mis sur les bus 
de sortie. 
le contenu du registre A est mis sur les bus de 
sortie. 
le contenu des bus d 'entrée est chargé dans RT 
en tenant compte du mode de transfert. 
le contenu des bus d ' entrée est chargé dans X. 
l'opérateur est mis en mode addition des 2 
opérandes, 
l 'opérateur est mis en mode soustraction. des 2 
opérandes. 
si il y a débordement dans l 'OAL, alors la 
retenue est = 1 . 
si le 1er bit de X = 1, alors il y a un saut d 'un 
sous -temps. 
un lancement lecture est donné à la mémoire ~ 
le compteur des sous-temps est mis à O et + 1 
sur l e compteur des temps , 
les l bits du milieu des bus d e sortie sont 
envoyés sur les 8 bits de gauche des bus d entrée 
t'A 
f: 8 
GAr 
li.RI 
ECl'I 
UP 
ER1 
.t/72 
EY 
L é 
ôPE R vTZ 
T~J.1NSFE/9T 
( A)ldlt SA 
( 8 )/:z1t 58 
(RT)i,ll., SA T 
<Ri)1:2l1 SRi 
CCM) J: 24 50/ 
{C P) i: 21/ SCP 
(R7) /: 11/ SR1 
( RZ )J : 1l/ 5R2 
(X) ,:Zll 
( Z)J:2.iJ -- 5 Z 
(Y)1:ll.J 
1---------oiSRA 
8AMP• ·-----t ........ • ..... +i~"PD ....... ..._.....,_ _ __, 
-•/1.nF' 
L l - L F I. _______ _ 
_., fi rl1'1P 
( .DM) J: ).4 
k~ 
-(c_r__,j 
- / l{MR 
- OAl'1A 
MEMOIRE P . (S M) t: 2.L/ 
( RC) t: 21/ SRC 
-------------- SDN 
Ml:MOIIUi A~Plf)J; 
"- SMF 
l:.'ft. 8 1----
.---..-----r----------------- SA 8 C 
EAC 
VE' /\ priorilc' im~irr. 
--------
DRIVER 
( RB) 1: 2 -S5 
R;ou,sr l SrRo BE 
l 
li 
I 
l. 3. 2. Composants détaillés. 
1. 3. 2. 1. Mémoire Principale. 
- Mots de 24 bits C+ le s parités ) 
- Adressée· par un registre Ri\ 
Accessible à la sortie sous le nom SM 
- Activée par deux o r dres LL, LE 
LL : l ancement lecture à l'adresse définie par RA * 
l'information se trouve sur SM . 
LE lancement écriture à l ' adresse définie par RA x 
et contenu donné par les Bus d'Entrée . 
1. 36. 
RA K est l e registre a dresse mémoire qui sélectionne effectivement 
l' adresse mémoire . Sa valeur est égal e à celle des 16 bits 
de poids fai.ble de RA au sous-temps précédent pour autant 
que le bit BAMP = 0 (cfr. remarque page suivante) . 
Synchronisation et simultané·fté des c ommandes . 
1. entre RA et LL, LE 
Puisque l'adresse effective est fonction de la v aleur de RA au 
s -temps précédent, toute ambigui'té est levée . 
Exemple : 
SR 1 ERA 
SR2 
SM 
ERA LL 
LE 1 
l a lecture se fait à l 'adresse définie par le contenu de R 1, 
l'écriture se fait à l'adresse définie par le contenu de R2 . 
2. entre SM et LL. 
Si ces deux commandes sont données dans le même sous -temps, la 
vakur obtenue à la sortie de SM est celle donnée par le LL . 
Exemple : 
SR1 ERA 
SR2 ERA LL 
SM EX 
SM EY LL 
sz LE 
le contenu de la M émoire adressée par R 1 est chargé dans X 
le contenu de la Mémoire adressée p a r R2 est chargé dans Y 
le r ésultat Z est écrit en Mémoire à l' adresse R2. 
Rema.rque : 
le bit BAMP (~it ~dresse ~émoire :2_rincipale) permet de modifier 
1·adresse effective si : 
a . - l'adresse donnée dans RA est 6- 15 et 
b. - ce bit BAMP == 1 
I.37 . 
l 'adresse effective est alors augmentée de 256 . 
(RA*)l : 16 : == (RA)9 : 7, (RA)16 v'fR A)9 : 12 == 0 !\ BAMP 
. "'temporisé d'un sous-temps . 
1) , (RA) 17 : 8 
Ce mécanisme permet sur notre machine les modes s upe r viseur""' 
utilisateur, En effet : 
a . si BAMP == 0 
accessible. 
( superviseur) toute l a mémoire prin cipale e st 
si BAMP == 1 
i O ~i ~15 
256 + i 
(utilisateur) l ' accè s des c ellules de mémoire 
est impossible et devient un accès aux c ellules 
b. le }/ -programme fait correspondre un mot mémoire à chaque code 
Instruction du langage de Base implémenté. Ce mot mémoire est un 
point d'entrée du mic r o-programme d'exécution de cette instruction . 
L · adresse de ce mot mémoire est égale au code Instruction . 
a . et b . -> , l e point d ' entrée dans le ..,,V -programme, pour un 
même code instruction CI O..:::. Cl :6 15 est fonction de BAMP . 
Le ),)-programme peut alors considérer c ertains points d ent r ée 
comme invalides et géné re1~ une interruption de programme. 
l. 3. 2 . 2 . Bus et opérateur de Transfert. 
Le premier jeu de Bus (BUS S ) est raccordé (moyennant ouverture des 
portes) à la sortie des di fférents regstres. 
Le s econd jeu de B us (B US E) est raccordé (mê me restriction) à 1 · entrée 
des différents registres . 
Les 24 bits sont divisés en 6 sections de 4 bits . 
Deux digits octaux ( == 6 digit s binaires) précisent les sections conc ernées . 
Une section concernée a son digit binaire mis à 1 sinon i l est à O. 
24 bits 1 2 3 4 '. 5 6 
1 4 5 8 _9 12 13 16 17 2Q 21 24
16 sections 
1er digit octal 2e digit octal 
le code 16 ferait référence aux bits 9 à 20 car 
1 
1 
1 
1 
1 
1 
1 
1 
(001110)2 
123456 
et les ections considérées ont les numéro 3, 4 et 5 et portent 
sur les bits 9 à 12, 13 à 16 et 17 à 20. 
I. 38. 
Le mode <le transfert est défini par 4 digits octaux, les deux pre-
miers donnant les sections concernées des bus S et les deux 
derniers celles des Bus E . 
Par. ex. : 
le mode 1403 envoie les bits 9 rà 16 sur les bits 17 à 24. 
L 'opérateur de transfert donne les 16 possibilités suivantes 
code symbolique 
s E 
7777 trau111/u111~J 1 ,, a. t. t!. t. v ,, .,/ ~tL.d .. 1:24 1:24 
1460 lut11d k'ltttd 9;'8 '" 1:8 
0360 w~ lrat,..d 17:8 ~ 1: 8 
1403 vaaJ l!tU«I 9:8 17: 8 
0303 lttlttd ,.,aud 17 : 8 17: 8 
0101 11ul ,,~ 21:4 •21:4 
0201 l~û.1 l(({~ 17 :4 21:4 
( 
ltt't'/(NIIA 7007 IU1tt1«"A 1 1 ·:_ 12 ~ 13: 12 
0707 WÜr'll•I [O(l.l'll'M 13 : 12 i- 13: 12 
1717 1(.1' t" {.llN (/ (d 1(1' (IO(/l"N/4 9 : 16 9 : 16 
3776 ,.,, u,u ((( NI' ûl Ir "t'« a««c t«I 1 5 : 20 1: 20 
7637 · 1(1"( lU üllUff<l 1 ft/ /I" t" l'I" IÜ NL-1 1 : 20 • 5: 20 
0102 Wl'j tnJ 21 :4 - 17:4 
0314 l~tn/1 lttftt'A 17: 8 --~9:8 
6060 ((LlfflJ, l"t'tl!d 1:8 • 1:8 
REMARQUE . 
Les sections des BUS E non concernées ( = non hachurées) ont la 
valeur O. 
l.3.2.3. Registres. 
1.3.2.3.1. Nous avons 8 registres de 24 bit s : A , B, RT, CM , C P , RI, 
Rl, R2 . 
Tous sont accessibles en sor tie de la même maniè re: SA , SB, 
SRT, SCM, SCP, SRI, SRl, SR2 . 
I.39 . 
Du point de vue hardware, ces registres font partie d 'une Scratch 
Pad . P lutôt' que de l es définir par leur numéro, nous avons préféré 
quelques noms rappelant leur usage en micro -programmation , 
A, B pour les accumula teurs principaux et secondaires 
R T Registre T r ava il 
RI Registre Instruction 
CM, CP Compteur Micro- Programme, , Compteur Programme . 
En entrée, les 8 regist r es sont chargé s en fonction du code de 
t ransfert; c. à. d. que ne sont ouvertes que les entrées correspon-
dant à une valeur non systématiquement nulle ( section concernée). (1) 
EA , EB , ER T , ECM , ECP , ERI , E Rl, ER2. 
I. 3 . 2.3 .2. Les regi stres RA (Adresse mém ire) et DM (Décode Micro-cfr. : 
I.3.2.5) peuvent égü.lemcnt être Jus ou chargés comme les 8 
a utres regi stres . 
I. 3 .2. 3 . 3 . Un registre de 8 bits R8 peut être chargé et te sté J bit à l a fois; 
de même ses 4 bits de poids fort peuvent ê t re mis à O par l 'ord.re 
CLR8 . 
P our l e chargement, l e mode de transfert. spécifie : 
f 
- l e bit à charger (déterminé par les 3 bits d e poids faible 
du champ mode de t ransfert) 
- l 'endroit où l ;on p rend la valeur à charger:bas cule R ou 
bit 1 des BUS S (déterminé par le bit de poids fort du 
champ mode de transfert) . 
1.3.2.3.4. Un faux re gi s tre de 24 commutateurs du panneau avant, RC , peut 
être lu sur le s BUS S . 
Ex. : A ,x X X X X X X x , Ot010t O! t 1 1 0 0 0 0/ 
B ,x X X X X X X xi10 10t010 1 1 , o 0 0 0 
SA EI 1403 donne 
t andis que B , x X X X X X X x. to,0101 0 ,01 0 1 0 1 0 1 1 
SA EB TZ 1403 donne rait 
B , o 0 .o 0 0 0 0 0 110 0 0 0 (} 0 0 0 1 ° 1 ° ,0 1°tt 
( 1) Cependant] 'ordre T Z (Tout à Zéro) permet de supprimer cette sélection de s 
sections en entrée et donc de mettre à Z éro les sections non concernées . 
1.40 . 
1 . 3 . 2 . 4 . Opérateur arithmétique et logique . 
11 travaille sur deux opérandes contenus dans le s regj s t res (24 bits ) 
X et Y , chargés par EX - EY . Le résultat se t rouve en Z et peut 
être sorti au s-temps suivant le c hargement de X et Y par SZ . 
Une bascule de retenue peut être mise à 1 ou O par les o rdres lR, O R, 
ou- à 1 par les tests . 
4 bits de commande positionnent 1·opérateur dans un mode d'opé ration 
précisé par ces 4 bits . Les modifications de ces 4 bits ont li.e u 
pendant le s - temps 1 et le s -temps 5. 
Le débordement (i. e . le bit O à.e Z ) peut être te s té et donner lieu 
soit à un saut de sous-temps DS 
soit à une retenue R DR 
soit à un PK DPK 
De même, une équation logique (1) fonction des bits 
1 de X , 1 de Y, 1 de Z, et D peut être testée et donner lieu à un 
saut d e sous-temps . ELS. 
Les principales opérations r, alisables sont 
ADD ( Z ) (X) + (Y) + (R ) Addition 
ADDl (Z ) (X) + (R ) +R 
SST (Z ) (X) + (Y) + (R) Soustraction 
SSTl (Z ) (X) + (FFFFFF)16- (R ) -R 
SHl:. T (Z ) (X) + (X) ·+ (R ) Slüft à gauche 
NOT (Z ) (X) inversion 
NOR (Z ) (X) -v ( Y ) 
OR (Z ) (X) V (Y ) 
AND (Z ) (X) A (Y) 
EX (Z ) (X) \JI (Y) Q)u e xclusif 
ZERO (Z ) 0 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
(1) L 'expression de cette équation logique étant encore à confirmer 
est pour l'ins tant E 1L : : = ( Z )J. '\V D. 
1.41. 
I. 3. 2. 5 . Systè1ne de Décode des micro-instructions. 
Un registre de 24 bits DM est analysé en 3 Temps T 1, T2, T3. 
Le temps TO correspond à la prise en charge d 'une nouvelle 
ligne micro dans DM. Chacun des temps T 1 , T2, T3 analyse 
une micro -instruction (i . e. une tranche de 8 bits). 
Ces 8 bits déterminent une séquence de 8 micro -fonctions 
écrites en Mémoire Rapide MR (1). Ces 8 micro-fonctions sont 
analysées à leur tour au cours de 8 sous-temps élémentaires. 
Une micro-fonction est un groupe de 24 bits définissant les 
actions d'un sous-temps. 
Ces 24 bits se divisent en 6 champs de chacun 4 bits. 
1. Définit le registre qui sortira sur les BUS S-15 possibles, 
2. Définit Je registre qui est chargé à partir des BUSE - 15 
possibles. 
3. Défjnit : aux s.t. 1 et 5 le mode d'opération de l 'opérateur; 
aux autres s . temps un second registre d ' entrée ou un ordre 
(champ Ramasse-tout), 
4. Définit les différents tests. 
5. Définit les ordres. 
6. Définit le mode de transfert. 
1.3.2.6. Compteurs et Cloc1cs, 
1. sous-temps. 
2. temps. 
3. compteur de cycle. 
Le compteur de sous-temps est un compteur modulo 9. 
Nous avons donc 9 sous-temps . Le sous-temps O est 1.nutilisa -
ble par ffil.cro-pro gramme . 
Les sous-temps 1 à 8 balayent successivement l a séquence 
de micro-fonctions en M.R . 
Le compteur de Temps est un compteur modulo 4 . 
11 définit les 3 micro-instructions d'une ligne . 
Le TO est utilisé par cablage pour la prise en char ge d'une 
nouvel.le ligne micro - (en séquence ou en interruption). 
Le dé compteur compteur de cycle est à. 8 bits (0-255). 
11 peut être chargé par EAC mais n'est validé que par le lé{ 
STO ou TO qui suit EAC . (2). 
Le bit de poids fort du mode de transfert 
de bouclage 
0 mode micrG-instruction. 
l mode li gne micro-instruction, 
1 
détermj_ne le mode \_ 
(l ') La MR est une mémoire de 2 K mots de 24 bits. 
'\. 
\ 
Elle est donc a.dressée par 11 bits, 8 (poids fort) venant de DM-
cl éfirüssant la micro-in struction en cours - et 3 (poids .faible) pro-
venant du compteur de sous -temps (st 1 à st8). 
(2) EAC vient de Entrée /\.C - Le pseudo registre A.C est en .f ai.t la 
conc a ténation des del1xregistrcs RA P (cfr. système d 'interrup -
tion et d ' l/ 0) et CC . RA P cadré à ga.uche et CC cadré_ à d roi.te . 
Le mode de t ransfert pcrrn.et de choisi.r le r egi.stre voulu en 
déterminant les sections concernées des BUS E. 
cc = 0 
cc~ 1 
I .42 . 
En plus de EAC, 4 ordres permettent d'agi r sur ces différents 
compteurs S, K, SEQ, K . 
La table ci . dessous do:1.ne une première idée de l · action de 
ces différents ordres ur les compteurs . Pour une définiti.on 
précise voir la définition formelle. 
1 
cc ; Sous -temps Temps 
1 
s -
1 
+ 1 -
PK - 0 + 1 
mode mic r o SEQ . 0 -
PK/\ T ;3 V K - 0 0 
EAC chargé -
s - + 1 -
mode ligne PK - 0 + 1 
micro SEQ - 0 -
P K I\ T3 V K - 0 0 1 
EAC 1 chargé - -
1 
s 1 + 1 ' - -
PK ! 1 0 - i -' 
mode rtücr o SEQ - 1 0 -
K 0 0 + 1 
EAC - - -
s - + 1 -
1.ocle ligne n I'K - 0 + 1 
micro SEQ - 0 -
PK T 3 ' V K - 1 0 0 
EAC - - -
Remarque : 
- · pour boucler sur une ligne micro, il faut charger CC dans la li gne micro 
précédente . 
- pour boucler sur une micro, i l faut charger CC dans la micro précédente . 
- les valeurs 0 et 1 sont équivalentes dans CC i.e . boucler 0 fois = passer 
1 fois comme s'il n'y avait pas de compteur de bouclage . 
Si le CC est hargé à 20 on exécutu·a 20 fois 1a micro . 
l.4J. 
1.3.2 . 7. Systè me d 'interrupti on e t d 'I / O. 
Cfr. schéma gé néral. 
1. 3. 2 . 7. 1. D esc r i ption : 
RB Request Bank 256 bits 
APR adr esse pér iphéri que R equest 8 bits 
24 li gnes 
8 bits 
BUS E XT B us exté r ieur 
RAP 
256 
256 
256 
RP 
VE 
vs 
MPl 
B'MPI 
registre Adr esse é r iphérique 
Strobes (fil) 
Requests 
ResetsPriorité 
Reset Priorité 
(fi.l) 
(fil) 
(ordre) 
Validation E ntrée Commande champ 1 
Validation S ortie Commande champ 2 
Masque P riorités inférieures 1 bit 
Validation du Démasquage des 
Priorités inférieures J bit 
Les comma nde s possi ble s sur ces o r ganes sont : 
E AC 
RP 
VE 
vs 
0M P l ) 
JM P l ') 
DMP I 
MPI 
E ntrée d e RAP qui ch a rge le s f:. t i 1 s de RA P à partir 
des 8 bits d e gauche des B US E (cfr. remarque 2 
section 1. 3. 2 .'6). 
R eset la p,:i o rité dont l 'adresse est donnée dans RAP . 
Envoie un strobe de fc/= = à celui de RA et ouvr e l a 
p rte de commun ication des B us E xtérieurs ve r s les 
B us S . 
E nvoie un s t r obe de l=f = à celui de RAP et ouvre la 
porte de communication des BUS Eve rs les Bus E xtérieurs. 
Met à 0 (àl) la B ascule B MPI 
Met à 1 le Masque des P riorités inférieures. 
Met à 0 le Masque des Priorités inféri eures . 
1. 44 . 
l. 3 . 2. 7 . 2 , Fonctionnement. 
Les requests sont donc mémori sés et éventuellement masqués . 
Si un ou plusieurs requests peuvent apparaître à travers le 
ma sque, un encodage prioritaire a lieu et donne dans APR 
l ' ad r esse du request le plus prioritaire . 
A PR est uti li sé eri TO (y voir définition précise) pour donner 
une adresse de débranchement . 
Cette adresse c~ A FR x 4 + constante) est utilisée pour le 
calcul de la prochaine ligne micro à exécuter ( sans modifica-
tion de CM) 
Le s y stè me interruption 1/0 permet donc : 
1 . . d e masque r ou n on de s Request s . 
2 . d 'exécuter une ligne.mic r o dont l' adresse est fonction 
du Request . · 
3 . d' e xciter 1 d e s 256 strobes , 
4 . de resetter la mémorisation du Request. 
5. d e communiquer de s B us E-Bus Externes . 
6 . d e communiquer de s B us Externes __._ Bus S . 
Rema rque . 
Les mots mémoires associés _à un Request s ont appelés mots . 
réservés exécutifs. 
Les groupes de 3 mots qui suive.nt un mot réservé exécutif sont 
appelés mots réservéspourpa.ramètres . 
Remarque : 
1 . Plusieurs Priorités seront habituellement utilisées pour 
1 seul périphé rique. 
par ex . 1 priorité. de commande 
1 priorité d e Data T ransfert 
1 priorité d e Mot d 'Etat . 
2 . En re lia nt le strobe au Request d 'une mê me priorité on peut 
créer une priorité dite "priorité interne ". 
3 . Le Stro be envoyé s ert à valide r (clocker) l e chargement 
d'un r gistre du périphérique à partir d e l a. valeur des 
BU S E XT . dans le cas d' un VS ou à valider la sortie 
d'un registre périphérique sur les BUS EXT mettre sa 
sortie en basse impédance dans le cas de technologie 
TRISTATE ) si il s 'agit d'un VE . 
l . 3 . 3 . Commandes . 
l. 3. 3. 1. Tests : 
1. 45. 
A partir de la valeur d'une équation logique le plus souvent r éduite à 
un terme, un décis i on est prise. 
Les équations logiques sont : 
bit 1 de R8, bit 2 de R8 ...... . . . . bit 8 de R8, 
DébordementJ bit 1 de X , NOR des 24 bits de Z, EL, Faux. 
Les décisions portent sur : 
saut d'un sous -temps ( S ), 
p ositionnement à 1 de l a bascule report (R ) 
mise à O du compteur de sous-temps (PK). 
16 combinaisons sont permises : 
IR8S 
2R8S 
3 R8 S 
4R8S 
SR8S 
6R8S 
7R8S 
8R8S 
JXS 
lXR 
ELS 
DS 
DR 
DFK 
TZOS 
1s 
bit 1 de X 
équation logique 
dé.bordeme nt 
test Z = 0 
1) 
s 
Un ordre l 
D = R 
D = R 
Saut inhibe l' exécution du s , ternps suivant en _séquence. 
Inversion provoque l ïnversion de la condition de test . 
signifie si débordement = 1 alors le Report = 1 
avec l" " " " = 0 alors le Report = 1 
N . B . Si l a condition de gauche n est pas réali sée , aucun passage 
n'a lieu à droite (ni à 1 ni à 0). 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
1) Si l 'or d r e l n 'est pas p résent , il n'y ·a pas de saut. 
Si l ordr e l est p r ésent, il y a saut d'un sous-temps . 
IS est en fait c âb1é s ur une va le ur touj ours = O. 
1.3.3.2. Ordres. 
Ils se répartissent logiquement en 4 groupes suivant l'organe sur 
lequel ils agis sent . 
LL 
LE 
RA+l 
DMPI 
RP 
I 
SMF 
PK 
SEQ 
K 
F 
lR 
OR 
TZ 
CLR8 
SMF 
F 
Mémoire 
1/0 
Contrôle 
Data 
Lancement Lecture 
Lancement Ecriture 
Addition de 1 sur RA 
Démasque Pri.orité Infé rieure : 
R eset Priorité 
Inversion de l a condition de test 
Sortie Micro Fonction 
1 agis sent sur CC , Compteur s -temps et tem: 
,,,, 
Figeage 
J Mise à 1, 0 du Report 
Transfert Zéro 
Clear R8 
Inhibe l 'exécution du sous -temps suivant . 
La Micro fonction n'est pas à exécuter mais est une 
constante à charger dans R T. 
Figeage (n'est significatif que si aucune priorité non 
masquée n'est présente). Cet ordre fige le calculateur 
après l'exécution du sous -temps contenant F. 
Le défi geage se fait soit par un bouton soit par l ' arrivée 
d 'une priorité non masquée ; i.l y a a lors poursuite en 
séquence. 
, .., 
I . 3. 3. 3 . Entrées et Sorties des registres et bascules. 
sorties 
1er champ 
SA 
SB 
SRT 
SRI 
SCM 
SCP 
SRl 
SR2 
sz 
SRA 
SDM 
SRC 
SM 
S.A8C 
VE 
Entrées (1) 
2e champ 
EA 
EB 
ERT 
ERI 
ECM 
ECP 
ERl 
ER2 
EX 
EY 
EDM 
ERA 
ER8 
EAC 
vs 
Entrées (2) 
3e champ 
lMPI 
lAMF 
lAMR 
OMPI 
OAMP 
OAMR 
l 
EX 
I 
,. 
NO 
1.47. 
r 
NB . Aux s.t. 1 et 5 l e champ 3 est utilisé pour définir le mode d'opé-
ration de 1 opérateur J\.-L. 
Le pseudo registre A8C est la concaténation des 3 registres RAP , RS 
et CC; il permet de les lire, la sélection s'opérant par le mode de 
transfert. 
Le pseudo registre AC est le regooupement sur 24 bits des 2 registres 
RAP (cadré à gauche) et CC (cadré à droite) . 
Les 8 bits du milieu sont "déconnectés " . 
VE et VS (Validation Entrée - Validation Sortie) permettent la commu-
nication enG~e les BUS Externes et Internes. 
Les bits BMPI, 
BJ\MP 
BAMR 
B i t Masque Priorités Inférieures (cfr. I /O) . 
Bir J\dresse Mémoire Principale (cfr. Mémoire) 
Bit Adresse Mémoire Rapide (cfr . M. R . ) 
sont mis à l ou à O par les commandes 
J.M PI, 1.AM , lAMR et OMPI, OAMP, OAMR . 
l. ,:+ 8. 
l. 3 . 4. Rappel de Notation pour la micro -programmation . 
Nous avons 3 micro-instructions dans un mot mémoire . 
Elles sont notées I micro l I micro ') 1 micro 3_1 soit par un symbole 
mnémonique, soit par un n ° correspondant à la définition donnée (au 
moment considéré) clans l a M. Rapide . 
Une micro est définie par 8 lignes. Chaque ligne correspond à 1 sous -
temps , elle peut éventuellement 2tre vide . 
Dans chacune des b gnes on ne peut trouver qu'une commande ou ordre 
de chacun des champs. 
O pérateur 
Sortie Ent rée 1 t Entrée 2 1 Test 1 - O r dre , Transfert 1 
Ordre 2 
Ces commandes ou o rdres sont écrites de façon mnémonique ou en réfé-
rence à l'encodage vu précédemment . 
E x. Décalage de 1 bit à gauche sur Rl , R2 . 
1 
2 
3 
4 
1 
Sorties 
S R2 
sz 
SR J 
sz 
E nt rées 
EX 
ER2 
EX 
ER l 
V a. ria. 
SHFT 
Tests O rdres 
DR 
PK 
l'opérateu r est mi s en SHFT _) ( Z ) 
X est chargé de la valeur de R2 . 
Tra.n .sfert 
7777 
7777 
7777 
7777 
(X ) + (X ) + (R ) 
2 R2 est rechargé de son ancienne valeur d éca: l ée de 1 bit à gauche, 
le débordement éventuel positionne l e Report et permet ainsi le 
transfert du bü de gauche de R2 d ans le bit d e droite de R 1. 
3et4 R 1 subit la même opération paramétrée par l e Report. 
1.49. 
"' 
I. 3 . 5 . Définition de TO. 
P our cette définition nous emp loyons un langage proche de celui de notre 
J./ -programmation. Il y a quelques différences quel 'on voudra bien 
remarquer . De plus comme TO est cablé, tout se passe comme si il 
réalisait c etteµ -instruction . 
En fait il la réalise autrement . 
Nou s devons distinguer 3TO : TON, TOI, TOB 
corre spondant re spectivement a u cas Normal, Int erruption et Bouclage . 
et clas sés dans l'ordre de p r i orité c roissante.- -
1. 3. 5 .1. TON si aucune inte rruption non masquée n 'est présente et 
si il n 'ya pas bouclage sur une ligne micro· : 
Sorties Entrées Varia Tests Ordres Transfert 
SCM ERA O R 1717 
EX LL 7777 
SM EDM RA+ l 7777 
SRA E CM PK 1717 
DM est chargé e n foncti on de (C M) (Compteur Micro) et (CM) est 
incrémenté de 1 . (X) et (R ) sont mis à 0. 
l. 3 . 5. 2 . TOI si il n 'y a pas bouclage s ur une ligne mi cro et si APR:i0 
SAPR ERAP 1 OR spécial (1) 
SRAP 
SM 
ERA 
EDM 
EX 
LL 
PK 
spécial ( 1) 
7777 
7777 
DM et RA sont c hargés e n fonction de (APR ) , (X ) et (R) mis à 0 
APR (Adresse Priorité Request) donne le numéro du request présent 
le plus priorita1re . (2) .-
I. 3 . 5. 3 . TOB Bouclage sur une lign e micro. 
EX OR 7777 
1) SA PR 1 se fait en respecta nt la position relative des bit s dans 
ERAP les différents registres . cfr . figure A . ( Pg.suivante) 
ERA 
, 
2 ) La priorité n ' a pas été remise à 0 pendant TOI. 
I. 3 . 6 . 
1,.. 50 
o o o o o 1l 0 0 1 
RA 
'r l ' ~ 1 ' ' le n~ ta :lt ~ 1 i 1 1 
A :PR 
1 IR A D 1 
Fig . A 
Défirühon de stO et st8 . 
Même avertissement que pour TO . 
EY OR 
Quand il n 'y a eu ni K ni PK dans les 8 st on suppose qu'il y a un PK 
i mplicite ou st 8 . 
Ceci permet d 'avoir encore un ordre possible au st8 . 
1 
Rappe l : 
La description de TO et STO se fait dans un langage fonctionne l et 
non descriptif du hardware . La hardware est câblé pour exécuter 
cette fonctionnalité avec efficience maximum sans nécessairement 
utiliser les modè les de circuit définis dans ce manuel. 
Note : 
La principale fonction d e stO est d e prendre en -c harge les 8 bits de 
poids forts du : 
Registre 
A.dresse 
Mémoire 
Rapide 
(RAMR) 
donnés par le code micro , de DM (gauche, milieu o u droite suiv~nt 
T 1, T2, T3) . 
..: 
I . 51 . 
Ce chapitre 1 définis sait le support hardware de notre système. 
Avant d'étudier le dynamisme au niveau micro-langage (section 114 . 2 . ) 
et mini-langage (chapitre Ill), les premières sections du chapitre 11 
vont nous familiariser avec les mécanismes de l 'E PRON et la t echnique 
de micro-programmation , 
Des résultats de simulation sont disponibles au secrétariat de l ' Institut 
d'Informatique ( 1) . Ils permettent de confronter les mécani smes de 
l 'E PRON à l'image que nous nous en faisons. Cette confrontation 
étant superflue dans une première approche , nou s n ' avons pas insérés 
les simulat ions dans ce chapitre Il . 
Ceux qui voudraient approfondir la connaissance active de l 'E PRON 
peuvent soit écrire quelques micro-programmes et les tester sur ce 
simulateur, soit suivre pas à pas les exemples déjà simulés. 
1. Institut d 'Informat ique F. U . N . D . P , 
8, r empart de la Vierge, 
.B - 5000 NAMUR . 
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CHAPITRE II 
REALISATIO N DE MICR O- PROGRAMMES . 
II. 1. ENVIRO NNEMENT . 
Pour mettre en évidence les mécanismes de l' EPRON, nou,s d éveloppons 
dans c e èhapitre quelques exemples de micro-programmes . 
C e s micro-p r ogramme s assurent l 'interprétation d 'une a rchitecture 
virtuelle, c 'est -à-dire d'un ensemble - Décor virtuel -J-eu d inst r uc-
tions. 
Le Décor virtuel est l'ensemble des élément s visibles au niveau du 
programmeur ; le Jeu d 'instructions définissant l 'ensemble des 
opérations réalisa bles sur ces éléments. 
L 'architecture que nou s présentons ici n 'est qu'une ébauche sonunaire 
et incomplète . E lle nous servira uniquement de point de repè r e . 
II. 1.1. Format des Instructions . 
Nos instructions de longueur fixe, 1 mot d e 24 bits , sont divisées 
en 3 champs . 
1 12113 
code opération contrôle adresse Adresse ou P aramètre 
Les bits 1 à 6 définissent le code opération. 
Les bits 7 à 12 définissent l e contrôle de 1 ·adre s se . 
Ils indiquent 
bit 7 indi rection si bit 7 = 0 
bit 8 indexation si bit 8 = 0 
bit 9 à 12 numéro du registre d'index (si bit 8 = 0) 
bits de poids fort de l' adresse (si bi t 8 = 1). 
N . B . : Nous travaillons en préindexation . 
Les bit s 13 à 24 définissent l' adresse ou un paramètre . 
• 
II . 2 . 
II. 1.2. TopologLe de la Mémoire Centrale. 
Physiquement b analisée , la Mémoire C entrale est divisée 
logiquement en 4 domaines : 
1. Points d 'entrée des micro-programmes 
0 ,::: adresse ~ 255 . 
2. Zone de cont inuation pour l es micro-programmes 
l ongs et tables diverses 
256 ~ adresse .ç 1023. 
3. Points d'entrée. des interruptions et paramètres I/0 
1024 (' adresse ( 2047 . 
4. Software : 2048 ~ adresse ~ 65535. 
1. A chaque code opération sont associées 4 mots mémoire 
consécutifs d'adresse = 
code opération x 4 + 0 
1 
2 
3 
si bit 7 = 0 et bit 8 = 0 
si bit 7 = 0 et bit 8 ""' 1 
si bit 7 = 1 et bit . 8 = 0 
si bit 7 = 1 et bit 8 = 1 
Ces mot s mémoire contiennent la 1 èreli. gne micro (e t 
souvent l 'unique) du micro-programme chargé d'inter-
préter l'instruction . 
2 . Si il faut plus d'une ligne micro pour interpréter 
l'instruction , l e micro-programme se branche d ans l a 
zone d e continuation . 
3. En c as d 'interruption n° i prise en compte par l' enco-
deur prioritair:-e, il y a exécution de la ligne micro 
d ' adresse = i -1 L~ + 1024. 
L es mots d'adresse = i x 4 + 1025 à i x 4 + 1027 sont 
rése rvés à des p a ramètre s tels que pointeur buffer , 
pointeur CCW etc . .•. 
4 . Lazo e softwar contient tous les programmes système-
utili sateur et est considérée comme zone. de données par 
l e micro-programme . 
TOPOLOGIE DE LA MEMOIRE CENTRALE 
0 
15 
J.6 
255 
256 
271 
272 
1024 
2047 
2048 
65535 
lignes micro correspondantes 
aux instructions mode super- · 
viseur 
li gnes micro-points d 'entrée 
de s micro-programmes d'exé ·-
'cution·d 'instruction , 
li gnes mie ro --corrc spondantes aux 
instructions mode utilisateur 
zone d'overflow et de tables 
des différents micro-program-
me s de base. 
mots réservés exécutifs et 
paramètre s . 
SOF TW î RE et / ou 
F IRMWARE SPECIALI SE 
(cfr. chapitre III) 
FIN P11Y SIQ E . 
DE LI\. MEMOIRE 
11.3. 
11.4. 
Il. 1. 3. Principe recherche nouvelle Instruction . 
Comme nous l'avons vu dans l e § précédent, les 256 premiers mots 
de la mémoire sont les points d 'entrée des micro-programmes de 
de d écode d'instruction . 
La recherche d 'une nouvelle instruction se d é roule en 4 ph_ases : 
1 . en fonction du compteur de programme (CP) aller lire l'instruction 
en M 'moire . 
2 . charger l'instruction dans un registre d' analyse (RI) . 
3 . Brancher l e miçro-programme à l 'adresse = c ode opératioù x 4 
+ (bit 7) x 2 . + bit 8: 
4 . lnc.rémenter le CP de 1 . 
Cec i se traduit par l â micro suivante : 
SCP 
SM 
SM 
S RA 
E RA 
ER I 
ECM 
ECP 
DMPI 
LL 
RA-t 1 
K 
1717 
7777 
6003 
17 17 
les 8 bits de poids fort de l'instruction sont chargés dans CM. 
Ainsi la prochaine ligne micro exécutée serà celle correspondant 
au pt. <l'entrée du micro-programme interpr étant cette instruction , 
sauf dans le cas d'interruptions micro -programme, voir même 
d 'interruptions de programme démasqu ées par l 'ordre DMPI. 
11. 1. 4 . Convention d'affectaüon des registres. 
Etant donné la pos sibilité d interruption entre 2 lignes micro , 
nous devons définir les registres dont l es valeurs 
doivent être considérées c omme perd1:1es <l'une l{gne à l 'autre. 
Ces registres servent de zone manoeuvre pour les différents 
· programmes, tant ceux d 'exécution d instruction que ceux 
d 'inte rruption . Ce sont principalement · 
X 
y 
RT 
] entrée de 1 opérateur 
et donc Z sortie de l 'opérateur 
Registre Travail 
RA 
(R8)7: 2 
Registre Adresse Mémoire . 
Ces 2 bits permettent de mémo r i ser des conditions . 
Les autres registres se divi sent en 2 classes . L'une visible 
du pro grammeur : 
(RA)l :4 
(CP)9 : 16 
(A)l : 24 
( B )l : 2Li. 
Code Condition 
Compteur Programme 
Accumulateur 
Extension accumulateur . 
L 'aut re à l'usage exclusif du rri cro-programmeur 
CM · Compteur Micro -programme 
R I . Registre Instruction 
Rl 
R2 l Registres 
DM, (R8)5 : 2 , C C, RAP etc ... 
11. 1. 5 . Adressage . 
II . 5. 
Trois micro- inst ructions permettent d e réaliser les 4 c ombinai-
sons possibles pour une instruction référence mémoire. 
- Indexage indirect 
- Indi"re c tion absolue 
- Indexage direct 
- Direct absolu . 
Toutes trois supposent le champ adresse cha rgé dans (RI)9 16 
et donnent l'adresse effective dans (RA)9 : 16. 
II . 1. 5.1. Indirection absolue. 
SRI ERA 
SM ERA 
11 . 1. 5 . 2 . Indexa ge direct. 
SRI EX ADD 
sz ERA 
LL 
PK 
SMF 
I 
1717 
1717 
IDX 
1403 
020 1 CR A) 21 :./4 : =Il O du registre 
constante base adresse des registres 
SRT ERA 3776 (RA)9 : 12 : =adresse du re g . 
SM EX ADD LL 1717 
SRI EY 0707 
sz ERA RK 1717 
II. 1. 5. 3 . Direct ab s olu, DA 
SRI ERA PK 1717 
II. 1.5.4. 
II.6. 
Indexage in.direct IDXI 
SRI EX ADD 1403 
sz ERA SMF 0201 
Constante base adresse des registres indexage 
SRT ERA 3776 
SM EX ADD LL 1717 
SRI EY 0707 
sz ERA 1717 
S M ERA LL 1717 in.direction 
Remarque : 
Les 16 registre s se trouvent en Mémoire Centrale. 
Leur adresse est donnée en concaténant une constante à leur 
numéro. 
II. 7. 
II . 2. Instructions E l émentaires. 
3 Instructions (Loa<l, Add et Incrément Mémoire) sont données 
ci-de ssous comme exemples de micro-programmation . 
Il. 2 . 1 . Load accumulateur . 
Cette instruction charge l' accumulateur du contenu Mémoire. · 
Le code condition est positionn é en fonction de la valeur c hargée (V): 
bit 1 = 0 
2 1 si v =- 0 
3 1 si V.> 0 
4 1 si V< 0 
Elle est exécutéeparune -micro-instruction d ' adressage suivie . d e 
la m.k:ro..:i..nst ruction LD suivie elle même de R NI . 
LD SM EX ADD LL 7777 
SM E 1.\. L TZOS CLR 8 7777 
SRC E R8 PK 2R81 A = O 
l XS 
SRC E RS PK 3R81 A) 0 
SRC E RS PK 4R81 A(O 
Ces3 nicro-inst ructions étant sur une même ligne micr o. 
IDXI 1 LD 1 R NI Load ave_c Indexage et Indirection 
I LD R NI - Load avec Indire ction Absolue 
lDX LD 1 R NI Load avec Indexage di rect 
D.A- -·L LD RNI Load absolu direct 
No 
II. 8 . 
II. 2. 2 . Add Accumulateur . 
Positif 
Cette in str uction additionne sur l'accumulateur le contenu Mémoire. 
Le code condition est positionné en fonction du résLlltat . 
. . 
bit 1 1 si overnow 
2 1 Résulta t = 0 
3 1 si Résultat ?,0 
4 = 1 si Résultat ( 0 
Cette instruction est basée sur la micro-instruction ADD dont -:voici 
l'organigramme . 
( DEBU0 
1 
(A) _: =(A)+(M PRA) 
(RB)l : 4 : = 0 
,__ __ __,...._ __ _ 
OVERFLO\V 
N.B . Le bit 1 de RC est 
supposé mis à 1. 
V il i,.. 
Oui 
(RS)l : = 1 
(R 8)3 : = 1 (RS)4 : = 1 
= 0 FIN 
FIN (R8)2 : = 1 
FIN 
Il. 9 . 
ADD SM EX ADD LL 7777 
SA EY CLR8 7777 
sz EA l ELS 7777 
SPC ER8 PK 1R81 overflow 
ADD lXS l 
SRC ER8 PK 4R81 < 0 
SRC ERS l TZOS 3RS1 -;,; 0 
SRC ERS PK 2R8 1 0 
IDXI , ADD 1 RNI 
I 1 ADD R NI 
IDX , ADD 1 R NI 1 Contenu des 4 lignes micro . 
DA AD.D RNI associées à l 'instruction AD D . 
II. 10. 
Il . 2.3 . Décrément Mémoire. 
Cette instruction décrémente de 1 le .mot mémoire défin i par le 
champ adresse . Si l e résultat est = 0 il y a saut d une instruction 
c'est-à - dire , incr 'ment de 1 du compteur programme. 
La micro-instru ction DM as ure l ,.e xécution· principale . 
DM 
1 -
2~ 
3 -
4~ 
SM EX SST l LL 7777 L e cture mot mémoire 
sz TZOS LE 7777 Ecriture mot décré-
menté 
PK I= 0 
SCP ERA 1717 = 0 
RA+ l incrément de CP 
SRA ECP PK 1717 
IDXI DM 1 R NI 
, I DM R NI 
. 1 IDX DM NI 
DA DM R NI . .'l 
1 Déc rément Ivtémoire avec Indexage suivi dïndirection. 
2 Décrément Mémoire avec ln.direction absolue 
3 Décrément Mémoire avec Indexage dire ct . 
4 Décrément Mémoire direct absolu . 
II. 11. 
Il. 3. MIC RO PROGR AMMES P LUS COM1 L EXE S. 
Pou r montrer l 'utili sation de l 'E PRO N au mieux de ses p o ssibilités, 
nous donnons ici 3 applications mi s es au point et test é es sur le simula-
teur. 
Il s'agit du micro-programme d'inte r ruption ·- pour Input-Output avec Data 
chaining et œ 2 micro - p r ogrammes de conversion binaire - B CD et BCD-
binaire. 
Un c ompromis a été réalisé entre une microprogrammation simple (avec 
rü~ques de non efficience) et l~us a ge de mécanismes plus efficients 
(et moins lisibles). 
Les résultats de simula tion disponibles aux FNDP permettent de suivre 
les différentes étapes èe chaamèes micro-progr ammes et ce pour plusieurs 
paramètres. 
11. 3_. 1. Input-Output avec cadr age et Data Chaining . 
mot réservé 
exécutif- 50 
CC\'_r COU NTf 
p 
52 
51. 
CC\ ' 
Ll* 
nl 
L2 :x 
n2 
L3 ~ 
n3 
L4 x 
n4 
53 - 54 - 55 
56 - 57 - 58 
p 
Li* 
ni 
numéro de la priorité à e nvoy er quand tout 
15 compl 'ment à 2 de la longueur . 
est terminé . 
adre sse de la zone . 
] 10 c c -:· 
] 20 c c,~. 
] 30 C C T 
) 40 CC\" 
II. 12. 
Lo1:sque le Request est p r is en compte, la ligne micro correspondante 
est exécutée. Cette ligne micro défin it le t)'î)e d'opération 1/ 0 à effectuer; 
50 51 531 c aract . de gauche dans le mot. 
50 51 54 Input caract. du mi lie-u dans le mot. 
50 51 55 J caract . de d r oite dans le mot. 
50 51 · 56 'i caract . de gauche dans le mot . 
50 51 57 ! Output caract. du mi lieu dans le mot 
50 51 58 j caract . de droite dans le mot. 
Si le CCW COU NT est ~ 128.,elle envoie une priorité n ° p et termine. 
Sin on , elle. i n crémente L :x (complément de la longueur) de 1 et., 
si L:x ~ 215 J met à jour le CCW count C+ 1) et le CCW poi.nter C+ 2). 
En fonction du code mic ro, elle réalise une des 6 fonctions et écrit dan s 
le mot réservé exécutif la ligne mic r o qui sera exécutée lor s du prochain 
Request (54 succéde à 53, 55 à 54 et 5 3 à 55, de même 57 à 56, 58 à 57 
et 56 à 58). 
L'organigramme donne les p réci sions voulues. 
Le temps de prise en compte d 'un Request est de 11, 75 JJ sec. sans 
Data Chaining et de 22JJ secondes avec Data Chaining. 
In-out 
53 
SM 
sz 
VE 
SRT 
SRT 
54 SM 
- 55 SM 
VE 
SDM 
SRT 
50 
SRT 
1er caractère (ga uche) 
ADD 1 R 
EX LL 7777 
ER A L E 7777 RA : = ni : = ni+ 1 
LE 0360 Input caractère 
ERA 
-SMF 1717 
50 51 SL1- prochaine ligne micro 
L E 7777 mise à jour 
2e et Je caractère . (milieu , droite) 
E RA 
ED M 
EDM 
ERA 
51 
LL 
LL 
LE 
SMF 
55 
53 
LE 
R P 
1717 
7777 
RA : = ni 
lecture du mot 
14~54 
03 insertion du caract~ re 03~ 55 
7777 
1717 
écriture du mot 
<:- 54 
~ 55 prochaine ligne micro 
7777 mise à jour 
II . 3. 1. 1. Organ i gramme et micro-programmation. 11.13. 
DEBUT Sorties Entrées Varia Tests O r d res Transfe rt 
w 50 
(RTL : 16 : =- adresse 
mot réservé exécutil 
(RL\)9 : 16: =CCWp:,iœ1 
( SM) : =p, Li :x 
K CCW count:: 128 
' < 
E nvoi 
Priorité p 
FIN 
NO 1 
SRA 
SM 
SM 
SL\ 8C _ 
Slvi. 
SR T 
ERT 
ERA 
EX 
ERÏ 
E AC 
v s 
EAC 
ADD 
EX 
l XS 
RA+ l 
LL 
L L 
PK 
RP 
K 
1717 
7777 
7777 
6060 
6060 
6060 
-- . ---· --- · - --- --- · - - - · -- · ---· ' 
Ll:x : = LI :x+l 
. >.,~ / 15 i\ LI K :: 2 
1 (RA)9 : 16 : = CC V!p:inter+ll 
R1\ )9 : 16: =a:L:e~ 
mot rése rvé e xéd . 
sz 
sz 
SR T 
ADD 
EX 
I l XS 
ERA 
l R 
LE 
RA+l 
PK 
SEQ 
7777 
1460 
.t · ----~- --- -- - - - -· --- - - - --· - - · . --- · 
+ 1 -!>CCW count 
+2 ~ ffi / µ:, inter 
~.__ ______ __... 
' 
52 
SM 
sz 
SM 
sz 
sz 
j 
t ...,,YP.,,,;...e_I_/_O_ = __ ,---,) 
Input Input Input 
c aract l c a r é'd: · . 2 ~ _ ___,,..._ ____ T...:,:..;"-=:a..,c..;..;;;;....._...., 
53 
R i\ : =ni : . ni+] 
input 
Ecr. 50 5154 
i 
54 
R A : =n i 
input 
Ecr . 5051 55 
.l 
F IN 
c arnet, 3 
55 
RA : =ni 
input 
Ea:S0St- 53 
l, 
EX 
EX 
EY 
EX 
EY 
Outpu 
carac t, l 
56 
RA :=nï :=ni+ 1 
output 
Ecr. 50 51 57 
t 
ADD 
ADD 
Output 
c ara ct 2 
-------. 
57 
RA : = ni 
output 
Ecr . 50 5158 
11, 
/ 
RA+ l 
:L L 
LE 
K 
Outuut 3 c aract 
58 
RA : = n i 
output 
6003 
0360 
1717 
7777 
7777 
Ecr. 50 51 S6 
----,-.!.---·-
11.14. 
Output 1er caractère 
56 ADD lR 
SM EX LL 7777 
sz ERA LE 7777 
SM vs LL 6003 
SRT ERA SMF 1717 
50 51 57 
SRT LE 7777 
RP 
2e et 3e caractère 
57 SM ERA ADD LL 1717 
- 58 SM vs LL 14<ê) 3 57 
03 <' 58 
SRI E.RA SMF 17 17 
58 57 50 51 56 58 
SRT LE 7777 
RP 
PK 
11.15. 
ll. 3.1. 2 . R emarque s et Comment aires. 
Nous remarqueron s l'us age fait ici de l ' écriture dans le mot réservé 
exécutif . Nous avon s en , quelque sorte un automate à trois états : 
1. prépar é à · recevoir un caractè re à cadr er à gauche . 
2. prépa ré à recevoir un caractère à cadrer au milieu. 
3 . prépa ré à recevoir un caractère à cadrer à droite. 
De même , une constante placée en Mémoire Rapide nous délivre 
immédia t e me nt (par l'o r dre S MF ) l a ligne micro à charger dans 
le mot .réservé exécutif. 
L'usage de DM comme registre de manoeuvre peut surprendre. 
On cons tater a cepe ndant que, puisqu'à partir du st0 de T 3 
DM n'e st plus utilisé pour définir les codes des micro instructions, 
il peut être utilisé par le mic r o-programmeur. 
En cas de cha înage, quand il faut incr émenter, le C CW COU NT 
et l e CCW P OINT ER , on con s t a te qu e n'ayant pas donné l ordre 
RP, il suffit de donner l'ordre K pour recommencer l'exécution 
de la ligne. 
II. 3. 2. Conversion binaire-BCD . 
adresse "' 
code opération BLD 
( J 0000)2 
( 1000)2 
( 100)2 
( 10)2 
( 1)2 
BLD (80) Branch and Load 
Il. 16. 
Représentation utilisée lors de 
l a simulation. 
80 20 10--------"-------...D 
o-,/,,./_,/.,,.,,.,,,.,,,.,,.,,,,r::-~ 
, C303240)b , 
23420)0 
( 1750)8 
0 44)8 
(J2)8 
(1)8 
champ adresse n dans la ligne~micro ,. 
Cette micro-instruction charge l es registres R J et R2 avec le c ontenu 
de la Mêm oire d'adresse n et n + 1 et réali se un branchement mic ro -
programme à l' adresse n + 2 
TOV C82) Test overflow cha mp p riorité p dans la ligne micro 
Cette micro-inst ruction compare les registres A e t R2 . Si (A) ~ (R2), 
il y a passage à la micro-instru ction suivante; sinon : 
- recherche nouvelle _instruction (modification de CM), 
envoi priorité p, 
- passage à la micro -instruction suivante 
WRE S C81) Write Re s ult 
Cette micro-instruction écrit en Mémoi re à l 'adresse donnée dans RI 
le contenu du registre R2 . E lle exécut e ensuite la Re c herche Nouvelle 
Instruction. 
CVl (90) et CV2 (9 1) assurent la conversion (A)bin--;, (R2) BCD. 
11. 3. 2 . 1. Organigramme 
11 . 17. 
(R 1) 1 : 8 : = 6 . 
(R 1)9 : 16 : '"" adre sse t able de convers10n 
- 1 
( /\ )1 : 24 : = valeur à convertir 
-----c de micro CVl ?- 10 
DEBUT 
---------~.::::_.:::::_~ ..... -_. --~ 
NON 
(C M ): =(CM) -1 
swi.tch : = 1 
(A ) : = (X ) 
(R 2): =(R2)x16 
+ (RA)l: 4 
1 
< 
1b digits : = 
nb digits - 1 
adt -: =adt + 1 
(S M )=(MFadt) 
OUI 
swi.tch : =Ü ~ -
""'· /CV l 
/ 
(Z ): =(X)-(SM) \ 
FIN 
( / ) : = (Z ) 
(RA): =(RA), 1 
NO 
--- '--
·---
. 
\ 
\ 
• CV2 I 
' I 
I 
___ _J 
. .........__ 
"> Temps 0 
_,--· 
----
(A) 1 : 24 : = 0 . 
(R2) : = ré sultat d e l a conve rsion . 
II . 3 . 2 . 2 . Microprogra mma t ion. 
CVl 
SRl EX 
sz ERl 
SRA ECM 
SRl ERA 
SA EX 
SRA E Rl 
ER A 
SDM EAC 
C V2 
SM EY 
sz EX 
EY 
sz EA 
SR2 ER 2 
SR.A ER2 
SSTl 
SST 
I 
6003 
TZ0 S 0360 
DS 
DPK 
1717 
7777 
RA+l 7777 
LL 
1R 
1717 
0101 
6003 
7777 
RA+ 1 7777 
7777 
7777 
3776 
K 0101 · 
II.18. 
- 1 sur le nombre de digits 
nombre de digits =°_0 ? 
non recomme_ncer la ligne nie r 
oui adresse table de con'\ersi.01 
(A) = valeur à convertir 
lecture table et sauvetage 
adresse 
(RA)21 : 4 : = 0 
bouclage sur micro suivante. 
La soustraction a été possib l•2 
(A) : = reste à convertir 
Shift left 4 
Chargement du digit calculé 
II . 3 . 3 . Conver s ion B CD- binaire sans t a ble . 
II . 3 . 3. 1 . Organigramme . 
count : : (R2)17 : 8 
DEBUT 
Valeur à c onvertir d ans R 1 
- 1 ~count 
Oui 
"' ) P répar ation Re cherch e 
Nouvelle 
Instruction 
COUNT : : 0 
non 
/ 
r------...__-::___-- - - - --<. 
" (A) : • (A) x 10 /·> 
----------< 
,------ --------
II. L:, . 
T l 
T2 
(A ) : = (A )+CR 1)1 : 4 
R 1 shift left 4 "- T3 / 
/ 
___ _ / 
F IN résultat dans A . 
11.20. 
ll.3.3.2. Mie ropr o gramme. 
SR2 EX SSTl 0303 
sz- ER2 TZ0S 0303 - 1 sur le nbr. de digits 
SRA E.CM PK 1717 nbr . digi~· =I= 0 
SCP ERA DMPI 1717 Recherche Nouvelle Instruction 
Tl SM ERI LL 7777 
SM ECM TZ 6003 
RA+l 
SRA ECP PK 1717 
ADD 
SA .EY EX 7777 X = A y= A Z = 2A 
sz EY EX 7777 X = 2A Y = 2A Z "' 4A 
sz EX 7777 X = 4A 'Y= 2A Z = 6A 
T2 SA EY ADD 7777 X = 4A Y = A Z = SA 
sz EY EX 7777 X= SA Y = SA Z = l0A 
sz EA PK 7777 A = l0A 
SRl EX ADD 6003 
sz EX 0201 X_ = 4 bits de gauche de R 1 
T3 SA EY 7777 
sz EA 7777 A = A + 4 bits de gauche de R 1 
SRl ERl PK 3776 
11.21. 
Il . 4 . PREMIERES CONCL.USIONS . 
En étendant la technique illustrée précédemment, nous constatons 
que : 
- l 'exécution d'une instruction est découpée en unités sémanti-
ques, nommables, définies par une séquence de 8 micro-fonctions 
et adressables par le code de la micro-instructi,on , 
- ces unités sémantiques communes à plusieurs instructions 
sont chafhées àu niveau de la ligne - micro. 
- la première unité est souvent un calcul d'adresse (IDXI, 
ID X , 1) et l a dernière un lien à l 'instruction suivante (RNI) . 
Nous pouvons décrire ce mécanisme à partir de la notion de mini-
l angage (celui des lignes micro) assurant la séquence des différentes 
unités de traitement . 
Le mini-langage supprime le contrôle de l 'adresse au niveau micro -
langage et permet une densité très élevée dans la définition d 'instruc-
tions complexes chaînant des unités de traitement déjà écrites . 
II. 4 . 1. Dynamisme au niveau mini-langage. 
E tant donné un ensemble d'unités de t raitement (les 256 mic ro-
instructions) et un jeu d'instructions, nous pourrions définir de 
nouvelles instructions plus complexes en chaînant 1 urs séquences 
d'unités de traitement. iNotre mémoire de mini- langage étant 
insc riptible et non bornée (la limite entre la zone mini-langage 
et software est purement logique) nous pouvons réaliser des 
extensions du jeu d 'instructions sans difficultés insurmontables 
Rappelons que ce mécanisme est rentable parce qu'il a été prévu 
dans l e hardware . En effet, si l 'E PRON n'est pas conçu en 
fonction d un Set d'Instructionsbien précis, il est par contre 
construit sur une structure bien définie à trois niveaux pe r mettant 
cette construction dynamique au ni veau mini- langage . 
Le chapitre Ill nous donnera une approche du mécanisme de création 
de nouvelles instructions par cette méthode de chaÎÏ.1age d'unités 
de t raitement . Cette création pouvant se faire "at RUN TIME " ou 
"at COMPILE TIME 11 • 
Ce dynamisme permet de completer le jeu d'instructions . 
Le mécanisme suivant permet., lui, de comr léter ou modifier le décor 
virtuel. 
II. 22. 
11. 4. 2. Dynamisme au ni veau mi cro-langage. 
Quelques exemples vont nous permettre d'entrevoir un outil 
assez prodigieux. ·, 
11. 4. 2. 1. R NI Statistiques. 
Soit la micro-instruction R 1'{1 écrite comme suit 
SCP ERA . ADD DMPI 1717 
SM ERI LL 7777 
SM ECM RA+ l 6003 
SRA ECP SMF 1717 
constante adresse table des compteurs 
SRT ERA 7777 
SM ERA SEQ 6003 RA pointe vers le comp-
teur correspondant au 
code opération. 
ADD lR 
SM EX LL 7777 
sz: DS LE 7777 lncrémentati.on du 
K compteur correspondant au code opération 
SMF 
constante n ° p riorité -~ 
SRT EÀC 6060 Envoi priorité en cas 
vs K d'overflow 
En écriva nt ces 15 mots en mémoire rapide, nous allons . 
pouvoir foire des statistiques p r é cise s sur le programme sans 
l e perturber, sans devoir le réécrire et sans freiner t r op 
son exécution. 
En effet, à c haque exécution d ' instruction, un compteur déterminé 
par son code opération est inc r émenté de 1 et déclenche une 
interruption si il y a overflow de ce compteur . 
Il . 4 . 2 .2. RNI Trace . 
Soient les 2 micro-instructions R NICP et R NIC0 . 
RNICP 
R NICO 
SCP ERA SST DMPI 1717 
SM ERI EX LL 1717 
SM ECM RA+l 6003 
SRA ECP SMF 1717 
Constante = Valeur à compare r au CP 
SRT EY 1717 
SRT EAC TZ0S 6060 
vs K 
SCP ERA S ST DMPI 1717 
SM ER I LL 7777 
SM ECM EX RA+ l 6003 
S RA ECP SMF 1717 . 
Constante = Valeur à comparer au C .O. 
S RT EY 
SRT EAC 
vs 
TZ0S 
K 
0303 
6060 
Elles envoient une pri orité si 
R NIC P 
R NICO 
Le CP est égal à une valeur définie. 
Le code opération est égal à une valeur définie. 
ll. 23 . 
De nouveau,sans r ien modifier au programme, on peut demander 
u n arrêt sur une instruction déterminée soit par son adres se, soit 
par son code opération. 
N . B . : Un ordre F igeage peut remplacer l'o rdre d'envoi d ·une 
priorité . 
11.24. 
II. 4 . 2.3. Conditionsël.'unc application optima le. 
Ces trois exemples nous ont mont ré comment en transfo rmant 
une unité de traitement utilisée dans toutes les instructions 
on peut modifier complètement l'aspect du système. 
On peut de même, en modi fiant les micro-instructions d' a<l.res -
sage, par exemple, passer de 16 à 256 registres et un dé.pla-
cement de 4 1( à 256 mots . 
Cette méthode impose cependant de 
- découper proprement le s unités de traitement; il faut 
que les micro-instructions représentent un réel t raitement 
standard dont l'input et l'output soient toujours d éfinis . 
- utiliser systématiquement ces unités de traitement si 
l'opération recherchée l'inclu, sinon (pour optimiser) 
noter clairement dans un tableau la ou les fonctions que 
réalise cette. micro p~ur pouvoir é crire l 'équi:valente pour 
l e nouveau méc, nisme . 
- prévoir de la place· en MR "derrière " les -micro sus_ceptibles 
d'être modifiées ou complétées. L 'ordre SEQ permet en 
effet de rempl acer 1, miç:ro par 1 ou plusieurs. 
Le lecteur pourrait traiter le cas suivant : 
Dans les a l gorithmes scientifiques il est souvent néce ssaire 
de travailler avec une grande précision lorsqu 'on est proche 
de 1a solution alors que les premières phases peuvent être 
beaucoup plus grrssières. 
Imaginer une architecture globale c apable d'affiner dy:na- -
mi que ment la précision . 
- Le programme est fixe, 
- Le jeu d'instructions comprend une instruction s péciale 
PREC, n 
6uivant l a quotation de Knuth, cet exercice a les quotes : ( 1) 
25 si orr.. l'imagine simplement 
38 si. on le définit jusqu'au bout 
45 si ünplémenté, le système tourne correctement. 
(1) K n ut h " T h e a r t o f c o m p u t e r p r o g r a mm i n g " V o l . 1 
Fundamental A l gorith ms pp . XVII - XIX . 
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CH AP ITR E III 
DEFINITION D'U NE ARCHITECTURE SOFT ! ARE - F IRM\VARE 
DY NAMIQUE 
lll.1. 
Les deux chapitre s précédents nous ont i nt roduits aux m1n1- et micro-
langages . Cette étude nous a mis en face d'une véritable architecture 
dotée de toutes les primitives d'un l angage de Base . De plus, le 
parallélisme dans l es actions ainsi qu'une utilisation plus directe du 
hardware nous ont fait pres sentir la puissance de ces niveaux mini 
et mic r o. 
D · autre part, travaille r uniquement à ces deux ni veaux serai.t coûteux 
en place mémoire et en temps de programmation. Nou s voudrions pro-
pose r un mécanisme facile à utiliser et permettant a u programmeur de 
bénéficier de la puissance et de la souple sse des niveaux inférieurs. 
Le macro assembleur supporté par firmware décrit ici, n'est qu'un peint 
parmi d 'autres dans la définition d'une architecture soft ware - fi rmware 
dynamique. Nous avons centré notre attention sur cc mécani sme pour 
qu' en le d é veloppa nt l e plus possible (cla ns le cadre de ce trava.i1 ) nous 
puissions m tirer déjà quelques conclusion s quantitatives . L'interaction . 
fi rmwarc-software ne se r éduit pas à ce macro-as sembleur et encore 
moins aux options précises i mplémentées -ici . 
III. 2. 
Ill. 1. OBJECTIF. 
Très simplement exprimé , notre objectif est "plus d 'efficience" 
c'est-à-dire soit un gain en place mémoire, soit un gain en 
temps, éventuellement un gain sur les deux volets. 
III. 1. 1. Hypothèses. 
Parmi les mécanismes appliqués en programmation, nous voyons 
deux recherches menées parallèlement : 
- l'utilisation de procédure pour gagner de la place mémoire (D 
- l'utilisation de macro pour ne pas perdre de temps par les 
mécanismes d ',gJ?pe l tout en facilttant l 'écriture d 'unités 
de traitement (2) . 
Sur une machine micro-progn:immée, une instruction est en fait 
un appel de procédure n-:icro-programme. Cet appel est très 
efficient puisque l'architecture prévue à cet effet 
I 
associe des 
entités hardware différentes pour le processus appelant _ 
(niveau l angage software) et appe lé (niveau mini -langage).@) 
111. 1. 2. Propositions : 
L'énoncé simultané des points G), (V et G) conduit naturellement 
aux mécanismes suivants 
1. un compilateur de Macros générant du micro-programme. 
2. un mécanisme d'appel de procédures micro-programme . 
Grâce à ces deux mécat:..ismes, nous réaliserons ainsi un gain de 
place mémoire (nous avons une seule procédure micro-programmée 
et non l' expans ion répétée d'une macro) sans perte de temps 
puisque l'appel de procédure est as sité pa1· le hardware . U) 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
(1) Nous verrons même que dans plusieurs ca.s un gain de temps peut être 
réalisé par la suppression des temps de "Fetch dïnstruction". 
111.3. 
III. 2 . Méthodes et Mécanismes. 
Deux points d e vue doivent être envisagés 1c1, l a facilité de 
l 'utilisateur du mécanisme et l'efficience du mécanisme produit . 
Comme toujours nous avons dû choi sir un compromis . 
Notre mécanisme veut présenter au programmeur ·l'aspect d'un 
macro -assembleur classique . Le langage :source du compilateur 
de micro-programmes sera donc le l angage d' assemblage lui-mê me. 
L'appel de la p rocédure micro -pro gramme sera généré à l a ren-
contre de l' application d e l a Macro. 
III. 2 . 1. Divi sion en niveaux . 
A que l niveau a llons nous écrire le compilateur ? 
En langage de base? En mini- langage ? 
Nous ne justifions pas directement l ' importance de cette question . 
Au fil du développement de ce mécanisme, nous devinerons l 'enjeu 
des options prises. 
III. 2. 1. 1. Langage Intermédiaire. 
Nous avons défini. un l angage intermédiaire, produit par le 
software et utilisé comme source par le compilateur micro-
programmé . Ce langage interrnédai re pourra éventuellement 
être écrit directement par un programmeur plus soucieux d 'opti-
misation . Il sera le plus souvent produit par le macro assem-
bleur après l a phase d'assemb lage conditionnel. 
Plusieurs zones de t est sont introduite s d ans ce l angage inter-
médiaire pour éviter au maximum. les erreurs e t avoir un inter-
face propre entre le software et le compilateur micr o-programmé . 
Ill. 2 . 1. 2. Communication entre niveaux . 
Le compilateur micro-programmé est appel é par une instruction 
AS (Assemble) . Bi en que pour l "instant nous ne v"oyons pas 
directement l 'usage de cette instruction "at R UN-T IME 11 , cela 
est possible . L 'emploi 11 at DESIGN TIME 11 et 11 at COMPILE 
TIME 11 sera plus habituel. 
1.. 
111 . 4 . 
Ill. 2 . 2 . Mécanisme d'appel. 
Nous disting uerons deux types de Macro , s uivant le format de 
l 'application . 
III . 2 . 2 . 1 . Type a . 
La macro défi nie garde le format des instructions mais peut 
avoir un compl ément d'information sur les opérandes dans les 
mots suivants . 
Le nombre de telles macrosest réduit à 16 par le fa.it que l e 
cocle de la Macro est d éfini sur un nombre restreint de bits . 
On cons idère ici que 16 instructions sont variables et du 
t ype MACRO . 
III. 2 . 2 . 2 . Type b. 
La Macr o définie a un code opération spécial (Code Macro 
Etendue) sur 6 bits et un n ° d 'identification dans l a zone 
opérande . 
Le nombre de telles macro est à priori "illimité " (2 18) . 
Pour plus de fa.ci lités nous le fixerons cependant à 256 . 
Avant d e pouvoir être utilisée un e macro doit être " a rmée ". 
Les instructions LM (Loa d Macro) et L ME (Load Macro Etendue) 
s signent une adresse mi cr·o-programme à un cocle MAC RO. 
Ill. 5. 
Ill. 3. REALISATION. 
Le software réalise une première conve rsion de l a définiti.on et de 
l 'application d e s Macros. Nous ne développons pas ce t ravail ici. 
Le firmware imp l ante le mécanisme en deux phases indépendantes : 
- la création d 'un micro .... code à partir du source par l'instruction 
A.$ (A ssemble) . 
1·assi gnation d'une a d r esse micro -programme à un code instruc -
tion p ar les Instructions L M (Load Macro) et LME (Loa d Mac r o 
Etendue). 
Ill. 3. 1. Instruction A s semble. 
Nous avons vu précédemment que la "compilation " d 'une Macro en 
micro-programmes se réalis e en deux phases , l 'une sous contrôle 
du software, l' aut re s ous c ontrôle du firmw are . 
Nous nous attachons ici à développer la seconde phase. 
~ adres se = n 
Table des 
Sourc e 1nstructions 
1 
1 Stack des oc -
-
- currence s de 
~ AS ,n L a be ls 
' JJ· code 
.¾ objet 1 Table des 
Output Labels 
:Adres se définie par 
(A).9 . 16 
L ' instruction AS (A s semble) r éali se cette phase de compi l a tion 
du source en micro -rode .E lle fait appel à une tabl e donnant p our 
chaque ~nstrudi.on le rnicro--coœ associé à générer e t dispose de 
deux zones rn.anoeuvre, un stack d~s occurrences de labels et 
une table de l a.bels. 
Nous détailleron s rapideme1 t l e fo rmat et le s c aracté r i stiques de 
chacune. des zone s sui van les 
-Source 
-Table des Instructions 
-Sta cl des occurrences de Labels et Table des Labels . 
-Mi.cro--code objet. 
rn.6. 
Ill. 3. 1. 1. Description du Source. 
11 est composé d·une séquence de flags et d ' instructions (chacun(e) 
sur un mot de 24 bits) . 
Les F lags indiquent au compilateur les opérations à effectuer 
ainsi que les valeurs des paramètres des différentes instructions . 
Dans les pages qui suivent, nous centrons notre attention sur 
le mécanisme. Pour ne pas compliquer la présentation, nous 
ne précisons pas les méthodes d 'adressage (indirect-index). 
Ill. 3. 1. 1. 1. f !_a_g~. 
Ils sont di visés en 8 types di stingués d · après l es bits 6 à 8 . 
Pour tous, les bits 1 à 5 doivent être à O. Les autres bits 
indiquent 1 ou plusieurs paramètre s. Si ils ne sont pas signi-
ficatifs ils <loi vent être à O. 
Ces 8 types sont : 
- Global long, 
- Global court, 
- Paramètre, 
- NO , 
- MEXIT, 
- Alignement, } 
Branch 
Interne _ 
- MEND , 
les bits 9 à 24 contiennent l a valeur de ce 
global utilisé dans 1 instruction suivante. 
les bits 17 à 24 contiennent la valeur de ce 
global utilisé dans l'instruction suivante. 
l' instruction suivante utilise un paramètre de 
l a MACRO. Les bits 17 à 24 indiquent le n ° 
de l a ligne (-1) où se trouve le paramètre dans 
l' application de la MACRO . Les bits 9 à 16 
préci sent le Type de c adrage des paramètres . 
l 'instruction suivante utilise l e même paramètre 
que l a précédente ou n'en utilise pas. 
ce flag demande la génération d'un Return; 
c'e st-à-dire incrémentation du P compteur 
de LM et Recherche Nouvelle Instruction . 
LM (Longueur MACRO) est égal aux nombres 
de mots (-1) de l'application de la MACRO . 
définis plus loin en même temps que la Table de s 
Labels et le Stack des occurrences de ·Labels . 
Les bits 21 à 24 précisent le Label référé 
signale la fin du Source . 
Ill. 7 . 
FLAG S. 
O · · O t X X X X Global long ·L.::,, % _, 
• 
0 ] 0 0 X X Global Court 
Type Numé-
,o 2 C ro Paramèt re Type C Type de cadrage 
Numéro Numéro de ligne oü se trou v t: 
1 · opérande d a ns l ' applicatior. 
,o 3 0 0 0 0 NO de la Macro. 
0 4 0 0 L M MEXIT LM Longueur Macro = nombre 
d e mots qu e prend l'appli-
cation de la Macro. 
( 0 5 0 0 Label Ali gnement 1 
,o 6 0 0 Label Branch Interne Label Etiquette (4 bits) interne 
1 à la Macro. 
0 7 0 0 0 0 MEN D 
Ill . 3 . 1. 1. 2 . Instructions . 
Pour rappel, d ans notre architecture, une instruction e st définie 
p ar un ucode opération de 6 bits et un mode d 'adressage de 2 bits. 
Ce s 8 bits s eront c a drés à droite d ans le mot. Les 16 bits de 
gauche doivent être à 1. 
Un exemple simple est donné ci-des sous . Chacune des repré-
s entations .: mccessive s est décrite. 
Ill. 8. 
Ill. 3 . 1. 1. 3. ~~~~l~-
6Î LAB 
Def . de la Macro. 
MACRO 
ADD i A , JBJ&,C 
L iA 
BN J LAB 
AD i B 
ST ~B 
MEXIT 
AD JC 
ST Je 
MEN D 
l 
) 
Cette macro a pour objet l'addition 
du 1er paramètre au second ou au 
troisième suivant le .1:signe du 1er. 
Branch; si négatif 
Addition sur B 
Addition sur C 
Application de la MACRO. 
ADD A, B, C 
Génération lors de l 'iexpansion de l a MACRO par un mécanisme 
classique . 
2300 L A 
2301 BN 2305 
2302 AD B 
2303 ST B 
230L~ B 2301 
2305 AD C 
2306 ST C 
2307 
Ill. 9 . 
La transformation par le software de la Définition de la Macro donne 
l e Source suivant à l'intention deJ 'instruction AS, n 
si l'application 
est de type a 
1 J\.DD l l\_ 
n 
,o 3 , 0 0 0 o , FLAG NO 
)(/r//111 B A . L.J 
,///''//1 1 C 10 6 10 0 0 1 , FLAG Branch lnterne 
B N 
1 
,o 2 , T C 0 o, FLAG Paramètre B 
A D, 
0 3,0 0 0 0 FLAG NO 
s T 
,o 4,0 0 0 2 , FLAG !-li.EXIT 
,o s,o 0 0 1, FLJ\.G Alignement 
,o 2 1.T CO l 
' 
} LJ\.G Paramètre C 
AD 
10 3,0 0 0 o, FLAG NO 
s Tl 
,o 4,0 0 0 2 FLJ\.G MEXIT 1 
,o 7,0 0 0 o, FLAG MEND 
si l op , ration 
est de type b 
1 MAC I ADD 1d,lir 
n 
,o 2 T C 0 
°' 
FLAG Paramètre A 
1-.!Ll'.!'./' I 1 A 1 
(I' ;- ,.. / t/1 13 ,o 6 0 0 0 1, FLAG Branch Interne 
1/////1' Il C B ~ 
10 2 T C 0 1, FLAG Paramètre B 
A D, 
,o 3 0 0 0 0 1 FLJ\.G NO 
s i:; 
,o 4 0 0 0 '"' FLAG MEXIT ..:,, 
,o 5 0 0 0 1 FLAG .Alignement 
,o 2 T C 0 2, FLJ\.G Paramètre C 
A D 
10 -3 0 0 0 a, FLAG NO 
s T 
,o 4 0 0 0 ~, FLAG · MEXIT ,.)J 
10 7 0 0 0 o, FLJ\G MEND 
lll. 10. 
lll. 3 .1. 2. Table des micro-progr ammes . 
Cette table à. 64 entrées, définit le type d' assemblage à 
réaliser pour chaque code instruction, et le contenu à 
assembler. 
Les bits 5 à 8 de chaque entrée définissent le type. 
A l'instruction est réalisée 
par 1 seule mie ro -instruction 
1 //,,.,.,,.,.,,-,.....,,, 0000 , / /////.,.1,rnicro I le s bits 17 à 24 donnent alors 
1 4 5 8 9 16 17 24 le coding de cette rnicro. 
B l'instruction est réalisée par 
2 micro -instructions cèmsécu -
tives et placées sur 1 même 
1 ,,-,,-/,✓/,,.,✓ 1 0001 1rnicro 11micr.o 3 mot 
C 
1micro ~mi.cr&, 
D 
__ =-7 ~ L 10011 1 ad 
~, mi ro 1 ' mi cro 2 1 micro 3 
1 mi cro4 1 mic ro 5 , . • ~ 
les bits 9 à 16 et 17 à 24 don-
nent le coding de ces deux 
micro, 
Comme le type B mais les micro-
peuvent être implantées sur 
deux lignes cons écutives . 
l 'instruction est réalisée par 
3 ou plus de 3 1~cro -instruc-
tions. Un code ·complémentaire 
précise : 
L : nombre de mi.cro à implanter 
(bits 1 à 4) 
ad : adresse de l a zone ou l'on 
trouve le coding de cette sé-
quence de micro (bits 9 à 24). 
III.11. 
lll. 3 . 1. 3 . Mécanisme des branchements internes. 
Une instruction de b ranchement interne à la macro doit être 
i mplément ée tout différemment d'un branchement L'un 
modifie le compteur micro-programme, l' autre le compteur· 
programme avec recherche nouvelle instruction. 
Un Flag permet de signaler ainsi les Branch Internes . 
D · autre part, puisque les adresses micro-programmes sont 
i naccessibles au niveau software, il faut p révoir une conver-
sion entre des labe l s et de s adresses micro-programmes. 
Cette conversion me.née ' grâce à la t able des label s et le stack 
des occurrences de labe l s as sure de plus la validité du 
b ranchement par le flag Alignement . 
III. 3. 1. 3. 1. Déclaration d'un Labe l. 
Le F l ag d · alignement réalise 2 opérations : 
aligner la liste d e code obje t sur la frontière d'un mot. 
garnir l a table des 'l abels . 
A l 'entrée correspond ant au numéro du 1abel on charge 
la valeur d e (A)9 : 16, pointeur vers le sommet de l a 
liste du code objet . 
III. 3. 1. 3 . 2 . Branchement à un Label. 
Le Branch Interne génère 2 mots dans la li ste du code objet 
et ajoute une adresse au stack des instructions de Branch 
Interne . 
1 
Les d eux mots générés auront p our effet de : 
1. charger R I d e la valeur = adresse de branchement. 
2 . tester les conditions de branchement et effectuer le 
b ranchernent . 
- L'adresse chargée au sommet du stack permettra, lo rs de la 
rencontre du FLAG MEND, d 'aller remplacer le label par 
l' adresse correspondante du code objet . 
III. 3 .1. 3 . 3 . Conversimlabel adresse. 
Le rempl acement des labels se fait suivant le schéma ci -dessous:. 
1. si l e stack est vide - te r miner - sinon aller en 2 
2 . lire champ adresse du mot au sommet du stack . Cette adresse 
(adb¾) est celle d 'u~instruction de Branch Interne . 
111.12. 
3. lire les 4 bHs de d roite du mot d'adres se a.dbr. 
Ces quat re bits indiquent le numéro du labcra:-convertir . 
4. lire dan s la Table des Labels ·1• adresse code objet 
correspondant à ce label. 
5. écrire cette adresse dans la zone adresse du mot adbr 
6 . diminuer de 1 la hauteur du stack - aller en 1) 
III. 3.1.4. Ç rgani.gramme détaillé d e l ' instruction AS ,n 
DEBUT 
Sauvetage de B et 
C P . Mise à O de 
P , table des labels 
tj : = t 
NEXT FLAGi--- --.... 
GLOBAL 
. . LONG 
GLOBAL 
COUR T 
NO 
n : = (R 1)9 : 16 
(CP)l: 24 : =(MP )1 : 2 
n 
FLAG : =(MP )6 :3 
n 
FLAG 
BRA1 CH INT 
Restauration de 
B .et CP 
FIN 
1-EXIT 
III. 13. 
GLOBAL 
LO NG 
G LOBAL 
COURT PARAMETRE 
/ 
III . 14 .. 
NO 
R l)l :8 : =NOP 
PUT fa' (R 1) 17 : 8 : = NO P 
(C P)l : 8 : ::: 
[DM-4RIJ 
a : = (A)9 : 16 
(M P ) 1:24 : = ( CP)l:2/4 
(A )9 : 16 : = ~ + J. j 
--.----
ERREUR f 
. (R 1) 17 : 8 : = 
[ DM-• R IJ 
FU T)) 
Rl)l7 : 8 : = 
C P )l7 : 8 
PUT)) 
R. 1)9 : 16: =x+l 
n : = (R 1.)9 : 16 
CP): =- (MPn) 
(C P ) l : 16 :: FFFF 
::: 
i: =(CP)17:6 
TAG: ,,, (MPi+at)S : 4 
P UT# 
{ R 1) 17 : 8 : = 
[PAR-Rj + TC 
PUT,,V 
?- 3· micro T AG 2 micro · même mot 
G : =Ü (RJ)l: 8 : = c. l micro 2 micro 
(A)l : 8 : = L 
(R. 2)9 : 16 : = 
OviPi+at)9 : 16 
GET ).1 
PUT }) 
(A) 1 : 8 : = * - l 
(R 1) 17 : 8 : = 
(MPi+at)9: 8 
FUT,!-! 
CR J) J 7 : S : = 
( MI). , ) 17 : 8 
. l + a.1 
. Fl1T J..I 
------,----~ 
1 (R î)' ) : l < ,. x + 1 j 
fJFX 1· ·, : , /•~ ~ ~ ~y 
(R 1)17: 8 : =NOP 
FUT;J 
( MEXIT) 
(R l)J 7: 8 : = NO 
PUT;.1 
(R 1) 17 : 8 : =-
:...D M+C P-- CP ,RNI] 
PUT_)) 
(R017 : 8 : = 
L ongueur ·Macro 
l T J.J 
t e : : ~ ad 1-
(C P )21: 4 
(M.F~e)g : J.6 
: -i= (A)9 : 16 
(R 1)9 : 16 : = :t + 1 
BRANCHINT 
(CP)l:8 : = DM- RI 
(MPt .))1 : 24: = (A)l: 24 
a : : Sl (A)9 : 16 
(MP )1: 24 : =(C P )l: 24 
a 
(.L\.)9 : 16 : = * + 1 
n : = (R 1)9 : J 6 : = ~ + 1 
a : = (A ) 9 : J 6 
i. b : = (M P ) 1 7 : 4 + ab 
n 
(MP ): = (MP. b) 
a 1 
(.t\)9: 16 : = ~ + 1 
tj : = tj + 1 
111.15 . 
MEND 
adbr : : =(MPt;J9 : 16 
. ( J labe l : : = MF dbr) 21 :.: 
te : =labe l + a:f-
t j: = tj-1 
. te 
ad 
~ 
0 
1 
2 
3 
4 
5 
~~ 
8 
1 
B 
t 
~-----
t j 
Tabl e des Label s Stack de s oc-
currences de 
Labels 
L iste du code 
objet 
111.16. 
Ill. 17. 
III. 3. 1. 5. Sous micro-programmes utilisés. 
_P : ·"" 1 
(B) 1 : 8 : = (R 1) 17 : 8 
Nous n'en donnons que 2 à ti ,·:e d ' exemples . Ils illustrent la 
puissance de notre mécanisme hardware qui en 8 bits de 
mini-langage permet de déclencher l'appel d 'une telle routine . 
Ces micro programmes permettent respectivement d'écrire et 
de lire 8 bits sur une zon e mémoire . Ils mettent à jour l 'adresse 
du mot à écrire (respectivement à lire)ainsi que le pointeur 
indiquant la position du byte dans le mot. 
PUT )J. 
0 F = 2 
1 
·p : = 2 
(B)9 : 8 : =(R 1)17 : 8 
GET JI· 
y 
a : = (R 2)9 : 16 
0 
G = 
1 
P : =0 
P = 0 (R 8) 1 : 4 = 0000 
p = 1 
P= 2 
= 1000 
= 1100 
(B ) 17 : 8 : = (R 1) 17: 8 
a : =(i\)9 : 16 (MPa) 1 :24: =03)1: 24 
+ 
G = 0 (R 2) 1 : 4 = 0011 
1 = 0110 
2 = 110<6 
2 
P : =l 1 
(Rl)J.7:8: =(MP )J:f 
P : =2 
(R 1) 17: S : = (M P )9 : 8 
p : = 0 
(Rl)l7 : 8 :=(MP )1 7:8 
(R 2)9 : 16: = 1K + l 
Ces deux mic rb -ptôg-rani.mes correspondent aux deux_,;() -instruc-
tions PUT v et G ET J Nous les détail.lons ci.-des sous. 
~ ✓ / 
III . 18 . 
III. 3. 1. S. 1. PUT
1
v . 
(R8)1 : = 1 
(B )l : 8 : =(RJ.)17 : 8 
FIN 
(R8)1 : = 1 
(D )9 : 8 : = (R 1) 1 7 : 8 
FIN 
DEBUT 
0 
(R 8)1 = S RC ER8 ADD 
1 SR l EB 
0 (R8)2 = S R C ERB . 
l SR l EB 
(B ) 17 : 8 : =(Rl)17 : 8 SR l EB ADD 
a : : = (.A)9 : 16 S.A ERA EX (MP ) 1: 24 :=CB ) l : 24 SB a 
(A)9 : 16 : =:x+ 1 sz EA (R8)1 : 4 : =0 
FIN 
( A)9 : 16 : : = adres s e courante du code généré . 
(B)l : 24 : : = registre t ampon . 
1R8S lR 
P K 
2R8S 
P K 
LE 
CLR8 
(RS)l : 4 compteur module 3, évolue comme suit 0000 , 
1000, 1100 , 0000 
1R81 
0360 
2R81 
0314 
0303 
] 7 17 
7777 
1717 
A chaque appel d e cette micro-instruction , les 8 bits de d roite de R 1 
sont écrits à. la suite .:;.ù c:ode gé 1é r-~ : 
- l a 1ère fois ,· ces 8 bits sont cha rgés d ans le tampon à gauche 
- la 2ème fois ,· ces 8 bits sont chargés dans le tampon au milieu 
- l a Je fois c es 8 bits sont chargés dans le t ampon à droite, 
puis le tampon est éc ri. t en Mémoire à l'adresse donnée par A. 
A est enfin incrémenté de 1 . 
T.II.3.1.5.2. GET)J DEBUT 111.19 . 
(Tt T )1 : 8 : = 00 11 (/J(j)(/)(/J 
a : : = CR 2)9 : 16 
CR 1) 17 : 8 : = CM P 
8
_) 17 : 
D, CR 2) 1 : 7 : = (R 2) 1 : 8 
(R T ) 1 : 24 : =ffill(/f/f/J/J,a:1--
1 
D 
SR l 
SR2 
SM 
sz 
SRA 
SRT 
ERT 
ER.A 
ERl 
ER2 
ERT 
ER2 
SHFT 
EX 
DS 
LL 
RA+l 
6060 
7777 
0303 
6060 
1717 
(R 2) 1 : 24 : =00 l J.C/0f/)(/:, 0 PK 7777 
a+ l 
FIN CR 1)17 : 8: : =(MP )1: 8 
a 
1 
CZ)l 
SM ERl I ELS 6003 
(RJ.)17 : 8 : =(lvlP )9:8 
a 
0 SM ER l PK 1403 
C 
lt 
F IN ) FliN 
~l 
R2 X z D D'l'(Z )l R2 
00 11 0011 0110 0 0 0110 lect à gauche 
0110 0110 1100. 0 1 1100 lect au milieu 
lldd 1100 1000 1 0 0011 lect à d roit. puis p rogre ssion 
adresse 
001 1 0011 0110 0 0 0110 lect à gauche 
0110 0110 1100 0 1 1100 lect au milieu 
(R2) 9 : 16 : : = adresse courante de la zone à lire. 
(R 1) 1 : 8 : : = constante = 0011 r/J(/)r/y!J 
(R2)1 : 8 : : = compteur à déc a lage 
(R 1)17: 8 : : = zone tampon 
Suivant un mécanisme semblable à celui de PUT .,,.v , à chaque appel cette 
micro-instruction charge 8 bits de la zone d 'entrée dans le registre R 1. 
Elle modifie un compteur n1odulo 3 et éventue llement le pointeur d'adre sse 
pour assurer une prise en charge c ontinue des di .fférents bytes. 
Ill. 20. 
Ill. 3 . 2 . Instructions LM et LME . 
Avant de décrire leur mécanisme et le s tables qu'elles utilisent, 
nous rappelons sommairement la topol ogie de la Mémoire et le 
mécanisme de la Recherche nouvelle Instruction (cfr . chapitre 11). 
A la fin de l'exécution d'une ,instruction, une micro RNI exécute 
un branchement micro-programme à l a ligne micro correspondant 
au code opération de la nouvelle instruction ·à exé cuter . 
Cette micro RNI est redéfinie ci-dessous, l égèrement modifiée 
pour prendre en compte les MACROS ETENDUES . Si le code 
opération est # 0, le fonctionnement e st comparable à celui vu 
précédemment; si le code opération = 0 (code Macro Etendœ), 
le c hamp des bits 9 à. 16 est considéré c omme un point d 'entrée 
dans une tuble . Cette Table des Macros Etendues donne · 
l 'adresse du micro-programme correspondant à l a Macro Etendue 
à exécuter. 
R emarque : 
Ce passage par l a Table des Macros Etendues a pour but de 
réduire les erreurs possibles : Branchement à des adres ses 
micro-programmes non préalablement as semblées etc .... 
Les Instructions AS, LM e t LME étant en mode superviseur, 
celui-ci peut effectuer l~s contrôles voulus. 
1 
In . 3. 2. 1 . R NI modifié. 
DEBUT 
Démasquage 
priorités i.ntern 
cp: =(C P)9 : 16 
(R 01:24 : =C:tviPcp) 1 24 
OP : = Rl) l : 8 
-------1. 0 P : : 0 
EX T : = (R 1)9 : 8 
E}.'TENf : = EXI + 256 
(CM)9 : 16 : = 
(MPEXTENT)9 : 16 
C P )9 : 16 : = * + 1 
Branch 
FlN 
MACRO 
ETENDUE 
SCP 
SM 
SM 
SRA 
SRA 
SM 
sz 
SM 
ERA 
ECM 
ER I 
ECP 
ECP 
ERA 
ERA 
ECM 
(CM) 17 : 8 : = 0 P 
(C P )9 : 16: =ex + 1 
Branch 
Ill. 21. 
Instruction 
Normale ou 
Macro Courte 
ADD DMPI 17 17 
EX LL 6003 
TZ0 S RA+ l 7777 
PK 17 17 Instr.nor 
ADD lR 1717 male 
1403 
0314 
LL 171/ 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
lerniere li gne micro -•-~----
l ' 2xécution · inst. 
1er ligne micro 
i' exécution lnst . 
, 'f-') NI 
./,'- 1 
EXT 
2 
1er ligne micro .,_1 / 
d'exécution lns(,_ _______ _ 
Table des 
M/iCROS 
.ETENDUES 
Ill. 22. 
111. 3.2 . 2 . LM type a CO, A 
B 
.___....._ __ C_--1 
Dans le type a, le format de l 'appel de la MAC RO est identique 
à celui d'une instruction . Il y aura donc branchement micro-
programme à l 'adresse définie par le code Instruction . 
Nous avons 17 mots (64 en mettant le traitement de l 'indexa.ge 
et de 1 ïndirection en jeu) formant une table. 
A chaque entrée de la. table correspond un c ode opération de 
l a. Macro . 11 suffit de garni r la zone adresse du mot avec 
l'adresse du micro-programme chargé d ' exécuter l 'instruction. 
LM a l e format suivant 
LM J ~, .,, .,, .,, / / / / / , / , , // / , N ° Macro, 
Elle charge à l 'entrée de la table correspondante au n ° de la 
Macro, le contenu de (A) 9 : 16 . 
Les 8 premiers bits de chaque mot de la tab1e sont l'appel 
d'une micro-instruction de branchement . 
Ill. 3 . 2 . 3 . LME type b ~ 00 1EXT 1e / //t 
1//// / 1 A 
,/,/// , B 
C 
Cette instruction, semblable à LM charge dans la table des 
Mac ros Etendues, à l ' adresse = au code étendu, le contenu 
de (A)9 : 16 . 
Son format est défini comme suit : 
1 . LME ,x 1 .,-//,✓///o ✓ t:é ✓' ' Code M.acro E tendue 
Ill. 23. 
Ill. 3.2.4 . Protection des Macros existantes. 
Le bit de d roite du code opération de LM et LME (marqué ":x") 
précise si il faut teste r ou non la valeur de la table avant 
de la charger. 
Si ce bit est à O aucun test n'est effectué . 
Si il est à 1 et si l'ancien contenu est ,f O, aucun chargement 
n'est effectué et une interruption de programme est déclenchée . 
Ce mécanisme permet de protéger une macro déjà chargée . 
Ill. 3 . 2.5. Gestion des Tables . 
Nous laissons à titre d'exercice la définition d'une instruction 
délivrant une entrée libre dans la table LM ou LME . 
Ill. 3. 3. Bil ans. 
Concrétise r le mécanisme sur l 1exemple de la MACRO ADD détaillé 
en 3.1.1.3 . nous donnera quelques li_gnes de réflexi0n . 
Voy ons y: ·me .. :monstratiorî dé faisabilité plutôt qu'une démonstration 
d ' efficacité universelle . 
' 
Ill. 3 . 3. 1. E xemple Implémenté . 
Soit ]a configuration ci-dës sous des micro-programmes associés 
aux instructions L, ST, AD, B , BN . 
Lignes micro associé s aux i nstructions. 
Load t IDXI t L RNI" t 
Add t ID X AD RNI 
Store ID X ST 1 RNI 
Branch Bl B2 , RNI 
Branch si B B: BNJ négatif ÛW1 
RNI 
,;-,.!L. 11!.~1!.,c.t:: t'.LL:1 
Nous pouvons compare r l 'implémentati.on et le fonctionnement des 
3 mécan ismes proposés: 
- cl a ssique 
- t)1)e a 
- typ b. 
111.24. 
Ill. 3. 3 . 1. 1. Méthode classig_ue. 
Ligne ]Jlicro exé.::uœe pour parcourir l'expansion de l a MACRO . 
1er branche 2e b ranche 
1 IDXI 
B 
CBNl 
l RNI 
1 IDX 
,L RNI Load , lDXI 
B 
7 
BN2 BN3 Branch si, 
négatif 
BN l 
RNI 
,AD RNI Add IDX 
L RNI f 
, BN2 BN3 c 
1 RNI 
,~I_D_x_· ~'_S_T ___ R_N_I___,.1 Load ·IDX 
1 AD 
1 ST R NI , 
Bl 1 B2 , RNI 
Branch vers 
suite programme 
6 lignes micro exécutées 7 lignes , micro exécu:tées . 
Ill. 3 . 3 . 1. 2. Type a 1 ADD , A 
,,,,. .,,,,,..,,, ,,,_ ,,,,, B 
C 
_ valeur chargée par LM 
adresse ·= C .0 . ___ _, tDM~M 
::::--> C t 
code produit 
par l 'instructi.on 
ASemble 
CÎDxI L NOP Load 
adresse Branch Interne 
..... , _N_O_P __ _.._ __ T_C _ __,_ __ O __ ~ Paramètre B 
1 ID X , AD ST Add et Store 
D1\1.+CP~P 
RNl _, NOP f 02 Recherche Nouvelle 
NOP TC 1 Paramètre C instr. 
l DX AD ST 
' 
Add et Store 
DM+Cl~CP1 RNI 1 NO P 02 Recherche Nouvelle 
6 lignes micro exécutées suivant une branche 
7 lignes micro exécutées suivant l 'aut re . 
instr. 
III. 25 . 
Ill. 3.3.1.3 . TYPe b 1 MAC I ADD I / " ' ' ,, , 
A 
B 
C 
Adre sse = cont enu du 
point d'entrée = code 
ma cro étendu 1NO P T C 0 1 Paramètre A 
1 ID XI L NOP 1 Loa d 
' 
M- R I , Adr es s e B ran c h Inte rne 
1 BN 1 BN2 BN3 
l NO P TC 1 P a r a mètre B 
code produi t 1 lD./ AD ST Add et Store 
par l 1i nst rnction DW~c p_,..ep1 Recherche Nouvelle 
A.Ssembl e 1 RN1. 1 NOP 63 Instruction 
1NOP T C t 2 Paramètre C 
1 IDX AD ST Add et Stor e 
DM~C~CP1 Reche rche Nouvelle 1 1 . 1 L NOP 03 Inst r uction 
6 ligne s micro exécutées suivant une b r anche 
7 li gne s micr ? exécutées suivant l 'autre. 
Ill . 26. 
Ill . 3 . 2 . 2 . Bilan place mémoire . 
Définition 
Application 
.-- - -
Méthode classique Type a Type b 
0 10 mots 11 mots 
7 mots 3 mots 4 mots 
Si la Macro est appliquée plus de 2, 3 fois, la perte de place 
due à l a définition est comblée. 
Si la Macro est employée p lus de 10 fois, l a place totale 
d'occupation sera réduite de moitié pour les t y pes a et b 
par rapport à la méthode classique . 
III. 3 . 2 . 3. Dilan temps d'exécution. 
Par hasard, le nombre de lignes · micro exécutées·dans chacune 
des méthodes est t ouj u r s é gal à' 6 ou 7 suiv ant la b ranc he 
choisie . P ous ne pouvon s pas en tirer de conclusions 
A partir d'autres exe mples, il nous semble eépendanJ que : 
- notre mécanisme n'est pas plus coûteux en général. 
- si les par amètres sont peu nombreux ou souvent employés 
dans de s i n structions consécutives, nous a v ons un gain de 
temps non négligeable . 
Ill. 27. 
CONCLU S1.ON . 
Laissons à d ' autres plumes le soin de conclure et d e juge r l'intérêt 
d'une recherche sur l'interaction firmware-software . 
DIEBOLD FRANCE L E FIRMWARE AOUT 1970 . 
11 
Le manque de langages évolués et de processeurs de langages · 
11 
n ' est pas dû à des considérations t echniques; il s ' agit avant 
11 t out d 'une question. de financement . 
11 
Tant qu 'un nombre suffisamment important d 'utilisateurs n 'aura 
11 
pas exigé de pouvoir utiliser la micro-programmation pour 
11 
pouvoir adapter leurs systèmes à des problè mes spécifiques, 
11 
les constructeurs ne dépenseront pas le temps et l ' énergie né-
" c ~saires à la mise au point de ces l angages ". 
Il 
Il 
Il 
Il 
Il 
" 
Il 
" Il semble que le compilateur FORTRAN de l ' IBM 7090 génère un " 
11 
code objet n'utilisant que 19 des 200 et quelques instructions de " 
" l a 7090. Les 90 % restantes étant perdues " 
A_p}'O_E? S de l'efficience d 'un choix de rn.icro-__pr~arnmes fo.nction 
d'un _pro blème . 
Tiré du manuel de présentation du Multi 8 (nom Européen du Micro 
800 Américain) . 
Ce texte tiré du manue l Anglais est traduit sans modifier le sens 
mais en ajoutant c ertaines précisions données dans le contexte : 
" L ' implément ation d 'un compilateur BASIC pour le MICRO 820 " 
11 nous donnera un bon exemple de l'importance du choix de micro- " 
' ' programmes . 
11 
" Le MICRO 820 a un jeu d 'instructions classique et un ensem blc " 
" de pro gramme s utilitaires conventionnel. " 
11 Un système BA SIC ne supportant qu'une seule con.ver sati.on a " 
11 été développé pour ce MICRO 820 . Ce compilateur écrit en " 
11 assembler MICRO 820 occupe approximativement 7500 bytes " 
" en Mémoire. Une autre version de l'architecture software- " 
11 firmware a été d éveloppée en doublant l a taille des micro -pro- " 
11 grammes , (passage de 768 à J 536 mots de 16 bits). Ceci a " 
11 permis une réduction du compilateur de 66 % (passage de 7 . 500 " 
" à 2 . 500 byte s) " 
III. 28. 
Comme résultat nous avons un gain de place mémoire et un temps de 
compilation sérieusement réduit . 
. Version 1. 
Taille Micro 768 mots de 16 bits 
Compilateur 
Version 2. 
Taille Micro 1536 mots de 16 bits 
Compilateur 
Différence = 3464 bytes. 
G . l . f -- 34611-am re at1 = 9036 ou 
point de référenc e choisi . 
3464 
5572 
1536 bytes 
7500 bytes 
9036 bytes 
3072 by tes 
2500 bytes 
5572 bytes 
37, 5 % ou 62 % suivant le 
Ill. 29. 
M ais depuis longtemps je m'oublie, et 'Y ai franchi toute borne " ... 
Souvenez -vous c ependant clu proverbe grec : "Souvent un fou 
m~me raisonne bien " • , • Vous attendez je le vois u ne conclusion. 
Mais vous ête s bien fous cle supposer que je me rappelle mes 
propos aprè s cette effusion de verbiage. Voici un vieux mot 
"Je hais le convive qui se souvient "; et voici un mot neuf : 
"Je hais l' auditeur qui n'oublie pas ." 
Donc, adieu ! Applaudl?sez, prospérez et buvez, illustres initiés 
de la Folie ! 
Eloge de la Folie LXVIII ERASME 
III.JO. 
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Nous mentionnons d'une façon spéciale le travai l réalisé à 
l'INS IMAG (Grenoble) par M. ANCEAU et son équipe dans 
l'étude et .la mise au poi.nt du système et du l angage CASSANDRE . 
Cfr . entr'autres la Thèse de M . Mermet . 
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1. 
APPENDICE - SCHEMAS HARDWARE DE L 'EPRON . 
I. SCHEMA BLOC . 
I . 1. Panneau avant 
_Affichage : 
- 6 digits hexadécimaux de données . 
- Témoi n d 'horloge , 
- Pas de l'horloge , 
C ommandes : 
- 24 commutateurs de données . 
- 1 sélecteur d 'affi chage. 
- Initialisation , 
- Re set , 
- Figeage - RUN. 
- -Combinateur de mode de fonct i onnement . 
I, 2 . Scratch Pad. : 
de mots de 24 bits adres sés par le champ 1 pendant la phase de 
lecture d'un sous temps et par le champ 2 pendant la phase d 'écriture. 
Elle est réalisé_e par 6 blocs 7489 de chacun 16 x 4 bits ayant un 
temps d 'accès de 35 ns . 
I. 3. Opérateur : 
Réalise 16 opérati _ons arithmétiques et lo giques sur deux opérandes 
X et Y chargeables à partir des BUSE . 
Le résultat est connecté au multiplexeur de sortie . 
5 bits définis à p artir du champ 3 transcodé par le schéma de la 
figure page IV préci se.nt l 'opération à réaliser . 
Une bascule de Retenue et un bit de Débordement relient logiquement 
cet opérateur aux autres éléments de l'unité de commande . 
Les pages II, III, IV et V précisent la structure et quelques détails. 
I. 4 . Mémoire -principale : 
Par module de 4 K jusqu'à 64 K mots de 24 bits (plus parité), Temps 
d ' ace' s 350 ns et cycle de 850 ns. (PLESSEY) . 
Adressée par le registre RA précLsé page 6, elle est connecté~ aux 
BUS E et au mu] tip I c xcur de sortie . 
Sa comma nde de type asynchrone synchronisé se fait par les o rdres 
LL et LE du champ 5. 
2. 
I. 5. A8C : 
Registre de 24 bits formé par la concaténation des 3 sous-registres 
RAP 
RB 
cc 
registre adresse périphérique . 
registre de B bits de test: 
compteur de cycles . 
ABC est connecté aux BUS E et au multiplexeur de sortie . Le mode 
de transfert précise l e sous -registre concerné . 
RA P est de plus connecté à A PR et chargé pendant TOI (interruption). 
11 sélectionne le STROBE envoyé par les ordres VE - VS et la priori-
té résettée par l'ordre R P. 
R8 est détaillé page V . 
Pour CC se référer au tableau de la section I. 3 . 2. 6:. 
I. 6. Driver . - Receiver : 
Assurent la connection entre les BUS externes et l es BUSE (VS) 
ou entre les Bus externes et le multiplexeur de sortie (VE) sur 
une"largcur"de B bits. (Jusqu'à 24 en " option") . 
I. 7 . Banc de s Reguests : 
Réalise l'encodage prioritaire e t masque les requests . 
Délivre une adresse à destination de RAP et est connecté au multi-
plexeur de sortie p our c:1arger RA durant TOI. 
Les déta ils sont donnés page VII. 
I. 8. Mode transfert - Registre S : 
Assure la connection entre le multiplexeur de Sortie et les BUS E. 
Cette connection est paramétrable par le champ 6 et assure l s modes 
définis section I. 3.2.2. 
La pa gc VIU détaille le circuit. 
I. 9 . Mémoire Rapide : 
Par module, jusqu 'à 2K mots de 24 bits, adre ssée par RAMR 
(Cfr. page IX) avec un temps de cycle de 100 ns. 
- Intel 50 RAM - . 
Elle est connectée, d 'une part, aux BUSE pour le cha rgement 
(Initialisation et d.) amis me) et d'autre part, au multiple xeur de sor-
tie et à l a mémorisation des 6 champs . 
3 . 
l. 10. Entrée : 
L b . . d 2ème 6ème h d 'f· . l . l a corn 1na1son e s et c amps ·1n1t e registre et e ou 
les groupes de 4 bits concernés. 
4. 
11 . 111.lV . OPERATEUR : 
2 rc gi stres de 24 bits réalisé~ par 6 blocs 74100 sont connectés 
à l'entrée d'un opérateur arithmétique et logique (Chargement 
par les commandes EX, EY). 
Cet opérateur composé de 6 blocs 74181 et un bloc 74182 pour 
l e repor t accéléré réalise 16 opérations énoncées dans la table 
de vérité page IV avec un délai de 60 n.s. pour les 24 bits . 
L e circuit de la page IV permet de transcoder les 4 bits du 
champ 3 Cs . temps 1 et 5) en 5 bit s à destination des 74181 . . 
Le résultat ( Z) est connecté au multiplexeur de sortie . 
L a retenue est calculée page Ill . 
Elle est fonction des tests lXR et DR et des o rdres ll et OR . 
L e débordement, le bit 1 de X et c elui de Z ainsi que l' égali.té 
à Odes 24 bits de Z peuvent donner lieu à un saut d 'un sous -
t emps. 
L a page Vlll précise ce circuit de t est . 
5. 
V . Registre R8 : 
Ce registre de 8 bits peut être 
- chargé : un bit à la fois (ERS). 
- testé : un bit à la fois (R8S). 
- rerrùs à O : les 4 premiers bits (CLRS) . 
- connecté au multiplexeur de sortie (SA8C) , 
Le bit à charger est déterminé par les 3 bits de poids faible du cha mp 6. 
La valeur à charger est soit le bit 1 des BU S S, soit la bascule de 
retenue , suivant la valeur du bit de p oids fort du champ 6 . 
Avec d ' autre s bits (1 de X , EL et Z = O) ces 8 bits peuvent être testés 
pour déclencher un saut du sous-temps suivant , c ' est-à-dire faire plus 
1 sur le compteur de sous-temps. La commande l inverse la condition 
de test . 
6. 
VI. REGISTRE D 'ADRESSE MEMOIRE RA . 
Ce registre adresse la mémoire principale par ses 16 bits de droite. 
Ses 8 bits de poids fort sont en scratch pad ou (en option), adressent 
u ne mémoire locale rapide . 
Les 16 bits de droite sont en fait, un compteur décompteur. Il peut 
être chargé par l 'i ntermédiaire du BUS E et incrémenté ou décrémenté 
par l es ordres RA + 1 et 1 , RA + 1. 
La sortie de RA est connectée d 'une part en multiplexeur de sortie et 
d'autre part, moyennant un pet it circuit, à la sélection d ' adresse de 
la mémoire, 
Le petit circuit composé d 'une bascule BAMP, d 'un OU sur 12 bits et 
de quelques portes, permet d'ajouter 256 à l ' adresse si celle-ci est 
<::. 15 et si BAMP = l, (Cfr , section I. 3.2 . 1. ). 
- . 
L 
VII . INTERRUPTIONS . 
VII . 1 • Principe : 
Trans.former une série de signaux extérieurs asynchrones, en 
une adresse, égale au numéro du signal présent non masqué 
la plus prioritaire (1). 
VII. 2. Réalisation 
En 4 phases de 
a Mémorisation . 
- Encodage prioritaire e.t masque. 
- Synchronisation avec le C PU . 
- Ai guillage microprogramme . 
7. 
L a mémorisation est effectuée par une bascul e du t ype J. K par 
request avec une borne de Re set (o rdre R P en micro-program:n;ie) 
Une porte perme t de donner un signal si un nouveau Request ap -
paraît alors que la bascule n'est pas à 0 (OVERRU N) . 
L ' encodage prioritaire est réalisé en deux couches de lo gi.que. 
L a. première encode les requests par groupe de 8 pour donner 
l es 3 bits inférieurs de l 'adresse . La seconde couche sélectionne 
le bloc de 8 le plus · prioritaire et définit ainsi les 3 bits supérieurs 
de l' adresse ; elle prend par multiplexage les 3 bit s inférieurs 
c alculés dans l a prernière couche . 
La synchronisation avec le CPU donne une valeur stable entre 
deux clocks horloge . 
Elle est réalisée par deux mémorisationssuccessive s suivies d 'une 
comparaison . En cas d ' égalité, sauf pendant T0, l a valeur est 
chargée dans APR. Celui-ci est connecté au multiplexeur de 
sortie et à RAP (adresse de STROBE et de reset). 
Un signal (APR f O) défige l'horloge et conditionne T0. 
L'ai guillage micro-programme, au niveau de la li gne - micro est. 
èonditionné par une bascule forçant le bouclage sur la ligne micro 
( MCC) et une valeur non nulle d 'APR . · 
(1) Un signal porte le nom de Request. 
Il informe le CPU d'un changement d'état dans l'interface d'un pé.ri-
phérique et synchronise 1 micro-programme lors de transmissions 
de donné.es. 
L ' équation lo gique est 
B = MCC 
I = B.APR t 0 
N = B.1 
TOB = TO.B. 
TOI = TO.I. 
TON= TO. N . 
TOB ne modifie pas la ligne micro, TOI la charge en fonction de 
RAP et TON en fonction de C:l'-..1. (compteur micro-programme). 
S. 
L 
9. 
VIII. MODE DE TRANSFERT. 
Vlll. 1 . Princi pc : 
Le décodage du champ 6 est suivi d 'un regroupement par diodes 
puis d'un encodage pour commander les 6 multiplexeurs attachés 
cha cun à une section de 4 bits de E . Ces multiplexeur s sélection-
nent la section voulue de S. 
VIU. 2, Réalisation : 
33 blocs réalisent ce multiplexage et la mémorisation de S 
1 décodeur, 
- 6 encodeurs , 
- 6 bancs de 4 bascules . 
- 16 multiplexeur s à 8 entrées . 
- 4 multiplexeurs doubles à 4 entrées, 
IX. RAMR. 
Registre Adresse Mémoire Rapide constitué d 1un compteur de 8 bits 
et d'un sous registre de 3 bits. 
Ce registre RAMR de 11 bits permet l'adressage de 2K mots de 
Mémoire Rapide . 
Une bascule (mise à 1 par la d étection d 'une micro cablée et à 0 
par sto) définit le mode de chargement de RAMR, soit Èt partir de 
DM via l es BUS E pour lire des micro fonctions, soH à partir de 
A, toujours via les BUSE pour lire ou écrire des données en Mé-
moire Rapide. 
Ce chargement est inhibé après un ordre SEQ et en mode bouclage 
sur une micre-instruction, 
10. 
Les ordres SEQ et 1, SEQ incrémentent ou décrémentent le compteur 
de 8 bits. Un multiplexeur à 2 entrée s relie le sous registre de 3 
bits au compteur de sous -temps. 
Une bascule BAMR commande l' addition de 128 à l ' adresse si celle-ci 
est ~ 127. (Cfr. BAMP page VI et 7) . 
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