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ABSTRACT 
We consider groups of invertible linear transformations on matrices preserving 
some property. Let F be an infinite field. Our main result is that if an invertible 
transformation of M,(F) preserves a finite union of similarity classes, then the 
transformation is essentially conjugation. This was proved for F algebraically 
closed of characteristic zero by Li and Pierce. Our method relies heavily on results 
about maximal subgroups of algebraic groups. These results were obtained by 
Dynkin in characteristic zero and Seitz in positive characteristic. 
1. INTRODUCTION 
In this note, we prove some results about the invertible linear maps on 
A&(F) preserving a finite union of similarity classes. The approach we use 
was first suggested by Dynkin. Let G be an algebraic group acting on a 
linear space V. Let N be the subgroup of GL(V) preserving some subset 
S of V that is G-invariant. The general invertible preserver problem is to 
determine H. 
We use the theory of algebraic groups to solve the problem in the special 
case mentioned above. In this case, G = PSL,(F) acting on V = M,(F). 
The orbits of G on V are precisely the similarity classes. If one knew all 
algebraic overgroups of G inside GL(V), then one could survey the list and 
determine which subgroup preserved this set. This has been done recently 
Partially supported by the NSF. Email: guralnic math.usc. edu. 
LINEAR ALGEBRA AND ITS APPLICATIONS 212/213:249-2X (1994) 249 
@ Elsevier Science Inc., 1994 
655 Avenue of the Americas, New York, NY 10010 0024-3795/94/$7.00 
250 ROBERTM.GURALNICK 
by Dokovic and Platonov [3] in characteristic zero and by the author [6] for 
all characteristics. 
To solve the problem mentioned above, we first show that it suffices to 
consider only overgroups which preserve &(F), the trace zero matrices. If 
n is not a multiple of the characteristic, G acts irreducibly on sl,(F). This 
allows us to apply our major tool: results of Dynkin (in characteristic zero) 
and Seitz which assert that if X 5 Y are simple algebraic groups acting 
irreducibly on a vector space U, then either X = Y, or Y = SO(U), Sp(U), 
or SL(U) or is given explicitly. If n is a multiple of the characteristic, we 
argue that we need only consider overgroups preserving both scalar and 
trace zero matrices. Again, we apply the result of Dynkin and Seitz. 
Another approach can be taken in the case that S consists of a single 
G-orbit. For then, by the Frattini argument, H = GH1, where HI is 
the subgroup stabilizing some fixed element of S. The factorizations for 
algebraic groups are fairly sparse see [15]. Indeed, in the problem above, 
we show that H in fact does stabilize a single similarity class of nilpotent 
matrices-thus, we could (but do not) utilize this approach. 
This approach of using information about the overgroups of G to solve 
preserver problems has also been suggested by Li (see [9, 21) 
In Section 3, we make some remarks about rank preservers and sub- 
spaces of matrices satisfying certain rank conditions. 
2. PRESERVERS OF SIMILARITY CLASSES 
Let F be an infinite field of characteristic p. If A E Mn(F), let A’ 
denote its transpose. Let &(F) denote the Lie subalgebra of matrices of 
trace zero. 
We shall prove: 
THEOREM 2.1. Let X be a subset of V = M,(F) which consists of 
only finitely many GL,(F) orbits under conjugation. Assume that X does 
not consist entirely of scalar matrices. If q5 E GL(V) with 4(X) c X, then 
there exists P E GL,(F) and ,u E F such that one of the following holds: 
(i) 4(A) = ~1I’Ap-l fOT all A E s&(F), 
(ii) +(A) = pPA’P_l for all A E sin(F). 
Moreover, either X consists of nilpotent matrices (in which case all p are 
possible) OT the set of such p is a finite group. 
INVERTIBLE PRESERVERS 251 
Proof. Let E be the algebraic closure of F. Let Y be the union of the 
similarity classes of M,(E) containing X. Then X is dense in Y, and so 
the same hypothesis applies. Thus, by Lemma 2.2 below, there is no harm 
in assuming that F is algebraically closed. Also, since the closure of X (in 
the Zariski topology) also consists of only finitely many GL,(F) conjugacy 
classes [since there exists a nonzero polynomial f(x) with f(A) = 0 for 
all A E X, the same is true for the closure-there are only finitely many 
similarity classes whose minimal polynomial divides f(x)], we may assume 
that X is closed. 
Note that if r E Aut(V) with T(X) C X, then since r is an automor- 
phism of j&(F), T(X) = X ( since 7 is an automorphism of the variety V, it 
preserves closed sets, irreducible sets, and dimension). Let G be the group 
of X-preserving linear automorphisms of V. This is an algebraic group 
(since X is a closed subvariety). Let H be the image of SL,(F) acting via 
conjugation on V (the adjoint representation). So H g PSL,(F). If p does 
not divide n, set U = sin(F). Ifp does divide n, then set U = sln(F)/{XI}. 
In either case U is irreducible as an H-module. Also, note that H preserves 
the nondegenerate inner product (A, B) = tr(AB) on A&(F) and so on U. 
Thus H embeds in SO(U). It also follows from [13, Theorem l] that if L 
is a closed connected algebraic subgroup of SL(U) containing H, then one 
of the following holds: 
(a) L 2 SO(U), 
(b) p = 3 = n and L = Gz(F), or 
(c) p # 2,n = 4, and L = SLs(F). 
We follow [lo] in considering 
Y := {B E it&(F) : 
there exists A E A&(F) such that A + XB c X for all X E F}. 
We note that G preserves Y. It is also straightforward to see that Y has 
positive dimension, is closed under conjugation by GL,(F), and consists 
of nilpotent matrices. Thus, we may replace X by Y and assume that X 
consists of nilpotent matrices. 
Since the linear span of Y is precisely s&(F), it follows that s&(F) 
is invariant under G. Note that each irreducible component of Y is the 
closure of a given conjugacy class of nilpotent matrices, and moreover, this 
class is precisely the set of smooth points of the closure. Since G acts 
as automorphisms on the variety Y, it also acts on the closed subset Y’ 
of nonsmooth points of Y. By induction on the dimension of Y, we can 
reduce to the case where Y’ = {0}, i.e., Y consists of the nilpotent matrices 
of rank one. 
Since H acts transitively on Y - {0}, we obtain (by the Frattini ar- 
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gument) a factorization L = HS, where S is the subgroup of L fixing a 
given nilpotent matrix of rank 1. We also note that since this orbit has 
dimension 2n - 1, S has codimension 2n - 1 in L. 
We claim that L is a simple algebraic group. If L acts irreducibly on 
sin(F), this is clear (since it thus must be semisimple, and the representa- 
tion is clearly tensor indecomposable as it is for H). If L is not irreducible, 
then it must leave the scalar matrices invariant. If 1 # z is in the radical 
of L, then zA = A + p(A)1 for some linear functional p. If A E Y, this 
forces p(A) = 0, and so p is identically 0. Thus L acts faithfully on U and 
as above it must be simple. 
First consider the case that p does not divide n. Note that the weight 
vectors (for nonzero weights) of a maximal torus of H consist of rank one 
nilpotent matrices. 
As we remarked above, by [13, Theorem 1 and Table l] (or [4, 51 in 
characteristic 0), either G contains SO(U), H is the connected component 
of G n SL(U) ( ac m on U), or p # 2,n = 4, and G 2 L = SLe(F). t’ g 
Again by [13, Table 11, in the last case, the representation of SLa(F) is 
the exterior square of the natural representation. In this case, the Weyl 
group of a maximal torus of L is transitive on the weight vectors. Hence, 
it does not preserve rank one nilpotent matrices. This eliminates the last 
possibility. The first possibility is easily seen to be absurd [since SO(U) has 
only two orbits on nonzero vectors of U]. In the remaining case, it follows 
that [G : CH] 5 2, where C consists of nonzero scalar multiplications (this 
is because C is the centralizer of H, and the algebraic outer automorphism 
group of H has order 1 if n = 2 and 2 if n > 2). Thus, (i) or (ii) holds as 
desired. 
Now assume that pin. Note that sin(F) is not self-dual as an L-module 
(since it is not as an H-module). Also, since L preserves rank one nilpotent 
matrices, the Weyl group of T must have at least two orbits on weight 
vectors [the nilpotent ones and the weight vectors fixed by T(H)]. 
If G preserves scalar matrices, then G acts on U and, as above, we see 
that G > SO(U), [G: CH] < 2 or p = n = 3, and G > Gz(F) [considering 
G as a subgroup of GL(U)]. It is straightforward to show that the first and 
third possibilities cannot hold (nilpotent rank one matrices are not pre- 
served, e.g. by the factorization condition above). If the second possibility 
holds, then (i) or (ii) holds. 
Indeed, the argument above shows that the connected component of the 
stabilizer in L of the one dimensional space of scalar matrices is precisely H. 
So we may assume that L acts irreducibly on sin(F). Since the module 
is not self-dual, L is isomorphic (in Lie notation) to one of A,(F), m > n, 
D,(F), m > min{(n - l), 4}, or l&(F). 
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Note that any orbit of nonzero weights under the Weyl group of G 
has size greater than n (the minimal orbit sizes are m + 1 for A,; 2m for 
D,, m > 4; and 27 for Es-note that if L = Ee, then n 5 7, since Es 
has rank 6). See [7], [13, Appendix], or [l] for general references on Weyl 
groups. Thus there is an orbit of size n2 - n, and all other weights are zero. 
Thus T acts trivially on the zero weights space of T(H). In particular, T 
preserves scalar matrices. This forces T = T(H), and so L and H have the 
same rank. However, a straightforward examination of the root systems 
shows that A, does not embed in D, (for example, this follows from [8, 
5.4.111). Similarly, As does not embed in EC (alternatively, E6 has no 
representation of dimension 48 [8, 5.4.121). This contradiction shows that 
G normalizes H and so (i) or (ii) holds. 
Let Go denote the connected, component of G. Then, by the above, 
Go = H or Go/H is l-dimensional. In the latter case, we have PX = X 
for all p # 0. This implies that X consists of nilpotent matrices. In the 
former case, G/H is finite. This completes the proof. n 
The previous result was obtained in [lo] for F of characteristic zero. 
We leave it as an exercise to the reader (see [lo] for the characteristic zero 
case) to determine the precise structure of the transformations preserving 
a specific finite union of similarity classes. Of course, if the classes are con- 
tained in s&(F), there is little more to be said about the transformations. 
Note that X above can be taken to be all matrices which satisfy a given 
nonlinear polynomial or all nilpotent matrices of given rank. 
One could avoid quoting Seitz [13] by essentially proving result in this 
special case. This would involve a somewhat more delicate analysis of the 
argument above. 
There is a similar result for finite fields. This will be dealt with in 
a future paper with Jan Saxl. We will determine all the overgroups of 
PSL,(q) in the adjoint representation. This is a problem in finite group 
theory and seems to require the classification of finite simple groups. 
We now prove the lemma used in Theorem 2.1. 
LEMMA 2.2. Let F be a subfield of E. Let P E CL,(E) and 0 # p E E. 
Assume that pPAP_l E M,(F) f or all A E sl, (F). Then p E F, and 
P=sQforsomesEE andQEGL,(F). 
Proof. Let S, denote the set all products of t elements of sl,(F). Note 
that the F-span of St is M,(F) f or all t > 2. Thus conjugation by P sends 
Mn(F) onto P-~M,(F) for each t > 1. Thus I_L E F, and conjugation by 
P induces an F-algebra automorphism of M,(F). By the Skolem-Noether 
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theorem, every automorphism of h/r,(F) is inner, and the result follows. n 
3. RANK PRESERVERS 
This next result is well known in most cases. See [12, Chapter 21 for 
references and for extensions. 
THEOREM 3.1. Let F be afield, and let c#J:M,,,(F) --t Mm,,(F) be 
an invertible linear map. Assume that m 5 n. Let Rk be the subset of 
matrices consisting of elements of rank at most k. Let Rk denote the set 
of matrices of rank exactly equal to k. If 4(Rk) C Rk or (P(Rk) C Rk for 
some k < m, then there exist P E GL,(F) and Q E GL,(F) such that 
either 
(i) @(A) = PAQ for all A E Mmxn(F), or 
(ii) m = n, and $(A) = PA’Q for all A E Mm.,(F). 
Proof. We may assume that m > 1. Set V = Mmxn(F). 
First consider the case F is infinite. Let F denote the algebraic closure 
of F. Since$ is dense in l&(F), 6, satisfies the same hypothesis with F 
replaced by F and R; replaced by Rk. Thus, by Lemma 3.4 below, we may 
assume that F is algebraically closed and that 4(&) 2 &. 
Since 4 is an automorphism of varieties and & is closed, it follows 
that $(Rk) = &. Let G be the subgroup of linear automorphisms of 
V preservering &. This is an algebraic group containing the image H 
of GL,(F) x GL,(F). It follows by Seitz [13, Theorem 31 in positive 
characteristic and Dynkin in characteristic 0 that except in the one case 
m = n = 2 with F of characteristic 2, H is a maximal closed connected 
subgroup of Aut(V). See also [ll]. Exclude the one special case. Thus, 
either G is the full group of automorphisms, which is clearly nonsense, or G 
is the normalizer of H and H has finite index in G. Let S be the commuta- 
tor subgroup of H. If m # n, the group of algebraic outer automorphisms 
of S has order dividing 4. It is easy to see in this case that no algebraic 
automorphism of S preserves this representation, and so G = H. Thus 
(i) holds. 
If m = n, the group of algebraic outer automorphisms of S has order 2 
(if m = 2) or order 8 (for m > 2). Again, we see that the group of algebraic 
outer automorphisms of S preserving this representation has order 2. Thus, 
[G: H] < 2. Clearly, the map A +A’isinG. Thus[G:H]=2and 
(ii) holds. 
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Finally, assume that m = n = 2 and F has characteristic 2. In this 
case, it follows from [13, Theorem 31 that either G normalizes H (and we 
are done as above) or G contains Sp(V). It is straightforward to see that 
Sp(V) does not preserve Rk, since Sp(V) is transitive on nonzero vectors. 
Now consider the case where F is finite. Since q5 is injective, it follows 
that q5 induces a bijection. Let G be the group preserving Rk (or Ri). The 
overgroups of H are known ([ll, Theorem 11; see also [S]) and so one of 
the following is true: 
(i) H is normal in G, 
(ii) SL,,(F) C G, 
(iii) m = n = 2, F has characteristic 2, and Sp,(F) C G, 
(iv) m = 2, IFI = 2, and G = Pl?L,(4). 
If (i) holds, then the theorem is valid. Since the groups in the other three 
cases have only one orbit of nonzero vectors, (i) must hold. This completes 
the proof. n 
In a related matter, we prove the following well-known result about 
subspaces of M,,,(F) nRk. We first prove a preliminary result (there is a 
somewhat stronger version which does not assume the extension is cyclic). 
For the next results, we assume m 5 n. 
LEMMA 3.2. Let E, F be fields, with E a Galois extension of F of 
degree n with cyclic Galois group G. Let k be an integer with 0 < k < m. 
There exists a linear subspace W of Mmxn(F) such that 
(i) dim W = (m - k)n, and 
(ii) W n Rk = 0. 
Proof. First consider the case m = n. We can view E as a subalgebra 
of A&(F). Let g be a generator for G. By the Skolem-Noether theorem, 
there exists u E GL,(F) such that ue21-l = o(e) for all e E E. By the 
independence of automorphisms, it follows that 1, u, . . . , unel are linearly 
independent over E. Since un centralizes E, we have un E E (indeed, we 
could take un = 1). Thus, A&(F) is the direct sum (as E-subspaces) of 
EuZ. 
We claim that W = E@Eu@...@Eu m-k-1 has the desired properties. 
It clearly satisfies (i). Let A be a nonzero element of W. Then, by the 
decomposition of A&(F) as an E-space, we see that A, Au,. . . , Au” are 
E-linearly independent. Thus the right ideal AA&(F) has dimension over 
E of at least k + 1. Thus, the dimension of this ideal over F is at least 
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(k + l)n, or equivalently, A has rank greater than k. Hence (ii) holds. 
Now consider the general case. View Mmxn(F) c M,(F). Let U be 
the subspace of Mn(F) constructed above. Consider W = Mmxn(F) n 
U. Clearly W satisfies (ii). Since dim U = (n - k)n and M,,,(F) has 
codimension (n - m)n in M,(F), it follows that dim U 2 (m - k)n. On 
the other hand, since Rk contains a subspace of dimension kn, we know 
that dim U 5 (m - k)n. Thus (i) holds. n 
THEOREM 3.3. Let T be a subspace of M,,,(F) with T C Rk. Then 
dim T < kn. - 
Proof If F is infinite, there is no harm in replacing F by an extension 
field (since the extension of T will still consist of matrices of rank at most 
k). So we may assume that F has a cyclic extension of degree n (since this 
is always true for finite fields). Let W be as in the previous lemma. Then 
T n W = 0, and the result follows. n 
Obviously, the inequality in the previous result is best possible. The 
subspaces of maximal dimension have been classified (see [12, Chapter 21 
for references and details). 
LEMMA 3.4. Let F be a subfield of E. Assume 0 # P E h/l,(E) and 
0 # Q E Mm(E) such that PAQ E M,,,(F) for all A E M,,,(F). Then 
there exists 0 # s E E and R E Mm(F) and S E Mm(F) with R = SP 
and S = s-l&. 
Proof. By multiplying P by a scalar (and Q by its inverse), we may 
assume that some entry is 1. We now will prove that P has entries in F. 
We induct on m. If m = 1, there is nothing to prove. Assume the result is 
false. By multiplying P by permutation matrices [contained in GL,(F)], 
we may assume that the (1, 1) entry of P is 1 and that one of the (1, 2), (2, 
l), or (2, 2) entries is not in F. Similarly, we may assume that the (1, 1) 
entry of Q is not zero. 
Let Ei.j be the m x n matrix whose only nonzero entry is the (i, j) entry, 
which is 1. By considering A = E11, we see that the (1, 1) entry of Q is in 
F. Now take A = E,j with 1 5 i,j 5 2, and we see that P has all entries 
in F. Repeating the argumet for Q yields the results. n 
I would like to thank Chi-Kwong Li and Gum Seitz for helpful discus- 
sions. 
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