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Abstract 
Software development life cycle involves requirement analysis, design, coding, testing and implementation. 
Software Quality is the most important one, since the success of a Software Engineer relies on the development of 
failure free software. One of the main quality factors is reliability. Reliability can improve through Software Reliability 
Models, analyze of reliability data, proper utilization of debuggers, internal quality factors and evaluating the 
measurement results. Currently, there are several software reliability allocation techniques, but schedule planning and 
effective resource use are unavailable because they do not support multi-objective optimization. It is an effective 
software reliability allocation technique that supports multi objective optimization. This approach assists schedule 
planning as well as effective resources allocation. This paper can aid to increase the effectiveness of resource uses and 
to establish schedule planning. It will lead to improve Software Reliability. 
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1. INTRODUCTION 
This paper provides an introduction to the context of the research themes explored in the thesis. The paper 
introduces the reader to the issues, challenges and existing techniques in Software Reliability through 
Models. It gives a high-level overview of various approaches to improve quality through Reliability Model, 
Intelligent Code Evaluator, and Reliability Factor Analysis and discusses various Enhancement Techniques. 
The paper ends with an outline and contributions of the research work. Software Engineering J. D. Musa 
(1975) is the application of systematic, disciplined and quantifiable approach to the development, 
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operation, and maintenance of Software. It is a direct subfield of Computer Science and has some relations 
with Management Science. Software development life cycle involves requirement analysis, design, coding, 
testing, and implementation. Software Quality is the most important one, since the success of a Software 
Engineer relies on the development of failure free software 
 
1.1Reliability Model 
An effective approach is to identify optimal software reliability allocation with consideration of multiple 
constraints such as reliability, cost, and schedule. It supports the multi-objective optimization, which 
maximizes software reliability and minimizes cost and schedule. The multi-objective optimization enables 
not only to establish schedule plan but also to use resources effectively. 
 
2. Genetic Algorithm for Optimization 
Genetic Algorithms (GAs) are computer programs that mimic the processes of biological evolution in order 
to solve problems and to model evolutionary systems. This algorithm helps us to solve many computational 
problems, which have uncountable search space. It is very difficult for this kind of problems to obtain a 
global optimal solution because the search space is too large to spend infinite time to obtain the solution. It 
consists of 3 operations: initialization, selection, crossover, and mutation. During initialization, a 
population is generated randomly. More fit chromosomes are selected to be delivered to the next generation 
during the selection. Selected chromosomes are changed during crossover and mutation operations. These 
two operations make the population more diverse. Genetic algorithm has several strengths – little trends of 
local optima and easy applicability to any problem Gokhale et al (2006). For this reason, genetic algorithm 
is frequently applied in optimization problems. Many researchers from different area have been tried to 
adapt genetic algorithm to their research domain and they got the eye-opening result. As the optimization 
problems have been considered more complex factors, it is necessary to solve multi-objective optimization 
problem. 
 Multi-Objective Genetic Algorithms (MOGAs) have been suggested to support multi-
objective optimization. There are many MOGAs, but NSGA-II is one of the most famous MOGAs because 
of their performance and simplicity. They evaluate the fitness of a chromosome by Pareto rank and 
crowding distance value. Pareto rank Dwyer and D'Onofrio (2011) is used to select non- dominant 
chromosomes, which cannot be compared with other chromosomes because their dimensions are different. 
Crowding distance value is used for guarantee of diversity for chromosomes. Elitism is also another 
operation to select more fit chromosomes to the next generation Goel and Yang (1997). GA with out multi- 
objective factors is very difficult to solve computational problems which have uncountable search space 
.Proposed system uses NSGA-II to identify optimal solutions because of the need for the consideration of 
software reliability, cost, and schedule simultaneously. Schemes for encoding a chromosome and fitness 
functions are also used for the application of NSGA-II. 
Figure 1Genetic Process 
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3. Proposed System 
There have been several researches to resolve this problem by trying to identify a software reliability 
allocation for one objective (the maximization of software reliability or the minimization of cost). 
However, schedule is not considered even though the importance of time to market has been increased 
recently. Furthermore, multi-objective optimization is not considered in spite of necessity to increase the 
effectiveness of resource uses. This project uses an effective approach to identify optimal software 
reliability allocation with consideration of multiple constraints such as reliability, cost, and schedule and 
also supports the multi-objective optimization, which maximizes software reliability and minimizes cost 
and schedule. The multi-objective optimization in this approach enables not only to establish schedule plan 
but also to use resources effectively. 
3.1 System Design 
An effective software reliability allocation technique with consideration of multiple constraints is 
introduced. It can aid to increase the effectiveness of resource uses and to establish schedule planning. 
Figure 2 shows the architecture of the proposed system. The proposed system has three inputs: software 
architecture, project information, and failure data. Software architecture has information for the number of 
modules in the software system. This is used to encode a chromosome. The project information includes 
requirements such as software reliability goal, budget, and schedule. Failure data is used to estimate 
parameters of software reliability models Gokhale et al (2004). A chromosome template is encoded to 
present a SRA in the problem space of genetic algorithm. In this process, software architecture is used to 
extract the number of modules in the software system. Next, fitness functions are calculated using mean 
value of the failure data of modules to evaluate software reliability, cost, and time for a given solution by 
using software reliability models Chavez (2000). 
Figure 2 Architecture of the Proposed System 
 
  
 
 
 
 
 
 
 
 
After the preparation for using NSGA-II, it is applied and a set of solution is obtained from the result of the 
algorithm. Here, a new selection scheme is proposed for NSGA-II because their unsuitability in SRA Paris 
et al (2004). Now, an optimal solution is obtainable by using this recommendation scheme. 
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3.2 Chromosome Generation 
In this system, a chromosome indicates a SRA. Chromosome encoding techniques should be considered 
and selected one depending on the characteristics of the problem. Integer value encoding is used because 
each gene presents the allocated software reliability. The chromosome encoding steps are given below: 
1. Extract the number of modules from software architecture. 
2. Make a chromosome template that consists of k genes where k is the number of 
modules. 
3.3 Fitness Function Definition 
Fitness functions should be defined, which are used to evaluate the fitness of a given chromosome, before 
applying a genetic algorithm. In this system, three fitness functions are defined to evaluate three objectives.
 Goel-Okumoto reliability model and Additive reliability model are used for reliability fitness 
function. Goel Okumoto model is used to evaluate reliability of individual module in the software. On the 
other hand, additive model is used to evaluate software system reliability. Equations (1) and (2) are 
the evaluation function for module i and the software system respectively. Pi is the mean value function, 
which means expected numbers of defect at time ti. Parameters for this mean value function are estimated 
from historical failure data and based system failures.  
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 Fitness function for cost is simple relatively.  CFIX is the cost to fix a defect and fi  is the 
number of defects for module i. Number of defects can be estimated by mean-value function of reliability 
model. The cost per a defect can be obtained from historical failure data. 
 However, when the data is unavailable, average cost per a defect in U.S. can be used 
alternatively. 
 Ci = CFIX u fi              (3)       
 The overall cost is the sum of costs for each module, and this is presented in the following 
equation: 
 C = ∑Ci               (4)        
 Finally, the fitness function for the schedule should be considered. The time ti to reach reliability 
Ri can be obtained by using software reliability models. The total schedule T is described in and this is 
based on Goel-Okumoto model. Ei is a parameter of Goel-Okumoto model, and can be estimated from 
historical failure data. 
 
4. Application of NSGA-II 
The preparation for applying NSGA-II is finished in the proposed system – that is, chromosome template 
and fitness functions are established. The next step is an execution of NSGA-II and an acquisition of 
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several optimal solutions. However, there is a problem in the selection process of NSGA-II. In the safety 
critical software system, average software reliability goal is 96.0%. Unfortunately, SRAs from NSGA-II are 
hard to support to achieve practical software reliability goal when the selection process of NSGA II is used. 
The tendency to converge compromised a point, which provides high reliability and low cost and schedule, 
makes it hard to achieve very high reliability. For this reason, the criterion for the selection process was 
changed. Pareto rank is used at first as the same of NSGA-II, but our approach selects a chromosome of 
which reliability is higher than other chromosomes. This is different because original selection process 
selects a chromosome of which crowding distance value is higher. This scheme improves the suitability of 
NSGA-II. The steps in the algorithm are as follows: 
x For each p ε P and q ε  P do the following 
x If p dominates q ,add q to the set of solutions dominated by p 
x Increment the domination counter of p 
x If p belongs to the first front, set rank of p =1 
x Update all the fronts 
where P is the population , p and q are the chromosomes present in P. 
4.1Recommendation of a solution 
In the existing system using genetic algorithms, the user should select the most optimal solution from the 
result. However, this process is not easy for non-domain experts. For this reason, a criterion is suggested, 
which is used to evaluate the degree of optimization for each objective. The following equation presents 
this criterion, called SRAR (Sum of Requirement Achievement Rate). 
 SRAR = WRR + WCC + WS S                (5) 
 In this equation, R, C, and S are the achievement rates of each objective for the reliability, 
cost, and schedule respectively. 
 On the other hands, Wx is the weight value for objective x, where objectives can be the 
maximization of reliability and the minimizations of cost and schedule. The default value for weight value 
is 1, which means three objectives are handled equally. The higher value of this equation means the higher 
achievement of each objective. 
5. Data Sets 
5.1 Initial chromosome dataset 
This contains all the chromosomes generated from the software input. These chromosomes are generated 
from the modules that run previously which is present in the Software Dataset. This can be seen in the 
Figure 3. 
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Figure 3: Initial Chromosome Dataset 
 
 
 
 
 
 
 
 
 
 
 
 
5.2 Chromosomes after non-dominant sort 
This contains the chromosomes in sorted order after non-dominant sort. This is formed by performing non-
dominant sort over the chromosomes in the initial chromosome dataset, which improves the efficiency. This 
is given as input to the genetic algorithm. It is shown in the figure 4. 
 
Figure 4 Chromosomes after Non-Dominant Sort 
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5.3 Parent Chromosome Dataset 
This contains all the parent chromosomes of all the generations executed. Based on this, the child which 
becomes the parent of next generation is calculated. 
Figure 5 Parent Chromosome Data 
 
 
 
 
 
 
 
 
 
5.4 Child chromosome dataset 
    Figure 6  Child Chromosome Dataset 
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This contains the child chromosomes of all the generations executed. The results are derived based on this 
chromosome. 
6.Recommended solution 
Figure 7 shows the Recommended Solution of the given input software which is calculated based on the 
child chromosomes of last generation. 
Figure 7 Solution Recommendation 
Recommended Solution 
m3,m1,m4,m6,m5 
m1,m2,m3,m6,m5 
m3,m5,m6,m1,m2 
m4,m5,m6,m1,m2 
m3,m2,m5,m1,m4 
 
 7. Performance Analysis 
7.1 Cost for repairing each module 
Figure 8  Performance Analysis-Cost for Repairing Each Module 
 
 The above analysis predicts the cost for repairing each module. It is calculated based on the 
number of defects in each module. 
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7.2 Percentage Efficiency Of Each Module Before Optimization 
Figure 9 Performance Analysis - Efficiency Of Each Module Before Optimization 
 
 The above analysis predicts the efficiency of each module before optimization.  
 
7.3 Percentage Efficiency Per Module After Optimization 
Figure 10 Performance Analysis - Percentage Efficiency After Optimization 
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 The above analysis predicts the performance of each individual generation after optimization. 
 8. Conclusion 
An effective software reliability allocation technique is implemented with consideration of reliability, cost, 
and schedule. This is the first system to consider schedule and support the simultaneous optimization of 
multiple objectives (Reliability, Cost, and Schedule). This helps us to establish schedule planning, which is 
very important in today’s business. This aspect of the proposed system can increase the effectiveness of 
resource uses such as cost and schedule. Furthermore, a scheme for adaptation of NSGA-II is suggested in 
software reliability allocation area. The foundation of multi-objective optimization in software reliability 
allocation is prepared. Further, researches are possible based on the proposed system, which considers 
activities of software reliability engineering in the early phases and schemes for the improved selection and 
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the optimal solution. 
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