A maximum likelihood estimation (MLE) based on records is obtained and a proper prior distribution to attain a Bayes estimation (both informative and non-informative) based on records for quadratic loss and squared error loss functions is also calculated. The study considers the shortest confidence interval and Highest Posterior Distribution confidence interval based on records, and using Mean Square Error MSE criteria for point estimation and length criteria for interval estimation, their appropriateness to each other is examined.
, , , X X X be a sequence of independent and identically (iid) random variable with cumulative distribution (cdf) function F(x) and probability density (pdf) f(x) For 1 n ≥ define ( ) is known as a record time sequence (Arnold, Balakrishnan & Nagaraja, 1998) . Chandler (1952) relating to weather, sports, economics and life testing studies. Many authors have studied records and their associated statistics as well as inference-based testing on records. Some of the best examples may be found in the works of Balakrishnan, Arnold, Nagaraja (1998) , Ahsanullah (1998) and Nevzoroz (1946) . Sevgi, et al. (2005) examined the relationship between order statistics and records. Mohammad (2002) and Balakrishnan (1994) examined the recurrent relations between the moments for the generalized exponential and Lomax distributions. Ahsanullah (1974) studied record values received from Lomax distribution, and Ahsanullah and Holland (1994) An application of the Lomax distribution in receiver operating characteristic (ROC) was presented by Campbell and Ratnaparkhi (1993) . Distributional properties and recurrence relation moments of record values was studied by Balakrishnan (1994) and Ahsanullah (1991) . Much work has been done with respect to estimating the parameters using both classical and Bayesian techniques, and parametric and nonparametric inference based on record values have also been studied extensively (for example, see Ahmadia, et al., 2009; Soliman & AlAbound, 2008; Baklizi, 2008) .
This study has several components: It considers Lomax parameter estimation based on record values. It estimates the parameter using maximum likelihood and method of moment (MME) based on record values. It uses an appropriate selection of density function for a prior distribution to derive a Bayesian estimation based on record values. For the latter, by applying an appropriate selection for the prior density, the society parameter is controlled; this means that the Mean Square Error MSE) of the Bayesian estimation is controlled by controlling the parameters of this distribution. Finally, it derives the shortest interval estimation and Highest Posterior Density (HPD) interval estimation based on record values. Examples are used to illustrate the various components. 
Thus, for the Lomax distribution,
and the log likelihood function is
1 ln 1 ln 1 .
The maximum likelihood estimation (MLE) based on records can be obtained from (4) as The MME, first introduced by Pearson (1894), was one of the first methods used to estimate the society parameter θ (for additional details and an example see Pearson, 1894) . The Lomax parameter θ is estimated by the MME based on record values by using the density function (6), which results in
yields a MME based on record values, where is average of the n first records
The Bayesian estimator of θ is obtained based on record values under the two following loss functions:
and
where θ is an estimator of θ . Assuming an inverse Weibull distribution IWD ( , , 1) c γ β = , the prior for θ is conjugated as
such that ( ) ( ) ( ) 
T Tn θ , as given by Berger (1985) is 
. θ , is given as (Berger, 1985) : 
Algebraic manipulation results in the confidence interval ( ) 
To minimize (13) and satisfy (12), a and b are selected using the Lagrange multipliers method ( 
The Highest Posterior Density (HPD) region is given by
The HPD interval estimation is optimal in the sense that it results in the shortest interval. Let 
Interval Estimation
Results from using equations (14) and (15) Conclusion MLE and Bayesian estimations based on record values were obtained. For the Bayes estimations, in order to control the passive parameter of society, the prior distribution was assumed to be Gamma. In addition, Bayes estimations were obtained for two types of loss functions and, with a view of prior estimation, using an informative posterior density function, HPD estimations were obtained in a theoretic way (see Table 3 ). Conversely, the shortest confidence interval was obtained using a MLE based on records and equation (14) (Tate & Klett, 1959) ; see Table 2 for results.
Theoretical results of the study are explained numerically by simulation in the following ways: Table 1 shows that an informative Bayesian estimation based on records under squared error loss function has the lowest MSE compared to the informative Bayesian estimation, which is based on records under a quadratic loss function with a noninformative Bayesian estimation under a squared error loss function.. This is also compared to a MLE based on records; comparisons are shown in Figure 1 . Confidence intervals and their lengths for record numbers 4, 5, 6, 7, 8 and confidence levels 90%, 95% and 99% were obtained. The longer the n, the shorter the interval distance (see Table 3 ). Comparing Tables 2 and 3, it the point at which HPD estimations have a shorter length than the confidence interval with optimal length is observed. This comparison is illustrated in Figures 2, 3 and 4 for various confidence levels; Figure 5 shows the comparison for all levels. 
