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ABSTRACT

MODELING THE ECONOMIC AND ENVIRONMENTAL
PERFORMANCE OF OFFSHORE WIND ENERGY
MAY 2017
ALEXANA CRANMER
B.Sc., PENNSYLVANIA STATE UNIVERSITY
M.E.P.P., UNIVERSITY OF MARYLAND
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Erin Baker

Offshore wind is a growing source of energy globally. Like any energy technology,
it has impacts on the environment. In the case of renewable energy, we need a
way to consider the environmental benefits as well as the environmental costs. This
dissertation develops a set of models to examine the economic and environmental
costs and benefits and the trade-offs between them. We ask how much offshore wind
energy should be sited, and where should that offshore wind energy be located?
The first model estimates the economic impact of wake interactions between wind
farms. Wind farm sites are chosen through a portfolio model with an underlying
network model to track the wake effects. The second model estimates the local costs
of offshore wind in terms of avian fatality impacts of potential offshore wind projects
and the trade-offs with project size and cost. A Markov model estimates potential
fatalities and can be used to negotiate between conservation and renewable energy

vi

goals. The third model examines the global value of offshore wind energy in terms
of mitigating carbon emissions and climate change. We use an integrated assessment
model to examine how offshore wind energy competes with other energy technologies
and reduces emissions under different policies and scenarios. These models all fit into
a framework for estimating the trade-offs between the local and global, economic and
environmental performance of offshore wind energy.
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CHAPTER 1
INTRODUCTION

1.1

Motivation

The first offshore wind farm in the U.S. began operation at the end of 20161 .
Earlier the same year, the state of Massachusetts passed an energy bill with a goal
of purchasing energy from 1600 MW of offshore wind over the next ten years (An
Act to Promote Energy Diversity, 2016). Furthermore, the Bureau of Ocean Energy
Management (BOEM) has leased over one million acres of area off the U.S. coast,
including 350,000 acres of that in New England alone, which is more than enough
to meet the state’s goal (Bureau of Ocean Energy Management, 2016). Offshore
wind has been a growing industry in Europe for over twenty years (European Wind
Energy Association, 2016), but now that industry may be growing in the U.S. as
well. Regions with high average wind speeds off the coast, relatively shallow water
on the outer continental shelf and large demand centers along the coast, such as New
England (U.S. Department of Energy, 2016), are particularly well suited to offshore
wind energy development.
Offshore wind energy is a renewable source of electricity and can contribute to mitigating global climate change. According to the U.S. Federal government, installing
86 GW of offshore wind energy by 2050 would reduce carbon dioxide emissions by
1.6 billion metric tons (U.S. Department of Energy and U.S. Department of the Interior, 2016). Work by Buonocore et al. (2016) and Chiang et al. (2016) suggest that
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offshore wind could displace two to three thousand tons of carbon dioxide emissions
per megawatt in the Mid-Atlantic and Great Lakes regions of the United States. In
addition, the cost of technologies like wind energy are expected to decline over time
while fuel-based technologies are expected to increase in cost as the fuel becomes
more scarce and difficult to extract.
When it comes to renewable energy, two characteristics seem particularly important. First, we want economic energy generation and, second, we want environmentally friendly energy generation. In this dissertation, we ask how do we maximize
the performance of not just one offshore wind farm, but all offshore wind energy
nationally or globally? What are the trade-offs between economic and environmental performance? To answer these questions, we must think carefully about what we
mean by “economic” and “environmentally friendly”. The economic and environmental dimensions of offshore wind energy have several facets to them and have different
meanings to different stakeholders. We develop models for the economic performance
in terms of profit, and for the environmental performance in terms of environmental
costs to birds and environmental benefits from mitigating climate change. This work
develops a set of models for offshore wind energy considering the trade-offs between
these different aspects.

1.2

Objectives

In this dissertation, we develop models for different facets of the economic and
environmental performance of offshore wind energy to improve our understanding of
the trade-offs between these two dimensions. Developing these models is the first
step in developing a framework for the trade-offs between economic and environmental performance of offshore wind energy. This framework can help policy makers
determine the right amount of offshore wind energy and the best locations for it.
The local environmental impacts of offshore wind farms on birds and other species
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determines where and how much offshore wind energy is permitted. The qualities of
these areas determines how much energy we can generate and how much that energy
will cost. Areas with lower wind speeds, deeper water and farther from shore will be
more costly per unit. The amount of energy and its cost will determine how much
offshore wind energy can contribute to reducing emissions and the impacts of climate
change. This brings us back to the local ecosystems which are at risk from climate
change and potentially from offshore wind farms. In this way, the models presented
here are linked to each other.
In Chapter 2, we look at how the wake interactions between offshore wind farms
influence the optimal set of offshore wind farm sites and how siting restrictions impact
the profit from electricity generation. In Chapter 3, we consider the impacts of
offshore wind farms on local avian populations in terms of fatalities and the tradeoffs between fatality rates and cost minimization. Chapter 4 develops a model for
the environmental benefits of offshore wind energy in the context of climate change;
this can be used to compare with the environmental and regulatory costs of offshore
wind energy. This work lays the foundation for further assessment of the trade-offs
associated with offshore wind energy developments as well as the trade-offs associated
with other renewable energy projects. Chapter 5 discusses future work and research
needs.

3

CHAPTER 2
A PORTFOLIO MODEL FOR SITING OFFSHORE WIND
FARMS WITH ECONOMIC AND ENVIRONMENTAL
OBJECTIVES

2.1

Introduction

Generating electricity from offshore wind farms can help coastal regions meet
growing electricity demands from renewable sources. There are many demands, however, on the offshore space from recreational, commercial, and conservation uses. This
chapter uses an optimization framework to address two challenges present in planning
for siting offshore wind farms: 1) how to plan for a potentially large number of offshore wind farms in the presence of wake interactions at the wind farm level, and 2)
how to account for the costs of restricting areas from development due to competing
demands.
Existing uses can preclude a significant portion of the wind resource from wind
farm development (Sheridan et al., 2012). The U.S. National Renewable Energy
Lab (NREL) set a target of 86 GW of offshore wind in the U.S. in their Wind Vision
Study (U.S. Department of Energy, 2014). Depending on the density of wind turbines,
meeting this goal will require developing about 10% of the currently feasible Federal
offshore waters off the Atlantic coast (Schwartz et al., 2010).
We focus on optimizing the siting of wind farms since, once installed, the location
of a wind farm cannot be adjusted, only its operation Singh et al. (2015). A large
portion of the costs related to offshore wind energy occur during installation, which
means that operators want to maximize operating time over the life of the facility
and avoid unanticipated curtailment or reduction in efficiency.
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As offshore wind farm development grows, so does the potential for interactions
between individual wind farms, as well as for cumulative environmental impacts to
the surrounding ecosystems. While individual wind farms generally have negligible
population level impacts to the surrounding ecosystems, hundreds of wind farms
could result in an accumulation of impacts larger than the sum of the individual
impacts (Berkenhagen et al., 2010). Large scale wind farm development could lead to
tipping points such as cumulative collision mortality rates which reduce a species’ long
run population or habitat fragmentation resulting from wind farms acting as a barrier
to movement between essential habitats (Drewitt and Langston, 2006; Hüppop et al.,
2006). Due to the non-linear interactions among wind farm sites in power generation
and cumulative environmental impacts, examination of facility siting policies on a
larger scale can illuminate improved pathways for large-scale wind farm development.
The alternative considering wind farm siting as a series of independent decisions
cannot properly address the long-term, interdependent nature of these decisions and
could result in suboptimal wind farm development with regard to one or more of
the objectives. Developing a quantitative understanding of how these interactions
develop can aid stakeholders in planning for long term renewable energy targets and
environmental conservation goals. Thus, we argue that the problem of wind farm
siting and permitting should be framed as a portfolio problem, evaluating multiple
sites simultaneously.
This chapter develops a tool to do just that: a top-down optimization model that
maximizes the economic value of a portfolio of offshore wind farms while respecting
environmental constraints. We use a portfolio approach to examine a set of potential
offshore wind farm locations collectively instead of individually, and use this model to
examine the trade-offs between economic and environmental outcomes in this spatial
multi-criteria problem.
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This research differs in two key ways from previous research. First, we focus on
siting multi-turbine wind farms, rather than the layout of individual turbines within
farms. Second, we provide a novel application of network modeling to capture spatial
interactions of the offshore wind resource.
The vast majority of the literature focuses on project developers and prescribes
the precise location and arrangement of individual wind turbines within farms. Our
work, in contrast, is aimed at regulators and policy-makers, and is intended to inform
strategic policy and regulatory decisions related to defining wind energy areas and
permitting individual wind farms. Due to the complexities of fluid flow within a wind
farm, many models of wind turbine siting use heuristic approaches to optimize turbine
placement (Elkinton et al., 2008; Lackner and Elkinton, 2007; Veeramachaneni et al.,
2012). A few papers have developed mixed-integer linear programs (MILPs) maximizing power in packing-type problems (Archer et al., 2011; Fischetti and Monaci,
2016; Turner et al., 2014; Zhang et al., 2014). Fischetti and Monaci (2016) consider
the context of a large offshore wind farm and combine heuristics with a MILP formulation. Others have taken a portfolio approach to planning wind farms with agents
responding to a market for electricity (Le Cadre et al., 2015). Our approach differs in
informing the extensive permitting process that is typical for offshore wind farms, and
focuses on ex-ante spatial concerns rather than ex-post market concerns. We take the
perspective of the social planner, rather than the agents producing and selling energy,
since planners and regulators identify development areas for offshore wind projects in
the U.S. Our paper can be seen as a complement to this paper.
We take a novel approach to modeling the spatial interactions between discrete
wind farm sites in a portfolio decision framework. The sites are discrete by the nature
of the policy. For example, each wind energy area (WEA) in the U.S. is composed
of Federal lease blocks, which discretize the offshore space designated for leasing.
We develop a network model within the optimization to track how siting decisions
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impact power generation at downwind farms. This allows us to linearize nonlinear
relationships for a discretized space and solve large problems quickly. It incorporates
the variability in wind by modeling the frequency over a set of wind scenarios with
different wind speeds and wind directions (Baker and Solak, 2011; Liesiö et al., 2008;
Liesiö and Salo, 2012). The model is computationally attractive since it is formulated
as a MILP model and readily solved for problem sizes relevant to practical problems.
The remainder of this chapter is organized as follows. Section 2.2 develops the
model for optimizing the arrangement of wind farms. Section 2.3 presents an application, using wind data from the Gulf of Maine and explores the effect of restricting
environmental corridors from wind farm development. Section 2.4 shows how the
model can be extended to offer a more precise model for wind dynamics. Section 2.5
discusses the types of insights that the model can provide for public officials responsible for reviewing offshore wind farm permit applications as well as energy companies
that plan and develop wind farms.

2.2

Model for optimizing the portfolio of wind farms

We start by establishing the notation and defining the objective function in Section
2.2.1; Section 2.2.2 describes the network for modeling the power generation and the
profits of the wind farms; the environmental objective and constraints are described
in Section 2.2.3. Finally, the full model is presented in Section 2.2.4.

2.2.1

Notation

The model is designed to select optimal locations for wind farms within a region.
The possible locations for building wind farms are identified by grid points (x, y) ∈
G = 1, 2, . . . , x̄ × 1, 2, . . . , ȳ where (1, 1) is the lower left corner of the grid and
parameters x̄ and ȳ define the size of the grid. The wind farm portfolio is represented
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by Z, an x̄ by ȳ matrix with binary elements: zx,y = 1 if a wind farm is built at
coordinates (x, y) and 0 otherwise.
The model includes a set of eight network models designed to capture wind directions over bins of 45◦ angles each, centered around the direction a ∈ A. Each
network aggregates the behavior of nine 5◦ wind direction bins (Appendix A). For
each direction a ∈ A, there is a set of scenarios ω ∈ Ωa with different wind speeds
where u0 (ω) denotes the free stream wind speed from the direction in scenario ω.
The frequency of a particular wind scenario is denoted by f (ω) ∈ [0, 1] and these
P
a
frequencies sum to one:
ω∈Ω f (ω) = 1 where Ω = ∪a∈A Ω denotes the set of all
wind scenarios. For instance, ω ∈ Ωlef t such that u0 (ω) = 8 and f (ω) = 0.2 would
correspond to a wind scenario with eight meters per second wind coming from the
left side of an area, which occurs 20% of the time.
Let P (ω, Z) capture the power output generated by wind farms under wind scenario ω ∈ Ωa . The total expected power output over all wind scenarios (i.e. speeds
and directions) is then

P̄ (Z) =

XX
a∈A

f (ω)P (ω, Z)

(2.1)

ω∈Ωa

Assuming that the power function P is known, the economically optimal wind
farm portfolio can be identified by solving the mixed integer programming problem

max(Rhν P̄ (Z) −

X

Z

Cx,y zx,y )

(2.2)

(x,y)∈G

which maximizes the total profits from the portfolio of wind farms. Specifically, in
Problem (2.2) the parameter R is the revenue rate for energy in $/kWh and h is the
operating hours per year. Power P̄ multiplied by hours h gives the average annual
energy produced by the wind farm, which is measured in kWh. This is then multiplied
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by a present value factor, ν, defined as ν = ((1 + r)m − 1)/(r(1 + r)m ) where r is the
discount rate, and m is the lifetime of the wind farm in years. The overnight capital
cost for a wind farm at coordinates (x, y) in U.S. dollars is represented by Cx,y .
2.2.2

Capturing wake effects with a network flow model

Developing a wind farm at a particular site reduces the wind speed and available
power at the next downwind site, while an undeveloped site allows for the wind
to rebound (but never above the initial free stream value). A network-flow model
captures the nonlinear interdependency between power output, wind speed, and the
location of wind farms. Section 2.2.2.1 develops the model for the power output
P (ω, Z) in a scenario with wind from the left side of the area, i.e. ω ∈ Ωlef t , where
left could represent west or another direction depending on how the area of interest
is oriented relative to the directions. The same model can apply to the other wind
directions with only minor modifications as discussed in Section 2.2.2.2. Section
2.2.2.3 discusses extensions to account for wind along the diagonal directions.
2.2.2.1

The power output function for one wind scenario

Let ω ∈ Ωlef t be a wind scenario with free stream wind speed u0 (ω) and y ∈
1, . . . , ȳ be a row coordinate. Furthermore, assume that a wind farm reduces the
wind speed by a factor of

β(d) = d−γ < 1

(2.3)

where d is the downwind distance through a wind farm and gamma is a constant
(see Appendix A for more detail). Then the wind speed at any of the coordinate

points (1, y), . . . , (x̄, y) is an element of the vector u1 (ω), . . . , ux̄ (ω) = u0 (ω) ∗

1, β(d), β(2d), . . . , β(x̄ − 1)d . Note that we use i = 1, . . . , x̄ as indices for the wind
speed vectors ui (ω), since there are exactly x̄ possible wind speeds in the row of sites.
An undeveloped site allows the wind speed to rebound from ui (ω) to ui−1 (ω) at the
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next site. Let ρi (ω) represent the power generated by an individual wind farm given
wind speed ui (ω); and then any site developed in coordinate points (1, y), . . . , (x̄, y)

generates power equal to an element of the vector ρ1 (ω), . . . , ρx̄ (ω) .

Figure 2.1. Network flow model for the wind. Bolded arrows indicate variables such
that θji (ω, y) = 1 given decision variable values z:,y = (1, 0, 1, 1, 0). The wind speed
distributions at the five sites are u1 , u2 , u1 , u2 , u3 and hence the total power output
(2.1) is equal to ρ1 + 0 + ρ1 + ρ2 + 0.

To determine which of these elements corresponds to the actual power output at
a specific site requires knowledge of (i) the incoming wind speed distribution and
(ii) whether or not a wind farm is built. For this purpose, define binary variables
+
−
θji
(ω, y) and θji
(ω, y) where j = 1, , x̄ represents sites (within row y) and i ∈ 1, . . . , j

represents the element of the wind speed vector:
+
• θji
(ω, y) = 1 if the wind speed is ui (ω) and site j is undeveloped; and 0 other-

wise;
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−
• θji
(ω, y) = 1 if the wind speed is ui (ω) and site j is developed; and 0 otherwise.

These variables can be interpreted as network flow variables of the binomial lattice
+
illustrated in Figure 2.1. When θji
= 1 this implies that the wind speed in site j + 1,
−
is increased; when θji
= 1 this implies that the wind speed in site j + 1 is decreased.

When they are both zero, this implies that the wind speed entering site j is not equal
to ui (ω).
The sum of the initial binary variables must be one: that is, the wind leaving the
first site must be either equal to the free stream wind or equal to u2 (ω), i.e.

+
−
θ11
(ω, y) + θ11
(ω, y) = 1

(2.4)

Furthermore, we need to ensure that the flow into each node equals the flow out of
the node, implemented by the following constraints

+
+
−
θ11
(ω, y) = θ21
(ω, y) + θ21
(ω, y)

(2.5)

+
+
+
−
θj−1,1
(ω, y) + θj−1,2
(ω, y) = θj,1
(ω, y) + θj,1
(ω, y) ∀j = 3, . . . , x̄

(2.6)

+
−
+
−
θj−1,i+1
(ω, y) + θj−1,i−1
(ω, y) = θj,i
(ω, y) + θj,i
(ω, y) ∀j = 4, . . . , x̄, i = 2, . . . , j − 2

(2.7)
−
+
−
θj−1,j−1
(ω, y) = θj,j
(ω, y) + θj,j
(ω, y) ∀j = 2, . . . , x̄

(2.8)

−
+
−
θj−1,j−2
(ω, y) = θj,j−1
(ω, y) + θj,j−1
(ω, y) ∀j = 3, . . . , x̄

(2.9)

Constraints (2.5) and (2.6) ensure a network structure that does not permit the
wind speed to rebound above the original free stream value. Finally, we link the route
through the network to the decision of whether or not a site will contain a wind farm
−
via the θji
(ω, y) variables:

11

zj,y =

j
X

−
θji
(ω, y) ∀j = 1, . . . , x̄

(2.10)

i=1

−
If any one of these θji
(ω, y) variables equals one, then site j has a wind farm and

we can generate power from grid point (j, y). When zj,y = 1, site (j, y) can produce
−
ρi (ω), the power associated with the i value of the variable θji
(ω, y) which equals one.

Otherwise, zj,y = 0 and the site cannot produce power. Hence, total power from the
P P
−
row of sites z1,y , . . . , zx̄,y can be obtained as the sum x̄j=1 ji=1 θji
(ω, y)ρi (ω) Figure
2.1 shows an example of how the Z and P variables are linked to the flow variables
θji (ω, y) when wind farms are built on the first, third and fourth sites a specific row.
The same model can be repeated for each row, y, with each parallel set of sites having
+
−
a distinct set of variables θji
(ω, y) and θji
(ω, y). The total power under wind scenario

ω ∈ Ωlef t is then obtained from

P (ω, Z) =

ȳ
j
x̄ X
X
X

−
θji
(ω, y)ρi (ω)

(2.11)

x=1 j=1 i=1

2.2.2.2

The power output functions for other wind scenarios

For a wind scenario ω ∈ Ωtop , the power produced by a column of sites in grid
points (x, ȳ), . . . , (x, 1) the model for power output is almost identical to (2.11). The
+
−
only difference is that since the binary variables θji
(ω, x) and θji
(ω, x), i ∈ 1, . . . , j

capture the wind speed changes to the j:th site downwind, they must be linked to
the decision variables indicating whether or not to develop the site at grid point
(x, ȳ + 1 − j). Hence

z( x, ȳ + 1 − j) =

j
X

−
θji
(ω, x), ∀j = 1, . . . , ȳ

i=1
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(2.12)

replaces constraint (2.10) and the power output becomes

P (ω, Z) =

ȳ
j
x̄ X
X
X

−
θji
(ω, x)ρi (ω)

(2.13)

y=1 j=1 i=1

For a wind scenario ω ∈ Ωright or ω ∈ Ωbottom , the corresponding equations for the
decision variables are, respectively,

zx̄+1−j,y =

j
X

−
θji
(ω, y), ∀j = 1, . . . , x̄

i=1

z( x, j) =

j
X

−
θji
(ω, x), ∀j = 1, . . . , ȳ

i=1

The power output functions for the scenarios are the same as (2.11) and (2.13),
respectively.

2.2.2.3

Modeling diagonal wind directions

We model the diagonal wind directions similar to the wind directions above except
that there are three upwind farms which can impact a downwind farm. Each upwind
neighbor can contribute one third of a level of decay to their diagonal downwind
neighbor. As above, each site is represented with a set of nodes and each node has
only two arcs extending from it, indicating the decision to build or not to build a
wind farm. Unlike the networks for the non-diagonal wind directions, rebound can
occur only through the primary diagonal sites included in zv and not through the
secondary diagonal sites which can contribute to the decay. If a primary diagonal site
is left open, a full level of rebound occurs. Furthermore, only the arcs associated with
building wind farms in the primary diagonal sites have nonzero profit values. The
modifications to describe power output along the diagonals is described in Appendix
B.
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2.2.3

Including environmental objectives

The environmental objectives for siting wind farms can include maximizing the
distance of the facilities from sensitive habitats, such as nesting and breeding sites, and
maximizing the continuous area of open space around the wind farms, i.e. minimizing
the fragmentation of sensitive habitat areas. In this chapter we take a simple approach
to this objective by restricting certain sets of sites from wind farm development.

Restricting the columns of sites with indices in the set mx = (x, 1), . . . , (x, ȳ) ,
x ∈ 1, . . . , x̄ requires introducing the additional constraints

zx,y = 0, ∀x ∈ mx

(2.14)

We use a similar constraint if we want to restrict rows of sites.
These constraints can represent important ecological corridors, for example the
shortest paths between nesting and feeding areas. We use these constraints to investigate the trade-offs between value for energy production and different strategies for
ecologically sensitive wind farm development.
Another approach to limiting environmental impacts in areas of highly sensitive
ecological activity, is to limit the total number of projects in a sensitive area. This
can be implemented by introducing the constraint
ȳ
x̄ X
X

zx,y ≤ B

(2.15)

x=1 y=1

where B denotes the maximum number of wind farms. As the permitted density
of wind farms decreases, the need for quantitative modeling decreases because the
available wind farm sites become few and their interactions much less significant.
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2.2.4

The complete model

Substituting the power output functions P (ω, Z) developed above in Equations
(2.11) and (2.13) into the original model for profit maximization, results in the following mixed integer programming model

maxx̄×ȳ Rhν P̄ (Z) −

Z∈(0,1)

P̄ (Z) =

X

Cx,y zx,y



(2.16)

(x,y)∈G

XX

f (ω)P (ω, Z), where

a∈A ω∈Ωa

zx,y = 0, x ∈ mx
zx,y = 0, y ∈ my
ȳ
x̄ X
X

zx,y ≤ B

x=1 y=1

2.3

Application to the Gulf of Maine

In this section, the model developed in Section 2.2 2 is applied to examine the
optimal siting of wind farms in a 10 × 10 grid of possible sites in the Gulf of Maine.
Located off the North Atlantic coast of the United States, the Gulf of Maine has been
considered by developers for installing offshore wind farms.

2.3.1
2.3.1.1

Data for portfolio model
Wind data

The Gulf of Maine has a nearby data buoy maintained by the National Oceanic
and Atmospheric Administration (NOAA) with many years of wind data available, of
which we use 1994 through 2014 data (National Data Buoy Center, 2015). We use the
power law to extrapolate the hub height wind speeds from the buoy data (Manwell
et al., 2009; Schwartz et al., 2010). Figure 2.2 shows the distribution of wind speeds
for each direction at a hub height of 90m. The length of the cone in each direction
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indicates the frequency of each direction, for example, there’s an also 18% chance
of wind from the SW. Within each direction, the coloring indicates the cumulative
frequency of wind speeds, for example, there’s a 9% chance that will come from the
NE at less than 20 m/s.
A power curve defines the relationship between wind speed and power output
for a particular type of wind turbine, as shown in Figure 2.3. The turbine operates
at wind speeds above the cut-in speed and below the cut-out speed. Power out
increases cubically with the wind speed until the rated wind speed and power are
reached. Above the rated wind speed, power output remains constant. We take the
distributions from Figure 2.2 and convert the wind speeds into power outputs via the
power curve.
At low wind speeds, the revenue generated cannot compensate for the capital costs
of development and in these cases, the best choice is not to develop any wind farms.
At medium wind speeds, enough revenue is generated to recoup the capital costs;
however, when wind speeds are in the cubic section of the power curve, the wind
farms are very susceptible to the impacts of wake effects from any neighboring farms.
At high wind speeds, above the rated wind speed, the power output is constant, so
in these cases the wind farms are less impacted by wake effects from any neighbors.
Most areas have a prevailing wind direction, which in the Gulf of Maine is the
southwest, so we orient the grid of sites so that one edge faces the southwest direction.

2.3.1.2

Wind farm characteristics

In this application, we use wind farm units of nine 5 MW NREL reference turbines
(Jonkman et al., 2009) with a ten rotor diameter spacing, for a capacity of 45 MW
in an area of ≈ 14.3 km2 . To use the MILP model in (2.16), we define the power
outputs ρ1 , . . . , ρn for the possible wind speed distributions u1 , . . . , un as described in
the previous subsection. From the literature discussed in Appendix A, we estimate
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Figure 2.2. Wind speed distribution for eight wind directions. There is an almost
18% chance that wind will come from the SW and about half of that time it will be
between 5 and 10 m/s.

γ ≈ 0.063, which results in a reduction of ≈ 0.92 after the first farm for winds
approaching perpendicular to the edge of a wind farm. Using this, we calculate
different wind speed levels based on the free stream wind speed and use the power
curve, shown in Figure 2.3, to obtain power output levels (Jonkman et al., 2009).
The wind turbines begin operating at the cut-in wind speed, 3 m/s in this case. The
power output increases cubically with the wind speed up to the rated wind speed.
Above the rated speed, the power output is constant up to the maximum operating
wind speed of the turbine, or the cut-out speed, where the turbine will shut off.
We estimate the power produced in 5◦ direction bins and aggregate them into
expected power for the eight directions included in the model. The expected power
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Figure 2.3. Power curve for 5 MW reference turbine (Jonkman et al., 2009).

of each wind speed distribution, u1 , is then used as the free stream expected power
output, ρ1 , for the associated wind direction. Based on data available in the literature,
we estimate a decay function for the wind speed as it passes through a series of wind
farms (Barthelmie et al., 2009; Gaumond et al., 2014; Jiménez et al., 2015; Peña et al.,
2014; Walker et al., 2016). More details are provided in Appendix A. In order to find
the ρ2 values for each direction, each wind speed data point is subjected to the decay
function (A2) and a new wind speed distribution is found for a downwind farm, u2 .
Again, the expected power, ρ2 , is found for each direction. This procedure is repeated
until ρn is reached, where n = max{x̄, ȳ}.
Power output is converted to a profit value by calculating the net present value
over twenty years of operation with a social discount rate of 3%. The revenue calculation assumes a power purchase agreement for $0.20/kWh and overnight capital
costs of $6230/kW (U.S. Energy Information Administration, 2013). For simplicity, we assume uniform capital costs across all sites; however, in reality the capital
costs of sites will likely differ though these relationships remain unclear as technology
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evolves, and companies and regulatory agencies learn from successful U.S. projects.
It is straightforward to modify the model presented here to give each site a different
capital cost or to allow neighboring sites to share cable infrastructure through the
network structure.

2.3.2

Computation

For the wind directions perpendicular to an edge of the area, each row or column of
sites has 110 network (θ) variables from Equations (2.4)-(2.9) and 55 constraints. For
the wind directions along the diagonals of the area, a series of different size networks
totals 20,672 network variables and 11,632 constraints. The model also includes 100
z variables, one for each site in the area and each scenario includes 200 consistency
constraints which require the model to choose the same sites in each scenario. Thus
the model for a 10 × 10 grid has a total of 4, 400 + 20, 672 + 100 = 25, 172 variables
(θ’s and z’s) and a total of 2, 200 + 11, 632 + 1, 400 = 15, 232 constraints.
The model was implemented in Matlab and used Gurobi to solve the MILP problem. The eight wind direction scenario problem described above takes from seconds
to a few days, depending on the decay function and the constraints placed on the
problem. We consider this quick relative to the planning horizon and lifetime of an
offshore wind project, which takes years to plan and has a lifetime of 20-30 years.
The low decay cases solved more quickly than the high decay cases, with each reference case taking 1.5 seconds and 37 hours, respectively, on a computer with a quad
core 3.40 GHz processor with 8 GB of RAM. In both cases, the maximum run time
occurred while solving with a site budget constraint, almost 4 days for the low decay
case and 8 days for the high decay case.

2.3.3

Results

In this section, we describe the results and present optimal wind farm layouts
under different wind conditions, showing wind farms as black squares and open space

19

as white squares. The results presented here show how the different wind speeds
and wind directions influence the placement of wind farms and give a sense of the
underlying mechanics of the model and development of the optimal solution. In a
case where the wind speeds are mostly between the cut-in and rated wind speeds,
as in the case of winds from the southwest, we see results such as those in Figure
2.4. Figure 2.4 shows the optimal arrangement of wind farms if wind only came from
the southwest at the distribution observed for that direction in the data. The wind
farms are arranged such that the wind speeds can rebound between columns of wind
farms, allowing the wind farms to produce their maximum power all the time. The
only exception is the eighth and tenth columns, which are part of an edge effect that
occurs because there are no sites to consider beyond the tenth column of sites.

Figure 2.4. Optimal layout for wind from southwest direction only given its associated wind speed distribution and decay function.

In a case where the frequency of wind speeds above the rated speed is high, such
as in the case of winds from the northwest, we see a higher density of wind farms.
Figure 2.5 shows the optimal layout if wind only came from the northwest with the
wind speed distribution observed for the direction. In this case, the higher wind
speeds reduce the interactions between sites in terms of power and profit, countering
any benefits from foregoing wind farms and all sites are chosen for wind development.
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Figure 2.5. Optimal layout for wind from the northwest only and its associated
wind speed distribution and decay function.

In the case of wind from the south only, the diagonal direction means a larger
spacing between the turbines, and the decay is correspondingly reduced and again all
wind farm sites are chosen.
In the case of two wind directions with high frequencies of medium wind speeds,
such as in the case of winds from the southwest and southeast with equal probabilities,
we see how the alternating rows and columns of wind farms are combined to form
a checkerboard pattern from the most upwind corner of the area through the center
of the area (Figure 2.6). The most downwind corner shows an edge effect as the
number of downwind sites becomes very small. Both the southwest and southeast
wind directions have low frequencies of high wind speeds, making the overall density
of wind farms relatively low. In cases with higher frequencies of high wind speeds, the
density of wind farms will be higher, the checkerboard patterned area will be smaller
and the downwind edge effect will be larger.
In some cases, the symmetry of the wind conditions and the results indicate multiple optimal solutions; however, this seems confined to certain cases with high levels
of symmetry in wind direction, wind speed, and probabilities of each.
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Figure 2.6. Optimal layout for southwest and southeast winds, each occurring 50%
of the time, with their associated wind speed distributions and decay functions.

The optimal wind farm layout for all eight wind directions using the Gulf of Maine
data results in all sites developed, same as in Figure 2.5 above. The results indicate
that, ignoring the grid connection and environmental considerations, it is economically optimal to develop most or all of the sites when the wind speed distribution
is like that found in the Gulf of Maine. The losses between sites are insufficient
to warrant foregoing any development and all sites are chosen for wind farms. It
is important to note that the Gulf of Maine has quite high wind speeds and if the
interactions between the wind farms were stronger, either due to lower wind speeds
or different meteorological conditions, some sites might be excluded from the portfolio. Furthermore, given the existing uses of the offshore space, not all sites will be
developed, so it is important to consider the portfolio of offshore wind farms with a
constraint on the number of permitted sites.

2.3.4

Value of the portfolio approach

To demonstrate the value of the portfolio approach, we compare the results of
our model with those from a no planning model and a myopic planning model. The
no planning model implies that there is no social planner; developers choose each
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project only to maximize their own profits. The myopic planning model selects the
next site based on its own economic value and its impact on existing wind farms; this
represents a planner who only reacts to each new wind farm, rather than planning
ahead. All three models are solved for a range of values for the number of permitted
sites.
Both models begin by assessing the economic value of the available sites. In the
case of the myopic planning model, an additional step calculates the total value of
all existing sites with each of the candidate sites. In many cases, both models find
multiple maximizing choices; in these cases, the models choose at random and we
run each model 50 times. The no planning model will continue to add wind farms
until there are no more positive valued farms. The myopic planning model adds new
wind farms until an additional wind farm has a net negative economic effect on the
portfolio of wind farms.
With no external constraint on the percent of permitted sites, both the no planning
and myopic planning models develop all sites; however, depending on the percent of
permitted sites the heuristics perform as much as 2-3% worse than the portfolio
model’s optimal solution. In a sensitivity case of greater interactions, described in
Appendix A and C, the lost value can be as much as 6%. For billion-dollar offshore
wind projects, this would mean hundreds of millions of dollars of lost net present
value.
Figure 2.7 shows the losses from the best and worst performance over 50 runs of the
no planning and myopic models under different constraints on total development. As
the model starts building out, it can match the optimal portfolio value by selecting
new sites which are not adjacent to existing sites; however, once all of the nonadjacent sites are exhausted, the portfolio model performs better. Depending on the
early choices made by the no planning model, an adjacent site is first chosen when
15-25% of sites are developed. At levels below 15% of sites or at 100% of sites, the
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heuristics can do just as well as the optimization model, so there is no value to the
optimization model in these cases. For cases below 15% of sites, both the heuristics
and the model can easily choose sites that are not next to each other. As the percent
of site goes to zero, both the heuristics and the model will choose to use all of the
sites that are permitted and the range of alternatives shrinks. These results could
vary with the wind speed distributions and the decay function (Appendix B).

Figure 2.7. Loss relative to the optimal for the no planning and myopic solutions,
as a function of the percentage of sites restricted. The vertical line indicates where
the optimal solution occurs.

2.3.5

Ecological restrictions

If regulators want to restrict certain sets of sites from wind farm development
because, for instance, they are defined as ecological corridors, our model can assess
the impacts of these restrictions on the economic value of the sites for offshore wind
energy. As restricted corridors increase or become wider, as shown in Figure 2.8,
the optimal profit value decreases as shown in Figure 2.9. The losses increase as
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the number of sites restricted from wind farm development increases and the losses
are slightly higher when the restricted areas are all adjacent to each other. The
losses are higher for corridors aligned with the prevailing wind direction as opposed
to those perpendicular to the prevailing wind. Aligning corridors perpendicular to the
prevailing wind direction more closely resembles the optimal solution in mid-range
wind speed scenarios (Figure 2.4).

Figure 2.8. Examples of site restrictions (areas marked with X) for environmental
corridors, a corridor with width of three adjacent columns (left) and three nonadjacent
restricted columns (right).

Restricting sites from wind farm development has a nonproportional impact on
the total value of the sites: making half of the sites unavailable for wind farm development results in total value losses of less than half because the open area leaves
wind resources available to the other sites which are still available for wind farm
development.

2.4

Extensions

The model can easily accommodate modifications in the costs of offshore wind
farms in terms of distance from shore and electrical cable costs. In this work we
assumed the same capital costs across sites, however, sites which are further from
shore or in deeper water may have higher capital costs. The values of Cx,y in Equation
25

Figure 2.9. Impacts of environmental restrictions on total profit values.

(2.2) can be modified to reflect anticipated capital costs at different locations. Further,
the network structure used for the wake effects between wind farms could also be used
to model cost synergies between wind farm proximity and electrical infrastructure
costs by adding an additional dimension to the values assigned to each level in the
network. We hold these factors constant for simplicity, allowing more straightforward
explanations of the results of the model.
The ratio of the wind speed decay rate to the rebound rate drives the size of the
impact radius of a wind farm and the spacing between wind farms in the results.
The network model can be adjusted to accommodate different relationships between
decay and rebound rates. We assumed a symmetrical, 1:1 relationship between decay
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and rebound, but if this ratio were different, then the resulting density of the optimal
wind farm layout would be different.

2.5

Discussion and Conclusions

In this chapter we have formulated a model that represents the complex spatial
relationships between decision variables, in this case locations for wind farms, in a
tractable way. Our innovation is to represent the impacts of wind farm development
on the wind resource as a network flow model. This allows us to solve a complicated
spatial planning optimization problem at realistic scales with reasonable computational resources. From this, we can investigate the trade-offs inherent in siting wind
farms as well as the value of planning ahead.
The results of the model can be interpreted in term of the density of development
in different areas, suggesting that planners may want to create offshore zones where
higher or lower density wind farm development is permitted. More upwind areas,
such as those closer to shore in the case of the U.S. Atlantic coast, would be zoned
for lower density development. More downwind areas, further from shore, would be
zoned for higher density development.
This model allows planners to consider the costs (in terms of lost profit) of excluding areas from offshore wind energy development. These costs can be compared
with the value of the alternate uses such as fishing, shipping, and conservation. In the
context of high density, large-scale wind farm development, the potential trade-offs
with ecological conservation depend nonlinearly on the number of sites restricted from
potential wind farm development and how those sites are oriented to the prevailing
wind direction. The cost increases with the number of sites that are restricted, but
this is partially offset by gains in the wind resource from undeveloped sites. Migration
corridors are most costly when they align with the prevailing wind direction.
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As offshore wind farms begin to be built along the U.S. Atlantic coast, development
will most likely begin with the most upwind sites closest to the shore with a prevailing
southwest wind. These wind farms will have a large impact on any further downwind
farms and regulators should be mindful of this when planning and permitting initial
offshore wind farms. We have shown that if the overall wind farm development is
small, then a myopic planner can come very close to optimal wind farm development.
However, efficiently achieving high levels of wind farm development will require an
awareness of how current and future development will impact the whole of offshore
wind energy development. Given the challenges provided by climate change, large
scale offshore wind may be a realistic future scenario.
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CHAPTER 3
A MARKOV MODEL FOR PLANNING AND
PERMITTING OFFSHORE WIND ENERGY: A CASE
STUDY OF RADIO-TRACKED TERNS IN THE GULF
OF MAINE, USA

Reprinted from Journal of Environmental Management, Cranmer, A., Smetzer, J.,
Welch, L., Baker E., A Markov model for planning and permitting offshore wind
energy: A case study of radio-tracked terns in the Gulf of Maine, USA, 2017, with
permission from Elsevier.

3.1

Introduction

Environmental concerns are one of the key barriers to public acceptance and permitting of offshore wind energy development (OWED) in the US (Firestone and
Kempton, 2007; Goodale and Milman, 2016). The risk that wind farms can pose to
birds is a main environmental issue (Drewitt and Langston, 2006; Fox et al., 2006;
Langston, 2013; Schuster et al., 2015). Siting wind farms in a way that minimizes
adverse effects to wildlife is imperative for developing and sustaining public approval
and easing regulatory uncertainties (Firestone and Kempton, 2007; Firestone et al.,
2009; Goodale and Milman, 2016), but remains an exceedingly challenging task. The
difficulty of siting and permitting wind farms and understanding adverse environmental effects is heightened in offshore environments due to obstacles such as inadequate
baseline data on wildlife, limited understanding of movement patterns and habitat
use, and difficulty in collecting post-construction collision data (Goodale and Milman,
2016; Masden et al., 2015). Addressing the environmental uncertainties of OWED
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with empirical data and robust analytical tools is a critical step toward facilitating
a sustainable and timely development of this technology (Langston, 2013; Marques
et al., 2014).
As OWED proceeds in US waters, there is a need for spatial planning tools that
can quantitatively balance ecological, technical, and social factors (Langston, 2013).
Spatially-explicit optimization models are apt tools for modeling ecological, economic,
and social trade-offs of development scenarios, and have been used in terrestrial planning scenarios (Eichorn and Dreschler, 2010; Polasky et al., 2008). However, these
methods require estimates of space use and spatially-explicit collision probabilities
that can be difficult to acquire, especially for small marine birds.
A commonly used method for wind energy development is to develop an impact
function - describing collision fatality as a function of the distance between a wind
farm and a nesting site (Eichorn et al., 2012; Schaub, 2012). Although impact functions are commonly included in wind farm risk assessments (Carrete et al., 2012),
to date they have been developed using only theory and expert opinion rather than
empirical data (Eichorn et al., 2012; Schaub, 2012). In this paper, we develop a
methodology for using cutting edge data to produce empirically-based impact functions.
For cases in which a population of birds is homogeneous in location and behavior,
a Markov model can be used to model the movements of representative individual(s).
These models can be used to develop impact functions in circumstances where tracking
data are too sparse for more data-demanding agent- based methods (Eichorn et al.,
2012). Markov models are a particularly apt choice for modeling bird movements
because they are highly flexible and can be based on a large variety of data sources;
they therefore can serve as a consistent and versatile tool for modeling movement
data derived from rapidly evolving tracking technologies (Patterson et al., 2008).
Markov models can also be run at many different physical and temporal scales, and
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in continuous time (e.g. Baker 1989), giving great flexibility to modeling applications.
Finally, Markov models can be easily extended to simulation exercises (e.g. Cowling
et al. 1997), and therefore are a valuable tool for making predictions.
In this paper, we develop a new method for using automated VHF telemetry data
to derive impact functions for central-place foraging marine birds, based on a simple
Markov model. We apply the model to empirical data on the duration of foraging
flights and colony attendance bouts of common terns (Sterna hirundo) and Arctic
terns (S. paradisaea) in the Gulf of Maine. We demonstrate the model’s utility for
the development of impact functions, for identifying defensible set-back distances,
for quantifying the trade-offs between ecological risk and wind capacity in planning
scenarios, and for estimating mean number of fatalities. Since the data we use in
this application is limited, the results in this paper are not intended to specifically
inform management at the study site in Maine. Rather, we demonstrate the development of a new, flexible tool that can be adapted to specific management problems
when adequate data are available. To this end, we present results under simple scenarios to demonstrate easily understandable and intuitive qualitative insights, and
discuss important issues in data collection and model extension for applying this tool
successfully in an actual planning or management application.

3.2
3.2.1

Material and methods
Focal species

Common and Arctic terns are migratory water birds that nest colonially on islands and shorelines, and plunge dive and surface dip for prey. Both species are of
conservation concern in the eastern US and are under active management (U.S. Fish
and Wildlife Service, 2008, 2012a). Terns are expected to be at risk in the Atlantic
Ocean during the breeding, staging and migratory periods (Burger et al., 2011). The
degree to which wind energy development will impact terns in the US is still un-
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certain. Both species decreased in abundance at offshore pilot projects in Denmark
and the Netherlands (Vanermen et al., 2015), and experienced high collision fatality
rates (6.7 terns per turbine per year) at wind farms located < 1 km from colony sites
(Everaert and Stienen, 2007).

3.2.2

Field methods

In 2013 on Petit Manan Island in Steuben Maine, USA (44.3676◦ N, 67.8644◦ W),
we captured adult terns on the nest using walk-in treadle traps and bow nets (Burger
et al., 1995). We back-mounted 1.4 g Lotek Nano Tag coded VHF radio transmitters
(Avian NanoTag NTQB-4-2, Lotek Wireless Inc., Newmarket, ON; 163 day expected
tag life) with dissolvable sutures. The tags comprised <2 % of mean body mass for
all birds. Each transmitter emitted a uniquely coded signal at 166.380 MHz every
4-5 seconds, allowing us to track all individuals simultaneously. We tracked the terns
with an array of automated telemetry receivers deployed at the colony site on a 41
m lighthouse, and at surrounding islands (Fig. 3.1). Each telemetry station had
2-4 nine-element Yagi antenna mounted atop a structure, and a sensorgnome receiver
(www.sensorgnome.org) that continuously logged a GPS-synchronized time and signal
strength for each tag burst. We excluded false positives by requiring at least three
subsequent tag bursts of a given ID at multiples of the ID’s unique burst interval.
We used presence and absence data at the colony receiver to generate empirical
distributions of flight and attendance bout duration (i.e. discrete visits to the colony),
each in 4 min time bins. We used data from 7 individuals of each species that
exhibited consistent detections at night. We determined this by visually inspecting
plots of signal strength over time during nocturnal hours when terns generally spend
longer contiguous periods on the nest (Bluso-Demers et al., 2010). We only included
detections before July 25 in the analysis to ensure we excluded dispersal activity at
the end of the breeding season. We identified foraging trips by determining each
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Figure 3.1. Distribution of automated VHF telemetry receiving stations used to
track radio-tagged common terns and Arctic terns tagged at the Petit Manan Island
colony in Steuben Maine, USA during the 2013 breeding season. Lines show the
orientation of antennas and extend to an approximate maximum detection range of
4 km.

instance in which a bird was not detected at the colony for > 15 min and < 11 h.
This cutoff eliminated potential instances in which a bird could be at the colony but
undetectable for a short period due to topography or body position, but very likely
still captured most foraging events, based on maximum provisioning rates of roughly 2
feedings per hour in Gulf of Maine colonies (Rosell et al., 2000). We excluded absences
> 11 h from analyses as these events represented < 2% of the data and may signify
phenomena other than foraging events. We recorded 1,519 foraging flights for Arctic
terns and 994 for common terns. We summed the time span between subsequent tag
bursts by individual during each discrete visit to the colony to quantify the duration
of colony attendance bouts. We recorded 1,560 colony attendance bouts for Arctic
terns and 1,070 for common terns. We constructed empirical distributions (in 4 min
time bins) of flight duration and colony attendance bout duration by species, pooled
33

over the breeding season and over individuals to represent the average behavior across
the colony and breeding season. Finally, we calculated the percent of flight departures
that occurred on each of the four colony antennas for common and Arctic terns by
identifying the last antenna on which a bird was detected when initiating a foraging
movement.

3.2.3
3.2.3.1

Markov model
Model structure

We used a Markov model of bird movement around a colony to estimate the risk
turbine(s) at varying distance from the colony posed to an individual tern. Markov
models consist of an agent that represents the organisms in question, a set of states
in which the agent can exist, and a set of transition probabilities between the states
that is formulated as a matrix whose elements are the probabilities of transitioning
between each pair of states (Kulkarni, 2010; Ross, 2007). These stochastic models
represent systems whose future states depend only on the present state of the system
(Kulkarni, 2010; Ross, 2007).
The Markov model we developed is a movement model (Joo et al., 2013), so the
states represent physical space (Fig. 3.2A). The colony (C) is at the center of the
space described by the model, and the other states are rings of equal radial distance
defined in size by the distance a bird could travel over a given time. The tern is
assumed to begin at the colony state; in each subsequent time step, it can remain at
the colony, embark on a foraging flight (outbound arrow Fig. 3.2A), remain in flight,
or return to the colony (inbound arrow Fig. 3.2A). We represented each non-colony
location as both an outbound {1, 2, 3 . . . }, and inbound {1r, 2r, 3r . . . } state (Fig.
3.2B), to allow different behavior on inbound and outbound flights. For instance,
we assumed birds either made direct flights to known feeding areas during outbound
flights, or occasionally made nonlinear flights while seeking prey, since the location
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Figure 3.2. Conceptual diagram of Markov model. (A) Physical representation of
Markov model with colony state C, numbered states {1, 2, 3 . . . }, and fatality state M .
(B) Transition diagram for avian movement model with outbound states {1, 2, 3 . . . }
and inbound states {1r, 2r, 3r . . . }. Transitions between and within states, are shown
with arrows. A hypothetical turbine is in state three.

of food sources is highly dynamic (Perrow et al., 2011). To account for this in the
model we allowed birds engaged in outbound flight to remain in a state with a given
probability, but did not allow birds to move back toward the colony until they found
prey. We assumed a bird with prey returned directly to the colony to feed chicks with
a probability of one. A wind farm in the model (M ) represents a location (state)
where a bird could collide with a turbine and transition to the fatality state. The
fatality state was an absorbing state, meaning a bird remains in that state if it is
reached. The model assumes that there are no other sources of adult fatality since
the data only includes live birds that returned to the colony. To incorporate flight
direction in the model we divided the model space into a set of discrete departure
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cones θ (e.g. 70◦ - 85◦ ). We based the probability p(θ) of a flight departing within a
discrete departure cone θ on empirical departure data from the study site.

3.2.3.2

Model parameterization

The results of the Markov model depend on important input parameters that can
vary according to the application of the model, the study species, and the limitations
and form of the empirical data. For example, in this study the terns are detected on
the colony antenna at a range of 4 km, so the colony state is made up of the area
within the 4 km range. We set the duration t of each time step at 4 min and assumed
a flight speed of 32.5 kph, based on mean flight speeds of 25-40 kph observed in this
and other studies (Hatch, 2002; Nisbet, 2002)(JRS, unpublished data). The width of
each ring (i.e. state) is approximately 1 km, the distance a tern can fly in 4 minutes
and a reasonable spacing between 5 MW wind turbines. We considered a season of
32,400 time steps, or 90 days, to represent the time span that terns typically spend at
breeding colonies (Hatch, 2002; Nisbet, 2002). We set the maximum number of rings
(i.e. states) in the model based on the longest absence we included for any individual
(650 mins). Assuming linear flight, this equated to 162 inbound and outbound states.
The model operates based on a matrix of probabilities, P (d, θM ), whose elements
are pij , where i is the state that the bird came from and j is the state the bird went
to, d is distance of the wind turbine from the colony, and θM is the direction cone (i.e.
70◦ - 85◦ ) in which the wind turbine is located. We used the empirical distribution
of colony attendance bout durations to parameterize the probability of remaining
at the colony, pCC , from one time step to the next. Once a bird initiated a flight
we used the empirical distribution of flight duration to determine the probability of
continuing a flight, transitioning from state i to state i + 1, during a foraging bout
(see Appendix D). To allow for non-linear outbound foraging flights (representing
birds in search of prey), a bird could continue an outbound flight in a given time step

36

with probability pi,i+1 or remain in its current state i with a probability pi , i = q.
We did not have empirical data on spatial foraging behavior at this colony, so we
estimated q from a visual tracking study at two colonies in the United Kingdom that
observed 60 breeding-season foraging trips of 25 common terns and 28 trips of 7 Arctic
terns (Perrow et al., 2011). Based on the mean total flight distances and mean total
displacement from the colony during foraging bouts in the Perrow et al. (2011) study,
69% of travel distance was indirect, non-linear flight for common terns, and 67% for
Arctic terns. We used a base value of 70% for q, and did sensitivity analysis with
values of 60 and 80%. Once a bird initiated a return flight to the colony, we assigned
the probability of moving from state ir to state (i − 1)r as one, in order to represent
direct return flights.
Table 3.1. Percent of departures occurring on each of the four antennas located at
the Petit Manan Island breeding colony for common and Arctic terns. Data are from
automated VHF radio telemetry conducted at Petit Manan Island in Steuben Maine
from June 13 - July 25 2013.

Species
Common Tern
Arctic Tern

Departure Directions (%)
ESE NE SSW SSE
8.5
33.1 40.1 18.3
4.2
18.1 64.7 13.1

We used the observed frequency of departure on the four colony antennas to
parameterize the probability of flights initiated in each direction by species (Table
3.1). We credited each departure to only one antenna, and assigned each antenna a
liberal 90◦ cone of horizontal detection centered on the antennas’ orientation, based
on the beam pattern of the 9-element Yagi antennas used in the study. We assumed
all departure directions within each antenna’s detection range were equally likely. For
all instances in which the assumed detection range of two antennas overlapped, we
added the probabilities within the range of overlap (Fig. 3.3). This left us with eight
discrete directions (Table 3.2), though we excluded the eighth direction altogether
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since the antennas did not cover it. A simple assumption of equally likely transitions
between directions does not change the probability of occupancy or the probability
of fatality. Knowledge of the locations of prey could inform the probability of flying
between different directions; however, this information is unknown. Therefore, we
assumed that the direction of departure was the direction of travel for the entire
flight.
Table 3.2. Percentage of departure per degree in each degree range (below). Data
are from automated telemetry conducted on Petit Manan Island, Maine in summer
2013.
Bin

Degree
range (θ)

1
2
3
4
5
6
7
8

207-255
165-207
160-165
117-160
85-117
70-85
355-70
255-355

Common Tern
Departures
Probability
per degree of departure
(%)
(%)
0.446
21.4
0.649
27.3
0.203
1.0
0.298
12.8
0.094
3.0
0.462
6.9
0.368
27.6
0
0

Arctic Tern
Departures
per degree
(%)
0.719
0.864
0.145
0.191
0.046
0.247
0.201
0

Probability
of departure
(%)
34.5
36.3
0.7
8.2
1.5
3.7
15.1
0

The model we have outlined to this point represents bird movements. To explore
fatalities under different development scenarios we placed 5 MW turbine(s) (Jonkman
et al., 2009) in the landscape of the model. This turbine is comparable in size to those
proposed for Cape Wind (7.5 m longer in blade length) for which Hatch and Brault
(2007) previously developed collision probabilities for terns using the Band et al.
(2007) model. This size turbine is also typically spaced at roughly 1 km intervals
within a wind farm (Musial et al., 2013a,b,c), which is the size of each non-colony
state in the model, given the flight speed and time step used. To estimate the adverse
effects of wind turbines in this system, we specified a probability of fatality piM (d, θM ),
the probability of transitioning during a single time step to the fatality state from
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Figure 3.3. Antenna orientations are shown in A, with a 90◦ angle shown around
one antenna in grey for demonstration. The eight directional cones are shown in B,
with the antenna in grey dashed lines.

state i , as

piM (d, θM ) = m(d, i) ∗ p(θM ) ∗ p(rotor area|i, θM ) ∗ p(collision|rotor area)

(3.1)

where d is the distance from the colony to a wind turbine; θM is the discrete direction
cone (i.e. 70◦ -85◦ ) in which the turbine is located; m(d, i) is an indicator variable that
is one if d falls within the state i and zero otherwise; and p(θM ) is the probability
of a bird departing in direction cone θM . If we dont distinguish directions, we can
define θ to be the entire cone between 355◦ and 255◦ , and p(θM ) = 1. We assume
that the birds do not move between the discrete directions on their flights. The term
p(rotor area|i, θM ), is the probability of being in the rotor area given that a bird is in
state i and direction cone θM . This is equal to the area of the rotor divided by the
area of the wedge in which the turbine is located, where the wedge is described by
state i and the size of the direction cone θM . The area of the rotor is the rectangle
defined by the rotor diameter and the sum of the maximum blade chord length and
the body length of the bird (Band, 2012). The probability of a fatality is thus driven
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by 1) whether a turbine is in state i, m(d, i), 2) the probability that a bird flies in
the direction in which the turbine is located, p(θM ), 3) the probability that a bird
will pass through the area of the rotor, p(rotor area|i, θM ), and 4) the probability of
collision given that a bird passes through the area of the rotor, p(collision|rotor area).
Further mathematical details are provided in Appendix D.
There are a wide variety of behavioral and environmental factors that can contribute to the probability of collision for a bird that approaches the rotor area (Band,
2012; Band et al., 2007; Barrios and Rodriguez, 2004; Drewitt and Langston, 2008;
Eichorn et al., 2012; Furness et al., 2013; Langston, 2013). Rather than specifying
and varying these underlying parameters across model runs, we ran the model under
a range of collision probabilities. We used observed collision probability values of
0.030 and 0.007 (Everaert and Stienen, 2007), and theoretical values of 0.240, 0.130,
0.046, and 0.004 based on the 0.027 no-avoidance collision probability calculated for
the morphologically and behaviorally similar roseate tern (S. dougallii; Hatch and
Brault, 2007), and adjusted for avoidance using

p(collision|rotor area) = 0.027 ∗ (1 − p(avoidance))

(3.2)

where p(collision|rotor area) is the theoretical probability of collision and p(avoidance)
is probability of avoidance. We used empirically observed avoidance values of 91%
(Everaert and Stienen, 2007), and theoretical values of 95, 98.3, and 99.85% used in
collision risk models (e.g. Band et al. (2007); Hatch and Brault (2007)). The range of
collision probabilities used in the model (Table 3.3) represents periods of high avoidance (Chamberlain et al., 2006), and ones of lower avoidance that are possible during
chick rearing or food stress (Everaert and Stienen, 2007; Henderson et al., 1996).
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Table 3.3. Collision probabilities used in Markov movement model, including empirically observed collision probabilities, and theoretical collision probabilities based
on estimates of non-avoidance collision probability for terns, and commonly applied
avoidance probabilities.
Non-avoidance collision probability
(%)
2.70∗
2.70
2.70
NA
NA
2.70

Avoidance (%)
91.00†
95.30∗
98.30∗
NA
NA
99.85‡

Collision
(%)
0.240¶
0.130¶
0.046¶
0.030†
0.007†
0.004¶

probability

* Hatch and Brault (2007)
†Everaert and Stienen (2007)
‡Band et al. (2007)
¶Theoretical collision probability based on 2.7% non-avoidance collision probability
for roseate terns, and commonly applied avoidance probabilities.
3.2.3.3

Impact function

In Matlab (The MathWorks, Inc., 2014), we developed the Markov model to derive
an impact function, r(d, θ, n) where d is the distance of a wind turbine from the colony,
θ is the direction cone in which the turbines are located, n is the number of time steps,
and r(d, θ, n) is the probability of fatality of a single tern from a wind turbine at a
distance d and location θ over n time steps. This can be extended to multiple wind
turbines at an average distance d. We developed the impact function by using the
transition matrix to calculate the probability of fatality once turbine(s) were put
into the system (see Appendix D). Briefly, the probability of fatality over time is
the complement of the cumulative probability of not reaching the fatality state; we
calculated this with an adjusted matrix, B(d, θ), created by removing the row and
column of the fatality state from the transition matrix, P (d, θ). The cumulative
probability of not dying over n time periods is

v(d, θ, n) = B n (d, θ) ∗ e
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(3.3)

where e is a column vector of ones matching the number of columns in the matrix
B(d, θ), v(d, θ, n) is a vector of cumulative probabilities where each element is the
probability of not reaching the fatality state given an initial state i. Assuming a bird
starts at the colony state C, the probability of fatality is given by

r(d, θ, n) = 1vc (d, θ, n)

(3.4)

where vc (d, θ, n) corresponds to initial state C.
3.2.3.4

Model scenarios

We derived impact functions under an initial set of simplistic model scenarios
in which we assumed equal probability of flight direction, and a 0.7 probability of
remaining in each state during the outbound flight. We ran these models for each
species separately, under the six collision probabilities, with a single turbine located
{4, 5, 6 . . . , 33 km} from the center of the colony. We also ran an additional set of
models with a single turbine located {4, 5, 6 . . . , 33 km} from the center of the colony,
with the probability of remaining in a state during outbound flight set to 0.6 and 0.8
to assess sensitivity to this parameter. For all the model runs described above, the
derived impact functions applied to all directions, since we assumed uniform flight
departure probability. If flight directions are highly variable from year to year, this
simple model would represent the long-run probability of collision averaged over all
directions. If, however, flight directions are relatively stable from season to season
an assumption of equal flight probability could result in significant underestimates or
overestimates of collision fatality, depending on the location of turbines relative to
the most highly-traveled flight paths.
In a second set of simple scenarios, we demonstrated the model’s ability to quantify
collision risk in each specific direction cone. We ran the model for each species with
a single turbine located at {4, 5, 6 . . . , 33 km}, and in each model run, we varied
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the turbine location to each of the seven directions for which we have data on the
probability of flight departure. In this formulation, we changed the probability of
fatality for a given heading from the colony by adjusting the probability of being in
the rotor area when a bird was in flight (Table 3.2). Finally, we ran the model using
the empirical flight probabilities, but with no turbines in the system, to demonstrate
how this tool can be used to develop estimates of space use for central-place foragers.

3.3

Results

Since we ran the model using only one year of data, we present model results here
to demonstrate the model output, and the type of heuristic comparisons possible with
limited data, rather than making specific recommendations for wind energy planning
at this site. The probability of fatality diminished for both species as the distance
from the colony increased (Fig. 3.4). The shape of the impact function reflects the
distribution of absence durations used to parameterize the model and indicates that
moving a wind farm from 5 km away to 10 km away from the colony results in a
larger reduction of risk than moving a wind farm from 15 km to 20 km. Collision
fatality was greater for Arctic terns than for common terns when turbines were < 9
km from the colony, but at distances > 9 km this was reversed (Fig. 3.4). Arctic
terns made shorter flights on average than common terns, and were therefore more
likely than common terns to encounter a wind farm close to the colony.
Both species departed most commonly to the south-southwest, and least frequently
to the east-southeast (Fig. 3.5), but space use appeared to be more concentrated
for Arctic terns than common terns. Reflecting this, the probability of fatality was
greatest for both species with a turbine at a bearing of 165- 207◦ from the colony and
lowest for a turbine oriented at 85-117◦ (Fig. 3.6).
The results indicate that the model output is sensitive to input parameters, especially at locations closest to the colony. For instance, an increase in collision proba-
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Impact functions
Arctic terns

Collision Probability
0.24%
0.13%
0.046%
0.03%
0.007%
0.004%

0.015

Risk of fatality (%)

0.010
0.005
0.000

Common terns
0.015
0.010
0.005
0.000
5

10

15

20

Distance from colony (km)
Figure 3.4. Impact function for Arctic terns (top) and common terns (bottom) at a
range of collision probabilities for a single 5 MW turbine. Only distances 20 km are
shown for ease of graphical interpretation. These results are based on a Markov model
that assumed uniform departure flight orientation probability, a 70% probability of
remaining in a state to forage during outbound flights, and excluded the landscape
to the northwest of the colony (256-354◦ ) not covered by the antennas.
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Figure 3.5. Probability of occupancy for common and Arctic terns in the landscape
around the colony (point 0, 0), covered by the antenna array. These results are based
on a Markov model with 70% probability of remaining in a state to forage during
outbound flights. Probability of occupancy at the colony was 41.8% for common
terns and 37.6% for Arctic terns.
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Impact functions with turbines at
different bearings from colony
Bearing to turbine

Arctic terns

0.030

uniform
355−70 °
70−85 °
85−117 °
117−160 °
160−165 °
165−207 °
207−255 °

0.025
0.020

Risk of fatality (%)

0.015
0.010
0.005
0.000
0.025

Common terns

0.020
0.015
0.010
0.005
0.000
5

10

15

20

Distance from colony (km)
Figure 3.6. Probability of fatality for Arctic terns (top) and common terns (bottom) with a single turbine located a distance of 4-20 km from the center of the colony
at different bearings, and under a scenario that assumed uniform flight orientation
probabilities. These results are based on a Markov model that assumed a 0.24% collision probability, a 70% probability of remaining in a state to forage during outbound
flights, and excluded the landscape to the northwest of the colony (256◦ -354◦ ) not
covered by the antennas.
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bility resulted in a similar increase in probability of fatality (Fig. 3.4). Furthermore,
when we increased the probability of nonlinear outbound flight used in the model (q),
probability of fatality increased at distances < 8 km; beyond this distance from the
colony, probability of collision was similar across q values (Fig. 3.7).

3.4
3.4.1

Discussion
Application and utility of model results

We used empirical colony attendance data to demonstrate the utility of a novel
Markov model in general terms, and ran the model under simple scenarios to demonstrate easily understandable and intuitive results. Since we developed the model with
limited data the results are not intended to be used for specific management or planning purposes, but rather to demonstrate the model’s utility. Applying the model
successfully in a specific wind farm planning exercise will require multiple years of
data as movement patterns, departure flight orientations, and important foraging areas can be highly variable from year to year in dynamic marine systems (Thaxter
et al., 2015). Typically, 2-3 years of data are required to capture the temporal and
spatial variability of seabirds (Kinlan et al., 2012). Thus, we recommend the use
of this model following the standards for offshore wind energy impact assessments,
employing data collected over a period of 2-4 years. The U.S. Fish and Wildlife
Service’s land-based wind energy guidelines recommend a minimum of two years of
site-specific avian baseline data be collected for permitting, and additional years of
study if baseline data indicates a moderate to high risk to avian species (U.S. Fish
and Wildlife Service, 2012b). In the United Kingdom, a bare minimum of two years
of data are similarly required for avian monitoring (Langston, 2013). Though the Bureau of Ocean and Energy Management made similar recommendations for renewable
energy development in federal waters (Bureau of Ocean Energy Management, 2013),
avian surveys occurred over four years for the proposed Cape Wind facility (Minerals
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Model sensitivity to probability of remaining
in a state during outbound flight (q)
0.025

Arctic terns

0.020

Risk of fatality (%)

0.015
0.010
0.005
0.000
0.020
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0.015
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Figure 3.7. Sensitivity of model output to the probability of remaining in a state
during outbound flight (i.e. to represent foraging behavior) for Arctic tern (top) and
common tern (bottom). These results are based on a Markov model that assumed
a 0.24% collision probability, uniform departure flight orientation probability, and
excluded the landscape to the northwest of the colony (256◦ -354◦ ) not covered by the
antennas.
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Management Service, 2009), and over three years for the Block Island Wind Farm
(U.S. Army Corps of Engineers, 2014). Thus, the required data for this model may
be reasonably collected within the typical timeline of a wind energy project’s impact
studies.
The results presented for this case study demonstrate a wide variety of model
applications. For one, we derive an empirically-derived impact function (e.g. Fig.
3.3, 3.7) that can be used instead of opinion-based impact functions. These can be
used during marine spatial planning exercises to determine setback distances and test
different development scenarios and locations under a maximum level of tolerable
risk for the breeding populations exposed to the wind farms. For instance, under a
(hypothetical) threshold for maximum annual probability of fatality per individual of
1.48×10−4 for common terns and 1.9×10−4 for Arctic terns at this colony site, a single
turbine could be placed 4 km away from the colony. If stakeholders wanted to increase
the development scenario to 25 MW (with equivalent turbines), they would need to
be located at least 10 km away from the colony to remain under the risk thresholds.
Similarly, 125, 245, and 500 MW wind farms would need to be an average of at least
13, 19, and 24 km away from the colony, respectively. Building a larger wind farm
with the same risk threshold would require building further from the colony (and
therefore from shore), increasing the capital cost of development. The results also
highlight the model’s utility for balancing the needs of multiple species. For instance,
in this example the risk posed to Arctic terns would dominate decision making for a
wind farm that was planned < 10 km from the colony whereas planning at locations
> 10 km may be driven more by the needs of common terns. In addition, the model
revealed that the increase in probability of fatality differed by distance to the colony
in a non-linear manner for both species; the ability to quantify this type of complex
and non-linear relationship is critical for balancing development and conservation
goals.
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The impact function can also be developed under directional flight to plan across
the landscape to meet risk and capacity goals if departure flight orientations and
flight durations are consistent from year to year. For instance, a 125 MW wind farm
located at a bearing of 85-117◦ from the Petit Manan Island colony at an average of
8 km would have the same probability of fatality as turbines placed an average of 16
km from the colony, at a bearing of 165-207◦ . Similarly, a 500 MW farm placed 12
km from the colony at 85-117◦ or a 50 MW wind farm at 14 km in 165-207◦ would
equate to the same level of mean collision probability per individual. Whatever
the arrangement, holding risk constant, building at a bearing of 85-117◦ from the
colony would be better than building at 165-207◦ because it would maximize power
production and minimize development costs by allowing larger development scenarios
closer to the coastline. Alternatively, if departure flight orientation is highly variable
from year to year, an impact function using random flight orientations would be most
apt for guiding development planning at a specific site. This again highlights that
effectively using the model in an actual planning exercise requires multiple years of
site-specific data.
The model output can also be used to generate expected fatality under different
development scenarios by multiplying the probability of fatality for a species by the
number of individuals at the colony. For instance, the colony sampled for this study
supported 817 pairs of common terns and 616 pairs of Arctic terns in 2013 (U.S. Fish
and Wildlife Service, 2013). Under a collision probability of 0.24%, a single turbine
placed 5 km from the colony at 70-85◦ predicted an average of 0.24 common tern
deaths per year, whereas a single turbine 5 km from the colony at 160-165◦ predicted
an average of 0.10. In this manner, the model can be used to quantitatively compare
the ecological impacts of different development alternatives as required under the
U.S. National Environmental Policy Act during permitting. Though our estimates
are lower than the annual fatality estimates recorded at the Zeebrugge wind farm in
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Belgium (6.7 terns/turbine; Everaert and Stienen, 2007), where turbines were 100800 m from a colony, we were limited to placing hypothetical turbines 4 km from the
colony.
The case study results highlight additional input data that would be useful to
collect to apply this model in a specific wind energy development scenario. Consistent
with the U.S. Fish and Wildlife Service wind energy guidelines (U.S. Fish and Wildlife
Service, 2012b) and European experience in wind energy planning (Langston, 2013) at
least 2-3 years of site-specific data should be collected to use the model confidently in
wind energy planning. Since the probability of fatality was sensitive to collision risk,
more in-depth study of collision risk or avoidance probability at existing wind farms
would be beneficial. Sensitivity to the probability of non-linear flight, q, demonstrates
that site-specific data on the degree to which a species exhibits non-linear flight based
on visual tracking (e.g. Perrow et al., 2011) are also necessary for using the model
effectively for wind energy planning. Furthermore, in this case study we were limited
to constructing an impact function at distances 4 km from the colony because birds
could be detected up to this distance out on the colony antenna. As such, it is difficult
to compare our collision fatality estimates to observed annual collision fatality values,
such as the 6.7 terns/turbine observed at the Zeebrugge wind farm in Belgium where
turbines were 100-800 m from a colony. As demonstrated by the high collision rates
at the Zeebrugge facility for turbines located < 800 m from the colony, it would
be useful to construct impact functions in a 0- 10 km range, in cases where a wind
farm is proposed at a site in that range. When collecting data for specific wind
energy planning applications, use of multiple short-range omnidirectional antennas
at a colony site would allow for an impact function that covered distances from
the immediate vicinity of the colony and outward. Finally, use of more directional
antennas at a site that allowed for finer-scale resolution of departure orientation (e.g.
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Smolinsky et al., 2013) and coverage of the entire region around a colony would be
most effective for planning across the full landscape.

3.4.2

Model extensions and opportunities

Though we developed a very simplistic model of bird behavior in this study, the
Markov model can easily be used to model bird behavior in a more sophisticated
manner. For instance, we assumed constant collision probability, which in many cases
may be related to the configuration and distribution of turbines (De Lucas et al., 2008;
Ferrer et al., 2012), and thus unequal across a wind farm (Masden and Cook, 2016).
The Markov model can address this complexity by varying the collision probability
across the turbines in the landscape to generate more accurate fatality estimates;
macro-avoidance can be similarly modeled, where data are available. Moreover, the
model could allow birds to move between direction sectors if data on the probability of
these transitions were available. Finally, although we generalized over the population
and breeding season for each species by pooling data, the model could be used to
construct impact functions and estimate collision fatality for different groups or time
periods by parsing empirical distributions of flight duration and colony attendance
duration by factors of interest, such as sex or nest status. This is important because
movement patterns, colony attendance, and collision probability can vary significantly
for some marine birds by sex, time of day, time of year and even by target prey (BlusoDemers et al., 2010; Camphyusen, 2011; Garthe and Hüppop, 2004; Stienen et al.,
2008; Thaxter et al., 2015).
The model we presented is also a highly adaptable tool that can easily be extended
to address more complex questions when data are available. For instance, the model
can be parameterized with greater detail for specific planning applications when multiple years of site-specific data are collected. In such a case, the model can consider
a range of alternative wind farm designs with multiple turbines spanning a range
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of distances and directions, to compare across non-linear and complex scenarios. In
extension, collision probability results can be combined with assessments of cost and
power production in an optimization framework to identify alternatives that minimize
collision risks to multiple species and maximize power production and profits. Fatality estimates can also provide useful information for investigating population-level
effects via demographic models, particularly if they are generated for different age
and sex groups, and across different time periods.
One of the great strengths of this Markov model as a spatial planning tool is
its flexibility. For instance, though we focused in this study on common and Arctic
terns, the model could easily be applied to other central-place foragers, including the
federally listed roseate tern if empirical data were collected. The model is also flexible enough to accommodate different wind turbine specifications, and can employ
a variety of collision risk models in equation 1 (e.g. Masden and Cook, 2016). In
addition, although we parameterized the transition probabilities in this case study
with duration of absences and colony attendance bouts, data on actual foraging locations could also be used to parameterize the probability of moving from one state
to another. This versatility means the model can be extended (and likely improved)
with telemetry or GPS data that documents actual foraging locations, and will help
the model to remain a useful tool in wind energy planning and permitting as bird
tracking technology expands.
Finally, the model is also flexible enough to incorporate stochasticity in a variety
of manners, and with greater complexity than demonstrated here. Incorporating error in collision fatality estimates is a much-needed development (Masden and Cook,
2016) that could be flexibly met with our model, based on availability of data. We
integrated multiple sources of uncertainty by considering a range of collision probabilities. However, for a specific planning application, the model could be adapted
such that factors that are likely to contribute to variability in collision probability
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such as wind direction, avoidance rates, angle of approach, flight altitude, etc. can
each be incorporated as additional states, with transition probabilities for these states
included in the modeling exercises. Furthermore, in this study we present a range of
individual point estimates for collision probability under a range of input parameters
to generate simple intuitive results, and to explore how the input parameters influence model results. However, the model can be run thousands of times over a large
range of the various input parameters drawn from error distributions in each model
run, and the mean output values and their 95% quantiles can be presented to indicate
confidence in the results.

3.5

Conclusions

Data on flight routes and foraging areas for small marine species is extremely
useful in wind energy planning, but exceedingly difficult to collect (Bogdanova et al.,
2014). We have developed a novel Markov model that can use easily-attainable VHF
automated radio telemetry data to inform wind energy planning. Our results demonstrate that even sparse data can be used as a heuristic tool to qualitatively compare
development scenarios. Given multi-year, site-specific data, the model can be used
to derive an impact function, and determine defensible setback distances under a
landscape-scale planning approach. Determining no-development exclusion zones and
identifying priority areas for finer-scale siting studies and monitoring efforts is often
the first step in marine spatial planning exercises. The model can also be of utility in
the U.S. NEPA process to estimate and compare collision fatality under a range of alternative spatially-explicit industrial-scale development scenarios. Fatality estimates
can also provide important information for demographic models designed to investigate population-level effects under a specific development plan. This Markov model
can guide managers in balancing wind energy development and conservation goals by
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providing qualitative insights in cases of limited data, or serving as a quantitative
tool when more extensive data are available.
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CHAPTER 4
VALUING OFFSHORE WIND ENERGY

4.1

Introduction

The U.S. Department of Energy and the Commonwealth of Massachusetts have
set ambitious goals for offshore wind energy development (An Act to Promote Energy
Diversity, 2016; U.S. Department of Energy, 2016). Offshore wind energy can contribute to mitigating climate change, but addressing concerns about local ecosystem
impacts are central to the permitting process. The Bureau of Ocean Energy Management (BOEM) coordinates with the U.S. Fish and Wildlife Service and other agencies
in data collection and assessment for offshore wind farm permitting. Coastal waters
provide critical habitat for threatened and endangered species as well as the livelihood
of many coastal residents. These critical ecosystems are at risk from the impacts of
climate change and potentially from offshore wind farms. Therefore, we need a way to
compare the potential impacts of offshore wind energy development on local ecosystems and on climate change. This paper provides a model for thinking about the
global value of offshore wind energy in terms of its potential to contribute to climate
change mitigation. Local and regional decision makers can then compare the global
value with the local impacts to make trade-offs appropriate for their community.
To estimate the value of offshore wind energy, we incorporate offshore wind energy
into an integrated assessment model (IAM), the Global Change Assessment Model,
USA version (GCAM-USA). The GCAM-USA model is a global model which models each state in the US in addition to the other 31 global regions considered in the
release version. It couples energy technologies with the economy, land use, and the
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climate (Joint Global Change Research Institute, 2016; Pacific Northwest National
Laboratory, 2016). GCAM can estimate the cost of abatement and the global mean
temperature change under different conditions. Damage functions convert temperature change into monetary damages over the rest of the century. Across a range of
policy cases, we look at how changes in the cost of abatement and the cost of damages
contribute to the total value of permitting offshore wind energy over the rest of the
century. We note that we use the word “permitting” in both of its senses: permitting
as in allowing, and permitting as the process of issuing permits for construction.
The next section describes how we model the value of offshore wind energy in
the context of climate change. Section 4.3 describes the data and methods used
to generate our estimates. Specifically, we discuss the creation of the offshore wind
energy supply curves and the damage functions used. Section 4.4 describes the results
and Section 4.5 concludes.

4.2

The value of offshore wind energy: Conceptual model

The net environmental value of a technology, as we define it, is related to the
total cost of climate change, which is composed of two main factors: the cost of
abatement and the level of climate damages. Define φ as the climate policy, ψ as a
set of parameters such as the cost trajectory of offshore wind energy or the exponent
of climate damages, and R as the set of available energy generating technologies. Let
T C(φ, ψ, R) be the total cost from climate change, including the cost of reducing
emissions and the cost of damages caused by climate change. The value of permitting
offshore wind energy is V (φ, ψ) = T C(φ, ψ, R0 ) − T C(φ, ψ, Rw ), the difference in the
total costs of climate change without and with offshore wind energy, respectively.
We focus on two endogenous variables that are the outcome of a decision process, typically an optimization, but we also leave open the option of other decision
processes, such as satisficing. These are abatement, representing an abatement path,
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µ∗ (φ, ψ, R), and the portfolio of energy generation, S ∗ (φ, ψ, R), defined as the time
path of the amount of energy generated from different technologies. Abatement is
the fraction of emissions reduced below a “business as usual” (BAU) level. In a BAU
case, there is no explicit climate policy. For example, if the policy φ is BAU and we
have baseline technologies, R0 , then we define abatement µ∗ to be zero. If the policy
φ is a carbon tax, then µ∗ is the level of abatement that arises in the economy for the
specified level of the tax.
The cost of abatement depends directly on the amount of abatement, the portfolio
of energy technologies, and other parameters, C(µ, S, ψ). The damages from climate
change depend on the abatement and other parameters, D(µ, ψ). Other parameters
include, for example, the costs of technology for offshore wind farms and parameters
of the damage function.

T C(φ, ψ, R) = C(µ∗ (φ, ψ, R), S ∗ (φ, ψ, R), ψ) + D(µ∗ (φ, ψ, R), ψ)

(4.1)

Define µ0 ≡ µ∗ (φ, ψ, R0 ), where R0 does not include offshore wind. Define S 0 ≡
S ∗ (φ, ψ, R0 ), similarly. Now, consider the case where wind is permitted; define µw ≡
µ∗ (φ, ψ, Rw ) and S w similarly. From here on, we write only µ0 , µw , S 0 or S w and
suppress φ, ψ, and R in these endogenous variables. The value of permitting offshore
wind energy is:


 

V (φ, ψ) = C(µ0 , S 0 , ψ) + D(µ0 , ψ) − C(µw , S w , ψ) + D(µw , ψ)

(4.2)

where the endogenous variables depend on φ, ψ and R as discussed above.
Depending on the climate policy, this value, V , derives from different components
of Equation 4.2. Rearranging this equation shows the value as the sum of the change
in the cost of abatement and the change in the cost of damages.
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V (φ, ψ) = C(µ0 , S 0 , ψ) − C(µw , S w , ψ) + D(µ0 , ψ) − D(µw , ψ)

(4.3)

Further rearranging gives the following equation, showing that the value is the sum
of the reduced cost of abatement resulting from the change in technology availability
for a given level of abatement, in the first term, and the net value resulting from the
change in abatement, in the second term.



V (φ, ψ) = C(µ0 , S 0 , ψ) − C(µ0 , S w , ψ) +
n
 
o
C(µ0 , S w , ψ) − C(µw , S w , ψ) + D(µ0 , ψ) − D(µw , ψ)

(4.4)

The first term in square brackets represents the change in the cost of a fixed level
of abatement due to the introduction of offshore wind. The second term, in curly
brackets, represents the change in costs due to changing the level of abatement. The
first term within this term is the change in abatement costs, the second term is the
change in damage costs. Note that if offshore wind is a low cost option for abatement
and if abatement is responsive to costs, we would expect the first term to be positive;
the first part of the second term to be negative, and the second part of the second
term to be positive.
In the case of a BAU policy, with no pricing of carbon or limits on carbon emissions, we assume that offshore wind is used only if it is economical to do so. Therefore, we assume that the overall cost of abatement will not change: C(µ0 , S 0 , ψ) −
C(µw , S w , ψ) will be equal to zero in this case. It could, however, reduce the cost of
damages if it displaces fossil fuel generation and lowers emissions. Thus:

V (BAU, ψ) = D(µ0 , ψ) − D(µw , ψ)
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In the case of an emission cap, permitting offshore wind projects will not change
the level of abatement, which is defined by the policy; however, it could reduce the
cost of abatement if offshore wind energy is a less expensive abatement option.

V (Cap, ψ) = C(µ0 , S 0 , ψ) − C(µ0 , S w , ψ)

Under a carbon tax policy, the value of offshore wind energy is derived from both
the change in the cost of abatement as well as the change in the cost of damages
(Eq. 4.3). In this case, we can choose both the level of abatement and the energy
generation portfolio.
We use this conceptual model to estimate the value of offshore wind across a
range of climate policy scenarios and offshore wind technology cost scenarios. The
next section describes the data sources and the calculations required to generate these
estimates.

4.3

Data and calibration of computational models

To estimate the monetary value of the abatement and damages in Equation
(4.2), we use the Global Change Assessment Model USA version (GCAM-USA). The
GCAM-USA takes information on energy technologies, socioeconomic data, and policies and calculates cost minimizing abatement and energy generation. From the
GCAM-USA we can collects outputs for the CO2 emissions and a temperature path,
which can then be used to calculate the cost of abatement and the damages, respectively. The current standard version of GCAM-USA contains a model for onshore
wind. For this work, we created a new version which also includes a model for offshore wind, GCAM-USA-OWE. This model will be submitted for inclusion in future
releases of GCAM. Section 4.3 explains our model for offshore wind in detail.
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GCAM has contained a model of onshore wind for a long time, but we developed
the model for offshore wind for this paper. In order to model offshore wind, GCAM
requires supply curves for each region, a time path of technology costs and technology
selection parameters. Supply curves provide estimates of how much energy is available
at different costs in a state or region. Section 4.3.1 details the development of these
supply curves from technology cost data and the characteristics of offshore space.
This section also describes the data on how the cost of offshore wind technologies
might change over time.
Once we have offshore wind data included in GCAM-USA-OWE, we can use the
CO2 emissions and temperature change outputs of the model to estimate the value
of offshore wind. Section 4.3.2 describes how we calculate the cost of abatement from
the CO2 emissions pathways. Section 4.3.3 discusses how we estimate damages given
a temperature path.

4.3.1

Supply curves

The amount of energy available depends on the typical wind speeds in that area.
The cost of energy depends on the wind speeds, water depth, and distance from shore.
Using data from NREL (Beiter et al., 2016; Green et al., 2007; Mone et al., 2015)
and Europe (Bjerkseter and Ågotnes, 2013; Myhr et al., 2014), we estimate the cost
of offshore wind energy in different locations, in the U.S. and around the world, in
low and high cost cases.
To develop resource supply curves, we make a number of assumptions about the
characteristics of a “typical” wind farm based on previous work and summarized in
Table 4.1. The capital recovery factor implies a discount rate of 12.6% with a 30
year lifetime. We have a range of values for different components of an offshore wind
farm from the literature, shown in Table 4.2 and Figure 4.1. From these values, we
create a high cost and a low cost case. Then we estimate the capital cost of offshore
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Table 4.1. Summary of wind farm characteristics.
Characteristic
Turbine Size
Wind Farm
Size
Density of
Capacity
Weibull k
Factor
Lifetime

Value
5 MW
500 MW

Source
Schwartz et al., 2010
Myhr et al., 2014

5.0 MW/km2

Schwartz et al., 2010

2.1

Myhr et al., 2014

30 years

Capital
Recovery
Factor

0.13

Joint Global Change Research Institute, 2016;
Pacific Northwest National Laboratory, 2016
Joint Global Change Research Institute, 2016;
Pacific Northwest National Laboratory, 2016

wind energy over a range of water depths and distances from shore. Figure 4.1 shows
how the capital costs increase with depth and distance. With increasing distance, the
costs increase with the additional length of export cable required. As depth increases,
the cost of the fixed bottom foundation increases rapidly until it becomes necessary
to switch to a floating concept.
We also model how costs change over time, shown in Figure 4.2. The baseline
case matches the existing trend for onshore wind energy in GCAM. The advanced
technology case follows the 5% annual decrease suggested by NREL until 2030 (Beiter
et al., 2016) and then continues to decrease by 1% annually, consistent with Wiser
et al. (2016).
Each state in the U.S. and each country around the world has a certain amount of
area available at different distances from shore, water depths and wind speeds (Eurek
et al., 2016; Musial et al., 2016; Schwartz et al., 2010). In the high cost case, we use
the upper value in each range for depth and distance from shore and the lower value
for wind speed. Conversely, in the low cost case, we use the lower value for depth
and distance and the upper value for wind speed. This creates two bounding cases
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Table 4.2. Low and high cost component estimates.
Cost
Component
Turbine

Low Value
($/kW)
1583

High Value
($/kW)
1988

Development
196
and Consenting
Decommissioning 85

277

Other
Substructure
(30m)
Substructure
(45m)
Substructure
(>60m)

678
638

678
1031

846

1365

1995

1995

115

Source
Beiter et al., 2016; Myhr et al.,
2014
Beiter et al., 2016; Myhr et al.,
2014
Beiter et al., 2016; Bjerkseter and
Ågotnes, 2013; Mone et al., 2015
Mone et al., 2015
Mone et al., 2015; Myhr et al.,
2014
Mone et al., 2015; Myhr et al.,
2014
Myhr et al., 2014

Figure 4.1. How capital costs change with distance from shore and water depth;
top panel holds depth constant; bottom panel holds distance constant.
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Figure 4.2. Trend in capital costs over time for low and high costs cases and rapid
technological change cases.
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for cost of energy; one with higher costs and lower energy production and one with
lower costs and higher energy production.
Using the cost and energy data, we calculate the levelized cost of energy (LCOE)
as follows

LCOE(distance,depth,wind speed) =
(CapEx(distance,depth) ∗ CRF + O&Mfixed(depth))
(CF(wind speed) ∗ 8760)
The term CapEx(distance,depth) is the capital cost of offshore wind energy as a
function of distance from shore and water depth in $/kW. O&Mfixed(depth) is the
operations and maintenance cost as a function of water depth in $/kW. CF(wind
speed) is the capacity factor as a function of the wind speed. The value 8760 is the
number of hours in a year. The range of LCOE that we calculate for 2015 matches
that in Beiter et al. (2016). Each area in Table 4.2 is assigned an LCOE and is ranked
from low to high values to create a supply curve for offshore wind energy. We use two
bounding cases with high costs and low energy and low costs and high energy as high
and low cases respectively. Figure 4.3 gives some examples of offshore wind energy
supply curves in the US. The state of Massachusetts has some of the least expensive
offshore wind resources due to its high wind speeds and relatively shallow waters close
to shore. California also has high wind speeds, but deeper water making offshore wind
energy more expensive than in Massachusetts. California has more energy available
because it’s a larger state with more coastal area than Massachusetts. Maryland has
lower wind speeds than Massachusetts, making it more expensive because much less
energy available.
Supply curves for the states in the U.S. and for regions around the world are incorporated into the GCAM-USA model along with the assumptions about technological
change and climate policies. The outputs from GCAM include the emissions pathway
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Figure 4.3. Supply curves from high and low cases in Massachusetts, California,
and Maryland.
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and the mean change in global temperature. The next section describes how the cost
of abatement is calculated from the emissions and carbon tax pathways.

4.3.2

Cost of Abatement

In this section, we discuss how to estimate the cost of abatement based on the
output from GCAM. First, we estimate a marginal cost of abatement and then use
that to calculate the total cost of abatement. The marginal cost of abatement (MAC)
refers to the cost of reducing emissions by one more ton. We estimate the MAC from
GCAM by identifying the level of emissions in response to different levels of a carbon
tax. According to economic theory, the economy will choose a level of emissions such
that the marginal cost of reducing emissions is just equal to the carbon tax (Jehle
and Reny, 2011; Varian, 1992). This provides a reasonable estimate of the MAC. The
MAC curve is the derivative of the overall cost of abatement. Thus, we can estimate
the cost of abatement as the area under the MAC curve (Barron et al., 2014).
We run GCAM with a range of carbon tax pathways to find the emissions pathway
that results in each case. Using the carbon tax and the resulting reduction in emissions
for each technology cost case, we estimate the marginal abatement cost curves shown
in 4.4. In each time period, we compare the reduction in emissions with the range
of carbon tax values applied in that time period. For example, in 2085 with the
lowest cost offshore wind technology, with a carbon tax of $100 per ton of carbon the
economy abates 33% of emissions relative to a BAU case without any offshore wind
energy. The marginal cost reducing one more ton of carbon is $100. To estimate the
cost of abatement, we convert the level of abatement into emissions relative to a BAU
case. For the lowest cost offshore wind technology in 2085 with a carbon tax of 250
$/TC the cost of abatement is 2 trillion 2015$.
We use several points to calculate the marginal cost of abatement because we
expect the first emissions reductions to be relatively inexpensive, but additional re-
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ductions to be increasingly expensive as it becomes more difficult. In other words, the
marginal cost of abatement is an increasing function. The marginal cost of abatement
shifts and pivots as the cost of offshore wind energy decreases.
Marginal Abatement Curve
No OWE

High

Low

High Adv

Low Adv

300

Carbon Tax (1990$/TC)

250

200

150

100

50

0
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Abatement

Figure 4.4. Marginal abatement cost curves.

To combine the cost of abatement with the change in temperature, temperature
must be converted into a monetized value through a damage function as described in
the next section.
4.3.3

Damages

We need to estimate the cost of damages associated with climate change, which is
part of the value of offshore wind energy. Previous work (Hope, 2011; Nordhaus and
Sztorc, 2013) has used damage functions which convert changes in the temperature
into losses in gross domestic product (GDP). We use a range of damage functions since
there is uncertainty over the impacts of climate change. Some integrated assessment
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Figure 4.5. Damage functions used to estimate the monetary value of climate damages by converting global mean temperature change into a percent loss of GWP.

models such as DICE (Nordhaus and Sztorc, 2013) and PAGE (Hope, 2011) use
damage functions of the form

D(∆T ) = a(∆T )b .

where ∆T is the change in global mean temperature, a is a calibrated parameter,
and b is a parameter for the severity of damages. The DICE model uses a value of b
equal to two, which we take as a central case. The PAGE model uses values as low
as 1.5 and as high as 3, which we take as low and high damage cases, respectively.
The parameter a is calibrated to 0.00267, meaning that one degree Celsius increase of
global mean temperature reduces global world product (GWP) by 0.267% (Nordhaus
and Sztorc, 2013).

69

4.4

Results

We compare the value of offshore wind energy globally over the rest of the century
(2017-2100) in a number of scenarios. We present results under three policy cases,
including BAU and two levels of carbon tax. The first policy case we look at is a
BAU case where there is no policy in place to limit carbon emissions. Second, we
look at two carbon tax cases with initial tax levels of $10 and $100 per ton of carbon
starting in 2020. The level of the tax increases 5% annually. In each policy case, we
look at four different offshore wind technology cases: high cost offshore wind, low cost
offshore wind, and high and low cost cases where the cost of offshore wind technology
decreases rapidly, i.e. there is advanced technological change. These latter cases
are consistent with recent studies on the future costs of offshore wind energy (Beiter
et al., 2016; Wiser et al., 2016). In each case, we find the present value of the value
of offshore wind energy over the rest of century.
In a BAU case, the value of offshore wind energy ranges from $25 billion to $48.8
trillion. Under central assumptions about discount rate (3%) and climate damages
(mid) the value under BAU ranges from $260 billion to $3.9 trillion depending on the
assumptions about offshore wind energy. This is our measure of the environmental
value of permitting offshore wind energy. These results are shown in Figure 4.6, which
shows the value from the two parts of Equation 4.3. The blue portion of the bars is
the present value of the difference in the cost of damages relative to a case without
offshore wind. The orange part of the bars is the present value of the difference in
the cost of abatement relative to a case without offshore wind.
The contribution of each component and the total overall value depends on a
number of factors discussed in the following sections. Section 4.4.1 describes how
the value of offshore wind energy changes with technology costs and climate policy.
Section 4.4.2 describes the source of value under a BAU policy and under carbon
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taxes. Finally, section 4.4.3 discusses the sensitivity of the value of offshore wind
energy to assumptions about climate damages and the discount rate.

4.4.1

Trends in value of offshore wind energy

The cost of offshore wind energy and the climate policy influence the value of
offshore wind energy. As the cost of offshore wind technology decreases, the value
of permitting offshore wind energy increases, since more offshore wind is built. In a
BAU case, the value increases from $260 billion with high cost offshore wind technology to $3.9 trillion with the lowest cost offshore wind technology. This means that
technological change to go from the highest to the lowest cost technology is worth
$3.7 trillion.
As the carbon tax increases, the value from reductions in the cost of climate damages decreases. This makes sense since the damage functions are convex and global
temperature change in the case of a high carbon tax will be lower whether offshore
wind energy is available or not. At the same time, the value from the reductions in
the cost of abatement increase with the carbon tax. If offshore wind is less expensive
than other technologies, then its availability will reduce the cost of abatement.
Overall, the total value of offshore wind energy can increase or decrease with the
carbon tax depending the relative quantities of the two components of the value. In
the low and mid damages cases, the value of offshore wind energy increases as the
carbon tax increases; however, in the high damages cases, the value from the damages
is so high and decreases so much that the increasing value from the cost of abatement
cannot keep pace. Figure 4.6 shows the present value of the difference in the cost
of damages and the cost of abatement (Eqn. 4.3) assuming a 3% discount rate and
a range of damage estimates from climate change. It should also be noted that the
value from the cost of abatement is constant across the damage cases in Figure 4.6.
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Value of Offshore Wind Energy in Mid
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Figure 4.6. Value of permitting offshore wind energy globally in a BAU case and $10 and $100 per ton carbon tax case with
low (left), mid (center) and high (right) damages from climate change in present value with a 3% discount rate to the end of
the century.

4.4.2

Value under different climate policies

In a BAU case, the value comes entirely from any difference in the cost of damages
from climate change over the rest of the century relative to a case without offshore
wind energy. Under a BAU policy, the level of abatement is zero and the cost of
abatement is zero. The value of offshore wind that comes from reducing damages is
high in a BAU case because the global temperature change is expected to be quite
large and the damage functions are convex. This means that even a small change in
emissions and temperature can have a large value.
Under a carbon tax, offshore wind energy also has value in reducing the cost
of abatement. When offshore wind energy is available, it can make reducing those
emissions less expensive by displacing more expensive low carbon technologies.

4.4.3

Sensitivity analysis of the value

The value of offshore wind energy depends on the discount rate and the severity
of climate damages. Figure 4.7 shows how the value changes with assumptions about
discount rate and damages under a BAU policy. Figure 4.7 focuses on the highest and
lowest cost cases. The shaded ranges show the uncertainty in value resulting from the
uncertainty over climate damages. The solid line within the ranges shows the value
in the mid damages case. In the highest and lowest cost cases, the value of offshore
wind energy can be as high as $3.5 and $48.8 trillion, respectively. To the left of the
figure, a series of bars shows the range of values under each of the four technology
cost cases given a 1.5% discount rate.
Figure 4.7 also shows the value of technological change, i.e. going from a high cost
offshore wind energy technology to a low cost technology with advanced technological
change. This is the value we could get by investing in improving the technology. The
value of technological change ranges from $474 billion to $45.2 trillion with a value
of $3.7 trillion under central assumptions.
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Figure 4.7. Range of values of permitting offshore wind in a high capital cost case and a low capital cost, advanced technological
change case by discount rate for a BAU case. The upper and lower bounds of the shaded regions indicate the high and low
climate damages cases. Bars to the left of the figure show the range of values for each of the four technology cost cases with a
1.5% discount rate.

4.5

Conclusions

The value of permitting offshore wind energy is estimated to be very large over the
rest of the century, ranging between $25 billion and $48.8 trillion in a BAU case. This
value can serve as a point of comparison with the local environmental costs associated
with permitting offshore wind energy and the costs of setting up efficient permitting
processes. In this paper, we have dissected and addressed some of the difficulties in
estimating this value. This work also sheds light on the value of technological change
for offshore wind energy.
In future work, we will consider more carbon tax scenarios and climate forcing
scenarios. The latter have been developed for IPCC reports and limit the levels of
carbon dioxide in the atmosphere. In these cases, the cost of damages will be the
same whether offshore wind energy is available or not, so all of the value of offshore
wind energy will come from reductions in the cost of abatement.
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CHAPTER 5
CONCLUSION

5.1

Discussion

The framework and models presented in this dissertation begin to look at the
trade-offs between economic and environmental performance of offshore wind energy.
In Chapter 4, we looked at the value of permitting offshore wind energy based on its
impact on the cost of damages from climate change and the cost of abating climate
change. We find that offshore wind can have $31.1 billion to $2.4 trillion in value. We
can compare this value with the costs associated with permitting offshore wind energy.
These costs include the costs of operating government offices for issuing permits for
offshore wind projects as well as the ecosystem costs of building and operating those
projects.
In Chapter 3, we look at the potential impacts of offshore wind projects on some
coastal bird species. Reducing the impacts to an acceptable level may mean moving
projects further away from the coast and that is associated with additional costs
to build the projects. Projects in areas farther from the coast will require more
electrical transmission infrastructure and likely more expensive foundations required
for deeper water. This is one example of the costs associated with building offshore
wind projects. There could also be impacts on fish, whales, turtles, and other species
in the coastal ecosystems.
Finally, in Chapter 2, we looked at the economics of the wake interactions between
sets of wind farms are their implications for regional siting decisions. We use a novel
network model to track the wake interactions between wind farms. We find that the
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distribution of wind directions and wind speeds can influence the optimal layout and
the model performs better than simple decision heuristics.

5.2

Future work

The models presented here start to develop a systems approach to understanding
offshore wind energy. We still need to incorporate uncertainty into the portfolio
model in Chapter 2 and the model in Chapter 4. For both of these models, there is
uncertainty over wind speeds, technology costs, climate change, and climate policy.
Future work will include developing stochastic versions of these models to address
these uncertainties.
Additionally, the models in Chapter 2 and 3 are regional models while the model
in Chapter 4 is a global model. To combine these models and get a more complete
picture of the trade-offs, we need to adapt these models to the same scale. For
instance, we can incorporate global migration patterns into the Markov model in
Chapter 3. Alternatively, we can downscale the costs of damages and abatement in
Chapter 4 to create regional values of offshore wind energy.
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APPENDICES

APPENDIX A
MODELING WAKES AND WIND POWER

In this section, we discuss how we model the impacts of upwind wind farms on
the wind resource. In developing the wind and power relationships between wind
farm sites, we aim to keep the model simple while maintaining a sufficiently realistic
representation of the underlying dynamics of turbine wakes. We take the location of
individual turbines within a farm as given, and focus on how the location of wind
farms in relation to each other impacts the available wind resource, and therefore,
power and profits. The specific decay function depends on the assumptions about the
positioning of the individual turbines. Our model has the flexibility to use different
assumptions and therefore different decay functions. To fill in the wind speed and
power values in Figure 2.1, we draw on the limited published data from offshore wind
farms to develop a simple model of interactions at a wind farm level (Barthelmie
et al., 2009; Gaumond et al., 2014; Jiménez et al., 2015; Peña et al., 2014).
As wind moves through the rotor area of a wind turbine, the turbine captures
energy from the wind and transforms it into electricity. This reduces the wind speed
and the energy in the wind available to the next downwind turbine in the array,
which in turn decreases the power that a downwind turbine can produce. The degree
of reduction in the wind speed varies sinusoidally with the angle of the wind relative
to the layout of the wind turbines (Gaumond et al., 2014). We use this relationship
to develop an expected rate of decay for eight wind directions.
We require a model which can consider a large number of wind farms without
adding significantly to the computational requirements. Thus, we begin with simple
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models for the impacts on wind speed, based on an analysis of published meteorological and wind farm data suggesting that either an exponential or a power function is a
good fit for wind speed decay through a wind farm for large direction bins (Barthelmie
et al., 2009; Gaumond et al., 2014; Jiménez et al., 2015; Peña et al., 2014; Walker
et al., 2016). The two models are as follows:

Exponential Model: U (d) = U0 e−αd

(A.1)

Power Function Model: U (d) = U0 d−γ

(A.2)

In (A.1) and (A.2), U (d) represents the remaining wind speed after passing through
a wind farm of downwind length d, and U0 represents the wind speed entering a wind
farm. The downwind length d is measured in km from the first row of turbines. The
value of the wind decay parameter α will vary depending on the characteristics of
the unit wind farm, such as turbine spacing and ambient turbulence. The exponential model in Equation (A.1) represents a high decay situation, more consistent with
stable atmospheric conditions where wind speeds would be expected to continue decaying through a large number of wind farms (Peña et al., 2014). The power model
in Equation (A.2) represents a lower decay case where the wind speed deficit levels
out much more and does not reach as low a limit as (A.1). We use the low decay
case, Equation (A.2), as the baseline case in the paper. The decay functions for the
southeast and south directions are shown in Figure A.1. The turbine spacing along
the southeast direction is closer than that along the south direction, so normalized
wind speed is lower in the southeast case. In initially establishing the network model
structure, we assume that the rate of wind speed decay and the rate of wind speed
rebound across one site unit are equal.
For each of the eight directions in the model, instead of taking the central direction
to represent the whole range, we adjust the decay based on the angle within the 45◦
range using a sine curve, shown in Figure A.2. Using 5◦ direction bins, we weight the
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Figure A.1. Wind speed decay functions for the southeast (SE) and south (S) wind
directions in exponential and power form.

decay in each of the eight directions based on the frequency of wind directions observed
across that range. We fit the sine curve, based on data presented in Gaumond et al.
(2014), to the decay over a 45◦ range of directions.

APPENDIX B
MODELING DIAGONAL WIND DIRECTIONS

Figure B.1 shows a grid of sites and, in bold, the set of sites considered in the
model for a diagonal direction. The sites (1, 1), (2, 2), (3, 3), (4, 4) and (5, 5) are
primary sites on the diagonal and the other bolded sites are secondary sites. The
primary sites are the ones that produce power in the diagonals, however the primary
and secondary sites can impact the wind speed decay.
Let ω ∈ Ωdiagonal be the wind direction scenario where wind comes from the lower
left. The model structure can be applied to other directions with minor modifications.
There are v ∈ 1, . . . , 2n − 1 diagonals in a grid of sites, where n = x̄ = ȳ. The length
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v=1
Figure A.2. Sine curve for wind speed decay over a 45◦ range of directions.
v=2
v=3
v=4
v=5
v=6 v=7 v=8 v=9
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Figure B.1. Example area of interest with 25 potential wind farm sites, on the left
all nine diagonals are indicated by the black line overlaid through the center of the
diagonal and labeled by their index, v. On the right, the sites are labeled by their x
and y grid coordinates and those that are part of the diagonal v = 5 are bolded.
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of diagonal v is l(v) = n − |n − v|. The coordinates of the lth site (l1, . . . , l(v)) on
the vth diagonal as x(v, l) and y(v, l), then

x(v, l) =

y(v, l) =




l

if v ∈ {1, . . . , n}



v − n + l

if v ∈ {n + 1, . . . , 2n − 1}




n − v + l

if v ∈ {1, . . . , n}



l

if v ∈ {n + 1, . . . , 2n − 1}

These coordinate functions are used to define the function zv : {1, . . . , l(v)} →
{0, 1}x̄×ȳ that maps sites on the diagonal to the corresponding decision variables, i.e.,
zv (l) = zx(v,l),y(v,l) . Also, let zvR (k) and zvL (k) denote the decision variables of the right
and left upwind neighboring sites of the kth site in the diagonal. For instance, if
v = n then zv (2) = z2,2 , zvR (2) = z1,2 , and zvL (2) = z2 , 1. If these neighbors fall outside
(•)

of the grid, we define zv = 0.
The diagonal networks work similarly to the other networks, but contain more
levels of decay and therefore more nodes and variables. Each of three upwind neighbors can contribute to the decay of a downwind neighbor along the diagonals. As
in the other networks, each node has only two arcs, one indicating development of a
wind farm with a decrease in wind speed and one without a wind farm with either
an increase or no change in the wind speed.
From Figure B.1, sites (1, 1), (1, 2), and (2, 1) can each contribute one third of a
level of decay to the wind speed decay at site (2, 2). If only site (1, 1) and (2, 2) are
selected for wind farms, the decay will be one third of the full level of decay from all
3 sites. The network structure for the decay along the diagonals is shown in Figure
B.2. As the model considers sites (1, 2) and (2, 1), these sites can contribute to the
decay along the diagonal, but not the rebound. Rebound is governed only by the
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primary diagonal sites, i.e. (1, 1), (2, 2), (3, 3), etc. The secondary diagonal sites, i.e.
(1, 2), (2, 1), (2, 3), (3, 2), etc., can only contribute to the decay through the primary
sites in the network.
For example, if wind farms are placed in sites (1, 1), (1, 2), and (2, 1), then site
(2, 2) will see a full level of decay. If a wind farm is not placed in (2, 2), then (3, 3)
could see the full free stream wind speed if (2, 3) and (3, 2) are also not selected for
wind farms; if (2, 3) and (3, 2) are selected, then (3, 3) would see 2/3 of a full level of
wind speed decay. The absence of (2, 2) allows full rebound from the effects of (1, 1),
(1, 2), and (2, 1). On the other hand, if (2, 2) is developed, then the site does not
rebound even if (2, 3) and (3, 2) are empty. If all sites on the diagonal leading up to
site (3, 3) are selected for wind farms, then (3, 3) will see two full levels of decay.
If, for example, sites (2, 3) and (3, 2) have wind farms, but (3, 3) does not, then
the effects of (2, 3) and (3, 2) are reversed by the rebound across site (3, 3) and do not
carry through to downwind sites. The absence of any primary diagonal site allows a
full level of rebound.
In the network, all arcs have a value of zero except the upward arcs out of the
primary diagonal sites. The objective function values relating to the relationships
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Figure B.2. Network structure for diagonal wind directions.
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between site pairs such as (1, 1) and (1, 2) or (2, 2) and (2, 3) are accounted for in the
previously developed networks.
For the diagonal v, the network equations are

+
−
(ω, v) + θ11
(ω, v) = 1
θ11

(B.1)

+
+
−
θj−1,1
(ω, v) = θj,1
(ω, v) + θj,1
(ω, v)

(B.2)

∀j = 2, . . . , 3l(v) − 2, j 6= 5, 8, . . . , 3l(v) − 2
+
+
+
+
+
−
θj−1,1
(ω, v) + θj−1,2
(ω, v) + θj−1,3
(ω, v) + θj−1,4
(ω, v) = θj,1
(ω, v) + θj,1
(ω, v) (B.3)

j = 5, 8, . . . , 3l(v) − 1
−
+
−
θj−1,j−1
(ω, v) = θj,j
(ω, v) + θj,j
(ω, v) ∀j = 2, . . . , 3l(v) − 2

(B.4)

+
−
+
−
θj−1,i
(ω, v) + θj−1,i−1
(ω, v) = θj,i
(ω, v) + θj,i
(ω, v)

(B.5)

∀j = 3, . . . , 3l(v) − 2, j 6= 5, 8, . . . , 3l(v) − 1, i = 2, . . . , j − 1
−
+
−
θj−1,i−1
= θj,i
+ θj,i
j = 5, 8, . . . , 3l(v) − 1, i = j − 3, . . . , j

(B.6)

−
+
+
−
θj−1,i−1
(ω, v) + θj−1,i+3
(ω, v) = θj,1
(ω, v) + θj,1
(ω, v)

(B.7)

j = 8, . . . , 3l(v) − 1, i = 2, . . . , j − 4.
The decision variables are linked to the network variables



zv l(v) = zx(v,l),y(v,l) =

j
X

−
θji
(ω, v) ∀j = 1, . . . , 3l(v) − 2

(B.8)

i=1

zvR (k)

=

j
X

−
θji
(ω, v) ∀j = 2, . . . , 3l − 1

(B.9)

i=1

zvL (k)

=

j
X

−
θji
(ω, v) ∀j = 3, . . . , 3(l − 1).

i=1
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(B.10)

Finally, the power output in this diagonal scenario is given by

P (ω, Z) =

l(v) j
2n−1
X
XX

−
θji
(ω, v)ρi (ω).

(B.11)

v=1 j=1 i=1

APPENDIX C
VALUE OF THE PORTFOLIO APPROACH WITH
GREATER INTERACTIONS

For comparison, we present the results in a high decay case here. The value of
the portfolio approach is quite different here, in Figure C.1, than in the low decay
case presented in the paper. As the percent of permitted sites increases, the value
of the portfolio model continues to increase and does not decrease as the percent of
permitted sites goes to 100%. The black line in Figure C.1 shows the optimal percent
of sites in the unconstrained case.
In the case of the losses from restricting sites from development, the losses are
lower in the high decay case presented in Figure C.2. This is because the rebound of
wind through open space is also greater in the high decay case so much of the loss
from excluding sites is made up by higher productivity in the remaining sites.

APPENDIX D
MARKOV MODEL DETAILS

Each row of the transition matrix represents the probability of transitioning from
a certain state to each other state in the system. The first row holds the transition
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Figure C.1. The value of the portfolio approach in the high wind speed decay case.

probabilities for the colony state, the second for the first outbound state, the third
row for the second outbound state and so on until the final row which is for the
mortality state. Each column holds the probabilities of transitioning to that state
from the other states in the system. Each row sums to one.
We recorded 994 departures by common terns (COTE) and 1519 by Arctic terns
(ARTE); the duration of these departures generally followed an exponential distribution (Fig. D.1). The total number of departures is the sum of the frequencies of all
departure durations. In a similar fashion, we calculated the number of times the terns
stayed at the colony by summing the number of 4 minute periods during which they
were detected; this totaled 20,297 for COTE and 21,196 for ARTE. We determined
probability of flight departure for a tern in the colony state with the equation
#departures
(#departures + # 4min intervals at colony)
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(D.1)

Figure C.2. Losses from site restrictions in the high wind speed decay case.
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Figure D.1. Distribution of absence durations for common (COTE) and Arctic
(ARTE) terns.

which yielded 0.0466 for COTE and 0.0669 for ARTE. These values are the probability of transitioning to the first state, given that they are in the colony state, and
constitute the second column of the first row of the transition matrices. The first
column of the first row is the probability of staying at the colony in any time period
(i.e. one minus the probability of departure). All other values in the first row will be
zero, since the only transition permitted from the colony state is to the first state.
Once a tern has departed from the colony, we used the ratio of the number of
absences of a certain length to the number of longer duration absences to determine
the probability of transitioning to a further state versus returning to the colony. For
example, there were 131 absences between 16 and 20 minutes long and 851 absences
that were at least 20 minutes long. We therefore assign the probability of transitioning
from state four to state five as 851/982 or 0.8666, and the probability of beginning
a return journey to the colony as 131/982 or 0.1334, assuming no wind turbines in
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state 4. This calculation also assumes directed travel (as in return flights to the colony
once prey has been found), and therefore assumes that a tern would not stay in state
four. If we assume the terns have a 0.5 probability of staying in the same state on
outbound flights, such that the probability of staying in state four or transitioning to
state five was 0.5 ∗ 0.8666 or 0.4333. We use these values to populate the fifth row
of the transition matrix. The value in the fifth and sixth columns was 0.4333 since
the fifth and sixth columns correspond to the fourth and fifth outbound states in
the model. Our model contains one colony state, 162 outbound states, 162 inbound
states, and one mortality state, so we assigned the 0.1334 value for transitioning to
the inbound fourth state, 4r, to the 167th column of the transition matrix. All other
values in the fifth row were set to zero.
If we locate a wind turbine in the fourth state, then we also assign the probability
of transitioning to the mortality state as nonzero. The probability of mortality is
defined in Equation 3.1 where the probability of being in the rotor area is defined by
the size of the rotor area relative to the size of the state. The area of state four is
given by the equation
 260 
π(82 − 72 )
360

(D.2)

where 8 km is the outer radius of the area and 7 km is the inner radius (the
colony has a radius of 4 km). This gives a value of 34.03 km2 for the area of state
4. We considered only 260 degrees of the ring in our calculations in order to be
consistent with the data available for the directional analysis. The area of the rotor is
2 ∗ 0.063 ∗ (0.0046 + 0.0004) or 0.0006 km2 where the blade length is 63 m, the chord
length of the blades is 4.6 m at the widest point and the longest body length of a
tern is 39 cm (Hatch, 2002; Jonkman et al., 2009). Therefore, if all flight directions
are equally likely, the probability of being in the area of the rotor is 0.0006/34.03 or
0.0000187. Assuming the probability of collision given that the tern is in the rotor
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area is 0.03%, the probability of transitioning from state four to the mortality state is
1.87 × 10−5 ∗ 3 × 10−4 or 5.61 × 10−9 . All other values in the fifth row of the transition
matrix are multiplied by one minus this value so that the sum of the row will equal
one.
If we locate multiple turbines in a state, we assume that the probability of being
near any turbine will be identical and independent. We calculate the probability of
collision given proximity to the turbines as 1 − (1 − p)n , where p is the probability of
collision and n is the number of turbines.
We model the inbound states such that the terns return directly to the colony
state; if the tern initiates a return to the colony from state four, they transition
directly to the inbound state four. From the inbound state four, they transition with
a probability of one to inbound state three, then to state two, state one and then
the colony state, as indicated in Fig. 3.2 in the main body of the paper. These ones
are the only entries in the rows for these states unless there is a wind turbine in that
state in which case the probability of mortality is subtracted and placed in the final
column of that row in the transition matrix.
Once a tern reaches the mortality state, they remain in that state with a probability of one, i.e. the last row and last column entry of the transition matrix is always
one.
Next we show a small example to illustrate how the calculations work. The transition matrix, P (d, θ), describes the probabilities of transitions between states after one
time period, shown in Table D.1. Multiplying the transition matrix with itself gives a
matrix of the probabilities of transitions after two time periods, shown in Table D.2.
In a similar fashion, the one period transition matrix can be raised to a higher
power, i.e. multiplied by itself many (i.e. 10,000) times, to find the long run probability of a tern being in each state. This is known as the steady state of the system,
shown in Table D.3. After a large number of time periods, the transition probabilities
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C
1
2
3
4*
5
1r
2r
3r
4r ∗
5r
M

C
0.953
0
0
0
0
0
1
0
0
0
0
0

1
0.047
0.5
0
0
0
0
0
0
0
0
0
0

2
0
0.5
0.5
0
0
0
0
0
0
0
0
0

3
0
0
0.5
0.494
0
0
0
0
0
0
0
0

4
0
0
0
0.494
0.433
0
0
0
0
0
0
0

5
0
0
0
0
0.433
0.5
0
0
0
0
0
0

1r
0
0
0
0
0
0
0
1
0
0
0
0

2r
0
0
0
0
0
0
0
0
1
0
0
0

3r
0
0
0
0.011
0
0
0
0
0
1
0
0

4r
0
0
0
0
0.133
0
0
0
0
0
1
0

5r
0
0
0
0
0
0.5
0
0
0
0
0
0

M
0
0
0
0
5.6e-9
0
0
0
0
5.6e-9
0
1

Table D.1. Example one period transition probability matrix with a wind turbine in state four. *Row sums may appear to
sum to more than one as a result of rounding.
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C
1
2
3*
4*
5
1r
2r
3r
4r ∗
5r ∗
M

C
0.909
0
0
0
0
0
0.953
1
0
0
0
0

1
0.068
0.25
0
0
0
0
0.047
0
0
0
0
0

2
0.023
0.5
0.25
0
0
0
0
0
0
0
0
0

3
0
0.25
0.497
0.245
0
0
0
0
0
0
0
0

4
0
0
0.247
0.459
0.188
0
0
0
0
0
0
0

5
0
0
0
0.214
0.404
0.25
0
0
0
0
0
0

1r
0
0
0
0
0
0
0
0
1
0
0
0

2r
0
0
0
0.011
0
0
0
0
0
1
0
0

3r
0
0
0.006
0.006
0.133
0
0
0
0
0
1
0

4r
0
0
0
0.066
0.058
0.5
0
0
0
0
0
0

5r
0
0
0
0
0.217
0.25
0
0
0
0
0
0

M
0
0
0
2.8e-9
8.8e-9
0
0
0
0
5.6e-9
5.6e-9
1

Table D.2. Example two period transition matrix with a wind turbine in state four. *Row sums may appear to sum to more
than one as a result of rounding.

no longer change with additional time periods. The probability of the tern’s location
after 10,000 time steps is the same as after 100,000 time steps. This calculation should
be performed without a wind turbine in the system because over a long enough period
of time, the probability of being in the mortality state is one. Table D.3 shows that
each of the rows other than the mortality state are identical, which means that the
initial state does not matter over the long run, the outcomes will be the same.
To calculate the probability of mortality for a tern over a season, we work with a
version of the transition matrix, B(d, θ), that is identical to Table D.1, but does not
include the row and column of the mortality state. Calculations with B(d, θ) will give
probabilities for all states except the mortality state. Multiplying this matrix by itself
n times and then summing the values in each row, as in Equation 3.2 in the main
text, gives the probability of being in all states other than the mortality state after n
time periods (Table D.4). To calculate the probability of being in the mortality state
after n time periods, we take one minus those values. We used a duration of a season,
or n = 32, 400 four minute periods in our calculations. Table D.4 shows B n (d, θ).
Multiplying B n (d, θ) by a column vector of ones sums the values in each row,
giving v(d, θ, n) or the result in the first column of Table D.5. The second column
shows one minus the first column, where the value in the first row is r(d, θ, n).
We repeated these calculations for d values in each numbered state in the model
to create a complete impact function for a tern over the duration of a season given
the location of a wind turbine or wind farm.
In the baseline analysis, we assumed the flight in all directions is equally likely;
however, terns are more likely to exhibit directional preferences. This gives an opportunity to be more strategic about offshore wind farm placement. To incorporate
this into the model, we modified the p(rotor area|i, θM ) element of equation 3.1.
Table 3.1 in the body of the paper shows the different probabilities of departure for
each of the four antenna orientations used to collect the data. Each departure in the
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C
1
2
3*
4*
5
1r
2r
3r
4r ∗
5r ∗
M

C
0.606
0.606
0.606
0.606
0.606
0.606
0.606
0.606
0.606
0.606
0.606
0

1
0.057
0.057
0.057
0.057
0.057
0.057
0.057
0.057
0.057
0.057
0.057
0

2
0.057
0.057
0.057
0.057
0.057
0.057
0.057
0.057
0.057
0.057
0.057
0

3
0.056
0.056
0.056
0.056
0.056
0.056
0.056
0.056
0.056
0.056
0.056
0

4
0.049
0.049
0.049
0.049
0.049
0.049
0.049
0.049
0.049
0.049
0.049
0

5
0.042
0.042
0.042
0.042
0.042
0.042
0.042
0.042
0.042
0.042
0.042
0

1r
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0

2r
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0

3r
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0

4r
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0

5r
0.021
0.021
0.021
0.021
0.021
0.021
0.021
0.021
0.021
0.021
0.021
0

Table D.3. Steady state probabilities of a tern being in each state of the system.
M
0
0
0
0
0
0
0
0
0
0
0
1
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C
1
2
3*
4*
5
1r
2r
3r
4r ∗
5r ∗

C
0.606
0.606
0.606
0.606
0.606
0.606
0.606
0.606
0.606
0.606
0.606

1
0.057
0.057
0.057
0.057
0.057
0.057
0.057
0.057
0.057
0.057
0.057

2
0.057
0.057
0.057
0.057
0.057
0.057
0.057
0.057
0.057
0.057
0.057

3
0.056
0.056
0.056
0.056
0.056
0.056
0.056
0.056
0.056
0.056
0.056

4
0.049
0.049
0.049
0.049
0.049
0.049
0.049
0.049
0.049
0.049
0.049

5
0.042
0.042
0.042
0.042
0.042
0.042
0.042
0.042
0.042
0.042
0.042

1r
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028

2r
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028

3r
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028

4r
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028
0.028

5r
0.021
0.021
0.021
0.021
0.021
0.021
0.021
0.021
0.021
0.021
0.021

Table D.4. Matrix of values resulting from multiplying the B(d, θ) matrix by itself n = 32400 times.

Table D.5. Vectors v(d, θ, n) and r(d, θ, n).

C
1
2
3
4
5
1r
2r
3r
4r
5r

v(d, θ, n)
0.9999961
0.9999961
0.9999961
0.9999961
0.9999961
0.9999961
0.9999961
0.9999961
0.9999961
0.9999961
0.9999961

r(d, θ, n)
0.0000139
0.0000139
0.0000139
0.0000139
0.0000139
0.0000139
0.0000139
0.0000139
0.0000139
0.0000139
0.0000139

data was attributed to only one antenna that represented the most likely direction of
departure. Each antenna can detect signals over a range of directions. Based on beam
characteristics of the 9-element Yagi antennas used to collect the data, we assumed
that each departure may have occurred at any direction within a 45◦ span on each
side of the antenna’s orientation. Therefore, a departure detected by the antenna
oriented to 40◦ could have been in any direction between 355◦ and 85◦ . Assuming
a uniform distribution of departures across this range of directions, we divided the
probability of departures attributed to the 40◦ antenna by 90 to get the probability of
a departure in any single degree direction between 355◦ and 85◦ (Table D.6). Where
these 90◦ spans overlap, we added the probabilities from the overlapping antennas
(Table D.7).
This method leaves a gap from 255◦ -355◦ not covered by the antennae, because
there were no antenna oriented in this direction (toward the mainland) during the
collection of the field data. All probabilities presented are thus the probabilities given
that the terns are not departing on flights in the gap (i.e. between 255◦ -355◦ ). We
modified the probability of mortality values based on the size of the degree range
and the percent of departures in the range. For instance, in the range from 355◦ -70◦ ,
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Table D.6. Antenna orientations and percent of departures from Table 3.1 and
degree range and percent per degree for each antenna.
Species

Antenna
Orientation

Percent of
Departures

Degree
Range

COTE

40◦
115◦
162◦
210◦
40◦
115◦
162◦
210◦

33.09%
8.48%
18.30%
40.12%
18.07%
4.16%
13.06%
64.71%

355◦ -85◦
70◦ -160◦
117◦ -207◦
165◦ -255◦
355◦ -85◦
70◦ -160◦
117◦ -207◦
165◦ -255◦

ARTE

Probability
per Degree
(90◦ )
0.3677
0.0942
0.2034
0.4458
0.2008
0.0461
0.1451
0.7190

Table D.7. Degree ranges, percent per degree and total percent of departures for
each direction range.
Species
COTE

ARTE

Degree Range
355◦ -70◦
70◦ -85◦
85◦ -117◦
117◦ -160◦
160◦ -165◦
165◦ -207◦
207◦ -255◦
355◦ -70◦
70◦ -85◦
85◦ -117◦
117◦ -160◦
160◦ -165◦
165◦ -207◦
207◦ -255◦

Percent per Degree
0.3677
0.4619
0.0942
0.2976
0.2034
0.6492
0.4458
0.2008
0.2470
0.0461
0.1913
0.1451
0.8641
0.7190
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Percent of Departures
27.58%
6.93%
3.02%
12.80%
1.02%
27.27%
21.40%
15.06%
3.70%
1.48%
8.23%
0.72%
36.29%
34.51%

the area of interest is (75/260) times the area of the state. As before, to find the
p(rotor area|i, θM ) in Equation 3.1, we divided the area of the rotor by the area of
interest to find the probability of being the in area of the rotor. In the directional
case, this probability was also multiplied by the probability of flight in that direction
range.

APPENDIX E
SUPPLY CURVE DATA

To create the offshore wind energy supply curves for each state and region, we
take the area data provided in Schwartz et al. (2010) and Eurek et al. (2016) and
convert it into annual energy and LCOE. Each area has a range of wind speeds, water
depths and distances from shore. We create high and low estimates of energy and
LCOE based on the high and low ends of the ranges of these values. For instance,
in the first cell of Table E.1, the wind speeds are 7.0-7.5 m/s, the depth is 0-15m,
and the distance is 0-3nm. To calculate the high cost offshore wind energy case, we
take the high estimates of capital and O&M costs for 15m and 3nm and estimate the
annual energy production based on 7.0 m/s. The table below shows all of theses high
cost offshore wind energy estimates for Massachusetts. The top number is the area,
the middle number is the estimated annual energy, and the bottom number is the
estimated LCOE for that area.
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100
Deep > 60m

Trans 30-60m

Shallow 0-30m

Deep >60m

Trans 30-60m

Depth
Shallow 0-30m

Continued on next page

3-12nm

Distance
0-3nm

Area (km2 )
(Energy (EJ))
(LCOE($/MWh))
Wind Speed (m/s)
7.0-7.5
7.5-8.0
201.6
521.4
(0.0086) (0.0253)
(368.3)
(323.7)
0
4.7
(0)
(0.0002)
(417.9)
(367.3)
0
0
(0)
(0)
(422.1)
(371.0)
0
0
(0)
(0)
(370.2)
(325.4)
0
0
(0)
(0)
(419.8)
(368.9)
0
0
(0)
(0)
(424.0)
(372.7)
8.0-8.5
927.4
(0.0502)
(290.3)
327.3
(0.0177)
(329.4)
28.6
(0.0015)
(332.7)
78.2
(0.0042)
(291.8)
152
(0.0082)
(330.9)
125.5
(0.0068)
(334.2)

8.5-9.0
1508.2
(0.0895)
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378.1
(0.0224)
(300.4)
12.6
(0.0007)
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315
(0.0187)
(266.1)
354.5
(0.0210)
(301.8)
812.2
(0.0482)
(304.8)

9.0-9.5
1137
(0.0729)
(244.9)
322.6
(0.0207)
(277.9)
20
(0.0013)
(280.7)
2696.9
(0.1730)
(246.2)
1418.6
(0.0910)
(279.1)
1006.5
(0.0646)
(282.0)

9.5-10.0
2
(0.0001)
(229.3)
0
(0)
(260.2)
0
(0)
(262.8)
8.6
(0.0006)
(230.5)
119.2
(0.0082)
(261.4)
0
(0)
(264.0)

>10.0
0
(0)
(217.0)
0
(0)
(246.2)
0
(0)
(248.7)
0
(0)
(218.1)
0
(0)
(247.3)
0
(0)
(249.8)

Table E.1. Area in Massachusetts at different distances from shore, water depths and wind speeds (Schwartz et al., 2010), low
estimates of energy generation, and high estimates of LCOE as calculated in this paper.
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Continued from previous page
Area (km2 )
(Energy (EJ))
(LCOE($/MWh))
Wind Speed (m/s)
Distance Depth
7.0-7.5
7.5-8.0
12-50nm Shallow 0-30m 0
0
(0)
(0)
(378.5)
(332.6)
Trans 30-60m 0
0
(0)
(0)
(427.9)
(376.1)
Deep >60m
0
0
(0)
(0)
(432.2)
(379.8)
Total
201.6
526.1
(0.0086) (0.0255)
8.0-8.5
0
(0)
(298.3)
0
(0)
(337.3)
0
(0)
(340.6)
1639.1
(0.0887)

8.5-9.0
11.4
(0.0007)
(272.1)
23.5
(0.0014)
(307.6)
190.4
(0.0113)
(310.6)
3606
(0.2140)

9.0-9.5
1689.9
(0.1084)
(251.7)
5051.8
(0.3241)
(284.5)
7007.4
(0.4495)
(287.4)
20350.7
(1.3055)

9.5-10.0
472.1
(0.0323)
(235.7)
3459.5
(0.2370)
(266.4)
9612.5
(0.6585)
(269.1)
13674
(0.9368)

0
(0)
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0
(0)

>10.0
0
(0)
(223.0)
0
(0)
(252.1)
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