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Forestry in the UK is dominated by coniferous plantations. Sitka spruce (Picea
sitchensis) and Scots pine (Pinus sylvestris) are the most prevalent species and
are mostly grown in single age mono-culture stands. Forest strategy for Scotland,
England, and Wales all include efforts to achieve further afforestation. The
aim of this afforestation is to provide a multi-functional forest with a broad
range of benefits. Due to the time scale involved in forestry, accurate forecasts
of stand productivity (along with clearly defined uncertainties) are essential to
forest managers. These can be provided by a range of approaches to modelling
forest growth. In this project model comparison, Bayesian calibration, and
data assimilation methods were all used to attempt to improve forecasts and
understanding of uncertainty therein of the two most important conifers in UK
forestry.
Three different forest growth models were compared in simulating growth of Scots
pine. A yield table approach, the process-based 3PGN model, and a Stand
Level Dynamic Growth (SLeDG) model were used. Predictions were compared
graphically over the typical productivity range for Scots pine in the UK. Strengths
and weaknesses of each model were considered. All three produced similar growth
trajectories. The greatest difference between models was in volume and biomass in
unthinned stands where the yield table predicted a much larger range compared
to the other two models. Future advances in data availability and computing
v
power should allow for greater use of process-based models, but in the interim
more flexible dynamic growth models may be more useful than static yield tables
for providing predictions which extend to non-standard management prescriptions
and estimates of early growth and yield.
A Bayesian calibration of the SLeDG model was carried out for both Sitka spruce
and Scots pine in the UK for the first time. Bayesian calibrations allow both
model structure and parameters to be assessed simultaneously in a probabilistic
framework, providing a model with which forecasts and their uncertainty can be
better understood and quantified using posterior probability distributions. Two
different structures for including local productivity in the model were compared
with a Bayesian model comparison. A complete calibration of the more probable
model structure was then completed. Example forecasts from the calibration
were compatible with existing yield tables for both species. This method could
be applied to other species or other model structures in the future.
Finally, data assimilation was investigated as a way of reducing forecast uncer-
tainty. Data assimilation assumes that neither observations nor models provide
a perfect description of a system, but combining them may provide the best esti-
mate. SLeDG model predictions and LiDAR measurements for sub-compartments
within Queen Elizabeth Forest Park were combined with an Ensemble Kalman
Filter. Uncertainty was reduced following the second data assimilation in all of
the state variables. However, errors in stand delineation and estimated stand
yield class may have caused observational uncertainty to be greater thus reducing
the efficacy of the method for reducing overall uncertainty.
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Forestry in the UK is dominated by coniferous plantations. Foresters have planted
Sitka spruce (Picea sitchensis (Bong.) Carr.) in the UK since the beginning of
the Twentieth century (McIntosh, 1995), and Sitka spruce makes up almost half
of the area of coniferous forests in the UK (Forestry Commission, 2011). Seeds
were acquired from various locations in the Pacific North-West of North America
and imported to the UK for planting (Aldhous, 1961). Its productivity over a
range of sites, including poor quality upland areas has led to extensive planting
across the UK (Low, 1987; McIntosh, 1995). Until recently, Sitka spruce has been
managed as single species, even-aged stands, which are ideally clear-felled at the
point of maximum mean annual increment (MAI) (Hibberd, 1991; Hamilton and
Christie, 1971). More recently, there has been a shift in silvicultural methods with
more emphasis on the use of native species (Scottish Executive, 2006; Forestry
Commission, 1998; Welsh Assembly Government, 2009). This has resulted in an
increased role of Scots pine (Pinus sylvestris L.), which is the most abundant of
the three conifers native to the UK (Forestry Commission, 2011). Additionally,
mixed species stands (Kerr, 1999), the use of natural regeneration and more
varied spatial vertical structure associated with continuous cover forestry (CCF)
(Pommerening and Murphy, 2004), and thinning/pruning regimes are becoming
more prevalent (Kerr, 1999).
In addition to increased structural variety in UK forests, there is also a drive to
increase the forest land cover. The forest strategy for Scotland (Scottish Exec-
utive, 2006), England (Defra, 2007), and Wales (Welsh Assembly Government,
2009) all mention efforts for further afforestation of between 5% and 8% of land
area by 2050 (Scottish Executive, 2006; Forestry Commission, 1998). Accordingly,
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between 2012 and 2013 twenty-four thousand hectares of forests were planted in
the UK, of which eleven thousand hectares were new forest areas (Forestry Com-
mission, 2013).
The aim of this afforestation is to provide a multi-functional forest with a broad
range of social, environmental, and financial benefits (Scottish Executive, 2006).
Additionally, afforestation may be considered in land use, land use change and
forestry (LULUCF) reports to offset national carbon emissions (Dyson et al.,
2009) as part of the commitment to the Kyoto protocol (UNFCCC, 1997). Due
to the time scale involved in forestry, accurate forecasts of stand productivity are
essential for effective management to provide these benefits (Vanclay, 1994).
1.1.2 Growth and yield models
Yield tables to forecast growth have been employed since the late 1700s, and have
been continually refined and improved since then (Assmann, 1970). Historically,
only forest yield (merchantable timber volume) was given in a table based on
a measure of site productivity and the stand age using graphical techniques
(Vuokila, 1965). However, as analytical methods and computing power have
increased the complexity of yield tables has also increased (Vanclay, 1994).
Modern forest growth models can broadly be split into three main approaches:
empirical, process based, and hybrid (Weiskittel et al., 2009). There are also a
variety of scales which growth models may operate at. The ranges of approach
and scale in forest growth modelling are shown in Figure 1.1.
Empirical models provide forecasts of stand growth based on statistical relation-
ships between state variables describing a forest stand such as top height, basal
area, and spacing (or stems per hectare) (Monserud, 2003). Ideally empirical
models should provide a logical relationship between growth and yield in that the
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Figure 1.1: Forest growth model ranges in approach and scale
function for yield should equal the integral of a growth function (as per Clutter
(1963)). Empirical models aim for parsimony, with relatively simple equations
describing stand development through time (Vanclay, 1994).
Process based models attempt to represent the underlying physical and mecha-
nistic processes of growth in forest stands (van Oijen et al., 2005). Process based
models have shown a recent increase in favour, as they have the potential to allow
forecasting of forest stands under changes in climatic conditions (Coops and War-
ing, 2011). Process models usually represent a system at one level of hierarchy,
which is important as a process considered mechanistically in a model at one level
of hierarchy may be considered empirical at a higher level model (Mäkelä et al.,
2000). A consequence of trying to represent underlying processes mechanistically
is an increase in model complexity and the number of parameters (Weiskittel
et al., 2009; Mason et al., 2011). Such parameters may not be easily defined,
introducing large uncertainty (Mäkelä et al., 2000), thus limiting the utility of
process based models to ’models for understanding’ (Vanclay, 1994).
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Hybrid models represent a combination of empirical and process based models.
Hybrid models include both processes and empirical relationships, which may give
the advantages of each modelling approach whilst minimising the disadvantages
(Mäkelä et al., 2000). For example, the Bridging model of Valentine and Mäkelä
(2005) used a simple carbon balance growth model and fitted it empirically using
commonly measured forest inventory variables. There are also examples such
as Pérez-Cruzado and Muñoz Sáez (2011), where empirical models were used
for parameterising process based models. Thus, process models which may not
provide estimates of tree height, or basal area may be hybridised with empirical
models to provide these values (Landsberg, 2003). It has been shown that this
approach often increases the accuracy of model predictions over empirical growth
models, whilst reducing the number of parameters required to be estimated
(Woollons et al., 1997; Pinjuv et al., 2006; Weiskittel et al., 2009).
A number of reviews exist of these different approaches to forest modelling.
Most convey the idea that process models are underused in forest management
(Mäkelä et al., 2000; Landsberg, 2003), perhaps unsurprising given the authors
backgrounds in process based modelling. However, this may be in response to
the opinion that process models are unsuitable for management, a concept that
is prevalent in earlier comparisons of empirical and process models (Sharpe and
Rykiel, 1991; Mohren et al., 1994). Korzukhin et al. (1996) provide a thorough
review of a number of comparisons between empirical and process models, arguing
that process based models are specifically advantageous in ecosystem management
of forests, where management is aiming to maximise ecosystem services rather
than timber production. Ideally, models should provide data to allow effective
stand management in terms of both timber and ecosystem services. Hybrid models
are cited to have the ability of providing these data (Weiskittel et al., 2009), and
appear to be the approach taken in a number of forest growth models over the last
two decades (Mason et al., 2011; Weiskittel et al., 2009; Waterworth et al., 2007;
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Valentine and Mäkelä, 2005; Woollons et al., 1997; Landsberg and Waring, 1997).
Indeed, numerical comparisons of the three approaches have shown superior
performance of hybrid models compared to both process and empirical models.
All things considered, it is perhaps best to infer that all models sit somewhere
in the spectrum between pure process and empirical models (Korzukhin et al.,
1996).
In addition to the approach taken to model a forest, the scale at which a model
operates is also important (Vanclay, 1994). Forests may be modelled from the
global scale down to the scale of roots, branches, and foliage. As with the issue of
the choice of the modelling approach, each scale is appropriate for different uses.
The smaller scale (tree component) models, are useful in providing estimates of
wood properties. This can be observed in the timber quality models of Leban
(2003) for Sitka spruce, or the stem form model of Valentine and Green (2012).
Individual tree models such as TASS (Mitchell, 1975) and Prognosis (Stage,
1973), are well suited to modelling complex stands with mixtures of species
and ages. Stand level predictions are usually applied to situations of even-aged
monocultures: such is the case with Physiological Principles Predicting Growth
(3PG) (Landsberg and Waring, 1997), and a number of dynamic stand level
models (Garćıa, 2013; Garćıa et al., 2011; Garćıa, 2010; Broad and Lynch, 2006;
Garćıa and Ruiz, 2003). Larger scale models running at regional, national, or
global scale tend to concentrate on the prediction of biomass development in
forests (Vanclay, 1994) (for example the national carbon inventory model for
the UK - CFLOW (Cannell and Dewar, 1995)), or are used in policy making
(Wernsdörfer et al., 2012).
It is also common to utilise smaller scale models within larger scale models to
provide inputs: CFLOW utilises the yield tables of Edwards and Christie (1981)
to provide stand estimates to the national scale; Houllier et al. (1995) uses a stand
level growth model coupled with a timber quality model related to Leban (2003)
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to provide stand level timber quality estimates; and SYLVER (Mitchell, 1988)
uses a combination of smaller scale models (including TASS (Mitchell, 1975)) to
predict stand level wood properties and timber quality in addition to standing
yield.
Most production forest stands in the UK are even aged monocultures (Forestry
Commission, 2003), therefore a stand level model is often most appropriate. When
forests are measured in the UK it is most often at stand level and the additional
variables that would need to either be measured (resulting in increased cost),
or estimated (resulting in increased model uncertainty) limit the usefulness of a
model at a smaller spatial scale such as at individual tree level. Forest managers
are also used to the utilisation of stand level models, through the extensive use
of yield tables (Edwards and Christie, 1981).
1.1.3 UK growth models
The UK (perhaps more specificially the Forestry Commission) mainly utilises
the M1 growth model for predicting forest growth. Over recent years there has
been greater interest in using more process based models such as 3PG (Xenakis
et al., 2008; Minunno et al., 2010), as well as the MOSES (MOdelling Stand
rESponse) model (Hasenauer, 1994) for predicting mixed-species and continuous
cover forests. Nonetheless, it is the M1 which dominates forest forecasting.
The M1 yield model has its origin in the graphically derived, imperial unit
yield tables of Hummel and Christie (1953). These were converted to metric
units (Hamilton and Christie, 1971), before Edwards and Christie (1981) fitted
polynomial equations to the yield curves to provide a numerically derived set of
density-dependent yield tables. More recent development of the M1 model further
updated the yield tables of Edwards and Christie (1981) to provide interpolated
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values for any stands which are not given in the tables (Davies and Kerr, 2011),
increasing the number of thinnings and initial planting densities over the original.
It is available through the software package ForestYield (Forest Research, 2001).
However, the M1 model is limited to certain initial planting densities and thinning
regimes which limits the management scenarios that can be forecast. Additionally,
there is no measure of uncertainty provided by the model. As the M1 model’s
workings are not published (and there is no plan to do so (Jenkins, 2009)) there
is no way to investigate the uncertainty in the model further.
Despite the limited documentation and flexibility of the M1 model, it still provides
the forest growth basis of a number of other models used by forest managers.
For example, it is used with taper equations for timber assortment predictions
(Fonweban et al., 2011), to provide growth predictions in ForestGALES for
wind risk prediction (Gardiner and Quine, 2000), and in land-use change carbon
reporting (Morison et al., 2011).
1.1.4 Uncertainty
As models are abstractions of reality, they cannot be considered to give exact
answers and so a measure of uncertainty should be included in all model
predictions. Effective forest management relies on knowledge of accuracy and
precision of growth models (Kangas, 1999). Thus, in most cases uncertainty
is taken to be a numerical estimate of the performance of a model. However,
both qualitative and quantitative assessment is possible (Soares et al., 1995;
Vanclay and Skovsgaard, 1997). Indeed, Clutter (1963) states that models may
be improved without data, “Through a detailed consideration of the biological
implications that are inherent in the current system”, while Rykiel (1996) suggests
that complex models may not require comparison with measured data and may
be simply put forward based on theory alone without experimentation.
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Uncertainty may lie in the inputs to the model in the form of measurement error,
within models in parameter covariance, or the structure of the model itself may be
uncertain (McRoberts and Lessard, 2000). Assessment of model structure may
be as, or even more important than the fit of an individual model (van Oijen
et al., 2013). Prisley and Mortimer (2004) identify that there is no single model
evaluation that can be used in all cases. A clear definition of what is meant by
uncertainty is important, and model-specific definitions are suggested to be of
greatest use (Smith and Heath, 2001).
Uncertainty may be quantified in a number of ways. This is best achieved with
data that is separate from the data used for model parameterisation (Vanclay,
1994), although resampling methods such as bootstrapping and cross-validation
can be used in cases where it is not possible to save data (Vanclay and Skovsgaard,
1997). Linear regression of observations against model predictions (Mayer and
Butler, 1993) may provide an initial insight into model fit, with R2 indicating
precision, and the regressions slope and intercept indicating accuracy. Modelling
efficiency as defined by Soares et al. (1995) may provide a simple index of model
fit based on the difference between observations and model predictions. Other
approaches include modelling previously observed errors to estimate future error
observations and producing a simplified (elementary) model that has a variance
representative of the original model (e.g. Kangas (1999)). Another common
approach to assessing uncertainty in growth models is to use Monte Carlo methods
(e.g Fortin and DeBlois (2010); Kangas (1997)). In these methods, a given
model is run repeatedly with random perturbations (scaled by parameter or other
uncertainties) to produce a range of outputs representative of the uncertainty
in the model. Monte Carlo methods may also be used to consider uncertainty
throughout the parameterisation of a model.
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1.1.5 Bayesian methods
Bayesian calibration makes use of Monte Carlo methods to focus on quantifying
uncertainty in model parameterisation. In a Bayesian calibration, uncertainties
are represented by probability density function (PDF)s (van Oijen et al., 2005).
Bayesian calibration may provide a number of advantages when used to assess
model uncertainty. These are outlined by Patenaude et al. (2008):
• It allows for the use of observation data with varying uncertainties, such as
remote sensing and ground based data
• It enables quantification of uncertainty for parameters and outputs
• It allows for improvement of PDFs when further information is obtained
Bayesian calibrations seem to have been predominantly deployed in the calibration
of process based models, and have been used in a large number of forest models
(Xenakis et al., 2008; Patenaude et al., 2008; van Oijen et al., 2005; Radtke
et al., 2002; Green et al., 2000). However, their use in empirical models is less
prevalent: Li et al. (2011) used a Bayesian method to calibrate a site-index model,
Radtke and Robinson (2006) used Bayesian melding: where PDF outputs of an
empirical growth model are used to calculate likelihoods used in the estimation
of uncertainty in a process model, Green et al. (1992) used Bayesian statistics
to predict site specific values of yield models for Honduran Pine, and likewise
Gertner (1984) used a sequential Bayesian procedure to reduce uncertainty in
predicting local values for diameter increment models for Douglas fir. To date
it appears that Bayesian methods have not been used to parameterise empirical
stand growth models, and certainly not at the national scale for multiple species.
While in the past Bayesian methods have been restricted by computational costs
(both financial and temporal), this is now much less of an issue with reductions in
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the cost of computing and more advanced Markov Chain Monte Carlo (MCMC)
algorithms (van Oijen et al., 2005). Examples of how Bayesian methods can be
applied to parameterise forest growth models may encourage wider scale adoption.
The natural progression from a simple Bayesian calibration is to calibrate
iteratively, as is the case in data assimilation. Again, such methods are more
prevalent in process based modelling, for example studies looking at forest carbon
dynamics (Gao et al., 2011; Quaife et al., 2008; Williams et al., 2005). Data
assimilation works on the premise that both models and observations contain
uncertainties and analysis of both will provide reduced uncertainty compared to
using observations or model predictions alone. State variables, parameters or
both may be updated by assimilating observations using methods such as the
Kalman filter (Chen et al., 2008). More complex problems with large numbers of
parameters can also be considered by using Markov Chain methods such as the
Ensemble Kalman Filter (EnKF) (Evensen, 2003). Data assimilation has been
used with some success in crop yield models, especially those utilising remote
sensing data (De Wit and van Diepen, 2007; Guerif and Duke, 2000), however
its use outside of process-based models seems to be limited again to improving
localised predictions of yield models (Walters et al., 1991). Despite the fact that
both Bayesian calibration and EnKF use Markov Chain methods, there are no
examples of using a Bayesian Calibration of a forest growth model to provide the
parameter PDFs used in data assimilation with EnKF.
1.1.6 Inventory and remote sensing
In order to use statistical methods such as data assimilation, regular surveys
such as forest inventories are necessary. For example in the USA, annual surveys
measure up to a fifth of the national forest, resulting in national reports every
5 years (Schreuder et al., 2004). The UK does not have such a strict regime for
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the national forest inventory, with the last report in 2003 (Forestry Commission,
2003), and the next report expected in 2014. Unfortunately, the UK National
Inventory appears to concentrate on forest area cover and species composition
rather than changes in forest variables such as top height and basal area, which
are important in predicting forest growth (Vanclay, 1994). While certain forest
districts may have regular surveys of forest growth variables, no central database
of inventories has been available for this study.
In the stead of regular (ground-based) surveys, remote sensing technology can be
used to provide measurements of forest growth. In particular light detection and
ranging (LiDAR) has been identified as having great potential in forest inventory
(Evans et al., 2006). Large areas of forest may be surveyed rapidly, with attributes
such as top height, stem number, and canopy dimensions as products (Suarez
et al., 2005).
Aerial LiDAR data has provided accurate estimates of top height, with errors
less than 2 meters (Balzter et al., 2007). Basal area is not directly measurable
with non-terrestrial remote sensing technology. It has been estimated using linear
equations that link crown diameter and height as estimated from LiDAR data with
reasonable accuracy and precision (R2 = 0.87) (Popescu, 2007; Popescu et al.,
2004). The only remote sensing technology for measuring basal area is terrestrial
LiDAR. Although accuracy has in the past been comparable to allometry based
estimates (R2 = 0.85 compared to ground measures (Hopkinson and Chasmer,
2004)), more recent studies have reduced error to an average of 1.8 cm in individual
tree diameter at breast-height (dbh) measures (Maas et al., 2008). However,
terrestrial LiDAR data is more time intensive to collect than aerial LiDAR data
and is not so readily available. Number of stems may be derived from aerial
LiDAR data by identifying local high points, which are assumed the tops of
trees. The local area may either be defined using variable ’window’ sizes and
shapes (Popescu et al., 2004), determined by a-priori knowledge of height-crown
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diameter relationships, or by fitting wavelet functions with similar shape to tree
crowns to the shape of the LiDAR surface models (Falkowski et al., 2006).
Given the current innovation in LiDAR forest survey techniques, one might expect
LiDAR data to have been used in data assimilation applications. Instead, it
seems that the only forest growth model driven by LiDAR inputs to date is that
of Härkönen et al. (2013), where LiDAR was used in the stead of ground based
measurements in the parameterisation of a process-based model.
1.2 Objectives and overview
The broad aim of this work is to investigate methods for estimating forest growth
in the UK and reduce the uncertainty in forest growth predictions. Reducing
uncertainty in forest growth predictions not only provides better information for
forest managers to decide on management and harvesting routines, but also allows
for the reduction of uncertainty in the estimation of forest carbon stocks, wind
risk, and timber quality.
First, in Chapter 2 two exisiting models for UK forest growth (The existing yield
tables of Edwards and Christie (1981), and the 3PGN model of Xenakis et al.
(2008)) are compared with a Stand Level Dynamic Growth (SLeDG) model (based
on the work of Garćıa et al. (2011)) that has not been applied before in the UK.
Scots pine is modelled over the hypothetical productivity ranges in the UK by
all three models. All three models are demonstrated to be capable of producing
similar forecasts. However, the strengths and weaknesses of the models are also
considered to provide insight for future applications.
Then in Chapter 3 I present a Bayesian calibration of the SLeDG style model for
both Sitka spruce and Scots pine across the UK. It is the first Bayesian calibration
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of a stand level dynamic forest growth model. An innovative Markov Chain
method called the Differential Evolution Markov Chain with snooker updater is
used to reduce the computational expense of the calibration. Methods of including
local productivity estimates are compared using Bayesian model comparison. The
result is a set of parameter probability distributions for both species, as well as a
framework for the parameterisation of other species in the future.
Chapter 4 then takes the probability distributions provided in Chapter 3 and
uses them in concert with a time series of LiDAR remote sensing observations
to perform data assimilation. This is achieved with an implementation of the
Ensemble Kalman Filter (Evensen, 2003) and attempts to reduce uncertainty in
the SLeDG model predictions further by incorporating regular observational data.
Finally, Chapter 5 brings together the findings from previous chapters and
discusses areas for further investigation. The wider implications of this research
are also addressed.
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Scots pine is the most abundant native conifer in the UK. A stand level dynamic
growth (SLeDG) model is parameterised for British Scots pine stands for the
first time. This model predicts stand dynamics annually based on their current
state, and allows for changes in forest management. Stand growth and carbon
storage predictions using this model were compared with those of the yield look-
up package ForestYield, and a process-based model (3PGN). Predictions were
compared graphically over an 100 year rotation and strengths and weaknesses
of each were considered. The SLeDG parameterisation provided forecasts of
Scots pine growth with percentage mean absolute difference between model and
observations < 12% for all state variables. The model comparison showed that
similar outputs were predicted by all three models, with the greatest difference
between models occuring in the predictions of volume and biomass in unthinned
stands. Future advances in data availability and computing power should
allow for greater use of process-based models, but in the interim more flexible
dynamic based growth models may be more useful than static yield tables for
providing predictions which extend to non-standard management prescriptions
and estimates of early growth and yield.
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2.1 Introduction
The combination of both spatial scale and rotation length of forest stands means
that models of forest growth are essential for sustainable management (Blanco
et al., 2008). Historically, this has been achieved using yield models which use
empirical relations between state variables such as top height, basal area, and
number of stems to forecast stand development and timber volume production
(Vanclay, 1994). For example, in the UK there is widespread use of the yield tables
of Edwards and Christie (1981) provided through a lookup package ForestYield.
Increased emphasis on providing a multi-function forest resource (Nijnik et al.,
2007) has meant that such models have had to be applied to activities such
as carbon storage reporting (Dyson et al., 2009). However, forest managers
focusing on multi-function management are in turn more likely to deviate from
management regimes aimed only at maximising timber production. Another
shortcoming of such yield tables is that they fail to be linked causally to the drivers
of productivity such as climate and nutrient availability, and are unable to account
for changes in these drivers as might be expected in a changing climate (Monserud,
2003). A shift to more flexible forest models is appropriate to accommodate
changes in environment or management objectives.
Hybrid models combine both empirical and process based modelling approaches:
using simple mathematical relationships between stand variables, and represen-
tations of the underlying ecophysiological processes in stand development respec-
tively. Through the combination, shortcomings of the empirical and process-based
approaches may be ameliorated (Landsberg, 2003; Monserud, 2003), providing
both traditional outputs for forest managers as well as estimates of carbon seques-
tration, whilst reducing the uncertainty in model outputs that occurs in complex
process modelling (Valentine and Mäkelä, 2005). Additionally, prediction preci-
sion may be improved (Pinjuv et al., 2006).
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A number of hybrid models have been applied for varied species and locations
globally (e.g. Mason et al. (2011); Weiskittel et al. (2007); Valentine and
Mäkelä (2005)). Perhaps the most widely applied hybrid model is Physiological
Principles Predicting Growth (3PG) developed by Landsberg and Waring (1997).
It uses physiological principles to predict forest growth, combined with empirical
relationships to output stand variables such as height and basal area. Thus
model outputs can be used by forest managers to estimate timber production
as well as estimates of carbon fixation. The model works in three stages:
derivation of primary production, partitioning the production to above and
below ground portions, and derivation of output variables (Landsberg et al.,
2003). It has been parameterised successfully for a number of species including:
eucalyptus (Eucalyptus spp.) in Australia (Sands and Landsberg, 2001), Brazil
(Almeida et al., 2010), Spain (Pérez-Cruzado and Muñoz Sáez, 2011) and Portugal
(Minunno et al., 2012); ponderosa pine (Pinus ponderosa Douglas ex C.Lawson)
and Douglas fir (Pseudotsuga menziesii (Mirb.) Franco) in the Pacific Northwest
(Swenson et al., 2005), and in the UK for Scots pine (Pinus sylvestris L.)(Xenakis,
2007) and Sitka spruce (Picea sitchensis (Bong.) Carr.) (Minunno et al., 2010).
However, while 3PG has the potential to be used over large areas where it
has not been calibrated (Almeida et al., 2010), it still requires a large number
of parameters to be measured or estimated (both climatic and in the stand).
This may increase both model uncertainty, especially in cases with limited data
availability, and the cost of parameterisation.
Another class of models which can have elements of flexibility in the sense de-
scribed above are dynamic yield models. Dynamic yield models allow forecasting
of a stand based on its current state, as measured by a number of state variables
(such as top height, basal area, and number of stems per hectare). Changes in
a state variable are a function of only the current state of the stand. Thus vari-
ation in forest management strategies can easily be modelled by adjusting state
CHAPTER 2. A comparison of models for quantifying growth and standing
carbon in UK Scots pine forests 19
variables accordingly. For example, a thinning may be modelled by reducing the
number of stems and the basal area in the state vector, creating an adjusted state
vector. The trajectory of this adjusted state vector is then forecast. This would
not be possible with a static yield model, where only predetermined points for
thinnings can be simulated.
A number of Stand Level Dynamic Growth (SLeDG) models have been developed
for a variety of species based on the initial work of Garćıa (1979). It should
be noted that while other models may be dynamic and predict forest stands,
here we specifically refer to SLeDG models as those based on Garćıa (1979).
Previous example include models for eucalypts (Eucalyptus globulus Labill.) in
Spain (Garćıa and Ruiz, 2003), Sitka spruce in Ireland (Broad and Lynch, 2006),
interior spruce (a mix of white spruce (Picea glauca [Moench] Voss), Engelmann
spruce (Picea engelmannii Parry) and their hybrids) in British Columbia (Garćıa,
2010), loblolly pine (Pinus taeda L.) in the Piedmont region of the USA (Garćıa
et al., 2011), and trembling aspen (Populus tremuloides Michx.) in Western
Canada (Garćıa, 2013). This approach has an advantage in that SLeDG models
may be parameterised providing acceptable extrapolations with relatively small
permanent sample plot (PSP) datasets (Garćıa, 2010). This is especially useful
as the UK has a robust but not particularly extensive network of PSPs (Scots
pine n = 51 in Scotland). Changes in stand-level variables are predicted with
biologically consistent differential equations. Recent versions of the model have
moved towards more of a hybrid style, including variables which account for
reduction of productivity following thinning or topping, in turn reducing the
stand’s photosynthetic (and nutrient capture) apparatus (Garćıa et al., 2011). It
has been suggested that the model may allow for estimating the root, leaf, and
branch biomass of stands (Garćıa et al., 2011), thus providing both timber growth
estimates, and a standing biomass estimate for forests. It is also suggested that
the model productivity may be modulated by climate and nutrient parameters,
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allowing for predictions in a changing climate (Garćıa et al., 2011). However,
neither the standing carbon nor climate change predictions have been tested yet.
Additionally, unlike 3PG there has been no work on integrating the model with
routines of soil carbon dynamics (Xenakis et al., 2008), which are an important
component of the forest carbon cycle (Jandl et al., 2007).
While there can be no ’perfect model’, certain models will lend themselves better
than others to certain tasks. Here we do not aim to determine a perfect model, but
instead compare model utility for different tasks. This paper has two objectives.
Firstly, we introduce the use of the SLeDG approach in UK forests. The model
is described and parameterized for Scots pine (Pinus sylvestris L.). Scots pine
is the most abundant native conifer in the UK, and the second most abundant
overall species - occupying over 17% of the UK forest area (Forestry Commission,
2011). With current forest strategy requiring afforestation with native species,
Scots pine’s importance in UK forestry looks set to increase (Woodland Expansion
Advisory Group, 2012). Timber outputs, as well as standing carbon outputs are
estimated and reported for the first time with a SLeDG model.
Secondly, forecasts of forest growth and standing carbon estimates of the SLeDG
model are compared with those of the ForestYield package and the 3PGN model.
Although versions of 3PG have previously been compared with other growth
models (Weiskittel et al., 2007; Pinjuv et al., 2006), the ForestYield model has
not previously been compared to alternative modelling methods for forest carbon
accounting. This, therefore, allows for a comparison of the outputs of these forest
growth models, as well as identifying the potential for improving the current
methodology for stand level forest growth and carbon reporting estimations.
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2.2 Methods
2.2.1 Data
The data for the parameterisation of the models were provided by the Forest
Research Forest Mensuration, Modelling and Forecasting Group, consisting of 51
PSPs across Scotland. The measurement statistics taken from these PSPs are
summarised by age group in Table 2.1. These plots were planted with Scots
pine between 1878 and 1965. Measurements were taken from stands ranging in
age between 14 and 125 years, with at least two mensurational surveys per plot.
Plots varied in their management with a variety of thinnings undertaken. Thirteen
plots were unthinned controls. Four soil types were selected by Ecological Site
Classification (Pyatt et al., 2001): podzol, brown earth, sand and podzol/brown
earth mixture; and 45 soil sample plots were collected as part of an earlier study
(Xenakis, 2007). The elevation of both PSP and soil plots ranged from 3 to 364
m a.s.l., and were located between latitude 56◦63.1’ and 57◦69.3’N and longitude
5◦19.7’ and 3◦07.0’W. Tree volume measurements were provided by the Forestry
Commission’s tree pulling database, which contains measurements from 17 stands
of Scots pine across the UK aged between 27 and 44 years.
2.2.2 Model definitions
SLeDG
This version of the SLeDG model is an adaptation of the model by Garćıa et al.
(2011), which is an evolution of the model first suggested by Garćıa (1979). This
family of models uses a state-space approach to forecast the stand development
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of stems per hectare, tubular volume (the product of basal area and top height),
and occupancy. Occupancy is analogous to an interception efficiency: an index
of the rate of gross photosynthesis versus a maximum potential rate, where a
stand has enough leaves to intercept all photosynthetically active radiation (PAR)
(Monteith, 1972).
Changes in the state variables through time are represented by differential
functions. The model variables are listed in Table 2.2. The SLeDG model was
parameterised for Scots pine in three stages similar to Garćıa et al. (2011): height
(a site index model), mortality, and basal area with occupancy. Additionally,
model outputs for merchantable volume were also parameterised. The biomass
expansion factors (BEF) and root:shoot ratios of Levy et al. (2004) were used to
provide standing biomass outputs based on the merchantable volume. Details of
the model structure and parameterisation are available in Appendix A.
Table 2.2: SLeDG model variables and units
Variable Units Definition
H m Top height
N stems ha−1 Number of stems (per hectare)
W m3 ha−1 Tubular volume; product of B and H
Ω - Occupancy
Hs m Site index (Index age 50 years)
B m2 ha−1 Basal area
R - Relative closure
V m3 ha−1 Merchantable volume (stem to 7cm dia.)
Model statistics were calculated to provide an initial benchmark of the model fit
to the data. As the dataset was small the statistics were only calculated with
the PSP data used in model calibration, i.e. no independent data were used.
Therefore a bootstrap analysis was used to provide a validation of the model as
suggested by Vanclay and Skovsgaard (1997). One thousand bootstraps were run
for each part of the model parameterisation resulting in confidence intervals for
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calibrated parameters. Variance inflation factors were calculated for each part
of the model to assess multicollinearity among state variables. Mean absolute
difference; percent mean absolute difference; and the modelling efficiency were
also calculated. Mean absolute difference is simply the average of all deviations
of PSP data points from the model, which can also be expressed as a percentage.
Modelling efficiency is described by Vanclay and Skovsgaard (1997). It provides
a statistic analogous to R2, whereby 1.00 represents ’perfect’ fit between model
and measured data, and 0.00 represents a poor fit (negative values indicate very
poor fit).
3PGN
The 3PGN model is described in Xenakis et al. (2008) as a process based
model structure coupling the 3PG model (Landsberg and Waring, 1997) with the
introductory soil carbon balance model (ICBM) (Andrén and Kätterer, 1997).
The 3PG model can be broadly separated into three parts. The first part
deals with the derivation of the primary production: Gross primary production
is calculated using photosynthetically active radiation. The photosynthetically
active radiation is estimated as half of incoming shortwave radiation (Landsberg
and Waring, 1997), or may be estimated using empirical relationships based
on monthly maximum and minimum temperatures in the absence of direct
radiation measurements, as per Coops and Waring (2001). Photosynthetically
active radiation is adjusted to available photosynthetically active radiation,
scaled by a function of Leaf Area Index. Dimensionless modifiers for vapour
pressure deficit, soil water, temperature and age determine the utilisable available
photosynthetically active radiation. Gross primary production is calculated by
multiplying the utilisable available photosynthetically active radiation by an
apparent quantum efficiency which is usually assigned the value of 0.03 mol C
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(mol photon)−1 (cf. review of published literature by Landsberg and Waring
(1997)). Finally, gross primary production is simply scaled by 0.48 to give net
primary production.
The second part determines the partitioning of the production to above and below
ground portions (Landsberg et al., 2003). The production may be allocated to
either the roots, stem, or foliage of a stand. Changes in biomass in the roots, stem,
and foliage are therefore the balance of the production allocated to each minus
root dieback, stem mortality, and litterfall. The below ground portion of carbon
allocation (ηr) is determined by a fertility rating (a percentage site productivity
rating), water content, and stand age. The above ground allocation of carbon is
divided between stem and foliage using a ratio determined by basal area.
The third part produces outputs from the model such as stand volume, stem
number, and basal area which may be of use to managers. Stem number change
(mortality) is estimated by a version of the -3/2 self-thinning rule (Yoda, 1963).
Increases in stem mass (dws) are used to calculate increases in stem diameter,
and an allometric relationship is used to scale this to stand volume for output.
The Introductory Soil Carbon Balance Model (ICBM) (Andrén and Kätterer,
1997) is incorporated by including three carbon and three nitrogen pools for soil
carbon. Each pool has different rates of decomposition, which may be further
modulated by environmental conditions. Litterfall, root turnover and natural
mortality calculated by 3PG are used as inputs to the soil carbon pools.
A previous calibration of 3PGN parameters for Scots pine (Xenakis et al.,
2008) was used for this study. This used the same 51 plot dataset as the
SLeDG parameterisation. The calibration was performed using an application
of the Bayesian theorem with the implementation of a Monte Carlo Markov
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Chain. Calibration was performed for all plots and a mean parameter vector
was extracted. For more details see Xenakis et al. (2008).
Average climatic and site conditions for each yield class (YC) were estimated
based on mean climate for each yield class and a mean soil type estimated from
45 soil samples collected by Xenakis et al. (2012) from across Scotland. Solar
radiation was estimated from temperature, humidity and site information using
the algorithm given by Xenakis et al. (2008).
Thinning in 3PGN is represented as a fraction of the biomass of foliage, wood and
root of the mean tree removed in each intervention. The fractions removed for
each yield class in thinnings were based on outputs from the tables of Edwards
and Christie (1981). The biomass of the three structural pools before and after
thinnings were calculated using the allometric equations developed by Xenakis
et al. (2012). Thus the ratio of the biomass removed from thinnings to the biomass
before thinnings was estimated. Model outputs were calculated with and without
thinnings.
ForestYield
ForestYield (Forest Research, 2001) is a computerised version of the yield tables
of Edwards and Christie (1981). It outputs top height, basal area, stem number,
and volume for stands of given planting density, site quality (YC), and thinning
regime. The equations used to calculate the yield tables are not utilised in
ForestYield. Instead, it includes the data from the yield tables, and points in
between table cells are estimated by linear interpolation. Stands that do not
match these predetermined YCs, planting, and thinning regimes, are estimated
by using the closest regime. To estimate stand whole tree biomass, ForestYield
outputs were expanded with the biomass expansion factors estimates of Levy et al.
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(2004) as is performed in the land use, land use change and forestry (LULUCF)
reporting in the UK (Dyson et al., 2009), and in a similar manner to the SLeDG
model.
2.2.3 Model comparison and initiation
Such different models are not easily compared statistically. Previous model
comparisons have looked at errors when models have been validated against
common data (Weiskittel et al., 2007; Pinjuv et al., 2006). However, as all
available Scots pine data were utilised in parameterisation of SLeDG and 3PGN,
a similar comparison was not possible.
Instead, all three models were compared by looking at how each predicts growth
over the typical range of productivity classes (defined by YC) for one rotation of
one hundred years. These represented hypothetical stands, rather than looking
at specific stands which have been measured.
In order to compare the models’ predictions of stands through time, a standard of
site quality is needed. ForestYield utilises yield class (YC) as its measure of site
quality, however 3PGN and SLeDG require a conversion between their site quality
measures and YC. In this study, even YCs ranging between 4 and 14 m3ha−1yr−1
were used. The YC is the estimated mean annual increment of a stand of trees
which occurs at the intersection between the idealized curves for mean annual
increment and current annual increment plotted against stand age (Edwards and
Christie, 1981).
In the SLeDG model, site index (Hs) is used as a measure of site quality. The
relationship between YC and Hs is given as:
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YC = α1 + α2Hs (2.1)
With a reference age of 50: α1 = −5.507, and α2 = 0.867 (RMSE=0.428,
R2=0.981), for Scots pine (Fonweban, 2012, pers. comm.).
In 3PGN, site quality is represented by the fertility rating. The link between 3PG
and ICBM, which calculated the fertility rating parameter from ICBM’s output,
was removed and so fertility rating was re-introduced as a parameter (cf. Minunno
et al. (2010)).
The model was run using the parameter set of Xenakis et al. (2008) (fit to the
same 51 PSPs) for each soil type. The fertility rating parameter was calibrated
manually to achieve the closest fit of predicted against observed diameter at
breast-height (dbh). The calibrated values of fertility rating were assigned to
the different yield classes based on mean YC for a given soil type. For two YC
(8 & 10) values for fertility rating were interpolated between the fitted fertility
ratings due to lack of stand data.
Initial planting density was fixed at 5000 stems ha−1; a previous average for Scots
pine planting in the UK (Forestry Commission, Pers.Comm.) and previously used
in 3PGN forecasts by Xenakis (2007). It should be noted however that current
grant applications for Scots pine forest establishment in Scotland requires a
density of 3000 stems ha−1 at establishment (Scottish Executive, 2012). Assuming
a constant initial planting density across modelling platforms provides a common
starting point for forecasting hypothetical stand growth.
Differences in outputs of top height, basal area, stem numbers, volume, and whole
tree biomass were compared graphically over the range of productivity commonly
seen in the UK: between YC 4 m3ha−1yr−1 and 14 m3ha−1yr−1. Similarities
and differences in how the models forecast growth were considered and potential
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causes discussed. Additionally, the requirements of the models were compared:
what parameters and variables are required in order to run a simulation of a
stand, and how that relates to model purpose and utility.
2.3 Results
2.3.1 SLeDG parameterisation
The fitted parameters, their error, and bootstrap derived confidence intervals for
the height-age and mortality sub-models are given in Table 2.3. The fit of these
sub-models to the PSP data is shown in Figures 2.1 & 2.2.
Figure 2.1: Model-data comparison figure for top height growth in Scots pine
permanent sample plots . SLeDG modelled top height growth (dashed lines) for even




















In the parameterisation for basal area and occupancy, the values for loblolly pine
relating to occupancy and relative size of mortality loss (b9 = 0.4, b10 = 2.4,
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Figure 2.2: SLeDG model-data comparison figure for natural mortality in Scots pine
permanent sample plots . Mortality of stands as top height increases for different initial





















Figure 2.3: Error in basal area predictions using estimated parameters for SLeDG.
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b12 = 2.778 × 104) (Garćıa et al., 2011) performed well due to the similarities in
shade tolerance and thus self thinning between the pine species. Thus values for
b9, b10 and b12 were fixed in the parameterisations, as preliminary investigations
showed no statistical improvement when these parameters were allowed to vary.
These fixed values and the other estimated values for all parameters relating to
basal area and occupancy are given in Table 2.3. The errors are estimated from
the Hessian calculated in the parameterisation, and confidence intervals are based
on the bootstrap analysis.
The errors in the predicted value of basal area (B) over the range of ages is given
in Fig. 2.3. The linear model fitted to the errors has a slope significantly different
from zero (P = 2.13 ×10−4), indicating consistent overestimation in the first 50
years and underestimation in years after.
The estimates of the coefficients from a linear regression of merchantable volume
(V ) on tubular volume (W ) using aggregated data from the tree pulling database
were βv = 0.394 and cv = 11.01. The regression had a R
2 value of 0.978.











= 7.57× 10−7H1.83N1.86 (2.2b)
dΩ
dH
= 0.105H1.04(1− Ω) (2.2c)
dW
dH





Where H,N,W, and Ω are top height, number of stems per hectare, product of
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basal area and top height, and occupancy respectively. The local (site specific)
productivity is defined by the parameter q which can be derrived from the site
index (see Appendix A). The latter three equations may be multiplied by the first
equation to express the variablility in N , Ω, and W in terms of dt instead of dH
and (2.2b) may be substituted in to (2.2d) for a more standard form.
All variance inflation factors in the model were less than 5 with the exception of
top height in the stem wood accumulation function (Equation 2.2d) which had
a value of 7.40. This value is still below the threshold value of 10 suggested as
a sign of high collinearity by Kutner et al. (2004). The statistics of model fit
for SLeDG are given in Table 2.4 for H, N , and B. As Ω is not observable,
no model fit is given. Overall there is high modelling efficiency for all three
variables, indicating a good agreement between observed and estimated values.
Although the lowest modelling efficiency is seen in B, it has a lower percentage
mean absolute difference than N . Predictions of H show the best agreement
between observed and estimated values, with high modelling efficiency and the
smallest percentage mean absolute difference.
2.3.2 3PGN Calibration
All of the parameters bar one used in this instance for 3PGN can be found in
the calibration for Scots pine by Xenakis et al. (2008) and Xenakis (2007). The
only difference here is in the values of fertility rating. The range of fertility rating
for given YC (and associated soil type) is given in Table 2.5. The proportion of
explained variance by the regression of measured versus predicted dbh was always
greater than 0.7 for all YCs which had direct measurements of dbh.
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Table 2.4: Statistical measures of model fit in calibration against permanent sample
plot (PSP) data
Variable Top Height (m) Stems ha−1 Basal area (m2)
Mean absolute difference 0.3521 130.1 2.551
% Mean absolute difference 2.128 11.83 7.317
Modelling efficiency 0.9875 0.9334 0.9092
Table 2.5: Fertility rating values for given soils and associated yield class (YC) based
on regression between modelled and observed diameter at breast-height (dbh)
Soil type YC Fertility rating Adjusted R2
Podzol 4 0.100 0.898
Regosol 6 0.265 0.747
Gley 8 0.300 ‡ -
Humic gley 10 0.335 ‡ -
Podzol/Brown earth 12 0.370 0.928
Brown earth 14 0.550 0.971
‡Indicates interpolated values
Model predictions
The variable output for unthinned and thinned stands for all three models can be
seen in Figure 2.4. The range of productivity between YC 4 - 14 is represented
for each model by a different coloured ribbon. As ForestYield predictions only
begin at age 40 years for YC 4 stands, the ribbon representing ForestYield was
truncated. Height and average dbh show similar trajectories over the range of
productivities for all three models, in both thinned and unthinned stands.
There was no early mortality predicted by 3PGN until the age of 25 years or
even later in less productive stands. As previously noted, ForestYield does not
produce any mortality predictions before 40 years in YC 4. ForestYield does
produce mortality predictions for higher productivity stands younger than 40
years, though the earliest mortality is predicted at 25 years in YC 14 (Edwards
and Christie, 1981). Only SLeDG was able to predict early stand mortality
(Figs. 2.4c & h). In the unthinned stand simulation, 3PGN and ForestYield
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show reasonable agreement, with less than 1000 stems difference between most
and least productive stands. The SLeDG model predicts a much wider difference
in stem numbers between most and least productive YCs. When the thinned
stands are simulated, there is better agreement between models (Fig. 2.4h).
Although 3PGN predicts on average a greater volume than SLeDG over the
period of an unthinned rotation (Fig 2.4d), it also predicts the lowest biomass
of the three models, with the exception of the lowest productivity stands
predicted by ForestYield (Fig. 2.4e). Although 3PGN predicts much higher
volume growth than SLeDG for thinned stands, its biomass prediction follows a
different trajectory, with either lower or comparable biomass relative to SLeDG.
ForestYield shows the largest difference between highest and lowest YC in its
prediction of volume and biomass. It also predicts a much greater volume and
biomass in higher yield class stands than both SLeDG and 3PGN.
2.4 Discussion and conclusions
2.4.1 SLeDG parameterisation
The SLeDG model as summarised by Equation (2.2) provides an alternative
method for yield prediction in British stands of Scots pine. Although param-
eterised with a small dataset, the model provides reasonable forecasts of Scots
pine growth throughout the range of productivity observed in the UK.
Simultaneous parameter estimation has previously been identified as the best way
to minimize model errors (Soares et al., 1995; Vanclay and Skovsgaard, 1997). The
three stage fitting of SLeDG could therefore introduce additional error compared
to a simultaneous fitting operation. The next chapter investigates the use of
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Figure 2.4: Plots of SLeDG, 3PGN, and ForestYield thinned and unthinned stand
predictions through time. Ribbons indicate range of productivity equivalent to YC 4
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Bayesian methods of simultaneous parameter estimation, which were not used
here in order that the author could become familiar with how SLeDG style models
had previously been parameterised. However, by using the three stage fitting
procedure, height growth and then mortality is modelled as best as possible before
modelling basal area. In a simultaneous estimation the accuracy of basal area
would be increased at the cost of reducing accuracy in top height and mortality
(assuming simultaneous fitting would weight the accuracy of all variables equally).
As the SLeDG model uses an assumption that stand development is driven by an
increase in height (Garćıa, 2010), optimising the height growth part of the model
above other model variables may be desirable.
The site index model selected in the parameterisation produces an anamorphic set
of curves (Fig. 2.1). Anamorphic curves share the same shape and form between
site indices, and can be referred to as time scaled curves. While anamorphic height
growth curves have been criticized in the past for their single point productivity
classification (Zeide, 1978), the selection versus alternative curve forms in the
parameterisation (see Appendix A) indicates that this simple function is sufficient.
Anamorphic curves have also been shown to be useful for UK Sitka spruce stands
(Rennolls, 1995).
The mortality section of the SLeDG model (Fig. 2.2) is an example of a self-
thinning ’law’ as explained by Garćıa (2009). Thus, like other self-thinning laws
there is a maximum stem number for a stand of a given height. However, the
trajectory of mortality for most stands is not dependent on this self-thinning line
until greater heights are reached. This can be seen in Figure 2.2 as the point
when the models mortality projections come close together past stand heights of
20m.
Occupancy is an implicit (or latent) variable in this model as in previous
parameterisations of SLeDG for other species (Garćıa et al., 2011). As such the
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values predicted by the model cannot be benchmarked against empirical data.
Despite the fact that it is not a direct physical measure, occupancy is useful
to provide a physiological limitation on stand productivity, similar to the PAR
modulation by LAI in 3PGN, taking into account reductions in productivity at
initial planting or following thinnings. In the future, it may be possible to estimate
occupancy based on relative stand closure using light detection and ranging
(LiDAR) measurements. Alternatively, a method similar to that of Duursma
et al. (2012) for estimating light use efficiency in woody plants might estimate
occupancy directly. This method uses just two parameters: crown density (the
ratio of leaf area to total crown surface area) and leaf dispersion (a measure of the
degree of aggregation of leaves) to model light use efficiency. This may be scaled
from individual plants to stand scale using LiDAR measurements to identify the
aggregation of trees and the crown density within a stand.
Although the linear model fitted to the basal area residuals indicates a consistent
bias which is a function of stand age, the linear model is likely to be affected by
the few oldest plots (> 70 years) in the dataset. The measurements of older plots
in the PSP dataset tend to be in less productive plots (Table 2.1.), with more
productive plots having been harvested. Thus the dataset is not representative of
all productivity classes over the range of ages. As lower productivity stands are
expected to have lower basal area in earlier stages of growth, this trend is likely to
continue in later stages of the model, hence the potential for underestimation of
basal area in older stands. Ideally PSP data from more productive, older stands
would be included in a future parameterisation to remedy this.
The statistical tests to benchmark SLeDG (Table 2.4.) reveal an excellent fit
between the data and the model that has been fit to the data. A modelling
efficiency so close to 1.0 is consistent with a graphical assessment of the model
as can be seen in Figures 2.1. and 2.2.; where the model follows closely the
measured values. Ideally independent data would have been used in a benchmark
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analysis. However, because of the small size of the PSP dataset, the decision was
made to use all data in parameterisation. Bootstrap simulations are suggested as
an alternative to independent validation in cases of data scarcity (Vanclay and
Skovsgaard, 1997). Results of the bootstrap analysis were mostly consistent with
the parameter estimates (Table 2.3.). However, the appearance of negative values
in the confidence intervals of b4 and b11 suggest issues with the parameterisation
method, as it should not be possible for the model to increase the number of
stems or decrease occupancy (see Equations 2.2b and 2.2c). Given more time
this could have been investigated further. The parameter estimates for b7 and
b8 do not sit in the middle of the bootstrap confidence intervals, which could
be a result of bias in sampling of the bootstrap. Non-overlapping time intervals
used in the parameterisation are assumed independent. However, plots with more
measurements are more likely to be sampled repeatedly in the bootstrap which
uses sampling with replacement.
Further improvements to SLeDG may include modulating the site index part of
the model by a climate index (similar to the climate variables used in 3PGN)
to allow for predictions in a changing climate. Equally, a soil model may be
integrated with the model as in 3PGN with a variable similar to fertility rating
modulating the site index, and the occupancy providing values for fine root
turnover and litter production. With this a measure of soil carbon accumulation
may be obtainable.
2.4.2 Model comparison
Despite their differences in structure, the three models show reasonable agreement
in variables and outputs over the years predicted. This is especially true in the
thinned stand projections. The main differences occured in the predicted volume
and biomass forecasts. The higher biomass estimates of SLeDG compared to
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3PGN in unthinned stands (Fig. 2.4e.) may be similar to overestimates of biomass
seen when using BEF based on only one variable (Lehtonen et al., 2004), as the
BEF is only based on top height (Levy et al., 2004). Additionally, this discrepancy
may be explained by the underestimation in biomass previously observed when
using 3PGN to estimate Scots pine growth, due to an underestimated foliage
biomass pool (Xenakis et al., 2008). As before, the cause of the underestimate of
3PGN may be better understood given a more complete dataset with foliage and
root carbon storage in chronosequences. Regardless of the cause, both models
forecast a smaller range of volumes and biomass than ForestYield. It is possible
that the lower variation in stem numbers observed in ForestYield (Figs. 2.4c.
& 2.4h.) does not represent the variation one might expect between very high
and low productivity sites. If lower fertility sites had a higher stem number for
a given height, the range in stand volume may be reduced to a range similar to
that observed in the other two models.
In thinned stands, SLeDG and 3PGN arrive at a similar biomass estimate across
the range of YC, despite an earlier biomass accumulation predicted by SLeDG.
However, SLeDG still predicts lower volumes in thinned stands. This may also
be a symptom of the low number of older high productivity stands in the PSP
dataset (Table 2.1).
Given the limited PSP data available for Scots pine in the UK the benefit of
using the SLeDG approach is that despite the limited dataset it still provides
a reasonable forecast of stand growth across a range of sites. There is a
reduction in time and effort required to parameterise SLeDG versus 3PGN, which
requires 50 parameters to be estimated (Xenakis et al., 2008) compared to the
13 in this parameterisation of SLeDG. Additionally, climatic variables including
maximum and minimum monthly temperatures and precipitation may not be
easily obtained: being dependent on the nearest weather station. However,
improved data availability reduces this advantage of SLeDG over 3PGN. With
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increasing data availability from remote sensing sources, 3PGN may incorporate
inputs in a similar way to Physiological Principles Predicting Growth (3PG)
Spatial (3PGS) (Coops et al., 1998): using satellite data to estimate the leaf
area density, chlorophyll content in canopies, maximum photosynthetic capacity
and biomass for 3PG model calibration. Thus, the potential for using 3PGN in
UK forests can only increase. Indeed, a potential benefit of 3PGN is that it may
utilise a wider range of data for calibration should it become available. Both forest
growth variables and carbon fluxes may be utilised by 3PGN for calibration and
validation (Minunno et al., 2010).
In this model comparison, we provide no indication of the uncertainty in model
predictions. Both SLeDG and 3PGN provide parameter error values, which may
be propagated to the state variables and model outputs. ForestYield does not
provide any uncertainty in its parameters, and the yield tables that it is based on
also provide no error values (Edwards and Christie, 1981). In financial terms,
a measure of uncertainty is highly desirable for estimating optimum harvest
(Lohmander, 1988). Equally for carbon storage, a measure of uncertainty is
important for both policy makers and managers, with uncertainty in parameters
identifying parts of models requiring further attention (Smith and Heath, 2001).
Indeed, quantification of uncertainties features heavily in the guide for LULUCF
reporting (IPCC, 2003). Bayesian approaches to forest model calibration such as
those of van Oijen et al. (2013), Patenaude et al. (2008), and Xenakis et al. (2008)
are one approach which could lead to better understanding of model uncertainty,
and future work on models for stand level development should consider this as an
option. More generally: greater transparency in the relationships, assumptions
and limitations of empirical yield models used for timber estimation and as
drivers for other models (e.g carbon reporting (Milne et al., 1998) and wind risk
estimation (Gardiner et al., 2004)), can lead to wider utility and application.
While this paper has concentrated on Scots pine in particular, the calibration of
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both SLeDG and 3PGN of other species both in the UK and beyond is possible.
Both models are aimed at forecasting even-age monocultures, reducing ease of
application in more complex forest stand structures. As a counterpoint, both
models forecast stands based on the current state of the system without requiring
historical measurements to estimate productivity, particularly useful in countries
where details of forest establishment are not widely known. With hybrid models
it is possible to allow for a greater range of forest management strategies than
static tables. Forecasts can be based on the current state of a forest stand, rather
than fitting a given stand to a predetermined growth trajectory. Thus, improved
estimates of forest stand-level metrics in the UK should allow for flexibility in
predictions following any alterations in forest management; the ability to utilise
as many data as possible whilst being robust enough to be able to run efficiently
with minimal data available; and also be fully documented in order that various
sources of error may be accounted for. None of the models considered here reach
such lofty goals. However, it seems of benefit to move towards dynamic models
of forest growth for carbon stock estimation. With current data availability a
dynamic model such as SLeDG, can account for changes in forest management.
Replacing the static yield table approach currently used in C-FLOW with growth
predictions from a dynamic statistical model could provide growth estimates for
forest management in cases where management has deviated from the traditional
schemes included in the tables of Edwards and Christie (1981). In addition it is
then possible to run model based scenarios of alternative management approaches
to inform management. In the future, when data from multiple sources (for
example remote sensing, and sensor networks) become more available, models such
as 3PGN may become more appropriate, providing both forecasts and insight into
the underlying processes driving changes in forest growth. Indeed it may be most
appropriate to consider the use of both SLeDG and 3PGN in concert to provide
forest growth forecasts in the future. Such an approach allows the ensemble of
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models to continue to benchmark each other, whilst providing more information
about the uncertainty of predictions.
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Growth models continue to be of importance in modern multi-functional forestry
to provide forecasts. Bayesian calibrations allow both model structure and
parameters to be assessed simultaneously in a probabilistic framework, providing
a model with which forecasts and their uncertainty can be better understood and
quantified using posterior probability distributions. A Bayesian calibration of a
Stand Level Dynamic Growth (SLeDG) model is carried out for both Sitka spruce
and Scots pine in the UK for the first time. The calibration used the Differential
Evolution Markov-Chain method to reduce the required number of iterations for
inference. Two different model structures were considered for estimating local
stand productivity: one using the measured height-age relationship, and one
using estimated site yield class. The height-age relationship was shown to be
more probable for both species in a Bayesian Model Comparison (Total model
probability = 0.64 and 0.58 for Sitka spruce and Scots pine respectively), although
metrics of model performance were similar for both model structures (R2 ≥ 0.88
in all variables). A complete calibration (using all data) of the more probable
model structure was then completed, and excellent model fit was observed (R2 >
0.95 for all variables in the case of both species). Forecasts of forest growth
using parameter distributions from the calibration were demonstrated, and are
compatible with existing yield tables for both species. This method could be
applied to other species or other model structures in the future.
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3.1 Introduction
Due to the time scales involved in a forest rotation, modern multi-purpose
forestry continues to require robust forest growth models to forecast timber,
carbon storage, and even time to maturity for recreational uses. Current
computing power and availability has resulted in a marked increase in the use
of Bayesian approaches when calibrating models across a range of fields. For
the parameterisation of forestry models Bayesian approaches have been shown to
produce outputs comparable to maximum likelihood approaches (Li et al., 2011;
Laloy and Vrugt, 2012), but with the added benefit of a full posterior distribution
of parameters, thereby facilitating a more thorough understanding of areas of
uncertainty within a model. It is also relatively simple to use the Bayesian method
to investigate uncertainty in model structure through Bayesian Model Comparison
(BMC) (van Oijen et al., 2013). While Bayesian approaches are becoming more
prevalent for forest ecosystem modelling, particularly for calibration of process-
based models (van Oijen et al., 2013; Minunno et al., 2013), they have not seen
wide application in forest growth and yield modelling. Site index (Li et al., 2011),
tree mortality (Metcalf et al., 2009), diameter distribution (Bullock and Boone,
2007), and yield models (Green and Strawderman, 1996) have all used Bayesian
approaches, however a complete calibration of an empirical stand level growth
model has not yet been done using a Bayesian approach.
Stand Level Dynamic Growth (SLeDG) models, based on the initial work of
Garćıa (1979), have been developed for a variety of tree species around the world:
most recently trembling aspen (Populus tremuloides Michx.) in British Columbia
(Garćıa, 2013) and Scots pine in the UK (Lonsdale et al., 2015). SLeDG models
use differential equations to forecast a state vector composed of common stand
level forest inventory measures (top height, number of stems, and basal area).
Their strength lies in that they are able to provide robust predictions from any
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point in state space after calibration with even small datasets (Lonsdale et al.,
2015). It should be noted that while some process-based models may also be stand
level, dynamic growth models, here SLeDG models specifically refer to models of
the form suggested by Garćıa (1979) as a convenient acronym.
The prevalent methodology for parameterising SLeDG models is to use a com-
bination of the values of maximum likelihood to estimate the top height growth
parameters (Hu and Garćıa, 2010), non-linear least-squares to estimate mortal-
ity parameters (Garćıa, 2009), and basal area growth parameters (Garćıa et al.,
2011). While using these methods of parameter estimation to successively pa-
rameterise a model undoubtedly produce acceptable results, it is often difficult
to identify suitable starting points for parameter calibrations, and the differential
equations strong non-linearity can lead to algorithms reaching false optimisation
maxima in the state space. It is also suggested that simultaneous parameter esti-
mation may reduce model errors (Vanclay and Skovsgaard, 1997), thus improving
forecasts. Over 30 years ago, Garcia (1983) suggested Bayesian methods could be
used in the place of maximum likelihood for parameter estimation in Stand Level
Dynamic Growth (SLeDG) models; however, to date there appears to have been
no published attempts to calibrate SLeDG models using Bayesian methods.
Thus, here we demonstrate the use of Bayesian methods to parameterise dynamic
forest growth models. We have completed two Bayesian calibrations of a SLeDG
model for the two most important conifer species in the UK: Sitka spruce (Picea
sitchensis) and Scots pine (Pinus sylvestris). Together they make up 68% of
British conifer forests (Forestry Commission, 2011). Markov Chain Monte Carlo
(MCMC) methods are often used in Bayesian calibrations for posterior inference
(e.g. van Oijen et al. (2013)) and here we use a recent development of this method:
Differential Evolution Markov Chain (DE-MC) (ter Braak, 2006). The DE-MC
is detailed in the methods section, but it most importantly provides a method of
accelerating chain convergence.
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Here we provide a brief description of the SLeDG model, as well as the theory
of the DE-MC. Then two different ways of including an estimate of local site
productivity are compared using a BMC. Finally we provide parameterisations,
validation and uncertainty measures for the optimal models selected by BMC for
both species, and provide an example growth forecast based on the parameteri-
sation. We conclude by discussing the most important implications of this work
for future uses of Bayesian calibration of forest growth models.
3.2 Methods
3.2.1 Overview
The data for the calibrations were provided by the Forest Research Forest
Mensuration, Modelling and Forecasting Group and comprised permanent sample
plot (PSP) measurements from 171 Sitka spruce plots and 134 Scots pine plots
located throughout the UK. The main characteristics of the plots are summarised
in Table 3.1. To capture the shape of growth trajectories, stand conditions at
planting were added to the measurements based on the recorded initial spacings
(ranging from 0.9 m to 2.4 m square spacing for both species), and assumed
planted trees were breast height (1.3 m).
The data for each species were initially split in half (n/2), fully randomly to
provide a cross-validation for the model comparison with separate calibration
and validation datasets. Bayesian calibrations using DE-MC were performed
for each species using the calibration data. Two different model structures for
estimating local site productivity were calibrated (detailed below). A BMC
was then performed using the validation dataset to identify the preferred model
structure. Finally a model calibration of the preferred structure was run using
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the whole dataset to provide posterior parameter distribution estimates which
also indicate uncertainty.
3.2.2 SLeDG model
Stand Level Dynamic Growth (SLeDG) style models are based on the modelling
approach first suggested by Garćıa (1979). This family of models is biologically
based and uses a state-space approach to forecast the stand development. Stands
are described using a state vector of common forest inventory measures. A more
detailed explanation of SLeDG models can be obtained in the supplementary
information of Lonsdale et al. (2015) or Garćıa et al. (2011). In this instance three
variables make up the state vector: top height (H), number of stems per hectare
(N), and the product of basal area and top height (B×H = W ), for convenience
henceforth referred to as tubular stem. This variable is highly correlated with
merchantable volume and biomass, and behaves more simply than basal area
alone.
Changes in the state vector are forecast as a function of itself (dX/dt = f(X))





















Where bi are parameters to be estimated. Equation 3.1a is a form of the von
Bertalanffy model commonly used in growth models for both plants and animals.
A measure of site-specific productivity was included by setting b1 as a site specific
parameter, which results in anamorphic height growth curves of consistent shape
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with height scaled by the site specific parameter. Anamorphic height growth
curves have been previously used for both Sitka spruce and Scots pine in the UK
(Lonsdale et al., 2015; Rennolls, 1995).
Both changes in stem number and tubular stem (Equations 3.1b and 3.1c) are for
given changes in height rather than time, as such changes are likely to be better
predicted by a physiological change (such as height) rather than temporal change
(Garćıa, 2010).
3.2.3 Bayesian Calibration with Differential Evolution
Markov Chain
Bayes’ formula states that the probability of the parameter values (θ), given data
(D), in a model is proportional to the current uncertainty in parameter values
(P(θ)) multiplied by a likelihood function (P(D|θ)): a measure of fit between the
model and the data, given the parameters. Thus,
P(θ|D) ∝ P(θ)P(D|θ) (3.2)
These three terms are usually referred to as the posterior, the prior, and the
likelihood, respectively. Bayesian calibration begins with the specification of a
prior uncertainty in the set of parameter values as a multivariate probability
distribution. The likelihood function is then determined using the model’s ability
to match the data (D) with given candidate parameter values θ (van Oijen et al.,
2005). The common assumption that measurement errors were Gaussian and
uncorrelated was used here. Thus, likelihood was calculated for each data point
Dj compared with the corresponding model output fj(θ) for all η data points in
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φ(Di − fj(θ); 0, SDj) (3.3)
Where φ represents a Gaussian function with mean 0, and standard deviation
SDj.
To perform the calibration an iterative process which explores parameter space
is often used to simulate the distributions of Equation 3.2. The most common
and general of these is the Metropolis algorithm (Metropolis et al., 1953). In this
method, a proposal of new parameters (θ∗x) is suggested by adding a random shift
(ε)to the existing parameter values (θx):
θ∗x = θx + ε (3.4)
The ratio between the proposal posterior and the existing posterior is calculated





The proposal is accepted with a probability equal to this ratio (β) and the chain
of iterations moves forward from that point in parameter space. If the proposal
is rejected the chain of iterations returns to θx for another random shift (van
Oijen et al., 2013). The difficulty in this method lies in trying to balance between
making sufficiently large shifts to progress through the parameter space, while
still accepting enough proposed parameter values.
More recent developments have suggested improvements in this random-walk
method, allowing for more directed exploration of parameter space. In this study
the DE-MC with snooker updater is used. The standard DE-MC method was
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developed by ter Braak (2006) and further refined by ter Braak and Vrugt (2008).
It aims to improve the scale and orientation of jumps in the MCMC method. This
is achieved by using a number of iterative chains of parameters, n. Each parameter
vector xi (where i = 1 : n), or chain state, is updated using a proposal xi based on
the difference between the parameter position of two other chains’ states. Thus
a given chain’s proposal (x∗i ) is given by:
x∗i = xi + γ(xR1 − xR2) + ε (3.6)
Where γ is a user-defined scalar, ε is a random vector with a small variance com-
pared to the posterior, and xRi are drawn from other chains’ states x−i. Earlier
versions of the DE-MC required a number of chains greater than the dimension-
ality of the parameters (ter Braak, 2006), however by sampling difference vectors
from previous points in the chains the number of chains that must be run is re-
duced (ter Braak and Vrugt, 2008). Thus θRi is sampled from the present state of
other chains as well as the previous states back to a user-defined previous number
of states (M0). A further enhancement used in this analysis is the snooker updater
which instead of a simple vector difference (Equation 3.6.) uses the difference of
the orthogonal projection of two other chain states (from past or present) onto a
line between the chain state being updated and another random chain state, z.
The proposed update is given by:
θ∗i = θi + γ(zP1 − zP2) (3.7)
Where zPi is the orthogonal projected position of other chains onto the line
θi − z, and γ is again a user-defined scalar. The proposed update is accepted
with probability equal to the Metropolis ratio (ter Braak and Vrugt, 2008).
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Relatively uninformative uniform priors were used for each of the parameters
(bi) (Table 3.3). The parameters do not represent any physical value (such
as is the case in process-based models), and thus theoretically do not have
limits. However, to ensure convergence in a reasonable number of iterations all
other parameters were loosely constrained with uniform priors based on previous
estimates of parameters for SLeDG models with similar structure (e.g Lonsdale
et al. (2015),Garćıa et al. (2011),Broad and Lynch (2006)). Parameters were not
allowed to go below zero, as values below zero would result in negative growth (e.g.
b1, b2, b7), or increases in stem numbers (e.g. b4) (See Equations 4.1a. 4.1b. 4.1c.).
Additionally no previous parameterisations of a SLeDG style model have found
negative parameters. Measurement uncertainty was not provided in the PSP
dataset and so it was assumed that top height had 10% measurement uncertainty,
number of stems 20% uncertainty, and tubular volume 30% uncertainty (as it
also includes the uncertainty in top height). Only unthinned stands were used
in the calibration of the mortality part of the model (Equation 4.1b), and it
was assumed that basal area should always be increasing as negative basal area
is indicative of disturbance events (Garćıa, 2013) such as windthrow which are
not accounted for in this model. Alternative forms for predicting basal area
growth may accommodate negative growth in the future, however it is also
possible that observed negative growth is a result of the difficulty in measuring
diameter (Clark et al., 2007), which is required to estimate basal area. Thus
stands where basal area decreased were excluded from the calibrations. For each
model considered in this study, three million iterations split between three chains
were run to determine the probability density functions for parameters bi. The
first half of these iterations were discarded as burn-in (iterations where the chain
is yet to reach the area of high posterior probability). Chain convergence was
assessed visually and the Gelman-Rubin diagnostic (Gelman and Rubin, 1992)
was calculated and checked to have a value less than 1.1 for all parameters.
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3.2.4 Bayesian model comparison
BMC follows logically from Bayesian calibration, but instead of model parameters
being informed by data, it is the model selection. Thus the probability of a model
given data P(M |D) is proportional to the product of the prior probability of
a model P(M) and an integrated likelihood, P(D|M). By splitting the data
(D) in half to give calibration data (Dc) (which has been used to estimate the
prior parameter distribution P(θ|Dc)) and validation data (Dv) the integrated




The integrated likelihood was estimated using the validation dataset for each
species, with the prior distributions estimated by a calibration of the model with
the calibration dataset. This used a sample of 1000 parameter sets from the prior
distributions. Each model’s probability was calculated as its integrated likelihood
divided by the sum of all integrated likelihoods.
The advantage of BMC versus frequentist model comparison indices such as
Akaike information criterion (AIC) is that parameter uncertainty determines a
models’ probability rather than a single parameter vector (Tuomi et al., 2008).
Two approaches to estimating site specific productivity were compared using the
Bayesian model comparison. The first method (Model 1) used an integrated form
of Equation 3.1a to estimate the site productivity given a fixed origin [t1, H1] =
[0,0], the height at time tx being given as:
Hx = b1(1− e−b2tx)1/b3 (3.9)
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This equation can then be solved for b1 giving a site specific productivity. The
second method (Model 2) of including an estimate of site productivity used the
Forestry Commission determined YC. A simple relationship between YC and a
site index (SI) at age 50 (H50) is given as:
H50 = α1 + α2YC (3.10)
The estimated H50 can then be substituted into Equation 3.9 with tx = 50, and
the local parameter calculated as for the first method. The parameters αi are
estimated as part of the calibration, constrained by uniform priors of -50 – 50.
The model comparison used the half of the dataset not used for the initial Bayesian
calibration. Model probabilities for determining each of the state variables (H,N ,




All initial calibrations (for both Sitka spruce and Scots pine) using the calibration
data for both Models 1 and 2 reached convergence after one million iterations with
Gelman-Rubin statistic < 1.1. Graphical inspection of the chains confirmed con-
vergence. The one million iterations took approximately 15 minutes to complete
for the Sitka spruce calibration data in both Models 1 and 2, and approximately
12 minutes for both models in the case of Scots pine (all computations performed
on 1.6 Ghz Intel Core i5-2467M CPU).
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3.3.2 Bayesian model comparison
The results from the comparison of the two alternative model structures employed
to include site quality when predicting the validation dataset are given in
Table 3.2. When predicting the validation half of the data with the highest
probability parameter vector (given by the more commonly used measures of
model performance (root mean standard error (RMSE) and R2) the model using
existing site YC as a measure of productivity (Model 2) performs better than
the alternative model, especially for Scots pine due to lower RMSE and R2 values
closer to 1. Conversely, the BMC results indicate the model structure that uses the
current state to estimate productivity (Model 1) has a higher probability for both
species. Interestingly, the total model probability for Model 1 is lower than the
highest variable specific measure probability (height in both species). It should
be noted that the differences in performance are small between the two models
according to all of the benchmarking statistics used here. Nonetheless, as the full
calibration uses Bayesian methods, the decision was made to perform calibrations
for both species using the Model 1 structure, which showed the highest probability
over all variables and in total according to the BMC.
3.3.3 Model calibration
For both species the full calibration reached convergence after the three million
iterations with Gelman-Rubin statistics < 1.1 and convergence observed in a
graphical assessment of the Markov Chain. Three million iterations took 50
minutes for Scots pine and 60 minutes for Sitka spruce. The most probable
parameter vector is found in the Markov chain as the highest product of likelihood
and prior probability density. The most probable parameter estimates and their
credible intervals for both species are given in Table 3.3.
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The result of using the most probable parameter vector (see Table 3.3) to predict
the observations in the full dataset can be seen in Figure 3.1. The state variable fit
statistics using the full dataset for each species are given in Table 3.4. The model
closely fits observations for both species in all state variables indicated by the R2
values. However, slopes significantly different from 1 indicate that in Scots pine
predictions of top height and number of stems tend to be overestimated, while
tubular volume has a tendency to be underestimated for both species.
Table 3.4: State variable fit statistics for Scots pine and Sitka spruce models using
the most probable parameter vector against the full datasets. Parameter vectors were
estimated using a full dataset calibration.
Top height (m) Stems ha−1 Tubular volume (m3)
Sitka spruce
RMSE 0.916 206 93.8
R2 0.981 0.964 0.970
Slope 0.997 0.964 0.967∗
Scots pine
RMSE 0.596 137 42.1
R2 0.983 0.978 0.982
Slope 1.02∗ 1.04∗ 0.955∗
∗ indicates slopes significantly different to 1 (P<0.01)
Example forecasts over a range of productivity classes using the estimated
parameters with their uncertainty are given in Figures 3.2 and 3.3. The forecasts
are made using a draw of 5000 parameter vectors from the Markov Chain. The
plots illustrate forecasts from the last measurement of a randomly selected stand
from the dataset until the stand reaches 120 years. It is possible to see the skew
in probable predictions in the location of the most probable predictions (dashed
lines) differing from the center of the shaded probability intervals. The predictions
are mostly consistent with the existing yield tables of Edwards and Christie (1981)
(dotted lines) which are commonly used for growth predictions in UK forests. The
yield tables do not agree particularly well with stem number and tubular volume
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Figure 3.1: Model fit for both Scots pine and Sitka spruce SLeDG models using the
most probable parameter vector given by the DE-MC calibration.
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Figure 3.2: Example forecasts of state variables (continuous line) for 3 randomly
selected Sitka spruce stands (Yield Classes 12,16 & 22) using 5000 parameter draws
from the Markov chain. Dashed line indicates most probable parameter vector
prediction, and shaded area indicates 95% probable interval. Dotted line indicates
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Figure 3.3: Example forecasts of state variables (continuous line) for 3 randomly
selected Scots pine stands (Yield Classes 8,10 & 14) using 5000 parameter draws from
the Markov chain. Dashed line indicates most probable parameter vector prediction,
and shaded area indicates 95% probable interval. Dotted line indicates forecast based
the yield tables of Edwards and Christie (1981) for the given yield class.
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3.4 Discussion
The results presented here demonstrate that Bayesian calibration provides a way
to calibrate dynamic forest models based on complete posterior distributions of
model parameters and any model outputs of interest. Similarly to Li et al. (2011),
we would not suggest that Bayesian methods replace frequentist methods, which
have been shown to be adequate for parameterising SLeDG models (e.g. Lonsdale
et al. (2015); Garćıa (2013)). However, there are several advantages in the
Bayesian approach when considering model uncertainty. The posterior parameter
distributions provide a much better understanding of parameter uncertainty
resulting in a better illustration of prediction uncertainty as can be seen in Figures
3.2 and 3.3. Performing model comparisons by using the posterior probability
distributions is useful when considering model structural uncertainty (Kass and
Raftery, 1995).
Here, the two different model structures could be considered demonstrations of
‘stand site index’ versus ‘site site index’ as described by Garćıa (2006). Model
1, which assumes the productivity is defined by the current state of a stand
growing on a site is an example of stand site index. Conversely, Model 2, which
has a fixed productivity throughout a rotation predefined by a site’s estimated
YC, thus a property of the site itself (not the trees growing on the site), is an
example of site site index. The BMC results suggest better performance of Model
1 with the potential to reduce uncertainty, however the RMSE and R2 values
from the validation show close to equal performance of the models. This suggests
that the two additional parameters in Model 2 (αi) are what cause the reduced
model probability, equivalent to the penalisation imposed by increased number of
parameters in AIC-based approaches.
The fact that the total model probability in Model 1 for both species is lower
than the highest variable specific probability (Table 3.2) could mean that the
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parameter sets that contribute to increasing the probability of Model 1 for
estimating height (H), reduce probability of Model 1 for estimating number of
stems (N) and tubular volume (W ). Thus the mean log-likelihood is lower than
if drawn parameter sets led to increased probability across all variable specific
probabilities.
Values of YC for the vast majority of forests in the UK are available in the
Forestry Commission’s sub-compartment database (SCDB) and thus Model 2
provides a method to spatialise predictions across the UK. However, while
measures such as local yield class (Edwards and Christie, 1981) may go some way
to adjusting site quality measured over a rotation, only limited measurements
of site productivity may be available due to cost of providing repeated stand
measurements. The increased prevalence of remote sensing techniques such as
light detection and ranging (LiDAR) may reduce this cost, making Model 2 a
favorable approach. Indeed, additional data provided by LiDAR measurements
could be added to the existing dataset to further refine the growth model in a form
of data assimilation similar to Patenaude et al. (2008), potentially further reducing
parameter uncertainty. Overall, consideration of scale and data availability will
also be of importance when selecting a model for making predictions. Large
scale prediction using Model 1 requires further data collection and processing for
productivity estimation whereas Model 2 may be applied at the UK scale using
the currently available data, although with increased uncertainty.
The final model calibrations for both species showed excellent fit between the
observed and most probable parameter vector based predictions for each of the
state variables. To some extent this is to be expected as fits are shown for data
with which the calibration was completed. However, one of the main arguments
for the use of Bayesian calibrations is that both model and dataset may be fully
utilised. The under and over prediction seen in certain state variables are small
(Table 3.4), but may be improved by changing the structure of the sub-models
CHAPTER 3. Bayesian calibration and Bayesian model comparison of a stand
level dynamic growth model for Sitka spruce and Scots pine 67
(Equations 4.1a, 4.1b, 4.1c). For example Garćıa and Ruiz (2003) used a simpler
mortality model than presented here, and alternative forms of the von Bertalanffy
equation have been previously compared for site index (Li et al., 2011). This would
be straightforward to compare using a BMC, as previously suggested.
The broad prior distributions for the parameters allowed both species to converge
on posterior parameter distributions within three million iterations. Accordingly,
the same prior distributions could be employed to obtain posterior distributions
and thus parameter estimates for other species in other regions given comparable
PSP data. The prior distribution provided an adequate balance between exploring
parameter space and time to compute the Markov chain. A simpler Markov Chain
method could have been used, but the number of iterations required to reach
convergence would have been greater. Thus the DE-MC can be considered a
computationally efficient approach to Bayesian calibration. Alternative Bayesian
sampling methods could equally be used, such as Gibbs sampling (Gelman and
Hill, 2007). The number of open source packages to perform such sampling are
rapidly increasing (e.g JAGS (Plummer, 2013), STAN (Stan Development Team,
2014)) allowing for rapid development of forest models in a Bayesian framework.
3.5 Conclusions
This study has shown how Bayesian calibration can provide a flexible all-in-one
framework for developing forest growth models, and calibrating their parameters.
Both model structure and parameters can be simultaneously investigated and
probabilities assigned to each. Additionally uncertainty estimates for both
parameters and forecasts provided by posterior distributions enhance both model
understanding and accounting efforts. The successful calibration of the SLeDG
model demonstrated here could easily be adapted for other species, and it is
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entirely possible to use this method to calibrate other forms of growth model. We
would recommend this method for any future efforts in developing forest growth
models.
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Aerial light detection and ranging (LiDAR) is now often used to provide forest
inventory data, due to the reduced cost of large scale surveys compared to
ground measurements. However, aerial LiDAR is unable to provide a direct
measurement of basal area or volume and usually relies on allometric relationships
to estimate such variables. Data assimilation provides a method of combining a
stand level dynamic growth model and its uncertainties with uncertain LiDAR
observations to provide a potentially more accurate and precise assessment of a
stand’s state. LiDAR observations made at 4 times over 10 years were processed
to provide estimates of forest stand-level (sub-compartment) height for Aberfoyle
forest in Scotland. These top-height estimates were assimilated at the sub-
compartment scale using an Ensemble Kalman Filter (EnKF) to investigate the
potential for uncertainty reduction. Successive assimilations resulted in up to a
7.13 times reduction in state variable 50% uncertainty range at the forest scale.
However, reductions were mixed at the sub-compartment scale. This is most
likely a result of discrepancies between sub-compartment digital delineation and
physical location. Sensitivity analysis of observation uncertainty indicated that
if observational uncertainty could be reduced, the overall uncertainty following
data assimilation could be reduced further.
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4.1 Introduction
Difficulties with physical access and with the appropriateness of the spatial
scale at which accurate forest inventory measurements can be conducted has
led to increased usage of LiDAR technology instead of more labor intensive
inventory practices (Evans et al., 2006). Over the last decade a number of
methods have been developed using light detection and ranging (LiDAR) data
to estimate forest stand parameters such as stand and individual tree height;
biomass and volume; Leaf Area Index; and even estimate parameters such as
species composition. Comprehensive overviews of recent methods are given in
van Leeuwen and Nieuwenhuis (2010) and Koch (2010). Estimates of individual
tree and stand height have achieved high accuracy, for example RMSE of 0.23 m
and 0.06 m respectively (Næsset and Økland, 2002). However, estimates for other
stand parameters such as basal area and above ground biomass, which do not
directly relate to LiDAR returns, may have much lower accuracy and precision:
Anderson et al. (2008) achieved R2 values of 0.16 and 0.27 for basal area and
above ground biomass respectively.
One way of potentially improving estimates is to combine additional data
sources with LiDAR data. This has commonly been performed using addi-
tional remote sensing data, for example with radar sensors (Hyde et al., 2007),
multi/hyperspectral sensors (Swatantran et al., 2011; Anderson et al., 2008;
Popescu et al., 2004), satellite imagery (St-Onge et al., 2008; Hudak et al., 2002;
Lefsky et al., 1999), and aerial photography (Suarez et al., 2005).
Another way of improving forest inventory estimates is to use LiDAR estimates
(and other remote sensing data) in the parameterisation of models which predict
forest growth. Patenaude et al. (2008) used Bayesian calibrations to param-
eterise the Physiological Principles Predicting Growth (3PG) model (Landsberg
and Waring, 1997) using a combination of hyperspectral, Radar, and LiDAR data.
72 4.1 Introduction
The advantage of the Bayesian approach is that the uncertainty of the remote
sensing estimates could be included in prior probability distribution functions of
parameters. This results in a better overall understanding and representation
of model and parameter uncertainty (van Oijen et al., 2005). Indeed, Bayesian
statistics have been used for a number of years in other fields of research to com-
bine remote sensing data with models through a process of data assimilation.
Examples exist in meteorology (Houtekamer and Mitchell, 2005, 2001), climatol-
ogy (Annan et al., 2005), oceanography (Haugen and Evensen, 2002; Evensen and
Leeuwen, 1996), and hydrology (Moradkhani et al., 2005), which all use the En-
semble Kalman Filter (EnKF) (Evensen, 1994) to perform the data assimilation.
Data assimilation assumes that neither observations nor models provide a per-
fect description of a system, but combining them may provide the best estimate
(Williams et al., 2005).
The EnKF is based on the Kalman filter, which has been used for over 30 years
in forest inventory (Walters et al., 1991; Gertner, 1984; Dixon and Howitt, 1979).
More recently, the Kalman filter has been used in the inventory of agricultural
crops (De Wit and van Diepen, 2007), and in forest carbon accounting (Williams
et al., 2005). However, it has never seen widespread use in forest growth
modelling, and has never been applied to combine forest LiDAR measurements
with growth models, to the knowledge of the authors.
Here we present the first model-data fusion between a Stand Level Dynamic
Growth (SLeDG) model and aerial LiDAR top height measurements to provide
an adjusted uncertainty estimate of a forest inventory in a UK forest. We have
combined a series of LiDAR measurements taken over 10 years in a Scottish
forest with model estimates for stands of Sitka spruce (the most important timber
species in the UK (Scottish Executive, 2012)) using an EnKF method.
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4.2 Methods
4.2.1 Data
LiDAR measurements were collected from the area of Queen Elizabeth forest near
Aberfoyle in the years 2002, 2006, 2008, and 2012. Each year covered a slightly
different area and so the area for the analysis was reduced to the area which
was covered in all years. The measurements cover an area from 56.12N -4.49E
to 56.20N -4.31E. Details of the data capture are given in Table 4.1. Digital
terrain models and canopy height models were provided with 1×1 m resolution,
and percentile LiDAR returns were provided with 10×10 m resolution.


























33,000 Hz 100,000 Hz 100,000 Hz 100,000 Hz
Flying
altitude
1000 m 950 m 1000 m 1000 m
Scanning
angle
20 degrees 10 degrees 20 degrees 10 degrees
Sampling
intensity
3-4 hits m−2 10-17 hits
m−2
1-3 hits m−2 4-8 hits m−2
Position
accuracy
X,Y <40 cm X,Y <40 cm X,Y <40 cm X,Y <40 cm
Elevation
accuracy
Z <9- 15 cm Z <9- 15 cm Z <9- 15 cm Z <9- 15 cm
Information on sub-compartment (stand) spatial data was obtained from the
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Table 4.2: Mean statistics (and standard deviation) of ground data plots. Yield
class is a measure of productivity estimated by maximum mean annual increment.











A111 29 18 21.6 ± 0.15 21.3 ± 7.68 6
A112 32 14 24.2 ± 0.12 27.8 ± 4.90 5
A1i 29 18 21.1 ± 0.33 24.9 ± 6.18 14
B111 39 20 25.6 ± 0.29 30.8 ± 4.46 4
B1b 31 20 27.7 ± 0.34 20.3 ± 6.16 15
B2f 43 20 21.6 ± 0.08 16.1 ± 5.34 14
C111 26 14 26.9 ± 0.65 35.0 ± 10.6 9
C112 41 20 31.6 ± 0.21 40.5 ± 9.68 6
freely available sub-compartment database (SCDB) GIS shapefiles (http://www.
forestry.gov.uk/datadownload).
An additional eight ground measurements were used for benchmarking. They are
summarised in Table 4.2. Locations were randomly assigned within the study area
and are shown in Figure 4.1. These ground measurements were collected in March
2014 for timber quality assessment, and consist of 10×10 m plot measurements of
diameter at breast-height (dbh) of all trees within the plot and the height of the
tallest tree in the plot which provides an estimate of top height similar to that
suggested by Hamilton (1975).
LiDAR Processing
In order to convert the LiDAR returns to stand level top height measurements,
the 95th percentile returns were used: this is the height at which 95% of the laser
pulses detected by the LiDAR sensor fall below in a given raster cell. The 95th
percentile raster was multiplied by a scalar value of 1.1 which has previously been
shown to estimate top height at a raster cell level with errors of only 5% (Juan
Suarez, Pers. Comm.). The Zonal Statistics package in Quantum GIS (QGIS)
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(QGIS Development Group, 2014) was used to calculate mean and standard
deviation top height of each sub-compartment. This is achieved by calculating the
mean and standard deviation for all raster cells within a given sub-compartment’s
geospatially defined area (often referred to as a sub-compartment polygon). This
therefore includes a combination of measurement uncertainty and within stand
variation in the observation uncertainty. Sub-compartments where the top height
decreased between measurements were excluded from this analysis (removed sub-
compartments n = 103), as insufficient information was available to determine
the cause of a decrease in top height.
4.2.2 Stand level dynamic growth model
The SLeDG model is derived from the model first suggested by Garćıa (1979).
Models of this style describe the forest stand by a state variable which is forecast
using dynamic equations which are biologically based. In this instance the state
variable was comprised of the commonly used forest variables top height (H),
number of stems per hectare (N), and the product of basal area and top height
(B × H = W ), henceforth referred to as tubular volume. Changes in state
variables were forecast as a function of themselves as is the case in dynamical
systems (Luenberger, 1979), and they are the same as have been previously used






















In this instance b1 is a stand specific parameter. Its value is estimated by
substituting a site index derived from the Forestry Commissions productivity
estimated yield class (YC) into equation 4.1a with an index age of 50 years. Site
index is estimated from YC according to the equation:
H50 = α1 + α2YC (4.2)
The values for αi and the other parameters (b2...b9) have previously been estimated
with the Bayesian calibration in Chapter 3 and are given in table 4.3.
Table 4.3: SLeDG parameter means and ranges for Sitka spruce. There is no
distribution for b1 as it is a local parameter estimated from the given yield class of
each stand.
95% credible interval
Mean Standard deviation Min Max
α1 15.7 4.01 8.56 24.1
α2 1.36 0.232 0.922 1.85
b2 0.0222 0.00647 0.0116 0.0355
b3 0.560 0.219 0.105 0.923
b4 0.00163 0.00331 1.02×10−5 0.0102
b5 0.217 0.173 7.68×10−3 0.608
b6 1.56 0.200 1.19 1.98
b7 8.01 5.44 1.84 22.2
b8 0.237 0.179 8.83×10−3 0.658
b9 0.253 0.128 0.0255 0.506
Greater detail of SLeDG models can be found in a number of other papers (e.g.
Lonsdale et al. (2015); Garćıa (2013); Garćıa and Ruiz (2003)) which are beyond
the scope of this paper.
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4.2.3 Ensemble Kalman Filter
The EnKF is a development of the Kalman filter (Kalman, 1960). Overall error in
a modelled system is minimised by combining model forecasts with measurements
of the system. The impact of model versus measurement on the Kalman filter
analysis is weighted by the error covariance of each (Evensen, 2009): In cases
where measurement error is small the output approaches the measurement,
however where there is larger error in the measurement (or the measurement
is missing) there is larger weighting on the model predictions (Williams et al.,
2005). The original Kalman filter assumes Gaussian noise in both the system and
measurements, and linear system dynamics; the EnKF uses an ensemble in order
to estimate the covariance matrices which would either be unmanageably large
or impossible to calculate with more complicated non-linear system dynamics.
Instead of requiring an algebraic solution to forecast the state variable probability
density, the probability density of the state variable is simulated using a large
ensemble of forecasts which represents the best estimate of the state variable
(Houtekamer and Mitchell, 2005) in a Markov Chain Monte Carlo (MCMC)
method (Evensen, 2009).
Commonly this ensemble is generated by assuming that the model in equations
(4.1a..c) contains model errors, and can be summarised as a stochastic differential
equation:
dψ = G(ψ)dt+m(ψ)dq (4.3)
where ψ is the state vector [H,N ,W ], G is equivalent to the model described in
equations (4.1a..c), and m(ψ)dq is a random stochastic forcing representing model
errors using a Brownian motion process described here as dq. However, in this
instance the ensemble is generated by drawing a sample of n parameter vectors
(equal to the desired ensemble size) from the Markov chain generated in a previous
model Bayesian calibration (detailed in the previous chapter). An ensemble of
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state variables (e.g. n = 100) is forecast through time according to equation 4.3
using each parameter vector drawn, and then error covariances within the state
vector are estimated for the model.
Error covariances for the state variable observations are then calculated by
creating an ensemble of observations (dj) of equal size to the ensemble forecast
(n = 100) with Gaussian noise added to simulate measurement errors:
dj = d+ εj (4.4)
Here j is the ensemble instances from 1 to n, and ε is the simulated measurement
error with a mean of zero and a variance equal to the observational uncertainty.
The covariances in observations can then be estimated from this ensemble.
Once these have been calculated, an analysis step can be taken to combine the






where ψa is the analysed state variable estimate from the filter, ψf is the state
variable forecast by the model. Ke is the Kalman gain and is a function of
both model and measurement covariances estimated from both the observed and
forecast ensembles. M is an operator that maps modelled variables to observed
variables (as may be the case when state variables are not directly observed).
In this instance M = 1 as the top height measurement directly relates to model
output. dj −Mψfj is the innovation vector, the difference between the observed
ensemble (Equation 4.4) and the model forecast ensemble.
The EnKF was implemented using Python for this study. An adapted version
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of the Pyda (http://hickmank.github.io/pyda/index.html) code was specif-
ically developed that integrated with QGIS. Although faster Fortran implemen-
tations exist (e.g. Evensen (2003)), the ease of using python scripts with QGIS
made Python preferable.
4.2.4 Workflow
For each sub-compartment, three ensemble forecasts of the state variables were
calculated between stand establishment and a horizon of 100 years:
• Standard EnKF: An EnKF forecast assimilating the LiDAR top height
observations aggregated to the sub-compartment level with observational
uncertainty based on within sub-compartment variability.
• Reduced observational uncertainty EnKF: An EnKF forecast assimilating
the LiDAR top height observations with a nominal 5% observational
standard deviation.
• Model only forecast: A forecast made with only the SLeDG model. No
assimilation.
In all cases an ensemble of n = 100 was used for each sub-compartment. Allen
et al. (2003) suggested that an ensemble size of 100 members is usually sufficient,
and this has been shown to be the case in a number of other studies (Gao
et al., 2011; De Wit and van Diepen, 2007). Additionally an ensemble of 100
members provides a reasonable computation time of 30 minutes to analyse the four
observations over all 137 sub-compartments in this study. Initial stand conditions
were set at an initial top height of 1.3 m, stand spacing and yield class as given
in the SCDB, and basal area of zero.
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In the two EnKF ensemble forecasts sub-compartment top height estimates from
percentile returns of the LiDAR data were assimilated for each sub-compartment
at the year when measurement occurred. This resulted in outputs of a series
of analysis distributions of the state variable through time. The innovation
vector was quantified for each sub-compartment at each LiDAR measurement
point, calculated from the mean values of top height of both the model forecast
ensemble and LiDAR estimated observation ensemble. The reduced observational
uncertainty EnKF was run with 5% standard deviation to assess sensitivity to
uncertainty in observations. This nominal value was selected as it has been
suggested as the top height LiDAR error at the 10 × 10 m pixel level (J.Suarez,
Pers. Comm.) and thus represents a ‘best case’ measurement uncertainty.
Comparisons were made between the two different levels of observation for each
sub-compartment.
The standard EnKF was also compared with the SLeDG model only forecast to
demonstrate both the difference in state variable forecasts and uncertainty. The
fit of both model only and standard EnKF predictions of top height to the LiDAR
estimate were compared.
4.3 Results
4.3.1 Innovations due to EnKF
Innovation is the difference between the observation ensemble and the model fore-
cast ensemble, thus only top height (H) innovation vectors could be considered.
At the forest level (over all sub-compartments), the mean innovation vectors were
non-significant in 2002, 2006, and 2008. Thus there was not a significant differ-
ence between the forecast ensemble and LiDAR observed top height. However, the
CHAPTER 4. Combining a stand level dynamic growth model with LiDAR
data to reduce uncertainty in forest growth estimates 81
innovation vector in 2012 showed that observed LiDAR top height estimates were
larger than ensemble forecast by 1.07 ±0.02 m. The top height innovation over
LiDAR estimates in 2012 can be observed visually, by sub-compartment, in Figure
4.1. Innovation can be seen to vary between -8.00 to 8.00 at the sub-compartment
level.
4.3.2 Uncertainty
State variable uncertainty was adjusted following each analysis step of the EnKF.
An example of this can be seen in Figure 4.2. The 50% credible interval ranges in
each sub-compartment were used to assess changes in uncertainty following the
data assimilation. The difference between the forecast ensemble (ψf ) uncertainty
range and the analysed ensemble (ψa) uncertainty range is given in Table 4.4. In
the first assimilation of 2002 LiDAR data the 50% uncertainty range increased
significantly in all state variables (Table 4.4). This indicates a lack of overlap
between the uncertainty ranges of the forecast ensemble and LiDAR derived
observation, thus resulting in a stretched probability distribution across both
uncertainty ranges. Reductions in uncertainty range occur for top height in 2006
and 2008, and in stem number uncertainty range in 2008. In both cases although
statistically significant the size of reduction represented a nominal change (only
centimeters or less than a single stem: Table 4.4).
Table 4.4: Changes between forecast ensemble 50% uncertainty range and analysed
ensemble 50% uncertainty range after assimilating each years LiDAR data. Negative
indicates a reduction in uncertainty range.
2002 2006 2008 2012
Top height (m) 4.76∗ -0.02∗ -0.01∗ -0.01
Stems ha−1 256.53∗ -0.46 -0.83∗ -0.56
Tubular volume (m3) 344.87∗ 0.36 0.32 -0.48
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Observed top height uncertainty 5% top height uncertainty
Figure 4.2: Randomly sampled sub-compartment illustrating analysed top height
ensembles (ψa, in red) after assimilation of data (indicated a black point with
standard deviation bars) versus original ensemble top height forecasts (ψf , in blue)
at each LiDAR observation. Boxes indicated interquartile range, and whiskers the
95% credible range for height. The left-hand plot uses sub-compartment mean height
with error estimated by within sub-compartment variability, the right-hand plot uses
sub-compartment mean height with an assumed 5% error in that mean.
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A summary of the 50% credible interval ranges for all sub-compartments, pre-
dicted both following the EnKF analysis step and with the SLeDG model only,
are shown in Figure 4.3. The median of sub-compartment 50% credible interval
ranges were reduced by 6.34, 7.36, and 6.11 times between the analysis in 2002
and 2012 for top height, number of stems per hectare, and tubular volume respec-
tively. This can be seen in the light coloured boxplots in Figure 4.3. Although the
median 50% credible interval range decreases overall following analysis between
2002 and 2012, it is interesting to note that there is an increase in median cred-
ible interval range between 2008 and 2012 for all state variables (see Fig. 4.3).
This corresponds with the significant innovation vector for top height seen in
2012. All outliers in the analysis of the credible interval ranges derived from the
EnKF analysis are from stands where the sub-compartment database shapefiles
(polygons representing the spatial location of sub-compartments) did not match
accurately with stand plantings (Figure 4.5). This issue is considered further in
the discussion.
4.3.3 Sensitivity
Reducing the uncertainty in observations did not alter the mean values of
analysed distributions, which is unsurprising as the mean values of the LiDAR
observations were the same in both EnKF runs. However, uncertainty in the
analysed distributions was affected as can be seen in Figure 4.2, where reduced
observation uncertainty results in a tighter uncertainty range following analysis.
The impact on uncertainty of reducing observation uncertainty was inconsistent.
The top height 50% uncertainty range was reduced by a mean value of 0.20
m following the initial analysis in 2002. Subsequent assimilation steps showed
an increase in the top height 50% range for 2006 and 2008, and an average
increase in the 50% uncertainty range of 0.04 m in 2012, a nominal physical
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Table 4.5: Mean difference and confidence intervals (CI) between EnKF analysed
predictions and model only prediction for state variables. Negative values indicate
model over-estimates.
Year Top height (m) Stems ha−1 Tubular volume (m3)
Mean 95% CI Mean 95% CI Mean 95% CI
2002 -0.256 -0.421 – -0.0909 6.84 4.61 – 9.07 -8.54 -10.4 – -6.71
2006 -0.337 -0.546 – -0.128 7.70 5.01 – 10.4 -10.0 -12.8 – -7.32
2008 -0.352 -0.632 – -0.0728 7.75 4.67 – 10.8 6 -10.9 -14.3 – -7.37
2012 -0.316 -0.679 – 0.0464 6.84 3.25 – 10.4 -12.2 -17.2 – -7.17
value. Without observations of stems per hectare and tubular volume, there was
no significant difference in their uncertainty based on a reduction in observed top
height uncertainty alone.
4.3.4 Model comparison
In all cases the model consistently overestimated the height and volume, and
underestimated the number of stems per hectare compared to the EnKF analysed
predictions (Table 4.5).
Although median credible interval range in model only ensemble forecasts can
be seen to change in all three state variables (Figure 4.3) there is no significant
change (P > 0.05 in all cases) in the credible interval range according to an
ANOVA. Thus uncertainty in model only predictions remains constant over the
10 years of observations. Outliers in model only ensemble range size were again
a result of sub-compartment shapefile polygon mis-alignment.
4.3.5 Ground data
As the ground data consists at most of two plots within each sub-compartment it
is not possible to draw any statistical conclusions regarding the fit of the models.
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Instead, only a visual inspection can be made to indicate performance of the
EnKF.
Here, the forecast of tubular volume is used with the ground data to show the
performance of the data assimilation. Tubular volume increment is dependent on
the state of all three state variables (Equation 4.1c.) thus allows a convenient
proxy to consider all variables. As can be seen in Figure 4.4, for all but two plots
(B111 & B2f), standard deviations of tubular volume overlap the 90% credible
interval of predictions for the sub-compartment that they are located in.
4.4 Discussion
In this example of using the EnKF, a desirable reduction in forest stand variable
uncertainty was not entirely achieved. Repeated assimilation of LiDAR data does
reduce the uncertainty in state variables at the forest scale compared to model only
predictions (Figure 4.3). At the sub-compartment scale the uncertainty reduction
following each assimilation is often less obvious, with both large increases and
minimal decreases in uncertainty range on average following each assimilation
(Table 4.4). This is most likely a consequence of both initial sub-compartment
conditions and the observational uncertainty, which in many cases appears to be
greater than the model uncertainty.
Initial conditions are provided by the SCDB, and include the yield class which
is used to establish site index in the SLeDG model (Equation 4.2). Yield class
is often established based on a previous rotations growth (Forestry Commission,
Pers. Comm.) and may not be representative of the current productivity of a
sub-compartment. The result could be that the model running up to the initial
assimilation vastly over- or under-estimates the top height, thus creating a greater
disparity between the LiDAR observation and model. This increases the spread in
88 4.4 Discussion
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Figure 4.4: Stand tubular volume growth forecasts including median (red line), 90%
(light blue area), and 50% (dark blue area) credible intevals following data assimilation
in 2012. Ground data from 2014 is shown by the points with bars indicating standard
deviation.
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the analysed probability distribution. One way to ameliorate this is by allowing
the yield class to be updated by the EnKF, although this would bring up the
question of site-site index versus stand-site index raised in Chapter 3. Regardless,
this initial condition affects both the assimilation and the model only predictions,
and thus it may be appropriate to question the uncertainty range in model only
predictions shown in Figure 4.3, which does not include yield class uncertainty.
In future it may be most suitable to represent yield class with a probability
distribution which is easy to implement in any Markov Chain predictive method:
be it Bayesian calibration or EnKF.
Regarding observational uncertainty (in LiDAR measurements), the sensitivity
analysis indicates that reducing the observational uncertainty could go some way
to improving the benefits of the EnKF in reducing uncertainty (Figure 4.4).
Therefore the issues of where the observational uncertainty comes from and how
to reduce it in the future must be considered.
Kalman filters (including EnKFs) are not robust to large innovation due to
outliers. Large innovations may affect the accuracy of the state predictions
produced by the analysis (Roh et al., 2013). Although at the forest level
there was not significant innovation in the first three data assimilations, the
sub-compartments showed a wide range of innovations with absolute values up
to 8 m (Figure 4.1). Such innovations are likely a result of misaligned sub-
compartment polygons (Figure 4.5). The mismatching of the sub-compartment
polygons with observed forest stands seen in the LiDAR images, demonstrates
what is referred to as representiveness errors (Koohkan and Bocquet, 2012). These
occur where the scale of the model does not match the scale of observation. For
example: in Figure 4.5 the central sub-compartment (labeled 310003076) mostly
contains tall trees. However, smaller trees which should presumably belong to
the surrounding sub-compartment (labeled 310003070) are also included. This
should create greater uncertainty in the sub-compartment top height estimated
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by aggregating the pixels, with a lower than expected mean top height. Instead, a
bi-modal probability distribution function for top height is simplified to a normal
distribution, and the observational uncertainty is underestimated. This results
in a larger Kalman gain value (Ke), overweighting the innovation in the analysis
step (Equation 4.5).
Figure 4.5: Demonstration of how sub-compartment shape definitions do not align
with planting observed in LiDAR data.
It was not possible to estimate the scale of this issue, as attempts to define sub-
compartments using unsupervised classifications based on LiDAR values were
judged to be unsatisfactory in a visual assessment. However, in future it may be
possible to combine the LiDAR observations with optical satellite data such as
Landsat (e.g Lefsky et al. (1999)) to better define sub-compartments. Another
potential improvement is to apply the EnKF at the pixels scale, thereby avoiding
the representiveness error. Although initial conditions of each pixel would still
be difficult to establish based on the inconsistency between observed stands and
the sub-compartment polygons (Figure 4.5). It could be possible to run a within
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sub-compartment pixel level height model similar to the sub-grid model suggested
by Koohkan and Bocquet (2012) in dealing with representiveness errors. There
are additional steps that can be taken within the EnKF analysis, such as either
clipping (reducing to a reasonable value) or removing innovations that are greater
than a given value, or using a robust variation of the EnKF (Roh et al., 2013).
It may also be possible to use non-gaussian distributions within the EnKF as has
recently been discussed by Fowler and Van Leeuwen (2013). Of course, redefinition
of the sub-compartment database shapefile to better align with reality would also
be of benefit, though may be prohibited by cost at the national scale.
The assimilation of the top height from the LiDAR did little to reduce uncertainty
in the other two state variables (number of stems and tubular volume). This is
to be expected when there was little reduction in the uncertainty of top height
through assimilation. The reduction in uncertainty would have been passed on
through the covariance matrices which are used in the calculation of the Kalman
gain value (Ke). Therefore, to reduce uncertainty in these variables, it would be
necessary to have a reduction in the top height uncertainty, or perhaps more useful
would be to provide observations of number of stems and tubular volume in the
future. These could be provided from remote sensing, such as aerial and terrestrial
LiDAR. Individual stems may be identified using either variable window filters or
wavelet analysis (Falkowski et al., 2006), and tubular volume might be estimated
using terrestrial LiDAR measurements (Maas et al., 2008). Even a single estimate
of these made in concert with the top height estimates could better constrain the
state space of each sub-compartment.
The ground-based measurements should have been useful as a benchmark of
forecasts made following the final assimilation of the LiDAR data with the EnKF.
Unfortunately, the lack of replication within each stand limits the usefulness. The
most that can be inferred is that following assimilation, the models forecasts are
mostly consistent with ground-based measurements. A more thorough program
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of ground measurement could be used to better benchmark, or indeed provide
additional inputs for the EnKF in future.
If nothing else, this paper illustrates the potential for the use of the EnKF in
the future of forest inventory. The EnKF is relatively simple to implement, and
requires modest computing power when the models are not too complex. While
there are obviously issues to address, this method has not previously been applied
in this field and so such issues are to be expected. This method could easily
be applied to any single species stands with an appropriate growth model and
observation data. In future it could even be applied to more complex stands
given an appropriate mixed species model and accurate enough observations. As
forest data becomes cheaper to obtain through new techniques of data capture,
it is useful to have tools such as the EnKF to take advantage of them. However,






The aim of this work was to investigate models for forecasting UK forest growth,
and reducing uncertainty in predictions. A number of approaches to the modelling
of growth of the two most important conifer species (Sitka spruce and Scots
pine) in UK forests have been presented here. The Stand Level Dynamic Growth
(SLeDG) model structure allows the forecasting of any stand from any point in
state-space, regardless of previous management. This is an improvement over
existing look-up table models similar to those of Edwards and Christie (1981)
which do not allow for deviations from predetermined management regimes.
Models such as Physiological Principles Predicting Growth (3PG)N represent the
underlying physiological processes with more realism than SLeDG models, making
them useful for providing growth forecasts given climatic change. Different
tradeoffs were indentified. The extra complexity of process-based models can
lead to greater uncertainties if insufficient data are available for parameterisation,
whereas parameterisation of the SLeDG model is relatively robust even when only
a small dataset is available. The SLeDG model is also relatively simple with only
three or four (See Chapter 2.) transition functions to forecast the state of a
stand. This has made it very suitable for demonstrating the use of Bayesian
techniques for model selection, calibration, and inventory revision using remote
sensing observations.
Bayesian techniques provide a useful structure for the modelling of forest growth,
whilst allowing for an enhanced understanding of the uncertainties involved,
compared with a frequentist approach. Bayesian model comparison provides
a probabilistic way of selecting models: be it comparing different models (e.g.
van Oijen et al. (2013)) or simply different structures of a single model, as
demonstrated in Chapter 3. Bayesian calibrations explore parameter space in
order to quantify the whole posterior distribution. The Differential Evolution
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Markov Chain (DE-MC) method provides efficiencies in the way that parameter
space is explored in order to reduce the computational cost of randomly exploring
parameter space. In empirical models such as a SLeDG type model, often the
parameters do not represent physical constraints that might be present in process-
based models (e.g. photosynthetically active radiation (PAR)). Thus parameter
space may be constrained in the specification of priors consistent with previous
(frequentist) calibrations of models. With loose enough constraints, it has been
possible to parameterise two separate species for the UK, and it is possible that the
constraints will work for other conifer species in the UK. These calibrations result
in predictions that are consistent with existing forecasts, but provide additional
information regarding the uncertainties of parameters and thus uncertainties of
model outputs when conducting forecasts.
The information on parameter uncertainty is particularly of use when performing
data assimilations with an Ensemble Kalman Filter (EnKF). Data assimilation
may allow for a reduction of uncertainty when repeated observations (measure-
ments) are available to narrow the uncertainty in model only predictions. As
ground measurements of forest inventory are time intensive (and thus have a high
cost), modern light detection and ranging (LiDAR) techniques can provide large
scale inventories for reasonable cost. Data assimilation of LiDAR top height with
the EnKF was shown to have potential for improving inventory uncertainty. How-
ever, observational uncertainty restricted the uncertainty reduction. Adjustments
to the EnKF analysis, as well as the processing and cleaning of observations, may
reduce this observational uncertainty in the future and enhance this method for
improved forest inventory at the national scale.
The variety of modelling methods presented in this thesis are discussed below: how
they relate and reasons for their selection. The findings of this thesis also have a
number of wider implications for future forest growth forecasting in the UK. Thus
I will also discuss ideas that should be considered, both in modelling forest growth
96 5.2 Modelling techniques used
and in models that themselves rely on forest growth models. Additionally, it is
important to consider the data requirements for future forest modelling efforts
and this is also discussed. Areas for further research are also discussed based on
this research and predicted future needs.
5.2 Modelling techniques used
Throughout the thesis, the SLeDG model has been used as a method for
forecasting forest growth. In Chapter 2, a non-Bayesian method is used to
calibrate the SLeDG model, whereas Chapters 3 and 4 utilised Bayesian methods.
The initial non-Bayesian method was selected for use in Chapter 2 in order to
familiarise and understand how SLeDG models had recently been parameterised
(for example Garćıa et al. (2011) and Garćıa and Ruiz (2003)). Once this was
achieved it allowed an easier transition to using Bayesian methods to calibrate
the SLeDG model, as the model’s structure and function had been explored.
The Bayesian methods used in Chapters 3 and 4 were the author’s first attempts
at using Bayesian statistics to calibrate models. The decision was made to
only use the three directly measured state variables in the SLeDG model to
reduce model complexity and increase understanding of Bayesian methods, thus
occupancy was not included. In future calibrations, occupancy could be included,
and the Bayesian framework of Chapter 3 should be considered well suited to
include latent variables with associated uncertainties. Indeed, a Bayesian model
comparison could be used in the future to determine whether there is benefit to
including occupancy in the SLeDG model.
It should be noted that the Ensemble Kalman Filter (EnKF) used in Chapter
4 is a special case of the Bayesian method used in Chapter 3 (Evensen, 2009),
in that the posterior distribution is generated based on the prior distribution
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being updated by the addition of evidence, given in this instance by LiDAR
measurements. It was therefore useful to create the model ensemble in Chapter 4
using the distributions generated in Chapter 3, a technique that does not appear
to have been used previously in the peer-reviewed literature.
5.3 Modelling implications
Are the models currently used in the UK for prediction of forest growth fit for
purpose? While the M1 model and its predecessors (Edwards and Christie, 1981;
Hamilton and Christie, 1971) may produce clear outputs when used for forecasting
timber production, the outputs lack flexibility at a time where forest management
is aiming to provide more services than just timber production (Welsh Assembly
Government, 2009; Scottish Executive, 2006; Forestry Commission, 1998). Un-
certainty estimates are increasingly important to forest managers (Kangas, 1999;
Lohmander, 1988), and currently employed models have not been documented in
the peer-reviewed literature for identification and quantification of uncertainty.
This also has knock-on effects for models that are reliant on growth predictions,
such as the C-FLOW model used in national land use, land use change and forestry
(LULUCF) inventory reporting (Dyson et al., 2009). In the past, computational
costs may have limited forecasters to using Sitka spruce of an intermediated yield
class to represent all conifer stands in the UK for carbon reporting (Cannell and
Dewar, 1995; Milne et al., 1998), however modern computing power should allow
all stands to be forecast with species and productivity class-specific models that
take into account differences in forest management. Indeed, while using a single
intermediate value at a national scale may lead to an acceptable national esti-
mate of carbon storage, it does not provide enough detail for forest managers to
improve the carbon storage potential of complex and varied forest landscapes.
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In the future, process-based models such as 3PG (Landsberg and Waring, 1997)
may be more widely applied to forest growth forecasting, as they provide the
kind of flexible predictions required to accomodate changes in management, and
also climate (e.g. (Xenakis et al., 2012)). However, at present the uncertainty in
such models due to their large parameter sets limits their applicability in forest
management.
SLeDG style models provide a middle ground with more flexibility than M1,
but without the ability of accurately adjusting to environmental changes. They
can be applied at a national scale, as demonstrated in Ireland (Broad and Lynch,
2006) and New Zealand (Garćıa, 1983), and may be parameterised with moderate
datasets, as demonstrated in Chapter 2. They would be well suited to use
in LULUCF reporting, and could easily drive the growth model component of
wind risk (Gardiner and Quine, 2000) and timber quality models (Leban, 2003).
Chapter 3 has created a Bayesian framework for species-specific calibrations
suitable for other conifers in the UK (or elsewhere) and so efforts to calibrate
the other major conifer species in the UK should be undertaken.
Beyond model calibration and model selection Bayesian methods may also provide
further opportunities to combine multiple forest growth models for optimising
forecasts. Several growth forecasts from different models could be combined
using Bayesian model averaging, weighted according to the models’ probabilities
(Bullock and Boone, 2007). Additionally, new computational methods (e.g. MT-
DREAMzs (Laloy and Vrugt, 2012)) and tools (e.g. rjags (Plummer, 2013)) for
exploring parameter space are always being developed, and have potential to
be applied in forest growth modelling. Bayesian methods have the potential to
become commonplace in forest growth modelling given a level of explanation and
documentation in applications appropriate to both modellers and potential users.
Indeed, more generally the documentation and publishing of growth models for
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further benchmarking and criticism is important. With no plans to publish the
M1 model (Jenkins, 2009) there is little scope for improvement of the model,
for example attempt Bayesian calibration or model averaging. While innovation
is required for publishing in peer-reviewed journals there are no shortage of
platforms for publishing model details online and databases such as FORMODEL
(Meredieu et al., 2011) are also available. With more documented models, there
is greater opportunity to apply them using techniques such as data assimilation
demonstrated in Chapter 4.
5.4 Inventory implications
Further development of both models and data assimilation techniques require
measurement and inventory data for parameterisation and assimilation respec-
tively. The timescales involved in forestry make this a particular challenge, as
permanent sample plot (PSP)s set out for producing inputs to provide model cal-
ibration inputs may not be fit for purpose by the time a usable dataset has been
collected, and so as much data as possible should be collected when measuring
PSPs to avoid inadequacy. Equally, as technology which reduces the cost of in-
ventory becomes more widespread there are issues with dealing with very large
datasets. Thus efforts to provide ways of processing and cleaning data from mul-
tiple sources in both a cost and time effective manner should be investigated. The
availability of ‘Big Data’ sources is starting to be recognised in ecology (Hamp-
ton et al., 2013) and methods applied in such fields may be applicable in forest
inventory and modelling. Linked to this is the question of data availability. As
with publishing model details, the open sharing of forest mensuration data among
stakeholders is equally important for providing the most accurate and precise es-
timates of the state of forests. Policies by Research Councils instigating open
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publication to justify the use of public funds may help to push such a trend
further.
Modern LiDAR techniques can be used in forest inventory, and a number of
suggestions are made in the discussion of Chapter 4 as to how advanced processing
techniques may be applied to reduce measurement uncertainty. It is also possible
to combine the use of LiDAR with satellite observations to provide both a
further constrain and a wider observational area for data assimilation. Spatial
statistics such as the k-Nearest Neighbour technique used by McInerney et al.
(2010) could provide observations for the EnKF at a larger scale than a LiDAR
flight. Larger scale data assimilation could be applied using a combination of
LiDAR and satellite observations at a national scale to improve the national forest
inventory. Another area for further investigation is to consider data assimilation
with multiple measurements made at the same time. Chasmer et al. (2006) used
coincident terrestrial and aerial LiDAR data capture and identified problems with
each capture, however if both of these captures were combined with a model
using an EnKF it may be possible to have a greater reduction in state variable
uncertainty.
If there was to be an effort in the future to improve the UK forest inventory, a
model-data fusion approach supported by data assimilation should be considered.
It would allow for a larger scale area to be studied, with a great reduction in
uncertainty.
5.5 Conclusions
All forest growth models have strengths and weaknesses. Mathematical models
seek to represent a system by simplifying it to a series of equations. It is in the
selection of how a system is represented that models differ. Models should be
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developed (or selected) based on providing outputs for a given purpose. Modern
UK forests are multi-functional, and require models that are flexible to changes in
management (and potentially climate) in addition to having measures of accuracy
and precision in forecasts. Bayesian statistics provide a useful probabilistic
framework for parameterising and comparing models, and should be more widely
applied in forest growth modelling. Modern forest inventory techniques such
as LiDAR can be used in conjunction with growth models to provide a more
accurate estimate of forest productivity. Having an improved understanding of
the uncertainty in forest productivity can enhance models which are dependent
on growth models, enhancing carbon storage estimates, wind risk predictions, and
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120 A.1 Height growth and site index
A.1 Height growth and site index
Height was measured as stand top height, commonly defined in UK forestry as
the average height of the 100 largest trees by diameter at breast-height (dbh)
per hectare. Top height was used as it is relatively invariant to different stand
densities compared to mean height. Height growth was thus parameterised as an
independent sub-model which also classified the site general productivity: a site
index model.
The site index model relating top height to stand age was estimated using the
EasySDE package (http://forestgrowth.unbc.ca/sde). This models height
growth with a differential form of the von Bertalanffy model, whereby the change






The parameters b1 − b3 may either be local (and thus site quality dependent) or
global parameters. Two ways of including site quality were tested:
1. b1 as local parameter q
2. b2 as local parameter q
Each model was fitted using all 51 permanent sample plot (PSP) sites. The two
models were compared by the log-likelihood of each formulation, in addition to
Akaike information criterion (AIC) which attributes a cost to the addition of extra
parameters.
Integration of equation (A.1) allowed height to be predicted at a point forward
in time:













Here H1 was the initial height, H2 predicted height and t2 − t1 the time change
between heights. Site index (Hs) may be determined from this given a fixed origin
[t1, H1] = [0, 0], and a reference age for site index ts:
Hs = b1(1− e−b2ts)1/b3 (A.3)
The log-likelihoods provided by EasySDE for each of the two alternative ways of
including site quality in the site index model are given in Table A.1 along with
calculated AIC values. The best parameterisation for the site index (SI) model
was selected by both log-likelihood and AIC as model 1.
Table A.1: Log-likelihood and Akaike information criterion (AIC) values of the two
alternative parameterisations for including site quality (a local parameter) in the height
growth model




Mortality was modelled as a function of the stand height and current number of
stems. Basal area is excluded as an explanatory variable, as previous accumulation
of woody tissue should not cause mortality in itself. As height is determined by
site quality in the model, mortality is thus linked with site quality. The model is
given here as:
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dN
dH
= −b4Hb5N b6 (A.4)
The equation may be expressed in terms of dN/dt by multiplying by dH/dt:
equation (A.1). The 3 parameters (b4, b5, b6) were estimated using least-squares
method using consecutive pairs of PSP measures from unthinned plots represent-
ing natural mortality. Thinned plots were excluded due to lack of information
concerning the timing of thinnings. A log transformation of the integral of equa-












A.3 Basal area and Occupancy
Basal area is modelled indirectly, by predicting the increase in the product of B
and H: W . W is linearly related to both biomass and volume, and additionally
W behaves more simply than B alone.
Change in W is given by the balance of the gross increment (W+) increase and




The gross increment is modelled by simple function of H and N . The function is:
W+ = b7H
b8N b9 (A.6)
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Loss of stem wood (W−) is a function of the relative size of of trees lost due to






Where k represents the relative size of dead trees. Here it is assumed a constant
and equal to b9.
A complication to the previous approach (Equation A.6.) of estimation of
gross increment is that it applies only to stands with maximum canopy closure.
Recently established or thinned stands have not yet occupied all available space
both above ground with foliage, and below ground in root systems. The maximum
resource utilisation potential is thus not being reached. This is represented in the
model by occupancy (Ω): a proportion of maximum productivity achieved at
stand closure. This is analogous to an interception efficiency: an index of the
rate of gross photosynthesis versus a maximum potential rate, where a stand has
enough leaves to intercept all photosynthetically active radiation (PAR).
Occupancy is an unobserved variable, but the relative closure (R) represents the
physical extent of foliage and roots compared to a closed stand. It is similar to
a Leaf Area Index (LAI), but avoids issues with LAI measurement common in
forests. R and Ω are non-linearly related: close to stand closure, additional leaves
at the base of the canopy will not greatly increase productivity, but in open stands
it is expected that resource capture and productivity is more closely linked to the
amounts of root and foliage. The relationship suggested is:
Ω = 1− (1−R)b10 (A.8)
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The exponent in this function (b10) is dependent on shade tolerance. The initial
value of R at stand establishment is determined by a parameter b12 representing a
planting density at which the stand would be considered fully closed. The initial
value of R is the percentage that the initial planting density (Nb) makes up of b12,
unless Nb is greater than b12 in which case R = 1. Occupancy at planting (Ωb) is
thus derived from (A.8) as:
Ωb = 1− (1−min{Nb/b12, 1})b10 (A.9)
The value of R changes following a stand thinning. It is assumed proportional to
basal area loss such that: Rafter = (Bafter/Bbefore)Rbefore.
The rate of change of occupancy with top height is a function of height raised to





When occupancy reaches a value of 1 (representing optimum resource use) it no
longer increases, and productivity is at its maximum value. The equation for W+
(A.6) is multiplied by Ω to account for these changes in occupancy:
W+ = b7ΩH
b8W b9 (A.11)
Parameters b7 - b12 from Equations (A.9), (A.10), and (A.11) were estimated
simultaneously using the optim function in the R statistical system, version 2.15
(R Development Core Team, 2012) to minimise root mean standard error (RMSE)
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in estimates of B. Simultaneous estimation helps reduce model error. Preliminary
investigations fixed values for b9, b10, and b12 equal to those estimated for loblolly
pine (Garćıa et al., 2011), and then freed to see if any model improvement resulted.
Non-overlapping intervals were utilised in the parameterisation to reduce temporal
autocorrelation.
A.4 Volume and Biomass
The merchantable volume (V ) is linearly related to W and is thus estimated as:
V = βvW + cv (A.12)
βv and cv are the slope and intercept of the relationship respectively. An intercept
is included as a stand’s top height may be shorter than 1.3m, with B and W equal
to zero, yet there may still be a merchantable volume.
Whole tree biomass is is estimated using the biomass expansion factors (BEF)
and root:shoot ratios of Levy et al. (2004). Merchantable volume is multiplied by
the biomass expansion factors (BEF) and wood density to give the above ground
biomass. Whole tree biomass is then given by calculating root:shoot ratio (0.301
for Scots pine) to determine root mass, and adding this to the above ground
biomass. The biomass expansion factors (BEF) is determined by tree height for
Scots pine according to the equation:
BEF = 1.392− 0.4812log(H) (A.13)
