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Our first result (Theorem 1) states that if a simple game has w winning coalitions and X = 2" -w losing ones, then E(/i)2 < 2 -"+min(w, X). In particular ll/'11,2 < 1 for all simple games with equality holding only for dictatorial games (Corollary 1).
The failure of the Banzhaf indices to add up to 1, which was mentioned above, is the main difference between this notion and the well known Shapley value. In fact, the operator corresponding to v the vector (J/), i = 1,..., n is a semivalue. It satisfies all of Shapley's axioms except efficiency. The class of all semivalues has been characterized in [DNW] . In ?3 we seek to extend our bound on the Banzhaf index to other semivalues. This involves a bound on the Euclidean norm of the gradient of a multilinear function defined on an n-dimensional cube evaluated along the main diagonal. We also obtain (Theorem 3) a lower bound on the 11 norm of the gradient (of a multilinear extension of a monotonic simple game), generalizing a similar bound given in [DS] for the Banzhaf case. Here the extreme elements (attaining the bound) are all unanimity rules.
We think that the techniques employed in the proofs merit interest. The one used in ?3 differs from the one used in ?2, and neither of them is quite straightforward. The proof follows by applying Theorem 1' to f(xl,..., xn) = g(2txl,..., 2tx,) for t < ?, and by using this result for h(x1,..., x,) = g(1 -x, ... ,1 -xn) .
The
The bound in (7) deteriorates as t approaches 0 or 1. We establish now another bound that does not suffer from this shortcoming. 
PROOF. We fix t throughout the proof, and proceed by induction on n. For n = 1, g'(t) = (g(t) -g(O))/t = (g(1) -g(t))/(1 -t), hence g,(t)]2 [g(t) -g()] [g(1) -g(t)] g(t)(i -g(t))
[g{tn)2 ~t Note that neither of the bounds (7) and (8) dominates the other. It would be interesting if one could provide a nice bound that combines the advantages of the two.
We turn to a lower bound on the 11 norm of the gradient. This result, which is another byproduct of the inductive technique, requires monotonicity. Its proof is along the lines of the proof for Theorem 2 and is omitted. 
