We prove Buslaev-Faddeev trace identities for the matrix Schrödinger operator on the half line, with general boundary conditions at the origin, and with selfadjoint matrix potentials.
an invertible matrix T without affecting (1.2), (1.3) and (1.4) . Moreover, H A T,B T = H A,B .
(1.5)
We assume that the potential matrix V (x) is a n × n selfadjoint matrix-valued function that is in the Faddeev class, namely, V (x) and its first moment are integrable in (0, ∞). That is to say, each entry of the matrix V is Lebesgue measurable on (0, ∞) and
By , ||V (x)|| we denote the norm of V (x) as an operator on C n . Clearly, V (x) satisfies (1.6) if and only this equation holds for each of its entries. Moreover, we assume that the potential is infinitely differentiable on (0, ∞) and that, Furthermore, we always assume that the matrix potential is selfadjoint ( the dagger means matrix adjoint)
The main result of our paper is Theorem 3.6 where we prove Buslaev-Faddeev trace identities for the matrix Schrödinger operator (1.1) with the most general boundary conditions (1.2-1.4). These trace identities were first proven in the scalar case by Buslaev and Faddeev in [10] (see also [11] ). For a textbook presentation of these results see Section 6 of Chapter 4 of [12] . In these remarkable identities the sum of the absolute value of the eigenvalues, to an even or to an odd power, is expressed in terms of the coefficients of the asymptotic expansion for high energy of the logarithm of the Jost function and of the integral over the absolutely continuous spectrum (0, ∞) of the phase of the Jost function in the even case and of the logarithm of the absolute value of the Jost function in the odd case. The coefficients on the asymptotic expansion of the logarithm of the Jost function depend on the (scalar) potential. These identities give formulae for sums of the absolute value of the eigenvalues to an even or odd power (traces) in terms of properties of the absolutely continuos spectrum encoded in the Jost function. Actually, they link the point spectrum with the absolutely continuous spectrum, or in other words, bound state information with scattering information. In [7] we proved Levinson's theorem for the matrix Schrödinger operator with general boundary conditions, that is a trace identity of order zero.
We prove our trace identities adapting to the matrix Schrödinger operator the classical proof in the scalar case that is given, for example, in Section 6 of Chapter 4 of [12] . In our case the Jost function is replaced by the determinant of the Jost matrix. The new technical results that made possible to adapt the classical proof to the matrix case are the precise study of the low-energy behavior of the determinant of the Jost matrix that we obtained in Corollary 6.2 of [7] assuming that (1.6) holds, the detailed analysis of the high-energy behavior of the determinant of the Jost matrix that is given in Proposition 7.5 of [7] assuming only that the matrix potential is integrable, i.e., that
Furthermore, we use to prove Theorem 3.6 the results of Theorems 8.1 and 8.5 of [7] where, in particular, we prove that the eigenvalues of H A,B coincide with the zeros of the determinant of the Jost matrix and that the multiplicity of each eigenvalue is equal to the order of the corresponding zero of the determinant of the Jost matrix. Furthermore, we also use in the proof of Theorem 3.6 the asymptotic expansion for high energy for the logarithm of the determinant of the Jost matrix, that we prove in Section 3 of this paper, assuming that V (x) ∈ C ∞ ((0, ∞)) and that (1.7) holds.
Currently there is a great deal of interest in the spectral and scattering theory of matrix Schrödinger operators on the half-line with general boundary conditions. For a review of the literature see [6] [7] [8] [9] . They are important, for example, in the quantum mechanical scattering of particles with internal structure and in quantum graphs. The paper is organized as follows. In Section 2 we state results from [7] , [26] , that we need, about the Jost solution, the regular solution, the Jost matrix, and in transformations of the matrices A, B that give the boundary conditions.
In Section 3 we prove our trace identities and in Section 4 we give examples that illustrate them.
Along the paper we designate by C + the upper-half complex plane, by R the real axis, and we let C + := C + ∪ R.
For any k ∈ C + we denote by k * its complex conjugate. As we already mentioned, for any matrix D we designate by D † its adjoint. We denote by C a positive constant that is not required take the same value when it appears in different places.
Preliminary results
In this section we introduce certain results that we need. See [7] and [26] . We always assume that the selfadjoint matrix potential V satisfies at least (1.9). We will use n × n matrix solutions to the equation
Let F, G be any pair of n × n matrix valued functions defined for x ∈ (0, ∞). The Wronskian, [F;G] is defined as follows,
Remark that for any two n × n solutions φ(k, x) and ψ(k, x) to (2.1), each of the Wronskians [φ(k
By f (k, x) we denote the Jost solution to (2.1) that is the n × n matrix solution that satisfies the following asymptotics for k ∈ C + \ {0},
with I n the n × n identity matrix. For each fixed x, (see [7, 26] ) f (k, x) and f ′ (k, x) are analytic for k ∈ C + and continuous for k ∈ C + . Clearly, this asymptotics implies that for each fixed k ∈ C + , each of the n columns of f (k, x) decays exponentially to zero as x → +∞.
Another important solution to (2.1) is the regular solution, ϕ A,B (k, x), that is the n × n matrix solution defined by the the initial conditions
with A and B the matrices that define the boundary conditions in (
Let us define the Jost matrix J(k) in the following way,
transformation with M, followed by a right multiplication by an invertible matrix T 2 , we have that
Furthermore, we have that,
For clarity, in ( In this case the boundary conditions (1.2) are, In Proposition 4.3 of [7] it is proven that for any pair of matrices (A, B) that satisfy (1.2)-(1.4) there is a pair of diagonal matrices (Ã,B) as in (2.10), a unitary matrix M and a two invertible matrices T 1 , T 2 such that,
Note that T 1 , T 2 in (2.12) correspond, respectively to T −1
in Proposition 4.3 of [7] .
The following results are proven in Proposition 6.1 of [7] . Consider the selfadjoint matrix Schrödinger operator (1.1) with the selfadjoint boundary conditions (1.2, 1.3, 1.4) and with the selfadjoint potential V in the Faddeev class (1.6), Then, the nonzero column vector u ∈ C n is an eigenvector of the zero-energy Jost matrix J(0) with the zero eigenvalue, i.e. u ∈ Ker [J(0)] if and only if ϕ A,B (0, x) u is bounded for x ∈ (0, ∞). Let us denote by µ the geometric multiplicity of the zero eigenvalue of J(0). Then, we can form exactly µ columns by using linear combinations of n columns of the zero-energy regular solution ϕ A,B (0, x) in such a way that those µ columns form linearly independent solutions to the zero-energy Schrödinger equation, Furthermore, in Corollary 6.2 of [7] it is proven that if the selfadjoint potential is in the Fadeev class (1.6), the determinant of the Jost matrix J(k) defined in (2.4) has the small-k behavior
where c 1 is a nonzero constant that it is explicitly given in [7] .
Furthermore, it is proven in Proposition 7.5 of [7] that if the selfadjoint potential is integrable, i.e. if it satisfies (1.9), then,
where c 2 is a nonzero constant that it is explicitly given in [7] , and n M and n N are the nonnegative integers defined after (2.11), i.e. they are, respectively, the number of mixed and of Neumann boundary conditions in the representation where the matrices that define the boundary conditions are given by the diagonal matricesÃ,B.
The following results concerning eigenvalues of H A,B are proven in [7] . Since the matrix Schrödinger operator, H A,B is selfadjoint its eigenvalues, k 2 , have to be real. It turns out that H A,B has no eigenvalues for k 2 ≥ 0 (see the beginning of Section VIII of [7] ). Then, the eigenvalues appear at k 2 , for k = iκ, for some κ > 0. it is equal to the dimension of Ker[J(iκ)] Furthermore, it is proven in Theorem 8.5 of [7] that,
where c 3 is a nonzero constant. Consequently, the order of the zero of det J(k) at k = iκ is equal to the multiplicity, m κ , of the eigenvalue at k = iκ. We denote by N the total number of eigenvalues of H A,B , repeated according to its multiplicity. If (1.6) holds, N < ∞.
Trace Identities
We first obtain a high-energy asymptotic expansion for the Jost solution. Let us denote,
LEMMA 3.1. Suppose that the matrix potential V is selfadjoint, that it belongs to C ∞ ((0, ∞)) and that it satisfies
where the remainder r N satisfies the estimate: for every C > 0 there are constants C N,j such that,
where b l (x), l = 0, 1, 2, · · · are C ∞ functions defined by the following recurrent relation,
The b l (x) satisfy the estimate,
Furthermore the expansion (3.2) can be derived term by term.
REMARK 3.2.
When an asymptotic expansion as (3.2) holds for all N we will write the right-hand side as an asymptotic series (see [27] )
(3.6)
Proof: Results of this type are classical. For the reader's convenience we outline the proof following the one given in the scalar case in Proposition 4.1 in Chapter 4 of [12] , with some changes. The coefficients b l , l ≥ 1 are defined by the recurrent formula (3.4) and one easily checks that (3.5) is satisfied. Inserting (3.1) and (3.2) into (2.1) we obtain the equation for the remainder,
where,
Writing (3.7) as an integral equation we get,
By (3.9)
Then, solving (3.10) by iterations and using (3.12) we prove that r N (k, x) satisfies (3.3) with j = 0. To prove it for positive j we proceed as follows (in the proof of Proposition 4.1 in Chapter 4 of [12] in the scalar case a different argument is proposed). We assume that (3.3) is true for j = 0, 1, · · · j 0 and we prove it for j = j 0 + 1. We denote
. Then, deriving (3.7) j 0 + 1 times we get that,
By (1.7), (3.9) and the inductive assumption we have that,
Writing (3.13) as an integral equation we obtain that,
By (3.15) we have that S(k, x) satisfies
Finally, solving (3.16) by iterations and using (3.18) we obtain that, 19) what proves that (3.3) holds for r N (k, x) with j = j 0 + 1.
By Lemma 3.1 the Jost matrix J(k) defined in (2.4) (see also (2.5)) has the following asymptotic expansion, 20) where, 
where by (c l ) j,m we denote the component of the matrix c l in the row j and the column m.
By (2.15),
Then, we have proven the following lemma.
LEMMA 3.3. Suppose that the matrix potential V is selfadjoint, that it belongs to C ∞ ((0, ∞)) and that it satisfies (1.7). Then, the determinant of the Jost matrix, defined in (2.4), has the following asymptotic expansion Let us denote,
By (2.15), lim |k|→∞ h(k) = 1. Hence, we define ln h(k) with lim |k|→∞ ln h(k) = 0. By (3.25) 27) where,
For k real we split the asymptotic expansion (3.27) into its even and odd parts,
By (3.27) ,
(3.31) LEMMA 3.4. Suppose that the selfadjoint matrix potential V satisfies (1.6). For any z ∈ C with 0 < Rez < 1/2 let us define, 2-1.4) . In the right-hand side of (3.33) N j=1 |κ j | 2z means the sum over the absolute value of the eigenvalues, −κ 2 j , to the power z and repeated according to its multiplicity. Furthermore, N is the total number of (repeated) eigenvalues. As (1.6) holds, N < ∞.
Proof: This lemma is proven as in the proof of Proposition 6.3 in Chapter 4 of [12] integrating the function ḣ (k)/h(k) k 2z , with h(k) defined in (3.26) with 0 ≤ argk ≤ π along the contour C ǫ,R , given below, taking the limit when ǫ → 0 and R → ∞ and using (2.14), (2.15), (2.16) and the residues theorem. The contour C ǫ,R consists of four parts given by
The piece (−R, −ǫ) is the directed line segment on the real axis for some small positive ǫ and for a large positive R, with the direction of the path from −R + i0 to −ǫ + i0. The second part C ǫ consists of the upper semicircle centered at the origin with radius ǫ and traversed from the point −ǫ + i0 to the point ǫ + i0. The third piece (ǫ, R) is the directed line segment of the positive real axis from ǫ + i0 to R + i0. The fourth part C R is the upper semicircle centered at the origin with radius R and traversed from the point R + i0 to the point −R + i0.
PROPOSITION 3.5. Assume that the selfadjoint matrix potential V satisfies (1.6), that it belongs to C ∞ ((0, ∞))
and that (1.7) holds. Then, the functions F (z) and G(z), defined in (3.32) have analytic continuations, denoted also by F (z), G(z), to meromorphic functions for Rez > 0. The function F (z) has simple poles at z = j, j = 1, 2, · · · with residue (−1) j+1 2 −2j−1 e 2j . Furthermore, the representation (3.32) of F (z) is valid for 0 < Re z < 1, and,
Moreover, G(z) has simple poles at z = j + 1/2, j = 0, 1, 2, · · · with residue, (−1) j 2 −2j−2 e 2j+1 and
Proof: The proposition follows from (3.30), (3.31) as in the proof of Lemma 6.4 in Chapter 4 of [12] . We give details in the case of G(z) for the reader's convenience. We have that for Rez < 
The first integral in the right-hand side of (3.36) is analytic for Rez > 0 and by (3.31) the second integral is analytic for Re z < j + 1/2. Since this is true for every j = 1, 2, · · · , G(z) has an analytic continuation to a meromorphic function for Re z > 0 with simple poles at z = j + 1/2, j = 0, 1, 2, · · · , with residue, (−1) j 2 −2j−2 e 2j+1 . Moreover, for
Equation (3.35) follows from (3.36) and (3.37).
We now prove our main result. THEOREM 3.6. Suppose that the selfadjoint matrix potential V satisfies (1.6) that it belongs to C ∞ ((0, ∞)) and that (1.7) holds. Then,
In the left -hand side of (3.38), (3.39) and (3.40) N l=1 |κ l | q , with, respectively, q = 1, q = 2j + 1, and q = 2j, means the sum over the absolute value of the eigenvalues, −κ 2 l , to the power q/2, and repeated according to its multiplicity. Furthermore, N is the total number of (repeated) eigenvalues. As (1.6) holds, N < ∞. The coeficients e j , j = 1, 2, · · · are defined in equations (3.4, 3.21, 3.23, 3.24, 3.28).
Proof: By Proposition 3.5 and analytic continuation (3.33) holds for Rez > 0. Equations (3.38) and (3.39) follow evaluating (3.33) at z = j + 1/2, j = 0, 1, 2, · · · and using (3.34). Moreover, (3.40) follows evaluating (3.33) at z = j, j = 1, 2, · · · and using (3.35).
Examples
In this section we illustrate our trace identities in Theorem 3.6 with simple examples. EXAMPLE 4.1. We consider a 2 × 2 system, i.e. n = 2, with Dirichlet boundary condition, ψ(0) = 0. We can take, A = 0, B = −I. Since we only have Dirichlet boundary conditions according to the definition given below equation (2.11) n M = n N = 0 and also the constant c 2 that appears in (2.15) is equal to one (see the first equation in page 16 of [7] ). Then according to (3.4, 3.21, 3.23, 3.24, 3.28 ). In the case a = 0, h(k) = 1 and then ln h(k) = 0 and e l = 0, l = 1, 2, 3, · · · .
