Optimal adaptive grids of least-squares finite element methods in two spatial dimensions  by Chang, Shin-Perng & Chen, Tsu-Fen
Journal of Computational and Applied Mathematics 235 (2011) 3817–3824
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Optimal adaptive grids of least-squares finite element methods in two
spatial dimensions
Shin-Perng Chang a, Tsu-Fen Chen b,∗
a Department of Applied Mathematics, Hsuan Chuang University, Hsin-Chu City, Taiwan
b Department of Mathematics, National Chung Cheng University, Minghsiung, Chia-Yi, Taiwan
a r t i c l e i n f o
Keywords:
Least-squares finite element method
Convection–diffusion problems
Mesh redistribution
Optimal grids
a b s t r a c t
This article concerns a procedure to generate optimal adaptive grids for convection
dominated problems in two spatial dimensions based on least-squares finite element
approximations. The procedure extends a one dimensional equidistribution principle
whichminimizes the interpolation error in some norms. The idea is to select two directions
which can reflect the physics of the problems and then apply the one dimensional
equidistribution principle to the chosen directions. Model problems considered are the
twodimensional convection–diffusion problemswhere boundary and interior layers occur.
Numerical results of model problems illustrating the efficiency of the proposed scheme
are presented. In addition, to avoid skewed mesh in the optimal grids generated by
the algorithm, an unstructured local mesh smoothing will be considered in the least-
squares approximations. Comparisons with the Gakerkin finite element method will also
be provided.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
This paper concerns the optimal adaptive grids for the solution of convection dominated flow problems based on the
least-squares finite element approximations. The context of this work is to model two dimensional convection–diffusion
problems where boundary and internal layers occur. In these situations, oscillatory numerical solutions are obtained if the
mesh size near the layers is not sufficiently small. Therefore, adaptive grids are often necessary for efficient and accurate
results.
In this paper, we consider the redistribution approach to generate the optimal grids. The goal is to find the optimal
grids such that the error depends on the number of elements. To achieve this, redistribution of a grading function
will be considered. The redistribution approach has been studied for numerical solutions of two-point boundary value
problems [1–5]. The grading function derived in [2] is similar to that of the optimalmesh in [1]. Recently, itwas indicated that
the grading functions considered in [1,2] belong to one category of themonitor functions studied in [3]. For two dimensional
problems, based on the moving mesh partial differential equations equidistribution principle, an r-adaptive finite element
method was developed for time dependent problems [6]. In [7], a moving finite element scheme was developed using the
mesh redistribution strategy based on the harmonic maps.
Using the grading function derived in [2], based on finite element approximations, a mesh redistribution algorithm
in two spatial dimensions was developed and applied to convection–diffusion problems by Chen and Yang in [8]. The
algorithm extended a one dimensional equidistribution principle to minimize the interpolation error in appropriate norms.
The final grids generated were connected by an unstructured grid generation technique considered in [9]. In this paper,
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the algorithm in [8] will be modified for optimal grids construction in the least-squares approximations. Note that optimal
convergence can be achieved in the least-squares approximations if the triangular mesh satisfies the grid decomposition
property [10]. Therefore, because the algorithm in [11] can generate constrained Delaunay triangulations and high-quality
triangular meshes, it will be used for triangulations in our procedures. Based on the above, optimal grids in the sense of
H1-seminorm for model problems will be constructed for the least-squares approximations. In addition, constrained
Delaunay triangulations will be applied to the algorithm for optimal convergence in L2 error. Moreover, results will be
compared to the optimal grids constructed by the Galerkin finite element method in [8].
Following this introduction, least-squares formulations and the grading functions considered will be presented in
Section 2. In Section 3, the algorithm developed in [8] will be described and modified for the ease of implementation. In
Section 4, the effectiveness and optimal convergence of the algorithm in the least-squares method will be demonstrated.
Finally, conclusions will be provided in Section 5.
2. Least-squares formulations and grading functions
In this section, we describe least-squares approximations to the following equation which models a two dimensional
convection–diffusion problem on a unit squareΩ = {0 < x, y < 1}with boundary Γ :
−β1φ + ⟨α,∇φ⟩ = f inΩ, (1)
φ = g on Γ ,
where β is the diffusion coefficient, α corresponds to the convection, f and g are given functions. Let u = −β∇φ + φα. In
the case when α is a constant vector, (1) can be decomposed into the following first order system:
u = −β∇φ + φα inΩ,
divu = f inΩ,
φ = g on Γ .
(2)
Let Hs(Ω), s ≥ 0 be the Sobolev spaces with the standard inner products (·, ·)s and their respective norms ‖ · ‖s. For
s = 0,Hs(Ω) coincides with L2(Ω). To describe the least-squares approximations, for simplicity, let g = 0 on the boundary
Γ . We then seek a solution {φ,u} to (2) in S × V where
S = {ψ ∈ H1(Ω)|ψ = 0 on Γ } and V = H1(Ω)× H1(Ω).
To approximate, let Sh and Vh be the finite dimensional subspaces of S and V , respectively. To accommodate the small
diffusion coefficient β in (1), following [12], we determine φh ∈ Sh and uh ∈ Vh by minimizing
I(ψ, v) =
vh + β∇ψh − ψhα√β
2
0
+ ‖div vh − f ‖20 (3)
over ψh in Sh and vh in Vh (referred to as the least-squares method or LS). Taking the first variation of (3) gives
1
β
(uh + β∇φh − φhα, vh + β∇ψh − ψhα)+ (divuh, div vh) = (f , div vh),
a relation which holds for all ψh ∈ Sh, vh ∈ Vh.
The error analysis of least-squares approximations starts with the observation that the solution {φh,uh} of the discrete
problem is a best approximation to {φ,u} in a suitable norm. This norm arising naturally from the bilinear form on S × V is
defined as
a((φ,u), (ψ, v)) = 1
β
(u+ β∇φ − φα, v+ β∇ψ − ψα)+ (divu, div v), (4)
for all ψ ∈ S, v ∈ V . |||(·, ·)||| can then be defined as
|||(ψ, v)||| = a((ψ, v), (ψ, v)) 12 .
Observe from (4) and the fact that a(·, ·) is a bounded form on S × V , it follows that
|||(ψ, v)||| ≤
 v√β

0
+ ‖div v‖0 +
ψα√β

0
+ ‖β∇ψ‖0. (5)
Note that as indicated in [13] when the diffusion coefficient β is small, the form in (3) is essential to ensure that the norm
|||(·, ·)||| is equivalent to the norm on H1(Ω).
In [8], a mesh redistribution algorithm in two spatial dimensions was developed by selecting two directions which
can reflect the physics of the problems, and then the one dimensional equidistribution principle [2] is applied to the
chosen directions. The one dimensional grading function ξ(x), defined in [2,13], has the property that after equidistribution,
the inverse of ξ at iN is the ith grid point xi, where N is the number of elements in the domain. Let e = φ − φh and
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{xi}, i = 0, 1, 2, . . . ,N , be themesh ofN intervalswith hi = xi−xi−1 denoting the length of subintervalΩi. To accommodate
the variable diffusion coefficient β in the upper bound of the least-squares approximation (5), the goal is to minimize the
error of the interpolant in the weighted Hm-seminorm, i.e., |β¯e|2m =
 b
a (β¯e
(m))2dx is minimized. Note that the case when β¯
is a constant was considered in [2], i.e., the Hm-seminorm |e|2m =
 b
a (e
(m))2dx is minimized. Based on the idea, the following
grading function ξ was derived in [2,13]:
ξ =
 x
a

β¯ φ(k+1)
2/[2(k+1−m)+1]
dx b
a

β¯ φ(k+1)
2/[2(k+1−m)+1]
dx
.
In [8], the one-dimensional grading functions ξ =
 x
a (β¯φ
′′)2/5dt b
a (β¯ φ
′′)2/5dt which minimize the L
2-norm (m = 0) when k = 1 was
considered.
3. Numerical algorithm for two spatial dimensions
In this section, we describe the algorithm to construct optimal grids of the least-squares approximations for our model
Eq. (1). The procedures are essentially the same as those developed in [8] for the Galerkin finite element method. The
algorithm in [8] is itemized in the following:
1. Select initial grids, e.g., quasi-uniform grids.
2. Triangulate the point set by an unstructured grid generation technique considered in [9]. After the triangulation, solve
the problem by the finite element method.
3. Partition the given domain by a curve |∇φ| = C , where u is the dependent variable problem and C is given by∑
Ωi
|∇φ|2Ωi ·Ai
A
 1
2 = C , where Ai is the area of the ith element and A is the total area of the domain.
4. Choose themidpoint along the curve |∇φ| = C to construct the flow line. The flow direction is chosen since the gradient
vector varies most rapidly along this direction.
5. Specify the partitionsM along the flow line, i.e.,M is the number of regions to be equidistributed. OnceM is determined,
equidistribute the point set {si}i=M−1i=1 along the flow line according to the one dimensional grading function.
6. Given the graded point set {si}i=M−1i=1 obtained in the last step, construct the solution level curve φ = φ(si), for each i.
Note that these curves are orthogonal to the flow direction.
7. Determine the number of points N along each solution curve φ = φ(si) by N = [RATIO × M], where N is the greatest
integer less than or equal to RATIO × M , and RATIO is determined by (
∑ |∇φ|2 ds)1/2φ=φ(si)line
(
∑ |∇φ|2 ds)1/2flow line . This choice of N is essential
for optimal rate of convergence.
8. Apply a one dimensional grading function to the solution level curve φ = φ(si) for each i. Since φ is constant on each
level curve, equidistribution results in uniform partitions. Therefore, uniform grids are used.
9. Determine the number of boundary nodes in the sameway as in Step 7, and apply the grading function to equidistribute
the boundary nodes.
10. Update the grid point information. Continue to Step 2 to triangulate the point set, check if the stopping criterion is
satisfied, and repeat the process if not.
In our computations, the least-squares approximations and Delaunay triangulation procedures of Shewchuk [11] are
used in Step 2. In addition, in Steps 3 and 4 of the algorithm, oscillatory solutions may lead to the choice of wrong flow line
directions or a short flow line. Therefore, Steps 3 and 4 are modified as follows:
3′ Partition the domain by the curve |∇φ| = Ci, where φ is the dependent variable of the problem and Ci is given by
Ci = mini |∇φ|2Ωi + i

maxi |∇φ|2Ωi−mini |∇φ|
2
Ωi
M

, where i = 1, 2, . . . ,M − 1,M is the number of partitions on the flow line.
This choice of Ci will lie between the maximum and minimum gradient values in the domain of interest.
4′ Connect the midpoint along each curve |∇φ| = Ci to construct the flow line. This step can lead to a curve along the flow
direction even with oscillatory solutions.
4. Numerical results
In this section, we demonstrate the optimal convergence of our algorithm in the least-squares solutions for the problems
considered in [8]:
1. Eq. (1) with α = (1, 1), β = 125 , f = 0 and g corresponding to the exact solution φ(x, y) = (e
x
β −1)(e yβ −1)/(e 1β −1)2.
Here φ(x, y) ≈ 0 except near (x, y) = (1, 1), i.e., the exact solution has a boundary layer near (x, y) = (1, 1).
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Fig. 1. (a) Initial 9× 9 uniform mesh obtained by Delaunay triangulation. Convergence mesh of Problem 1 with number of partitions along the flow line
(b)M = 8, (c)M = 16.
Fig. 2. Problem 2. Convergence mesh with initial 9× 9 uniform grids. Number of partitions along the flow line (a)M = 8, (b)M = 24.
2. Eq. (1)withα = (1, 1), β = 125 , f = 0 and g corresponding to the exact solutionφ(x, y) = (e
x
β −1)/(e 1β −1)+(e yβ −1)/
(e
1
β − 1). Note that in this case, the layer is along the sides x = 1 and y = 1.
3. Eq. (1) with α = (1, 1), β = 1 and a nonhomogeneous right-hand side chosen to correspond to the exact solution
φ(x, y) = tanh(10(x2 + y2 − 1)), which has an interior layer on the unit circle.
The idea of optimal grid construction in the least-squares approximations is to minimize the upper bound of the error
|||(φ − φh,u − uh)||| which, from (5), is bounded above by ‖√β(φ − φh)‖0. Therefore, letting s be the arc length along the
flow line direction s = ⟨φx,φy⟩‖∇φ‖ , the following grading functions ξ(s) =
 s
0 g(t) dt 1
0 g(t) dt
will be considered [13]:
Case 1. g(t) = (√βφss(t))2/5 (used in [8]); Case 2. g(t) = (√βφsss(t))2/7.
In our approximations, linear elements are used for both Sh andVh. Sinceφss cannot be obtained directly from differentiating
the computed solution φh, to approximate the grading function ξ, φss is calculated utilizing the superconvergence property
of least-squares and finite element approximations in φh. Also, because u = −β∇φ + φα in (2), βφsss(x) in Case 2 will be
approximated by (α · s)φss − ((u · s)s)s, where s = ⟨φx,φy⟩‖∇φ‖ . Note that Case 2 cannot be considered in the Galerkin finite
element methods because we do not have the superconvergence property for ∇φh. Since the grading function is nonlinear,
the Brent–Dekker scheme is used to locate the grid points, and the stopping criterion is measured by requiring the relative
error in ξ to be less than a chosen tolerance τ [8].
To demonstrate the effectiveness of the algorithm, a 9×9 uniformmesh in Fig. 1(a) generated by Delaunay triangulation
is considered initially for all problems. Based on the algorithm described in Section 3, two types of graded mesh in each
iteration will be constructed by the procedures of Shewchuk [11]: Mesh M1, a default Delaunay triangular mesh; Mesh M2,
a controlled Delaunay triangular mesh such that the minimum degree of angles of triangles is greater than 20.
We start with reporting results using the Case 1 grading function based on the M1 mesh. The convergence meshes of
Problems 1, 2 and 3 with initial 9 × 9 uniform grids using various number of partitions along the flow line are plotted in
Fig. 1(b)–(c), 2 and 3, respectively. The grid points have been redistributed to the region where the gradient changes most
rapidly. Note also that increasing the number of partitions leads to a strong concentration of grid points in a high gradient
region. Grid point adjustment along the flow line similar to the one dimensional boundary and interior layer problems [13]
are shown in Fig. 4 for all problems. Convergence with respect to the number of partitions are also demonstrated in Fig. 5.
Observe fromFig. 2(a), there are severe grid distortions along the boundaries. However, the solution still shows improvement
which indicates that the algorithm is insensitive to classical results on the angle condition. Note that, as illustrated in Fig. 2(b),
this can be resolved by introducing more partitions along the flow line. Problems like Problem 3 are extremely difficult in
the construction of a suitable mesh, since the solution is influenced by all sides of the boundary and the location of the layer
is often unknown. However, as shown in Fig. 3, the algorithm generates grid points which effectively locate the layer. These
results are comparable to those reported in [8] for the Galerkin finite element method.
Similar to results in [8] for the finite elementmethod, although the solutions did improve for all test problems, the optimal
rate of convergence for solutions is not observed. In the following, we will demonstrate that the rate of convergence can be
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Fig. 3. Problem 3. Convergence mesh with initial 9× 9 uniform grids. Number of partitions along the flow line (a)M = 8, (b)M = 24.
Fig. 4. Initial grids: 9 × 9 uniform grids; x = s/√2; number of partitions M = 8. Exact solution (line) vs. numerical solutions of grid points on the flow
line at the 1st iteration (), the intermediate iteration () and convergence (×). (a) Problem 1, (b) Problem 2, (c) Problem 3.
Fig. 5. Problem 1. Initial grids: 9 × 9 uniform grids; x = s/√2. Exact solution (line) vs. numerical solutions of grid points on the flow line for various
number of partitions. (a) Problem 1, (b) Problem 2, (c) Problem 3.
Fig. 6. Problem 1. h = 1/square root of number of elements. (a) H1-seminorm error, (b) L2 error.
improved by a smoothing process, that is, Mesh M2. For Problem 1, the H1-seminorm and L2 errors of the solutions using
graded meshes M1, M2, the uniform mesh are plotted in Fig. 6. Note that, using the uniform mesh, the optimal rate in the
H1-seminorm and near optimal rate in L2 errors are observed. This suggests that the uniform Delaunay mesh in Fig. 1(a) is
stable in the least-squares approximations [10]. Recall that in Step 3 of our algorithm, the idea is to construct the optimal
grid which minimizes the H1-seminorm error. Therefore, the optimal rate of convergence in the H1-seminorm is expected
for theM1mesh. This is demonstrated in Fig. 6(a). From Fig. 6(b), however, suboptimal rate of convergence in L2 is observed.
This indicates thatMeshM1 is unstable in the least-squares approximations and grid smoothingmay be necessary. As shown
in Fig. 6(b), the smoothed mesh M2 can be considered to improve the rate of convergence in L2 error. Compared to results
in [8], errors of LS and the Galerkin finite element methods are plotted in Fig. 7. In Fig. 7(a), similar H1-seminorm errors are
obtained for the LS solutions using Mesh M2 and the finite element solutions. As illustrated in Fig. 7(b), the LS method gives
3822 S.-P. Chang, T.-F. Chen / Journal of Computational and Applied Mathematics 235 (2011) 3817–3824
Fig. 7. Problem 1. Results of LS and FEM. (a) H1-seminorm error, (b) L2 error.
Fig. 8. Problem 2. h = 1/square root of number of elements. (a) H1-seminorm error, (b) L2 error.
Fig. 9. Problem 2. Results of LS and FEM. (a) H1-seminorm error, (b) L2 error.
a better rate of convergence in L2 error than the finite elementmethods. Observe also that in the finite element solutions, the
M2mesh improves only slightly over the M1mesh in L2. This indicates that, contrasted to the LS method, Mesh M1 is stable
for the finite element methods and grid smoothing is not necessary. Further, in [13], it was illustrated that the solutions
of the Case 1 grading function may be improved by those of Case 2. Numerical experiments have been performed and the
following has been obtained: the solutions using the Case 2 grading function give similar H1-seminorm errors and worse L2
errors as those using Case 1.
In Fig. 8, convergence of the solutions usingMeshesM1, M2 and the uniformmesh is demonstrated for Problem 2. Unlike
Problem 1, the suboptimal rate of convergence in both theH1-seminorm and L2 errors is obtained for the solutions using the
uniformmesh. This indicates that the least-squares approximation for Problem 2 is sensitive to the initial mesh considered.
Therefore, using Mesh M1 may lead to suboptimal convergent solutions in H1-seminorm error. As demonstrated in Fig. 8,
a suboptimal rate of convergence is observed in both H1-seminorm and L2 errors using Mesh M1. This suggests that Mesh
M1 is unstable in the least-squares approximation and grid smoothing may be necessary. As illustrated in Fig. 8, solutions
of the M2mesh not only improve over those of M1mesh but also give an optimal rate of convergence in both H1-seminorm
and L2 errors. Again, solutions of LS are compared to those of the Galerkin finite element method in Fig. 9. Unlike Problem 1,
the H1-seminorm error in the LS solutions using Mesh M2 is slightly better than that of the finite element solutions. Similar
to Problem 1, observed from Fig. 9(b), the LS method gives a better rate of convergence in L2 error than the finite element
method. As illustrated in Fig. 9(b), the finite element solutions are suboptimal in L2 and solutions of the M2 mesh do not
show great improvement over those of M1 mesh. This suggests that Mesh M1 for Problem 2 is stable for the finite element
methods regardless of severe grid distortions along the boundaries illustrated in Fig. 2(a). Unlike Problem1, as demonstrated
in Fig. 10, solutions using Case 2 grading function improve the rate of convergence in both H1-seminorm and L2 errors over
those using the Case 1 grading function.
For Problem 3, in Fig. 11, convergence in the H1-seminorm and L2 errors of the solutions using graded meshes M1, M2
and the uniform mesh is illustrated. Note that, using the uniform mesh, the convergence rate of the solutions is optimal in
theH1-seminorm and near optimal in L2. Therefore, similar to Problem 1, the least-squares approximation is stable using the
uniform Delaunay mesh in Fig. 1(a). This suggests an optimal convergence rate in the H1-seminorm error for the M1 mesh.
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Fig. 10. Problem 2. Results of two grading functions. (a) H1-seminorm error, (b) L2 error.
Fig. 11. Problem 3. h = 1/square root of number of elements. (a) H1-seminorm error, (b) L2 error.
Fig. 12. Problem 3. Results of LS and FEM. (a) H1-seminorm error, (b) L2 error.
In fact, a superlinear convergence rate is observed in Fig. 11(a). Similar to Problem 1, as illustrated in Fig. 11(b), a suboptimal
rate of convergence in the L2 error is obtained. Thus, the least-squares approximations can be improved using Mesh M2.
This is demonstrated in Fig. 11(b). Note, however, for both Problems 1 and 3, the convergence rate of Mesh M2 solutions is
not optimal in L2. In Fig. 12, the errors in the LS and the Galerkin finite element solutions are plotted. Note that the solutions
of the LS method give worse H1-seminorm errors than those of the finite element method using M1 and M2 meshes. As
illustrated in Fig. 12(b), the solutions of the LS method give a better rate of convergence in the L2 error than those of the
finite elementmethod. In addition, unlike Problems 1 and 2, solutions usingMeshM2 show visible improvement over those
using Mesh M1 for the finite element method. Contrary to Problems 1 and 2, this indicates that the Mesh M1 is unstable
for the finite element methods and grid smoothing is necessary to improve the L2 error. Finally, the results using the Case 2
grading function give similar conclusions for Problem 3 as those in Problem 1.
5. Conclusions
We have illustrated that slight modifications of the algorithm developed in [8] can be employed to generate optimal
solution adaptive grids of the least-squares finite element methods for two dimensional convection–diffusion problems.
Major advantages of the algorithm over the existing techniques are: it is systematic since only one user-defined parameter
M is necessary independent of the given problems and it is optimal in the sense that an asymptotically optimalH1-seminorm
of the error can be obtained. These have been illustrated for both least-squares and Galerkin finite element methods. In
addition, we have demonstrated that using the procedures of Shewchuk [11], the graded mesh M2 can be generated to
obtain optimal or near optimal rate of convergence in L2 error of the least-squares finite element method. Moreover, as
illustrated for Problem 2 when the graded mesh M1 is suboptimal in the H1-seminorm, the Case 2 grading function can
be used to improve the convergence rate in the least-squares method. This is consistent with the one dimensional results
reported in [13].
Based on the above, a combination of a Case 1 grading function and the smoothed mesh M2 in our algorithm will lead
to optimal adaptive grids in the least-squares approximations. Although the solutions of the least-squares method for our
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test problems give slightly worse errors than those of the Gakerkin finite element method, there are situations where least-
squares approximations aremore effective, e.g., transonic flowproblems [14] and viscoelastic flowproblems [15]. Therefore,
optimal grids construction of the least-squares method will be important for these problems. Recently, promising results
of the graded meshes have been reported in [16,17] for the transonic flow and viscoelastic flow problems, respectively.
Extensive implementations are currently under investigation and will be reported elsewhere.
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