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Introduction
The characterization of irreversible processes in many-particle systems is one of the
main tasks of nonequilibrium statistical mechanics, as it provides the basis for un-
derstanding general problems such as transport phenomena, pattern formation or the
dynamics of complex systems. On a phenomenological ground, the assumption of be-
ing not too far from global equilibrium leads to postulate a proportionality relation
between thermo-mechanical forces and currents. For instance, when considering heat
transport in a solid material, such relation is specied by the Fourier law
jQ =  rT ;
through the introduction of a thermal conductivity  that relates the heat ux jQ(x; t)
to the gradient of the local temperature T (x; t). The ultimate goal of a complete the-
ory is to derive macroscopic phenomenological equations like the Fourier law from a
statistical-mechanic approach that starts from the fundamental microscopic level. As
an example, the knowledge of the statistical measure for general out-of-equilibrium con-
ditions would allow a complete characterization of the macroscopic dynamics, including
also the uctuations of all the relevant observables.
For insulating lattices, where heat transport is due to lattice vibrations, the rst at-
tempt to provide microscopic foundations for the Fourier law dates back to Debye, who
followed an approach inspired to kinetic theory for deriving an expression of the ther-
mal conductivity in terms of the phonon mean free path and velocity. In 1929, Peierls
further extended this idea and showed that anharmonicity plays a fundamental role
in guaranteeing energy diusion, through the so-called Umklapp processes [1]. Since
then, the so-called Boltzmann-Peierls theory became a cornerstone in the statistical-
mechanic approach to transport phenomena.
These results were also a fundamental starting point for a series of subsequent
studies involved in a deeper and deeper understanding of the microscopic mechanisms
that characterize irreversible thermodynamics. A remarkable example is oered by the
discovery of a breakdown of usual hydrodynamics in simple low-dimensional chains
of nonlinear oscillators [2]. In particular, for the class of models with translational
invariance, the thermal conductivity was found to diverge in the thermodynamic limit
N ! 1 as N, where the exponent  is related to the symmetries of the model [2].
However, the discrepancy that still persists between the most advanced theories of
anomalous heat conduction (see e.g. [3]) and some recent numerical simulations [4] is
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a relevant indicator of the many diculties that may arise even in apparently simple
o-equilibrium setups.
The conceptual gap is even larger when far-from-equilibrium regimes are consid-
ered or in the presence coupled transport, i.e. when two or more mutually interacting
currents coexist, such as heat and particle ones in thermo-diusive phenomena. It
is also for this reasons that most of the theoretical activity has concentrated in the
study of simple processes with purely stochastic dynamics. In fact, despite the lack
of accuracy of their microscopic dynamics in describing the evolution of real systems,
stochastic systems allow for a easier control of uctuations [5]. This approach turned
out very powerful for the discovery and characterization of nonequilibrium phase tran-
sitions [6], including those occurring in exclusion processes [7] and representative e.g.
of the various regimes of trac ows [8].
A particularly notable system in the realm of nonlinear oscillators models is the
Discrete NonLinear Schrodinger (DNLS) equation [9, 10] that has important appli-
cations in many domains of physics. A classical example is electronic transport in
biomolecules [11], while in optics or acoustics it describes the propagation of nonlinear
waves in layered photonic or phononic media [12, 13]. With reference to cold atomic
gases, the DNLS equation provides an approximate semiclassical description of bosons
trapped in periodic optical lattices (for a recent survey see [14] and references therein).
This system is rather interesting since the presence of two conserved quantities
(energy and number of particles) naturally requires arguing about coupled transport,
in the sense of ordinary linear irreversible thermodynamics mentioned above. In fact,
in spite of the many studies of heat conduction in oscillator chains [2, 15, 16, 17],
coupled transport processes have been scarcely investigated [18, 19, 20, 21, 22]. More-
over, while DNLS studies have been mostly focused on its dynamical properties such
as the emergence of breather solutions (i.e. spatially localized and time-periodic exci-
tations) [23, 24], its nonequilibrium properties have not received much attention so far.
Actually, the rst analysis of the equilibrium properties of the DNLS equation has been
presented quite recently in [25], discovering several unusual thermodynamic features
such as the existence of a region in the parameters space characterized by the sponta-
neous formation of breathers and conjectured to correspond to negative temperature
states. Although later studies have claried the entropic mechanisms determining the
emergence of breathers [26], it is still unclear which are the relaxation properties of the
system in far-from-equilibrium conditions involving breathers.
These are the main reasons that motivated a characterization of the nite-temperature
nonequilibrium properties of the DNLS model. The aim of the present dissertation is to
tackle this problem by means of analytical and numerical techniques usually employed
in statistical mechanics. To be more precise, two main issues are analyzed in detail.
The rst one concerns the case of an open DNLS chain that steadily interacts with
suitable external reservoirs at given temperature and chemical potential. The second
topic is related to a statistical characterization of the DNLS microcanonical dynamics
in the regime in which breathers dramatically slow down relaxation to equilibrium. The
results obtained in both these setups point out the relevance of the DNLS equation
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as a reference dynamical model for the study of coupled transport processes in simple
nonlinear systems.
In more details, Chapter 1 is devoted to a general presentation of the model, with
peculiar attention to the features that are more directly related with the aim of this
thesis, while the study of nonequilibrium steady states of a DNLS chain is contained in
Chapter 2. In particular, the presence of two coupled currents (of energy and particles)
requires a generalization of the phenomenological relation expressed by the Fourier law
in order to include also the action of particle gradients. The Onsager transport co-
ecients [27] are the appropriate tool and their characterization provides interesting
details on the irreversible DNLS dynamics. A deeper insight into the nonequilibrium
problem is presented in Chapter 3, where the introduction of a specic Langevin dy-
namics allows to better understand DNLS transport properties, at least in the limit of
high particle density, where the model maps into a chain of interacting rotors. In the
second part of the thesis we analyze the transient relaxation dynamics occurring when
discrete breathers absorb a certain fraction of the available energy of the system. More
precisely, in Chapter 4 we show that the microscopic stability of breathers is so strong
to produce global metastability and unusual thermodynamic features. The study of a
simplied stochastic DNLS model allows to understand the basic ingredients respon-
sible of the slow relaxation. Chapter 5 contains a detailed analysis of its statistical
properties, including also a characterization of the peculiar coarsening phenomenon
originating from energy localization. Finally, in the Conclusions we briey summarize
the contents of this dissertation, while Appendices A and B are devoted respectively
to a presentation of the linear limit of the DNLS equation and a discussion of some
numerical methods used in simulations.
The results reported in this dissertation have led to the publication of the following
four research articles:
 S. Iubini, S. Lepri, A. Politi, Nonequilibrium discrete nonlinear Schrodinger equa-
tion, Physical Review E, 86 011108 (2012)
 S. Iubini, R. Franzosi, R. Livi, G.-L. Oppo, and A. Politi, Discrete breathers and
negative temperature states, New Journal of Physics, 15 023032 (2013)
 S. Iubini, S. Lepri, R. Livi, A. Politi, O-equilibrium Langevin dynamics of the
discrete nonlinear Schrodinger chain, Journal of Statistical Mechanics, P08017
(2013)
 S. Iubini, A. Politi, P. Politi, Coarsening dynamics in a simplied DNLS model,
Journal of Statistical Physics, (2013), DOI:10.1007/s10955-013-0896-4
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Chapter 1
The Discrete Nonlinear Schrodinger
equation
The Discrete Nonlinear Schrodinger (DNLS) equation describes a simple model of a
lattice of coupled anharmonic oscillators. Its general properties are summarized in
Section 1.1 with reference to suitable adimensional units that will be used through-
out this thesis. Since the pioneering investigations in the 1970s, the DNLS model has
been widely studied, both theoretically and numerically, because of its relevance in
several domains of physics. For this reason, Section 1.2 is devoted to a broad-spectrum
overview of its applications, including the most signicant experimental setups and its
relationship with other widespread nonlinear lattice models. Focusing on the topics
more directly connected with the aims of this dissertation, in Section 1.3 we review the
peculiar features of the class of spatially localized and time-periodic solutions called
discrete breathers. As we will see in Chapters 4 and 5, such excitations play a fun-
damental role in the relaxation properties of the DNLS equation. Furthermore, the
study of asymptotic dynamics and irreversible thermodynamics naturally requires to
argue about equilibrium statistical mechanics. In this respect, in Section 1.4 we present
the main properties of DNLS model in equilibrium at given temperature and chemical
potential, as derived in [25].
1.1 General properties
In this Section we present the general properties of the model that has been studied in
this thesis. The Hamiltonian function of a one-dimensional DNLS chain on a lattice
with N sites can be written as (in suitable adimensional units)
H =
NX
n=1
 jznj4 + znzn+1 + znzn+1 ; (1.1)
where zn, iz

n are complex, canonical coordinates, and jznj2 can be interpreted as the
number of particles, or, equivalently, the mass at site n. The two terms in (1.1) are
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commonly called \nonlinear term" and \hopping term" (or \coupling term"). The
corresponding Hamiltonian equations of motion, _zn =  @H=@izn, dene the DNLS
equation and read as
i _zn =  2jznj2zn   zn+1   zn 1 : (1.2)
For later reference, it is also convenient to introduce the real-valued canonical coordi-
nates
pn =
zn + z

np
2
; qn =
zn   znp
2i
; (1.3)
which allow rewriting the equations of motion (1.2) as
_pn =  (p2n + q2n)qn   qn+1   qn 1 (1.4)
_qn = (p
2
n + q
2
n)pn + pn+1 + pn 1 :
An important property of the DNLS dynamics is the presence of a second conserved
quantity (besides energy), namely, the total mass
A =
NX
n=1
jznj2 = 1
2
NX
n=1
(p2n + q
2
n) ; (1.5)
The two functions H and A are in involution, i.e. their Poisson brackets fA;Hg vanish.
Their conservation is associated respectively to the invariance of the model (1.2) under
temporal shifts and global phase transformations.
With reference to a lattice with periodic boundary conditions, one can prove [25]
that the ground state of the Hamiltonian (1.1) for a xed total massA = A0 corresponds
to a stationary plane-wave solution in the form
zn =
r
A0
N
e i[!t+n] ; (1.6)
with a frequency ! = 2(A0=N 1). Upon substituting (1.6) in (1.1) one nds explicitly
the ground-state energy
H0 =
A20
N
  2A0 ; (1.7)
which therefore is a nonlinear function of the total mass A0.
It is easy to verify that the variable un = zn exp (in) satises the same equation
of zn, except for the sign of the coupling term. On the other hand, if we dene
un = z

n, the temporal derivative in (1.2) changes sign. Altogether, by combining these
two transformations, one can keep the coupling term unchanged while changing the
sign of the nonlinear one. In this thesis we will consider only the case of a positive
nonlinear term, i.e. the so-called focusing DNLS equation. The defocusing regime,
corresponding to a negative nonlinear term, can be derived straightforwardly by using
the transformations written above. Sometimes the DNLS equation is also written in
the more general form
i
dzn
dt
+ jznj2zn + (zn+1   2zn + zn 1) = 0 : (1.8)
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For the same reasons, such equation is dened up to transformations that change the
sign of the parameters  and . Moreover, a rescaling of the coecient  (associated to
a rescaling of the energy) and the time-dependent transformation un = zn exp ( 2it)
allow to map Eq. (1.8) to Eq. (1.2).
Although this thesis will exclusively treat the standard DNLS equation with cubic
nonlinearity, Eq. (1.2), it is worth recalling that several generalizations of the model
have been proposed, especially for characterizing the class of its nonlinear localized
modes (discrete breathers). Among the most important, we mention DNLS models with
higher-order [28] or saturable [29] nonlinearities and with nonlocal interactions [30].
1.2 History and applications of the DNLS equation
DNLS equations have been broadly used to model numerous phenomena in dierent
elds of physics. One of the main reasons of this relevance is basically related to their
capability to eectively describe the typical eects that emerge as a consequence of
nonlinearity and discreteness.
Historically, the DNLS equation was introduced in theoretical biophysics to describe
the dynamics of the energy transferred to a protein by ATP (Adenosine triphosphate)
hydrolysis in the framework of Davydov theory [31] (see Fig. 1.1). Its structure rep-
Figure 1.1: Example of an -helix structure of a protein. Davydov theory describes the
interaction between vibrational modes of C=O bonds (Oxygen in red) and hydrogen
bonds (dashed yellow lines).
resented a novel feature because, unlike the continuous nonlinear Schrodinger equa-
tion [11] and the Ablowitz-Ladik equation [32], it is a nonintegrable model. For this
reason, a series of systematic studies on its dynamics started with the aim of under-
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standing the role of discreteness and nonintegrability in the Davydov equations [33, 34].
In a short time it became clear that the DNLS equation deserved independent inter-
est for the peculiar properties of its periodic and chaotic trajectories [9]. Later on, the
DNLS equation became the prototypical model for the study of stationary localized ex-
citations (discrete breathers) in systems of coupled oscillators. In this context, in fact,
Aubry and MacKay proved the existence of a one-parameter family of static breathers
for the DNLS equation by an analytic continuation from the so-called anticontinuum
limit [35, 36]. This theory represented a fruitful connection between the early studies
on DNLS systems and the emergent eld of breather excitations in nonlinear lattices.
The importance of the DNLS equation was also motivated by the strong relationship
with the typical models used to describe the dynamics of nonlinear coupled oscillators,
such as Klein-Gordon [37] or Fermi-Pasta-Ulam [38] models.
Beyond the growing theoretical interest into studies of the DNLS equation, exper-
imental progress in the eld of nonlinear optical waveguide arrays and Bose-Einstein
condensation (BEC) in periodic potentials highly contributed to extend the applicabil-
ity of the model also to realistic setups. In the following we briey discuss these two
classical applications.
The idea of using a DNLS equation to model two optical waveguides interacting
through a nonlinear material appeared for the rst time in [39]. Later work took in-
spiration from this suggestion and proposed the DNLS equation to describe discrete
self-focusing in arrays of coupled waveguides [40]. The array is comprised of identical
equispaced waveguides and it is assumed to be made by a nonlinear Kerr material, i.e.
a material whose optical refractive index increases linearly with the intensity of the op-
tical eld (see Fig. 1.2). By assuming only nearest-neighbor interactions, it is possible
Focused laser beam 
"
Te
m
po
ra
l" 
dir
ec
tio
n
Figure 1.2: Scheme of a waveguide array. Pink regions denote a Kerr material interact-
ing with the neighbours via a tight-binding interaction. The propagation direction of
the injected electric eld is parallel to the waveguides and corresponds to the temporal
evolution of the DNLS equation.
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to show that the electric eld propagating in the array satises a DNLS equation [40].
On the basis of this setup, other works followed proposing the applicability of several
properties of the DNLS equation to nonlinear optics. Among them we mention the in-
vestigation on collision properties of self-localized states [41] and the use of discreteness
and localization to obtain an optical multiport switching between the dierent chan-
nels in the array [42]. Finally, spatially self-localized structures were experimentally
observed for the rst time in 1998 [43]. Later experimental work showed the existence
of mobile breathers and provided a conrmation of the predictions associated to the
theory of Peierls-Nabarro barriers [44].
In the context of Bose-Einstein physics, the use of the DNLS dimer was rst sug-
gested in [45] to model two coupled BECs in a double-well external potential (trap).
With the same approach followed for nonlinear optics, the DNLS model was later
proposed [46] for a more complex experimental setup involving BECs trapped in a
periodic optical potential generated by counterpropagating laser beams [47]. Basi-
cally, the optical potential creates an eective discrete lattice in which the condensates
move (see Fig. 1.3). In this context, the DNLS equation corresponds to a superuid
laser laser
z1 z2 z3 z4
Figure 1.3: Illustration of a BEC loaded in a 1D optical potential (in red). Within the
tight-binding approximation [46], zn denote the wave function of the condensate in the
n-th potential well.
limit of the Gross-Pitaevskii equation with periodic external potential [46]. Later ex-
periments conrmed the agreement of the observed parameters with the predictions
provided by the DNLS equation [48, 49]. In the last years BEC in optical lattices
have become ideal benchmarks to investigate the role of nonlinearity and spatial dis-
creteness in quantum transport phenomena [50, 51]. The rened experimental tech-
niques now available [47, 52, 53, 54, 55] make possible investigations and applications
of BEC in quantum coherence, quantum control, quantum information processing and
the quantum-classical correspondence [56]. In addition, by virtue of the common de-
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scription in terms of DNLS equations, BEC in optical lattices can be considered as the
\atomic analogues" of light propagating in waveguide arrays [43].
DNLS equations have also been used to model a variety of other settings, usually
as envelope equations for several types of nonlinear lattices (tipically of Klein-Gordon
type). Among the most relevant settings we mention electric transmission lines [57] and
arrays of micromechanical oscillators [58]. Moreover, in recent studies the DNLS model
has been used to describe the violation of reciprocity in wave scattering [59]. Finally,
one the most promising applications of the DNLS equation is oered by its connection
with the Landau-Lifshitz equation, in the context of ferromagnetic materials [60, 61].
Very recently, in fact, rectication of energy- and spin- currents have been analyzed in
a model of a spin nanopillar made by two ferromagnetic layers [62]. More generally,
magnetic systems could represent the ideal benchmark to investigate the properties of
coupled transport of the DNLS equation in the language of the so called spin-Seebeck
eect [63]. In fact, besides the capability of controlling a spin current by means of
a thermal gradient, several unusual thermodynamic eects have been found in the
nonequilibrium DNLS model. Some of them are described in detail in Chapter 2 and are
related to the peculiar dependence of the transport coecients on the thermodynamic
parameters.
1.3 Discrete breathers in nonlinear lattice models
As we will see in detail Chapter 4, the characterization of the nonequilibrium properties
of a DNLS equation can be directly related to the presence of breather states that slow
down the relaxation towards the equilibrium state. For this reason, we provide in
this Section a concise presentation of this class of solutions that are found in generic
Hamiltonian nonlinear lattices. Particular emphasis will be addressed to their physical
signicance.
Discrete breathers are vibrational states sharing the following main features:
1. They are localized in the real space with an amplitude that is exponentially
decreasing with respect to the distance from the localization center, see Fig. 1.4.
2. They have an internal degree of freedom oscillating with a frequency !b which
does not belong to the linear spectrum of excitations (i.e. phonons).
3. They exist as a direct consequence of nonlinearity and spatial discreteness of the
model. For example, their localization property is not connected with disorder
via the mechanism of Anderson [64] localization1.
4. They may exist in arbitrary dimensions.
1Indeed in random lattices one observes nontrivial phenomena of competition or cooperation be-
tween nonlinearity and disorder in generating extended/localized solutions [65, 66, 67], see also [68, 69]
for more recent studies having the DNLS equation as a reference model.
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5. While they are generic solutions in discrete nonlinear models, they lose physical
interest in the continuous limit, as they become nongeneric states.
0
ql
 l
0
ql
Figure 1.4: In-phase (upper panel) and anti-phase (lower panel) excitations of the
lattice eld ql corresponding to a 1D discrete breather.
In order to better clarify the properties above and to put them on a more formal
ground, it is worth recalling some fundamental properties of nonlinear lattice Hamilto-
nian systems. The temporal evolution of a regular lattice in d dimensions is assumed
to be ruled by a Hamiltonian function H generating the equations of motion
_pl =  @H@ql
_ql =
@H
@pl
; (1.9)
where pl(t) and ql(t) are canonical variables and l is an index vector, l 2 Zd. If we study
the dynamics of the system for small perturbations of a reference state (for example the
ground state), we obtain an eigenvalue problem. Due to translational invariance, the
eigenvectors are extended in space (plane waves) and the spectrum of eigenvalues 
k
is a periodic function in the wavenumber k. In addition, the discreteness of the model
makes 
k a bounded function, i.e. there exists some 
max such that 
k  
max 8k.
A solution of (1.9) is called a static breather solution if it satises the localization
property (see Fig. 1.4)
lim
klk!1
ql = 0 (1.10)
and if there exists a frequency !b = 2=Tb such that
ql(t) = ql(t+ Tb) ; pl(t) = pl(t+ Tb) : (1.11)
A breather solution is called mobile breather if it satises (1.10) and (1.11) in an inertial
reference system which is moving with some velocity v with respect to the reference of
the lattice. Theoretical arguments and numerical observations have also claried that
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mobile breathers typically need a background of extended radiation in order to move
[70, 71]. The breather frequency !b and all its higher harmonics are also characterized
by a non-resonance condition with the linear spectrum
n!b 6= 
k 8n 2 N and 8k : (1.12)
From a mathematical point of view, the non-resonance condition is only a necessary
condition for the existence of the breather. Physically it corresponds to a stability
condition, as it forbids the destruction of the breather by phonon radiation. It is inter-
esting to notice that in spatially continuous models the linear spectrum is unbounded
and therefore the condition (1.12) is always violated. Such a property also explains
intuitively why breather solutions exist in continuous models only as nongeneric and
structurally unstable states, with no physical relevance.
The research eld associated with breather solutions was born in 1988 with the
publication of a paper by Takeno and Sievers [72], claiming the existence of this class
of solutions in classical nonlinear lattices. Starting from this seed, a huge amount of
literature has been written on the topic (see e.g. the two reviews [23, 24]). Among the
most signicant achievements concerning a rigorous formulation of the conditions of
existence and stability of breather solutions, we recall the anticontinuum limit theory
by Aubry and MacKay [35] and the center manifold theory by James [71]. The stabil-
ity property is an essential condition for the physical relevance of breather solutions.
As an example, breather states are typically attained also starting from slightly per-
turbed initial conditions (such as Gaussian distributions) and numerically integrating
the equations of motion. In particular, the dynamics produces a \distillation" of the
breather state from the initial condition, displacing the excess of energy in a delocal-
ized background. The background does not interact with the breather and this ensures
the stability of the solution. In some specic cases, the background can satisfy the
conditions for the existence of a mobile breather. In these situations one also observes
that the localized state acquires a nonzero velocity [70].
Nevertheless, several mechanisms are capable of generating breathers solutions,
also starting from nonlocalized initial states. One of the most important is the mod-
ulational instability of linearly unstable plane waves. This kind of instability destroys
the homogeneous eld of the wave and typically produces a series of small amplitude
discrete breathers that, on longer timescales, coalesce into a smaller number of higher
breathers [73, 74]. Breathers have also been found to emerge upon cooling a ther-
malized lattice at its boundaries by means of a dissipative dynamics [75, 76, 77, 78].
The mechanism originating the spontaneous localization crucially depends on how dis-
sipation acts on phonons of dierent wavelenghts and it is intimately related to the
capability of inducing modulational instability of short wavelenghts while sweeping
out long ones [76]. Finally, we recall that in peculiar situations energy localization
in breather states can be also an eective mechanism to maximize the total entropy
of the system, expecially in the presence of additional dynamical constraints. The
thermodynamic role of breather excitations in such kind of systems has been analyzed
by Rumpf in a series of papers treating DNLS equations or chains of nonlinear rotors
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[60, 26, 79, 80, 81]. This last example represents a particularly important background
for this thesis. In fact, in Chapter 4 we will show that for generic initial conditions
in the so-called negative temperature region, the evolution of the DNLS equation is
towards a multi-breather state. Moreover, in Chapter 5 we will analyze the role of
energy localization in the relaxation dynamics of the DNLS system taking into account
only entropic eects.
In conclusion of this short review on breather solutions, we remark a signicant
distinction between discrete breathers and solitonic states that are typically found in
nonlinear spatially continuous equations. In fact, while the latters basically do not
interact among themselves, the formers usually display inelastic collisions and give
rise to a much more complex phenomenology. Up to now a general scattering theory
of breather excitations is still far from being formulated. However, several numerical
experiments have been performed in dierent kinds of nonlinear lattices. In this respect,
it was found that in breather collisions high-energy breathers systematically grow at
expense of smaller ones [82]. For the DNLS equations this type of scenario is described
e.g. in [74, 83].
1.4 Statistical mechanics of the DNLS model
The physical relevance of the DNLS equation has justied a study if its thermodynamic
properties from the point of view of statistical mechanics. In this section we review
the results obtained by Rasmussen et al. [25] who faced this problem for the rst time.
The phase diagram presented in Fig. 1.5 oers a compact and eective outlook of the
overall scenario. It will be a useful tool also for the analysis of the nonequilibrium
regimes studied in this thesis.
As a rst remark, we recall that the model has a nontrivial additional conserved
quantity, the total mass A. The key idea for studying the statistical mechanics of the
DNLS chain is to introduce a Gibbsian grandcanonical equilibrium distribution tacking
into account also the function A. In particular, one can introduce the partition function
Z for a chain with N lattice sites in the form
Z =
Z NY
n=1
dzn dz

n exp [ (H   A)] ; (1.13)
where  is the inverse temperature2  = 1=T and  is a chemical potential that controls
the conservation of A on average. As a consequence, the equilibrium phase-diagram is
two-dimensional (see Fig. 1.5), as it involves the energy density h = hHig=N and the
particle density a = hAig=N , where the symbol h: : :ig denotes the grandcanonical aver-
age. There exists a one-to-one correspondence between the thermodynamic variables
(a; h) and (; ) and the transfer-integral formalism adopted in [25] allows to nd it,
at least numerically. Two limit cases, however, admit an analytical treatment. The
2In this thesis we will always x the Boltzmann constant kB = 1.
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Figure 1.5: Equilibrium phase diagram (a; h) of the DNLS equation. We show the
isothermal lines T = 0 (solid blue), T = 1 (solid purple) and T =1 (dashed red).
rst one corresponds to the ground-state solution (cf. Eq. (1.6))
h = a2   2a (1.14)
and denes the T = 0 line (lower solid line in Fig. 1.5).
The region of states below the ground state is a forbidden region and it is denoted
with the symbol Rf . Positive-temperature states lie in the region Rp, in between the
ground state and the dashed red line of Fig. 1.5. This curve is dened by
h = 2a2 ; (1.15)
which corresponds to the innite-temperature (and  =  1) state, characterized by
random phases and an exponential distribution of the amplitudes jznj2.
Above the T = 1 line, one nds the region Rn, that was conjectured to contain
negative temperature states. In this region, the dynamics of the DNLS equation is
characterized by the spontaneous creation of long-lived discrete breathers that are
typically superposed to a delocalized background. As we have claried in Section 1.3,
such localized excitations are almost totally decoupled with the background. This is
basically the main reason why in Rn the long-time relaxation properties of the system
are completely dierent from the positive temperature regime, where breathers are
absent. A detailed discussion about the role of such peculiar states in slow relaxation
phenomena is contained in Chapters 4 and 5.
Negative temperature states have attracted the curiosity of researchers since the
pioneering works of Onsager [84] and Ramsey [85]. From a thermodynamic point of
view, the presence of negative temperature states implies that the system's entropy S
is locally a decreasing function of the total energy E, according to the microcanonical
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denition T 1 = @S=@E. In nonlinear systems, such condition is often associated to
the presence of some fraction of high-energy regular (i.e. non chaotic) degrees of free-
dom, like discrete breathers for DNLS equations or vortices in turbulent hydrodynamic
ows [84]. On the other hand, simpler models which do not support similar excitations
usually display uniform negative temperature phases, with no relevant dierences with
respect to positive temperature states (two examples are oered by the Ising model [85]
and by the discrete linear Schrodinger chain described in Appendix A).
By means of statistical arguments, it has been proved that the fate of the DNLS
dynamics in Rn is to concentrate the excess of energy in a single macroscopic breather
(a sort of black hole), while storing the total mass in an innite temperature delocal-
ized background [26]. This asymptotic state clearly excludes the existence of negative
temperature states for the DNLS model. However, it was also estimated that the con-
vergence towards this state could require astronomical transients [86]. In Chapter 4
we will show that over physically meaningful timescales, the DNLS model relaxes to-
wards long-lasting metastable states with well-dened thermodynamic properties and
a negative temperature.
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Chapter 2
Nonequilibrium steady states
2.1 Introduction
In this chapter, we study the case of an open DNLS chain that steadily exchanges
energy and mass with external reservoirs. The presence of two transported quantities
naturally requires to argue about coupled transport, in the sense of ordinary linear
irreversible thermodynamics [27].
In order to investigate transport properties, we need to introduce the interaction of
the system with external reservoirs that are capable to exchange energy and/or mass.
The general setup that will be adopted in this thesis is sketched in Fig. 2.1, where
we have drawn a chain of N lattice sites interacting with two dierent heat baths
at its boundaries. Modeling heat baths for the DNLS equation, however, is much
TRTL
µRµL
T (n) µ(n)
ja(n) jh(n)
Figure 2.1: A pictorial representation of a DNLS chain with N = 6 lattice sites (labeled
by n) coupled with two reservoirs operating at dierent temperatures and chemical
potentials. A nonequilibrium steady state is characterized by constant energy and
particle uxes ja(n), jh(n) and by stationary proles of temperature T (n) and chemical
potential (n).
less straightforward than for standard oscillator chains, where e.g. simple Langevin
thermostats are a typical choice [2, 15]. Indeed, the nonseparable structure of the DNLS
Hamiltonian (1.1) requires a non-standard derivation of the corresponding Langevin
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equation. A detailed presentation of this approach is provided separately in Chapter 3.
Here we dene and test a stochastic heat bath based on a Monte-Carlo scheme. This
approach allows to dene in a simple way dierent versions of thermostats capable of
exchanging energy and/or mass. On the other hand, such denitions are constructed
on a phenomenological ground and they lack a direct microscopic derivation starting
from rst principles.
Another important dierence between the DNLS and standard oscillator chains
(like the Fermi-Pasta-Ulam or Klein-Gordon models) is that its Hamiltonian is not
the sum of kinetic and potential energies. Thus, it is necessary to introduce suitable
operative denitions of kinetic temperature T and chemical potential , to measure
such quantities in actual simulations. In particular, we make use of a general denition
of the microcanonical temperature [87] and extend it for the estimate of the chemical
potential.
By imposing small T and  jumps across the chain, we can determine the Onsager
coecients [27], which turn out to be nite in the thermodynamic limit, i.e. both
energy and mass conductions are normal processes. From the Onsager coecients we
can thereby determine the \Seebeck coecient" S 1 which we nd to be either positive
or negative, depending on the thermodynamic parameters (i.e., mass and energy den-
sity). For larger temperature or chemical-potential dierences, although one can still
invoke the linear response theory, some surprising phenomena emerge. One example
is the \anomalous heating" that can be observed when the chain is attached to two
thermostats operating at the same temperature: along the chain, T reaches values that
are even three times larger than that imposed on the boundaries. This phenomenon
can be observed only in the case of coupled transport, since it is due to the variable
weight of the non-diagonal terms of the Onsager matrix. It is apparent in the DNLS,
because of the strong variability of the Onsager coecients.
The chapter is organized as follows. In Section 2.2 we dene the formalism and
the tools necessary to characterize nonequilibrium steady states of the DNLS equation.
Section 2.3 is devoted to a discussion of the steady states, both in the case of small
and large T ,  dierences. In Section 2.4 we provide a pictorial representation of the
general transport properties, by reconstructing the zero-ux curves. Finally, the last
section is devoted to the conclusions and to a brief summary of the open problems.
2.2 The nonequilibrium setup
In this section we provide a detailed presentation of the nonequilibrium scheme shown in
Fig. 2.1. In particular we dene the Monte-Carlo heat baths and the relevant quantities
that are necessary to characterize nonequilibrium steady states. These include the
operative denitions of temperature and chemical potential as well as the denitions
1With a slight abuse of terminology, we use the language of thermoelectric phenomena, even though
the underlying physical process is thermodiusion, since particles have no electric charge in the DNLS
context.
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of energy and mass uxes. Finally we briey review the formalism of linear response
theory for coupled transport processes.
In this chapter we consider the adimensional DNLS equation Eq. (1.2) with positive
quartic term and xed boundary conditions,
i _zn =  zn+1   zn 1   2jznj2zn ; z0 = zN+1 = 0 : (2.1)
Moreover, we assume that the boundary sites n = 1 and n = N are in contact with
suitable reservoirs that perturb the total energy H and the total norm 2 A
H =
NX
n=1
jznj4 +
N 1X
n=1
 
znzn+1 + znz

n+1

A =
NX
n=1
2jznj2 : (2.2)
2.2.1 Monte-Carlo heat baths
We aim to characterize the steady states of the chain when put in contact (on the left
and right boundaries) with two thermostats at temperature TL and TR and chemical
potentials L and R, respectively. The implementation of the interactions with a heat
bath is often based on heuristics. In particle models, the simpler schemes consist in
either adding a Langevin noise, or in assuming random collisions with an equilibrium
gas [2, 15]. For the DNLS this is less straightforward: adding white noise and a linear
dissipation drives the system to innite temperature, i.e. to a state in which relative
phases are uncorrelated. Actually, a nonlinear damping is needed to sustain a certain
degree of phase coherence along the chain. A detailed analysis of the Langevin approach
for the DNLS equation is contained in Chapter 3.
In this section we follow a dierent approach and we dene a phenomenological
thermostat based on a stochastic Monte-Carlo algorithm. The general scheme of this
kind of heat bath involves a stochastic dynamics which perturbs the canonical vari-
ables p1 ! p1 + p1 and q1 ! q1 + q1 3 at random times, chosen according to a
uniform distribution in the interval [tmin; tmax]. The perturbations p and q are in-
dependent random variables uniformly distributed in the interval [ R;R]. Moves are
accepted according to the standard Metropolis algorithm, evaluating the cost function
exp f T 1L (H   LA)g with TL and L being the temperature and the chemical
2The denition adopted here for the total norm A is twice the one presented in Section 1.1. This
choice is in fact the most convenient for the setup presented in this chapter, as it allows simpler
numerical simulations. The results here reported can be straightforwardly mapped into dierent
normalizations according to the following basic transformations:
A ! cA
 ! c 1 c 2 R+
In particular, the normalization of Section 1.1 corresponds to c = 1=2.
3For the sake of simplicity we refer to the left boundary, but the same rule refer to the Nth site as
well.
23
potential of the heat bath. This kind of thermostat exchanges both energy and par-
ticles. In some cases, however, we need to study the chain behavior in the absence
of one of the two uxes (energy and norm). A simple way to study these setups is
to modify the perturbation rule of the thermostat, requiring the exact conservation of
the corresponding local density (energy density or norm density). We have thus the
following two schemes:
Norm conserving thermostat- The perturbation acts only on the phase 1 of the
complex variable z1. More precisely we impose 1 ! 1+ 1 mod(2), where  is a
random variable, uniformly distributed in the interval [0; 2]. This dynamics conserves
exactly the local amplitude jz1j2 and therefore the total norm A.
Energy conserving thermostat- In this case, it is necessary to go through two steps
to conserve the energy
h1 = jz1j4 + 2jz1jjz2j cos (1   2) : (2.3)
First, the amplitude jz1j is randomly perturbed. As a result, both the local amplitude
and the local energy change. Then, by inverting, Eq. (2.3), a value of 1 that restores
the initial energy is seeked. If no such solution exists, we go back to the rst step and
choose a new perturbation for jz1j.
As a rst test of the Monte-Carlo dynamics, we veried that T = const and  =
const lines are correctly reproduced at equilibrium i.e. for TL = TR and L = R,
(see, e.g., the open symbols in Fig. 2.2). In particular, the  = 0 line is in accordance
with the curve computed with the transfer integral method (see Fig.1 in Ref. [25]),
as well as with the approximate analytical expression given in Ref. [81]. Notice that
both set of curves are not monotonous in the (a; h) plane, indicating the presence
a nontrivial relation between the energy-norm parametrization and the temperature-
chemical potential one.
There is a basic dierence between the two types of thermostats. In the general
scheme, a steady state is characterized by four parameters TL, TR, L, R. On the
other hand, for the norm-conserving scheme we only assign TL, TR and the norm den-
sity atot of the whole chain. As a consequence, the value of  on the boundary is not
xed and must be computed from the simulation. If the steady state is unique, the
former thermostating scheme must yield the same results, once the chemical potentials
are suitably xed. A numerical test of this equivalence has been performed, by recon-
structing some zero-ux proles with both thermostats. The curves overlap reasonably
well, although some small systematic deviations are present. This is because the norm
ux is never exactly zero in the non-conservative case (typically of order  10 4 in a
chain of 1000 sites). In addition, there are slightly dierent thermal resistance eects in
the two schemes. Besides those discrepancies, we conclude that the proposed schemes
work equally well for the generation of nonequilibrium steady states.
As usual in nonequilibrium molecular dynamics simulations, some tuning of the
bath parameters is required to minimize boundary resistance and decrease the statis-
tical errors, as well as the nite-size eects [2]. For our Monte-Carlo thermostats, we
observed that it is necessary to tune the perturbation amplitude R. Typically, there
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Figure 2.2: Parametric plots of the local norm and energies [a(y), h(y)] for TL = TR = 1,
L = 0, R = 2 and increasing chain lengths N = 200; 800; 3200 (solid lines, bottom
to top). The three (blue) dashed lines are the isothermal T = 0, T = 1 and T = 1
respectively. Lines at constant chemical potential (open symbols)  = 0,  = 1 and
 = 2 (left to right respectively) are obtained by equilibrium simulations.
is an optimal value of R for which one of the two currents is maximal (keeping the
other parameters xed), but this value may depend on T and . Since it would be
unpractical to tune the thermostat parameters in each simulation, we decided to x
them in most of the cases. In particular we have chosen R = 0:5, tmin = 10
 2 and
tmax = 10
 1. Some adjustments have been made only when the uxes were very small.
2.2.2 Physical observables
In order to characterize the thermodynamic properties of the DNLS, we extend the
approach of Ref. [87] to derive suitable operative denitions of the microcanonical
temperature T and the chemical potential  in terms of explicit dynamic observables
 andM, respectively. The starting point are the usual denitions T 1 = @S=@H, and
=T =  @S=@A, where S is the thermodynamic entropy. The partial derivatives must
be computed taking into account the existence of two conserved quantities (hereafter
called C1 and C2). Thus,
@S
@C1
=
*
Wk~k
~rC1  ~
~r 
 
~
k~kW
!+
(2.4)
25
where h i stands for the microcanonical average,
~ =
~rC1
k~rC1k
  (
~rC1  ~rC2)~rC2
k~rC1kk~rC2k2
(2.5)
W 2 =
2NX
j;k=1
j<k

@C1
@xj
@C2
@xk
  @C1
@xk
@C2
@xj
2
;
and x2j = qj, x2j+1 = pj. By setting C1 = H and C2 = A, the above formula denes
the microcanonical temperature  derived in [87] Moreover, by assuming C1 = A and
C2 = H, Eq. (2.4) denes the expression for the chemical potential observable M.
Notice that both expressions are nonlocal. Nevertheless, we have veried that it is
sucient to compute the expressions  andM over as few as 10 sites to obtain, after
some time averaging, reliable \local" estimates of both T and  4 in the bulk of the
DNLS chain.
The expressions for the local energy- and particle-uxes are derived in the usual
way from the continuity equations for norm and energy densities [2], respectively
ja(n) = 2 (pn+1qn   pnqn+1) (2.6)
jh(n) =   ( _pnpn 1 + _qnqn 1) (2.7)
The approach to the steady state is controlled by verifying that the (time) average
uxes are constant along the chain (ja(n) = ja and jh(n) = jh). Moreover it is also
checked that ja and jh are respectively equal to the average energy and norm exchanged
per unit time with the reservoirs.
In the thermodynamic limit (i.e. for suciently long chains), the local forces acting
on the system are very weak and one can thereby invoke the linear response theory.
This means that forces and uxes are related by the relations [22]
ja =  Laad()
dy
+ Lah
d
dy
(2.8)
jh =  Lhad()
dy
+ Lhh
d
dy
where we have introduced the continuous variable y = n=N , while  denotes the inverse
temperature 1=T ; L is the symmetric, positive denite, 2  2 Onsager matrix [22].
Notice that the rst term in the r.h.s. of the above equations is negative, since the
thermodynamic forces are   and  and that detL = LaaLhh   L2ha > 0.
4In general, both  and M contain additional terms ~ and ~M that can, however, be neglected.
In the DNLS case, it can be proven that ~  0, while simulations indicate that ~M 6= 0 but also that
h ~Mi = 0. Indeed, the value of M computed ignoring ~M coincides with the expected value when
L = R, TL = TR. In any case, even in a nonequilibrium setup,M must be computed on suciently
long subchains. This choice is particularly delicate for small nonlinearities and low temperatures. For
instance, for T = 0:5;  =  0:5 subchains of at least 10 20 sites are needed. See also Appendix B.1
for additional details on the numerical calculation of these observables.
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The particle () and thermal () conductivity can be expressed expressed in terms
of L,
 = Laa;  = 
2detL
Laa
: (2.9)
Analogously, the Seebeck coecient S, which corresponds to (minus) the ratio between
the chemical-potential gradient and the temperature gradient (in the absence of a mass
ux), writes
S = 

Lha
Laa
  

; (2.10)
We conclude this subsection, by mentioning another important parameter, the gure
of merit
ZT =
S2T

=
(Lha   Laa)2
detL
;
which determines the eciency  for the conversion of a heat current into a particle
current as [22]
 = C
p
ZT + 1  1p
ZT + 1 + 1
:
For large ZT ,  approaches the Carnot limit C . Understanding the microscopic mech-
anisms leading to an increase of ZT is currently an active topic of research [88].
2.3 Steady states
2.3.1 Local analysis
In a rst series of simulations we have studied the nonequilibrium states in the case
of small dierences between the two thermostats, verifying that transport is normal,
i.e. the Onsager coecients are nite in the thermodynamic limit. This result is less
obvious than one could have imagined and we will clarify it in the following chapter.
In any case, for xed T = TR   TL and  = R   L, the two uxes ja and jh
are inversely proportional to the system size N . At high enough temperatures, the
asymptotic scaling sets in already in chains a few hundred sites long (see Fig. 2.3a).
Moreover, if T and  are small enough, the proles of T and  along the chain are
linear as expected.
However, upon decreasing the temperature, the minimal chain length needed to ob-
serve a normal transport, becomes very large. As shown in Fig. 2.3b, for the same range
of lattice sizes as in panel a, the currents are almost independent on N , as one would
expect in the case of ballistic transport. This is because at small temperatures, one can
always linearize the equations of motion around the ground state (which depends on the
norm density), obtaining a harmonic description and thereby an integrable dynamics.
A plot of the four Onsager coecients in the (T; ) plane is reported in Fig. 2.4.
Within statistical errors, the o-diagonal terms are always positive in the considered
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Figure 2.3: (Color onlinel) Average energy current (squares) and norm current (dots)
versus chain size N : (a) High-temperature regime TL = 2, TR = 4,  = 0 and (b)
Low-temperature regime TL = 0:3, TR = 0:7,  = 1:5 The thin (blue) line is the 1=N
behavior expected for normal transport. Each value is obtained by computing the
uxes on a run of 5 106 time units.
range. All coecients are larger for small T and large . This is connected to the
scaling behaviour of the linear coecients in the vicinity of the ground state.
The resulting coecient S is plotted in Fig. 2.5a, where one can see that there are
two regions where the Seebeck coecient is positive, resp. negative, separated by a
curve which, according to Eq. (2.10), is dened by Lha=Laa =  (see below). This
means that the relative sign of the temperature and chemical-potential gradients is
opposite in the two regions (in the presence of a zero norm-ux). This is indeed seen
in Fig. 2.5b where the result of two dierent simulations are plotted in the two regions.
Finally, since the gure of merit ZT roughly follows S, there is only a modest
change in the considered parameter ranges. Moreover, for xed T , ZT decreases upon
increasing . This is qualitatively in agreement with the general expectation that an
increasing strength of interaction (increasing  means increasing the average norm and
thus the nonlinearity) is detrimental for the eciency.
2.3.2 Global analysis
If the temperature- or the chemical-potential dierence is no longer small, the temper-
ature and chemical-potential proles are expected to have a nonlinear shape. This is
because, as we have seen in the previous subsection, the Onsager matrix varies with a
and h (or, equivalently, with T and ).
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Figure 2.4: Elements of the Onsager matrix L in the T;  plane for a chain of length
N = 500; T = 0:1,  = 0:05. Each value is obtained by computing the uxes on a
run of 5 106 time units.
A particularly striking example is reported in Fig. 2.6. Both T (y) and (y) proles
do approach the imposed values at the chain edges (up to tiny jumps due to the
boundary impedance). However, T (y) exhibits a remarkable non-monotonous prole:
although the chain is attached to two heat baths with the same temperature, it is
substantially hotter in the middle (up to a factor 3!).
Another way to represent the data is by plotting the local norm and energy densities
in the phase plane (a; h). By comparing the results for dierent chain lengths, we see
in Fig. 2.2 that the paths are progressively \pushed" away from the T = 1 isothermal
and for N = 3200 the asymptotic regime is attained.
In order to understand the onset of such anomalous shape, it is convenient to rewrite
Eq. (2.8) by referring to T and . By introducing vector notations, we can write,
J = A(; T )
dv
dy
(2.11)
where J = (ja; jh), v = (; T ), while the matrix A (which is no longer symmetric) can
be expressed in terms of the Onsager matrix and of the elds T and  in the form
A = LR, where the matrix R is explicitly
R =
   1
T

T 2
0   1
T 2

: (2.12)
By now inverting the above equation one obtains
dv
dy
= A 1(; T )J (2.13)
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Figure 2.5: (a) Seebeck coecient S obtained from the data in Fig. 2.4; (b) Temper-
ature and chemical protential proles for TL = 1, TR = 1:5; simulation with norm-
conserving thermostats at two values of the norm density atot corresponding to values
of S with opposite signs.
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Figure 2.6: (a) Temperature and chemical potential proles as a function of y = n=N
for a chain of N = 3200 sites and TL = TR = 1, L = 0, R = 2. Each point is
an average of the appropriate microcanonical expression derived from Eq. (2.4) over a
subchain of about 10 sites around n. (b) Norm and energy densities corresponding to
the proles in (a).
where A 1 denotes the inverse of A. This system describes a set of two linear dieren-
tial equations which are non-autonomous (since the matrix coecients in general vary
with  and T ).
If one assumes to know the \material" properties (i.e. the matrixA 1) and wishes to
determine uxes and proles, one can proceed by integrating the dierential equations,
starting from the initial condition T (0) = TL, (0) = L. The a priori unknown
parameters ja and jh can be determined by imposing that the nal condition is T (1) =
TR and (1) = R. Alternatively, if the uxes are known, one can integrate the
equations up to any point y0, and thereby generate the proles that would be obtained
by attaching the right end of the chain to thermal baths with temperature TR = T (y0)
and chemical potential R = (y0).
In order to check the validity of the method, we have also adopted an alternative
point of view, by combining the knowledge of the uxes with simulations of short chains
and small gradients to determine the elements of the matrix A in suitably selected
points in the (T; ) plane. In order to estimate the four entries of A, it is necessary to
perform two independent simulations for,
TL;R = T T
L;R = 

TL;R = T
L;R = 
With such information, we have been able to estimate dvi=dy along the chain (from
Eq. (2.13)) and to compare the results with the direct simulations. The results plotted
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in Fig. 2.7 demonstrate that the two approaches are in excellent agreement.
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Figure 2.7: Spatial derivatives of T and  (panels (a) and (b), respectively) computed
from the proles of Fig. 2.6 (black dashed lines) and their reconstruction (red solid lines)
by Eq. (2.13) using the linear response coecients (matrix A). The latter have been
calculated on a chain of length N = 250. The quality of the reconstruction improves
by increasing the lattice size has shown by the blue lled dot which is obtained for
N = 1000.
2.4 Zero-ux curves
A compact pictorial representation of transport properties is obtained by drawing the
lines corresponding to vanishing uxes ja and jh. They can be directly determined
by means of the conservative thermostats presented in Section 2.2.1. Some lines are
plotted in Fig. 2.8 both in the plane (a; h) and (T; ). It is worth recall that in the
absence of a mutual coupling between the two transport processes (zero o-diagonal
elements of the Onsager matrix) such curves would be vertical and horizontal lines in
the latter representation. It is instead remarkable to notice that the solid lines, which
correspond to jh = 0 are almost vertical for large : this means that in spite of a large
temperature dierence, the energy ux is very small. This is an indirect but strong
evidence that the nondiagonal terms are far from negligible.
The condition of a vanishing particle ux ja = 0 denes the Seebeck coecient
which is S =  d=dT . Accordingly, the points where the dashed curves are vertical
in Fig. 2.8b identify the locus where S changes sign. The jh = 0 curves have no direct
interpretation in terms of standard transport coecients. Finally, if one connects a
DNLS chain with any two points in the (; T ) plane, its prole would correspond to
the only path that is characterized by a constant ratio of ja=jh.
It is instructive to compare these results with the scenario expected in the \har-
monic" limit, where the nonlinear terms in the DNLS are negligible. Here, the dynamics
32
0 1 2 3 4 5 6 7
a
0
2
4
6
8
h (a)
-3 -2 -1 0 1 2 3
 µ
0
1
2
3
4
5
T (b)
Figure 2.8: Zero-ux curves in the (a; h) and (; T ) planes (panels (a) and (b), respec-
tively). Black dashed lines correspond to ja = 0 and are obtained with norm-conserving
thermostats upon xing the total norm density atot, TL and TR. Blue solid lines are for
jh = 0 using energy-conserving thermostats with xed total energy density htot, L=TL
and R=TR. Simulations are for a chain of length N = 500. The thin dashed lines in
the upper panel are the T = 0 and T = 1 isothermals. The thick dot-dashed lines
identify the locus where S changes sign (see text).
is characterized by an ensemble of freely propagating waves and transport is thus bal-
listic. A direct reconstruction of the zero-ux lines by direct simulations is not very
useful, as, in analogy with the known behaviour for the harmonic chain [89], the pro-
les of T and  are at (except for a few sites close to the boundaries). Thus, the
curves degenerate to single points and no comparison is possible. We thus resort to
a dierent method of computing transport coecients for ballistic systems, which is
completely analogous to the well-know Landauer theory of electronic transport [90].
Consider an N -site chain in between two leads at dierent temperatures and chemical
potentials (TL; L), (TR; R). Since transport is ballistic, energy and norm are carried
by N independent phonon modes, whose dispersion law is !(q) = 2 cos q, q being the
wavenumber (jqj  ). Accordingly, the uxes are N -independent and the ensuing
transport coecients are proportional to N . In this context, the norm and energy
uxes are given (up to some numerical constant) by the formulae
Ja =
Z +2
 2
d! t(!)[fL(!)  fR(!)]
Jh =
Z +2
 2
d! ! t(!) [fL(!)  fR(!)] ;
where t(!) denotes the transmission coecient, while fL;R are the equilibrium dis-
tribution functions of the reservoirs. If we assume that they are composed of two
innite linear chains (both with the same dispersion), the equipartition principle im-
plies that the distributions are of the Rayleigh-Jeans form (cf. Appendix A), namely
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fL;R(!) = f(TL;R; L;R; !) where
f(T; ; !) =
T
!   2 ;
(the factor 2 stems from the denition of zn and Eqs. (2.2)) The physical meaning of
the formulae is pretty intuitive: they can be derived from suitable generalized Langevin
equations following similar steps as for coupled oscillators, see e.g. Ref. [91]. The rel-
evant information is contained in the transmission coecient, that depends on how
the chain is coupled to the external leads. For the Monte-Carlo bath we have used
throughout this chapter, the precise form of t is not known. We thus postulate the
simplest possible form, namely that, for large N , t(!) = t for j!j < 2 and zero oth-
erwise. For our purposes, we set t = 1 in the following, otherwise all the coecients
must be multiplied by t. If we introduce the function
(T; ) 
Z +2
 2
d! f(T; ; !) = T ln

  1
+ 1

which for  <  1 and T > 0 is always positive, we can write,
Ja = (TL; L)  (TR; R)
Jh = 4(TL   TR) + 2L(TL; L)  2R(TR; R) :
By expanding to rst order in T = (TL   TR) and  = (L   R)
Ja = M00T +M01
Jh = M10T +M11 (2.14)
where
M =
 
(T;)
T
2T
2 1
4 + 2(T;)
T
4T
2 1 + 2(T; )
!
:
With the help of the explicit formulae (2.14) we can reconstruct the zero-ux curves
as follows. Starting from an initial point (Tin; in) we compute T and  inverting
Eqs. (2.14) setting Ja = 0; Jh = 1 and Ja = 1; Jh = 0, respectively (the value 1 is
arbitrary). We then let (Tin; in) ! (Tin + T; in + ) and iterate the procedure
until the whole lines are reconstructed.
The results are depicted in Fig. 2.9. The curves for the linear case are dened
only in the region  <  1. The results of the simulations of the DNLS (solid lines)
nicely approach the curves of the linear case (dashed lines) upon decreasing . The
agreement is satisfactory, especially in view of the many ad hoc assumptions made in
deriving Eqs. (2.14).
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Figure 2.9: Comparison of the zero-ux lines obtained from simulation of the DNLS
equations (black solid and blue dot-dashed lines correspond to ja = 0 and jh = 0
respectively). The dashed (red) lines are the zero-ux lines computed by the Landauer
formulae as described in the text.
2.5 Discussion
We have presented the rst study of stationary thermal transport properties in the
DNLS equation. Due to the nonstandard form of its Hamiltonian, several new issues
have been brought to the fore dealing with energy transport in oscillator chains. In par-
ticular, we have extended the microscopic denition of the temperature to the chemical
potential and dened suitable Monte Carlo thermostating schemes to characterize the
nonequilibrium steady states of the DNLS model in various regimes. The simulations
conrm the expectations that transport is normal (i.e. the Onsager coecients are
nite in the thermodynamic limit), although some almost ballistic transport is found
at very low temperature, where the DNLS approaches an almost integrable limit.
Due to the very existence of two naturally coupled transport processes, the nonequi-
librium steady state can display nonmonotonous energy and density proles. To our
knowledge, this unusual feature has not been observed so far in any other oscillator or
particle model. As seen from Eq. (2.13), it is clear that the temperature prole cannot
in general be linear in y, since the elements of A 1 depend on  and T . In principle,
the proles may have have nontrivial shapes depending on the qualitative behaviour of
the solutions of Eq. (2.13). In the DNLS, the phenomenon is particularly pronounced
(the temperature inside the chain reaches values that are almost three times larger than
those imposed by the thermal baths) because of the strong variability of the Onsager
coecients. It would be interesting to nd the physical motivation for this eect to
predict and possibly control the conditions for its appearance.
Another novel feature is the fact that the Seebeck coecient changes sign upon
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changing the state parameters e.g. by increasing the interaction strength. The ob-
servable consequence of this is that the temperature and chemical potential gradients
change their relative signs. Thus, there are situations in which the particle density a
may be larger in the colder regions.
The results reported in this chapter have been published in Ref. [92].
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Chapter 3
O-equilibrium Langevin dynamics
3.1 Introduction
The statistical analysis of any system of physical interest requires a proper modelling
of the interaction with an external reservoir. The reservoir is expected to exchange en-
ergy and particles with the system until a steady state is reached, characterized by the
expected temperature and chemical potential. One of the most powerful approaches is
based on the introduction of suitable stochastic dierential equations such as for the
Langevin thermostats that are typically considered in the study of oscillator chains
(see, e.g., [2, 15]). In models such as the DNLS equation, this option is less straight-
forward, because of its non-separable structure. In Chapter 2 we have presented the
rst study of the nonequilibrium DNLS equation, obtained with the implementation of
phenomenological Monte-Carlo thermostats. In this chapter we bridge the gap by aug-
menting the Hamiltonian equations with a suitable nonlinear damping and a stochastic
term. To our knowledge, this is the rst such scheme to be proposed in the literature,
at least in the present context, although one should mention [93], where the evolution
of a DNLS system has been discussed in the presence of small nonlinear damping and
a multiplicative noise.
This general Langevin scheme is rst used to verify the convergence to equilibrium
and then to investigate transport properties in two limit cases, low temperatures and
large particle densities, where the DNLS model reduces to a chain of coupled oscillators
with internal forces. Such a relationship with translationally invariant models helps to
understand that the origin of the normal transport observed in DNLS chains [92] is more
subtle than one might have thought. In fact, translationally invariant systems typically
exhibit diverging transport coecients [2]: only in models characterized by phase-
like variables (such as the XY model) transport is normal because of the occasional
scattering of the phonons with phase-jumps across the energy barriers [2].
Moreover, we nd that the chemical potential, which is associated with norm conser-
vation, is equivalent to the rotation frequency of the single rotors and the corresponding
force that must be exerted by the external Langevin reservoir for its thermalization is
an additional constant torque. Finally, the possibility to map the DNLS equation onto
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a standard chain of coupled (phase) oscillators allows deriving a local microscopic def-
inition of the temperature, based on their kinetic energy. This quite interesting since,
so far, the only available denition of temperature [14] is both nonlocal and rather
convoluted, (see Section 2.2.2) .
The chapter is organized as follows. In Section 3.2 we present the Langevin equa-
tions and discuss the equilibrium setup, as well as the case of two external reservoirs
at dierent temperatures and chemical potentials. Section 3.3 contains a microscopic
derivation of the generalized Langevin equations. In Section 3.4 we discuss the large
mass-density limit, showing that the model can be mapped onto a chain of coupled
(nonlinear) rotors. A numerical test of the kinetic denition of the temperature is pro-
vided in Section 3.5, while Section 3.6 contains a discussion of the harmonic limit that
is attained for low temperatures. Finally, Section 3.7 is devoted to a nal discussion
of the achievements and to a presentation of future perspectives.
3.2 Langevin thermostats
The equilibrium and nonequilibrium properties of the positive-temperature states have
been explored in the previous chapter with the help of Monte{Carlo (MC) thermostats
(see Section 2.2.1), under the assumption of the existence of a grand-canonical statis-
tical measure. As a result, it is for instance possible to reconstruct the states charac-
terized by constant chemical potential (see the triangles in Fig. 3.1, which correspond
to  = 2).
In this section we present an alternative approach, based on Langevin thermostats [2].
It allows for a more rigorous mathematical formulation and a more direct physical in-
terpretation. In separable Hamiltonian systems (i.e., those composed of a kinetic and
a potential energy) interaction with a Langevin bath simply requires one to modify
the momentum equation, by adding a linear dissipation term  pn, accompanied by
a white-noise uctuation, whose amplitude determines the temperature value. This
simple scheme does not work for the DNLS. In fact, one can easily check that in the
limit of vanishing uctuations (which, supposedly correspond to the zero-temperature
limit) this dissipative dynamics converges to a xed point, that does not correspond
to the ground state, which, as specied in Section 1.1, is a time-periodic solution.
The problem can be overcome by adopting the following scheme,
i _zn = (1 + i)
 2jznj2zn   zn+1   zn 1+ izn +pT n(t) ; (3.1)
where n(t) = 
0
n + i
00
n is a complex, Gaussian, white random noise with unit variance
and  is the coupling strength with the bath. In practice, the above equation, which is
basically a stochastic, discrete, complex Ginzburg-Landau equation, corresponds to a
series of thermostats all operating at temperature T and chemical potential , attached
to each lattice site. As required for a meaningful reservoir, the dissipative term vanishes
along the ground state evolution, zn =
p
a exp [i(!t+ n)], where a is the total mass
density and ! = 2(a   1) (see Section 1.1). Notice nally that for vanishing coupling
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Figure 3.1: Equilibrium phase diagram of the DNLS model in the (a; h) plane (for its
derivation see Section 1.4). The positive temperature region lies between the ground
state (solid blue line) and the innite temperature isothermal (dashed red line). The
line at constant chemical potential  = 2 has been obtained, for 0:5  T  10, making
use of the Monte{Carlo stochastic thermostats dened in Section 2.2 (purple triangles)
and the Langevin scheme (solid black line).
with the reservoir ( = 0), Eq. (3.1) reduces to the unperturbed DNLS equation,
Eq. (1.2).
At variance with MC schemes, one can show (with the help of suitable assumptions
and approximations) that eq. (3.1) describes the coupling with an ensemble of complex
linear oscillators (see the derivation in Section 3.3). Additional physical insight is
gained by rewriting Eq. (3.1), in terms of the pn, qn variables,
_pn =  @H
@qn
  @H
@pn
+
p
2T0n(t) (3.2)
_qn =
@H
@pn
   @H
@qn
+
p
2T00n(t) ;
where H is the eective Hamiltonian H = H   A. In the absence of thermal
noise, the deterministic components of the thermostat, being gradient terms, would
drive the system towards a state characterized by a minimal H. The presence of the
symplectic forces allows navigating across the microstates characterized by the given
H-value. These considerations suggest that this is the proper way to dene a dissipa-
tion scheme in the DNLS case. Actually, the reason why H is considered instead of H
is the presence of two conservation laws: the minimum of the energy depends on the
mass density a. In order to ensure the convergence to the proper state, the term  A
must be added to the eective Hamiltonian. The additional presence of the uctua-
tions completes the denition of the generalized Langevin equation, which represents
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a proper stochastic reservoir for the DNLS equation with temperature T and chemical
potential . From (3.2) one can also check that the related Fokker-Planck equation
admits as a stationary solution the expected equilibrium grandcanonical distribution
expf (H   A)g, with  = 1=T (see Section 3.2.1). This setup can be straight-
forwardly implemented to investigate non{equilibrium settings, by assuming that the
single reservoirs operate at dierent temperatures/chemical potentials.
In the following we will focus on a typical setup adopted in the study of stationary
nonequilibrium regimes: only the rst (z1) and the last (zN) lattice variables inter-
act with the reservoirs. This means that, assuming xed boundary conditions (i.e.
z0 = zN+1 = 0), the evolution on the leftmost site is ruled by the equation
_p1 =  (p21 + q21)q1   q2   

(p21 + q
2
1)p1 + p2   Lp1

+
p
2TL
0
1 (3.3)
_q1 = (p
2
1 + q
2
1)p1 + p2   

(p21 + q
2
1)q1 + q2   Lq1

+
p
2TL
00
1 ;
where TL and L denote the temperature and the chemical potential of the left reser-
voir, respectively. Analogous equations hold for the right reservoir, which acts on the
site n = N , where the temperature is TR, the chemical potential is R, and the cou-
pling strength is set again equal to  for simplicity. The rest of the chain follows the
Hamiltonian evolution (1.2).
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Figure 3.2: Evolution of  (black solid line) and M (red dashed line) in a chain of
N = 100 sites in contact with two Langevin heat baths with TL = TR = 1, L = R = 2.
The initial state corresponds to a = 4 and h = 15.  andM are measured according
to Section 2.2.2 and averaged over running windows of 50 time units. In the inset:
nal spatial proles of mass (blue dots) and energy (green dot-dashed line) densities
as a function of the rescaled site index y = n=N .
The simple case of a chain in contact with two reservoirs, operating at the same tem-
perature and chemical potential, allows to test the Langevin scheme (3.3). In Fig. 3.2
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we show a typical relaxation process towards an equilibrium state, characterized by
the temperature and the chemical potential imposed by the reservoirs. The quantities
 and M on the vertical axis denote the dynamical observables of the DNLS chain
representing its microcanonical temperature and chemical potential respectively. Such
quantities are complicated functions of the canonical variables, see Section 2.2.2 for
details. The inset in Fig. 3.2 shows that the asymptotic state reached after the relax-
ation process is a genuine equilibrium state, corresponding to spatially homogeneous
mass and energy densities.
For the sake of completeness, we have also checked the equivalence between the
Langevin scheme and the MC reservoirs. As an example, in Fig. 3.1 we show that the
isochemical lines  = 2, obtained with the two approaches, essentially coincide.
We conclude this section by observing that the scheme (3.1) reduces, for T !1, to
a standard Langevin formulation. Actually, in the large temperature limit, but nite
mass- and energy-densities, it turns out that  !  1 and  ! 0. In this limit (3.3)
reduces to
i _z1 =  2jz1j2z1   z2   i z1 +
p
aL  1 ; (3.4)
where   =  L > 0 and aL =  TL=L are nite quantities. Notice that aL, which
corresponds to the average mass density in the rst site, plays the role of an eective
temperature.
As a numerical check, we simulated eq. (3.4) with aL > aR, i.e. in a nonequilibrium
setting. Even for relatively short chains, the relation (1.15) is fullled at all points of
the chain (see Fig. 3.3) meaning that local equilibrium holds. This is further conrmed
by the shape of the distribution of the local mass, that is Poissonian, as expected in
the T =1 case [26] (see the inset of Fig. 3.3). Establishement of local equilibrium is
not granted a priori, although it is known to generically occur in simulations of chains
of nonlinear oscillators, even when transport is anomalous [2]. This is nevertheless
a peculiar case, as both temperature and chemical potentials are arbitrarily large.
However, it should be remarked that local equilibrium relations can be demonstrated
to hold exactly only in very simple cases like for instance the Kipnis-Marchioro-Presutti
model [94]. For the present model (but also in other nonlinear chains) it is not at all
obvious that energy transfer among oscillators can be even roughly approximated by
a Markovian process.
3.2.1 Fokker-Planck formulation
The Fokker-Planck equation is commonly used to describe the evolution of a dynami-
cal system in terms of a probability distribution (x; t) that represents the probability
density for the system to be in the state x = (p1; : : : ; pN ; q1; : : : ; qN) at time t. In this
subsection we focus on the Fokker-Planck equation that corresponds to the Langevin
dynamics written in Eq. (3.2). In particular we will prove that one of its stationary so-
lutions is the grand-canonical equilibrium distribution, thus conrming the consistency
of our approach.
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Figure 3.3: Nonequilibrium proles of mass density (upper panel) and energy density
(lower panel) obtained with the innite temperature Langevin equation (3.4) and pa-
rameters aL = 0:6, aR = 0:5,   = 1. Black solid, red dashed and blue dot-dashed lines
refer respectively to chain lengths N = 25; 50; 100. The proles are almost linear and
h(y) = 2a2(y) along the chain, conrming that the thermostats act at T = 1. The
inset shows that histogram of the local mass jznj2 at n = 20 is Poissonian, as expected.
Following the derivation contained in [95], we write the Fokker-Planck equation in
the form
@(x; t)
@t
=  rx  v(x)(x; t) +rx  (Brx(x; t)) ; (3.5)
where v(x) is a vector function of the variables x and B is a square matrix. With the
assumption of a Markovian friction and Gaussian white noise, v(x) and B are directly
related to the general form of the Langevin equation
dx
dt
= v(x) + F(t) ; (3.6)
with
hF(t)F(t0)i = 2B (t  t0) : (3.7)
If we now specialize Eq. (3.6) to Eq. (3.2), we nd
x =

p
q

v(x) =
  rqH   rpH
rpH   rqH

F(t) =
 p
2T0p
2T00

B = T

1 0
0 1

;
where 1 and 0 denote respectively the identity and the null matrix.
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As a result, Eq. (3.5) simplies into
@(x; t)
@t
=  rx  (F) + T r2x : (3.8)
We now verify that the grand-canonical distribution g = Z exp( H), with
Z =
R
dx exp( H), is a stationary solution of (3.8), i.e. @g=@t = 0. In fact,
expanding the r.h.s. of Eq. (3.8), we obtain
NX
n=1

  @
@pn

 @H
@qn
  @H
@pn

g

  @
@qn

@H
@pn
   @H
@qn

g

+ T

@2
@p2n
g +
@2
@q2n
g

After some algebra, we get
NX
n=1


g
@2H
@x2n
+
@H
@xn
@g
@xn
g + T
@2g
@x2n

+ g fA;Hg ; (3.9)
where fA;Hg denote the Poisson brackets of the global observables A ad H. As both
these functions are conserved quantities of the dynamics, we straightforwardly get
fA;Hg = 0. Finally, it is easy to verify that also the quantity proportional to  in
Eq. (3.9) yields zero for our choice of g.
In conclusion, in this subsection we have provided a description of the DNLS
Langevin thermostat in terms of a Fokker-Planck equation, Eq. (3.8), and we have
veried that it admits a stationary solution in the form of the Gibbs invariant measure.
These results may represent possible starting points for a future analytical treatment
of the problem.
3.3 Microscopic derivation of the Langevin equa-
tion
In this section we derive Eq. (3.1) by following the system-bath coupling approach [95].
In analogy with what done for harmonic lattices [96], we consider a complex oscillator,
described by the dynamical variable z, linearly coupled with a bath of independent,
complex harmonic oscillators described by the Hamiltonian
HB =
X

f!a ja j2 + !b jb j2 + [Kz(a + b) + c:c:]g ; (3.10)
where we have introduced two dierent species of oscillators, corresponding to the
two sets of frequencies !a and !
b
 , while K are the bath-system coupling constants.
Moreover, the variables (a ; ia

) and (b ; ib

) are independent canonically conjugate
coordinates, satisfying the following Poisson brackets
fia ; a0g = fib ; b0g = ;0 (3.11)
fa ; a0g = fb ; b0g = fa ; b0g = fa ; ib0g = 0 :
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Figure 3.4: Illustration of the bath-system coupling analyzed in this section. The
central system (described by the dynamical variable z) is in contact with a set of inde-
pendent linear oscillators with frequencies !a;b . K dene the linear coupling constants.
In order to preserve the global symmetry of the system with respect to phase
transformations, we impose a second conservation law,
AB =
X

(ja j2   jb j2) : (3.12)
The function AB is the generator of phase transformations of the bath variables. It is
easy to verify that the transformation generated by AB + jzj2,
a(s) = e
isa(0)
b(s) = e
 isb(0)
z(s) = eisz(0) ;
leaves the Hamiltonian HB invariant. An example of heat bath satisfying these condi-
tions is given by a complex d'Alembert equation, (x; t) = 0, for which the quantity
AB represents the total (conserved) charge of the eld; see [97] for details. The equa-
tions of motion generated by (3.10) are
i _a =  !a a  Kz
i_b =  !b b  Kz
i _z = f(z) 
X

K(a + b

) ;
where f(z) accounts for the deterministic part of the evolution of z, not included in
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HB. The rst two equations can be formally solved, yielding
a(t) = a(0) e
i!a t + iK
Z t
0
ei!
a
 (t t0)z(t0) dt0
b(t) = b(0) e
i!bt + iK
Z t
0
ei!
b
(t t0)z(t0) dt0 :
By then substituting into the equation for z, we obtain
i _z = f(z)  i
Z t
0
G(t  s)z(s)ds+ F (t) ;
where the noise term F (t) and the dissipation function G(t) are dened as
F (t) =  
X

K
h
a(0)e
i!a t + b(0) e
 i!bt
i
(3.13)
G(t) =
X

jK j2
h
ei!
a
 t   e i!bt
i
: (3.14)
By now imposing a grandcanonical equilibrium distribution P  exp[ (HB   AB)]
for the bath of oscillators (cf. Appendix A), where  = 1=T is the inverse temperature,
we nd that the correlation functions of F (t) write
hF (t)F (t0)i = hF (t)F (t0)i = 0
hF (t)F (t0)i =
X

jK j2
h
ei!
a
 (t t0) h ja(0)j2 i+ e i!b(t t0) h jb(0)j2 i
i
=
X

jK j2
"
ei!
a
 (t t0)
(!a   )
+
e i!
b
(t t0)
(!b + )
#
; (3.15)
where, in order to have positive denite statistical weights, we have also to assume
!a >  and !
b
 >  . In the thermodynamic limit the sums over the index  in (3.14)
can be replaced by integrals. Accordingly, we can rewrite Eq. (3.14) in the form
G(t) =
Z +1

d! Ga(!) ei!t  
Z +1
 
d! Gb(!) e i!t ; (3.16)
where Ga;b(!) = a;b(!)jK(!)j2 are two positive denite functions and a;b(!) the
corresponding density of states that we assume to be smooth functions. By following
the same approach, Eq. (3.15) writes
hF (t)F (t0)i =
Z +1

d!
Ga(!)ei!(t t
0)
(!   ) +
Z +1
 
d!
Gb(!)e i!(t t
0)
(! + )
; (3.17)
which is a kind of uctuation-dissipation theorem [96] where the Bose-Einstein distri-
bution has been replaced by the Rayleigh-Jeans one.
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The corresponding generalized Langevin equation is not very practical, since it is
non Markovian. We have nevertheless the freedom to choose the coupling and the
density of states of the bath. The spectral properties of the process F strongly depend
on the behaviour of G close to the ground state and may also display long-range
correlations. To understand this point, consider the example in which Ga;b(!) = .
This choice yields a spectral density of F (t) which is logarithmically divergent close
to the ground state frequency, thus dening a non-stationary process. The simplest,
nonsingular case is obtained by choosing
Ga(!) =

2
(!   ); Gb(!) = 
2
(! + ) :
In this case F (t) becomes a complex white noise
hF (t)F (t0)i = 

(t  t0) ;
while the dissipation function is
G(t) =

2
Z +1
 1
d! (!   )ei!t =  

i
d
dt
(t) + (t)

: (3.18)
The full dissipation term is therefore
 i
Z t
0
G(t  s)z(s) ds =   _z(t) + iz(t) ; (3.19)
and the resulting Langevin equation corresponds to a noisy, driven, complex Ginzburg-
Landau equation
(i+ ) _z = f(z) + iz + F (t) : (3.20)
In the weak coupling limit (  1), the equation can be further simplied. By multi-
plying by (1 + i) and neglecting terms O(3=2), one obtains
i _z = (1 + i)f(z) + iz + F (t) ; (3.21)
which has the same structure as Eq. (3.1).
3.4 The large mass density limit of the DNLS equa-
tion
In Section 3.2 we have shown that the Langevin formulation of the DNLS thermody-
namics provides a clear physical interpretation of the innite-temperature limit. On the
other hand, in the previous chapter we have shown that the opposite, low-temperature,
limit, as well as the case of large mass-densities, is also interesting for its nontrivial
transport properties. In this section we show that the Langevin formulation can shed
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further light on such regime by revealing a strong relationship with the XY model and
thereby bridging a gap between two seemingly dierent classes of systems.
It is, rst of all, convenient to introduce the following change of variables
zn =
p
a(1 + n) exp[i(!t+ n + n)] ; (3.22)
where ! = 2(a  1). By inserting (3.22) into (1.2), one nds that the new variables n
and n obey the dynamical equations
_n(1 + n) = 2(1 + 2a)n + 2a(3
2
n + 
3
n)  (1 + n+1) cos(n+1   n)
 (1 + n 1) cos(n   n 1) + 2 (3.23)
_n = (1 + n+1) sin(n+1   n)  (1 + n 1) sin(n   n 1) :
In this representation, the ground state (1.6) is simply n = 0, n = 0. Also, this is the
optimal starting point to discuss two limit cases: low-temperatures and large mass-
densities. The low-temperature dynamics can be studied by assuming n  1 and
(n   n 1)  1. In Section 3.6, we show that, in this limit, the system is equivalent
to a chain of harmonic oscillators with nearest- and next-to-nearest-neighbour inter-
actions. Furthermore, mass conservation of the original model maps into momentum
conservation for the oscillators. Such a correspondence is instructive, as it reveals a
link with separable models, where a simple local denition of the temperature can be
given in terms of the kinetic energy.
The large mass-density regime is studied under the assumption that a  1 and
n  1. Here below we show that also in this approximation the Hamiltonian becomes
separable. In fact, the dynamical equations (3.23) reduce to leading order to
_n = n (3.24)
_n = 4a [sin(n+1   n)  sin(n   n 1)] ;
where n = 4an. This system corresponds to a system of coupled rotors, i.e. a classical
version of the XY model in one dimension [98, 99, 100, 101]. Its Hamiltonian reads
HXY =
X
n
2n
2
 
X
n
4a cos(n+1   n) ; (3.25)
where n and n are a couple of conjugate action-angle variables, the former playing
the role of the angular momentum. This analogy was already noticed (for the two-
dimensional case) in [102].
At variance with the former case, we have not introduced any smallness hypothesis
for n   n 1; as a result, some nonlinear terms are maintained and one can, thereby,
explore large temperatures as well. Having assumed that n  1, this regime can be
called phase chaos. It is also interesting to observe that in the large mass{density limit
the invariance under global phase rotations of the DNLS transforms into the invariance
under a translation of the angles n. Accordingly, the conservation of the total mass A
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transforms into the conservation of the total angular momentum L =
P
n n (this can
be easily veried by expanding expression (1.5)). Notice also that the low-temperature
limit discussed in Section 3.6 is not fully contained into the large mass-density regime,
as it includes the case of relatively small a-values.
Before passing to thermodynamic studies, it is necessary to clarify the range of
validity of the XY model as an approximation of the DNLS one. The condition n  1
implies n  a, i.e. T  a2, because on average 2n is equal to the temperature T . As
we are exploring the range of large a-values, one can conclude that, the larger a, the
broader the temperature range where the XY model provides an accurate description
of the DNLS equation. Before drawing this conclusion, it is, however, necessary to be
more careful. In fact, the presence of a nite conductivity in the XY model can be
traced back to the existence of (possibly infrequent) jumps of angle-dierences across
the sinusoidal potential barrier. In the context of Eq. (3.25), the height of this barrier
is of the order of a, which is smaller than the maximal acceptable energy a2 (since
a  a2, for a  1). Accordingly the XY model provides an accurate description also
of the barrier jumps and, more than that, the validity of the XY model extends to
the high-temperature regime (here \high" means above a) characterized by frequent
jumps.
3.4.1 Thermostatted chain
Here, we examine how to describe the bath dynamics within the XY approximation.
Let us study the simple setup of a DNLS chain in contact with an external Langevin
reservoir at the rst site. In the low-temperature limit, i.e. close to the ground state,
equation (3.1) specializes to
i _z1 =  2jz1j2z1   z2   i

2jz1j2z1 + z2   2(a  1)z1    z1

+
p
TL 1 : (3.26)
We have consistently assumed the chemical potential to be a perturbation of the
ground-state value, i.e.  = ! +  with   !. For a  1, (3.26) transforms,
to leading order in a, into a Langevin equation for the XY model with suitable dissi-
pation and uctuation terms
_1 = 4a1 (3.27)
_1 = sin(2   1)   (4a1   ) +
r
TL
a
1 :
By then introducing the momenta n, equation (3.24), and the rescaled dissipation
parameter 0 = 4a, one nally obtains
_1 = 1 (3.28)
_1 = 4a sin(2   1)  0 (1   ) +
p
40TL 1 :
These equations describe a rotor chain in contact in the rst site with a reservoir at
temperature 2TL and constant torque 
0.
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This derivation provides an interesting interpretation of the DNLS chemical poten-
tial in the large mass-density limit: at equilibrium (3.28) is expected to sample mi-
crostates compatible with the grandcanonical measure exp f [HXY   L]g, where
L =
P
n n is the total angular momentum of the XY chain and  can be interpreted
as the average angular velocity of the rotors.
3.4.2 Nonequilibrium conditions
The above formulation can be straightforwardly extended to nonequilibrium setups,
where TR 6= TL and R 6= L. In this case, it is convenient to perform the XY
approximation with respect to a ground state that corresponds to the average chemical
potential (R + L)=2. Accordingly, the resulting XY chain turns out to be forced by
opposite external torques 0, where now  = (R   L)=2.
The observables of major interest in the nonequilibrium context are the uxes of
the conserved quantities. The continuity equations for mass and energy densities of
the DNLS model allow determining their explicit expressions
jan = i(znz

n 1   znzn 1) (3.29)
jhn = _znz

n 1 + _z

nzn 1 : (3.30)
In the large mass-density limit, the leading terms read
jan =  2a sin(n+1   n) (3.31)
jhn =  2! a sin(n+1   n)  4a _n sin(n+1   n) ; (3.32)
where the variables n have been expressed in terms of _n. Notice that the simple sym-
metric form of the second equation has been obtained by adding to (3.30) the quantity
 a( _n  _n 1) sin(n n 1), whose average is zero in a stationary state. Eq. (3.31) is
just the momentum ux of the XY model, i.e. the local force. The term proportional
to _n in Eq. (3.32) has the typical structure of the energy ux in the XY model: it
is nonzero only at nite temperatures. The rst term is a coherent contribution that
results from the fact that the oscillators rotate with an average common frequency
!: it survives in the zero-temperature limit, when jhn = j
a
n, so that the heat current
jhn   jan = 0, i.e. there is no heat transport and no entropy production. At low tem-
peratures, Eqs. (3.31, 3.32) describe the Josephson eect, where the chain amounts to
a single junction in between two superuids [103]. The mass current is proportional
to the phase gradient and is independent of the system length N , i.e. it provides a
ballistic contribution.
3.5 Comparison with numerical simulations
As mentioned above, an important dierence between the DNLS equation and oscilla-
tor chains (like the Fermi-Pasta-Ulam or Klein-Gordon models) is that its Hamiltonian
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is not the sum of kinetic and potential energies. Therefore, it is not obvious how to
directly monitor the temperature T and the chemical potential  in actual simulations.
The only general approach we are aware of is based on non-local microcanonical ex-
pressions  and M which, unfortunately are rather awkward to compute in practice
(see Section 2.2.2 for details). The perturbative analysis of the low-temperature limit
and the correspondence with the XY model show that the temperature T and the
chemical potential  can be determined in terms of local variables. This is quite a rel-
evant observation as it may be used to simplify the denition of such thermodynamic
quantities. In the following we explore the range of validity of such denitions.
From (3.25) it is straightforward to dene a kinetic temperature as the uctuations
of the momentum n with respect to its average value hni,
TXY = h2ni   hni2 : (3.33)
If we compare the stochastic term in (3.28) with the one imposed by the uctuation-
dissipation theorem and commonly used in the Langevin equation for oscillator models,p
2T (see [2, 15]), we can conclude that our denitions imply TXY = 2T (the factor
2 is just a consequence of the choice of the transformation of variables).
In Fig. 3.5 we compare the general microcanonical denition of temperature for the
DNLS model , dened as in Section 2.2.2, with TXY for an equilibrium setting, i.e.
external reservoirs at equal temperature and chemical potential; TXY is computed by
evaluating, in the same simulation, the average of the 2n dened in (3.22). The data
clearly show that, by increasing the chemical potential  (i.e., by increasing a, since
 = 2(a   1)), the range of values in which the two temperatures coincide increases,
as expected from the previous considerations. On the other hand, outside the limits of
validity of the XY approximation discussed in Section 3.4,  and TXY can be strongly
dierent from one another. In such regimes,  is the only valid denition of temper-
ature. In the inset of Fig. 3.5 we show that the curves obtained for dierent values
of  quite well collapse onto each other by rescaling both TXY and  by the factor
a 2. This implies that the range of validity of the correspondence between these two
temperatures increases proportionally to a2.
Finally, we have tested the validity of the XY approximation in a non-equilibrium
stationary regime. In the simplest case one can impose two heat baths at dierent
temperatures, TR and TL, and with the same chemical potential  acting at the chain
boundaries. If one chooses the value of  in such a way that both temperatures are
smaller than a2 (see Fig. 3.5), one obtains temperature proles very close to each other
(data not reported). This scenario is maintained also if a chemical potential gradient is
applied, provided both R and L are large enough to make the previous condition hold,
while  = (R L)=2 is smaller than the average chemical potential (R+L)=2 (see
Sections 3.4.1 and 3.4.2). In fact, Fig. 3.6 exhibits a nice agreement between the two
temperature proles. A further test of the validity of XY model is presented in Table
3.1 where the full DNLS uxes are compared with the ones reconstructed through the
XY approximation (see Eqs. (3.31) and (3.32)).
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Figure 3.5: Comparison of the XY kinetic temperature TXY with  for dierent values
of the chemical potential . The dashed line corresponds to TXY = 2, which should
hold in the limit of large , where the XY approximation is valid. The inset shows the
same curves in the rescaled units TXY =a
2 and =a2. Simulations are performed using
Langevin heat baths coupled at the boundaries of a DNLS chain with N = 50. TXY
and  are measured on a subchain of 30 lattice sites.
DNLS XY
ja -0.234 -0.208
jh -1.40 -1.28
Table 3.1: Comparison of the exact DNLS uxes (rst column) and the ones recon-
structed by means of eqs. (3.31) and (3.32) (second column) for the nonequilibrium
prole described in the caption of Fig. 3.6.
3.6 The low{temperature limit of the DNLS prob-
lem
In this section we provide a low{temperature description of the DNLS equation in
terms of a harmonic model with separable Hamiltonian. In this limit, the solution of
Eq. (3.23) is expected to be close to the homogeneous periodic motion of the ground-
state solution (1.6). Thus, we assume n  1 and (n   n 1)  1 and we expand
Eq. (3.23) to linear order. As a result, we obtain
_n = 4an + 2n   n+1   n 1 (3.34)
_n = n+1   2n + n 1 :
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Figure 3.6: Comparison of the XY kinetic temperature prole TXY (red dashed line)
with  (black solid line) in a nonequilibrium steady state. Simulations are performed
using Langevin heat baths with parameters (TL = 2, L = 9:6) and (TR = 4, R =
10:4), coupled to a DNLS chain with N = 1000.
If one now introduces the new variable
pn = 4an + 2n   n+1   n 1 : (3.35)
the Eqs. (3.34) can be re{written as
_n = pn (3.36)
_pn = 4(1 + a)(n+1   2n + n 1)  n+2 + 2n   n 2 :
These equations describe the dynamics of a chain of harmonic oscillators with nearest-
neighbour and next-to-nearest-neighbour interaction. The corresponding Hamiltonian,
Hh =
X
n

1
2
p2n + 2(1 + a)(n+1   n)2  
1
2
(n+2   n)2

; (3.37)
is, at leading order in pi and (n+1 n), fully equivalent to that of the original DNLS
equation. Its quadratic structure corresponds to a parabolic approximation around
the minimum of the energy. Moreover, the total mass-conservation law of the DNLS
maps onto the conservation of the total momentum P =
P
pn. Accordingly, the
Hamiltonian (3.37) is translationally invariant. The normal modes, i.e. the plane-
wave solutions of Eqs. (3.36), are the discrete analogs of the Bogoliubov modes (non-
interacting phonons), in the context of the physics of atomic condensates [103].
Passing to thermodynamics, one interesting implication of the Hamiltonian struc-
ture in the low{temperature limit (3.37) is that one can naturally introduce a micro-
scopic denition of temperature in terms of the momentum pn, i.e.
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Th = J
hp2ni   hpni2 (3.38)
where the proportionality constant J is the Jacobian determinant of transformation
(3.35), which must be included to allow for a meaningful comparison with the DNLS
model (see Appendix B.2 for details). In order to test the denition (3.38), we have
measured Th by numerical simulations of the Langevin scheme dened in Eq. (3.1) and
in Fig. 3.7 we have compared it with the temperature of the bath, TB  TL = TR, for
dierent values of the mass density, a. As expected, Th approaches TB for increasing
values of a. In fact, the larger is a, the smaller is the relative amplitude of the uctua-
tions with respect to the ground state. From this analysis we therefore conclude that
the harmonic temperature Th is a well dened thermodynamic observable in the low{
temperature limit. Such a denition is much simpler than the general microcanonical
one, , dened in Section 2.2.2.
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Figure 3.7: Comparison of the harmonic temperature Th, Eq. (3.38) with the reservoir
temperature, TB. The dashed line correspond to Th = TB. The Langevin heat baths are
coupled at the boundaries of a DNLS chain with N = 50. Th is measured on a subchain
of 30 lattice sites to increase the statistics The values of the Jacobian determinant J ,
which are the product of the eigenvalues of a tridiagonal matrix (see Appendix B.2),
have been computed analytically in the N !1 limit and are J = 5:95; 3:73; 2:91; 2:42
for curves from top to bottom.
For what concerns transport properties, the heat conductivity of the harmonic
model (3.37) exhibits a divergence in the thermodynamic limit, as expected for any
integrable model (see [89, 2]). Such a conclusion is in contrast with the non-equilibrium
numerical studies reported in Chapter 2 that have revealed a nite heat conductivity
at nite temperatures. This is clearly a consequence of the presence of nonlinear terms
which break the integrability of the dynamics. Their contribution is taken into account
in Section 3.4, where we discuss the tight relationship with the one-dimensional XY
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model in the limit of large mass densities. In this respect, it is useful to compare the
harmonic hamiltonian Hh (3.37) with the one corresponding to the XY model (3.25).
The former is valid in the low-temperature regime, while the latter applies for a  1
(and T  a2). Accordingly, they reduce to one another for small T and large a. In
this limit, in fact, the next{to{nearest-neighbour interaction in (3.37) is negligible for
a  1 and, in the low{temperature limit, one can expand the cosine interaction in
(3.25) around zero.
3.7 Discussion
In this chapter we have introduced Langevin heat baths which are able to control both
the temperature and the chemical potential in a DNLS model. Numerical simulations
indicate that such scheme is simple and practical enough to study nite-temperature
DNLS dynamics in both equilibrium and nonequilibrium conditions.
In the large mass-density limit we have approximated the DNLS dynamics in terms
of an eective XY model. This allows a clear understanding of the DNLS dynamics,
especially in a nonequilibrium setting. We have indeed shown that the eect of thermal
baths (which are able to control the chemical potential besides the temperature) acting
at the boundaries, is equivalent to an applied torque plus thermal uctuations. This
description allows to give a dynamical interpretation of the chemical potential as well
as of the action of thermal baths as means to x locally the average angular velocities.
The corresponding energy ux turns out to be the sum of two dierent contributions,
one due to the phase gradient associated with the torque, the other due to angular-
velocity uctuations. As a consequence, transport in this region has an almost ballistic
component, and a diusive one associated with the XY dynamics which is known to
be a normal heat conductor [98, 99]. This accounts for the computations of transport
coecients reported in Chapter 2.
Another remarkable result, is that the relationship with the XY model provides
a simple prescription for computing the temperature in the simulations. This last
issue is of major importance for non-standard Hamiltonians like the DNLS one, where
kinetic and potential energies are not separated. Indeed, the XY approximation allows
introducing the simple kinetic expression TXY for the temperature, that can safely
approximate the microcanonical one . This is of practical importance, considering
that the microscopic denitions of T and  are pretty much involved for a non separable
Hamiltonian, like the DNLS one (Section 2.2.2).
Altogether, starting from the Langevin approach we have achieved a fairly clear
physical interpretation of the action of thermal baths as means to x locally the average
angular velocities and kinetic energies of the oscillators. In the framework of the
nonequilibrium XY model this means that one can explore more general nonequilibrium
states by applying not only temperature but also mechanical (torque) gradients. This
possibility has not received much attention in the literature. To our knowledge, only
reference [104] treats the joint eect of thermal and mechanical gradients (see also the
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nonequilibrium studies in [105] that however refer to the case without external torque
and noise).
Some of the numerical results presented above are possible starting points for rig-
orous investigations. For instance, the evidence of local equilibrium reported in Sec-
tion 3.2 and the possible approximate description in terms of stochastic models [94]
could be a challenging issue for mathematical studies.
Another possible extension of the present work would be to consider the DNLS
model on two-dimensional lattices. In this case, the correspondence with the XY
model would predict the possibility of observing the transition from normal to anoma-
lous behavior of transport coecients at the Kosterlitz-Thouless-Berezhinskii transition
[106, 107].
The results reported in this chapter have been published in Ref. [108].
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Chapter 4
Discrete breathers and metastable
states
4.1 Introduction
The analysis provided in Chapters 2 and 3 has unveiled several uncommon features
that arise when one considers the setup of a steady nonequilibrium DNLS chain coupled
with external reservoirs. Two basic ingredients contribute to make the scenario more
complicated than for standard nonlinear oscillator chains, namely the nonseparability
of the DNLS Hamiltonian (1.1) and the presence of an additional conservation law in
the form of the total mass A.
In this chapter we turn our attention to another well known dynamical property
of the DNLS model, that is the capability to develop spatially localized nonlinear
excitations, also known as discrete breathers. For long time DNLS equations have
represented the ideal benchmark for the dynamic characterization of such peculiar
states arising in generic nonlinear lattices (see Section 1.3 for a review of recent and past
achievements in this eld). On top of that, the intrinsic stability of discrete breathers
has motivated a series of studies focused on their role in the coherent transport of
energy in more realistic setups (see [14] and references therein).
In the rst statistical-mechanics study of the DNLS equation, Rasmussen et al. [25]
identied a region in the parameter space (Fig. 1.5) that was numerically found to be
characterized by the spontaneous creation of discrete breathers, generally superposed
to a spatially incoherent phonon background. Such a region is placed above the in-
nite temperature line and it was conjectured to correspond to a negative temperature
(NT) state. From a thermodynamic point of view, the presence of NT states implies
that the system's entropy is a decreasing function of the internal energy. In a series
of recent papers [26, 79, 80, 81], Rumpf provided a convincing theoretical argument
that excludes the physical occurrence of NT equilibrium states in the DNLS model. In
particular, he showed that the system eventually reaches a maximum entropy (equi-
librium) state formed by a background at innite temperature superposed to a single
breather that collects the \excess" energy. It was also observed that the convergence to
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the equilibrium state predicted by Rumpf would need transients lasting over astronom-
ical times [86]. Therefore, the question of characterizing DNLS states over physically
accessible time scales remains wide open. Entropy arguments are, in fact, of little help
to investigate the convergence to equilibrium in similar regimes.
The occurrence of long transients is not rare in statistical mechanics: it may be due
to coarsening, nucleation, the presence of free-energy barriers, or the stability of some
dynamical modes. Within the physical setups that are closest to the DNLS model, a
nonexponential relaxation was rst found in chains of nonlinear oscillators and shown
to originate from the presence of long-lived localized solutions [75]. Slow relaxations
have been also found in Heisenberg spin chains and traced back to the existence of two
conservation laws [60].
In this chapter we show that a broad range of initial conditions (IC) converges to-
wards a well dened thermodynamic state characterized by a negative temperature and
a nite density of breathers. Such state does not contradict the theoretical arguments
of Rumpf [26, 79], although the dynamical freezing of the high-amplitude breathers
slows down the evolution so much as to make the convergence to equilibrium unob-
servable. Altogether this phenomenon is reminiscent of aging in glasses although a
more detailed analysis will be required to frame the analogy on more rm grounds.
In order to clarify such scenario, in the following chapter we will present a stochastic
version of the DNLS model that allows to \silence" any dynamical contribution to slow
relaxation. This simplied model has allowed us to identify a rst source of slowness in
a coarsening phenomenon that follows from a sub-diusive behaviour of the breather
amplitudes.
The chapter is organized as follows. In Section 4.2 we provide a thermodynamic
characterization of the NT metastable states of the DNLS equation, while, in Sec-
tion 4.3 we comment on two simple strategies to generate quasi-stationary NT states
in the DNLS equation. The methods are based on the introduction of boundary dis-
sipations and the free expansion of wave packets initially at equilibrium at a positive
temperature, respectively. Both schemes are far simpler than the thermalization meth-
ods recently proposed for BEC trapped in lattices which require non-trivial Mott states
followed by sweeps across Feshbach resonances to invert the sign of the atomic interac-
tion [109, 110]. Section 4.4 concludes the chapter with a discussion of the main results
and future perspectives.
4.2 Metastable dynamics of an isolated DNLS equa-
tion
We start our analysis by studying the long-time evolution of an isolated DNLS chain
(with periodic boundary conditions) in the Rn region of the phase diagram of Fig. 1.5.
Since the dynamics is microcanonical, this kind of study has required the implemen-
tation of a symplectic 4th-order algorithm of Yoshida type [111, 112] that ensured a
satisfactory numerical precision in the integration of the equations of motion. Thanks
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to this algorithm, we have accurately simulated the dynamics of the model over time
scales much longer than in the previous numerical studies.
In order to monitor the convergence towards the equilibrium state it is also neces-
sary to distinguish between breathers and background. This can be done by choosing
an amplitude threshold  much larger than the typical background uctuations but
suciently smaller than the asymptotic breather amplitude. Taking into account that
the background is characterized by Poissonian statistics [26, 79] the previous conditions
correspond to the inequality
1 =a <
p
N(h=a2   2) : (4.1)
In our simulation we have taken  = 10 that is appropriate even for the smallest system
size, N = 2048, used in the simulations. Fig. 4.1 presents the space-time evolution for
a chain of 4096 sites for a = 1 and two dierent energy densities, namely h = 2:4
(panel a) and h = 2:8 (panel b). To emphasize the breather dynamics, we plot only
the lattice points, where the instantaneous amplitude an = jznj2 is larger than  = 10.
In Fig. 4.1 one can see that the breathers do not basically move. Moreover, we observe
spontaneous birth and death of breathers as in a standard stationary process. This
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Figure 4.1: Evolution of the local amplitudes in an NT state for a = 1 and h = 2:4
[panel (a)]; h = 2:8 [panel (b)]. Dots correspond to lattice sites n where an > 10.
is due to the presence of a nite interaction (hopping) energy: the background can
store excess energy in the phase dierences of neighbouring sites and this implies that
breathers can spontaneously nucleate. In order to better investigate the convergence
properties of the dynamics, we have built four dierent sets of ICs, all with the same
energy density and number of particle density, but substantially dierent macroscopic
structures (see the caption of Fig. 4.2). First we have monitored the evolution of the
density of breathers  (identied by setting  = 10). The average results for N = 4096
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are plotted in Fig. 4.2a. After a quite long transient of order 106, the density appears
to converge towards a common nite value, i.e. towards a multi-breather stationary
state. Moreover, the dotted line corresponding to a simulation with N = 2048 indicates
that the asymptotic value of  is independent of the system size (and approximately
equal to one breather per thousand sites).
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Figure 4.2: Evolution for a = 1, h = 2:4 of (a) the breather density  and (b) the
inverse temperature  = 1=T starting from dierent ICs for a chain with N = 4096:
solid, long{dashed and dashed lines refer to a suitable homogeneous background plus
0, 4 (amplitude 20) and 8 (amplitude 16) breathers, respectively, while the dot-dashed
curves refer to half a chain empty. Dotted lines refer to homogeneous ICs andN = 2048.
Both  and  are averaged over a moving window of 105 time units. Notice that in panel
(b) the two dot{dashed lines correspond to spatial averages in the initially empty and
lled sectors of the chain. All data sets have been also averaged over a dozen dierent
realizations of each IC.
We have also monitored the temperature. As we have discussed in Section 2.2,
in this model the standard kinetic denition does not apply since the Hamiltonian is
not decomposable into kinetic and potential energy. Nevertheless, one can use the
microcanonical denition, T 1 = @S=@H, where S is the thermodynamic entropy
and the partial derivative must be computed taking into account the existence of two
conserved quantities. This task requires long and careful calculations and gives rise to
the nonlocal observable, , already introduced in Section 2.2.2, Eq. (2.4). We have
preliminarily veried that such denition works for positive temperatures when applied
to the full chain and to short sub chains. This test can be made by comparing the
temperature measured in the system with the one imposed by an external reservoir
(see e.g. Fig. 3.2 for a comparison with the temperature imposed by a Langevin heat
bath). Once claried that  provides a correct measure of the DNLS temperature T ,
we turned our attention to the microcanonical dynamics of the system in the region of
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negative temperatures. The results in Rn are plotted in Fig. 4.2b, where one can see
that   1=T converges to a common value for all of the four dierent classes of ICs
(either from above or from below), with negligible nite-size eects (once again the
dotted curve refers to a chain of half length, N = 2048). Altogether, one can conclude
that on the time scales that are numerically accessible (of order 107), the dynamics of
the DNLS model converges towards a multi-breather state, characterized by a nite
density of breathers and a well-dened negative temperature.
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Figure 4.3: Amplitude distribution after a transient of 5  106 time units. Data are not
collected below the threshold  = 10. Solid and dotted lines refer to homogeneous ICs
in chains with N = 4096 and N = 2048 respectively . All data sets have been also
averaged over a dozen dierent realizations of each IC.
In practice, the breathers are prevented from becoming \too large". In Fig. 4.3,
one can indeed see that the quasi-stationary distribution of breather amplitudes is
eectively localized below a = 22 and, more importantly, the distribution is basically
independent of the system size. This means that there is a dynamical process which
\screens" the high amplitude region. One can argue that this dynamical eect is due
to the low eciency of the energy{transfer among breathers interacting through the
background, a manifestation of their intrinsic dynamical stability. As a consequence,
the evolution is \conned" within a region of the phase space that is characterized
by a NT. We still expect a nal convergence towards the equilibrium state predicted
in [26, 79], but the process occurs on such long (unobservable) time scales 1 to make
it unaccessible. It is nevertheless reasonable to speculate that if the IC contains one
or more suciently-high breathers, the amount of energy that is carried by them is
eectively frozen, while the remaining \excess" energy contributes to the convergence
towards the quasi-stationary state. In other words, the density  of breathers that
is generated starting from suciently homogeneous states (such as those used in our
1In [86] it was already noticed that a single breather state was evolving so slowly as to converge
towards the equilibrium state over 1070 time units.
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simulations) is the maximal density that can be attained for such parameter values. The
dependence of the breather density  on both energy and particle density is indirectly
determined by the eectiveness of the energy transfer mechanisms. One can expect
that it increases with h, since the excess energy increases too (see Fig. 4.1), while the
dependence on a is less clear, since it aects the interaction strength. Altogether, the
scenario is reminiscent of spin-glass dynamics, although a more quantitative analysis
in necessary to clarify for example possible aging phenomena.
We nally remark that on a formal ground one could turn the Hamiltonian H
dened in (1.1) into  H. Since the sign of the hopping term is irrelevant, this amounts
to changing the nonlinear interaction term from repulsive to attractive and also T !
 T (see Eq. (2.4)). Accordingly, NT states of H correspond to positive temperature
states of  H, i.e. the concept of negative temperature is dictated by the physical origin
of the mathematical model 2. However, what makes the issue nontrivial in the DNLS
context is that the ground state of  H is, in the thermodynamic limit, a sort of black
hole with innite negative energy. No matter what kind of convention one uses for
the sign of H, our simulations show that, in spite of the presence of \black holes" in
the phase space, the dynamics relaxes to a metastable state characterized by a nite
density of breathers and peculiar thermodynamic properties.
4.3 Generation of NT states
The analysis of the previous section has clearly shown the relaxation of the DNLS
dynamics to a NT state following from a set of generic ICs selected in the negative
temperature region. More generally, NT states can be attained by suitably evolving
homogeneous (i.e. positive temperature) states. Two particularly simple mechanisms
here discussed are: (i) a free expansion within a larger lattice; (ii) a localized boundary
dissipation with removal of mass (and energy) acting at the extrema of the chain [78].
The free-expansion mechanism is summarized by the dot-dashed lines in Fig. 4.2.
In this case, half of the chain has been prepared in a homogeneous thermalized state in
Rp, while the other half is initially empty. The values of h and a on the overall chain are
chosen in Rn. By averaging over a dozen initial conditions, we observe that the inverse
temperature  converges to a common negative value in both halves of the chain, while
the average breather density  relaxes to the same value (O(10 3)) originated from
dierent classes of initial conditions in Rn. In either BEC in optical lattices, or arrays
of optical waveguides, this procedure amounts to preparing a standard equilibrium
state at T > 0 and leaving it to spread in suciently larger lattice structures. This
method is much simpler than the experimental schemes described in [109], although
relatively large system sizes (e.g., N  O(103) for the parameter values in Fig. 4.2a)
might be necessary to observe the spontaneous formation of breathers.
An alternative procedure for observing NT states starting from an IC at positive
2Recent experiments with NT Bose-Einstein condensates in optical lattices are based on this
idea [113].
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temperature is to use losses at the ends of the lattice [78, 14]. Average trajectories
resulting from the presence of a boundary dissipation in chains of dierent, but limited,
sizes is shown in Fig. 4.4. The smoothness of these lines indicates that this process is
quite regular and eective. This notwithstanding, we have observed that uctuations
may drive some of the trajectories to an empty state, although this event becomes more
and more rare for increasing values of the chain size and the initial energy density. In
an experimental setup the feasibility of such a mechanism depends mainly on the
possibility of controlling the dissipation procedure.
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Figure 4.4: (Color online) Average trajectories (over an ensemble of 500 realizations)
in the phase diagram (a; h) in the presence of boundary dissipation for dierent chain
sizes: N = 400; 200 and 100 from top to bottom. The dashed line corresponds to
T =1.
After reaching the region Rn in the phase diagram (a, h) we have turned the local-
ized dissipations o and proceeded to measure the microcanonical temperature. For
the three simulations reported in Fig. 4.4 for N = 400; 200 and 100, we have measured
temperatures of  3:4 10 2,  2:2 10 2 and  9:9 10 2, respectively. This demonstrates
that the long-lived NT states described here can be experimentally accessible in set-ups
containing a relatively small number of lattice sites. Although the expression of the
microcanonic temperature is complicated (see Eq. (2.4)), NT can be measured once
the amplitudes and phases of the lattice BEC [114, 115] or of the waveguide array have
been recovered.
When considering relatively small numbers of lattice sites, the absolute value of
the nal temperature depends on the size of the sample. This is demonstrated, for
example, by the fact that in Fig. 4.4 the nal temperature for the simulations with
N = 400 is more negative than that with N = 200, while one would have expected the
opposite when considering the nal values of the energy densities. Although nite size
eects lead to larger uctuations in the evaluation of the absolute value of the nal
temperature, the important message here is that the negative character of T should be
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measurable at the end of out-of-equilibrium processes performed on lattices of relatively
small size, thus paving the way for the observation of NT states experimentally.
As a nal remark, we observe that much attention has been devoted in the lit-
erature to the study of the formation of an intrinsically localized state (ILS) both
theoretically [46] and experimentally [43, 116]. The ILS is obtained from an initial
Gaussian wave-packet that typically evolves to a single breather state, by releasing
part of the initial energy to the lattice in the form of a radiation-like background [14].
In the light of our results, this scenario can be viewed as a rst preliminary evidence of
the existence of the region at negative temperature, Rn, in the thermodynamic diagram
of Fig. 1.5. As a matter of fact, one can observe the formation of an ILS only if the
initial Gaussian wave-packet is in Rn. If the initial wave-packet starts in Rp, relax-
ation to a positive-temperature state is observed. The ILS is a close approximation
of the equilibrium state in Rn predicted by Rumpf [80], i.e. a background at innite
temperature supporting the excess energy into a single breather. In this respect, the
measurement of the phase distribution in the background is a promising tool to infer
the temperature in experimental setups: it will useful to explore to what extent the
idea can be turned into a quantitative protocol.
4.4 Discussion
Extremely long-lived states at negative temperature corresponding to a quasi-stationary
density of breathers have been identied in the numerical simulations of the DNLS
equation. The asymptotic convergence to the single-breather equilibrium state occurs
on quite long (and practically unattainable) time scales. The reason why breathers
play an important role in the attainment of NT states is the existence of a second
conservation law which favours energy concentration, while limiting its global entropic
cost. We do not expect similar scenarios to occur in lattices where breathers appear
in models with a single conservation law (see e.g. [117]). It might, nevertheless, be in-
structive to investigate the local temperature dynamics in the vicinity of the breathers,
even in such cases.
From a theoretical point of view, we envisage a quantitative theory that relates the
slow time scales to the breather amplitudes, their stationary density and the system size
so as to establish possible connections with, e.g., aging phenomena. This is, however,
a pretty ambitious program. In fact, it is very hard to invoke analytical arguments
capable of describing accurately this kind of slow relaxation phenomenon. A possible
strategy for shedding some light on this issue is to reduce progressively the complexity
of the problem by studying simple toy models that display the essential phenomenology.
In this respect, in the following chapter we will gain further insights in the nature of
the NT quasi-stationary states by studying a simplied stochastic DNLS model that
produces a sub-diusive dynamics of the breather amplitudes.
The results reported in this chapter also indicate the possibility of observing NT
states experimentally, in BEC and optical waveguides, as a result of quasi-stationary
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states yielding peculiar nonequilibrium thermodynamic properties. We have suggested
two possible scenarios where quasi-stationary NT states can be realized: free expansion
of a positive temperature state in a larger lattice and the utilization of boundary
dissipations. Initial Gaussian wave-packets leading to single breather ILS may also be
used for the realization of maximum entropy states although the measurement of the
phase distribution is required in order to establish the innite temperature nature of
the background.
As a nal remark, it would be worth clarifying to what extent the scenario described
here survives when passing to continuous models, although computationally heavy
simulations are required before drawing reliable conclusions. Finally, let us note, en
passant, that a richer scenario would presumably arise in higher-dimensional setups,
due to the existence of a nite activation energy thresholds for the discrete breathers
(see the recent review [118]).
The results reported in this chapter have been published in Ref. [119].
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Chapter 5
Coarsening and localization in a
simplied DNLS model
5.1 Introduction
The DNLS model (1.2) is known to be characterized by a so-called negative temperature
region, where localized solutions (discrete breathers) spontaneously arise and survive
for long times (see Sections 1.3 and 1.4). On the basis of entropic arguments (Sec-
tion 4.1) the system is expected to converge towards a state characterized by a single
breather sitting on a homogeneous background at innite temperature. Nevertheless,
the numerical study reported in Chapter 4 has challenged such a conclusion, since the
process turns out to be both extremely slow and accompanied by the continuous birth
and death of breathers.
A clarication of the asymptotic regime in the original DNLS model is a rather
ambitious task, because of both its nonlinear character and the weak coupling between
breathers and background. In order to overcome such diculties, in this chapter we
introduce a purely stochastic Microcanonical Monte Carlo (MMC) model with the
goal of exploring the role of entropy contributions not only in the identication of the
asymptotic state, but also for the characterization of the convergence process. Anal-
ogously to the DNLS equation, the MMC model is characterized by two conservation
laws (energy and norm) and by a local evolution rule. More precisely, such constraints
are representative of the original DNLS dynamics in the high-norm density limit, where
the interaction energy between neighbouring sites is negligible. Furthermore, we show
that the MMC dynamics is characterized by a coarsening process during which the lo-
calized solutions progressively disappear, while their typical height increases. Although
the purely stochastic character of the MMC model is rather distant from the genuine
deterministic DNLS dynamics, its study can help to clarify the kind of constraints that
are expected to emerge during the convergence to the asymptotic state.
Coarsening is a fairly common feature of out-of-equilibrium systems, either relaxing
towards equilibrium [120] or kept well far from equilibrium [121]. It corresponds to a
growth of the typical length scale  of the system, which usually increases with a
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power law, (t)  t, which denes the coarsening exponent . According to the
value of , dierent universality classes can be dened, which depend, rst of all, on
conservation laws. Two exponents,  = 1=2 and  = 1=3, are specially widespread.
They correspond to diusive processes with ( = 1=3) and without ( = 1=2) the
conservation of the order parameter. The simplest models displaying such coarsening
behaviour are the so-called models A and B of dynamics [122], which represent, for
example, the relaxation to equilibrium of a deeply quenched Ising model, when the
magnetization is not conserved (model A) or is conserved (model B) by dynamics. The
latter case, because of the equivalence between Ising and lattice gas model, makes the
exponent  = 1=3 of special relevance for condensation processes and for large classes
of nonequilibrium statistical mechanics models [123].
The MMC model is still too complicated to be able to predict the universality class
it belongs to. In fact, it is not even possible to anticipate its qualitative dynamics:
the fact it produces coarsening is not trivial at all. Once noticed that simulations
do show coarsening, it is natural to expect an exponent  strictly smaller than 1=2,
because conservation laws always slow down coarsening. In fact, we will nd  = 1=3,
a very common value for systems where the order parameter is conserved. However,
our model has two conserved quantities and cannot be mapped to any known model.
Therefore, this is not a standard result. Rather, it highlights certain properties which
might be common to more complicated systems.
The chapter is organized as follows. In Section 5.2, we introduce the model and
show some general properties of its evolution, when the initial condition is chosen
within the negative temperature region. In Section 5.3 we illustrate the coarsening
process for generic initial conditions, with particular reference to the scaling behavior
of the number of surviving breathers. The following two sections are devoted to a
discussion of two regimes: the fast relaxation which drives the background towards
an innite-temperature state (Section 5.4), the slow relaxation that is responsible for
the coarsening process (Section 5.5). Such studies help to identify the reason for the
increasing slowness of the coarsening, that is then better claried in Section 5.6, thanks
to an analogy with a suitable exclusion process. By combining the various elements, a
justication for the exponent  = 1=3 is given. Finally, in Section 5.7, we summarize
the main results and mention the still open problems.
5.2 The model
In this section we dene the stochastic DNLS model and discuss some general properties
of its dynamical behavior.
The purpose of the stochastic model is to single out the role of entropic constraints in
the convergence towards the equilibrium state of the full DNLS equation. A particularly
simple regime in which this task can be fruitfully accomplished is identied in the large
energy- and particle-densities limit. In this parameter region, in fact, the contribution
of the hopping term to the Hamiltonian (1.1) is negligible and the local phases of the
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variables zn do not play any role. As a consequence, the system is characterized only
by the local particle numbers an = jznj2. With this idea in mind, we introduce our
simplied model by dening a set of positive amplitudes an a regular lattice of length
N , where periodic boundary conditions are assumed. Two quantities are conserved
during the evolution, namely the total mass
A =
NX
n=1
an; (5.1)
and the total energy
H =
NX
n=1
a2n; (5.2)
which correspond to norm and energy in the DNLS equation in the large norm-density
limit (cf. Eqs. (1.1) and (1.5)). Despite its simplicity, the model keeps all the essential
features of the original problem. In particular it is possible to prove that, within the
negative temperature region, the equilibrium state is still characterized by a single
breather superposed to an innite-temperature background [80]. In the absence of an
interaction energy, we have investigated the convergence to the equilibrium state by
introducing a MMC method with a local stochastic rule that allows us to move on the
hyper-surface characterized by a xed energy and particle number. In this way, the
evolution mimics the deterministic microcanonical dynamics and identies the role of
entropic forces.
The MMC dynamics is dened as follows. Given a generic conguration at time t,
a triplet (n   1; n; n + 1) of consecutive sites is randomly selected and updated so as
to ensure that the mass and energy are locally (and thereby globally) conserved,
an 1(t+ 1) + an(t+ 1) + an+1(t+ 1) = an 1(t) + an(t) + an+1(t) (5.3a)
a2n 1(t+ 1) + a
2
n(t+ 1) + a
2
n+1(t+ 1) = a
2
n 1(t) + a
2
n(t) + a
2
n+1(t): (5.3b)
These two laws are basically equivalent to the conservation of momentum and energy
in a chain of oscillators (once an is interpreted as the oscillator velocity) and one
might thus expect similar diusion phenomena. Here there is, however, an additional
constraint: all an must be positive. Therefore, the legal congurations, that are located
along the circle identied as the intersection between a plane and a sphere (the above
two conditions), may be further conned to three separate arcs. This happens when
the maximal amplitude a (within the triplet) is suciently larger than the other two
amplitudes (see Fig. 5.1). If, for simplicity, a is the (equal) amplitude of the two other
sites, it is easy to check that a \three-arcs" solution appears when a > 4a.
Whenever this is the case, the denition of the model is completed by specifying that
we restrict the choice to the same arc of the initial condition. This choice is motivated
by the will to reproduce as closely as possible the original DNLS dynamics. In fact,
the most important instances of three-arcs solutions are \breathers", i.e. isolated sites
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Figure 5.1: Accessible MMC states (red thick line) as intersection between the plane
an 1 + an + an+1 = 1 and a sphere with square radius 0.4 (left panel) and 0.58 (right
panel).
with an anomalously large amplitude. Such breathers, once generated, do not appear
to diuse in the DNLS model: this property is ensured in the MMC setup by forbidding
the change of arc, which would correspond to a shift of one or even two sites of the
breather itself.1
In order to identify the breathers, it is necessary to introduce an absolute threshold
 to distinguish them from the background. Depending whether an >  (an < ) a
site is classied as a breather (background) and its amplitude denoted with bn (gn). A
typical example of the MMC evolution is shown in Fig. 5.2 (see the next section for a
more accurate discussion, where we show also that the threshold value  is irrelevant
in so far as it is large enough).
Let us now introduce the average and the variance of the two phases as,
b = hbni 2b = h(bn   b)2i (5.4)
g = hgni 2g = h(gn   g)2i
where h: : : i is the spatial average, taken over all sites of the same family.
Imposing the conservation of A and H, we obtain the exact relations,
A = (N   L)g + Lb (5.5)
H = (N   L)(g2 + 2g) + L(b2 + 2b ) (5.6)
where L denotes the number of breathers. By dening the average amplitude and
1We have implemented two additional rules which allow for breather diusion, but the coarsening
exponent does not change (see later Fig. 5.4).
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energy per site,
a =
A
N
; h =
H
N
; (5.7)
we obtain
a = (1  ) g + b (5.8)
h = (1  ) (g2 + 2g) + (b2 + 2b ) (5.9)
where  = L=N is the breather density (in the following, the average distance  =  1
will also be used). In the limit  1,
g = a  b (5.10)
h = a2   2ab+ b2+ 2g + 2b (5.11)
where we have also used the information (obtained from numerics, see next section)
that b g, because b increases in time while g saturates.
Since the entire dynamics is invariant under a change of a scale, it is convenient to
rescale the amplitude to its average value a. This is perfectly equivalent to assuming
that a = 1 (as we do from now on). As a result,
 =
h  1  2g
 2b+ b2 + 2b
: (5.12)
In Ref. [80], on the basis of purely entropic arguments, it has been found that
for h < 2 all breathers eventually disappear, otherwise one survives (for h > 2),
accompanied by an innite-temperature background, characterized by a Poissonian
distribution of the amplitudes. Let us see, how such predictions manifest themselves
in the current setup.
From Eq. (5.10), for small densities, g = 1 and b ' (h  1 2g)
p
 (recall that now
a = 1). Therefore, the background has a nite amplitude, while the breather amplitude
scales as the square root of breather average distance. It is worth noting that g  1 and
asymptotically g ! 1. Therefore, for  1, since an innite-temperature background
corresponds to 2g = g
2, the request of a positive  in Eq. (5.12) corresponds to h > 2,
the condition already derived in [80].
5.3 Phenomenology
In this section we illustrate the evolution, showing that it corresponds to a coarsening
process. We have worked with two classes of initial conditions: (i) a fraction f of
equal-height breathers sitting on a homogeneous background characterized by a uni-
form amplitude distribution within an interval of width a (ICa); (ii) a homogeneous
distribution of amplitudes characterized by the superposition of two exponential func-
tions (ICb). We have veried that they give equivalent results, for the same value of h
(that is systematically chosen to be larger than the critical value 2).
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Figure 5.2: Evolution of the local amplitude in a chain with N = 1000 and h = 7:45.
Breathers are identied by dots and correspond to the sites n where an > , with
 = 12:5. The initial condition is of type ICa with parameters f = 0:05 and a = 0:95.
In Fig. 5.2 we plot breathers positions as a function of time t, where the time is
measured in numbers of Monte Carlo moves divided by the system size (N). The gure
clearly shows the basic, qualitative features of dynamics: (i) breathers do not typically
move, but may diuse just before disappearing under the threshold  (i.e. when their
amplitude becomes suciently small); (ii) since the distinction breathers/background
creates an articial discontinuity, a breather may disappear and then reappear for a
short time; (iii) the density of breathers decreases in time (coarsening process), because
breathers gradually disappear. This process occurs when a breather goes below the
threshold .
The rst quantitative analysis of the coarsening process is done by comparing direct
simulations with Eqs. (5.10) and (5.12), see Fig. 5.3. The constraints derived from the
conservation of total energy and amplitude are found to be in good agreement with
numerics even in the region of small . Fig. 5.3 clearly shows that the coarsening
process (i.e. the growth of ) is directly related to an increase of the average amplitude
of the breathers, while the amplitude of the background remains nite. The same
behavior occurs also for the variances 2b and 
2
g .
The next important quantitative aspect of dynamics concerns the coarsening law,
i.e. the time dependence of the distance between breathers, (t), see Fig. 5.4. After
an initial transient,  is found to grow in time as (t)  tn with a coarsening exponent
 = 1=3 that is independent of the system size (in fact the whole curve is independent
of N , if N is large). Moreover, such asymptotic behavior is largely independent of
the details adopted to select a point in the available phase space. We have indeed
considered two variations of the standard MMC algorithm (S). The rst variant (C1)
consists in selecting randomly a point either on the full circle or in the union of the three
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Figure 5.3: Kinematics of the simplied DNLS model. Black dots refer to direct
simulations of a chain of N = 6400 lattice sites, h = 7:23 and  = 8:45 (initial condition
of type ICa with parameters f = 0:05 and a = 0:86). The solid red line is obtained
according to Eq. (5.12). Upper inset: comparison of Eq. (5.10) (solid green line)
with simulations (black dots). Bottom-right points deviate from the expected trend
as a consequence of a contribution of terms O( 1) in the early stages of coarsening.
Lower inset: temporal evolution of the variances 2g ; 
2
b . Asymptotically 
2
g (black solid
line) converges to a nite value corresponding to the condition of innite temperature
background, while 2b (black dashed line) increases as a consequence of the coarsening
process.
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disconnected arcs. The second variant (C2) consists in partitioning the circle solutions
in three symmetric arcs and selecting a point of the same arc as the initial conguration
(also when the full circle would be available). Altogether, the three algorithms (S, C1,
C2) can be classied according to their symmetry with respect to cyclic permutations of
the triplet (partial, full, absent, respectively). It is quite remarkable to notice that the
scaling behavior remains unchanged even when the breathers are allowed to diuse in
real space (setup C1). This is because the coarsening does not proceed via coalescence
(or annihilation) of the breathers: such a process is inconsistent with the simultaneous
conservation of energy and mass.
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Figure 5.4: Left panel: Average distance  versus time t for three dierent system sizes
N = 400; 1600; 6400. Right panel: Comparison of three dierent microscopic dynamics
for a chain of N = 6400 lattice sites. Simulation parameters are the same of Fig. 5.3.
Dynamics, however, allows the exchange of matter between neighboring (and next
neighboring) sites. In particular, breathers exchange matter with the underlying \sea",
which acts as a mediator, so that breathers can eectively transfer matter between
them. As a consequence of that, the breather amplitude uctuates in time and it may
go below threshold, and eventually be absorbed by the background. The key point
of this evolution is the presence of a fast convergence towards local equilibrium, where
the background temperature becomes innite as shown in the next section. If two or
more breathers are present, they interact via the background (Section 5.5) which allows
them to exchange matter and acquire a nite life time which is the ultimate reason for
the coarsening process, that will be studied in detail in Section 5.6.
Now let us analyze more precisely the exchange of matter between a (large) breather
and the surrounding background. This study will allow to understand that the \quan-
tum" of transferred matter decreases with increasing breather amplitude. In order
to understand the dynamics in the presence of a large breather, let us consider a
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triplet of consecutive sites and denote with a, ya and za, the corresponding ampli-
tudes in decreasing order from the largest to the smallest one, so that 1 > y > z. If 2
1 + y2 + z2 > 2(y + z + yz) the possible solution belongs to 3 distinct arcs. This is
indeed the case when a breather is contained in the triplet since ya and za are both
much smaller than a, i.e. y; z  1. Under this assumption (y; z  1), it can be easily
shown that the rotation angle  belongs to the interval [ p3y;+p3z] and the new
amplitude values are
a0 =

1 +
p
3
(z   y)  
2
3

a
y0 = y +
p
3
(1  z) + 
2
6
(5.13)
z0 = z   p
3
(1  y) + 
2
6
The largest variations are the opposite contributions =p3 which aect y and z,
respectively. As a result, the process corresponds, to leading order, to a transfer
of matter between two low-amplitude sites. This means that the breather is, in a
rst approximation, transparent to a propagation of matter. In order to quantify the
interaction of the breather with the background, we have to consider the second order
terms. Although the mass exchange is negligible (of order 1=a), the energy exchange
is nite, no matter how big is a.
Therefore, we can conclude that it is neither the position nor the mass of the
breather which performs a random motion, but rather its energy. This is preliminarily
conrmed by introducing a representation where the total energy Hn from site 1 to
site n,
Hn =
nX
j=1
a2j ; (5.14)
is plotted for all n  N versus time. The wide white regions visible in Fig. 5.5 record
the presence of breathers, while the dark areas correspond to sequences of background
sites. The dark areas coalesce, until the entire \space" is split into a single black region
(the homogeneous background) and a single white region (one breather). The random
uctuations of the white areas signal the exchange of energy between neighboring
breathers.
5.4 Fast relaxation
In this section we discuss the relaxation to equilibrium of a single breather sitting on top
of a generic background. We analyze the process starting from an initial condition that
is as far as possible from the asymptotic state, i.e. from the highest possible breather
2This expression generalizes the condition y; z < 14 for y = z, mentioned below Eqs. (5.3).
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Figure 5.5: Energy diusion for a chain of 1000 sites and h = 6:75. The initial condition
is of type ICb with exponential rates 1:725 and 0:138. Black dots represent the values
of Hn (dened in Eq. (5.14)) for all n from 1 to N = 1000.
amplitude b, compatible with the given energy and mass densities. This condition
(IC1 for later reference) is achieved by selecting a constant background (i.e. zero-
temperature) with amplitude g such that b2+(N 1)g2 = hN and with (N 1)g+b = N .
In the large N limit, g = 1 and b =
p
(h  1)N .
As soon as the system is let free to evolve, an energy-transfer H(t) = hb2(0) b2(t)i
and a mass-transfer A(t) = hb(0)   b(t)i set in, which contribute to decrease the
breather amplitude. Since b is and remains on the order of
p
N , the energy H(t) is
an extensive quantity (and one should more properly look at the intensive observable
h(t) = H(t)=N), while A(t) is subextensive, so that the density of mass in the
background is substantially unchanged. In practice, the transferred energy contributes
to increase background uctuations. Accordingly, one can equivalently monitor either
h(t) or the uctuations 2g . In Fig. 5.6 we plot the evolution of h(t) for various
system sizes and xed h. A nice data collapse is observed after introducing the scaling
function
H = NG(t=N2); (5.15)
where G(x)  px for x  1 and G(x)  1 for x  1. In practice, up until times on
the order of N2, the energy transfer follows a diusive law H =
p
t with a diusion
coecient that is independent of N . It is reasonable to conjecture that the energy
absorption by the background is limited by the diusion over the background itself
(this question will be discussed again in a later section to justify the overall scaling
behavior of the coarsening process). The diusion stops when the background reaches
the maximally entropic state, i.e. innite temperature.
It is convenient to approach the problem also in a dierent way by determining
the rst passage times for the rescaled breather energy " = b2=N . In practice, we
x a series of equispaced thresholds "j (" = "j+1   "j) and determine the rst time
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Figure 5.6: Scaling properties of the energy loss h(t) of a single breather relaxing on
initially at background for dierent system sizes N . The purple dashed line indicates
a slope 1/2. Simulations are performed selecting initial conditions of type IC1 with
b = 2
p
N (that corresponds to a total energy density h = 5).
tj the energy crosses the jth threshold. Such times are then averaged over dierent
realizations (see the angular brackets) to determine the eective force that drives the
energy transfer process,
Fj =
"
htj+1   tji : (5.16)
The results are plotted in Fig. 5.7 (upper panel), where the origin of the x axis is now
chosen at the equilibrium value and the force is scaled by a factor N2, consistently with
Eq. (5.15). As a further check of consistency with the previous observation, notice that
the force eld behaves, for " approaching the state of maximal energy "0 (equal to 1
for the simulations reported in Figs. 5.7), as
F (")N2  1
"0   " (5.17)
which both tells us that in "0 there exists a barrier that cannot be overcome, and is
consistent with the evolution of the breather energy. In fact, in the continuum limit a
solution of the deterministic dynamical equation _" = F (") is
("0   ") 
p
t
N
(5.18)
(see the dashed line in Fig. 5.6). Therefore, we see that the pseudo-diusive law can
be interpreted as the result of a divergence of the eective force.
We conclude this analysis by commenting about the amplitude of the stochastic
uctuations that are plotted in the lower panel of Fig. 5.7. The diusive force  is
measured as the standard deviation of the rst passage times. We see that  vanishes
for " = "0 where uctuations can, indeed, only decrease the breather amplitude and
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Figure 5.7: Upper panel: Eective force F (") calculated via rst passage times for
three dierent sizes N . The zero of the horizontal axis corresponds to the equilibrium
energy. The same quantity F (") is shown in the inset in terms of ("0 "), where "0 = 1
is the initial energy. The dashed line refers to a power law 1=("   "0). Lower panel:
Standard deviation of the rst passage times . F and  have been calculated on a
sample of 100 independent initial conditions with the same parameters of Fig. 5.6 and
" = 0:05.
progressively increases until the xed point is reached and we also see that their am-
plitude scales as N2. Altogether, this \fast" relaxation process lasts a time of order
N2.
Notice that one could have equivalently described the scenario by monitoring the
average uctuations 2g of the background. In such a case, we would have observed that
the variance of the background amplitude increases as in a diusion process, converging
to a nal state in which the interface is made of random and independent heights.
5.5 Slow relaxation and coarsening
In the previous section we have studied how a single breather relaxes towards the
equilibrium state, where it has the optimal amplitude. In the presence of two (or more)
breathers, the relaxation proceeds into two steps, see Fig. 5.8. First, the background
converges towards the innite-temperature state on a time scale that is analogous to
that one studied in the previous section with reference to a single breather. Then, a slow
random exchange of energy between the breathers starts, mediated by the background.
The energy of each breather performs a random walk with the constraint that the total
breather energy is approximately constant. The process proceeds until the energy of
a breather becomes so low that it is adsorbed by the background, and its energy has
been transferred to the other breather(s). In this section we provide a characterization
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of such a slow dynamics by studying a simple setup that involves only two breathers.
Finally, a straightforward generalization allows to explain the coarsening exponent
 = 1=3.
In order to cut away the transient dynamics corresponding to the relaxation of the
background, the initial condition (IC2 for later reference) is now xed by: (i) generat-
ing an innite-temperature background, where the amplitudes an are i.i.d. variables,
distributed according to the Poisson distribution P (an) / exp( an=g) [80]; (ii) adding
two equidistant breathers with amplitude b1; b2  g in a lattice of size N with pe-
riodic boundary conditions. If N  1, the total mass is almost entirely contained
in the background. Accordingly, mass conservation implies that the energy contained
in the background is nearly conserved (provided that the background is at innite
temperature) and the energy contained in the two breathers conserved as well.
0 5×106 1.0×107 1.5×107
t
0
500
1000
1500
2000
b1
2
, b2
2
0 2×105 4×105 6×105
t500
1000
1500
b1
2
, b2
2
Figure 5.8: Example of two breathers (with energies b21(t) and b
2
2(t)) relaxing in a
chain with N = 1280. The initial condition is characterized by a at background and
two equidistant breathers with amplitude b1(0) = b2(0) = 40. The rst part of the
evolution (see the inset) corresponds to a an energy transfer from both the breathers
to the background. Once the background has reached the innite temperature point
(for t & 5  105), the breathers start to exchange energy among themselves until one
of them is completely blown out.
The rst important property to point out is that the process of energy exchange
between the two breathers is independent of their amplitude. More precisely, in Fig. 5.9
we report the probability distribution P2(H) of the energy transfer between two
breathers after a time t = 219, with H = [b21(0)  b21(t)]. The distribution is very well
tted by a Gaussian function with zero average and appears unaected by the choice
of the initial conguration [b1(0); b2(0)]. We can therefore conclude that such a process
is determined only by the properties of the stationary background in between the two
breathers. From Fig. 5.9 it is also clear that the only relevant information concerns
the time evolution of the variance 22(t) of the distribution. According to stationarity,
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we can compute 22(t) in terms of time averages, instead of averages over independent
initial conditions. In formulae,
22(t) 
D
b21(0)  b21(t)
2E
= [b21(t+ t0)  b21(t0)]2 ; (5.19)
where the overbar denotes the average over time t0 and h   i denotes average over dif-
ferent initial conditions. Finally notice that stationarity holds as long as both breathers
are present on the chain. In the following of this section we will always explore this
regime.
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Figure 5.9: Probability distribution of the energy transfer H of the rst breather
after a time t = 219 in a two-breather setup with initial conditions of type IC2.
Three dierent congurations of initial breather amplitudes have been considered:
[b1(0) = b2(0) = b] (red triangles), [b1(0) = b2(0) = b
p
2] (blue diamonds) and
[b1(0) = b
p
2; b2(0) = b] (green circles), with b = 100. The black solid line refers
to a Gaussian t. Each data set is obtained from a sample of 10000 independent
realizations of the MMC dynamics on a chain with N = 640.
In order to perform a quantitative analysis of 22(t), we have averaged the energy
uctuations of a sample of S independent trajectories3 for dierent lattice sizes N .
Upon increasing N , we keep xed the parameters b1, b2 and g characterizing the initial
condition IC2, so that the only change involves the distance between the two breathers.
The results reported in Fig. 5.10 show a growth in time of the energy uctuations.
In particular, for large enough times, 22(t) has a linear prole, thus indicating the
existence of a diusive law. The associated diusion constant is however inversely
proportional to the system size N (and therefore also to the spatial separation of the
breathers, equal to N=2). As a consequence, the larger the chain is, the slower the
energy diusion process is. A data collapse is nally obtained by rescaling energy and
time respectively by N and N2.
3The average over independent trajectories is a practical numeric tool for improving the statistics
for large times t.
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Figure 5.10: Upper panel: Time evolution of the energy uctuations 22 of two breathers
sitting on an innite temperature background. Lines from top to bottom refer to lattice
sizes N = 640, 1280, 2560, respectively. Data are obtained from a set of S = 10 samples
evolved for 3:4  107 time units, starting from an initial condition of type IC2 with
two breathers of amplitude b = 100. Running averages are performed monitoring time
dierences from dt = 103 to dt = 5  106 time units. Lower panel: Data collapse on
the universal function f2(x) after the rescaling t! t=N2 = x and 22 ! 22=N .
A more general description of the overall scenario can be obtained by comparing the
results of Fig. 5.10 with the same kind of simulations performed with only one breather
in the chain, i.e. in a equilibrium regime. Energy uctuations, denoted with 21(t), are
now expected to be nite for large enough times, with the characteristic scaling O(N)
with the system size. Fig. 5.11 points out the equivalence of the dynamic behavior in
presence of one and two breathers for small times. In this regime, in fact, a breather
cannot know about the existence of some other breather in the chain and behaves as
if it were at equilibrium (local equilibrium). Only after a characteristic time tc  N2
a \bifurcation" occurs, separating the linear growth of uctuations in presence of two
breathers from the saturation required by (global) equilibrium in presence of only one
breather.
The results plotted in Fig.s 5.10 and 5.11 can be summarized by the following
scaling relations for the variances 21; 
2
2 of the energy of a single breather when the
system is made up of one and two breathers, respectively:
2i = Nfi

t
N2

(5.20)
where f1(x)  f2(x) 
p
x for x  1, while at large x  1, f1(x)  1 and f2(x)  x.
In particular, 22  t=N at large times, which gives a rst explanation of the coarsening
exponent  = 1=3. In fact, during the coarsening process the energy of the breather
scales as N , where N is now the distance between breathers. Therefore, the time to
81
0 1 2 3
t N-2
0
10
20
30
40
50
σi
2
 N -1
10-2 10-1 100
t N -2100
101
σi
2
 N -1
one breather
tw
o b
rea
the
rs
Figure 5.11: Comparison of the universal functions f1(x) and f2(x) in presence of one
breather (dashed lines) and two breathers (solid lines), respectively. The functions
fi(x) are extracted by means of the rescaling t ! t=N2 = x and 2i ! 2i =N for
three dierent sizes N = 640; 1280; 2560. Simulations are performed using the same
parameters specied for Fig. 5.10. The inset shows the behavior of fi(x) for small x.
The square-solid line is a power law with exponent 1=2.
allow a breather to disappear corresponds to 22  N2, i.e. t=N  N2, and nally
N  t1=3.
5.6 Comparison with a Partial Exclusion Process
In the previous sections we have provided a characterization of the simplied DNLS
stochastic model in the presence of localized excitations. The very existence of such
localized states has been related to the simultaneous conservation of energy and mass.
If, for example, we suppressed one conservation law, we would recover a standard dif-
fusion process, always relaxing to an homogeneous state, with no room for breathers.
On the other hand, the stochastic process generated by the MMC rule turns out to be
nontrivial even at a microscopic level, since the available phase space depends nonlin-
early on the local amplitudes. From a macroscopic point of view, this property leads
to a nonlinear Fokker-Planck equation. The question is therefore if it is possible to
further simplify the DNLS model, keeping all the essential features of its dynamics.
This possibility might allow to obtain a more rigorous explanation of the coarsening
exponent  = 1=3.
In this section we show that a simple partial exclusive process (PEP) can reproduce
the coarsening observed in the DNLS context. The continuous variable an is replaced by
a discrete, integer amplitude un which represents the number of particles on site n. The
evolution rule is purely stochastic: once an ordered pair of neighbouring sites (n;m)
(m = n1) has been randomly selected, the transformation (un; um)! (un 1; um+1)
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is made if and only if un > 0 and um 6= 1. In practice, one can divide the lattice into
two parts: (i) breather-sites (un > 1) which can freely exchange particles with the
surrounding environment; (ii) background (un = 0; 1) which behaves as in a standard
exclusion process. As soon as any given height un decreases down to 1, the breather
is irreversibly absorbed by the background. Therefore, we can expect this model to
exhibit a coarsening dynamics, which will be compared to the dynamics of the simplied
DNLS model.
In the previous sections it proved useful to study the relaxation of two-breather
states towards a nal conguration characterized by a single breather. We are now
going to do the same for the PEP model: see Fig. 5.12, where a conguration with two
breathers is sketched.
Nn = 1
Figure 5.12: The simplied model: two columns of bricks (grey squares) interact ex-
changing particles through a channel modeled by a simple exclusion process (PEP)
with periodic boundary conditions. Each site of the channel can sustain no more than
one particle at a time. Particles evolve according to a standard diusion algorithm
endowed with the exclusion rule.
We start by investigating the transport properties of the background eld in both
models with the help of the power spectrum of the long-wavelength Fourier modes.
In order to study qualitatively similar dynamic regimes, we have chosen two initial
conditions with the same density of particles, in a condition of maximum entropy, i.e.
innite temperature. In the MMC model, this requirement amounts to a Poissonian
initial distribution of the amplitudes [80] with average g, while for the PEP model the
same regime corresponds to an average occupation number ~ = 0:5. Accordingly, we
have chosen g = ~ = 0:5. The results are plotted in Fig. 5.13: as expected the power
spectrum of the PEP model is well tted by a Lorentzian distribution, a clear evidence
of diusion. A diusive behavior in the MMC model is not so straightforward, as its
microscopic rule is much more complicated than a standard diusion algorithm, but
this is what we nd also in this case. Moreover, the power spectra of the two models
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nicely overlap in a wide region of the Fourier space and prove the validity of the PEP
model as an eective reduction of the MMC algorithm. On the other hand, the slight
gap in the low frequency region suggests a dierent behavior of the (static) diusion
constants associated to the two dynamics.
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Figure 5.13: Power spectra P (!)2 versus ! 2 of the MMC dynamics (black solid
line) and the PEP model (red solid line) for low- Fourier modes, with  = 2m=N
and m = f1; 2; 4; 8g. Data refer to MMC (PEP) chains with N = 256 lattice sites in
an innite temperature state with average occupation number g = 0:5 (~ = 0:5). The
black dashed line is a power law with exponent  2.
Having ascertained that perturbations propagate across the background diusively
in both models, we analyze the dynamics in the presence of breathers. In the PEP
model, we proceed by determining the mean lifetime  of a couple of columns separated
by two channels of length N=2 (N being the total size of the system). The quantity
 is dened as the average time that is necessary for one of the two columns to be
destroyed (i.e. to reach a unitary height), supposing that the columns have initial
heights u0 = kN , where k is a positive constant. Fig. 5.14 clearly shows that  scales
with the system size as a power law,   N3. This scaling law is the same as for the
original MMC model and it is responsible for the characteristic coarsening process of
the breathers with an exponent  = 1=3.
Let us now evaluate the coarsening time for the PEP model and compare it with
numerical results shown in Fig. 5.14. If u0 = kN is the initial breather height, the
typical time  for the disappearance of one breather is given by the relation u20 = =t,
where t is the typical time for exchanging one particle between the two breathers.
If the system were composed by the two neighboring breathers only, t = 1, but
in our case, once the \emitting" breather has been chosen, the exchange becomes
eective only if the move (breather)!(neighbouring site) is allowed and if the diused
particle reaches the other breather before being re-absorbed by the emitting breather.
The move (breather)!(neighbouring site) occurs with probability 1=2. which is the
average occupancy of background sites. The diusion to the other breather occurs
with probability 2=N [124], where N=2 is the distance between breathers. Therefore
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t = N and
(kN)2 =

N
(5.21)
so that
 = k2N3 (5.22)
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Figure 5.14: Average lifetime  of a couple of columns exchanging particles through
a PEP channel with length N=2. The columns have equal initial height u0 linearly
increasing with the system size N as u0 = kN . Simulations have been performed
choosing k = 1 (open squares) and k = 1=4 (open circles). The initial conguration
of the channel corresponds to an innite temperature state with average occupation
number ~ = 1=2. Solid lines are dened by the equation  = k2N3 with k = 1 for the
upper blue line and k = 1=4 for the lower red one.
5.7 Discussion
In this chapter we have thoroughly studied a microcanonical Monte Carlo model which
approximately reproduces the evolution of a DNLS equation for large mass densities
(a 1). In the so-called negative temperature region (which corresponds to an energy
density h > 2a2), we observe the spontaneous formation of breathers (see Figs. 5.2
and 5.5).
Our studies reveal that, in agreement with the entropic arguments put forward in
Ref. [79] (see also Section 4.1), the system converges towards a stationary state com-
posed of a single breather in equilibrium with an innite temperature background. The
evolution is characterized by two time scales. Over \fast" times (on the order N2), the
background equilibrates at innite temperature, while a population of breathers forms
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to store the \excess" energy that cannot be contained in the background. This phe-
nomenon can be attributed to the existence of two positive-dened conserved quantities
(energy and mass) which scale with a dierent power of the local variable (quadratic
and linear, respectively): as a result, breathers can contain extensive amounts of en-
ergy, while marginally contributing to the mass which is, instead, essentially stored in
the background. This regime has been investigated in the simplest possible setup: a
single breather sitting on a at background. The data in Figs. 5.6 and 5.7 clearly show
the presence of a time scale N2.
On a longer time scale N3, the evolution is characterized by a coarsening process,
characterized by an exchange of energy among the breathers, until they progressively
disappear, leaving just one alive. Coarsening occurs on a purely stochastic basis, be-
cause a breather may lose some of its energy, which diuses along the background
possibly reaching a neighboring breather. Accordingly, the breather height uctuates
and, when a breather goes below threshold, it is \adsorbed" by the innite tempera-
ture background and it cannot appear again. The coarsening exponent  = 1=3 (see
Fig. 5.4) is a consequence of three facts. First, conservation of mass and energy implies
that the breather energy (not breather height, i.e. mass) performs a random walk.
Second, conservation of mass and energy implies that the energy of a breather scales
as the distance  between breathers. Third and nally, the elementary time scale
for exchanging mass between breathers is set by the inverse of the probability that a
\quantum" of mass released by a breather is able to attain the neighboring breather
instead that going back. This probability scales as 1=.
In order to give a more rm basis to the derivation of  = 1=3, the furtherly sim-
plied PEP model has been introduced and analyzed. Such a model shows remarkable
similarities with the original DNLS dynamics: (i) the condensation onto a single site
appears above a critical value (dened by the mass density ~ = 0:5 in the PEP model
and by the energy density h = 2 in the simplied DNLS); the same scaling exponent
is found in the two models. It is, however, necessary to recall a crucial dierence:
the presence of two rather than just a single conservation law in the simplied DNLS
model. The very same dierence exists with other models where a similar scenario can
be found: the Kinetic Ising Model with conserved magnetization [125] and a class of
zero-range processes [126].
Finally, going back to the original DNLS model, it is worth recalling two major
simplications introduced in this paper: (i) the interaction energy between neighbour-
ing sites has been neglected (the MMC model indeed corresponds to the high mass-
density limit of the DNLS equation); (ii) dynamical eects are disregarded (the model
is purely stochastic). The rst limitation could be removed by reintroducing the in-
teraction term in the original Hamiltonian. As a result, one would be, however, forced
to account also for the phase dynamics (absent in the MMC model) with the related
diculty (impossibility) of deriving explicit microcanonical transformations. This is,
nevertheless, a route that would be worth to explore, especially to check the robustness
of the coarsening process herein investigated.
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As for possible dynamical eects, one cannot exclude that the dynamical arrest of
the coarsening observed in Chapter 4 is partly due to the weak coupling of the rapidly
rotating breathers with the background which makes energy and mass exchanges even
slower than in our stochastic process.
The results concerning the evidence of coarsening in the MMC model and its signif-
icance for the DNLS dynamics have been published in Ref. [119]. The detailed analysis
contained in this chapter has been published in Ref. [127].
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Conclusions and perspectives
In this dissertation we analyzed the out-of-equilibrium properties of the Discrete Non-
linear Schrodinger (DNLS) equation, focusing on two dierent aspects of this general
subject. The rst topic concerns the irreversible thermodynamics of a DNLS chain
that steadily exchanges energy and mass with external reservoirs at nite temperature.
The second one is related to the macroscopic characterization of the slow relaxation
dynamics in the presence of discrete breathers weakly interacting with a thermal back-
ground.
The response of a macroscopic system to an external perturbation and its relaxation
from nonequilibrium to equilibrium states are two classical problems in nonequilibrium
statistical mechanics [27]. The motivations that led to investigate them in DNLS equa-
tions started from the increasing interest that has been addressed to these models for
their capability of describing several phenomena in dierent elds of nonlinear physics.
In this respect, while a vast literature has been devoted to strictly dynamical problems,
much less is known about nite-temperature properties. On the other hand, the con-
tinuous renement of experimental techniques has recently allowed observations of the
DNLS dynamics also for timescales that are much longer than the intrinsic scales of the
dynamics [113, 54]. Such asymptotic regimes naturally require a statistical-mechanical
treatment, corresponding to a coarse graining procedure from the microscopic dynamics
to the macroscopic level.
The strategy we have adopted for the characterization of an open nonequilibrium
DNLS amounts to connecting the boundaries of the system to suitable models of ex-
ternal reservoirs of energy and mass. This setup is particularly versatile and allows
to investigate both equilibrium properties (when the parameters of the external heat
baths are equal) and nonequilibrium ones (in the presence of thermodynamic forces).
In the latter case, the existence of two independent conserved quantities of the DNLS
dynamics naturally places the problem in the context of coupled transport processes.
However, the symmetries of the model and the nonseparability of its Hamiltonian
brought out several new issues concerning energy transport and thermalization in os-
cillator chains. In particular, we have specically dened and tested suitable models
of reservoir, both via phenomenological Monte-Carlo dynamics and by Langevin equa-
tions. The latter strategy is denitely the most promising one, as it allows also for a
rigorous analytical treatment of the thermostatted system by means of a Fokker-Planck
equation. In addition, standard thermodynamic observables like the temperature and
the chemical potential need a careful microcanonical derivation based on the results of
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Ref. [87].
Our results indicate that stationary thermal transport in the DNLS equation is
normal, i.e. the transport coecients are nite in the thermodynamic limit, accord-
ing to Fourier/Fick laws. This property is not straightforward in the context of heat
transport in low-dimensional systems [2], where the heat conductivity can diverge as a
power law of the system size, with an exponent that depends on the symmetries of the
model. Thermodiusive eects can be characterized in terms of a Seebeck coecient
that depends on the thermodynamic parameters. In particular, upon increasing the
nonlinearity of the system, such quantity changes sign. Consistently, also the thermal
and chemical gradients are found to change their relative signs when the transport of
mass is absent. In more general transport conditions, when both energy and mass
uxes are present, the Onsager coecients dene the linear relationships between ther-
modynamic forces and uxes. When the boundary temperature or chemical-potential
dierences are no longer small, nonmonotonic stationary temperature proles can be
observed, with peak temperatures three times larger than the ones imposed on the
boundaries. This phenomenon can be observed only in the presence of coupled trans-
port and basically corresponds to an out-of-equilibrium conversion of almost coherent
degrees of freedom into thermal uctuations, analogous to the Joule eect.
The above phenomenology is denitely independent on the dynamical model adopted
for the heat bath. However, Langevin heat baths oer a deeper insight into non-
equilibrium stationary states of the DNLS equation. In this respect, the limit of large
mass densities is particularly interesting, as it allows to map the DNLS setup onto that
of a chain of nonlinearly coupled rotors with external torques and thermal noise. Such
relationship with a translationally invariant model claries that the origin of normal
transport observed in the DNLS chain is more subtle than one could have imagined.
In fact, nonlinear chains with translationally invariant interaction typically exhibit di-
verging transport coecients [2]. Only in models with phase-like displacements, like
the rotor chain, transport is normal because of the occasional phase jumps across the
potential barrier that produce an eective phonon scattering and prevent anomalous
diusion [98]. Altogether, the Langevin approach provides a clear physical interpreta-
tion of the action of the external reservoirs as means to locally x the average angular
velocities and the kinetic uctuations of the oscillators. To our knowledge, such gen-
eral nonequilibrium framework involving the action of both thermal and mechanical
gradients has not received much attention in the literature of nonlinear dynamical sys-
tems (one of the few examples is contained in Ref. [104]). As a future study it will
be interesting to establish possible connections between our thermodynamic approach
and universal concepts such as chaos and synchronization [128, 129]. In this respect, it
may be also speculated that their competition in extended systems could give rise to
dierent nontrivial transport regimes, possibly separated by nonequilibrium dynamical
phase-transitions [130].
The second part of the dissertation was devoted to the characterization of the DNLS
model in the phase displaying nonlinear localized excitations (discrete breathers). The
reason why breathers play an important role in this phase is the existence of a second
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conservation law (the total mass) which favours energy concentration, while limiting
its entropic cost [60]. The motivations of this study were to clarify the nature of the
long-time macroscopic dynamics, bridging the gap between purely entropic arguments
[26] and the peculiar dynamic features of breather degrees of freedom [23]. In fact, on
the one hand, energy localization into larger and larger discrete breathers represents an
eective mechanism for the system to increase its total entropy [26]; on the other hand,
the intrinsic stability of high-energy discrete breathers makes such excitations almost
locally decoupled with the rest of the chain. Therefore the asymptotic convergence
to the expected maximum entropy (equilibrium) state is not obvious a priori. In
particular, it was observed that it would need transients lasting over astronomical
times [86].
The approach followed in this thesis consisted in studying the DNLS dynamics
from a statistical point of view and over long, but physically accessible timescales.
Our results indicate that the system relaxes to a metastable state characterized by a
negative temperature and a nite density of breathers. In particular, breathers are
prevented from becoming too large as a consequence of a dynamical screening of the
high amplitude region. Therefore, the evolution of the system is conned in a reduced
region of the available phase space. The existence of a thermodynamic behaviour in
such reduced component is nontrivial at all and it is reminiscent of spin-glass dynam-
ics [131]. In this respect a more quantitative analysis will be necessary in future studies
to shed some light into possible aging phenomena arising in the presence of breather
excitations. One of the most interesting aspects of the overall scenario is that the
related mechanism of ergodicity breaking would be induced by dynamical (and not
only entropic) barriers [132]. To our knowledge, such peculiar property is quite rare in
statistical mechanics [132]. Finally, we showed that quasi-stationary negative temper-
ature states can be accessed starting from generic initial conditions by means of simple
nonequilibrium transient processes, namely free expansions or boundary dissipations.
These results indicate also the possibility to observe the above phenomenology in exper-
iments involving the typical setups described by the DNLS equation, like Bose-Einstein
condensates in optical lattices [46] and optical waveguides arrays [40].
An interesting question that naturally arises from the above results is whether
a modication of the dynamic properties of the breather excitations is sucient to
produce a dierent scenario. In this respect, further insights in the nature of the DNLS
quasi-stationary states have been provided via Microcanonical Monte Carlo (MMC)
simulations in the so-called weak-coupling limit. This limit basically corresponds to
neglecting the phase dynamics of the system and to exploring the only role of entropy
contributions to the relaxation dynamics. In such conditions we found that relaxation
to equilibrium is indeed observable and it is achieved via a coarsening dynamics of
breathers. Specically, we found that the average density of breathers decreases in
time as a power-law with exponent 1=3. Although the purely stochastic character of
the MMC dynamics is quite distant from the DNLS dynamics, its study can help to
identify the primary constraints that are expected to exist in the convergence to the
asymptotic state. As an example, the MMC model allowed to single out a \fast"
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relaxation timescale, consisting in a direct exchange of energy between breathers and
background, from a \slow" one, resulting from an eective breather-breather interaction
mediated by the background. Moreover, the reduction of the MMC dynamics into a
suitable Partial Exclusion Process provided a clear explanation of the origin of the
subdiusive coarsening exponent.
Altogether, the study of stochastic nonequilibrium processes mimicking the full
DNLS dynamics revealed that a slow relaxation dynamics appears (in the form of
coarsening) even at the simplest level, as a consequence of the fundamental symmetries
of the problem. The presence of a coarsening dynamics in these simplied models is
not trivial at all, as they are rather dierent from the standard reference models of
coarsening [120]. Such peculiarity deserves by itself future deeper insights. In addition,
going back to the original DNLS equation, it will be interesting to clarify the reason
why the coarsening process appears to be much slower and possibly stop, giving rise to
the quasi-equilibrium states commented above. In this respect, a promising approach
amounts to consider a noisy DNLS equation, i.e. a standard DNLS dynamics in the
presence of external stochastic noise. In fact, it is known that in one spatial dimension
external noise can be a relevant parameter of the coarsening problem, as it can induce
coarsening even when the deterministic dynamics would block it [120]. This approach
could represent also a valid starting point to investigate the role of dimensionality in
the localization dynamics.
As a concluding remark, we point out that the results and methods described in
this thesis open also several possibilities for the study of more general nonequilib-
rium setups. A remarkable example consists in an open DNLS chain that is steadily
kept out-of-equilibrium between the two regions at positive and negative temperature.
Besides being an interesting trait d'union between the two themes analyzed in this
thesis, such a setup carries several new aspects on the behaviour of nonequilibrium
systems. Preliminary results [133] indicate that the presence of breathers is capable
to deeply modify the transport properties of the system. In fact, depending on the
weight of nonlinearity, one observes a transition from a normal conducting regime to
a quasi-insulating phase dominated by breathers. The possible critical nature of this
phenomenon is a challenging open question that will deserve future studies.
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Appendix A
The low-mass limit of the DNLS
equation
In this Appendix we review the main properties of the DNLS model in the limit of
vanishing nonlinearity, i.e. for low mass densities (cf. e.g. Ref. [26]). Although this
limit misses many interesting features of the original DNLS equation, it is however of
relevant practical importance, as it denes a simple integrable system sharing the same
symmetries of the nonlinear model.
The Hamiltonian Hl of the discrete linear Schrodinger (DLS) equation writes
Hl =
NX
n=1
 
znzn+1 + znz

n+1

; (A.1)
whith the same denition of total mass given in Eq. (1.5). The Hamiltonian Hl can
be diagonalized by means of a discrete Fourier transform
ak =
1p
N
NX
n=1
e 
2i
N
knzn k = 1; : : : ; N ; (A.2)
leading to
Hl =
NX
k=1
jakj2!k ; (A.3)
where !k = 2 cos(2k=N) is the energy spectrum of the system and jakj2 represents
the amplitude of the k-th mode, with the property
PN
k=1 jakj2 = A.
The partition function
Z =
Z NY
k=1
dak da

k e
 (H A) (A.4)
can be now calculated in terms of complex Gaussian integrals and rewrites
Z =
NY
k=1
2
(!k   ) : (A.5)
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As a result, we can explicitly write the free energy F , the mass density a = hAi=N and
the energy density hl = hHli=N as follows
F =   1

lnZ =
NX
k=1
ln

2
(!k   )

a =
NX
k=1
f(; !k; )
hl =
1

+ 
NX
k=1
f(; !k; ) ; (A.6)
where f(; !k; ) = [(!k   )] 1 is the average occupation number of the state k. By
then substituting the explicit form of the energy spectrum !k = 2 cos(2k=N), in the
N !1 limit we obtain
a =   1

p
2   4 (A.7)
hl =
1

+ a : (A.8)
The above equations are well dened for jj > 2 and allow to construct the complete
equilibrium phase diagram of the linear model, see Fig. A.1. The accessible states
are in between the ground state hl =  2a ( = +1) and the maximum energy state
hl = 2a ( =  1). The horizontal axis hl = 0 ( = 0) separates positive temperature
states from negative temperature ones.
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Figure A.1: Equilibrium phase diagram (a; hl) of the DLS equation. We show the
isothermal lines  = +1 (solid blue),  = 0 (dashed red) and  =  1 (solid black).
The region Rp, Rn and Rf are dened as in Section 1.4.
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Appendix B
Numerical methods
B.1 Evaluation of  and M in numerical simula-
tions
The explicit numerical evaluation of the microcanonical observables  andM dened
in Section 2.2.2 for a generic DNLS chain with N lattice sites is particularly awkward.
In particular, the main diculty concerns the evaluation of the term
~r 
 
~
k~kW
!
; (B.1)
that contains a nontrivial combination of partial second derivatives of the functions H
and A. In this respect, we have developed a \numerical" approach to this problem by
approximating the directional derivatives in Eq. (B.1) with nite dierence quotients.
In order to better clarify this point, we rewrite Eq. (2.4) in the form
@S
@C1
=
*
h
2NX
i=1
@gi
@xi
+
; (B.2)
where
h =
Wk~k
~rC1  ~
gi =
 
i
k~kW
!
: (B.3)
By denition, upon introducing an innitesimal perturbation i in the i-th direction
with respect to a reference state ~x0 2 R2N ,
@gi
@xi

~x0
= lim
k~ik!0
gi(~x0 + ~i)  gi(~x0)
k~ik ~i =
0BBBBB@
0
...

...
0
1CCCCCA i : (B.4)
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Finally, for a small, but nite perturbation, one can write
@gi
@xi

~x0
 gi(~x0 + ~i)  gi(~x0)k~ik k~ik  1 : (B.5)
For the numerical simulations performed in this thesis, we have chosen a precision
k~ik = 10 9. This simple trick allows one to compute the observables  andM with
excellent degree of precision and in terms of the only rst derivatives of H and A, that
are easily evaluable analytically.
B.2 The harmonic temperature TH
In this section we derive the explicit expression for the coecient J in Eq. (3.38), which
is necessary in order to obtain a quantitative comparison between the temperature of
the DNLS model and the one associated to the chain of harmonic oscillators (3.37). The
Jacobian factor J arises in Eq. (3.38) because we compute the harmonic temperature
Th on the dynamics of the DNLS model.
Let us call (W1 W2) the transformation that allows to switch from the original
DNLS variables (an; n) to the ones of the harmonic model, with W1 and W2 dened
as follows (cf. Eq.s (3.22) and (3.35) )
n =
aj
2a
(W1)
pn = 4an + 2n   n 1   n+1 (W2) ;
where in W1 we made use of the property n  1. The factor J is therefore dened by
JN = det(W2 W1) = det(W2)  det(W1) = det(W2)
(2a)N
:
In order to compute det(W2), we notice that W2 can be decomposed as
W2 = 4a1+r2d ;
where 1 is the identity matrix and r2d is the discrete Laplace operator, dened by
r2d n = 2n   n 1   n+1. If we now consider a problem with Dirichlet boundary
conditions, we can explicitly write the complete set of eigenvalues fw(k)2 g of W2 in the
form (cf. e.g. [134])
w
(k)
2 = 4a+ 4 sin
2

k
2(N + 1)

k = 1; : : : ; N :
Upon introducing the function f = ln [det(W2)] with the property
1
f = ln
Y
k
w
(k)
2 =
X
k
ln
h
w
(k)
2
i
;
1Notice that f is a well dened real-valued function because all the eigenvalues fw(k)2 g are strictly
positive.
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we can write
f =
2(N + 1)

Z =2
0
ln

4a+ 4 sin2(x)

dx ;
and nally get det(W2) = exp(f). In the limit N ! 1 the role of the boundary
conditions is negligible and the nal expression for J is
J(a) =
exp
n
2

R =2
0
ln

4a+ 4 sin2(x)

dx
o
2a
: (B.6)
Notice that in the limit a ! 1 J(a) approaches the asymptotic value J = 2. This is
the reason why we obtain the relation TXY = 2T for the large mass limit discussed in
Section 3.5.
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