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Abstract
We consider an intermediate category between the category of finite
quivers and a certain category of pseudocompact associative algebras
whose objects include all pointed finite dimensional algebras. We de-
fine the completed path algebra and the Gabriel quiver as functors. We
give an explicit quotient of the category of algebras on which these func-
tors form an adjoint pair. We show that these functors respect ideals,
obtaining in this way an equivalence between related categories.
1 Introduction
A remarkably simple and ingenious construction of Gabriel [8] showed that the
representation theory of finite dimensional associative algebras could be treated
combinatorially. This approach revolutionized the subject and remains one of
the main tools when working in the area. Without going into details (we do
so later), the idea of the construction is as follows: given a finite dimensional
pointed associative algebra A, one constructs a finite directed graph QA (the
Gabriel quiver of A). From QA, one obtains an associative algebra, called the
path algebra of QA, having A as a quotient. Gabriel observed that a great deal
of the representation theory of A can be treated in terms of the path algebra.
When we construct the (completed) path algebra B of a quiver Q, the ver-
tices of Q correspond to B/J(B) (where J(B) denotes the Jacobson radical of
B) and the arrows correspond to J(B)/J2(B), while the deeper radical layers
are “extended freely”, in the sense that they are as large as possible given the
constraints imposed by Q. As the path algebra is a free construction, it is natu-
ral to suppose that it should be a left adjoint. What is more, there is an obvious
candidate for the corresponding right adjoint: the Gabriel quiver construction.
We show in this article that this reasonably intuitive idea is correct, with
some care. For example, the arrows of the Gabriel quiver of a given algebra A
are given by a choice of basis for certain subspaces of J(A)/J2(A) – a choice
that kills any hope of the Gabriel quiver construction being functorial. We
avoid this problem by simply replacing the arrows of a quiver by vector spaces,
1
thus avoiding the choice of a basis. Other, more subtle choices involved in the
Gabriel quiver construction are treated by considering orbits under a certain
group action and by defining an explicit quotient of the category of algebras.
The adjunction we obtain thus explains in a very precise way what information
is transferred in the conversation between quivers and algebras.
Our main interest is in the study of finite dimensional associative algebras.
However, finite dimensional algebras and finite quivers do not quite match up,
since the path algebra of a quiver with loops or cycles is not finite dimensional.
For this reason, it is convenient to work with a larger class of algebras, namely
the class of those pseudocompact algebras A such that A/J2(A) is finite dimen-
sional.
The paper is organized as follows. In Section 2 we present general results
that we will require, many of which are well known. In Section 3 we introduce
the categories of interest to us. On the quiver side, we replace normal quivers
with the category VQuiv of what we call Vquivers, essentially replacing the set
of arrows between vertices with vector spaces. On the algebra side, we define
a certain quotient PAlg1 of our category of pointed algebras, which we believe
warrants further study. In Section 4 we introduce several functors between the
categories defined in Section 3 – the completed path algebra and a functorial
version of the Gabriel quiver construction. In Section 5 we prove our first
main theorem: that the completed path algebra functor is left adjoint to the
Gabriel quiver functor, both treated as functors betweenVQuiv and PAlg1. In
Section 6 we prove two related adjunctions. Firstly, thinking of the adjunction
of Section 5 as giving a hereditary approximation of a given algebra, we show
an easier adjunction that could be thought of as a semisimple approximation to
an algebra. Secondly, we demonstrate that the Gabriel quiver functor also has a
right adjoint, defining it explicitly. Finally, in Section 7 we show how ideals can
be brought into the picture, obtaining in this way an equivalence of categories.
We mention two motivations for this work. Firstly, the adjunction of Section
5 provides a new tool in the study of finite dimensional associative algebras –
one may now attack a given problem using formal properties of adjoint functors.
The second motivation is generalization. Pseudocompact algebras appear as
completed group algebras of profinite groups, and hence are studied in Galois
theory, algebraic number theory, algebraic geometry and profinite group theory.
Functorial definitions of foundational objects of the theory of finite dimensional
associative algebras will allow both definitions and theorems to extend naturally
to this wider class of algebras. In the future, we will use the results of this
article to further develop a combinatorial approach to the representation theory
of arbitrary pseudocompact algebras.
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2 Preliminaries
We collect here well-known results and constructions in associative algebras
that we will require later. Throughout this article, k will denote a perfect field
treated as a discrete topological ring.
Definition 2.1 ([3]). A pseudocompact algebra is an associative, unital, Haus-
dorff topological k-algebra A possessing a basis of 0 consisting of open ideals I
having cofinite dimension in A that intersect in 0 and such that A ∼= lim←− IA/I.
Let A,B be pseudocompact algebras. A pseudocompact A-(B-bi)module
is a topological A-(B-bi)module U possessing a basis of 0 consisting of open
sub(bi)modules V of finite codimension that intersect in 0 and such that U ∼=
lim←− V U/V .
The category of pseudocompact modules for a pseudocompact algebra has
exact inverse limits [3, §1].
Lemma 2.2. Let A be a pseudocompact algebra and V, U pseudocompact A-
modules.
1. The module V is linearly compact, meaning that if ever we have a col-
lection of cosets of closed subspaces {Vi} of V with the finite intersection
property, then
⋂
Vi 6= ∅.
2. If ever ρ : V → U is a continuous homomorphism, then ρ(V ) is linearly
compact and hence closed in U .
3. The submodule abstractly generated by a finite subset of V is closed.
Proof. 1. A finite dimensional A-module is linearly compact [10, II.27.7] and
hence V is linearly compact by [14, Proposition 4].
2. This is [10, II.27.4, II.27.5].
3. By [3, Lemma 1.2] any finitely generated submodule of V is the homo-
morphic image of a continuous homomorphism ρ : An → V of the free
A-module An (some n ∈ N) and hence is closed by Part 2.
The Jacobson radical J(A) of a pseudocompact algebra A is the intersection
of the maximal open left ideals of A. We have that J(A) is equal to the intersec-
tion of the maximal open right ideals of A, and (see [3, §1]) to the intersection
of the maximal open two-sided ideals of A.
Lemma 2.3. Write A = lim
←− I
{A/I , αII′ : A/I
′ → A/I} as an inverse limit of
finite dimensional quotient algebras A/I. Then
J(A) = lim
←− I
J(A/I).
Proof. Since the quotients αII′ are surjective, it is immediate that αII′(J(A/I
′)) ⊆
J(A/I). Thus, the restriction of the inverse system of A/I to their Jacobson rad-
icals indeed yields an inverse system with inverse limit lim←−J(A/I) ⊆ A. Since
an element x ∈ J(A) maps into each J(A/I), it follows that J(A) ⊆ lim←−J(A/I).
On the other hand, given x 6∈ J(A), there is some open maximal left idealM not
containing x. Working within the cofinal subsystem of A/I with I ⊆M , we see
that x+I 6∈ J(A/I), and hence x 6∈ lim←−J(A/I), so that lim←−J(A/I) ⊆ J(A).
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Corollary 2.4. Let A,B be pseudocompact algebras and let α : A → B be a
continuous surjective algebra homomorphism. Then α(J(A)) = J(B).
Proof. That α(J(A)) ⊆ J(B) is immediate. To prove the other inclusion, we
begin by supposing that A,B are finite dimensional. Recall [1, Proposition 3.5]
that the radical RadB(U) of a finitely generated B-module U is given by J(B)U
(and similarly for A). We can treat B either as a B-module, or as an A-module
via α, and since α is surjective it follows that RadBB = RadAB. Thus
J(B) = J(B)B = RadBB = RadAB = J(A) · B = α(J(A))B ⊆ α(J(A)).
Now let A be general and B finite dimensional. Since B is discrete and α is
continuous, we can consider a cofinal subset of open ideals of A contained in the
kernel of α. By factorizing α through these quotients we obtain a map of inverse
systems {αI : A/I → B | I✁OA, I 6 Ker(α)}. Restricting and corestricting this
inverse system to the Jacobson radicals, we obtain a surjective map of inverse
systems αI : J(A/I) ։ J(B), whose inverse limit is α : J(A) → J(B) by
Lemma 2.3. It is onto by the exactness of lim←− .
Finally, allowing both A and B = lim
←−
{B/K, βKK′} to be general, the ob-
vious composition βKα : A → B → B/K is a surjective map onto the finite
dimensional algebra B/K and hence it restricts to a surjection J(A)։ J(B/K)
for each K. We obtain in this way a surjective map of inverse systems and the
result follows from the exactness of lim←− .
Define J0(A) to be A and J1(A) = J(A). For each n > 1, define Jn(A) to
be J(A)Jn−1(A). When A is understood, we will denote these ideals by Jn,
rather than Jn(A).
Lemma 2.5. Let A be a pseudocompact algebra with A/J2 finite dimensional.
1. The Jacobson radical J is finitely generated as an A-module.
2. If U is a finitely generated pseudocompact A-module, then JU is a closed
submodule of U .
3. Jn is a closed, finitely generated submodule of A for each n ∈ N.
Proof. 1. The module J/J2 is finite dimensional, hence finitely generated.
Thus by [3, Corollary 1.5], J is finitely generated.
2. We have that JU is generated by elements of the form xu, where x runs
through a finite generating set for J (which exists by Part 1) and u runs
through a finite generating set of U . Hence JU is finitely generated, thus
closed in U by Lemma 2.2.
3. Both J0 = A and J1 = J are closed, finitely generated submodules of A.
Suppose that some Jm is finitely generated and closed. Then Jm+1 = JJm
is finitely generated, and hence closed by Lemma 2.2.
Working by induction and observing that we have surjective maps from
J/J2 × Jn/Jn+1 to Jn+1/Jn+2, one sees that A/Jn is finite dimensional, so
that each Jn is in fact open in A.
4
Lemma 2.6. Let A,B be pseudocompact algebras with A/J2(A) and B/J2(B)
finite dimensional and let α : A → B be a continuous surjective algebra homo-
morphism. Then α(Jn(A)) = Jn(B) for each n > 0.
Proof. This follows by induction using Lemma 2.5, with Corollary 2.4 as base
case.
Proposition 2.7. Let A be a pseudocompact algebra with A/J2 of finite dimen-
sion. Then A is complete with respect to the J-adic topology. That is,
A = lim←− n∈NA/J
n.
Proof. The quotients A ։ A/Jn yield a continuous surjection A → lim
←−
A/Jn
by exactness of lim←− . Since everybody is pseudocompact, the kernel is
⋂
Jn = 0,
by [12, Lemma 5.1(c)].
We state a generalization due to Curtis of the Wedderburn-Malcev Theorem
to the algebras that interest us:
Proposition 2.8. Let A be a pseudocompact algebra such that A/J2 is finite
dimensional. There is a closed semisimple subalgebra Σ of A having the property
that A = Σ ⊕ J(A) as a vector space. If s, t are two splittings of A → A/J as
an algebra, then there exists an element w ∈ J(A) such that
s(z) = 1+wt(z) := (1 + w)t(z)(1 + w)−1
for any z ∈ A/J .
Proof. In light of results above, this follows directly from [5, Theorem 1]. The
uniqueness conditions in [5] are equivalent to ours.
A splitting of A ։ A/J allows us to treat A/J as a subalgebra Σ of A
(which depends on the splitting). In this way, we can regard any A-(bi)module
as a (bi)module for the semisimple algebra Σ by restricting coefficients. In
particular, the pseudocompact module Jn is a Σ-bimodule for each n.
Lemma 2.9. Let A = Σ ⊕ J be a pseudocompact algebra such that A/J2 has
finite dimension, decomposed as in Proposition 2.8. The Σ-bimodule homomor-
phism J ։ J/J2 splits.
Proof. Recall that an A/J-bimodule is the same thing as a left A/J ⊗ (A/J)op-
module. But k is perfect, so by [9, Theorem 6.4] this algebra is semisimple. In
particular, the bimodule J/J2 is projective in the pseudocompact category and
the map J ։ J/J2 splits.
The following definition, which is fundamental to us, makes use of the com-
pleted tensor product, for which see [7, §7.5]. Because it causes no further
complications, we state the definitions in greater generality than we require,
but note that in this article we only take tensor products of finite dimensional
modules, and so the completed tensor product coincides with the normal tensor
product.
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Definition 2.10 (Completed tensor algebra). Let Σ be a pseudocompact algebra
and V a pseudocompact Σ-bimodule. The completed tensor algebra T [[Σ, V ]] is
defined to be
T [[Σ, V ]] =
∞∏
n=0
V ⊗̂n ,
where V ⊗̂0 = Σ, V ⊗̂1 = V and V ⊗̂n = V ⊗̂ΣV ⊗̂Σ . . . ⊗̂ΣV︸ ︷︷ ︸
n−times
for n > 1.
Multiplication is given in the obvious way: the product of the pure tensors
v1⊗̂ . . . ⊗̂vm ∈ V
⊗̂m and w1⊗̂ . . . ⊗̂wn ∈ V
⊗̂n is
v1⊗̂ . . . ⊗̂vm⊗̂w1⊗̂ . . . ⊗̂wn ∈ V
⊗̂m+n .
Observe that the completed tensor algebra is again a pseudocompact algebra
[7, §7.5]. The ideals T [[Σ, V ]]>s =
∏
n>s V
⊗̂n are clearly closed in T [[Σ, V ]].
Furthermore, T [[Σ, V ]] = lim
←− s∈N
T [[Σ, V ]]/T [[Σ, V ]]>s.
Examples 2.11. 1. Suppose that Σ, V are finite dimensional and that for
some n ∈ N we have V ⊗̂n = 0. Then T [[Σ, V ]] is finite dimensional and
coincides with the classical tensor algebra T (Σ, V ) (for which, see for in-
stance [1, §III.1]).
2. Let Σ = k and let V = k treated as a Σ-bimodule in the obvious way.
Then T (Σ, V ) is isomorphic to the polynomial ring in one variable. On
the other hand, the corresponding completed tensor algebra is isomorphic
to the ring T [[Σ, V ]] ∼= k[[x]] of formal power series in the variable x.
Lemma 2.12. Let Σ be a finite dimensional commutative semisimple k-algebra
and V a finite dimensional Σ-bimodule. Then
J (T [[Σ, V ]]) =
∞∏
n=1
V ⊗̂n .
Proof. Denote by M the ideal
∏∞
n=1 V
⊗̂n and by J the ideal J (T [[Σ, V ]]). If I
is a maximal left ideal of Σ then I +M is a maximal left ideal of T [[Σ, V ]] and
so, since Σ is semisimple, J ⊆M . On the other hand, given m ∈M , evaluation
at m yields by [2, Chapter 4, §4, Proposition 4] a ring homomorphism from the
power series ring Σ[[x]] to T [[Σ, V ]], because T [[Σ, V ]] is complete with respect
to M . It follows that 1 +m is invertible, so that m ∈ J .
The completed tensor algebra is given by the following universal property:
Lemma 2.13. Let Σ be a pseudocompact algebra, V a pseudocompact Σ-bimodule,
and A a pseudocompact algebra. Given a continuous algebra homomorphism
α0 : Σ→ A
and a continuous Σ-bimodule homomorphism
α1 : V → A
with A treated as a Σ-bimodule via α0, there exists a unique continuous algebra
homomorphism
α : T [[Σ, V ]]→ A
such that α|Σ = α0 and α|V = α1.
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Proof. Just as in the proof of the abstract version of this result [1, Lemma
III.1.2], we obtain from α1 continuous Σ-bimodule homomorphisms
αn : V
⊗̂n → A
in the obvious way for each n > 1. By summing these maps, we obtain contin-
uous Σ-bimodule homomorphisms α6m :
∏m
n=0 V
⊗̂n → A, which together yield
a map of inverse systems of Σ-bimodules, and hence a continuous Σ-bimodule
homomorphism
α : T [[Σ, V ]] = lim
←−m
m∏
n=0
V ⊗̂n → A.
We need only check that α is a homomorphism of algebras. Write A as the
inverse limit of finite dimensional quotients Ai. The induced map T [[Σ, V ]] →
Ai factors through some quotient T [[Σ, V ]]/T [[Σ, V ]]>m, on which it is easily
seen to be an algebra homomorphism. Thus α is an inverse limit of algebra
homomorphisms, and hence an algebra homomorphism.
3 Categories
Quivers and Vquivers
We define the categories that will interest us.
Definition 3.1 (eg. [1, §3.1]). A finite quiver Q is a directed graph (Q0, Q1)
consisisting of a finite set Q0 of vertices and a finite set Q1 of arrows. Given an
arrow a ∈ Q1, we denote by source(a) ∈ Q0 the source of a and by target(a) ∈
Q0 its target.
We can thus visualize an arrow in Q as follows:
source(a)
a // target(a)
Note that we permit directed cycles and loops. A quiver having neither loops
nor cycles is acyclic. A simple example of an acyclic quiver Q is
1
a
((
b
66 2
c // 3
Definition 3.2. A map of quivers ρ : (Q0, Q1)→ (R0, R1) from the finite quiver
Q = (Q0, Q1) to the finite quiver (R0, R1) is an injective map ρ0 : Q0 → R0
together with a map ρ1 : Q1 → R1 such that ρ(source(a)) = source(ρ(a)) and
ρ(target(a)) = target(ρ(a)) for every a ∈ Q1. The map ρ is said to be injective
if ρ1 is injective.
An injective map of quivers could be thought of as the inclusion of a smaller
quiver into a larger quiver.
Definition 3.3. The category Quiv has objects finite quivers and morphisms
maps of quivers. The subcategory of Quiv whose morphisms are injective quiver
maps will be denoted IQuiv.
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For our purposes it is important to consider not a finite set of arrows between
two vertices of a quiver, but instead a finite dimensional vector space. A similar
approach is taken in [6]. We call such objects Vquivers. Recall that we have
fixed a perfect field k.
Definition 3.4. A (pointed) finite Vquiver V Q = (V Q∗0, V Qe,f ) consists of
a finite set of vertices V Q∗0 = {∗} ∪ V Q0 and, for each pair e, f ∈ V Q
∗
0 a
finite dimensional k-vector space V Qe,f , subject to the condition that V Q∗,e =
V Qe,∗ = 0 for each vertex e.
We call the vertex ∗ the point. The role of the point is to simplify the
definition of maps of Vquivers. One obtains a Vquiver from a quiverQ by simply
adding the point and replacing the set Qe,f of arrows from the vertex e to the
vertex f by the vector space having basis Qe,f . The Vquiver corresponding to
the quiver above is
1
k2=〈a,b〉 // 2
k=〈c〉 // 3 ∗
with all unmarked vector spaces being 0. We hope that the reader will agree
that Vquivers are no more complicated than normal quivers. The condition of
acyclicity corresponds to the demand that for any sequence e1, . . . , en of vertices
(n > 1), at least one of the n vector spaces V Qe1,e2 , V Qe2,e3 , . . . , V Qen,e1 has
dimension 0. We call such a Vquiver acyclic.
The obvious map of Vquivers V Q → V R induced by the map of quivers
Q → R does not correspond well to what happens at the level of algebras (it
corresponds much better to what happens at the level of coalgebras – more on
this will be published at a later time).
Definition 3.5. A map of Vquivers ρ : (V R∗0, V Re,f ) → (V Q
∗
0, V Qe′,f ′) from
the finite Vquiver (V R∗0, V Re,f ) to the finite Vquiver (V Q
∗
0, V Qe′,f ′) consists of
• a pointed map ρ0 : V R
∗
0 → V Q
∗
0 (that is, such that ρ0(∗) = ∗) that restricts
to a bijection from the elements of V Q0 not mapping to ∗ onto V R0.
• a linear map ρe,f : V Re,f → V Qρ0(e),ρ0(f) for each pair of vertices e, f ∈
V R∗0.
We say that ρ is surjective if every ρe,f is surjective.
We note in passing that the map ρ0 may also be described as a surjective
map of vector spaces over “the field with one element”, for which see for instance
[13, Definition 2.1].
Examples 3.6. Let V R be the Vquiver
1
k2 // 2
k // 3 ∗
and let V Q be the Vquiver
4
k2 // 5 ∗
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The map on vertices 1 7→ 4, 2 7→ 5, 3 7→ ∗ can be extended to a surjective
map of Vquivers via any surjective linear map
V R1,2 = k
2 → k2 = V Q4,5.
The vertex map 1 7→ ∗, 2 7→ 4, 3 7→ 5 also yields maps of Vquivers, but they are
not surjective. Any other choice of vertex map h 7→ 4, i 7→ 5, j 7→ ∗ yields a
“zero map”of Vquivers.
Definition 3.7. The category VQuiv has objects finite Vquivers and mor-
phisms maps of Vquivers. The subcategory of VQuiv whose morphisms are
surjective Vquiver maps will be denoted SVQuiv.
Algebras
A pseudocompact algebra A is said to be basic if A/J(A) is isomorphic to a
product of k-division algebras. It is pointed if A/J(A) is isomorphic to a prod-
uct of copies of the field k. Morita’s theorem for finite dimensional algebras
has been extended to pseudocompact algebras (see [8] or [12, Proposition 5.6]).
Thus, for any pseudocompact algebra A, there is a basic pseudocompact algebra
B such that the categories of pseudocompact A-modules and of pseudocompact
B-modules are equivalent. That is to say, from the perspective of the represen-
tation theory of algebras, there is no loss in generality in supposing that A is
basic. Furthermore, if k is algebraically closed, then basic and pointed algebras
coincide. This justifies the common restriction in representation theory to the
study of pointed algebras, which we will adopt here.
Observe that there is an unfortunate coincidence of standard terminology:
the “pointed”of pointed sets (as in Definition 3.4) has nothing to do with the
“pointed”of pointed algebras. We do not anticipate any confusion.
The following two lemmas explain how we must define our category of alge-
bras. The inclusion of lower triangular 2 × 2 matrices into M2(k) shows that a
non-surjective algebra homomorphism A → B need not send J(A) into J(B).
But problems like this do not arise when B is pointed (indeed, the following
proof works when B is basic):
Lemma 3.8. Let A,B be pointed pseudocompact algebras whose radical quo-
tients are finite dimensional and let α : A → B be a unital algebra homomor-
phism. Then α(J(A)) ⊆ J(B).
Proof. Suppose first that A and B are finite dimensional. Writing B = Σ⊕J(B)
as in Proposition 2.8, Σ is a product of copies of k, and hence the only nilpotent
element of Σ is 0. It follows that an element of B is in J(B) if, and only if,
it is nilpotent. Given w ∈ J(A), α(w) is nilpotent, so in J(B). The proof for
pseudocompact algebras now mimics that of Corollary 2.4.
Recall that a primitive idempotent of an algebra A is an idempotent that
cannot be written as the sum of two non-zero orthogonal idempotents. A ho-
momorphism of algebras α is said to respect primitive idempotents if α(e) is a
primitive idempotent whenever e is a primitive idempotent.
Lemma 3.9. Let α : A → B be a unital homomorphism of algebras. Then
α respects primitive idempotents if, and only if, the induced homomorphism
A/J(A)→ B/J(B) is surjective.
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Proof. The induced map makes sense by Lemma 3.8. Let {e1, . . . , en} be a
complete set of primitive orthogonal idempotents for A and suppose that those
not mapped to 0 by α are e1, . . . , es. Then {α(e1), . . . , α(es)} is on one hand
a set of orthogonal idempotents of B summing to 1B and on the other hand a
basis of α(A/J(A)) in B/J(B). The result follows.
Definition 3.10. Denote by PAlg the category whose objects are those pointed
pseudocompact k-algebras A with the property that A/J2(A) has finite dimen-
sion. Morphisms in this category are continuous unital homomorphisms of al-
gebras such that the induced map between the radical quotients is surjective.
Denote by SPAlg the subcategory of PAlg having the same objects as PAlg
and morphisms all surjective unital algebra homomorphisms.
By way of examples, we mention that the category PAlg contains the non-
surjective inclusion of diagonal 2×2 matrices into lower triangular 2×2 matrices,
but it does not include the diagonal inclusion of k into k× k, because this map
does not respect primitive idempotents.
The categories of most interest to us in this discussion are quotients of PAlg.
Thus we define relations on the morphisms in PAlg:
Definition 3.11. Consider two objects A,B and two morphisms α, β : A→ B
in PAlg.
Say that α ∼0 β if (α − β)(A) ⊆ J(B).
Say that α ∼1 β if (α − β)(A) ⊆ J(B) and (α − β)(J(A)) ⊆ J
2(B).
We regard two morphisms α, β with α ∼i β (i = 0, 1) as being “close”, in
so far as their difference is “small”. The map α − β is not an algebra homo-
morphism, but this does not cause any difficulties. Observe that if ever α ∼1 β,
then α ∼0 β, and hence the relation ∼1 is more refined that ∼0. One could
define further relations ∼n recursively as follows: say that α ∼n β (n > 2) if
α ∼n−1 β and (α−β)(J
n(A)) ⊆ Jn+1(B). The following explains that by doing
so we would get nothing new:
Lemma 3.12. If α ∼1 β in PAlg, then α ∼n β for any n ∈ N.
Proof. For any j ∈ J(A) we have α(j) − β(j) ∈ J2(B). We check that α ∼2 β
(the rest follows by induction). So consider j1, j2 ∈ J(A) and j1j2 ∈ J
2(A). We
have
(α− β)(j1j2) = α(j1)α(j2)− β(j1)β(j2)
= α(j1)α(j2)− α(j1)β(j2) + α(j1)β(j2)− β(j1)β(j2)
= α(j1)(α(j2)− β(j2)) + (α(j1)− β(j1))β(j2)
which is an element of J(B)J2(B) + J2(B)J(B) = J3(B).
That said, one could indeed define finer relations on PAlg. For example,
one could say that α ∼ β when (α − β)(A) ⊆ Jn(B) for some fixed n (cf. [6,
Definition 2.5]). Clearly there are a vast array of relations of this sort to consider
and we suggest that cleverly chosen relations may warrant investigation.
In order that ∼i defines a quotient category, we must check that these rela-
tions are congruences in the sense of [11, §II.8].
10
Proposition 3.13. The relations ∼0,∼1 are congruence relations on PAlg and
SPAlg.
Proof. One checks this as in the proof of Lemma 3.12. The details are left to
the reader.
Definition 3.14. The category PAlg0 (respectively SPAlg0) is defined to be
the quotient category PAlg/ ∼0 (respectively SPAlg/ ∼0).
The category PAlg1 (respectively SPAlg1) is defined to be the quotient cat-
egory PAlg/ ∼1 (respectively SPAlg/ ∼1).
Given a morphism α of PAlg, we will sometimes denote the corresponding
morphism of PAlg0 by [α]0 and of PAlg1 by [α]1.
The following lemma will be useful in the sequel. It says that surjective
morphisms in PAlg1 and PAlg0 are epimorphisms.
Lemma 3.15. Let α : A → B be a surjective algebra homomorphism and
β, β′ : B → C algebra homomorphisms such that βα ∼1 β
′α. Then β ∼1 β
′.
Proof. Since βα ∼1 β
′α we have
(β − β′)(B) = (β − β′)α(A) = (βα − β′α)(A) ⊆ J(C),
(β − β′)(J(B)) = (β − β′)(α(J(A)) = (βα− β′α)(J(A)) ⊆ J2(C).
Working in the quotient category PAlg1 rather than PAlg, much of the
important information is preserved. We check, for instance, that the canonical
functor PAlg → PAlg1 reflects isomorphisms (that is, if a morphism α in PAlg
is such that [α]1 is an isomorphism, then α itself is an isomorphism).
Proposition 3.16. Given α : A → A ∈ PAlg, if α ∼1 idA, then α is an iso-
morphism. Hence the projection functor PAlg → PAlg1 reflects isomorphisms.
Proof. We check that α is injective. If α(x) = 0, then
(idA − α)(x) = x,
hence x ∈ J(A). Repeating, we see that x ∈ J2(A). Continuing in this way and
using Lemma 3.12 it follows that x ∈
⋂
n J
n(A) = 0. For each n ∈ N, note that
the induced map α : A/Jn → A/Jn is such that α ∼1 idA/Jn . But A/J
n is
finite dimensional and hence α is an isomorphism by the argument above. Now
by Proposition 2.7, α is an isomorphism. The second claim follows formally.
4 Functors
4.1 Functors from IQuiv
The functor V (−)
Given a finite quiver Q = (Q0, Q1), we define a Vquiver V Q in the obvious way:
the vertex set of V Q is Q0 ∪ {∗}. Given vertices e, f , the vector space V Qe,f
is the space with basis the arrows e → f in Q (the spaces V Qe,∗, V Q∗,e are of
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course 0). Given a map ι : Q→ R in IQuiv, which we consider as an inclusion
for simplicity, we define the map V (ι) : V R → V Q as follows: send the vertex
e ∈ V R0 to itself if it is contained in Q, or to ∗ otherwise. Given an arrow
a : e → f of R in V R, send a to itself if it is an arrow of V R, or to 0V Qe,f
otherwise. This defines a map on the basis of the arrow spaces, and hence a
(surjective) map of Vquivers. We obtain in this way the contravariant functor
V (−) : IQuiv→ SVQuiv.
The functor Completed path algebra
This is a classical construction. We observe that it is functorial. Our main
interest is in functors from VQuiv, and so we leave checks of technical details
to the reader.
Given the quiver Q = (Q0, Q1), let CPA(Q) (“completed path algebra of
Q”) be the pseudocompact k-vector space having basis the discrete set of all
finite paths in Q. The product of the paths am . . . a1 and bn . . . b1 is given by
the concatenation am . . . a1bn . . . b1 when target(bn) = source(a1) and 0 oth-
erwise. This defines the structure of a pseudocompact algebra on CPA(Q).
We have that CPA(Q)/J2(CPA(Q)) has dimension |Q0| + |Q1| < ∞ and
CPA(Q)/J(CPA(Q)) ∼=
∏
Q0
k, hence CPA(Q) is indeed an object of SPAlg.
Let ι : Q → R be a morphism in IQuiv. Define the map CPA(ι) :
CPA(R) → CPA(Q) on the path basis by sending a path of CPA(R) to
itself when it is completely contained in Q, and to 0 otherwise. This yields
a surjective map of algebras. In this way we obtain a contravariant functor
CPA(−) : IQuiv→ SPAlg.
Observe that when the quivers are acyclic, the algebra CPA(Q) = kQ is just
the usual path algebra. But even with acyclic quivers, the obvious inclusion map
kQ → kR induced by ι : Q → R is not in general an algebra homomorphism,
because it does not send 1kQ to 1kR if ι is not surjective on vertices. The
inclusion kQ → kR is instead a morphism of coalgebras. We suggest that this
helps to explain why the theory of path coalgebras for infinite quivers (see for
instance [12]) has made more progress than the theory of path algebras for
infinite quivers. To work with algebras, one should treat “path algebra”as a
contravariant functor and work with pseudocompact algebras.
4.2 Functors from VQuiv
Given a finite Vquiver V Q = (V Q∗0, V Qe,f), define the following objects:
• The semisimple pointed algebra
ΣV Q =
∏
e∈V Q0
k.
• The vector space V Q1 =
⊕
e,f∈V Q0
V Qe,f treated as a ΣV Q-bimodule
with multiplication from (λg)g∈V Q0 ∈ ΣV Q on an element x of V Qe,f
defined as
x · (λg) = xλe , (λg) · x = λfx.
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We send V Q to k[[V Q]] = T [[ΣVQ, V Q1]]. By Lemma 2.12 we have that
k[[V Q]] ∈ PAlg.
Given a map of Vquivers ρ : V R → V Q, define a map α′0 : ΣV R → ΣV Q on
the obvious basis of V R0 by sending e to ρ(e) if ρ(e) 6= ∗ and to 0 otherwise.
Summing the linear maps V Re,f → V Qρ(e),ρ(f) we obtain a linear transforma-
tion α′1 : V R1 → V Q1, which is easily checked to be a ΣV Q-bimodule homomor-
phism via α′0. Now, regarding ΣV Q and V Q1 as subspaces of T [[ΣVQ, V Q1]],
we obtain by composing with the inclusions a continuous algebra homomor-
phism α0 : ΣV R → T [[ΣVQ, V Q1]] and a continuous ΣV R-bimodule homo-
morphism V R1 → T [[ΣVQ, V Q1]]. By the universal property of the com-
pleted tensor algebra, we gain a unique continuous algebra homomorphism
T [[ΣV R, V R1]] → T [[ΣVQ, V Q1]]. Note that this homomorphism is surjective
when ρ is surjective (this follows by construction, as α′0 and α
′
1 are surjective in
this case).
In this way we obtain a covariant functor k[[−]] : VQuiv → PAlg (whose
restriction to SVQuiv is a functor to SPAlg).
Observe that CPA(−) is the composition k[[−]] ◦ V (−).
One obtains the functor k˜[[−]] : VQuiv → PAlg1 by composing k[[−]] with
the canonical projection Π1 : PAlg → PAlg1.
4.3 Functors from PAlg and PAlg
1
We make the Gabriel quiver construction (considered as a map to Vquivers)
functorial.
Let A be a pseudocompact pointed k-algebra with A/J2 of finite dimension.
Denote by SA the non-empty set of splittings of the canonical projection A ։
A/J as in Proposition 2.8. The algebra A/J ∼=
∏
16i6n k has a unique complete
set of primitive orthogonal idempotents P . The image s(P ) under any splitting
yields a complete set of primitive orthogonal idempotents of A. Denoting by PA
the set of all complete sets of primitive orthogonal idempotents of A, we obtain
a map Ω : SA → PA.
Lemma 4.1. The map Ω is bijective.
Proof. The map is injective because given s, t ∈ SA, if s(P ) = t(P ) then for
each e ∈ P , s(e), t(e) are either equal or orthogonal. By Proposition 2.8, there
is w ∈ J such that s(e) = 1+wt(e) = t(e)+j for some j ∈ J . But t(e)(t(e)+j) =
t(e) + j′ (some j′ ∈ J), which is not 0. So s(e), t(e) are not orthogonal, and
hence are equal.
The map is surjective because given a set {f1, . . . , fn} ∈ PA, the image
{f1 + J, . . . , fn + J} must be P . The inverse map fi + J 7→ fi yields a linear
transformation A/J → A that is easily confirmed to be a splitting.
With notation as in Proposition 2.8, denote by G(A) the following subgroup
of Aut(A):
G(A) =
{
1+w(−) |w ∈ J(A)
}
.
When A is understood, we denote this group simply by G. Given an element
a ∈ A, denote by Ga its orbit under G.
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Definition 4.2. Let A be an object of PAlg, s ∈ SA and Ω(s) ∈ PA the
corresponding set of primitive orthogonal idempotents in A. Define the Vquiver
GQ(A) of A as follows:
GQ(A)∗0 := {∗} ∪ {
Ge | e ∈ Ω(s)},
GQ(A)Ge,Gf := f
J(A)
J2(A)
e.
We must check that this Vquiver is well-defined. That is, that it does not
depend on the choice of s ∈ SA:
Lemma 4.3. The Vquiver GQ(A) is well-defined.
Proof. Proposition 2.8 guarantees that the objects do not depend on s.
We must check that given w,w′ ∈ J and e, f ∈ Ω(s) we have
1+wf
J(A)
J2(A)
1+w′e = f
J(A)
J2(A)
e.
We prove that 1+wf J(A)J2(A)e = f
J(A)
J2(A)e, the general case following in the same
spirit. Observe that (1 + w)−1 = 1 + z for some z ∈ J and hence for any j ∈ J
we have (1+wf)je = fje+ y for some y ∈ J2. Now
(1+wf)(j + J2)e = (1+wf)je+ J2 = fje+ J2 = f(j + J2)e.
The required equality follows.
This defines GQ(A) on objects. The action on morphisms is the obvious
one:
Definition 4.4. Let α : A → B be a morphism in PAlg. Define the map
GQ(α) : GQ(A)→ GQ(B) as follows:
• On vertices, GQ(α)
(
G(A)e
)
=
{
G(B)α(e) α(e) 6= 0,
∗ α(e) = 0.
• On arrow spaces, the map GQ(α) : f
J(A)
J2(A)
e → α(f)
J(B)
J2(B)
α(e) sends
f(j + J2(A))e to α(f)(α(j) + J2(B))α(e).
Lemma 4.5. Given α a morphism in PAlg, GQ(α) as defined above is a well-
defined map of Vquivers. Moreover if α is surjective then GQ(α) is surjective
as well.
Proof. Let s be an element of SA and Ω(s) the corresponding complete set of
primitive orthogonal idempotents of A. It is well-known and easily checked that
α maps a subset of Ω(s) bijectively onto some element of PB and the rest to
0. It follows that GQ(α) makes sense on vertices. It is immediate that GQ(α)
makes sense on arrow spaces. Supposing that α is surjective we check that
GQ(α) is surjective as well. Fix w ∈ J(B). By Corollary 2.4, there is j ∈ J(A)
with α(j) = w. The element α(f)(w + J2(B))α(e) = GQ(α)(f(j + J2(A))e)
and hence GQ(α) is surjective, as required.
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The operation GQ(−) defined on objects in Definition 4.2 and on morphisms
in Definition 4.4 defines a covariant functor GQ(−) : PAlg → VQuiv.
We will factorize GQ(−) through the category PAlg1. To do so, we need
the following simple fact about primitive idempotents.
Lemma 4.6. Let e, f be primitive idempotents of A ∈ PAlg. Then 1+we = f
for some w ∈ J(A) if, and only if, e− f ∈ J(A).
Proof. The forward implication is obvious. Suppose that e− f = j for some j ∈
J . Let Σ,Σ′ be semisimple subalgebras of A isomorphic to A/J and containing
e, f respectively. Then by Proposition 2.8 there is some w ∈ J with 1+wΣ = Σ′.
Hence either 1+we is equal to f or their product is 0. But
1+wef = 1+we(e+ j) = e+ j′ (some j′ ∈ J)
and so 1+we = f , as required.
Proposition 4.7. There exists a unique functor G˜Q(−) : PAlg1 → VQuiv
such that GQ(−) = G˜Q(−) ◦ Π1, where Π1 : PAlg → PAlg1 is the canonical
projection.
Proof. We define G˜Q(−) as follows. On objects, G˜Q(A) = GQ(A). Given
a morphism [α] : A → B in PAlg1 with representative α in PAlg, define
G˜Q([α]) = GQ(α). We must check that this definition does not depend on the
representative of [α], so consider two representatives α, α′ ∈ [α]. To confirm that
G˜Q([α]) is well-defined on vertices, we need to check that G(B)α(e) = G(B)α′(e)
for any primitive idempotent e of A. But α(e) − α′(e) = (α − α′)(e) ∈ J(B)
since α ∼1 α
′ and hence by Lemma 4.6, G(B)α(e) = G(B)α′(e). We still need to
check that the maps GQ(α) and GQ(α′) agree on arrow spaces GQ(A)e,f , but
using that (α− α′)(A) ⊆ J(B) and (α− α′)(J(A)) ⊆ J2(B), for j ∈ J we have
GQ(α′)(f(j + J2(A))e) = α′(f)(α′(j) + J2(B))α′(e)
= α(f)(α(j) + J2(B))α(e)
= GQ(α)(f(j + J2(A))e).
4.4 Examples
To help our intuition with the definitions of Sections 3 and 4, we briefly present
some simple examples.
• The algebra k[[V Q]] is semisimple if and only if V Q has no edges. If B is
semisimple and A is arbitrary, then
HomPAlg(A,B) = HomPAlg1(A,B).
This equality is rare, though it can occur with non-semisimple algebras
B. For example, it is the case when B = k[[x]]/x2.
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• Let V Q be the Vquiver
1
〈b〉 ❃
❃❃
❃❃
❃❃
❃
〈a〉 // 2 ∗
3
〈c〉
@@        
Then k[[V Q]] is 7-dimensional with basis e1, e2, e3, a, b, c, cb (where ei is
the idempotent at vertex i). The map α defined on this basis to be the
identity on the ei and on b, c, cb, but sending a to a + cb is an algebra
automorphism. Then α ∼1 id, because
(α− id)(a) = a+ cb− a = cb ∈ J2.
• We classify those completed path algebras k[[V Q]] for which the set of
representatives of the class [id]1 is exactly the group G(k[[V Q]]). They
correspond to those quivers with the property that there does not exist
a pair of vertices x, y having a non-zero path (ρ) of length 1 from x to y
and also a non-zero path (θ) of length greater than 1 from x to y. One
direction is clear. For the other, simply note that the morphism defined
to be the identity on idempotents and every arrow in a basis except ρ, but
sending ρ to ρ+ θ, defines an algebra homomorphism in [id]1 that is not
in G(k[[V Q]]).
5 k˜[[−]] is left adjoint to G˜Q(−)
We prove in this section our first main theorem: the functor k˜[[−]] is left adjoint
to G˜Q(−). We do so by constructing a natural bijection
ΨV Q,A : HomVQuiv(V Q, G˜Q(A))→ HomPAlg1(k˜[[V Q]], A)
for V Q ∈ VQuiv and A ∈ PAlg1.
Fix (by Proposition 2.8) a splitting s of A→ A/J and let Σ = s(A/J). Fix
also (by Lemma 2.9) a splitting t of the projection J → J/J2 as Σ-bimodules.
The orbit under G = G(A) of a primitive idempotent f of A intersects Σ in
exactly one point, which we denote by f
Σ
.
Fix a morphism ρ : V Q→ G˜Q(A). The map defined on the basis V Q0 by
V Q0 → A
e 7→ ρ(e)
Σ
yields a homomorphism of algebras ϕ0 : ΣV Q → A (which depends on s).
For each pair e, f ∈ V Q0, ρ restricts to a map V Qe,f → ρ(f)Σ
J(A)
J2(A)ρ(e)Σ .
Composing with t we obtain
V Qe,f
ρ
−→ ρ(f)
Σ
J(A)
J2(A)
ρ(e)
Σ
t
−→ A.
Summing these maps as e, f vary, we obtain a ΣV Q-bimodule homomorphism
ϕ1 : V Q1 → A
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(which depends on t and s). By the universal property of the completed tensor
algebra 2.13, the maps ϕ0, ϕ1 correspond to a unique homomorphism of algebras
ϕs,t : k[[V Q]]→ A (which is easily checked to be surjective if ρ is surjective).
Lemma 5.1. The equivalence class of ϕs,t in PAlg1 is independent of s and t.
Proof. Let s′ : A/J → A (corresponding to the subalgebra Σ′) and t′ : J/J2 → J
be other splittings. In order to check that (ϕs,t − ϕs′,t′)(k[[V Q]]) ⊆ J(A), it
suffices to check on primitive idempotents. But (ϕs,t−ϕs′,t′)(e) = ρ(e)Σ−ρ(e)Σ′ ,
which is an element of J(A) by Lemma 4.6.
Since J(k[[V Q]]) = V Q1 ⊕ J
2(k[[V Q]]), it remains to confirm that (ϕs,t −
ϕs′,t′)(V Q1) ⊆ J
2(A). Both t and t′ are splittings of J(A) → J(A)/J2(A) and
hence (t − t′)(x) ∈ J2(A) for any x ∈ J(A)/J2(A). For any v ∈ V Q1 it follows
that
(ϕs,t − ϕs′,t′)(v) = (t− t
′)ρ(v) ∈ J2(A).
Thus [ϕs,t]1 = [ϕs′,t′ ]1, as required.
It follows that the correspondence ρ 7→ [ϕs,t]1 yields a well-defined function
ΨV Q,A : HomVQuiv(V Q, G˜Q(A))→ HomPAlg1(k˜[[V Q]], A).
Lemma 5.2. The map ΨV Q,A is bijective.
Proof. We first check surjectivity. Fix an algebra homomorphism α : k[[V Q]]→
A. Restricting α to ΣV Q and to V Q1 yields a map of Vquivers ρ : V Q→ G˜Q(A).
Now ΨV Q,A(ρ) = [α]1 and so ΨV Q,A is onto.
It remains to check injectivity. Suppose that ρ, ρ′ : V Q → G˜Q(A) are
distinct Vquiver maps. Denote by ϕs,t, ϕ
′
s,t the homomorphisms constructed
from ρ, ρ′ respectively. Then either
• ρ(e) 6= ρ′(e) for some e ∈ V Q0. But then ρ(e)Σ and ρ
′(e)
Σ
are in different
G(A)-orbits, so that ϕs,t 6∼1 ϕ
′
s,t.
• or the maps agree on vertices but there is v ∈ V Q1 such that ρ(v) 6= ρ
′(v).
Now
(ϕs,t − ϕ
′
s,t)(v) = t(ρ− ρ
′)(v) 6∈ J2
because (ρ− ρ′)(v) 6= 0. Again, we have ϕs,t 6∼1 ϕ
′
s,t.
We must still check naturality in both variables. Naturality in the first
variable is a routine calculation. We prove naturality in the second:
Lemma 5.3. Fix a Vquiver V Q. The map
ΨV Q,A : HomVQuiv(V Q, G˜Q(A))→ HomPAlg1(k˜[[V Q]], A)
is the component at A of a natural transformation
ΨV Q,− : HomVQuiv(V Q, G˜Q(−))→ HomPAlg1(k˜[[V Q]],−).
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Proof. Fix [α]1 : A→ B in PAlg1. We need to confirm that the diagram
HomVQuiv(V Q, G˜Q(A))
ΨV Q,A //
G˜Q([α]1)◦−

HomPAlg1(k˜[[V Q]], A)
[α]1◦−

HomVQuiv(V Q, G˜Q(B))
ΨV Q,B
// HomPAlg1(k˜[[V Q]], B)
commutes. Fix ρ : V Q → G˜Q(A) and α ∈ [α]1. Given two splittings s :
A/J(A)→ A, s′ : B/J(B)→ B we have that Im(αs− s′α) ⊆ J(B) (where the
latter α abusively denotes the map A/J(A)→ B/J(B) induced by α).
For any e ∈ V Q0 with ρ(e) 6= ∗ (the case ρ(e) = ∗ being easier), there is
w ∈ J(B) such that
ΨV Q,B(GQ(α)ρ)(e) − αΨV Q,A(ρ)(e) = GQ(α)ρ(e)s′α(A/J) − α(ρ(e)s(A/J))
= G(B)αρ(e)s′α(A/J) − α(ρ(e)s(A/J))
= w + α(ρ(e)s(A/J))− α(ρ(e)s(A/J))
= w.
Also for two splittings t : J(A)/J2(A)→ J(A) and t′ : J(B)/J2(B)→ J(B) we
have that Im(αt− t′α) ⊆ J2(B) (where again the latter α abusively denotes the
map J(A)/J2(A)→ J(B)/J2(B) induced by α). Now given v ∈ V Q1 we have
ΨV Q,B(GQ(α)ρ)(v) − αΨV Q,A(ρ)(v) = t
′GQ(α)ρ(v) − αtρ(v)
= t′αρ(v)− αtρ(v) ∈ J2(B).
Therefore we have that (ΨV Q,B ◦ GQ(α))(ρ) ∼1 (α ◦ ΨV Q,A)(ρ) for any ρ and
any α ∈ [α]1.
Summarizing,
Theorem 5.4. The functor k˜[[−]] : VQuiv → PAlg1 is left adjoint to the
functor G˜Q(−) : PAlg1 → VQuiv.
Proof. The natural isomorphism required is Ψ as defined above. The results of
this section demonstrate the theorem.
Remark 5.5. Restricting and corestricting the functors above, we obtain an
adjuntion between the categories SVQuiv and SPAlg1.
Remark 5.6. A pseudocompact algebra A is said to be hereditary if every
closed submodule of a projective A-module is projective. It is known (cf. [4,
Theorem 1]) that A is hereditary if, and only if, A is isomorphic to k˜[[G˜Q(A)]].
It follows that if we restrict PAlg1 to the full subcategory of hereditary algebras,
the Adjunction 5.4 yields an adjoint equivalence of categories.
Remark 5.7. The Adjunction 5.4 restricts to an adjunction between the full
subcategory of VQuiv consisting of acyclic Vquivers and the full subcategory
of PAlg1 consisting of the triangular finite dimensional algebras (that is, those
finite dimensional algebras whose Gabriel quiver is acyclic).
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Remark 5.8. For any algebra A ∈ PAlg1, the morphism k˜[[G˜Q(A)]] → A is
an epimorphism. It follows by abstract nonsense [11, IV.3, Theorem 1] that the
functor G˜Q(−) is faithful.
Recall that a closed ideal I ∈ k[[V Q]] is called a relation ideal if I ⊆ J2. A
relation ideal I ∈ k[[V Q]] is admissible if there exists a positive integer n such
that Jn ⊆ I.
Proposition 5.9. Every algebra A in PAlg is isomorphic to the quotient of a
completed path algebra k[[V Q]]/I with I a relation ideal. The relation ideal I is
admissible if, and only if, A is finite dimensional.
Proof. Write Jn = Jn(k˜[[G˜Q(A)]]). Any representative of the counit εA :
k˜[[G˜Q(A)]] → A of the Adjunction 5.4 yields such a quotient. Let I be the
kernel of such a representative. Then, by construction of Ψ
k˜[[G˜Q(A)]],A
, I is a
closed ideal inside J2, hence it is a relation ideal.
If A is not finite dimensional, then the kernel of εA cannot contain any
Jn, since the algebra k˜[[G˜Q(A)]]/Jn is finite dimensional for every n. On the
other hand, if A is finite dimensional, then the radical J(A) is nilpotent and
so J(A)n = 0 for some n. Since Jn maps onto J(A)n under εA, the result
follows.
Lemma 5.10. Let V Q be a finite Vquiver and I a relation ideal of V Q. If
α ∈ HomSPAlg1(k˜[[V Q]], k˜[[V Q]]/I) then Ψ
−1
V Q,k˜[[V Q]]/I
(α) is an isomorphism.
In particular, the unit of Adjunction 5.4 is a natural isomorphism.
Proof. The Vquivers V Q and G˜Q(k˜[[V Q]]/I) are isomorphic by construction.
A surjective map of isomorphic finite Vquivers is an isomorphism.
Remark 5.11. As in Remark 5.8, it follows from Lemma 5.10 and abstract
nonsense that k˜[[−]] is fully faithful.
6 Related adjunctions
We mention two related adjunctions, interesting in their own right.
6.1 Sets and Semisimple algebras
Denote by PSet the category of pointed finite sets defined as follows. Denote
the objects by Q∗0 = Q0 ∪ {∗}. A morphism Q
∗
0 → R
∗
0 is a pointed map that
restricts to a bijection from the elements of Q0 not mapping to ∗ onto R0. One
can regard PSet as the full subcategory of VQuiv whose objects are those
Vquivers in which every arrow space is 0. One could alternatively describe
PSet as the category of finite dimensional vector spaces over the field with one
element, with morphisms surjective linear maps [13, Definition 2.1].
Denote by k0[[−]] the restriction of k[[−]] to the subcategory PSet. Explic-
itly,
k0[[Q
∗
0]] =
∏
e∈Q0
k
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and given ρ : V Q∗0 → V R
∗
0, we send e ∈ V Q0 to ρ(e) if ρ(e) 6= ∗ and to 0
otherwise. Denote by k˜0[[−]] the composition
PSet
k0[[−]]
−−−−→ PAlg
Π0−−→ PAlg0
where Π0 is the canonical projection.
Given A ∈ PAlg, define the pointed set GQ0(A) to be the set of G(A)-orbits
of a complete set of primitive orthogonal idempotents of A, together with the
point. A surjective algebra homomorphism α : A → B yields a well-defined
pointed map GQ0(α) : GQ0(A) → GQ0(B) as in the definition of GQ(−). We
obtain in this way the functor GQ0(−) : PAlg → PSet. This functor factorizes
uniquely as GQ0(−) = G˜Q0(−) ◦Π0. One now easily checks the following:
Proposition 6.1. The functor G˜Q0(−) : PAlg0 → PSet is left adjoint to the
functor k˜0[[−]] : PSet→ PAlg0.
6.2 A right adjoint to G˜Q(−)
The functor G˜Q(−) is also a left adjoint. We construct its right adjoint.
Given a finite Vquiver V Q, let k2[[V Q]] = k[[V Q]]/J
2(k[[V Q]]). A map
of Vquivers ρ : V Q → V R yields a map of algebras k[[ρ]] : k[[V Q]] → k[[V R]],
which sends J2(k[[V Q]]) to J2(k[[V R]]). One thus obtains from k[[ρ]] the algebra
homomorphism
k2[[ρ]] : k2[[V Q]]→ k2[[V R]]
in the obvious way. These definitions yield the covariant functor k2[[−]] :
VQuiv → PAlg. By composing with Π1 we obtain the functor
k˜2[[−]] : VQuiv→ PAlg1.
Proposition 6.2. The functor k˜2[[−]] is right adjoint to the functor G˜Q(−).
Proof. We define the map
ΦA,V Q : HomVQuiv(G˜Q(A), V Q)→ HomPAlg1(A, k˜2[[V Q]])
as follows. Fix a Vquiver map ρ : G˜Q(A) → V Q. We construct an algebra
homomorphism α : A → k˜2[[V Q]]. Choose splittings s : A/J → A and t :
J/J2 → J of the canonical projections as in Section 5, so that
A = s(A/J)⊕ t(J/J2)⊕ J2.
Let e be a primitive idempotent of A, j ∈ J and w ∈ J2. Define
α(e, j, w) := ρ(Ge) + ρ(j + J2).
One checks that if s′, t′ are different splittings, the map β obtained is such that
α ∼1 β, and hence α is well-defined in PAlg1. The careful reader may check
that ΦA,V Q is a natural bijection, completing the proof.
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7 Adjoint equivalence with relation ideals
In this final section, we show that with some care, the adjunction of Section 5
can be shown to respect ideals in a sense we make precise. We define a functor
GQ∞(−) from PAlg1 to a category whose objects are pairs (V Q, [I]) with V Q
a Vquiver and [I] a certain equivalence class of relation ideals of k[[V Q]]. We
show that it is an equivalence of categories. Restricting to surjective maps in
both categories, we exhibit the left adjoint to GQ∞.
7.1 Morphisms close to the identity
Given a Vquiver V Q, denote by [idV Q]1 the equivalence class in PAlg of idk[[V Q]]
under ∼1. It is easily checked that [idV Q]1 is a normal subgroup of Aut(k[[V Q]]).
We give a convenient characterization of the ∼1 equivalence classes when the
source is a completed path algebra:
Proposition 7.1. Let V Q be an object of VQuiv and α, β : k[[V Q]] → A two
surjective morphisms in PAlg. The following are equivalent:
1. α ∼1 β.
2. There is δ ∈ [idV Q]1 such that α = βδ.
Proof. It is obvious that the second condition implies the first. Suppose that
α ∼1 β. Writing k[[V Q]] = T [[Σ, V ]] with notation as in Section 4.2, it follows
that
(α− β)(Σ) ⊆ J(A), (α − β)(V ) ⊆ J2(A).
By Proposition 2.8 (and arguments similar to those in Lemma 4.6) there is
w ∈ J(A) such that α(x) = (1 + w)β(x)(1 + w)−1 for any x ∈ Σ. Let v be
an element of J(k[[V Q]]) such that β(v) = w. Define the automorphism δ(1)
of k[[V Q]] by δ(1)(x) = (1 + v)x(1 + v)−1 for any x ∈ k[[V Q]]. Observe that
α = βδ(1) on Σ and for any j ∈ V we have
(α− βδ(1))(j) = α(j)− β((1 + v)j(1 + v)−1)
= α(j)− (1 + w)β(j)(1 + w)−1
= α(j)− β(j) + w2,
with w2 ∈ J
2(A), so that α ∼1 βδ
(1). One easily checks that δ(1) ∈ [idV Q]1.
Treat A as a Σ-bimodule via α (= βδ(1) on Σ). Denote by t : J2(A) →
J2(k[[V Q]]) a Σ-bimodule splitting of βδ(1), so that βδ(1)t = id on J2(A). Define
δ
(2)
0 to be the identity automorphism of Σ and
δ
(2)
1 : V → T [[Σ, V ]]
j 7→ j + t(α− βδ(1))(j),
a Σ-bimodule homomorphism. We obtain from δ
(2)
0 , δ
(2)
1 (by Lemma 2.13) a
unique endomorphism of k[[V Q]], which is an automorphism by construction.
One easily checks that δ(2) ∈ [idV Q]1:
(δ
(2)
1 − idV Q)(j) = t(α− βδ
(1))(j) = t(w2) ∈ J
2(T [[Σ, V ]]),
hence so is δ(1)δ(2). But α = βδ(1)δ(2) so that δ = δ(1)δ(2) is the required
automorphism.
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Remark 7.2. Consider the algebra k[[• •]] = k × k and the algebra A of lower
triangular 2× 2-matrices. The inclusions α, β : k[[• •]]→ A
α((1, 0)) =
(
1 0
0 0
)
, α((0, 1)) =
(
0 0
0 1
)
,
β((1, 0)) =
(
1 0
1 0
)
, β((0, 1)) =
(
0 0
−1 1
)
show that Proposition 7.1 is false for non-surjective homomorphisms.
7.2 VQuivers with ideals and equivalence of categories
Let VQuiv∞ be the category with objects pairs (V Q, [I]), where V Q is a finite
Vquiver and [I] is the [idV Q]1 orbit of a relation ideal I of k[[V Q]]. That is,
[I] = {δ(I) | δ ∈ [idV Q]1}.
A morphism
ρ : (V Q, [I])→ (V R, [K])
is a Vquiver map ρ : V Q→ V R such that k[[ρ]] takes I ′ into K ′ for some I ′ ∈ [I]
and K ′ ∈ [K].
Define the functor GQ∞(−) : PAlg1 → VQuiv∞ on objects by
GQ∞(A) := (G˜Q(A), [KA]),
where KA is the kernel of any representative k˜[[G˜Q(A)]]→ A of the equivalence
class of the counit of the adjunction of Theorem 5.4. One checks using Propo-
sition 7.1 that this definition does not depend on the choice of representative.
On morphisms, we simply define
GQ∞([α]) = G˜Q([α]).
One easily checks that these definitions yield a functor GQ∞(−). We require a
technical lemma. Given an ideal I of k[[V Q]], denote by piI : k[[V Q]]→ k[[V Q]]/I
the canonical projection.
Lemma 7.3. Fix an object (V Q, [I]) of VQuiv∞ and two ideals I, I
′ ∈ [I].
There is a unique isomorphism γII′ : k˜[[V Q]]/I → k˜[[V Q]]/I
′ in PAlg1 such
that γII′ [piI ] = [piI′ ].
Proof. We work in PAlg. Let α ∈ [idV Q]1 be such that α(I) = I
′. This
map yields a well-defined algebra homomorphism α : k[[V Q]]/I → k[[V Q]]/I ′.
By definition, αpiI = piI′α. Letting γII′ = [α], we obtain γII′ [piI ] = [piI′ ] by
Proposition 7.1. If δ is another morphism completing the triangle in SPAlg1,
then γII′ [pi1] = δ[pi1], so that γII′ = δ by Lemma 3.15.
Throughout Section 7, piI denotes the canonical projection as above and γII′
denotes the isomorphism of Lemma 7.3.
Theorem 7.4. The functor GQ∞(−) : PAlg1 → VQuiv∞ is an equivalence
of categories.
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Proof. The functor GQ∞(−) is obviously essentially surjective. As G˜Q(−) is
faithful (see Remark 5.8), GQ∞(−) is as well. Let A,B be objects of PAlg1,
which we may write as k˜[[V Q]]/I and k˜[[V R]]/K, respectively. Let ρ : (V Q, [I])→
(V R, [K]) be a morphism and suppose that k[[ρ]] maps I ′ ∈ [I] into K ′ ∈ [K].
One may check that GQ∞(γKK′
−1k˜[[ρ]]γII′) = ρ, so that GQ∞(−) is full and
hence yields an equivalence of categories.
7.3 The functor k
∞
[[−]] and adjoint equivalence
It is not difficult to construct (in the spirit of Remark 7.2) a morphism ρ :
(V Q, [I]) → (V R, [K]) in VQuiv∞ having the property that there are repre-
sentatives I ′ ∈ [I] and K ′ ∈ [K] such that I ′ does not land inside any repre-
sentative of [K] under ρ and nor does any representative of [I] land inside K ′.
This makes the construction of an explicit left adjoint to GQ∞(−) rather tricky.
However, Proposition 7.1 allows us to be more precise when we restrict to the
important special case where we have surjective maps on both sides. Denote by
SVQuiv∞ the subcategory of VQuiv∞ whose morphisms are surjective maps
of Vquivers.
Lemma 7.5. If ρ : (V Q, [I]) → (V R, [K]) is a morphism in SVQuiv∞, then
for any K ′′ ∈ [K], there is I ′′ ∈ [I] such that k[[ρ]] maps I ′′ into K ′′.
Proof. Suppose that k[[ρ]] takes I ′ ∈ [I] into K ′ ∈ [K] and fix some K ′′ ∈
[K]. By definition, there exists δ ∈ [idV R]1 such that δ(K
′) = K ′′. Because
δ ∼1 idV R, we have δk[[ρ]] ∼1 k[[ρ]]. Applying Proposition 7.1, there exists
δ′ ∈ [idV Q]1 such that δk[[ρ]]δ
′ = k[[ρ]]. The automorphism δ′−1 maps the ideal
I ′ into some ideal I ′′ ∈ [I] and we have
k[[ρ]](I ′′) = (δk[[ρ]]δ′)(I ′′) = (δk[[ρ]])(I ′) ⊆ δ(K ′) = K ′′.
We define the functor k∞[[−]] : SVQuiv∞ → SPAlg1 as follows. For each
object (V Q, [I]), we choose a representative I ∈ [I] and define
k∞[[(V Q, [I])]] := k[[V Q]]/I.
Given a morphism ρ : (V Q, [I])→ (V R, [K]) in SVQuiv∞ sending I
′ ∈ [I] into
K ′ ∈ [K], we define
k∞[[ρ]] := γKK′
−1k˜[[ρ]]γII′ : k[[V Q]]/I → k[[V R]]/K,
where γKK′ , γII′ are defined as in Lemma 7.3.
Lemma 7.6. With the definitions above, k∞[[−]] is a well-defined functor.
Proof. First we show that k∞[[ρ]] does not depend on the choice of represen-
tatives I ′,K ′. Suppose that I ′′ ∈ [I],K ′′ ∈ [K] are other representatives such
that k[[ρ]](I ′′) ⊆ K ′′. Define γI′I′′ = γII′′γII′
−1 and γK′K′′ = γKK′′γKK′
−1.
In the following diagram, each small shape commutes by definition except the
inner triangles, which are easily seen to commute.
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k[[V Q]]
I′
//
γI′I′′

k[[V R]]
K′
γK′K′′

γKK′
−1
##❋
❋❋
❋❋
❋❋
❋
k[[V Q]]
I
γII′′ ##●
●●
●●
●●
●
γII′
;;①①①①①①①①
k[[V Q]]
k˜[[ρ]]
//
piI′
cc●●●●●●●●●
piI′′
{{✇✇
✇✇
✇✇
✇✇
✇
k[[V R]]
piK′
;;✇✇✇✇✇✇✇✇✇
piK′′ ##●
●●
●●
●●
●●
k[[V R]]
K
k[[V Q]]
I′′
// k[[V R]]
K′′
γKK′
−1
;;①①①①①①①①
It follows that the large hexagon commutes. But the upper path is k∞[[ρ]]
defined with respect to I ′,K ′ and the lower is k∞[[ρ]] defined with respect to
I ′′,K ′′. Hence k∞[[ρ]] is well-defined.
Now we check functoriality. We have
k∞[[id(V Q,I)]] = γII
−1idkV Q/IγII = idkV Q/I .
Suppose we have
(V Q, [I])
ρ
−→ (V R, [K])
θ
−→ (V S, [L])
and suppose that k[[θ]](K ′) ⊆ L′. By Lemma 7.5 we can find I ′ such that
k[[ρ]](I ′) ⊆ K ′, and so we have
k∞[[θ]]k∞[[ρ]] = (γLL′
−1k˜[[θ]]γKK′)(γKK′
−1k˜[[ρ]]γII′)
= γLL′
−1k˜[[θ]]k[[ρ]]γII′′
= γLL′
−1k˜[[θρ]]γII′′
= k∞[[θρ]].
Lemma 7.7. A morphism γ : k˜[[V Q]] → A factors as γ = εA ◦ k˜[[ΦV Q,A(γ)]],
where ΦV Q,A is the inverse of ΨV Q,A as in Section 5 and ε is the counit of the
adjuntion of Theorem 5.4.
Proof. This is standard abstract nonsense. Letting η be the unit of the adjunc-
tion, we have that ΦV Q,A(γ) = G˜Q(γ)ηV Q. Hence
εA ◦ k˜[[ΦV Q,A(γ)]] = εA ◦ k˜[[G˜Q(γ)ηV Q]]
= εA ◦ k˜[[G˜Q(γ)]] ◦ k˜[[ηV Q]]
= γ ◦ εk˜[[V Q]] ◦ k˜[[ηV Q]] (by naturality of ε)
= γ. (by counit-unit equations)
We have the following
Theorem 7.8. The functors k∞[[−]] and GQ∞(−) form an adjoint equivalence
between the categories SVQuiv∞ and SPAlg1.
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Proof. Denote the mutually inverse isomorphisms of Adjuntion 5.4 by
ΦV Q,A : HomSPAlg1(k˜[[V Q]], A)←→ HomSVQuiv(V Q, G˜Q(A)) : ΨV Q,A
and let ε be the counit of this adjunction. Let piI : k[[V Q]] → k[[V Q]]/I be the
canonical projection. We define the map
Φ∞(V Q,[I]),A : HomSPAlg1(k[[V Q]]/I, A)→ HomSVQuiv∞((V Q, [I]),GQ∞(A))
by α 7→ ΦV Q,A(αpiI ). This map is
• Well-defined by Lemma 7.7, because αpiI = εA ◦ k˜[[ΦV Q,A(αpiI)]], thus
k˜[[ΦV Q,A(αpiI)]](I) ⊆ Ker(εA) as required.
• Injective, because α 7→ αpiI is injective by Lemma 3.15 and ΦV Q,A is
injective.
• Surjective: fix ρ : (V Q, [I]) → (G˜Q(A), [K]) (where K the kernel of a
representative of εA). Then ΨV Q,A(ρ) : k˜[[V Q]] → A has some I in its
kernel (again by Lemma 7.7) and so can be written as αpiI for some α :
k[[V Q]]/I → A. Now
Φ∞(V Q,[I]),A(α) = ΦV Q,AΨV Q,A(ρ) = ρ.
• Natural in (V Q, [I]): fix ρ : (V Q, [I])→ (V R, [L]) and suppose ρ(I) ⊆ L.
Naturality can be seen by applying the functor HomSPAlg1(−, A) to the
commutative square k∞[[ρ]]piI = piLk˜[[ρ]] and gluing it to the corresponding
square for Φ.
• Natural in A: this follows by a similar argument.
It follows from the above observations that the functors are adjoint. The com-
ponent η∞(V Q,[I]) of the unit at (V Q, [I]) ∈ SVQuiv∞ is
ΦV Q,k[[V Q]]/I(piI),
which is invertible by Lemma 5.10. The component ε∞A of the counit at A ∈
SPAlg1 is the factorization of εA through its kernel K:
εA = ε
∞
A piK ,
and so ε∞A is an isomorphism.
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