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SOLUTIONS TO THE XXX TYPE BETHE ANSATZ EQUATIONS
AND FLAG VARIETIES
E. MUKHIN AND A. VARCHENKO
Abstract. We consider a version of the AN Bethe equation of XXX type and
introduce a reproduction procedure constructing new solutions of this equation from
a given one. The set of all solutions obtained from a given one is called a population.
We show that a population is isomorphic to the slN+1 flag variety and that the pop-
ulations are in one-to-one correspondence with intersection points of suitable Schubert
cycles in a Grassmanian variety.
We also obtain similar results for the root systems BN and CN . Populations of BN
and CN type are isomorphic to the flag varieties of CN and BN types respectively.
1. Introduction
In this paper we consider a system of algebraic equations, see below (3.2), which we
consider as an AN version of the XXX Bethe equation. In the simplest case of N = 1,
our system does coincide with the famous and much studied Bethe equation for the
inhomogeneous XXX-model see [BIK], [Fd], [FT] and references therein.
We call solutions of our system (3.2) with additional simple conditions h-critical
points and study the problem of counting the number of the h-critical points.
The definition of the critical points depends on the complex non-zero step h, complex
distinct spectral parameters z1, . . . , zn, slN dominant integral weights Λ1, . . . ,Λn and
another slN weight Λ∞. We conjecture that for generic positions of zi and dominant
integral Λ∞ the number of h-critical points modulo obvious symmetries equals the
multiplicity of LΛ∞ in LΛ1⊗· · ·⊗LΛn , where LΛ is the irreducible slN+1 representation
of highest weight Λ.
In the present paper we propose a way to attack this conjecture. Given an h-critical
point with a given weight at infinity Λ∞, we describe a procedure of constructing a set
of h-critical points with weights at infinity of the form w ·Λ∞, where w is in the slN+1
Weyl group and the dot denotes the shifted action, see (4.1). We call this procedure
the reproduction procedure and the resulting set of h-critical points a population.
The reproduction procedure makes use of a reformulation of the algebraic system
(3.2) in terms of difference equations of the second order, and furthermore in the
following fertility property. Under some technical conditions, zeroes of an N -tuple of
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polynomials (y1, . . . , yN) form an h-critical point if and only if there exist polynomials
y˜1, . . . , y˜N such that
W (yi(x), y˜i(x)) = yi−1(x+ h)yi+1(x)Ti(x),
whereW (u, v) = u(x+h)v(x)−u(x)v(x+h) is the discrete Wronskian and polynomials
Ti are given explicitly in terms of zi and Λi, see (3.4). Furthermore, it turns out that
in this case the zeros of the tuple (y1, . . . , y˜i, . . . , yN) also form an h-critical point and
therefore we are able to repeat the same argument. Thus, we get a family h-critical
points, each is represented by an N -tuple of polynomials.
The space V of the first coordinates of these N -tuples has dimension N +1 and it is
called the fundamental space. The population is identified with the variety of all full
flags in V . Given a flag {0 = F0 ⊂ F1 ⊂ · · · ⊂ FN+1 = V }, the corresponding N -tuple
of polynomials is given by yi = Wi(Fi)/Ui, where Ui are some explicit polynomials
written in terms of Ti, see Lemma 4.9, and Wi denotes the discrete Wronskian of order
i.
We consider the fundamental space of a population as an (N + 1)-dimensional sub-
space of the space Cd[x] of polynomials of sufficiently big degree. Therefore a fun-
damental space defines a point in the Grassmannian variety of (N + 1)-dimensional
subspaces of Cd[x]. The fact that Wronskians of all i-dimensional subspaces in V are
divisible by Ui results in the conclusion that V belongs to the intersection of suitable
Schubert cells in the Grassmannian. These Schubert cells are related to special flags
F(zi) in Cd[x]. These flags are formed by the subspaces Fj(zi) in Cd[x] which consist
of all polynomials divisible by (x− zi)(x− zi − h) . . . (x− zi − (d− j)h). In addition,
the point of the Grassmannian V belongs to a specific Schubert cell related to the flag
F(∞). The flag F(∞) is formed by the subspaces Fj(∞) in Cd[x] which consist of all
polynomials of degree less than j.
Any population contains at most one h-critical point associated to an integral domi-
nant weight at infinity. The fundamental spaces corresponding to different populations
are different. Therefore we related the problem of counting the h-critical points associ-
ated to integral dominant weights at infinity to the problem of counting the points in
intersections of Schubert cycles. It is well-known that these Schubert cycles have the
algebraic index of intersection equal to the multiplicity of LΛ∞ in LΛ1 ⊗ · · · ⊗ LΛn . It
is an open question if for generic zi the intersection points are all of multiplicity one.
The scheme described above repeats the method in [MV1], where a similar picture
was developed for the case of Bethe equations related to the Goden model. The paper
[MV1] is a smooth version of the present paper; it uses Fuchsian differential equations
and the usual Wronskians.
In the smooth case, the critical points, reproduction procedure and populations
are defined for any Kac-Moody algebra. It is not clear how to achieve such level
of generality in the discrete situation of the present paper. We suggest the relevant
definitions in the case of root systems of type BN and CN .
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We say that zeroes of polynomials (y1, . . . , yN) constitute a BN (resp. CN) h-critical
point if zeroes of
(y1(x), . . . , yN(x), yN−1(x+ h), yN−2(x+ 2h), . . . , y1(x+ (N − 1)h))
(resp.
(y1(x), . . . , yN(x), yN(x+ h/2), yN−1(x+ 3h/2), . . . , y1(x+N − h/2)))
form an sl2N (resp. sl2N+1) h-critical point, see Section 6.1 (resp. Section 7.1) for
details. Our definition is motivated by similar properties of critical points in the smooth
case, see [MV1]. It turnes out that h-critical points defined in such a way are exactly
solutions of some systems of algebraic equations in both cases of BN and CN . We
describe these algebraic equations.
A space of polynomials V of dimension N + 1 is called h-selfdual if the space of
discrete Wronskians W (F )/U , where F runs over N -dimensional subspaces of V and
U is the greatest common divisor of all W (F ), coincides with the space of functions of
the form v(x−(N−1)h/2), where v ∈ V . Such a space V has a natural non-degenerate
form which turns out to be symmetric if the dimension of V is odd and skew-symmetric
if the dimension of V is even.
A population of BN (resp. CN) type is then naturally identified with the space of
isotropic flags in an h-selfdual space of dimension 2N (resp. 2N + 1). In particular a
BN (resp. CN) population is identified with the CN (resp. BN) flag variety.
The present paper deals with the h-analysis and additive shifts. Similar results can
be obtained in the case of the q-analysis with multiplicative shifts related to the Bethe
equations of the XXZ type.
The paper is constructed as follows. We start with the case of sl2 in Section 2. The
Sections 3 and 4 are devoted to the case of slN+1. We discuss h-selfdual spaces of
polynomials in Section 5 and then deal with the cases of BN and CN in Sections 6 and
7. Appendix A describes in detail the simplest example of an sl3 and “C1” populations.
Appendix B collects identities involving discrete Wronskians.
We thank V. Tarasov for interesting discussions.
2. The case of sl2
2.1. The Bethe equation. Our parameters are distinct complex numbers z1, . . . , zn,
positive integers Λ1, . . . ,Λn and a complex non-zero number h. We call zi the ramifi-
cation points, Λi the weights and h the step.
For given l ∈ Z≥0, the sl2 Bethe equation is the following system of algebraic equa-
tions for the complex variables t = (t1, . . . , tl)
n∏
s=1
tj − zs + Λsh
tj − zs
∏
k 6=j
tj − tk − h
tj − tk + h
= 1, (2.1)
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where j = 1, . . . , l. If all Λi are equal to 1 then the system (2.1) is the Bethe equation
for the inhomogeneous XXX model, [BIK].
Consider the product of Euler gamma functions
Φ =
l∏
j=1
n∏
s=1
Γ((tj − zs + Λsh)/p)
Γ((tj − zs)/p)
∏
j,k; j<k
Γ((tj − tk − h)/p)
Γ((tj − tk + h)/p)
.
The function Φ is called the master function associated to the Yangian of sl2 and z,Λ.
It is used in the construction of integral solutions to the rational quantum Knizhnik-
Zamolodchikov equation, see [TV1], [MV2]. The function Φ is the sl2 difference coun-
terpart of the master function (2.1) in [MV1]. Equation (2.1) can be rewritten in the
form
lim
p→0
Φ(t1, . . . , tj + p, . . . , tl)
Φ(t1, . . . , tj , . . . , tl)
= 1, j = 1, . . . , l.
If t = (t1, . . . , tl) is a solution of (2.1) then any permutation of the coordinates is also
a solution. An Sl orbit of solutions of equation (2.1) such that ti 6= tk and ti 6= zs − jh
for all i, s, k, i 6= k, and j = 1, . . . ,Λs is called an h-critical point.
Not all solutions of the Bethe equation are h-critical points. For instance, if n = 0
and l is even, then t1 = · · · = tl = 0 is a solution of the Bethe equation which is not
an h-critical point.
2.2. Second order difference equations. For each h-critical point t we write the
monic polynomial u(x) =
∏l
i=1(x − ti) and say that a polynomial cu(x) for any non-
zero complex number c, represents t. In this section we rewrite the Bethe equation in
terms of a difference equation for u(x).
For two functions u(x), v(x), define the discrete WronskianW (u, v)(x) by the formula
W (u, v)(x) = u(x+ h)v(x)− u(x)v(x+ h).
Let A(x), B(x), C(x) be given functions. Consider the difference equation
A(x) u(x+ h) +B(x)u(x) + C(x)u(x− h) = 0 (2.2)
with respect to the unknown function u(x). Note that the complex vector space of
polynomial solutions of equation (2.2) has dimension at most 2.
The following lemma is straightforward.
Lemma 2.1. If u(x) and v(x) are two solutions of equation (2.2), then the discrete
Wronskian W (u, v)(x) satisfies the first order difference equation
W (u, v)(x+ h) =
C(x+ h)
A(x+ h)
W (u, v)(x). (2.3)

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Given ramification points zi and weights Λi we now fix the choice of the functions
A(x) and C(x) as follows
A(x) =
n∏
s=1
(x− zs), C(x) =
n∏
s=1
(x− zs + Λsh). (2.4)
Then the polynomial solutions of equation (2.3) are constant multiples of the function
T (x) =
n∏
s=1
Λs∏
i=1
(x− zs + ih). (2.5)
We say that a polynomial u(x) is generic with respect to z = (z1, . . . , zn), Λ =
(Λ1, . . . ,Λn) if the polynomial u(x) has no multiple roots and no common roots with
polynomials u(x+ h), T (x).
Lemma 2.2. Assume that B(x) is a polynomial and that a solution u(x) of (2.2) is a
polynomial generic with respect to z,Λ. Then u(x) represents an h-critical point.
Conversely, if u(x) represents an h-critical point then the polynomial u(x) satisfies
equation (2.2), where B(x) is a polynomial given by
B(x) = −
(
n∏
s=1
(x− zs)u(x+ h) +
n∏
s=1
(x− zs + Λsh)u(x− h)
)
/u(x). (2.6)
Proof. The lemma follows from the fact that equation (2.1) with respect to tj is obtained
by the substituting tj in equation (2.2). 
2.3. The sl2 reproduction. By Lemma 2.2, each h-critical point defines a difference
equation together with a polynomial solution. This difference equation is a linear
difference equation of the second order with polynomial coefficients. In this section we
show that the space of solutions of that difference equation contains a complex two-
dimensional space of polynomials all of which (except for scalar multiples of finitely
many) represent h-critical points.
Lemma 2.3. Let the roots of the polynomial u(x) be distinct and satisfy the Bethe
equation (2.1). Then the corresponding difference equation (2.2) has two linearly inde-
pendent polynomial solutions.
Proof. Let u(x) =
∏n
i=1(x − ti). We look for the second polynomial solution v(x) in
the form v(x) = c(x)u(x). After multiplication by a non-zero number, we have the
equation
v(x+ h)u(x)− v(x)u(x+ h) =
n∏
s=1
Λs∏
i=1
(x− zs + ih). (2.7)
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Therefore c(x) is a solution of the equation
c(x+ h)− c(x) =
∏n
s=1
∏Λs
i=1(x− zs + ih)
u(x)u(x+ h)
. (2.8)
The right hand side of this equation is of the form
f(x) +
l∑
j=1
(
aj
x− tj + h
−
bj
x− tj
)
,
where f(x) is a polynomial and aj, bj are some numbers. Moreover, equation (2.1)
imply that aj = bj for all j.
The equation c(x+h)−c(x) = f(x) has a polynomial solution. Denote it c˜(x). Then
c(x) = c˜(x) +
∑l
j=1 aj/(x− tj) is a solution to (2.8).
Then the function v(x) = c(x)u(x) is a polynomial solution of equation (2.2). 
Thus, starting from a solution t of the Bethe equation (2.1), we obtain a difference
equation of order two which has a two-dimensional space of polynomial solutions. We
call the projectivisation of this space the population of h-critical points related to t and
denote P (t).
Generic polynomials with respect to z,Λ form a Zariski open subset of the popula-
tion. Roots of a generic polynomial form an h-critical point by Lemma 2.2.
Let ∂ : f(x) → f(x + h) be the shift operator acting on functions of one variable.
The difference operator ∂2+B(x)/A(x)∂+C(x)/A(x) obtained from an h-critical point
t¯ ∈ P (t) does not depend on the choice of t¯. We call this operator the fundamental
operator associated to the population P (t) and denote it by DP (t).
2.4. Fertile polynomials. We give another equivalent condition for a polynomial to
define an h-critical point.
Lemma 2.4. Let a polynomial u(x) =
∏l
i=1(x − ti) be generic with respect to z,Λ.
Then the roots of u(x) form a solution of equation (2.1) if and only if there exists a
polynomial solution v(x) to equation (2.7).
Proof. If the roots of u(x) form a solution of equation (2.5), then equation (2.2) with
the polynomial B(x) given by (2.6) has two linearly independent polynomial solutions
by Lemma 2.3, and hence equation (2.7) has a polynomial solution.
Now assume that v(x) is a polynomial solution to (2.7). Then the rational function
c(x) = v(x)/u(x) is a solution of equation (2.8). Then
Resx=tj
∏n
s=1
∏Λs
i=1(x− zs + ih)
u(x) u(x+ h)
+ Resx=tj−h
∏n
s=1
∏Λs
i=1(x− zs + ih)
u(x)u(x+ h)
= 0
for j = 1, . . . , l. This system of equations is equivalent to equation (2.1). 
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A polynomial u(x) is called fertile if there exist a polynomial v(x) such that the
discrete Wronskian of u and v is T (x), W (u, v)(x) = T (x). All polynomials in a
population of h-critical points are fertile. Moreover, the h-critical points correspond to
fertile generic polynomials.
We get the following immediate corollary.
Lemma 2.5. If equation (2.2) has two polynomial solutions of degree l and l′, l 6= l′,
then l + l′ − 1 = Λ1 + · · ·+ Λn. 
3. The case of slN+1
Let α1, . . . , αN be the simple roots of slN+1. We have (αi, αi) = 2, (αi, αi±1) = −1
with all other scalar products equal to zero.
3.1. Definition of h-critical points. In the case of slN+1 we fix the following pa-
rameters: ramification points z = (z1, . . . , zn) ∈ C
n; non-zero dominant integral slN+1
weights Λ = (Λ1, . . . ,Λn), relative shifts b
(i) = (b
(i)
1 , . . . , b
(i)
n ) ∈ Cn, i = 1, . . . , N , and
the step h ∈ C, h 6= 0.
We call the set of parameters z,Λ, b(i), i = 1, . . . , N , the initial data. We denote
Λ
(i)
s = (Λs, αi) ∈ Z≥0.
Let l = (l1, . . . , lN) ∈ Z
N
≥0. The slN+1-weight
Λ∞ =
n∑
s=1
Λs −
N∑
i=1
liαi, (3.1)
is called the weight at infinity.
The following system of algebraic equations for variables t = (t
(i)
j ), i = 1, . . . , N ,
j = 1, . . . , li,
n∏
s=1
t
(i)
j − zs + b
(i)
s h + Λ
(i)
s h
t
(i)
j − zs + b
(i)
s h
li−1∏
k=1
t
(i)
j − t
(i−1)
k + h
t
(i)
j − t
(i−1)
k
∏
k 6=j
t
(i)
j − t
(i)
k − h
t
(i)
j − t
(i)
k + h
×
×
li+1∏
k=1
t
(i)
j − t
(i+1)
k
t
(i)
j − t
(i+1)
k − h
= 1, (3.2)
is called the slN+1 Bethe equation associated with the initial data and the weight at
infinity.
Note that by a shift of variables t˜
(j)
i = t
(j)
i − jh/2 the system can be written in a
slightly more symmetrical way.
Note that in the quasiclassical limit h → 0, system (3.2) becomes system (2.2) of
[MV1] specialized to the case of slN+1.
The product of symmetric groups Sl = Sl1 × · · · × SlN acts on the set of solutions of
(3.2) permuting the coordinates with the same upper index. An Sl orbit of solutions
of the Bethe equation such that t
(i)
j 6= t
(i)
k , t
(i)
j 6= zs − b
(i)
s − rh for all j, i, s, k, k 6= j
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and r = 1, . . . ,Λ
(i)
s is called an h-critical point associated with the initial data and the
weight at infinity.
Let LΛ be the irreducible slN+1 module with highest weight Λ. Let the initial data
satisfies b
(j)
s = −
∑j
i=1 Λ
(i)
s . We have the following conjecture.
Conjecture 3.1. If Λ∞ is integral dominant then for generic z the number of h-critical
points associated with the initial data and the weight at infinity equals to the multiplicity
of LΛ∞ in LΛ1 ⊗ · · · ⊗ LΛn.
3.2. Difference equations of the second order. In this section, given an h-critical
point we obtain N difference operators of order two. The ith operator is the funda-
mental operator with respect to the sl2 ∈ slN+1 in the direction αi.
Let t be an h-critical point. For i = 1, . . . , N , introduce polynomials
yi(x) =
li∏
j=1
(x− t
(i)
j ). (3.3)
We also set y0(x) = 1, yN+1(x) = 1.
The N -tuple y uniquely determines the h-critical point t and we say that y represents
t. We consider the tuple y up to multiplication of each coordinate by a non-zero
number, since we are interested only in the roots of polynomials y1, . . . , yN . Thus the
tuple defines a point in the direct product P (C[x])N of N copies of the projective space
associated with the vector space of polynomials of x. In this paper we view all N -tuples
of polynomials as elements of P (C[x])N .
Introduce the polynomials
Ti(x) =
n∏
s=1
Λ
(i)
s∏
j=1
(x− zs + b
(i)
s h+ jh), (3.4)
Ai(x) =
n∏
s=1
(x− zs + b
(i)
s h)
li−1∏
k=1
(x− t
(i−1)
k )
li+1∏
k=1
(x− t
(i+1)
k − h),
Ci(x) =
n∏
s=1
(x− zs + b
(i)
s h+ Λ
(i)
s h)
li−1∏
k=1
(x− t
(i−1)
k + h)
li+1∏
k=1
(x− t
(i+1)
k ).
We say that a tuple of polynomials y ∈ P (C[x])N is generic with respect to the initial
data if for all i the polynomial yi(x) has no multiple roots and no common roots with
polynomials yi(x+ h), yi−1(x+ h), yi+1(x), Ti(x).
For i = 1, . . . , N , consider difference equations of the second order of the form
Ai(x)u(x+ h) +Bi(x)u(x) + Ci(x)u(x− h) = 0, (3.5)
where Bi(x) are any functions.
SOLUTIONS TO THE XXX TYPE BETHE ANSATZ EQUATIONS AND FLAG VARIETIES 9
Lemma 3.2. Assume that for all i, yi is a polynomial solution of i-th equation in (3.5)
for some polynomial Bi(x). If the tuple y = (y1, . . . , yN) is generic with respect to the
initial data then y represents an h-critical point.
Conversely, if a tuple of polynomials y = (y1, . . . , yN) represents an h-critical point,
then for all i the polynomial yi satisfies the i-th equation in (3.5), where Bi(x) is a
polynomial given by Bi(x) = −(Ai(x)yi(x+ h) + Ci(x)yi(x− h))/yi(x).
Proof. The lemma follows directly from the sl2 counterpart, Lemma 2.2. 
3.3. Fertile tuples. In this section we discuss yet another criteria for a tuple of poly-
nomials to represent an h-critical point.
We say that a tuple of polynomials y ∈ P (C[x])N is fertile with respect to the initial
data if for every i there exists a polynomial y˜i such that the discrete Wronskian is
W (yi, y˜i)(x) = Ti(x)yi−1(x+ h)yi+1(x). (3.6)
Lemma 3.3. A generic tuple y is fertile if and only if it represents an h-critical point.
Proof. The lemma follows from the sl2 considerations, see Lemma 2.4. 
Let y be fertile and let yi, y˜i satisfy (3.6). Then polynomials of the form c1yi + c2y˜i
with c1, c2 ∈ C span the two dimensional space of polynomial solutions of equation
(3.5). The tuples (y1, . . . , c1yi+ c2y˜i, . . . , yN) ∈ P (C[x])
N are called immediate descen-
dents of y in the i-th direction. Note that if y is generic, then all but finitely many
immediate descendents are generic.
Let Cd[x] be the space of polynomials of degree not greater than d. The set of fertile
tuples is closed in P (Cd[x])
N :
Lemma 3.4. Assume that a sequence of fertile tuples of polynomials yk, k = 1, 2, . . . ,
has a limit y∞ in P (Cd[x])
N as k tends to infinity. Then the limiting tuple y∞ is
fertile. Moreover, if y
(i)
∞ is an immediate descendant of y∞ in the i-th direction, then
there exist immediate descendants y
(i)
k of yk in the i-th direction such that y
(i)
∞ is the
limit of y
(i)
k .
Proof. Let us prove y∞ is fertile in direction i. For each k we have a difference equation
(3.5) which we denote Ek and a plane of polynomial solutions Pk. By the assumptions
of the lemma there is a limiting equation E∞ as k →∞.
The space Pk defines a point in the projective Grassmanian variety of planes in
Cd[x]
N . Let P∞ be a limiting plane, then all polynomials in P∞ are solutions of
equation E∞ and the lemma is proved. 
3.4. Reproduction procedure. Given an h-critical point, we describe a procedure
of obtaining a family of h-critical points.
Theorem 3.5. Let y represent an h-critical point and let yi, y˜i satisfy (3.6). Assume
that y(i) = (y1, . . . , y˜i, . . . , yN) is generic. Then y
(i) represents an h-critical point.
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Proof. Denote t¯
(i)
j the roots of y¯i = c1yi+c2y˜i. Let z be a root of Ti(x)yi−1(x+h)yi+1(x).
Then we have
yi(z + h)
yi(z)
=
y¯i(z + h)
y¯i(z)
.
In particular we choose z = t
(i−1)
k − h and z = t
(i+1)
k and obtain∏
j
t
(i−1)
k − t
(i)
j
t
(i−1)
k − t
(i)
j − h
=
∏
j
t
(i−1)
k − t¯
(i)
j
t
(i−1)
k − t¯
(i)
j − h
,
∏
j
t
(i+1)
k − t
(i)
j + h
t
(i+1)
k − t
(i)
j
=
∏
j
t
(i+1)
k − t¯
(i)
j + h
t
(i+1)
k − t¯
(i)
j
for all k and i. In addition Lemma 2.2 implies that for all k,
∏
j; j 6=k
t
(i)
k − t
(i)
j − h
t
(i)
k − t
(i)
j + h
=
∏
j; j 6=k
t¯
(i)
k − t¯
(i)
j − h
t¯
(i)
k − t¯
(i)
j + h
.
That proves the theorem. 
Thus, starting with a tuple y, representing an h-critical point and an index i ∈
{1, . . . , N}, we construct a closed subvariety of immediate descendants y(i) in P (C[x])N
which is isomorphic to P 1. All but finitely many points in this subvariety correspond
to N -tuples of polynomials which represent h-critical points. All constructed N -tuples
of polynomials are fertile. We call this construction the simple reproduction procedure
in the i-th direction.
Now we can repeat the simple reproduction procedure in some other j-th direction
applied to all points obtained in the previous step and obtain more critical points.
We continue the process until no simple reproduction in any direction applied to any
polynomial obtained in the previous steps produces a new polynomial. The result is
called the population originated at the h-critical point y and is denoted P (y).
More formally, the population of y is the set of all N -tuples of polynomials y¯ ∈
P (C[x])N such that there exist N -tuples y1 = y, y2, . . . ,yk = y¯, such that yi is an
immediate descendant of yi−1 for all i = 2, . . . , k.
Obviously, if two populations intersect then they coincide.
4. Fundamental space of an slN+1 population
Given an slN+1 population of critical points we construct a space of polynomials
called the fundamental space. Elements of the population are in natural correspondence
with full flags in the fundamental space. Then we show that the problem of counting
h-critical points is equivalent to a problem of Schubert calculus.
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4.1. Degrees of polynomials in a population and the slN+1 Weyl group. Let
h be the Cartan subalgebra of slN+1 and let ( , ) be the standard scalar product on
h∗. Denote ρ ∈ h∗ the half sum of positive roots.
The Weyl group W ∈ End(h∗) is generated by reflections si, i = 1, . . . , N ,
si(λ) = λ− (λ, αi)αi, λ ∈ h
∗.
We use the notation
w · λ = w(λ+ ρ)− ρ, w ∈W, λ ∈ h∗, (4.1)
for the shifted action of the Weyl group.
Let an initial data be given. Let y = (y1, . . . , yN) ∈ P (C[x])
N , and let li be the
degree of the polynomial yi for i = 1, . . . N . Let Λ∞ be the weight at infinity defined
by (3.1).
Assume the tuple y is fertile. Let the tuple y(i) = (y1, . . . , y˜i, . . . , yr) be an immediate
descendant of y in the direction i and let Λ
(i)
∞ be the slN+1 weight at infinity of y
(i).
The following lemma follows from Lemma 2.5.
Lemma 4.1. If the degree of y˜i is not equal to the degree of yi, then
Λ(i)∞ = si · Λ∞ ,
where si· is the shifted action of the i-th generating reflection of the Weyl group.
Therefore we obtain the following
Proposition 4.2. Let a tuple y0 represent an h-critical point associated with a given
initial data and weight at infinity Λ∞. Let P be the population of h-critical points
originated at y0. Then
• For any tuple y ∈ P , there is an element w of the slN+1 Weyl group W, such
that the weight at infinity of y is w · Λ∞.
• For any element w ∈ W, there is a tuple y ∈ P whose weight at infinity is
w · Λ∞.

Proposition 4.2 gives sufficient conditions for absence of h-critical points.
Corollary 4.3. There is no h-critical point in either of the two cases
(1) if there is an element w of the Weyl group such that
∑n
s=1 Λs−w ·Λ∞ does not
belong to the cone Z≥0α1 ⊕ · · · ⊕ Z≥0αN ;
(2) if Λ∞ belongs to one of the reflection hyperplanes of the shifted action of the
Weyl group.
The next corollary says that under certain conditions on weights there is exactly one
population of h-critical points.
The tuple (1, . . . , 1) ∈ P (C[x])N is the unique N -tuple of non-zero polynomials of
degree 0. The weight at infinity of (1, . . . , 1) is Λ∞,(1,...,1) =
∑n
s=1Λs. Let P(1,...,1) be
the population associated to the initial data and originated at (1, . . . , 1).
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Corollary 4.4. Let y be an h-critical point such that Λ∞ has the form w · Λ∞,(1,...,1)
for some w ∈W. Then y belongs to the population P(1,...,1).
4.2. The difference operator of a population. In this section we describe a linear
difference operator of order N + 1 related to a population of h-critical points.
Let an initial data z,Λ, b(i) be given. Let the polynomials Ti, i = 1, . . . , N , be
defined by formula (3.4).
Let y = (y1, . . . , yN) be an N -tuple of non-zero polynomials. Set y0 = yN+1 = 1.
Define a linear difference operator of order N + 1 with meromorphic coefficients
D(y) = (∂ −
yN(x)
yN(x+ h)
N∏
s=1
Ts(x+ (N − s+ 1)h)
Ts(x+ (N − s)h)
)×
(∂ −
yN(x+ h)
yN(x)
yN−1(x)
yN−1(x+ h)
N−1∏
s=1
Ts(x+ (N − s)h)
Ts(x+ (N − 1− s)h)
)× · · · ×
(∂ −
y2(x+ h)
y2(x)
y1(x)
y1(x+ h)
T1(x+ h)
T1(x)
) (∂ −
y1(x+ h)
y1(x)
) =
=
0→N∏
i
(
∂ −
yN+1−i(x+ h)
yN+1−i(x)
yN−i(x)
yN−i(x+ h)
N−i∏
s=1
Ts(x+ (N − i− s+ 1)h)
Ts(x+ (N − i− s)h)
)
. (4.2)
Notice that the first coordinate y1 of the N -tuple belongs to the kernel of the operator
D(y).
Theorem 4.5. Let P be a population of h-critical points originated at some tuple y0.
Then the operator D(y) does not depend on the choice of y in P .
Proof. We have to prove that if y, y˜ ∈ P then D(y) = D(y˜). It is enough to show
that is the case when y˜ is an immediate descendant of y in some direction i and both
y, y˜ represent critical points. Therefore, we assume that yj = y˜j, for all j, j 6= i, and
W (yi, y˜i)(x) = Ti(x) yi−1(x+ h)yi+1(x). In this case, all factors of D(y) and D(y˜) are
the same except the two factors which involve yi or y˜i. So it is left to show that for
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any function u(x) we have
(∂ −
yi+1(x+ h)
yi+1(x)
yi(x)
yi(x+ h)
i∏
s=1
Ts(x+ (i− s+ 1)h)
Ts(x+ (i− s)h)
)×
(∂ −
yi(x+ h)
yi(x)
yi−1(x)
yi−1(x+ h)
i−1∏
s=1
Ts(x+ (i− s)h)
Ts(x+ (i− s− 1)h)
) u(x) =
(∂ −
yi+1(x+ h)
yi+1(x)
y˜i(x)
y˜i(x+ h)
i∏
s=1
Ts(x+ (i− s+ 1)h)
Ts(x+ (i− s)h)
)×
(∂ −
y˜i(x+ h)
y˜i(x)
yi−1(x)
yi−1(x+ h)
i−1∏
s=1
Ts(x+ (i− s)h)
Ts(x+ (i− s− 1)h)
) u(x) .
After the change of variables
v(x) = u(x)
∏i−1
s=1 Ts(x+ (i− s− 1)h)
yi−1(x)
,
we have to prove that
(∂ −
yi+1(x+ h)
yi+1(x)
yi(x)
yi(x+ h)
yi−1(x+ 2h)
yi−1(x+ h)
Ti(x+ h)
Ti(x)
)(∂ −
yi(x+ h)
yi(x)
) v(x) =
(∂ −
yi+1(x+ h)
yi+1(x)
y˜i(x)
y˜i(x+ h)
yi−1(x+ 2h)
yi−1(x+ h)
Ti(x+ h)
Ti(x)
)(∂ −
y˜i(x+ h)
y˜i(x)
) v(x) .
This identity is easily checked directly using the equation connecting yi and y˜i. 
The difference operator (4.2) is called the fundamental operator associated to the
population P and is denoted DP .
Corollary 4.6. Let y be a member of a population P . Then the first coordinate y1 of
y is in the kernel of the operator DP .
Proposition 4.7. The space of polynomial solutions to the difference equation
DPu = 0 (4.3)
has dimension N + 1.
Proof. Let y be a member of the population P . Assume that y represents an h-critical
point. We construct polynomials u1, . . . , uN+1, satisfying equation (4.3).
Set u1 = y1. The polynomial u1 is a solution of (4.3).
Let u2 be a polynomial such that W (u1, u2)(x) = T1(x)y2(x). The polynomial u2
is a solution of (4.3).
Let y˜2 be a polynomial such that W (y2, y˜2)(x) = T2(x)y1(x+h)y3(x). Such a poly-
nomial can be chosen so that (y1, y˜2, . . . , yN) is generic and therefore represents an h-
critical point. Choose a polynomial u3 to satisfy equation W (u3, y1)(x) = T1(x)y˜2(x).
The polynomial u3 is a solution of (4.3).
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In general, to construct a polynomial ui+1 we find y˜i = (y1, . . . , y˜i, . . . , yN), such
that y˜i is generic and W (yi, y˜i)(x) = Ti(x)yi−1(x + h)yi+1(x) and then repeat the
construction for ui using y˜i instead of y.
Let V be the complex vector space spanned by polynomials u1, . . . , uN+1. We show
that the space V has dimension N + 1.
Let W (g1, . . . , gs be the discrete Wronskian of functions g1, . . . , gs defined by
W (g1, . . . , gs)(x) = det(gi(x+ (j − 1)h))
s
i,j=1
For s = 0, we define the corresponding discrete Wronskian to be 1.
Lemma 4.8. For i = 1, . . . , N + 1, we have
W (u1, . . . , ui)(x) = yi(x)
i−1∏
j=1
T1(x+ (j − 1)h)
i−2∏
j=1
T2(x+ (j − 1)h) . . . Ti−1(x).
Proof. The lemma is proved in the same way as Lemma 5.5 in [MV1] making use of
Wronskian identities in Lemmas 9.3 and 9.5. 
The proposition is proved. 
A linear difference equation of order N +1 cannot have more than N +1 polynomial
solutions linearly independent over C. The complex (N+1)-dimensional vector space of
polynomial solutions of equation (4.3) is called the fundamental space of the population
P and is denoted VP .
4.3. Frames. We describe an h-analogue of ramification properties of a space of poly-
nomials.
A space of polynomials V is called a space without base points if for any z ∈ C there
exists v ∈ V such that v(z) 6= 0.
Let V be an (N + 1)-dimensional vector space of polynomials without base points.
Let Ui(x) be the monic polynomial which is the greatest common divisor of the family
of polynomials {W (u1, . . . , ui) | u1, . . . , ui ∈ V }.
Lemma 4.9. There exist a unique sequence of monic polynomials T1(x), . . . , TN(x)
such that
Ui(x) =
i−1∏
j=1
T1(x+ (j − 1)h)
i−2∏
j=1
T2(x+ (j − 1)h) . . . Ti−1(x);
for i = 1, . . . , N + 1.
We call the sequence of monic polynomials T1(x), . . . , TN (x) the frame of V .
Proof. We construct the polynomials Ti by induction on i. For i = 0, we have U1 = 1.
For i = 1 we just set T1 = U2. Suppose the lemma is proved for all i = 1, . . . , i0 − 1.
SOLUTIONS TO THE XXX TYPE BETHE ANSATZ EQUATIONS AND FLAG VARIETIES 15
Then we set
S(x) =
i0−2∏
i=1
i0−i∏
j=1
Ti(x+ (j − 1)h), Ti0−1(x) = Ui0(x)/S(x).
We only have to show that Ti0−1 is a polynomial. In other words, we have to show that
a Wronskian of any i0 dimensional subspace in V is divisible by S(x).
Consider the Grassmanian Gr(i0 − 2, V ) of (i0 − 2)-dimensional spaces in V . For
any z ∈ C the set of points in Gr(i0 − 2, V ) such that the corresponding Wronskian
divided by Ui0−2 does not vanish at z, is a Zariski open algebraic set. Therefore we have
a Zariski open set of points in Gr(i0 − 2, V ) such that the corresponding Wronskian
divided by Ui0−2 does not vanish at roots of S(x−h). We call such subspaces acceptable.
Therefore we have a Zariski open set of points in Gr(i0, V ) such that the corre-
sponding i0 dimensional space contains an acceptable i0−2 dimensional subspace. Let
u1, . . . , ui0 ∈ V are such that u1, . . . , ui0−2 span an acceptable space. It is enough to
show that W (u1, . . . , ui0) is divisible by S(x).
Then using Wronskian identities in Lemmas 9.3 and 9.5 we have for suitable poly-
nomials f1, f2, g:
W (u1, . . . , ui0) =
W (W (u1, . . . , ui0−1),W (u1, . . . , ui0−2, ui0))
W (u1, . . . , ui0−2)(x+ h)
=
W (Ui0−1f1, Ui0−1f2)
Ui0−2(x+ h)g(x+ h)
=
Ui0−1(x)Ui0−1(x+ h)
Ui0−2(x+ h)
W (f1, f2)
g(x+ h)
= S(x)
W (f1, f2)
g(x+ h)
.
Since the space spanned by u1, . . . , ui0 ∈ V is accepatble, the polynomial g(x + h) =
W (u1, . . . , ui0−2)(x + h)/Ui0−2(x + h) and S(x) are relatively prime. Therefore the
Wronskian W (u1, . . . , ui0) is divisible by S(x). 
4.4. Frames of the fundamental spaces. Let y = (y1, . . . , yN) represent an h-
critical point associated to the initial data z,Λ, b(i). Let P be a population of h-critical
points originated at y.
Proposition 4.10. The fundamental space VP of the population P has no base points.
The polynomials T1(x), . . . , TN(x) given by (3.4) form a frame of VP .
Proof. We construct polynomials u1, . . . , uN+1 ∈ VP as in the proof of Proposition 4.7.
We have
W (u1, . . . , ui) = yi(x)
i−1∏
j=1
i−j∏
r=1
Tj(x+ (r − 1)h),
W (u1, . . . , ui−1, ui+1) = y˜i(x)
i−1∏
j=1
i−j∏
r=1
Tj(x+ (r − 1)h),
where (y1, . . . , y˜i, . . . , yN) is a descendant of y in the i direction.
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In particular W (u1, . . . , ui) is divisible by
∏i−1
j=1
∏i−j
r=1 Tj(x + (r − 1)h). Therefore
Wronskians of all i dimensional planes are divisible by this polynomial.
Moreover, we have W (yi, y˜i) = Ti(x)yi−1(x + h)yi+1(x). Since yi and Ti(x)yi−1(x +
h)yi+1(x) have no common roots, the polynomials yi(x) and y˜i(x) have no common
roots. It follows that the greatest common divisor of i-dimensional Wronskians is∏i−1
j=1
∏i−j
r=1 Tj(x+ (r − 1)h).
The absence of base points for VP follows from the case of i = 1. 
The converse statement is also true.
Proposition 4.11. Let V be a space of polynomials of dimension N + 1 without base
points and with the frame Ti. Let z,Λ, b
(i) be the initial data related to polynomials Ti
by (3.4). Then V is the fundamental space of a population of h-critical points associated
to the initial data z,Λ, b(i).
Proof. We postpone the proof until after Section 4.6, where the generating morphism
β is described. Then the proof is similar to the proof of Proposition 5.17 in [MV1]
combined with Lemma 5.20 in [MV1]. 
From Propositions 4.10 and 4.11 we obtain the following theorem.
Theorem 4.12. There is a bijective correspondence between populations of h-critical
points associated to a given initial data and the spaces of polynomials with framing Ti,
where Ti are related to the initial data by (3.4). 
4.5. Schubert calculus. The problem of counting the number of populations for a
special choice of relative shifts b(i) can be approached via Schubert calculus.
Let V be a complex vector space of dimension d+ 1 and
F = {0 ⊂ F1 ⊂ F2 ⊂ · · · ⊂ Fd+1 = V}, dimFi = i,
a full flag in V. Let Gr(N + 1,V) be the Grassmanian of all (N + 1)-dimensional
subspaces in V.
Let a = (a1, . . . , aN+1), d − N ≥ a1 ≥ a2 ≥ · · · ≥ aN+1 ≥ 0, be a non-increasing
sequence of non-negative integers. Define the Schubert cell G0
a
(F) associated to the
flag F and sequence a as the set
{V ∈ Gr(N + 1,V) | dim(V ∩ Fd−N+i−ai) = i,
dim(V ∩ Fd−N+i−ai−1) = i− 1, for i = 1, . . . , N + 1}.
The closure Ga(F) of the Schubert cell is called the Schubert cycle. For a fixed flag F ,
the Schubert cells form a cell decomposition of the Grassmanian. The codimension of
G0
a
(F(z)) in the Grassmanian is |a| = a1 + · · ·+ aN+1.
Let V = Cd[x] be the space of polynomials of degree not greater than d, dim V = d+1.
For any z ∈ C ∪∞, define a full flag in Cd[x],
F(z) = {0 ⊂ F1(z) ⊂ F2(z) ⊂ · · · ⊂ Fd+1(z) = V} .
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For z ∈ C and any i, we set Fi(z) to be the subspace of all polynomials divisible by∏d+1−i
j=1 (x−z− (j−1)h). For any i, we set Fi(∞) to be the subspace of all polynomials
of degree less than i.
Let V ∈ Gr(N+1,Cd[x]). For any z ∈ C∪∞, let a(z) be such a unique sequence that
V belongs to the cell G0
a(z)(F(z)). We say that a point z ∈ C ∪∞ is an h-ramification
point for V , if a(z) 6= (0, . . . , 0). We call a(z) the ramification condition of V at z.
If u1, . . . , uN+1 is a basis of V then the ramification points are zeroes of the discrete
Wronskian W (x) = W (u1, . . . , uN+1)(x). Indeed, given z ∈ C, without loss of general-
ity we can assume that ui ∈ Fd+2−i−ai(z)(z) and therefore the matrix {ui(x+(j−1))}
N+1
i,j=1
is upper triangular. Moreover, this matrix has a zero diagonal element if and only if
|a| > 0.
Fix h-ramification conditions at z1, . . . , zn,∞ so that
n∑
s=1
|a(zs)| + |a(∞)| = dim Gr(N + 1,Cd[x]) .
Counting Problem. Compute the number of spaces of polynomials of dimension
N + 1 with these ramification properties.
In other words we ask to count the number of points in the intersection of Schubert
cycles. The intersection index of the Schubert cycles is well known.
Namely, for a non-increasing sequence a = (a1, . . . , aN+1), a1 ≥ a2 ≥ . . . ,≥ aN+1 ≥
0, of non-negative integers, denote L˜a the finite dimensional irreducible glN+1-module
with highest weight a. Let La be the slN+1 module obtained by restriction of L˜a.
Theorem 4.13. ([F]) The intersection index of Schubert cycles Ga(zs)(F (zs)), s =
1, . . . , n, and Ga(∞)(F (∞)) equals the multiplicity of the trivial slN+1-module in the
tensor product of slN+1-modules
La(z1) ⊗ · · · ⊗ La(zn) ⊗ La(∞) .
Conjecturally, for almost all z1, . . . zn the number of spaces V with such ramification
conditions is equal to the above multiplicity.
Fix an initial data z,Λ, b(i). Until the end of this section we assume that zs−zr 6∈ hZ
for all s 6= r and
b(j)s = −
j∑
i=1
Λ(i)s . (4.4)
Fix an slN weight and write it in the form w · Λ∞ where Λ∞ is dominant integral and
w is an element of Weyl group.
Let y be an h-critical point associated to the initial data and the weight at infinity
w · Λ∞. Let P be the population of h-critical points originated at y and let VP be the
corresponding fundamental space. Let d be large enough, so that VP ⊂ Cd[x].
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Theorem 4.14. The points z1, . . . , zn and ∞ are ramification points of VP . The ram-
ification condition at zs is ai(zs) =
∑N+1−i
j=1 Λ
(j)
s . The ramification condition at ∞ is
ai(∞) = d−N − l1 −
∑i−1
j=1 Λ
(j)
∞ , where l1 is defined from Λ and Λ∞ via (3.1).
Proof. Follows from Lemma 4.8, cf. proof of Lemmas 5.8, 5.10 in [MV1]. 
For an integral dominant slN+1 weight Λ, we denote LΛ the irreducible slN+1 module
with highest weight Λ.
Corollary 4.15. . The number of (discretely lying) populations associated to initial
data zi,Λ, b
(i) such that (4.4) holds, is not greater than the multiplicity of LΛ∞ in the
tensor product LΛ1 ⊗ · · · ⊗ LΛn.
Proof. The corollary holds since the number of isolated points of the intersection of
the corresponding Schubert cycles is not greater than the intersection index of the
cycles. 
4.6. Generating morphism. We identify a population with the variety of full flags
in the fundamental space.
Let V = VP be the fundamental space of a population P . By Proposition 4.10, the
polynomials Ti defined in (3.4) form a frame of VP .
Let FL(V ) be the variety of all full flags
F = {0 ⊂ F1 ⊂ F2 ⊂ · · · ⊂ FN+1 = V }
in V . For any F ∈ FL(V ) define an N -tuple of polynomials yF = (yF1 , . . . , y
F
N) as
follows. Let u1, . . . , uN+1 be a basis in V such that for any i the polynomials u1, . . . , ui
form a basis in Fi. We say that this basis is adjusted to the flag F and the flag F is
generated by the basis u1, . . . , uN+1.
Define the polynomials
yFi (x) =
W (u1, . . . , ui)(x)∏i−1
j=1 T1(x+ (j − 1)h)
∏i−2
j=1 T2(x+ (j − 1)h) . . . Ti−1(x)
. (4.5)
The correspondence F 7→ yF gives a morphism
β : FL(V ) → P (C[x])N , (4.6)
called the generating morphism of V .
Theorem 4.16. Let P be a population of h-critical points with the fundamental space
V . Then the generating morphism defines an isomorphism of FL(V ) and the population
P ⊂ P (C[x])N .
Proof. Proof is the same as the proof of the first part of Theorem 5.12 in [MV1]. 
Remark. Recall that V is the (N + 1)-dimensional complex vector space of poly-
nomials which is contained in the kernel of the fundamental operator DP and DP is a
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linear difference operator of order N + 1. Therefore the full flags in V also label the
decompositions of DP to N + 1 linear factors of the form (∂ − f(x)), where f(x) is a
rational function of x. Thus, h-critical points are in bijective correspondence with such
factorizations of the fundamental operator DP .
Fix a flag F0 ∈ FL(V ). For any F ∈ FL(V ) define a permutation w(F) in the
symmetric group SN+1 as follows. Define w1(F) as the minimum of i such that F1 ⊂ F
0
i .
Fix a basis vector u1 ∈ F1. Define w2(F) as the minimum of i such that there is a basis
in F2 of the form u1, u2 with u2 ∈ F
0
i . Assume that w1(F), . . . , wj(F) and u1, . . . , uj
are determined. Define wj+1(F) as the minimum of i such that there is a basis in Fj+1
of the form u1, . . . , uj, uj+1 with uj+1 ∈ F
0
i . As a result of this procedure we define
w(F) = (w1(F), . . . , wN+1(F)) ∈ S
N+1 and a basis u1, . . . , uN+1 which generates F and
such that ui ∈ F
0
wi(F)
.
For w ∈ SN+1, define
GF
0
w = {F ∈ FL(V ), w(F) = w}.
The algebraic variety GF
0
w is called the Bruhat cell associated with F
0 and w ∈ SN+1.
The set of all Bruhat cells form a cell decomposition of FL(V ):
FL(V ) = ⊔w∈SN+1G
F
0
w .
Recall that the symmetric group SN+1 is identified with the slN+1 Weyl group in
such a way that the simple transposition (i, i+ 1) corresponds to the simple reflection
with respect to αi.
Now we are ready to describe the set of (N + 1)-tuples in a population of a fixed
degree. Let y represent an h-critical point associated with the initial data and the
weight at infinity w · Λ∞, where Λ∞ is dominant integral. Let P = P (y) be the
corresponding population and β : FL(V )→ P the generating isomorphism.
Theorem 4.17. The set of N-tuples y¯ in P (y) associated with a weight at infinity
w · Λ∞, where Λ∞ is integral dominant, coincides with the image of the Bruhat cell
β(G
F(∞)
w ).
Proof. The theorem is proved similar to Corollary 5.23 in [MV1]. 
In particular, each population contains at most one tuple y which represents an h-
critical point associated to a integral dominant weight at infinity. Thus the number of
critical points associated to an initial data and an integral dominant weight is bounded
from above by the number of the populations. We conjecture that for generic values
of zi this bound is exact.
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5. h-selfdual vector spaces of polynomials
5.1. Dual spaces. Let V be a space of polynomials of dimension N + 1 with frame
T1(x), . . . , TN(x). For u1, . . . , ui ∈ V , the polynomial
W †(u1, . . . , ui)(x) :=
W (u1, . . . , ui)(x)∏i−1
j=1 T1(x+ (j − 1)h)
∏i−2
j=1 T2(x+ (j − 1)h) . . . Ti−1(x)
is called the divided Wronskian.
Note that if polynomials u1, . . . , uN+1 form a basis of V then the divided Wronskian
W †(u1, . . . , uN+1) is a non-zero constant.
Let V † be the set of polynomials W †(u1, . . . , uN), where ui ∈ V . Clearly V
† is a
vector space of dimension N + 1. We call V † the h-dual space of V.
We have a non-degenerate pairing
V ⊗ V † → C, u⊗W †(u1, . . . , uN) 7→W
†(u, u1, . . . , uN)(x).
For i = 1, . . . , N, set
T †i (x) = TN+1−i(x+ (i− 1)h). (5.1)
The following two lemmas are obtained from Wronskian identities in Lemmas 9.5
and 9.3.
Lemma 5.1. The polynomials T †1 (x), . . . , T
†
N(x) form a frame of V
†. 
For a space of polynomials V and a ∈ C, we denote V (x+a) the space of polynomials
spanned by u(x+ a), u(x) ∈ V .
Lemma 5.2. We have V †† = V (x+ (N − 1)h). 
5.2. h-selfdual spaces and canonical bilinear form. We say that V is h-selfdual,
if V † = V (x− (N − 1)h/2).
A space V is h-selfdual if and only if V † is h-selfdual.
If V is h-selfdual, then
Ti(x) = TN+1−i(x+ (i− 1)h− (N − 1)h/2). (5.2)
In particular, if Ti are of the form (3.4), then
Λ(i)s = Λ
(N+1−i)
s , b
(i)
s = b
(N+1−i)
s + (i− 1)h− (N − 1)h/2.
For instance, the space of polynomials of degree not greater than N is h-selfdual. In
this case all polynomials Ti are equal to 1.
Let V be h-selfdual. Define a non-degenerate pairing ( , ) : V ⊗ V → C. If
u, v ∈ V , then we write v(x) = W †(u1, . . . , uN)(x − (N − 1)h/2) with ui ∈ V and set
(u, v) =W †(u, u1, . . . , uN). This pairing is called the canonical bilinear form.
A basis u1, . . . , uN+1 in a space of polynomials V is called a Witt basis if for i =
1, . . . , N + 1 we have
ui(x) = W
†(u1, . . . , ûN+2−i, . . . , uN+1)(x− (N − 1)h/2). (5.3)
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Clearly, if V has a Witt basis, then V is h-selfdual.
Theorem 5.3. Let V be h-selfdual. Then V has a Witt basis. In particular, the form
( , ) : V ⊗ V → C is symmetric if the dimension of V is odd and skew-symmetric if
the dimension of V is even.
Proof. The theorem is proved similarly to Theorem 6.4 in [MV1]. 
5.3. Isotropic flags. Let u1, . . . , uN+1 be a basis in a vector space V of polynomials.
Denote Wi(x) = W
†(u1, . . . , ûi, . . . , uN+1)(x− (N − 1)h/2).
Lemma 5.4. If for i = 1, . . . , N
W †(u1, . . . , ui)(x) = ci W
†(u1, . . . , uN+1−i)(x+ (i− 1)h−
N − 1
2
h), (5.4)
where c1, . . . , cN are some non-zero complex numbers, then for every i, the polynomial
ui(x) is a linear combination of WN+1(x),WN(x), . . . ,WN+2−i(x).
Proof. The proof of the lemma is similar to the proof of Theorem 6.8 in [MV1]. 
Corollary 5.5. If V has a basis satisfying (5.4), then V is h-selfdual.
Let V be an h-selfdual space of polynomials. For a subspace U ⊂ V denote U⊥ its
orthogonal complement. A full flag F = {0 ⊂ F1 ⊂ · · · ⊂ FN+1 = V } is called isotropic
if F⊥i = FN+1−i for i = 1, . . . , N .
Proposition 5.6. Let F be a flag in an h-selfdual space of polynomials V and u1, . . . , uN+1
a basis in V adjusted to F. Then F is isotropic if and only if (5.4) holds.
Proof. If F⊥i = FN+1−i then we have two bases in FN+1−i: the basis u1, . . . , uN+1−i and
the basis WN+1,WN , . . . ,Wi+1. Hence
W †(u1, . . . , uN+1−i)(x) = constW
†(WN+1,WN , . . . ,Wi+1)(x) =
= constW †(u1, . . . , ui)(x+ (N − i)h− (N − 1)h/2).
The only if part of the lemma is proved.
Now, let (5.4) hold. We prove that the spaces spanned by u1(x), . . . , ui(x) and by
WN+1(x − (N − 1)h/2), . . . ,WN−i(x − (N − 1 + 2)h/2) are the same by induction
on i. For i = 1 it is just equation (5.4). Assume that the statement is proved for
i = 1, . . . , i0 − 1. Then
W †(u1, . . . , ui0)(x) = constW
†(u1, . . . , uN+1−i0)(x+ (i0 − 1)h− (N − 1)h/2) =
constW †(WN+1,WN , . . . ,WN−i0+2)(x− (N − 1)h/2) =
constW †(u1(x), . . . , ui0−1(x),WN−i0+2(x− (N − 1)h/2)),
and the step of induction follows. 
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6. The case of BN
Consider the root system of type BN corresponding to the Lie algebra so2N+1. Let
α1, . . . , αN−1 be long simple roots and αN the short one. We have
(αN , αN) = 2, (αi, αi) = 4, (αi, αi+1) = −2,
for i = 1, . . . , N − 1, and all other scalar products are zero.
6.1. Definition of critical points of BN type. We fix ramification points z =
(z1, . . . , zn) ∈ C
n, non-zero dominant integralBN weights Λ = (Λ1, . . . ,Λn) and relative
shifts b(i) = (b
(i)
1 , . . . , b
(i)
n ) ∈ Cn, i = 1, . . . , N . We call this data a BN initial data. We
also set Λ
(i)
s = (Λs, α
∨
i ).
Given l = (l1, . . . , lN) ∈ Z
N
≥0, we define the BN weight at infinity Λ∞ by the formula
(3.1).
For a BN initial data z,Λ, b
(i) and a weight at infinity Λ∞, we define an sl2N initial
data which consists of ramification points zi, non-zero dominant integral sl2N weights
ΛAi , relative shifts b
(i),A and we also define an sl2N weight at infinity Λ
A
∞. Namely,
given a BN weight Λ, the sl2N weight Λ
A is defined by
(ΛA, αAi ) = (Λ
A, αA2N−i) = (Λ, α
∨
i ),
where i = 1, . . . , N and αAi are roots of sl2N . The shifts b
(i),A are defined by
b(i),As = b
(2N−i),A
s + (i−N)h = b
(i)
s .
Given a set of complex numbers t
(i)
j , i = 1, . . . , N , j = 1, . . . li, we represent it by the
N -tuple of polynomials y = (y1, . . . , yN), where yi(x) =
∏li
j=1(x− t
(i)
j ). We define the
corresponding (2N − 1)-tuple yA by the formula
yAi (x) = yi(x), y
A
N(x) = yN(x), y
A
i+N(x) = yN−i(x+ ih), (6.1)
where i = 1, . . . , N − 1.
We propose the following definition of the h-critical points of type BN , cf. Lemma
7.1 in [MV1]. The set of complex numbers t
(i)
j , i = 1, . . . , N , j = 1, . . . , li, is called an
h-critical point of BN type associated to the initial data z, Λ, b
(i) and the weight at
infinity Λ∞ if the corresponding (2N − 1)-tuple y
A represents an sl2N h-critical point
associated to the initial data z, ΛA, b(i),A and the weight at infinity ΛA∞.
In this case we say that the N -tuple y represents an h-critical point of the BN type.
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Equivalently, the set of numbers t
(i)
j , i = 1, . . . , N , j = 1, . . . , li, is an h-critical point
of BN type if it satisfies the following system of algebraic equations:
n∏
s=1
t
(i)
j − zs + b
(i)
s h+ Λ
(i)
s h
t
(i)
j − zs + b
(i)
s h
li−1∏
k=1
t
(i)
j − t
(i−1)
k + h
t
(i)
j − t
(i−1)
k
∏
k 6=j
t
(i)
j − t
(i)
k − h
t
(i)
j − t
(i)
k + h
×
×
li+1∏
k=1
t
(i)
j − t
(i+1)
k
t
(i)
j − t
(i+1)
k − h
= 1,
n∏
s=1
t
(N)
j − zs + b
(N)
s h + Λ
(N)
s h
t
(N)
j − zs + b
(N)
s h
lN−1∏
k=1
(
t
(N)
j − t
(N−1)
k + h
t
(N)
j − t
(N−1)
k
)2∏
k 6=j
t
(N)
j − t
(N)
k − h
t
(N)
j − t
(N)
k + h
= 1,
where i = 1, . . . , N − 1.
Note that in the quasiclassical limit h → 0, this system becomes system (2.2) of
[MV1] specialized to the case of BN .
6.2. Reproduction procedure of BN type. We describe the concepts of reproduc-
tion and population. All of that follows from the definitions in the case of sl2N .
An N -tuple y is called fertile in BN sense is there exist polynomials y˜i, i = 1, . . . , N−
1 and y˜N such that
W (yi, y˜i)(x) = yi+1(x)yi−1(x+ h)Ti(x),
W (yN , y˜N)(x) = y
2
N−1(x+ h)TN(x).
The N -tuple y(i) = (y1, . . . , y˜i, . . . , yN) is called an immediate descendant of y in the
direction i. Immediate descendants y(i) are also fertile in BN sense.
From Lemma 3.3 we obtain that an N -tuple y represents a critical point if and only
if it is fertile and yA is generic. In this case if (y(i))A is generic, then y(i) also represents
an h-critical point of type BN .
The BN population originated at a critical point y is the minimal set P (y) of fertile
N -tuples such that y ∈ P (y) and if y¯ ∈ P (y) then the immediate descendants y¯(i) ∈
P (y).
Obviously, the BN population is contained in the corresponding sl2N population:
if y¯ ∈ P (y) then y¯A ∈ PA(y
A), where we denote PA(y
A) the sl2N population of
critical points originated at yA. The fundamental space of the sl2N population PA(y
A)
contains a flag with the property (5.3) and therefore is h-selfdual. We call this space
the fundamental space of the BN population P (y).
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The corresponding fundamental operator is the difference operator of order 2N ob-
tained from (4.2) by substituting (6.1) and (5.2):
N→1∏
i
(
∂ −
yN−i(x+ (i+ 1)h)
yN−i(x+ ih)
yN+1−i(x+ (i− 1)h)
yN+1−i(x+ ih)
T (x+ ih)
i−1∏
s=1
TN−s(x+ ih)
TN−s(x+ (i− 1)h)
)
×
1→N∏
i
(
∂ −
yN+1−i(x+ h)
yN+1−i(x)
yN−i(x)
yN−i(x+ h)
N−i∏
s=1
Ts(x+ (N − i− s+ 1)h)
Ts(x+ (N − i− s)h)
)
,
where T (x) =
∏N
s=1 Ts(x+ (N − s)h)/Ts(x+ (N − s− 1)h).
Clearly, two populations of h-critical points of type BN either do not intersect or
coincide.
6.3. A BN population and the CN flag variety. Let y be an h-critical point of
BN type and let V be the fundamental space of the population PA(y
A). Then V is an
h-selfdual space of dimension 2N and therefore has a non-degenerate skew-symmetric
canonical bilinear form.
The special symplectic Lie algebra of V consists of all traceless endomorphisms x
of V such that (xv, v′) + (v, xv′) = 0 for all v, v′ ∈ V . Let u = (u1, . . . , u2N) be a
Witt basis in V . We have (ui, u2N+1−i) = (−1)
i+1, i = 1, . . . , N , and (ui, uj) = 0 if
i+ j 6= 2N + 1. This choice of basis identifies the special symplectic Lie algebra with
a Lie subalgebra of sl2N , which is denoted sp2N . The Lie algebra sp2N has the root
system of type CN .
Denote Ei,j the matrix with zero entries except 1 at the intersection of the i-th row
and the j-th column. The lower triangular part of sp2N is spanned by matrices Ei,i+1+
E2N−i,2N+1−i for i = 1, . . . , N − 1 and EN,N+1. Denote these matrices X1, . . . , XN ,
respectively.
Now we describe the action of one-parametric subgroups in the special symplectic
group in the direction of Xi on the basis u = (u1, . . . , u2N). We have
ecXiu =
= (u1, . . . , ui−1, ui + cui+1, ui+1, . . . , u2N−i, u2N+1−i + cu2N+2−i, u2N+2−i, . . . , u2N),
ecXiu = (u1, . . . , uN−1, uN + cuN+1, uN+1, . . . , u2N),
where i = 1, . . . , N − 1.
We also set
e∞Xiu = (u1, . . . , ui−1, ui+1, ui, . . . , u2N−i, u2N+2−i, u2N+1−i, . . . , u2N),
e∞Xiu = (u1, . . . , uN−1, uN+1, uN , . . . , u2N).
Note ecXiu is a Witt basis for all i, c and the corresponding flag is isotropic.
Given a basis u = (u1, . . . , u2N) of V we denote F(u) the full flag generated by this
basis. Let FL(V ) be the variety of all full flags of V .
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Denote FL⊥(V ) ⊂ FL(V ) the subvariety of all isotropic flags and define the BN
generating morphism β : FL⊥(V ) → P (C[x])N , F(u) 7→ (yF1 , . . . , y
F
N), where y
F
i =
W †(u1, . . . , ui).
Lemma 6.1. If F (u) is an isotropic flag then β(F(u)) is fertile. Moreover the set of all
immediate descendants of β(F(u)) in the direction i coincides with the set β(F(ecXiu)),
c ∈ C¯.
Proof. Follows from the Wronskian identities
W (yFi ,W
†(u1, . . . , ui−1, ui+1))(x) = Ti(x)y
F
i−1(x+ h)y
F
i+1(x),
W (yFN ,W
†(u1, . . . , uN−1, uN+1))(x) = TN(x)(y
F
N−1(x+ h))
2,
where i = 1, . . . , N − 1. 
Theorem 6.2. The generating morphism β of type BN gives rise to the isomorphism
FL⊥(V )→ P (y) ⊂ P (C[x])N .
Proof. The generating morphism β is an isomorphism of FL⊥(V ) to the image by
Theorem 4.16. Clearly, the image of β contains the population P (y). The image of β
coincides with P (y) by Lemma 6.1. 
Note that FL⊥ is isomorphic to the flag variety of the special symplectic group which
corresponds to the CN root system. This flag variety has a Bruhat cell decomposition
FL⊥(V ) = ⊔w∈WG
F(∞),C
w , where W is the CN Weyl group. Note that the Weyl groups
of BN and CN are canonically identified. See for details, e.g. [MV1], section 7.3.
As before, the set of all N -tuples in a BN population of the same degree is the Bruhat
cell in the CN flag variety.
Theorem 6.3. The set of N-tuples y¯ in P (y) associated with a weight at infinity
w · Λ∞, where Λ∞ is integral dominant, coincides with the image of the Bruhat cell
β(G
F(∞),C
w ).
Proof. Completely parallel to the proof of Corollary 7.12 in [MV1]. 
7. The case of CN
Consider the root system of type CN corresponding to the Lie algebra sp2N . Let
α1, . . . , αN−1 be short simple roots and αN the long one. We have
(αN , αN) = 4, (αi, αi) = 2, (αN−1, αN) = −2 (αi−1, αi) = −1,
for i = 1, . . . , N − 1 and all other scalar products are zero.
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7.1. Definition of critical points of CN type. We fix ramification points z =
(z1, . . . , zn) ∈ C, dominant integral CN weights Λ = (Λ1, . . . ,Λn) and relative shifts
b(i) = (b
(i)
1 , . . . , b
(i)
n ) ∈ C
n, i = 1, . . . , N . We call this data a CN initial data. We also
set Λ
(i)
s = (Λs, α
∨
i ).
Given l = (l1, . . . , lN) ∈ Z
N
≥0, we define the CN weight at infinity Λ∞ by the formula
(3.1).
For a CN initial data z,Λ, b
(i) and a weight at infinity Λ∞, we define an sl2N+1 initial
data which consists of ramification points zi, dominant integral Λ
A
i , relative shifts b
(i),A
and we also define an sl2N+1 weight at infinity Λ
A
∞. Namely, given a CN weight Λ, the
sl2N+1 weight Λ
A is defined by
(ΛA, αAi ) = (Λ
A, αA2N+1−i) = (Λ, α
∨
i ),
where i = 1, . . . , N and αAi are roots of sl2N+1. The shifts b
(i),A are defined by
b(i),As = b
(2N+1−i),A
s + (i−N + 1/2)h = b
(i)
s .
Given a set of complex numbers t
(i)
j , t
(N)
k where i = 1, . . . , N − 1, j = 1, . . . , li,
k = 1, . . . , 2lN , we represent it by the N -tuple of polynomials y = (y1, . . . , yN), where
yi(x) =
∏li
j=1(x− t
(i)
j ), yN =
∏2lN
j=1(x− t
(N)
j ). We define the corresponding (2N)-tuple
yA by the formula
yAi (x) = yi(x), y
A
i+N(x) = yN+1−i(x+ (i− 1/2)h), (7.1)
where i = 1, . . . , N .
We propose the following definition of the h-critical points of type CN , cf. Section
7.2 in [MV1]. The set of complex numbers t
(i)
j , t
(N)
k , where i = 1, . . . , N−1, j = 1, . . . li,
k = 1, . . . , 2lN , is called an h-critical point of CN type associated to the initial data
z, Λ, b(i) and the weight at infinity Λ∞ if the corresponding (2N)-tuple y
A represents
an sl2N+1 h-critical point associated to the initial data z, Λ
A, b(i),A and the weight at
infinity ΛA∞.
In this case we say that the N -tuple y represents an h-critical point of the CN type.
Equivalently, the set of numbers t
(i)
j , t
(N)
k , where i = 1, . . . , N − 1, j = 1, . . . , li,
k = 1, . . . , 2lN , is an h-critical point of CN type if it satisfies the following system of
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algebraic equations:
n∏
s=1
t
(i)
j − zs + b
(i)
s h + Λ
(i)
s h
t
(i)
j − zs + b
(i)
s h
∏
k
t
(i)
j − t
(i−1)
k + h
t
(i)
j − t
(i−1)
k
∏
k 6=j
t
(i)
j − t
(i)
k − h
t
(i)
j − t
(i)
k + h
×
×
∏
k
t
(i)
j − t
(i+1)
k
t
(i)
j − t
(i+1)
k − h
= 1,
n∏
s=1
t
(N)
j − zs + b
(N)
s h + Λ
(N)
s h
t
(N)
j − zs + b
(N)
s h
lN−1∏
k=1
t
(N)
j − t
(N−1)
k + h
t
(N)
j − t
(N−1)
k
∏
k 6=j
t
(N)
j − t
(N)
k − h
t
(N)
j − t
(N)
k + h
×
×
2lN∏
k=1
t
(N)
j − t
(N)
k + h/2
t
(N)
j − t
(N)
k − h/2
= 1.
Note that in the quasiclassical limit h → 0, this system becomes system (2.2) of
[MV1] specialized to the case of CN .
7.2. Reproduction procedure of C1 type. Fix a polynomial T (x). Suppose that
we have a polynomial y(x), such that (y(x), y(x+ h/2)) is a critical point of sl3 with
weights and shifts given by (T (x), T (x+h/2)) via (3.4). Then there exists a polynomial
y˜ such that
W (y, y˜)(x) = y(x+ h/2)T (x).
The fundamental space V of sl3 population PA originated at (y(x), y(x + h/2) is 3-
dimensional. It is spanned by u1 = y(x), u2 = y˜(x) and u3 satisfying the identities
W (u1, u2)(x) = u1(x+ h/2)T (x),
W (u1, u3)(x) = u2(x+ h/2)T (x), (7.2)
W (u2, u3)(x) = u3(x+ h/2)T (x).
These three equations constitute the fact that u1, u2, u3 form a Witt basis of V .
Equations (7.2) imply the following lemma.
Lemma 7.1. Let v be a polynomial in V . The pair (v(x), v(x+ h/2)) is in the popu-
lation PA if and only if v(x) is a scalar multiple of u1 + αu2 + α
2u3/2 for some α ∈ C
or of u3 (i.e., α =∞). 
We say that the polynomials v(x) described in the lemma and considered as elements
of P (C[x]) form a C1 population of h-critical points with weight T (x). Note that unlike
the case of sl2 a C1 population is not a linear space.
7.3. Reproduction procedure of CN type. We describe the concepts of reproduc-
tion and population. All of that follows from the definitions in the cases of sl2N+1 and
C1.
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An N -tuple y is called fertile in CN sense is there exist polynomials y˜i, i = 1, . . . , N−
1 and y¯N such that
W (yi, y˜i)(x) = yi+1(x)yi−1(x+ h)Ti(x),
W (yN , y¯N)(x) = yN−1(x+ h)yN(x+ 1/2h)TN(x).
For i = 1, . . . , N − 1, the N -tuple y(i) = (y1, . . . , y˜i, . . . , yN) is called an immediate
descendant of y in the direction i.
It follows from the N -th equation that the polynomial yN belongs to a C1 population
with weight yN−1(x + h)TN(x). Let y˜N be any element of that C1 population. Then
y(N) = (y1, . . . , yN−1, y˜N) is called an immediate descendant of y in the direction N .
For i = 1, . . . , N , immediate descendants y(i) are fertile in the CN sense.
From Lemma 3.3 we obtain that an N -tuple y represents a critical point of CN type
if and only if it is fertile and yA is generic in sl2N+1 sense. If y represents a critical
point of CN type and if (y
(i))A is generic in sl2N+1 sense, then y
(i) also represents an
h-critical point of type CN .
The CN population originated at a critical point y is the minimal set P (y) of fertile
N -tuples such that y ∈ P (y) and if y¯ ∈ P (y) then the immediate descendants y¯(i) ∈
P (y).
Obviously, the CN population is contained in the corresponding sl2N+1 population: if
y¯ ∈ P (y) then y¯A ∈ PA(y
A), where we denote PA(y
A) the sl2N+1 population of critical
points originated at yA. Moreover, the fundamental space of the sl2N+1 population
PA(y
A) contains a flag with the property (5.3) and therefore is h-selfdual. We call this
space the fundamental space of the CN population P (y).
The corresponding fundamental operator is the difference operator of order 2N + 1
obtained from (4.2) by substituting (7.1) and (5.2):
N→1∏
i
(
∂ −
yN−i(x+ (i+ 3/2)h)
yN−i(x+ (i+ 1/2)h)
yN+1−i(x+ (i− 1/2)h)
yN+1−i(x+ (i+ 1/2)h)
T (x+ ih)×
i−1∏
s=1
TN−s(x+ (i− 1/2)h)
TN−s(x+ (i− 3/2)h)
)(
∂ −
yN(x+ 3/2)h)
yN(x+ 1/2h)
yN(x)
yN(x+ h)
T (x)
)
×
1→N∏
i
(
∂ −
yN+1−i(x+ h)
yN+1−i(x)
yN−i(x)
yN−i(x+ h)
N−i∏
s=1
Ts(x+ (N − i− s+ 1)h)
Ts(x+ (N − i− s)h)
)
,
where T (x) =
∏N
s=1 Ts(x+ (N − s+ 1)h)/Ts(x+ (N − s)h).
Clearly two populations of h-critical points of type CN either do not intersect or
coincide.
7.4. A CN population and the BN flag variety. Let y be an h-critical point of
CN type and let V be the fundamental space of the population PA(y
A). Then V is an
h-selfdual space of dimension 2N + 1 and therefore has a non-degenerate symmetric
canonical bilinear form.
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The special orthogonal Lie algebra of V consists of all traceless endomorphisms x
of V such that (xv, v′) + (v, xv′) = 0 for all v, v′ ∈ V . Let u = (u1, . . . , u2N+1) be a
Witt basis in V . We have (ui, u2N+2−i) = (−1)
i+1, i = 1, . . . , N + 1 , and (ui, uj) = 0
if i+ j 6= 2N + 2. The choice of the basis identifies the special orthogonal Lie algebra
with a Lie subalgebra of sl2N+1, which is denoted so2N+1. The Lie algebra so2N+1 has
the root system of type Bk.
The lower triangular part of so2N+1 is spanned by matrices Ei,i+1 + E2N+1−i,2N+2−i
for i = 1, . . . , N . Denote these matrices X1, . . . , XN , respectively.
Now we describe the action of one-parametric subgroups in the special orthogonal
group in the directions of Xi on the basis u = (u1, . . . , u2N+1). We have
ecXiu =
= (u1, . . . , ui−1, ui + cui+1, ui+1, . . . , u2N+1−i, u2N+2−i + cu2N+3−i, . . . , u2N+1),
ecXiu = (u1, . . . , uN−1, uN + cuN+1 + c
2uN+2/2, uN+1 + cuN+2, uN+2, . . . , u2N+1),
where i = 1, . . . , N − 1.
We also set
e∞Xiu = (u1, . . . , ui−1, ui+1, ui, . . . , u2N+1−i, u2N+3−i, u2N+2−i, . . . , u2N+1),
e∞Xiu = (u1, . . . , uN−1, uN+2, uN+1, uN . . . , u2N+1).
Note ecXiu is a Witt basis for all i, c and the corresponding flag is isotropic.
Denote FL⊥(V ) ⊂ FL(V ) the subvariety of all isotropic flags and define the CN
generating morphism β : FL⊥(V ) → P (C[x])N ,F(u) 7→ (yF1 , . . . , y
F
N), where y
F
i =
W †(u1, . . . , ui).
Lemma 7.2. The set β(F(ecXiu)), c ∈ C¯ coincides with the set of all immediate
descendants of β(F(u)) in the direction i.
Proof. Follows from the Wronskian identities
W (yFi ,W
†(u1, . . . , ui−1, ui+1))(x) = Ti(x)y
F
i−1(x+ h)y
F
i+1(x),
W (yFN ,W
†(u1, . . . , uN−1, uN+1))(x) = TN(x)y
F
N−1(x+ h)y
F
N(x+ h/2),
W (yFN ,W
†(u1, . . . , uN−1, uN+2))(x) =
= TN(x)y
F
N−1(x+ h)W
†(u1, . . . , uN−1, uN+1)(x+ h/2),
where i = 1, . . . , N − 1. 
Theorem 7.3. The generating morphism β of type CN gives rise to the isomorphism
FL⊥(V )→ P (y) ⊂ P (C[x])N .
Proof. The generating morphism β is an isomorphism of FL⊥(V ) to the image by
Theorem 4.16. Clearly, the image of β contains the population P (y). The image of β
coincides with P (y) by Lemma 7.2. 
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Note that FL⊥ is isomorphic to the flag variety of the special symplectic group which
corresponds to the BN root system. This flag variety has a Bruhat cell decomposition
FL⊥(V ) = ⊔w∈WG
F(∞),B
w , where W is the BN Weyl group. The Weyl groups of BN
and CN are canonically identified. See for details, e.g. [MV1], section 7.4.
As before, the set of all N -tuples in a CN population of the same degree is the Bruhat
cell in the BN flag variety.
Theorem 7.4. The set of N-tuples y¯ in a CN population P (y) associated with a weight
at infinity w · Λ∞, where Λ∞ is integral dominant, coincides with the image of Bruhat
cell β(G
F(∞),B
w ).
Proof. Completely parallel to the proof of Corollary 7.14 in [MV1]. 
8. Appendix A: an example of an sl3 population
Consider the population of h-critical points associated to N = 2 and n = 0 and orig-
inated at y0 = (1, 1). The pair (1, 1) represents the h-critical point with no variables.
We claim that this population consists of pairs of non-zero polynomials y = (y1, y2),
where
yi = a2,ix
2 + a1,ix+ a0,i, i = 1, 2 , (8.1)
and
(a1,1 + a2,1h)(a1,2 − a2,2h) = 2a0,1a2,2 + 2a2,1a0,2.
For any generic pair y = (y1, y2) of this form, the roots of the polynomials y1, y2 form
an h-critical point with the initial data where n = 0. In other words, the roots of y1, y2
satisfy the equations∏
k 6=j
t
(1)
j − t
(1)
k − h
t
(1)
j − t
(1)
k + h
l2∏
k=1
t
(1)
j − t
(2)
k
t
(1)
j − t
(2)
k − h
= 1 , j = 1, . . . , l1,
l1∏
k=1
t
(2)
j − t
(1)
k + h
t
(2)
j − t
(1)
k
∏
k 6=j
t
(2)
j − t
(2)
k − h
t
(2)
j − t
(2)
k + h
= 1 , j = 1, . . . , l2,
where l1 = deg y1 and l2 = deg y2.
Equations (3.6) take the form
W (y1, y˜1)(x) = y2(x), W (y2, y˜2)(x) = y1(x+ h), (8.2)
and the reproduction procedure works as follows. We start with y0 = (1, 1). Equations
(8.2) have the form W (1, y˜1)(x) = 1, W (1, y˜2)(x) = 1. Using the second of them, we
get pairs y = (1, x+ a) for all numbers a. Equations (8.2) now are W (1, y˜1) = x+ a,
W (x+ a, y˜2) = 1. Using the first equation we get pairs y = (x
2 + (2a− h)x+ b, x+
a) for all a, b. Equations (8.2) take the form W (x2 + (2a − h)x + b, y˜1) = x + a,
W (x + a, y˜2) = (x + h)
2 + (2a − h)(x + h) + b. Using the second of them we get
y = (x2 + (2a− h)x+ b, x2 + cx+ ac− ah− b) for all a, b, c. It is easy to see that the
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union of all those pairs is our population, and nothing else can be constructed starting
from y0 = (1, 1).
Now, it is easy to see that the family of pairs (8.1) (where each pair is considered up
to multiplication of its coordinates by non-zero numbers) is isomorphic as an algebraic
variety to the variety of all full flags in the three dimensional vector space V = C2[x]
of the first coordinates of the pairs. Namely, y1 generates a line in V and y2 defines a
plane in V containing the line generated by y1. The space V is the fundamental space
of the population.
In the example above the possible degrees of polynomials y1, y2 are (0,0), (1,0), (0,1),
(1,2), (2,1), (2,2). The corresponding parts of the family are isomorphic to open Bruhat
cells of dimensions 0, 1, 1, 2, 2, 3, respectively.
The fundamental space of the population V is the space of polynomials of degree at
most 2. This is an h-selfdual space. The canonical form in the basis (1, x, x(x− 1)/2)
is described by the matrix: 0 0 10 −1 1/2
1 1/2 −1/8
 .
It is a symmetric non-degenerate form.
The basis (1, x− 1/2, (x2 − x− 1/8)/2) is a Witt basis.
The set of isotropic vectors is the C1 population. In this example, this is the set of
polynomials of the form
(x(x− 1)− 1/8)/2 + α(x− 1/2) + α2/2 = (x+ α− 1/2)2 − 1/8,
where α ∈ C and also 1 ∈ V which corresponds to α =∞.
9. Appendix B: the Wronskian identities
In this appendix we collect identities involving discrete Wronskians. All functions in
this section are functions of one variable x.
Set
∆f(x) = f(x+ h)− f(x).
Set ∆(0)f(x) = f(x) and
∆(n+1)f(x) = ∆(∆(n)f)(x) .
The discrete Wronskian of functions g1, . . . , gs is defined by
W (g1, . . . , gs)(x) = det(gi(x+ (j − 1)h))
s
i,j=1 = det(∆
(j−1)gi(x))
s
i,j=1 .
We follow the convention that for s = 0 the corresponding discrete Wronskian equals
1. In this section we write Ws(g1, . . . , gs) instead of W (g1, . . . , gs) to stress the order
of the Wronskian.
Lemma 9.1. We have Ws+1(1, g1, . . . , gs)(x) = Ws(∆g1, . . . ,∆gs)(x). 
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Now we describe the Wronskian Ws(∆g1, . . . ,∆gs)(x) in more detail. Apriori, this
Wronskian consists of 2ss! terms. However, there are cancellations. We describe the
surviving terms.
Lemma 9.2. The Wronskian Ws(∆g1, . . . ,∆gs)(x) is equal to the alternating sum of
(s + 1)! terms of the form
∏s
i=1 gi(x + ωih) where (ω1, . . . , ωs) is a permutation ω of
the set {0, . . . , jˆ, . . . , s} for some j. The sign of this term is (−1)j sgn(w).
Proof. This lemma is straightforward. 
Now we proceed to other identities.
Lemma 9.3. We have Ws(fg1, . . . , fgs)(x) = Ws(g1, . . . , gs)(x)
∏s−1
j=0 f(x+ jh) . 
For given functions g1, . . . , gs+1 and an integer k, 0 ≤ k ≤ s, denote Vs−k+1(i) =
Ws−k+1(g1, . . . , gs−k, gi).
Lemma 9.4. We have
Wk+1(Vs−k+1(s− k + 1), . . . , Vs−k+1(s+ 1))(x) =
Ws+1(g1, . . . , gs+1)(x)
k∏
j=1
Ws−k(g1, . . . , gs−k)(x+ jh) .
Proof. This lemma is proved by induction on s. The case of k = s is trivial. Suppose
that the lemma is proved for s = k, k + 1, . . . , s0 − 1. Divide both sides of the identity
for s = s0 by
∏s0−k
j=0
∏k
i=0 g1(x + (i + j)h) and use Lemma 9.3 to carry g1 inside all
Wronskians. Then one of the functions in each Wronskian is 1 and we can reduce the
order by Lemma 9.1. Then the identity for s = s0 follows from the induction hypothesis
applied to fi = ∆(gi+1/g1), i = 1, . . . , s0. 
For given functions g1, . . . , gs+1, denote Ws(i) = W (g1, . . . , ĝi, . . . , gs+1) the Wron-
skian of all functions except gi.
Lemma 9.5. We have
Wk+1(Ws(s+ 1),Ws(s), . . . ,Ws(s− k + 1))(x) =
Ws−k(g1, . . . , gs−k)(x+ kh)
k∏
j=1
Ws+1(g1, . . . , gs+1)(x+ (j − 1)h) .
Proof. First we prove the case of s = k by induction on k. The case of k = 0 is trivial.
Suppose the case of k < k0 is proved. Divide both sides of our identity in the case of
s = k = k0 by
∏k0−1
i=0
∏k0
j=0 g1(x+ (i+ j)h). By Lemmas 9.1 and 9.3 we are reduced to
the identity
Wk0+1(W
∆h
k0−1[k0], . . . ,W
∆h
k0−1[1],Wk0(h1, . . . , hk0)) =
k0−1∏
i=0
W (∆h1, . . . ,∆hk0)(x+ ih),
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where hi = gi+1/g1 and W
∆h
k0−1
[i] =Wk0−1(∆h1, . . . , ∆̂hi, . . . ,∆hk0).
The left hand side of the last identity is a determinant of size k0+1. Add to the last
row the row number i with coefficient (−1)k0−i+1hk0−i+1(x+ k0h), i = 1, . . . , k0. Then
using Lemma 9.2 we observe that the last row becomes
(0, . . . , 0,Wk0(∆h1, . . . ,∆hk0)(x+ (k0 − 1)h))
and the lemma for k = k0 follows from the induction hypothesis applied to functions
f1 = ∆h1, . . . , fk0 = ∆hk0 .
Now we continue by induction on s. Suppose that the lemma is proved for s =
k, . . . , s0−1. Divide both sides of the identity for s = s0 by
∏s0−1
i=0
∏k
j=0 g1(x+(i+j)h).
Then the identity for s = s0 follows from the induction hypothesis applied to fi =
∆(gi+1/g1), i = 0, . . . , s0 − 1. 
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