In each case we relate the computational complexity of a problem to its underlying combinatorial structure. The remainder of the paper is divided into four sections.
In Section 2 we consider context-free grammar problems. In 2.1 we show that most of the known undecidability results about context-free grammar problems follow from one simple idea. is undecidable. Thus there is no need for the special constructions, such as the partial Post Correspondence Problem [3] or the iterated partial Post Correspondence Problem [4~, used in the literature. Moreover, all of the known nontrivial lower bounds for decidable grammar problems in [5] also follow from our theory. In 2.2 we present relativizations of the results in 2.1. A general complexity theorem for noncanonical parsing ( [6] or [7] , pp. 485-487) is also presented.
In Section 3 we consider the problem of proving nontrivial lower complexity bounds (both time and space) for problems in P . Several partial results are obtained. In 3.1 the following is shown -for all integers k 0 ~ l , for all classes of context-free grammars ? such that the LL(ko) grammars c F c the LR(k O) grammars, and for arbitrary context-free grammar G , the predicate "G~F" requires as much time and space as the predicate "G is an LL(ko) grammar". In 3.2 results about stack automata in [2] are extended to multi-head finite and pushdown automata as well. Our results reveal two simple ideas that underlie many of the results in [2] , [B] , [g] , [lO] , Ill], [12] , [13] , [14] , and [15] . One interesting corollary is -all nontrivial predicates on the context-free languages and many nontrivial predicates on the deterministic context-free languages, when applied to the pushdown and deterministic pushdown automata, respectively, require as much time and 54 space as the recognition of any 2-way pushdown automaton language. The best known algorithms for 2-way pushdown automaton recognition require O(n 3) operations on RAM's( [15] and Section 3.2 below). In 3.3 the results in [2] and the rest of Sections 2 and 3 of this paper are extended to automata and grammars on trees rather than strings. In Section 4 we consider the complexity of several decidable problems about program schemes.
We list several abbreviations, definitions, and lemmas used in the remainder of this paper.
We assume that the reader is familiar with the basic definitions and results concerning contextfree grammars and languages, otherwise see [7] .
We use X to denote the empty string. The language generated (accepted) by a grammar (automaton) G is denoted by L(G) .
The following abbreviations are used throughout the remainder of this paper.
I. cfg -context-free grammar 2. cfl -context-free language 3. PDA pushdown automaton 4. DFA -deterministic finite automaton
5.
NDFA -nondeterministic finite automaton 6. Tm -Turing machine 7. SA -stack automaton 8. DSA -deterministic stack automaton 9. RAM random access machine lO. BC -bounded context grammars II. BCP -bounded context parsable grammars [16] 12. BRC -bounded right context grammars 13. SLR -simple LR grammars 14. i.o. -infinitely often 15. a.e. -almost everywhere, when applied to the nonnegative integers almost everywhere means except for a finite set of nonnegative integers.
Def. l.l: A cfg G is said to be ambiguous if some string x~L(G) has two distinct left-most derivations, or equivalently, two distinct rightmost derivations, or equivalently, two distinct derivation trees. G is said to be inherently ambiguous if all cfg's generating L(G) are ambiguous. | Def. 1.2: Let k .be a positive integer. A cfg G is said to be ambiguous of degree k if each string xEL(G) has at most k distinct derivation trees and some string x~L(G) has at least.k distinct derivation trees. G is said to be inherently ambiguous of degree k if every grammar generating L(G) is ambiguous of degree >k and some grammar generating L(G) is ambiguous of degree k .
G is said to be infinitely ambiguous if for each positive integer Z , there exists a string xEL(G) such that x has at least distinctderivation trees. G is said to be infinitely inherently ambiguous if each grammar generating L(G) is infinitely ambiguous. It is known that for all k > 2 there exists an inherently ambiguous cfg of degree k . Similarly it is known that there exist infinitely inherently ambiguous cfg's [17] . if it is NP-hard(PSPACE-hard) and is accepted by some nondeterministic polynomially time-bounded (polynomially space-bounaed) Tm . | Def. 1.5: A log-space transducer M is a deterministic Tm with a 2-way read-only input tape, a l-way output tape, and several 2-way read-write work tapes such that M given input x always halts with some string y on its output tape and such that M never uses more than O(loglx I) tape cells on its work tapes. Let Z,& be finite nonempty alphabets. A function f : ~* + A* is said to be log-space computable if 3 a log-space transducer M such that M , when given input xES* , eventually halts with output f(x) . For L c Z* and N c &* we say that L is log-space-reducible to-N , written L < N , if 3 a log-space computable IUg function f such that for all xE%* , x~L iff f(x) E N . If in addition If(x)l ~ t(Ixl) and some log-space transducer that computes f is O(t(|xl))time-bounded, we denote this by L<N. IUg t(n)(space+time) Let Ndtape(log n) denote the class of all languages over {O,l} accepted by some nondeterministic log n tape-bounded Tm . A language N is said to be log-complete in Ndtape (log n) if for all L~Ndtape(log n) , L < N; and IUg N is accepted by some nondeterministic log n tape-bounded Tm . Similarly N is said to be log-complete in P if for all L~P , L < N ; IUg and N is accepted by some deterministic polynomially time-bounded Tm . II
The reader should note that every log-space transducer is polynomially time-bounded. Thus L < N l~g implies L < N . ptTme The following proposition lists some of the well-known properties of NP-complete languages, PSPACE--complete languages, etc.
Prop. 1.6: (I) P = NP iff 3 an NP-complete language L 0 such that LoOP .
(2) P(NP) = PSPACE iff 3 a PSPACE-complete language L 0 such that Lo~P(NP) .
(3) Dtape(log n) = Ndtape(log n) iff 3 a language L 0 such that L 0 is log-complete in Ndtape(log n) and Lo~Dtape(log n) . 
Grammar Complexity Metatheory
First we state and prove a powerful complexity theorem for context-free language problems.
Thm. 2.1: Let S be any subset of the finitely inherently ambiguous cfl's over {O,l} such tWe sometimes use "+" to denote union. Thus A+B z AuB . 
Thus the existence of a decision procedure for "L(G)~S" implies the existence of a decision procedure for "L(G) = {0,I}*" , a predicate well-known to be undecidable.
There are two cases to consider. Thus letting F denote any of the above classes of the cfl's, the predicate "L(G)Er" is unde-|t cidable for arbitrary cfg G .
Thm. 2.2 follows immediately from Thm. 2.1 and known properties of language classes 1-20. Definitions of these classes may be found in [7] (I-6,11,12); [19] Finally for all positive integers a,b, the recursive function F(n) = n 2 + f(2n) is strictly greater than a-n + fib+n) , a.e. Thus if 111 is decidable, then every recursive set is accepted by some F(n) time-bounded Tm . But it is well-known that for every recursive function r(n) , there exists a recursive set R that is not recognizable within time r(n) a.e. on any Tm [23] . 1
Thm. 
Thus letting F denote any of the above cfg classes, the predicates "G~F" and "L(G)~{LIL = L(g) and gEF}" are undecidable for arbitrary~ cfg G .
I'
Definitions of these grammar classes may be found in [7] (I-4, 7-I0, 17, 18); [6] (12-14) ; [20] (5); [21] 
Here, T denotes trivial; D denotes decidable; and U denotes undecidable. A noncanonical parsing analogue ( [6] or [7] pp. 485-487) of Thm. 2.4 also holds.
Thm. 2.10: Let F be any class of cfg's such that the SLR(I,~) grammars [6] c F c the unambiguous cfg's . Then for arbitrary cfg G , the predicates "GeF" and "L(G)eL(F)" are undecidable.
| Other relativizations will appear in [31] .
Lower Bounds for Problems in P
We consider the problem of proving nontrivial lower time and/or space complexity bounds, especially for problems in P . Several partial results are obtained. The "efficient" reducibilities defined in Section l are shown to yield insights into the relative complexities of problems in P .
Lower Bounds for Grammar Problems
Recent results [24] have shown that the strong LL(k) , LL(k) , SLR(k) , and LR(k) properties can all be tested deterministically in polynomial time if k i's fixed in advance. In fact the bounds in [24] have been improved to O(n k+2) operations in each of these cases [5] .
Our intuition suggests that many if not most of the O(n k+l) LR(k) items must be considered to decide the LR(k) property, and thus strongly suggests that the amount of time required for LR(k) testing grows exponentially in k . However using results in [9] and [5] , we show that such exponential dependence upon k implies that P ~ NP . This suggests that the relative time Brosgol [20] has shown that for each cfg G , a cfg G' can be constructed "efficiently" such that G' is LR(k O) iff
G is LL(k O) . Moreover, one can easily verify that G' is also LL(ko) if it is LR(k O) .
Thus G'E? iff G is LL(ko) ; and the con- This idea unifies and extends many of the results in [2] , [8] , [9] , [I0], [II] , [12] , [13] , [14] , [15] , etc. Many new hardest time and/or space languages for Ndtape (logn), P , the 2-way PDA languages, etc. are presented. We also present strong evidence for the nonlinearity in time of every nontrivial predicate on the cfl's , when applied to the PDA . Thm. 3.6: Let P be any nontrivial predicate (I) on the regular sets over {0,I} such that P($) is false, then {MIM is an NDFA (regular grammar) with ~-moves (~-productions) and P(L(M)) is true} > Ndtape (logn); l~g (2) on the deterministic cfl's over {0,I} such that P(@) is false, then {MIM is a deterministic PDA and P(L(M)) is true} > P ; l~g (3) on the strict deterministic languages over {0,I} such that P(@) is false, then {G~G is a strict deterministic grammar and P(L(G)) is true} > P ; iug (4) on the cfl's over {0,I} such that P($) is false, then {MIM is a PDA or cfg and P(L(M)) is true} > P and {MIM is a l~g PDA and P(L(M)) is true} > 2-way IUg nlogn(space+time) PDA languages; Proof sketch: Detailed proofs can be found in [25] .
(I) It is well-known that the class of languages accepted by 2-way NDFA equals Ndtape(logn) . Let P be any nontrivial predicate on the regular sets such that P(@) is false. Since P is nontrivial there exists an NDFA M 0 such that
Let M i be an arbitrary 2-way k-head NDFA k > 1 . For all x~{O,l}* , an NDFA with h-moves can be constructed such that
For each input x = Xl...x n to M i , Mi, x is constructed as follows: (2) Cook [26] has shown that the class of anguages accepted by 2-way multi-head deterministic PDA equals P . The proof is analogous to that of (I) of this theorem and is left to the reader.
(3) The proof of (3) is essentially the same as that of (2) noting the following fact about strict deterministic grammars -for every dpda M with a single final state, the canonical grammar t G M of M is a strict deterministic grammar [19] .
~See [19] for the definition of canonical grammar. depends accepts s (4) Cook [26] has also shown that the class of languages accepted by 2-way multi-head PDA equals P . The theorem holds for the cfg's as well as the PDA since there exists a deterministic log space transducer M such that M , when given a PDA as input, outputs an equivalent cfg G .
(5) The class of languages accepted by l-way DSA equals the class of languages accepted by 0(2 cnl°gn) time-bounded deterministic Tm's [26] .
This, together with known time hierarchy results and ~ construction like that used in the proof of (I), implies (4).
(6) The class of languages accepted by l-way SA equals the class of languages accepted by 2 0(2 cn ) time-bounded deterministic Tm's [26] . This, together with known time hierarchy results, and a construction like that used in the proof of (I), implies (5) . (7) The algorithms in [27] , [28] for converting an arbitrary l-way nested SA into an equivalent indexed grammar, for converting an arbitrary indexed grammar into an equivalent Olmacro grammar, respectively, can be seen to be executable deterministically in polynomial time. (4) L 4 = {MIM is a l-way deterministic PDA and ~L(M)} is the accepted language of some 2-way l-head PDA.
(5) L 5 = {MIM is a l-way DSA and ~EL(M)} is the accepted language of some 2-way 2-head DSA.
• For a proof see [25] . and L(G) # @} requires time > 2 rrl i.o. on any deterministic Tm . Moreover, L is recr 2 ognizable by some 2 n deterministic time-bounded Tm .
•
The upper bounds in Cor.'s 3.13 and 3.14 follow from Thm. 3.6 and results in [30] . Finally, the time to test G x for emptiness is tJones [lO] shows that L~ is log-complete in Ndtape(logn).
well-known to be O(nlogn) on a logarithmic cost P~AM .
Trees, Structural Equivalence, and Grammatical Coverin 9
The results of the preceeding sections hold for grammars and automata on trees as well as strings. All definitions can be found in [33] [34] [35] [36] . Our first result extends results in [34].
Thm. 3.18: The following are p-equivalent:
(1) structural equivalence of cfg's; (2) structural containment of cfg's; (3) equivalence of nondeterministic top-down tree automata ; (4) containment of nondeterministic top-down tree automata; (5) equivalence of nondeterministic bottom-up tree automata ; (6) containment of nondeterministic bottom-up tree automata ; (7) equivalence of parenthesis grammars; and (8) containment of parenthesis grammars. |~ Prop. 3.19: There exists a 2 P(n) , where P(n) is a polynomial, time-bounded algorithm on a deterministic Tm for solving (I) - (8) In [33] we conjectured that structural equivalence for cfg's requires nonpolynomial space.
Prop. 3.20 illustrates the difficulty of proving this conjecture.
The yield of a tree t , denoted by y(t) , is defined in [34] and [35] . The yield of a set of trees T is defined by y(T) = u y(t) . tET A predicate 11 on a class of tree languages scheme and S ~ S}eNP , our uniform lower bounds are tight.
One immediate corollary of Thm. 4.2 deals with the "degrees of translatability" in [39] .
Cor. 4.3: Given a single variable program scheme S , determining S's flowchart degree is an NP-complete problem. |
Conclusion
We have considered the complexity of a variety of problems from parsing, formal languages, and schemes. In each case we have found close relationships between complexity and underlying combinatorial structure. A complexity theory for grammar'problems was presented. A uniform lower bound on the complexity of scheme equivalence was also presented.
