Six professional usability testing teams conducted a usability test on an early prototype of a dialog box. Altogether, they identified 36 usability problems. No problem was detected by every team, 2 were found by five teams, 4 by four teams, 7 by three teams, 7 by two teams, and 18 problems were identified by one team only. There was more agreement among teams in this study compared to a previous study [1] and there was more agreement among the teams on severe vs. minor problems. Implications for the cooperation between usability testers and their clients are discussed.
INTRODUCTION
A previous study found very little overlap in the problems identified by multiple teams doing a usability test on the same product [1] . The following factors might have reduced the agreement among the teams.
(1) The tested product was in the market for years before it was tested. Potentially, the more obvious, major usability flaws had been fixed. Minor problems are harder to find than major problems and there will be less agreement on them.
(2) The list of requests for information from the development team included 29 issues. Not every team tested the same features due to lack of time for testing everything requested. If different parts of the product are tested, the findings won't overlap.
(3) Some of the issues requested to be addressed were not usability issues but usage or marketing issues. These usually would not be addressed by usability testing but by other methods. Thus, the list of problems was inflated by issues that were not usability related. Some usability teams might have felt it would be inappropriate to include this kind of non-usability information in their reports.
(4) The classification of problems was done by only one rater so there was no safeguard against bias and no indication of the reliability of the classification in terms of inter rater agreement. The list of 300 problems was inflated by listing very similar problems separately.
(5) Two of the nine teams were student teams. It is likely that usability testing benefits from experience, so it wouldn't be surprising if the student teams found fewer or different problems than the professionals.
(6) One of the teams didn't use usability testing methods to evaluate the product, but a survey method. Their data, therefore, cannot be used to assess the reliability of usability testing.
The following modifications to the approach just described were made for the present study.
(1) The prototype to be tested was in an early stage of development. The design had not undergone any prior usability evaluation and had not benefited from customer feedback. (2) To increase the probability that all teams test the same aspects of the prototype, the list of requests from the development team was focused on six questions, and the prototype to be tested was only a small part of an application. (3) Non-usability problems were excluded. (4) Two evaluators extracted and grouped the usability problems from the reports so that interrater reliability could be examined. (5) Only professional usability teams participated.
METHOD
Six professional usability teams were asked to do a usability test on an early prototype of a novel open dialog box built by a large software company. They were instructed to use their regular usability testing methods. The developers were available for questions by email through the first author. All analyses were based on the written reports of the testing teams.
RESULTS

Problem Master List and Problem Grouping
On the basis of the reports, a master list of problems was created. In a first step of the data analysis, two evaluators independently decided for each problem whether it was a usability problem or not. Issues that were not usability problems included prototype limitations or bugs, user needs analysis problems, and feature requests. The two evaluators agreed to exclude 31 non-usability problems. The total number of usability problems was 86. In a second stage, the evaluators independently grouped the problems into categories of problems that were essentially the same. The two evaluators integrated their categorization and resolved initial disagreement in consultation. There was high overall agreement among the evaluators: 69 of 86 problems (80.2%) were categorized the same way by both evaluators independently. Seventeen problems were discussed and resolved. The resulting list included 36 unique usability problems.
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Overlap in the Teams' Findings
None of the 36 problems was detected by all six teams. Two problems were found by five teams, 4 problems by four teams, 7 problems by three teams, 7 by two, and 16 problems (44.4%) were detected by only one team.
Is There More Overlap Compared to the Previous
Study?
To make the results of [1] comparable to this study, the data from the two student teams and from the team that used a survey method were removed, leaving six teams in the data set. For this reanalysis, the raw data available at [2] were used. Molich [.personal communication] revealed which teams were student teams. The mean number of teams detecting a problem for the reanalyzed data of [1] was M= 1.32 ~D= .73). This was lower than the mean number of teams detecting the problems in the present study M = 2.14 (SD = 1.27), t(38.06) = 3.79, p = .001.
To determine whether the higher agreement among the teams in the present study was solely a function of the initial removal of non-usability issues, the reanalyzed data of [1] were also compared with the data of the .present study including the 31 non-usability problems. The mean number of teams detecting a problem in the current study was lower with those problems included, M = 1.61 (SD = 1.09). However, the mean remains significantly higher than in the reanalyzed data of [I], t(80.90) = 2.08, p = .041.
Is There More Overlap Among More Severe Problems?
Three usability experts assessed the severity of the 36 usability problems independently using a four-point scale (cosrnetic problem, minor usability problem, major usability problem, usability catastrophe). Kendalrs coefficient of concordance was W(35) = .54, p = .01. The median of the ratings of the three judges for each problem was used to aggregate the ratings. Of the 36 problems, 18 problems had a median rating of "minor usability problem," 14 had a median rating of "major usability problem", and 4 problems had a median rating of "usability catastrophe." No problem had a median rating of "cosmetic problem." The 14 major usability problems were pooled with the 4 usability catastrophes resulting in a group of 18 severe problems. The mean number of teams detecting the 18 severe problems M = 2.56 (ffD = 1.34) was significantly higher than the mean number of teams detecting the 18 minor usability problems M = 1.72 (SD = 1.07), t(34) = 2.06, p = .047.
Agreement on the Designers' Questions
Yes/no answers to the questions posed by the designers to be answered in the usability test were extracted from the reports. One of the six questions was excluded because it was ambiguous. Three teams gave explicit answers to the remaining five questions. One team didn't give an explicit answer to any of the questions. Another team provided the answers on a per participant basis leading to inconclusive information for one question. There was moderate agreement on two questions, and low agreement on the other three questions.
CONCLUSIONS
Integrating the findings of [1], the present study, and [3] , a pattern emerges. More specific and focused requests by the client lead to more overlap in the findings of the usability testing team. While there was very little overlap in [1], more agreement on the list of usability problems was found in the present study. Spencer et al. [3] reported that usability teams reached perfect agreement on a yes/no scale when given a set of fuUy operationalized research questions including definitions of success and time limits for the task completion, but less agreement on the questions that did not include definitions of success and time limits. Because there were no success criteria in the present study, there was only moderate to low agreement among the teams on the five questions.
Implications for the Cooperation Between Usability
Testers and Their Clients
The notion that specific and focused requests lead to more reliable results has clear implications for the cooperation between usability testers and their clients. The client should work closely with the usability tester when identifying and understanding issues to test, designing test tasks, choosing behavioral measures, and deciding on usability goals. It is critical for the success of a usability test that the testing team has access to detailed information that only the development team can provide, especially on the potential issues with a design. Usability testers should not let the client get away with just dropping off a prototype with the request to find as many flaws as possible.
Implications for the Value of Doing Usability Testing
The finding that there was low agreement on most of the 36 usabi!ity problems raises the question whether there should be any resources dedicated to usability testing in the user centered design process. Although there is much to be desired in terms of the agreement of the teams on the list of usability problems, the data presented in this study do not lead to the conclusion that usability testing is worthless. Every team detected at least six usability problems. Three teams detected 18 problems. Every team detected at least one usability catastrophe and at least three major problems. All teams provided valuable information that would help to improve the design of the open dialog. Nevertheless, the results of this study indicate that there is considerable need for improvement in usability testing.
