






FACULTAD DE INGENIERÍA 
ESCUELA ACADÉMICO PROFESIONAL DE INGENIERÍA DE SISTEMAS 
 
Modelos Del Rendimiento En Gestores De Base De Datos NoSQL 
 
TESIS PARA OBTENER EL TÍTULO PROFESIONAL DE: 
 Ingeniero De Sistemas 
 
AUTOR: 
Br. Purizaga Quiroga Javier Junnior (ORCID : 0000-0003-2362-8370) 
 
 ASESOR:  
Mg. More Valencia Rubén Alexander Ing. (ORCID: 0000-0002-7496-3792) 
 
LÍNEA DE INVESTIGACIÓN: 































A Dios por la vida y a mi familia por el 
incondicional apoyo, especialmente a mis 
padres por haber deposito la confianza en 
mí. 
A aquellas personas, amigo y hermanos 
que contribuyeron con comentarios 





















                                                                         Agradecimiento 
Infinitamente a Dios por darme la vida y a mis 
padres que fueron mi motor para seguir adelante 
con mi vida universitaria. 
También agradezco a mis compañeros que con 
comentarios y consejos positivos que me ayudaron 
en el proceso, también agradezco al Ingeniero 
Rubén More quien con sus asesorías, interrogantes 




















Agradecimiento ...................................................................................................................... iii 
Página del Jurado .................................................................................................................... iv 
Declatoria de Autenticidad ...................................................................................................... v 
Índice....................................................................................................................................... vi 
Índice de Tablas .....................................................................................................................vii 
Índice de Gráficos ..................................................................................................................vii 
Resumen ................................................................................................................................... 1 
Abstract .................................................................................................................................... 2 
I. INTRODUCCIÓN ............................................................................................................... 3 
II. MÉTODO ........................................................................................................................... 10 
2.1. Diseño de la Investigación .......................................................................................... 10 
2.2. Variables, Operacionalización .................................................................................... 11 
2.3. Población y Muestra ................................................................................................... 12 
2.4. Técnicas e Instrumentos de Recolección de Datos, validez y confiabilidad .............. 12 
2.5. Método de Análisis ..................................................................................................... 12 
2.6. Aspectos Éticos ........................................................................................................... 13 
III. RESULTADOS .............................................................................................................. 13 
3.1. Detalles de Ejecución de Pruebas ............................................................................... 13 
3.2. Modelo Conceptual de Base de Datos NoSQL ........................................................... 14 
3.3. Análisis de la ejecución del Modelo Yahoo Cloud Serving Benchmark .................... 15 
IV. DISCUSIÓN ................................................................................................................... 20 
V. CONCLUSIONES ............................................................................................................. 23 
VI. RECOMENDACIONES ................................................................................................ 24 
REFERENCIAS ........................................................................................................................ 25 










Índice de Tablas 
 
Tabla 1.Cuadro comparativo de Herramientas de Benchmark .................................................... 8 
Tabla 2.Matriz de Operacionalización de Variables ................................................................. 11 
Tabla 3.Matriz de Muestra......................................................................................................... 12 
Tabla 4.Matriz de Instrumentos de Recolección de Datos, validez y confiabilidad ................. 12 
 
 
Índice de Gráficos 
Gráfico 1..Comparativa de Actualizaciones (Update) de Rendimiento 50% y 5% ................... 15 
Gráfico 2.Comparativa de Lectura (Read) de Rendimiento 50%,95% y 5%. ........................... 16 
Gráfico 3.Comparativa de Rendimiento en  Escaneo (Scan)  al 95% ....................................... 17 
Gráfico 4.Comparativa Lectura, Actualización y Escaneo 5% ................................................. 17 
Gráfico 5.Comparativa de Insert 95% ....................................................................................... 18 
Gráfico 6.Comparativa de Latencia Promedio al ejecutar Consulta  READ 50% .................... 19 














La presente investigación tiene como objetivo principal Analizar los resultados de la ejecución 
del modelo Yahoo Cloud Serving Benchmark, es una investigación de tipo descriptiva 
cuantitativa no experimental, en la presente vamos a encontrar una definición exacta de Base de 
Datos NoSQL, además de características y tipos de base de datos NoSQL, también 
encontraremos un cuadro comparativo entre Apache Phoenix y Yahoo Cloud Serving 
Benchmark. Por otro lado, hay una muestra de 76 pruebas ejecutadas, estos tiempos fueron 
recolectados por el instrumento que fue la guía de observación, esto nos conllevo a realizar un 
Análisis Lineal y los datos fueron procesados en el programa Microsoft Excel 2013. En donde 
se analizaron los resultados obtenidos de la ejecución de pruebas al modelo en gestores de Base 
de Datos NoSQL, luego pasamos a discutir los mismos con los antecedentes que tenemos, esta 
actividad nos conllevo a concluir y dar recomendaciones acerca de líneas futuras. 
 
 


















The main objective of this research is to Analyze the execution results of the Yahoo Cloud 
serving model, it is a non-experimental quantitative descriptive type investigation, in this we 
will find an exact definition of NoSQL database, In addition to features and NoSQL database 
types, we will also find a cross-table between Apache Phoenix and Yahoo Cloud serving 
Benchmark. On the other hand, there is a sample of 76 tests executed, these times were collected 
by the instrument that was the observation guide, this led us to perform a linear analysis and the 
data were processed in the Microsoft Excel 2013 program. Where we analyzed the results 
obtained from the execution of tests to the model in database managers NoSQL, then we went 
on to discuss the same with the background we have, this activity led us to conclude and give 
recommendations about future lines. 
 
 





La realidad problemática del trabajo de investigación  se fundamenta en que,  cuando 
escuchamos gestores de base de datos la mayoría de nosotros lo  vinculamos    con  
gestores de base de datos relacionales esto  es a que la mayoría hemos escuchado alguna 
vez o   lo hemos utilizado, por otro lado  la  gran parte no conocemos de este tipo de 
gestores, porque  no se instruyó acerca de estos  temas  o  tuvimos una instrucción muy 
generalizada acerca del tema  y  la mayoría de nosotros somos conformistas y  no 
indagamos diferentes gestores de base de datos  porque  no teníamos el conocimiento 
necesario para indagar más  allá de que se nos instruyó, pero lo que la mayoría no 
sabemos  es que estos gestores de base de datos NoSQL son utilizados por grandes 
empresas  como Amazon, Facebook. (Izquierdo  Javier 2015). 
Los gestores de base de datos relacionales tienen una forma estructurada de almacenar 
información   y  se vinculan entre sí, además las consultas se hacen  mediante joins,   por  
consultas multitabla y  tienen  un esquema claro,  además la velocidad de consulta y 
rendimiento a la hora de trabajar con gran cantidad de datos es lenta, un defecto de estas 
base de datos  es que no son flexible, como por ejemplo todos los valores ingresados 
deben ser correlativos a los datos pedidos y deben estar validados. La mayoría de base 
de Datos NoSQL  evitando utilizar este lenguaje estructurado  o lo utilizan  como un 
lenguaje de apoyo como por ejemplo  Casandra utiliza el lenguaje CQL o MongoDB 
utiliza el lenguaje JSON , a diferencia de las base de datos relacionales   que no pueden 
existir  un tipo de relación  entre datos o colecciones de documentos, por tanto  los 
gestores de base de datos NoSQL no se usan tablas  que utilizan fila y columna  aquí se 
usan  modelos de almacenamiento que  se utilizan clave-valor, por lo consiguiente  
existen mayor rapidez a la hora de  realizar  operaciones de datos, es muy sencillo a la 
hora de trabajar  debido a que tiene un esquema libre, tiene una gran  velocidad de 
consulta y rendimiento  a la hora de trabajar gran cantidad de datos, uno de los mayores 
defectos  en esta forma de base de datos es la falta de consistencia a nivel de la base de 






Si no hubiese este tipo de investigaciones la mayoría de nosotros no tendríamos 
conocimiento de este tipo de herramientas para medir el rendimiento de base de datos 
NoSQL o llamadas benchmark es una técnica que sirve para medir el rendimiento de un 
sistema o de uno de sus componentes, además este tipo de investigaciones generan 
conocimiento y hacen un gran aporte a la sociedad, por lo consiguiente este tipo de 
investigaciones nos pueden ayudar a buscar opciones más fáciles para solucionar cierto 
tipo de problemas, como por ejemplo que modelos utilizar para medir el rendimiento en 
gestores de base de datos NoSQL, además de saber cuál es el rendimiento de una base 
de datos NoSQL,  que benchmark utilizar para medir el rendimiento de base de datos 
NoSQL y un conjunto de soluciones que  hacen que nuestro día a día sea mucho más 
sencillo.(Muñoz de Frutos Ana 2016). 
Esta investigación  tiene como objetivo evaluar el modelo del rendimiento en gestores 
de base de datos NoSQL, además no existe una respuesta contundente de cuál de los dos 
gestores de base de datos utilizar, debido a que ambas tienen similares características 
pero el problema surge a la hora de almacenar información, al respecto estos tipos de 
base de datos tiene  el capacidad para poder  adaptarse a los cambios, esto es muy 
importante debido a que esto va  influir  a la hora de tomar  una decisión. Por otro lado, 
ambas bases de datos son escalables es decir que nuestro dato tenga el mismo o mejor 
performance con ciertos problemas que puedan ocurrir, por ejemplo, una base de datos 
SQL es como una transmisión automática de un vehículo, mientras que las bases de datos 
NoSQL son como una trasmisión manual. Además, se presume que cualquier cosa que 
se almacene, tiene que ser una base de datos relacional (SQL), una base de datos 
relacional puede ser utilizada en diferentes ámbitos como por ejemplo en la Educación: 
Porque nos a ayuda a organizar la información y   también nos ayuda a enseñar el 
conocimiento lógico al estudiante. Por otro lado, los gestores de base de datos NoSQL 
se pueden utilizar en redes sociales, el Big Data nos ayuda a gestionar grandes cantidades 
de información. 
Para conocer acerca más del tema, se ha buscado trabajos anteriores, el primero es Raúl, 
Quispe Yachi (Quispe Yachi, Raúl 2016) en su investigación   que lleva como   título  




relacionales”, para obtener el grado en  de bachiller en Ingeniería de Sistemas en la 
Universidad Nacional de Ingeniería, Perú,  cuyo objetivo es proponer una base de datos 
adecuada para la gestión de grandes datos y  compararlas con las bases de datos 
relacionales más usadas en las organizaciones mediante volúmenes de información, que 
a través del método  descriptivo propone evaluar  las base de datos NoSQL y SQL según 
criterios a la hora de manejar grandes volúmenes, teniendo como resultado  que la 
mayoría de  las pruebas se obtuvo como ganador a Casandra seguido de muy cerca por 
MongoDB a excepción de una prueba donde MySQL fue ligeramente superior a ambas, 
concluyendo que as bases de datos NoSQL tienen un mejor rendimiento al manejar 
grandes volúmenes de información pero eso no quiere decir que es la  mejor sal momento 
de administrar grandes volúmenes de información y  es recomendable usar una base de 
datos NoSQL.(Quispe Yachi, Raúl 2016) 
El segundo, Claudiu Barzu (Barzu Claudiu ,2017) en su investigación  que lleva como 
título “Estudio del rendimiento de sistemas de gestión de bases de datos New SQL” para 
obtener el grado bachiller en Ingeniería Informática, en la Universidad Politécnica de 
Madrid, España,  cuyo objetivo  se centra en el estudio del  rendimiento de dos nuevos 
sistemas adaptados a los requerimientos actuales que pretenden ofrecer las 
funcionalidades de los sistemas tradicionales, como las transacciones y el lenguaje SQL 
por su facilidad y popularidad, quien a través del método descriptivo propone evaluar el 
rendimiento con  diversas situaciones y  con diversos tipos de operaciones, teniendo 
como resultado que ambos sistemas ofrecen una capa de compatibilidad completa con el 
lenguaje SQL y un rendimiento similar en situaciones con alta carga de datos, sim 
embargo el comportamiento entre ambas herramientas es muy diferente, debido a que 
Apache Phoenix utiliza más tiempo en operaciones de lectura y la herramienta Splice lo 
utiliza más en operaciones de lectura.(Barzu Claudiu ,2017) 
El tercer,  Sana Nawazish (Nawazish Ali, Sana 2014a) en su investigación  que lleva 
como título “Benchmarking Distributed System in the Cloud:  Yahoo! YCSB” para 
obtener el grado de bachiller en Ingeniería Informática, en la Universidad Pública de 





Yahoo Cloud Serving Benchmark, quien a través del método no experimental propone 
estudiar el rendimiento de base de Datos NoSQL como Casandra y HBase proponiendo 
ejecutar distintas cargas de trabajo y distintos números de hilos para ver cuál es el  
rendimiento de las bases de datos ya mencionadas anteriormente ,obteniendo como 
resultado que algunas pruebas se  pudo observar un comportamiento muy similar  en la 
mayoría de las pruebas.(Nawazish Ali, Sana 2014a). 
 
Las teorias Relacionadas al tema , se encontraron diversos conceptos y caracteristicas, 
NoSQL que significa “Not only SQL” en donde se hace referencia a un conjunto de base 
de datos  no relacionales,  teniendo como características que  no se encuentran 
construidas en tablas y no utilizan el lenguaje SQL para la manipulación de Datos. Las 
bases de datos NoSQL tienen la singular particularidad de poder manejar grandes 
cantidades de datos,  siendo un requerimiento imprescindible para big data(Tovar Ortiz 
Diego 2017). 
Por lo general los Sistemas NoSQL se encuentran diseñados de acuerdo a los parámetros 
del “ACID (Atomicidad Consistencia Aislamiento Durabilidad), BASE (Basic, 
Availavility, Soft State, Eventual Consistency), OLTP (Online Transaction Processing) 
en tiempo real y la solución OLAP (On-line Analytical  Processing)” garantizando las 
necesidades de las organizaciones en sistemas que tienen la capacidad de almacenar y 
trabajar datos en cantidades descomunales(Cattell Rick 2011). 
Las bases de datos NoSQL cuentan con las siguientes características: 
o Tienen la capacidad de escalar horizontalmente a largo de varios servidores. 
o Tienen la capacidad para replicar y distribuir datos a través de varios 
servidores. 
o Cuentan con una interfaz simple de nivel de llamada o protocolo. 
o Modelo de concurrencia débil. 
o Apropiado uso de índices distribuidos y memoria RAM. 





A continuación, veremos los modelos más comúnmente utilizados por el sistema de 
almacenamiento NoSQL: 
a. Depósitos de llave-valor: Que por cada llave debemos encontrar un valor asociado, este 
tipo de valor se almacena de forma binaria (BLOB), este es una de las posibles formas 
de guardar valores carentes de estructura. Sin embargo, con ayuda de algunas 
implementaciones de llave-valor pueden soportar listas como valores, algunos beneficios 
de utilizar llave-valor es su simplicidad y su facilidad para escalar. Es conveniente 
utilizar los depósitos llave-valor con operaciones simples, basadas en atributos simples, 
resulta ineficiente a la hora de ejecutar operaciones complejas o por rango. Ejemplos de 
Sistema de almacenamiento llave-valor son  DynamoDB, Redis, SimpleDB(Hecht y 
Jablonski 2011) 
 
b. Basada en Documentos: Igual manera al sistema de almacenamiento llave-valor hay una 
clave única y una información, bueno lo que diferencia a este sistema del anterior ya 
mencionado es que la información pasa a ser un documento con formato JSON o XML, 
una de la principal limitación de este tipo de datos es que las implementaciones no 
pueden realizar uniones (JSON) o transacciones que aborden filas o columnas, para 
resolver este problema recurrimos a las de-normalización. Esta limitación es 
premeditada, ya que facilita a la base de datos realizar el particionado de forma 
automática, cabe notar que aunque la de-normalización  facilita el escalamiento, pero  
hace que el costo de actualizaciones de las base de datos incremente  y esto puede llevar 
a la perdida de inconsistencia y propiedades transaccionales.(Hecht y Jablonski 2011) 
 
c. Tabular: Este tipo de sistema en vez de guardar información en filas, las almacenas en 
columnas, las columnas pueden concentrase en un conjunto llamado familia de 
columnas, gracias a estos es que estas ganan velocidad no referente a consultas.(Hecht y 
Jablonski 2011) 
 
d. Orientada a Grafos: Este tipo de base de datos almacenan datos en grafos con nodos y 
aristas, esto permite elevar la importancia  no solo a los datos sino también a la relaciones 




Dimensión 1 y 2: Rendimiento y latencia  
Según  (Nawazish Ali, Sana 2014b) “Que para evaluar el rendimiento debemos utilizar 
los siguientes ítems:  Por carga de trabajo y N° Hilos que se ejecutaran”.(p.66) 
Según (Barzu Claudiu 2017b) “ Que para  medir el rendimiento promedio  y latencia 
promedio debemos utilizar una fórmulas  de rendimiento promedio:  
Throuhput(ops/seg)/ Hilos “ 
Tabla 1.Cuadro comparativo de Herramientas de Benchmark 
MODELO YAHOO CLOUD SERVING 
BENCHMARK 
APACHE POENIX 
Definición: Es un framework que realiza la 
medición del rendimiento en sistemas con 
base de datos   que han sido creadas en la 
nube y para que sean utilizadas. Además 
realizando estas pruebas obtenemos datos 
relevantes como por ejemplo el flujo de 
operaciones, el retraso del procesamiento 
de las peticiones, la capacidad del 
procesador a la hora atender las peticiones. 
Definición: Es un proyecto que nació con la 
necesidad de poner devuelta SQL dentro de 
NoSQL, se puede decir que este  es una capa  
de  base de datos  relación  para HBase , a 
pesar de ser tan antiguo  sigue siendo uno 
de los lenguajes  que más se utiliza a nivel 
empresarial  debido a que es más fácil de 
utilizar. 
Funcionalidad: Por lo general las pruebas 
suelen ser en dos partes la carga y la 
ejecución, bueno en el apartado de carga se 
basa en las inserciones que realizan en la 
base de datos preparando para la fase de 
ejecución. La ejecución consta en 
inserciones, actualizaciones, remociones. 
Funcionalidad: Esta herramienta se divide 
en dos partes, una parte servidora que  
escucha  y la otra que ejecuta querys  
realizada por la parte del cliente, que instala 
librerías adicionales en su proyecto 
Características: 
-Que es de código Abierto. 
-Tiene 06 diferentes pruebas en la 
herramienta, denominadas carga de trabajo. 
-Que necesita 06 máquinas tipo servidor 
Características: 
-Que ofrece todas las ventajas de SQL 




-Capacidad de Escalar y ofrecer un mayor 
Throguthput pudiendo llegar a millones de 
operaciones por segundo. 
-Trabajo con Nodos 
 
El trabajo de investigación tiene la siguiente formulación del problema 
           ¿Cuál es el rendimiento de base de datos MongoDB utilizando el modelo YCSB? 
La justificación del trabajo de investigación se dividió en: 
- Justificación Teórica: La investigación se realizó con el propósito de reforzar   los 
conocimientos acerca de la definición de una base de datos NoSQL, sus 
características y tipos de  base de datos NoSQL teniendo como soporte a los  
antecedentes, en este estudio se aplicó el instrumento que es una guía de observación, 
cuyos resultados de esta investigación nos sirvieron para ver los puntos fuertes y 
débiles, además de comparar resultados con la tesis de (Nawazish Ali, Sana 2014b) 
cuya teoría de que el  la latencia de las base de datos va aumentando según aumentan 
los hilos fue afirmada. 
- Justificación Práctica: La investigación se realizó con la necesidad de saber el 
rendimiento de base de NoSQL, para ver los puntos fuertes y débiles de las base de 
datos NoSQL, para saber que si estoy utilizando la base de datos adecuada y en qué 
casos. 
- Justificación Metodológica: La investigación es de tipo descriptiva no experimental, 
se procedió a la elaboración y aplicación de guías de observación, una guía de 
observación que es para el rendimiento promedio y otra guía de observación para la 
latencia. Las mismas que fueron validadas por expertos en el tema. 
El trabajo de investigación tuvo como objetivo general: 
- Analizar los resultados obtenido del modelo Yahoo Cloud Serving Benchmark 
 




- Comparar los resultados obtenidos de del modelo de rendimiento en Gestores de 
Base de Datos NoSQL. 
- Evaluar el rendimiento promedio que se obtendrán en la ejecución de pruebas 
- Evaluar la latencia promedio que se obtendrán en la ejecución de pruebas. 
 
II. MÉTODO 
2.1. Diseño de la Investigación 
 
La presente investigación llegó a un nivel Exploratorio/Descriptiva debido a que en 
primer lugar haremos un sondeo de   los “modelos para evaluar el rendimiento de base 
de Datos No SQL”, que existen en el mercado y poder así describir las virtudes de cada 
una de estos. El análisis de los datos recolectados será realizado a través de métodos 
estadísticos por ende la investigación tendrá un enfoque cuantitativo. 
Fue de tipo No Experimental dado que únicamente se   evaluaran las características 
encontradas de los modelos más adecuados según las características de base de datos. 




2.2. Variables, Operacionalización 




























NoSQL significa “Not 
only SQL” en donde se 
hace referencia a un 
conjunto de base de 
datos no relacionales, 
teniendo como una 
principal característica 
que no están 
construidas en tablas y 
no utilizan el lenguaje 




Lo que procederemos a 
hacer es realizar 
pruebas de rendimiento 
y latencia  para 
encontrar cual es el 
rendimiento de  la base 
de datos MongoDB 
utilizando el modelo 
























2.3. Población y Muestra 








2.4. Técnicas e Instrumentos de Recolección de Datos, validez y confiabilidad 
 
Tabla 4.Matriz de Instrumentos de Recolección de Datos, validez y confiabilidad 
Ítems  Técnica  Instrumento 
Carga de Trabajo 
Ejecutadas 
Observación Guía de Observación 
N° Hilos de ejecución Observación Guía de Observación 
Carga de Trabajo 
Ejecutadas 
Observación Guía de Observación 
N° Hilos de 
Ejecución 
Observación Guía de Observación 
 
 
2.5. Método de Análisis 
Con respecto a la guía de observación, después de aplicación de la guía de 
observación al modelo se aplicó la fórmula de rendimiento máximo para 
analizar, comparar y evaluar los resultados que se reunieron de acuerdo a las 
guías de observación. 
Así mismo se realizar el análisis estadístico. 
Para hallar el rendimiento promedio vamos a utilizar la siguiente formula. 















N° Hilos de Carga
 
 
2.6. Aspectos Éticos 
La realización del proyecto de investigación ha sido estructurada tomando como 
referencia el modelo aprobado por la Universidad César Vallejo y   se han utilizado 
las normas ISO 690 para mencionar las bibliografías y referencias de los autores 
citados. 
III. RESULTADOS 
3.1. Detalles de Ejecución de Pruebas 
Para la realización de este proyecto se utilizó una maquina física con las siguientes 
características: 
 Procesador Intel(R) Core(TM)i5 4550U @3.8GHz 
 RAM: 12,00 GB (10,20 GB disponible) 
 Disco duro: 1 TB 
 Sistema Operativo: Centos 7 Gnone(64bits) 
 Tarjeta Red 10/100 
 MongoDB v.4.0.0 
 Hadoop v.3.5.0 
 Tipo de Fichero: Documento 
Configuración del Clúster 
 Simple 127.0.1.1 
Workloads 
 700 000 registros de 1KB cada uno en una máquina de 10GB 
 100 threads 
 Distribución Zipfian  
Tipos de Operaciones        





 Update: Cambia el valor de un registro existente en la base de datos. 
 Read: Lee un registro de manera aleatoria. 
 Scan: Escanea registros en orden, empezando por una clave de registro 
seleccionada al azar. El número de registros que deben analizarse también es 
















3.3. Análisis de la ejecución del Modelo Yahoo Cloud Serving Benchmark 
 
Gráfico 1..Comparativa de Actualizaciones (Update) de Rendimiento 50% y 5% 
 
Fuente: Guía de Observación aplicada al modelo 
Autor: Javier Junnior Purizaga Quiroga. 
 
Interpretación 
En el grafico 1 se pudo notar que un pico ascendiente entre los puntos 4.56 a 5.10 y que decae 
entre los puntos 5.98 a 3.25   debido a que algún fichero que fue seleccionado en la prueba 
contenía una serie de colecciones y cada colección puede obtener diferentes objetivos, esto 
hizo que hubiera mayor demanda de recursos y luego denotamos descenso esto significa que 





Gráfico 2.Comparativa de Lectura (Read) de Rendimiento 50%,95% y 5%. 
Fuente: Guía de Observación N°1 aplicada al modelo 
Autor: Javier Junnior Purizaga Quiroga 
 
Interpretación 
Como se logró apreciar en el grafico N°2 se muestra que entre los puntos 62.64 y 6.96 
notamos un descenso perpendicular, este tipo de problemas suelen pasar porque a la hora de 
filtrar el fichero hubo alguna dificultad ya que hubo diferentes colecciones en el fichero o 
porque hubo varios objetivos. Además, también podemos percibir que hay un ascenso 
perpendicular en donde la prueba sigue con normalidad esto hace referencia a que se pudo 
procesar la información que el fichero contenía y por otra parte se pudo observar si la 
información que contenía el fichero iba dirigido a un objetivo a varios Además las pruebas 
READ al 95%   no presentaron este tipo de problemas, debido a que toda la data que 














Gráfico 3.Comparativa de Rendimiento en  Escaneo (Scan)  al 95% 
           
Fuente: Guía de Observación N°1 aplicada al modelo 




En el grafico N°3 se pudo percibir que hay desniveles uno está entre los puntos 160.0 a 157.86 
se puede explicar de la siguiente forma que hubo algunos ficheros que contenían datos 
precisos y con un solo objetivo, además se debe tomar en cuenta que los ficheros para esta 
prueba se seleccionaran de forma aleatoria de 1 al 100. 
 
Gráfico 4.Comparativa Lectura, Actualización y Escaneo 5% 
 
   Fuente: Guía de Observación N°1 aplicada al modelo  






Como se denoto que el grafico N°4 de Lectura, Actualización y Escaneo, se pudo percibir 
que hay varios desniveles, uno de ellos se encuentra citado entre los puntos entre los puntos 
1.32 y 2.41 este puede pasar porque hubo incongruencias a la hora filtrar datos en el fichero 
o porque hubo ficheros que contenían un conjunto de colecciones que iban dirigidas a varios 
objetivos y a consecuencia de esto se requirió de mayor consumo de recursos. Además, 
también pudimos percibir que entre los puntos 4.62 y 2.20 también encontramos un desnivel 
esto se puede explicar con lo mencionado en líneas anteriores. 
 
 
Gráfico 5.Comparativa de Insert 95% 
 
  Fuente: Guía de Observación aplicada al modelo N°1 
 Autor: Javier Junnior Purizaga  Quiroga 
Interpretación 
Como denotamos en el grafico N°5 podemos percibir que hay un descenso entre los 4.11 al 
punto 3.40 esto se debe a que en el momento que se ejecutó la consulta INSERT hubo algún 
fichero que contenía data para una sola colección y esta iba dirigida hacia un solo objetivo y 
se observó ese desnivel, además la prueba sigue con normalidad también debemos tomar en 










Gráfico 6.Comparativa de Latencia Promedio al ejecutar Consulta  READ 50% 
 
       Fuente: Guía de Observación Aplicada N°2 al modelo 




Como se observó en el grafico N°6 la latencia promedio obtenida de la ejecución UPDATE 
la gráfica tiene una forma que va de ascendiente hacia descendiente, este paradigma se puede 
explicar debido a que para ejecutar la sentencia UPDATE se ejecutaran dos órdenes 
implícitas, una de ella es para filtrar las colecciones y la otra consulta es la de modificar el 





Gráfico 7.Comparativa de Actualizaciones de Latencia Promedio 50% 
 
Fuente: Guía de Observación N°2 aplicada al modelo 
Autor: Javier Junnior Purizaga Quiroga 
Interpretación 
Como se pudo apreciar en el grafico N°7 la latencia obtenida de la ejecución UPDATE la 
gráfica tiene desnivel esto se debe que para que MongoDB ejecute la orden READ primero 
tiene que filtrar que fichero que puede contener una o varias colecciones y por otro lado la 
segunda orden que está implícita es que una vez que se encontró el fichero se puede leer lo 
que contiene el fichero o modificar. 
IV. DISCUSIÓN 
De acuerdo al objetivo el cual fue  analizar el modelo de rendimiento en gestores de base de 
Datos NoSQL .A partir de los datos  obtenidos de la aplicación de la guía de observación al 
modelo Yahoo Cloud Serving Benchmark en donde se obtuvo una comparativa del 
rendimiento en las actualizaciones de 50% y 5 % se puede apreciar  un notorio desnivel en 
la curvatura que comprende entre los puntos 4.56 al 5.98  esto es debido a que en la ejecución 
de este consulta que es la Actualización , se hizo la búsqueda del fichero o colecciones que 
fue seleccionada de forma aleatoria entre 1 al 100  y  luego de encontrado el fichero se obtiene 
los elementos que contiene el mismo y  se procede a la actualización del fichero o colección. 
A pesar de no haber los mismos tiempos que  mi antecedente de (Nawazish Ali, Sana 2014c) 





Casandra y MongoDB aumenta conforme   aumentan el número de hilos , aquí e pude 
observar que Casandra no obtiene resultados  tan optimizado para realizar consultas de 
actualización con respecto a HBase que obtiene mejores resultados en latencia ya que  esta  
cuenta con una memoria volátil en donde se almacenan las actualizaciones y se puede 
observar los valores que están por debajo de 1 , muy diferente a Casandra que obtiene valores 
por encima de 1 hasta 3  por otra parte MongoDB obtiene resultados posterior de 1 hasta 2.33 
teniendo resultados más óptimos que Casandra. 
Se  Analizó  los resultados obtenidos de la ejecución de la consulta de Scan al 95%con los 
resultados obtenidos de la misma ejecución de consulta con el antecedente ya antes 
mencionado, bueno los resultados de la ejecución de la consulta de Scan por del antecedente 
fueron la latencia en HBase fue entre los puntos 34,90 a 56,43 teniendo como pico más alto 
a 56,43 y Cassandra con resultados entre los puntos 49,36 a  31,93 teniendo como pico alto 
a 49,36, por otro lado MongoDB o tuvo resultados entre los puntos de 160,00 a 162,15 
teniendo como pico más alto a 165,30, en donde se puede decir que HBase es la que ha tenido 
un comportamiento mejor que las demás. 
 
Con respecto al segundo objetivo que fue comparar el modelo  en gestores de base de datos 
NoSQL, considerando que se aplicó la guía de observación al modelo Yahoo Cloud Serving 
Benchmark en donde se encontró que en la comparativa de Rendimiento en Lecturas al 
50%,95% y 5%  pudimos contemplar que entre la lecturas 50% y 5 % se encontró una 
similitud en la curvatura excepto  por un desnivel hacia abajo   dado que  para ejecutar la 
consulta READ primero se tiene que hacer una búsqueda de la colección  que fue 
seleccionada de forma aleatoria entre 1 y 100 esto hizo que haya un descenso en la prueba 
porque se tuvo que buscar una colección que no estaba al alcance de la prueba, además luego 
miramos que hay un ascenso  eso significa que hubo una búsqueda de la colección donde este 
estuvo al alcance de la prueba y se procedió a ejecutar la consulta  READ lo que contenía 
cierta colección esto es con respecto a la comparativa de Rendimiento en Actualizaciones al 
50% y 5% con respecto a la actualización del 95% se pude observar que por debajo de la 
actualización del 50% esto es debido a que todas las colecciones estuvieron a la mano de la 





18.66 desciendo a 16.10 muy diferente al resultado obtenido por (Nawazish Ali, Sana 2014c)  
que la latencia en la base de datos  HBase un poco más alta debido a que este tipo de  base 
de datos tiene que reconstruir datos, por otra parte la base de datos Casandra obtuvo entre 
12.23 hasta 19.56 siendo el pico más alto 19.56  y en MongoDB dando como resultado los 
valores entre 18.66 hasta 16.10,en conclusión MongoDB es la base de Datos más optimizado 
para la ejecución de Lectura esto se debe a que mongo hace consultas simples  y que una 
colección tiene un conjunto de elementos o un elemento. 
Así mismo en la investigación  ya antes mencionada donde  se aplicó la guía de observación  
al modelo en donde se ejecutó consulta de Read-update-write  se hallaron  resultados que 
iban por debajo de 1 en ambas bases de datos,  esta pruebas se ejecutaron througputs bajos 
para observar más de cerca el comportamiento de ambas bases, se puede observar que en 
ambas base de datos el comportamiento es similar  y la latencia es muy bajo todo lo contrario 
a la base de datos MongoDB los resultados que se obtuvieron fueron por encima 1 hasta 1.70 
teniendo con pico más  alto al valor 2.41 esto nos conlleva a expresar que las base de datos 
HBase y Casandra son las más óptimas para ejecutar esta consulta muy diferente a 
MongoDB. 
Con respecto a los tiempos  de la ejecución de la consulta de Lectura al  5%  y  95% 
obteniendo como resultado observamos un desnivel en la curvatura de ejecución de la 
consulta al 5% entre los puntos 4,56 a 5,98esto a causa de que hubo algún fichero que tuvo 
que ser buscado porque no estaba al alcance del cloud  por parte de la ejecución de la consulta 
lectura al 50% no se denoto ningún desnivel por otro lado según el autor (Barzu Claudiu 
2017c) no dice que  se puede observar como el tiempo de lectura no aumenta tanto al variar 
el tamaño de la base  esto debido a que las curvaturas son semejantes , muy contrario a  











 Tras haber   Analizado   la ejecución del modelo Yahoo Cloud Serving Benchmark 
pudimos notar que hubo un desnivel de las actualizaciones al 5% y 95% esto se debe 
a que en la prueba hubo una búsqueda de un fichero que no estaba al alcance de la 
prueba y a causa de esto hizo que hubiera un mayor consumo de recursos por parte 
de la prueba y además pudimos observar un punto débil para este modelo al ejecutar 
una Actualización al 5%. 
 Después de haber comparado los resultados de la ejecución del modelo Yahoo Cloud 
Serving Benchmark pudimos notar que un desnivel de la lectura al 5% esto porque 
hubo una dificultad para buscar este fichero que fue elegido al azar entre 1 al 100 y a 
causa de esto hubo un descenso perpendicular. 
 Al comparar los tiempos de ejecución obtenidos del modelo Yahoo Cloud Serving 
Benchmark se pudo deducir que la base de Datos MongoDB no tiene los mejores 
tiempos a la hora de hacer un escaneo de ficheros. 
 Al evaluar latencia pudimos observar que la latencia obtenida de la ejecución de la 
sentencia READ tiene varios desniveles esto se debe a que primero se tuvo que filtrar 
el fichero que se desee actualizar, para esto se utilizó WHERE Y SET. 
 Al evaluar la latencia se pudo percatar que la latencia obtenida de la ejecución de la 
sentencia UPDATE   tiene un desnivel que asciende esto se debe a que los ficheros 

















 Implementar un Análisis de Herramienta de Benchmark en Base de Datos NoSQL p 
para esto se debe contar con datos reales de una organización, contar con un servidor 
en donde poder ejecutar la herramienta, y una base de datos NoSQL que contenga 
más datos. 
 Se utilizar la base de Datos NoSQL MongoDB para la implementación de un sistema 
de biblioteca digital porque los mejores tiempos a la hora de ejecutar estas tres 
operaciones juntas que son Leer-Actualizar-Escribir. 
 Se recomienda la base de datos NoSQL MongoDB en la implementación de citas 
médicas ya que este tipo de base de base tiene un tiempo que es destaco a la hora de 
ejecutar tres operaciones a la vez Leer-Actualizar-Escribir, esto es crucial para este 
tipo de problemas. 
  A pesar de que este tipo de trabajos está en pañales se puede hacer comparaciones 
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ANEXOS   
Instrumento N°1 
Guía de observación N°1 
En la siguiente guía de observación sirve para anotar datos obtenidos de pruebas ejecutadas a 
distintas bases de datos No SQL con el fin hallar su rendimiento. 
 
Modelo: 
Lugar de ejecución: 
Fecha de ejecución: 
Responsable: 
Carga de trabajo H1000 H2000 H3000 H4000 H5000 H6000 H7000 H8000 H9000 H10000 
 Workload A 
Read 50% 
                    
                       
Consideraciones: 
 
Guía de observación N°2 
Modelo: 
Lugar de ejecución: 
Fecha de ejecución: 
Responsable: 
Carga de trabajo H1000 H2000 H3000 H4000 H5000 H6000 H7000 H8000 H9000 H10000 
                      
                      
 
Consideraciones 
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