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We present a semi-analytic and asymptotically exact solution to the problem of phonon-induced
decoherence in a quantum dot-microcavity system. Particular emphasis is placed on the linear polar-
ization and optical absorption, but the approach presented herein may be straightforwardly adapted
to address any elements of the exciton-cavity density matrix. At its core, the approach combines
Trotter’s decomposition theorem with the linked cluster expansion. The effects of the exciton-cavity
and exciton-phonon couplings are taken into account on equal footing, thereby providing access to
regimes of comparable polaron and polariton timescales. We show that the optical decoherence
is realized by real phonon-assisted transitions between different polariton states of the quantum
dot-cavity system, and that the polariton line broadening is well-described by Fermi’s golden rule
in the polariton frame. We also provide purely analytic approximations which accurately describe
the system dynamics in the limit of longer polariton timescales.
A quantum dot (QD) embedded in a solid-state optical
microcavity presents a fundamental system within cavity
quantum electrodynamics (cavity-QED)1. The QD exci-
ton couples to an optical mode of the cavity in a manner
well described by the exactly solvable Jaynes-Cummings
(JC) model2–4. Within the strong coupling regime there
is a partly reversible exchange of energy, with a period
τJC, between the exciton and the cavity mode, which
gives rise to polariton formation and characteristic vac-
uum Rabi splitting5–7.
Whilst not accounted for in the JC model, there is
significant experimental and theoretical evidence8–22 to
suggest that phonons play a crucial role in the optical
decoherence of the QD-cavity system. The general phe-
nomenon of phonon-induced dephasing in semiconductor
QDs is well studied; it has been successfully explained
and quantified by the exactly solvable independent bo-
son (IB) model23. This model describes a polaron, formed
from a QD exciton coupled to bulk acoustic phonons24,
with a characteristic polaron formation time τIB. The IB
model accounts for the major effect of the non-Markovian
pure dephasing but is known to fail treating the exciton
zero-phonon line (ZPL) broadening25.
It is natural to draw upon the JC and IB models when
addressing the problem of phonon-induced dephasing in
the QD-cavity system. However, the combination of the
two models presents a significant challenge. Various ap-
proaches to the QD-cavity problem have been suggested
in the literature, ranging from Born-Markov approxi-
mations8–10 to path-integral methods14,15,26–30 and non-
equilibrium Green’s function techniques17. These ap-
proaches can be broadly divided into perturbative and
non-perturbative methods.
The perturbative methods employ a polaron transfor-
mation followed by a perturbative treatment of the cou-
pling of the phonon-dressed exciton to the cavity mode,
carried out in the 2nd order Born approximation8–11
or beyond16,17. These approaches perform well in cer-
tain parameter regimes but break down, for example,
when the polaron formation time τIB is comparable to, or
slower than, the exciton-cavity oscillation period of the
polariton τJC.
Non-perturbative techniques based on a quasi-
adiabatic Feynman path-integral scheme26 enable accu-
rate numerical solutions but are computationally expen-
sive and provide little insight into the underlying physics.
Nahri et al.15 apply a tensor multiplication scheme26 to
the case of a QD-cavity system with super-ohmic spec-
tral density. This technique relies upon a complex algo-
rithm with an “on-the-fly path selection” optimization27.
Glassl et al.14 present a real-time path-integral scheme28
adapted for a QD in a lossless cavity. Cavity and QD
dampings are included within later work29, but in this
case the exciton-phonon coupling is added phenomeno-
logically.
In this paper, we present a semi-analytic exact solu-
tion of the long-standing problem of the phonon-induced
decoherence of the QD-cavity system. Our approach is
based on the Trotter decomposition with a subsequent
use of the cumulant expansion technique23,25,31, which
provides a computationally straightforward and physi-
cally intuitive formulation. Being non-perturbative, our
approach treats the effects of the exciton-photon and
exciton-phonon couplings on equal footing, thereby ren-
dering the technique appropriate across the full range of
both coupling strengths, as well as timescales τIB and
τJC. We additionally provide a physical interpretation of
our findings based on a theoretically rigorous polariton
model.
A key principle of the present method is a separation of
the system Hamiltonian into two exactly solvable parts,
H = HJC + HIB, described by the JC and IB models
respectively. The JC Hamiltonian has the form (~ = 1):
HJC = ωXd
†d+ ωCa†a+ g(a†d+ d†a) , (1)
where d† (a†) is the exciton (cavity photon) creation op-
erator, g is the exciton-cavity coupling strength, and ωX
(ωC) is the exciton (cavity photon) complex frequency,
ωX,C = ΩX,C − iγX,C . (2)
The imaginary frequency component γX (γC) character-
izes the long-time ZPL exciton dephasing (cavity mode
2radiative decay) rate. Note that this non-Hermitian
Hamiltonian HJC is straightforwardly derived from its
Hermitian analog through the Lindblad dissipator for-
malism, as shown in Appendix A.
For convenience, the ZPL term from the standard IB
Hamiltonian23 can been included within HJC, Eq. (1),
giving HIB of the form:
HIB = Hph + d
†dV , (3)
where Hph is the free phonon bath Hamiltonian and V
describes the exciton-phonon interaction,
Hph =
∑
q
ωqb
†
qbq , V =
∑
q
λq(bq + b
†
−q) . (4)
Here, b†q (ωq) is the creation operator (frequency) of the
q-th phonon mode and λq is the matrix element of the
exciton-phonon coupling.
It is instructive, at this point, to formally introduce
timescales τJC and τIB associated with the JC and IB
Hamiltonians respectively. The polariton timescale τJC
characterizes the temporal period of the Rabi oscillations,
τJC =
2pi
∆ω
, (5)
where ∆ω is the polariton line separation. In the absence
of phonons and for the case of zero detuning, ΩX = ΩC ,
the polariton Rabi splitting is simply twice the exciton-
cavity coupling strength: ∆ω = 2g.
We define the polaron timescale as
τIB ≈
√
2pil/vs , (6)
where l is the exciton confinement radius and vs is the
sound velocity, Throughout this work, we take l = 3.3 nm
and vs = 4.6×103 m/s. Note that Eq. (6) underestimates
the polaron timescale at very low temperatures (. 5 K) -
see Appendix E for further discussion. Physically, the po-
laron timescale characterizes the time to form (disperse)
a polaron cloud following creation (destruction) of an ex-
citon.
Whilst our approach is general and suited for describ-
ing the dynamics of any elements of the reduced density
matrix of the JC sub-system, in this paper we concen-
trate on the most simple and intuitively clear quantity:
the linear optical polarization. For this purpose, it is
sufficient to reduce the basis of the JC system to the fol-
lowing three states: the absolute ground state |0〉, the
excitonic excitation |X〉, and the cavity excitation |C〉.
In this basis, d† = |X〉 〈0| and a† = |C〉 〈0|. The linear
polarization is then given by a 2×2 matrix Pˆ (t) with the
matrix elements Pjk(t) expressed in terms of the time
evolution operator Uˆ(t) as
Pjk(t) = 〈〈j| Uˆ(t) |k〉〉ph , Uˆ(t) = eiHphte−iHt , (7)
where 〈. . . 〉ph denotes the expectation value over all
phonon degrees of freedom in thermal equilibrium and
j, k = X,C, see Appendix A for details. Here, j indicates
the initial excitation mode of the system and k the mode
in which the polarization is measured. For example, PXX
(PCC) denotes the excitonic (photonic) polarization un-
der a pulsed exciton (cavity) excitation.
Using Trotter’s decomposition theorem, the time evo-
lution operator Uˆ(t) can be re-expressed as
Uˆ(t) = lim
∆t→0
eiHpht
(
e−iHIB∆te−iHJC∆t
)N
, (8)
where ∆t = t/N . We introduce two new operators, Mˆ
and Wˆ , associated with the JC and IB Hamiltonians,
respectively,
Mˆ(tn − tn−1) = Mˆ(∆t) = e−iHJC∆t, (9)
Wˆ (tn, tn−1) = eiHphtne−iHIB∆te−iHphtn−1 , (10)
where tn = n∆t. Exploiting the commutivity of HJC and
Hph enables us to express the time evolution operator as
a time-ordered product of pairs WˆMˆ :
Uˆ(t) = T
N∏
n=1
Wˆ (tn, tn−1)Mˆ(tn − tn−1), (11)
where T is the time ordering operator. Noting that both
Wˆ and Mˆ are 2×2 matrices in the |X〉, |C〉 basis and
that Wˆ is diagonal (with diagonal elements Wi), the po-
larization Eq. (7) takes the form
Pjk(t) =
∑
iN−1=X,C
· · ·
∑
i1=X,C
MiN iN−1 · · ·Mi2i1Mi1i0
× 〈WiN (t, tN−1) · · ·Wi2(t2, t1)Wi1(t1, 0)〉ph ,
(12)
where iN = j, i0 = k, Minim = [Mˆ(∆t)]inim , and
Win(tn, tn−1) = T exp
{
−iδinX
∫ tn
tn−1
V (τ)dτ
}
(13)
with δij the Kronecker delta and V (τ) = e
iHphτV e−iHphτ .
Further details and intermediate steps are provided in
Appendix B.
It is instructive at this point to introduce the concept of
a “realization” of the system as a particular combination
of indices in within the full summation of Eq. (12). We
associate with each realization a step-function θˆ(τ) being
equal to 0 over the time interval tn − tn−1 if in = C
(the system is in the cavity state |C〉) or 1 if in = X
(the system is in the excitonic state |X〉). An example
realization is given in Appendix C. The product of W -
operators for a particular realization can be written as
WiN (t, tN−1) · · ·Wi1(t1, 0) = T exp
{
−i
∫ t
0
V¯ (τ)dτ
}
,
(14)
3where V¯ (τ) = θˆ(τ)V (τ). Now, applying the linked clus-
ter theorem23 for calculating the trace of Eq. (14) over
all phonon states, we obtain
〈WiN (t, tN−1) · · ·Wi2(t2, t1)Wi1(t1, 0)〉ph = eK¯(t), (15)
where
K¯(t) = −1
2
∫ t
0
dτ1
∫ t
0
dτ2〈T V¯ (τ1)V¯ (τ2)〉 (16)
is the linear cumulant for the particular realization. Its
explicit dependence on the specific indices in of the real-
ization is given by
K¯(t) =
N∑
n=1
N∑
m=1
δinXδimXK|n−m| , (17)
where
K|n−m| = −1
2
∫ tn
tn−1
dτ1
∫ tm
tm−1
dτ2〈T V (τ1)V (τ2)〉. (18)
Note that K|n−m| depends only on the time differ-
ence |tn − tm| = ∆t|n − m|. Furthermore, as
shown in Appendix D, all K|n−m| can be efficiently
calculated from the standard IB model cumulant
K(t) = T exp
{
−i ∫ t
0
V (τ)dτ
}
(calculation of the latter is
detailed in Appendices E and F).
Having in mind an application of this theory to semi-
conductor QDs coupled to bulk acoustic phonons, we
use the conditions of the super-Ohmic coupling spectral
density and a finite phonon memory time28. This per-
mits a dramatic reduction in the number of terms within
the double summation of Eq. (17). Indeed, we need to
take into account only instances in which |tm − tn| 6
τIB. When selecting ∆t, we must also be mindful of
the requirement imposed by the Trotter decomposition
method: ∆t → 0. In practice, ∆t must simply be small
relative to the period of oscillation between exciton and
cavity states τJC.
We initially consider the most straightforward appli-
cation of the technique, which will be referred to as the
nearest neighbors (NN) approach.
In the NN approach, we limit our consideration to
|n−m| 6 1, selecting ∆t ≈ τIB so as to best satisfy both
aforementioned conditions on ∆t. The summation over
n and m in Eq. (17) is therefore simplified to
K¯(t) = δiNXK0 +
N−1∑
n=1
δinX
(
K0 + 2δin+1XK1
)
. (19)
Crucially, as shown in Appendix C, this reduction to a
single summation allows us to re-express Eq. (12) as
Pjk(t) = e
δjXK0
∑
iN−1
· · ·
∑
i1
GiN iN−1 · · ·Gi2i1Mi1k , (20)
where
Ginin−1 = Minin−1e
δinX(K0+2δin−1XK1) . (21)
Equation (20) can be compactly written in 2×2 matrix
form in the |X〉, |C〉 basis:
Pˆ (t) =
(
PXX PXC
PCX PCC
)
=
(
eK0 0
0 1
)
GˆN−1Mˆ (22)
with Gˆ given by
Gˆ =
(
MXXe
K0+2K1 MXC
MCXe
K0 MCC
)
. (23)
It should be noted that our time step ∆t ≈ τIB is too large
to capture the initial rapid phonon-induced decay of the
polarization associated with the phonon broadband24,25.
There is, however, a simple solution to this problem: for
all t < τIB, we replace our fixed ∆t with a variable ∆t
′ =
t/2. This ensures that K¯ is calculated exactly for all
t < τIB. Further details on this modification are provided
in Appendix D.
From the NN result Eq. (22), one can extract a simple
analytic expression that describes the long-time behavior
of the linear optical response. We use the asymptotic
behavior of the standard IB model cumulant K(t) in the
long-time regime24,25,
K(t) ≈ −iΩpt− S , (24)
where Ωp is the polaron shift and S is the Huang-
Rhys factor (the explicit forms of which are provided
in Appendix E). This allows us to make the approxima-
tions K0 ≈ −iΩp∆t − S and K1 ≈ S/2. In the limit
∆t ≈ τIB  τJC, this results in a fully analytic long-
time dependence of the polarization (see Appendix G for
further details):
Pˆ (t) ≈ e−Sˆ/2e−iH˜te−Sˆ/2 (t > τIB), (25)
where
H˜ =
(
ωX + Ωp ge
−S/2
ge−S/2 ωC
)
, Sˆ =
(
S 0
0 0
)
. (26)
Comparing the long-time analytics for Pjk(t), given by
Eqs. (25) and (26), with the exact linear polarization in
the JC model (no phonons), 〈j| e−iHJCt |k〉, we see that
the effect of acoustic phonons in this limit (τIB  τJC)
is a reduction of the exciton-cavity coupling strength g
by a factor of eS/2 and the ZPL weight of the excitonic
polarization by a factor of eS . Additionally the bare
exciton frequency is polaron-shifted: ωX → ωX + Ωp.
These facts are consistent with the analytic results of
the IB model and are in agreement with previous ex-
perimental and theoretical works8,32. Furthermore, we
note that the form of the modified Hamiltonian H˜ given
by Eq. (26) is exactly the same as obtained after making
the polaron transformation of the full Hamiltonian H.
This work therefore provides a rigorous theoretical basis
for taking this polaron transformed Hamiltonian as the
unperturbed system in the widely used polaron master
equation approaches8,16.
4We now address a general case in which the polaron
and polariton time scales can be comparable, τIB ∼ τJC,
for example, in the case of a much larger exciton-cavity
coupling g. This implies that we must find a way to re-
duce the time-step ∆t in the Trotter decomposition. We
achieve this by going beyond the NN regime to the L-
neighbor (LN) regime, where L indicates the number of
“neighbors” that we consider, corresponding to the con-
dition |n−m| 6 L in Eq. (17). The aforementioned con-
dition ∆t  τJC applies equally to the LN regime, and
therefore in this regime we are bound by the constraint
L∆t & τIB. Importantly, this allows us to treat compa-
rable polaron and polariton timescales provided that we
choose L such that the condition τIB/L τJC is satisfied.
In the LN approach we define a quantity F
(n)
iL···i1 which
is generated via a recursive relation
F
(n+1)
iL···i1 =
∑
l=X,C
GiL···i1lF
(n)
iL−1···i1l , (27)
using F
(1)
iL···i1 = Mi1k as the initial value, where Mˆ is de-
fined as before by Eq. (9), while GiL···i1l is the LN analog
of Eq. (21):
GiL···i1l = Mi1le
δlX(K0+2δi1XK1···+2δiLXKL) . (28)
The polarization is then given by
Pjk(t) = e
δjXK0F
(N)
C···Cj . (29)
Eqs. (27) – (29) present an asymptotically exact solu-
tion for the linear polarization. By extending the ma-
trix size of the operators involved, it is straightforward
to generalize this result to other correlators, such as the
photon indistinguishability17,33,34 or to other elements of
the density matrix, such as the four-wave mixing polar-
ization4,35.
To directly compare the various implementations of the
Trotter decomposition method, we now apply the above-
described formalisms to a system with realistic QD pa-
rameters4,35 in the regime of relatively small QD-cavity
coupling (g = 50µeV). Figure 1 (a) shows the linear ex-
citonic polarization |PXX(t)| calculated according to the
analytic and NN techniques, Eqs. (25) and (22) respec-
tively. Also shown is the “exact” polarization, calculated
according the L-neighbor implementation, Eq. (29), with
L = 15. In principle, one must take the limit L→∞ for
a truly “exact” solution. For practical purposes, how-
ever, we select finite L based on the desired accuracy;
the 15-neighbor implementation provides a relative error
in polarization of less than 0.1% for the present set of
parameters.
Figure 1 (b) shows the excitonic absorption spectra for
g = 50µeV, calculated according to the above-described
techniques. The absorption may be easily extracted from
the linear polarization by taking the real part of the
Fourier transform of PXX(t). The long-time behavior
of the polarization is bi-exponential, as is clear from
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FIG. 1. (a) Excitonic linear polarization and (b) absorption
for T = 0 and 50 K, calculated in the LN approach with
L = 15 (red thick solid lines), NN approach with L = 1
(black thin solid lines), analytic approximation Eq. (25) (blue
dashed lines) and refined analytics (green dotted line). We use
the realistic parameters of InGaAs QDs studied in25,31 and
micropillars studied in4,35 (see also Appendix F for details)
including g = 50µeV, ωX = ΩX−iγX with ΩX = 1329.6 meV
and γX = 2µeV; ωC = ΩC − iγC with ΩC = ΩX + Ωp,
Ωp = −49.8µeV and γC = 30µeV. Inset: linear plot of the
absorption with limited frequency range.
Eq. (25). The absorption spectrum therefore consists of
a well-resolved polariton doublet, described by the eigen-
values ωj = Ωj − iΓj (j = 1, 2) of the effective Hamil-
tonian Eq. (26). Although not accounted for within the
analytic model, there is a rapid initial decay in the po-
larization |PXX(t)|; this short-time behavior correlates to
the phonon broadband (BB) within the absorption spec-
trum. At lower temperatures, the BB is more asymmetric
and the ZPL weight is increased, in agreement with the
IB model. For the parameters selected and T = 50 K,
τIB ≈ 3.2 ps and τJC ≈ pieS/2/g ≈ 57 ps (see Eqs. (5)
and (6) alongside Appendices E and F), so that the NN
approach presents a good approximation in this regime.
As expected, the analytic result Eq. (25) describes the
5long-time dynamics well but fails at short times, as it is
clear from Fig. 1 (a). This is manifested in the absorp-
tion spectrum in Fig. 1 (b) as an absence of the BB. To
improve on this shortcoming, we have additionally devel-
oped a refined, fully analytic solution (distinct from the
above-described Trotter decomposition method) which
captures the BB and reproduces the whole spectrum to
very good accuracy in this regime, see the green dotted
line in Fig. 1 (b) and Appendix H for details of the model.
In regimes of comparable polaron and polariton times
τIB∼τJC (achieved by increasing the QD-cavity coupling
constant to g = 0.6 meV while fixing all other parame-
ters), the NN approach and the analytic approximations
fail, leaving only the LN results. From the latter, we find
that the long-time dynamics of the polarization matrix
remain bi-exponential,
Pˆ (t) ≈
2∑
j=1
Cˆje
−iΩjt−Γjt (t > τIB) , (30)
where Ωj (Γj) are the polariton frequencies (linewidths)
and Cˆj are the amplitude matrices.
The linear excitonic and cavity polarizations, |PXX(t)|
and |PCC(t)|, are shown in Fig. 2 (a). There is a pro-
nounced damping of the beating of the two exponentials,
even for zero detuning (shown). This implies that the
two peaks within the absorption spectra now have quite
different linewidths, as is clear from Fig. 2 (b).
The observed behavior can be understood in terms of
real phonon assisted transitions between the states of the
polariton doublet22,36. The variation in linewidths be-
tween T = 0 K and T = 50 K shown in Fig. 2 (b) is
clear evidence of the phonon-induced broadening mech-
anism. At T = 0, the high-energy polariton state (2) is
significantly broader than the low-energy state (1) due
to the allowed transition 2 → 1, accompanied by emis-
sion of an acoustic phonon, as illustrated in the left inset
of Fig. 2 (b). At elevated temperatures both transitions
2 → 1 and 1 → 2, with phonon emission and absorption
respectively, are allowed, giving rise to more balanced
linewidths. The line broadening as a function of temper-
ature T is shown in the inset of Fig. 3.
Increasing the exciton-cavity coupling strength g be-
yond 0.6 meV (up to 1.5 meV), we find that the
asymptotic behavior of the polarization retains the bi-
exponential form of Eq. (30), thereby enabling direct
comparison of polariton parameters at various coupling
strengths g. The polariton line splitting ∆ω = Ω2 − Ω1
and linewidths Γ1,2 are shown against g in Fig. 3, whilst
the behavior of the amplitude matrices Cˆ1,2 with g is
addressed in Appendix I.
The upper panel of Fig. 3 shows the Rabi splitting ∆ω
of the polariton lines as a function of g, up to g = 1.5
meV. In the regime of small g, the analytic calcula-
tion of Eqs. (25) and (26) predict a phonon-renormalized
Rabi splitting of ∆ω = 2ge−S/2 where S is the Huang-
Rhys factor defined in Appendix E. This dependence is
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FIG. 2. As Fig. 1 but for g = 0.6 meV and only LN re-
sult shown, for T = 0 (red lines) and 50 K (black lines). The
photon polarization and absorption are also shown (dashed
lines). Insets: (a) the initial polarization dynamics; (b, left)
linear plot of the absorption illustrating the 2 → 1 polariton
transition assisted by phonon emission; (b, right) the relative
error for the parameters of the long-time bi-exponential de-
pendence of PXX(t), Eq. (30), as a function of the number of
neighbors L, taking L = 15 as the exact solution.
indeed observed in the 15-neighbor calculation for cou-
pling strength g below 0.2 meV (0.5 meV) for T = 50 K
(T = 0). A minor deviation from the analytic formula
prediction of ∆ω = 2ge−S/2 at small g is due to fi-
nite exciton and cavity lifetimes used in the calculation:
γX = 2µeV and γC = 30µeV. At larger g, the analytic
prediction breaks down, and the Rabi splitting may even
be enhanced by the presence of phonons.
The broadening Γ1,2 of the polariton lines is strongly
dependent on the exciton-cavity coupling strength g, as
shown in the lower panel of Fig. 3. Maximal broadening
occurs when the polariton splitting ∆ω = Ω2−Ω1 corre-
sponds to the typical energy of local acoustic phonons31
(0.5 – 1 meV for the QDs under consideration). To un-
derstand and quantify this behavior, we make a unitary
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FIG. 3. Upper panel: Deviation of the polariton Rabi split-
ting ∆ω = Ω2−Ω1, calculated via the LN model with L = 15,
from the nominal Rabi splitting 2g (solid lines), as a function
of the exciton-cavity coupling strength g for zero effective de-
tuning, ωC = ωX +Ωp, and two different temperatures, T = 0
and T = 50 K. The deviation of the phonon renormalized
Rabi splitting from the nominal Rabi splitting 2g(e−S/2 − 1)
is shown by dashed lines. Inset in upper panel: the calculated
full Rabi splitting ∆ω (solid line) for g = 50µeV as a function
of the temperature T , in comparison with 2ge−S/2 (dashed
lines). Lower panel: Linewidths Γ1,2 of the lower (solid lines)
and upper (dashed lines) polariton states in Eq. (30) as func-
tions of the coupling strength g, calculated in the LN ap-
proach with L = 15 (thick black and red lines) and esti-
mated according to Fermi’s golden rule (thin blue and ma-
genta lines). Inset in lower panel: temperature dependence of
Γ1,2 for g = 50µeV (black) and 0.6 meV (green).
transformation of the Hamiltonian H = HJC +HIB,
H → H ′ = Yˆ HYˆ −1 , (31)
where Yˆ is the 2 × 2 matrix that diagonalizes the JC
Hamiltonian HJC, comprising of diagonal elements α and
off-diagonal elements ±β (see Appendix G for explicit
forms of Yˆ , α and β). In making this transformation,
we move from an exciton-cavity basis (d†, a†) to a po-
lariton basis (p†1,2). The transformed Hamiltonian H
′ has
the form,
H ′ =
(
ω1 + α
2V αβV
αβV ω2 + β
2V
)
+Hph1 , (32)
where ω1,2 are the eigenvalues of the JC Hamiltonian
HJC (see Appendix G for explicit forms), V and Hph are
defined in Eq. (4), and 1 is a 2× 2 identity matrix in the
polariton basis.
From Eq. (32) it is clear that phonon assisted tran-
sitions between polariton states are permitted through
the interaction term αβV (p†1p2 + p
†
2p1). Concentrating
on this term, the contribution of real phonon-assisted
transitions Γph to the polariton broadening Γ1,2 can be
understood in terms of Fermi’s golden rule (FGR)31,
Γph = piN±∆ω/vs
∑
q
|αβλq|2δ(±∆ω − ωq) , (33)
where λq is the matrix element of the exciton-phonon
coupling for the q-th phonon mode, vs is the speed of
sound in the material, ∆ω is the polariton Rabi splitting,
and N±∆ω/vs is the Bose distribution function (Eq. (E3))
evaluated at q = ±∆ω/vs. We take the positive (nega-
tive) value of ∆ω in Eq. (33) for the 1 → 2 (2 → 1)
polariton transition.
Taking the average polariton Rabi splitting ∆ω of 2g
and approximating α and β as α ≈ β ≈ 1/√2 (valid in the
case of zero detuning, or, more generally, in the regime
g  |ωX − ωC |), we obtain the following expressions for
the lower (1) and upper (2) polariton line broadenings,
Γ1 = Γ0 +N2g/vs Γ¯ph , (34)
Γ2 = Γ0 + (N2g/vs + 1)Γ¯ph , (35)
where Γ0 = 1/2(γX + γC) is the intrinsic line broadening
due to the long-time ZPL dephasing γX and radiative
decay γC , and, for a spherical Gaussian QD model (see
Appendix F), Γ¯ph has the form
Γ¯ph =
g3(Dc −Dv)2
2piρmv5s
exp
(
−2g
2l2
v2s
)
. (36)
The linewidths Γ1,2 calculated using Fermi’s golden
rule, Eqs. (34) and (35), are shown alongside the Trotter
decomposition results in the lower panel of Fig. 3. There
is, in general, remarkable agreement between Fermi’s
golden rule and the results obtained from the LN Trot-
ter decomposition method; the small discrepancies may
be attributed to multi-phonon transitions, which are not
accounted for in FGR.
The inset in Fig. 2 (b) demonstrates the quality of the
present calculation at g = 0.6 meV. For the values of L
shown, the error for the parameters of the long-time de-
pendence Eq. (30) decreases exponentially as 2−L/2. The
computational time tc is ∝ 2L, giving an error that scales
as 1/
√
tc. Even for large g, the LN result quickly con-
verges to the exact solution, with the relative error of the
polariton linewidths Γ1,2 saturating at a level below 1%,
as shown in Appendix I.
In conclusion, we have provided an asymptotically ex-
act semi-analytic solution for the linear optical response
of a QD-microcavity system coupled to an acoustic-
phonon environment, valid for a wide range of system pa-
rameters. Even for large cavity-QD coupling strength g,
7this solution reveals the dephasing mechanism in terms of
real phonon-assisted transitions between polariton states
of the Rabi doublet. For small g, our approach simplifies
to an accurate analytic solution which provides an in-
tuitive physical picture in terms of polaron-transformed
polariton states superimposed with the phonon broad-
band, known from the independent boson model.
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Appendix A: Derivation of Eq. (7) for the linear
polarization
We take as our starting point the standard definition
of the optical polarization,
P = Tr {ρ(t)c} , (A1)
where the annihilation operator c stands either for the
exciton operator d or for the cavity operator a. Conse-
quently, Eq. (A1) has the meaning of the full excitonic
or photonic polarization, respectively. Here ρ(t) is the
full density matrix of the system, including the exciton,
cavity, and phonon degrees of freedom.
To obtain the linear polarization from Eq. (A1), we
first need to assume a pulsed excitation of the system at
time t = 0, which is described by the following evolution
of the density matrix:
ρ(0+) = e
−iVρ(−∞)eiV , (A2)
where ρ(−∞) is the density matrix of a fully unexcited
system, with its exciton-cavity part being in the absolute
ground state |0〉 and phonons being in thermal equilib-
rium,
ρ(−∞) = |0〉 〈0| ρ0 , (A3)
ρ0 = e
−βHph/Tr
{
e−βHph
}
ph
. (A4)
Here, β = (kBT )
−1, and the trace is taken over all possi-
ble phonon states. The perturbation V due to the pulsed
excitation has the form:
V = α(c˜† + c˜), (A5)
where α is a constant, and again, c˜ is either d or a, de-
pending on the excitation (feeding) channel.
We assume that the evolution of the full density ma-
trix of the exciton-cavity-phonon system after its optical
pulsed excitation is given by the following standard Lind-
blad master equation
iρ˙ = [H, ρ] + iγX
(
2dρd† − d†dρ− ρd†d)
+ iγC
(
2aρa† − a†aρ− ρa†a) , (A6)
in which the Hamiltonian H = HJC +HIB is Hermitian.
Here, HJC is the JC Hamiltonian HJC defined by Eq. (1)
in which the complex frequencies
ωX,C = ΩX,C − iγX,C , ΩX,C , γX,C ∈ R , (A7)
are replaced by real ones by removing the imaginary
parts: ωX,C → ΩX,C . Noting that
[H, ρ] = Hρ−ρH∗+iγX(d†dρ+ρd†d)+iγC(a†aρ+ρa†a) ,
where H is the full non-Hermitian Hamiltonian defined
on the first page of the main text and H∗ is its com-
plex conjugate, we may re-express the Lindblad master
equation as
iρ˙ = Hρ− ρH∗ + 2iγXdρd† + 2iγCaρa† . (A8)
In the linear polarization, we keep in the full polariza-
tion only the terms which are linear in α. Looking closer,
this implies keeping only |X〉 〈0| and |C〉 〈0| elements of
the density matrix. When the density matrix is reduced
to only |X〉 〈0| and |C〉 〈0| elements, the last two terms
in Eq. (A8) vanish, which yields an explicit solution:
ρ(t) = e−iHtρ(0+)eiH
∗t , (A9)
in which H∗ can actually be replaced by Hph. The linear
polarization then takes the form
PL(t) = −iαTr
{
e−iHtc˜† |0〉 〈0| ρ0eiHphtc
}
(A10)
Now, dropping the unimportant constant factor −iα and
introducing indices j, k = X,C to replace the operators
c˜† and c, we arrive at Eq. (7) of the main text.
Appendix B: Trotter decomposition of the evolution
operator
Using the Trotter decomposition, the evolution oper-
ator is presented in Eq. (8) as Uˆ(t) = limN→∞ UˆN (t),
where
UˆN (t) = e
iHphte−iHIB(t−tN−1)e−iHJC(t−tN−1) · · ·
× e−iHIB(tn−tn−1)e−iHJC(tn−tn−1) · · ·
× e−iHIBt1e−iHJCt1
= eiHphte−iHIB(t−tN−1)e−iHphtN−1e−iHJC(t−tN−1) · · ·
× eiHphtne−iHIB(tn−tn−1)e−iHphtn−1e−iHJC(tn−tn−1) · · ·
× eiHpht1e−iHIBt1e−iHJCt1
= Wˆ (t, tN−1)Mˆ(t− tN−1) · · ·
× Wˆ (tn, tn−1)Mˆ(tn − tn−1) · · · Wˆ (t1, 0)Mˆ(t1) , (B1)
where we have used the fact that the operators Hph and
HJC commute. From the definition of HIB we note that
Wˆ (tn, tn−1) = eiHphtne−iHIB(tn−tn−1)e−iHphtn−1 (B2)
8is a diagonal operator in the 2-basis state matrix repre-
sentation in terms of |X〉 and |C〉:
Wˆ (tn, tn−1) =
(
WX(tn, tn−1) 0
0 WC(tn, tn−1)
)
(B3)
with
WX(tn, tn−1) = eiHphtne−i(Hph+V )(tn−tn−1)e−iHphtn−1 ,
WC(tn, tn−1) = 1.
Using the time ordering operator T , Wˆ -matrix element
WX can be written as
WX(tn, tn−1) = T exp
{
−i
∫ tn
tn−1
V (τ)dτ
}
, (B4)
where V (τ) = eiHphτV e−iHphτ is the interaction rep-
resentation of the exciton-phonon coupling V , which is
given by Eq. (4) of the main text.
Substituting the evolution operator Eq. (B1) into
Eq. (7) for the polarization Pjk(t) and explicitly express-
ing the matrix products gives
Pjk(t) =
∑
iN−1=X,C
· · ·
∑
i1=X,C
〈WiNMiN iN−1
×WiN−1MiN−1iN−2 · · ·Min+1inWinMinin−1 · · ·
×Wi1Mi1i0〉ph (B5)
with iN = j and i0 = k. From here, we note that only
W elements contain the phonon interaction and through
a simple rearrangement of Eq. (B5) we arrive at Eq. (12)
of the main text.
Appendix C: Linear polarization in the NN
approximation, including an example realization
The single summation in the cumulant Eq. (19) allows
us to express, for each realization, the expectation value
in Eq. (12) as a product
〈WiN (t, tN−1) · · ·Win(tn, tn−1) · · ·Wi2(t2, t1)Wi1(t1, 0)〉ph
= eδiNXK0eδiN−1X(K0+2δiNXK1) · · ·
× eδin−1X(K0+2δinXK1) · · · eδi1X(K0+2δi2XK1).
(C1)
It is convenient to introduce
Rinin−1 = e
δin−1X(K0+2δinXK1), (C2)
enabling us to express the expectation values of the prod-
uct of W-operators for a given realization Eq. (C1) as
eδiNXK0RiN iN−1 · · ·Ri2i1 . Inserting this expression into
Eq. (12), we find
Pjk(t) = e
δiNXK0
∑
iN−1=X,C
· · ·
∑
i1=X,C(
MiN iN−1 · · ·Mi2i1Mi1i0
) (
RiN iN−1 · · ·Ri2i1
)
. (C3)
We then join together correspondingMinin−1 and Rinin−1
elements through the definition of a matrix
Ginin−1 = Minin−1Rinin−1 , (C4)
which transforms Eq. (C3) to
Pjk(t) = e
δiNXK0
∑
iN−1=X,C
· · ·
∑
in−1=X,C
· · ·
∑
i1=X,C
GiN iN−1 · · ·Ginin−1 · · ·Gi2i1Mi1i0 . (C5)
Using the fact that iN = j and i0 = k, we arrive at
Eq. (20) which is compactly represented in Eq. (22) as a
product of matrices.
0
K0
0
0
K0
K1
K1
0
0
0
K0
0
0
0 t1 t2 t3 t4 t5
0
t1
t2
t3
t4
t5
τ1
τ2
τIB
τ
θˆ(τ)
0
1
FIG. 4. Example realization for the NN implementation with
N = 5. In this realization, i1 = X, i2 = C, i3 = X, i4 = X,
i5 = C, as is clear from the step function θˆ(t) associated with
the given realization, shown on the top.
To illustrate this idea by way of an example, we take a
particular realization for N = 5, provided for illustration
in Fig. 4. In this realization, i1 = X, i2 = C, i3 = X, i4 =
X, and i5 = C. Each exponential e
δin−1X(K0+2δinXK1) in
Eq. (C1) can be visualized as an L-shaped portion of the
time grid (color coded in the figure). In the illustrated
9realization we have,
Ri2i1 = e
δi1X(K0+2δi2XK1) = eK0 ,
Ri3i2 = e
δi2X(K0+2δi3XK1) = e0 = 1 ,
Ri4i3 = e
δi3X(K0+2δi4XK1) = eK0+2K1 ,
Ri5i4 = e
δi4X(K0+2δi5XK1) = eK0 ,
eδi5XK0 = e0 = 1 .
We then find
Gi2i1 = GCX = MCXe
K0 ,
Gi3i2 = GXC = MXC ,
Gi4i3 = GXX = MXXe
K0+2K1 ,
Gi5i4 = GCX = MCXe
K0 ,
which contributes to the total polarization Eq. (C5).
Note that the condition for the NN approximation to
be valid is also illustrated in Fig. 4: All the time moments
of integration for which |τ2− τ1| < τIB should be located
within the colored squares, which are taken into account
in the NN calculation of the cumulant.
Appendix D: Calculation of K|n−m| from the IB
model cumulant
As is clear from the definition given in Eq. (18) of the
main text, the integral K|n−m| depends only on the dif-
ference |n − m|; it is depicted graphically in Fig. 5 (a).
To find K0, we set m = n = 1,
K0 = −1
2
∫ t1
0
dτ1
∫ t1
0
dτ2〈T V (τ1)V (τ2)〉 = K(∆t) ,
(D1)
where K(t) is the IB cumulant, which is calculated
explicitly in Appendix E below, see Eq. (E5).
Analogously, to find K1 we may set m = 1 and
n = 2 which gives
K1 = −1
2
∫ t2
t1
dτ1
∫ t1
0
dτ2〈T V (τ1)V (τ2)〉 , (D2)
or, by setting m = 2 and n = 1 instead, we obtain the
same result:
K1 = −1
2
∫ t1
0
dτ1
∫ t2
t1
dτ2〈T V (τ1)V (τ2)〉 . (D3)
Eqs. (D2) and (D3) correspond to the squares labeled as
K1 in Fig. 5 (b). In order to calculate K1 from the IB
cumulant, we note that
K(2∆t) = 2K0 + 2K1. (D4)
Therefore,
K1 =
1
2
[K(2∆t)− 2K0] . (D5)
(a)
K0(∆t)
0 t1 t2 t3
0
t1
t2
t3
τ1
τ2
(b)
K0(∆t)
K1(∆t)
K1(∆t)
K0(∆t)
0 t1 t2 t3
0
t1
t2
t3
τ1
τ2
FIG. 5. Graphical representations of the use of the IB model
cumulant K(t) for finding (a) K0(∆t) and (b) K1(∆t).
In general, all the integrals Kp can be found recursively:
Kp>0 =
1
2
[
K((p+ 1)∆t)− (p+ 1)K0
−
p−1∑
q=1
2(p+ 1− q)Kq
]
. (D6)
For all t < τIB, we modify our approach by replacing
our fixed ∆t with variable ∆t′ = t/(L+1), where L is the
chosen number of neighbors. Accordingly, in this regime
time is discretized into L+ 1 tranches. For example, the
NN (L = 1) approach uses a 2×2 grid, as shown in Fig. 6.
Crucially, this ensures that no portions of the K(t) grid
are neglected. We therefore may allow ∆t′ to become
arbitrarily small whilst always exactly calculating K(t).
Note that this is only valid for t < τIB: If we were to
extend this approach to t > τIB then for some values of
10
0 ∆t′ 2∆t′
0
∆t′
2∆t′
K0(∆t
′)
K1(∆t
′)
K1(∆t
′)
K0(∆t
′)
FIG. 6. Adaptation of the grid of Fig. 5 for small time:
t < τIB. The grey grid illustrates the ∆t discretization used
for t > τIB (as shown in Fig. 5), whilst the green grid illus-
trates the adapted discretization for t < τIB. In this small
time regime and the L = 1 implementation, a 2 × 2 grid is
always used, giving ∆t′ = t/2. More generally, the LN imple-
mentation requires a grid of size (L+ 1)× (L+ 1) for t < τIB.
t our time interval ∆t′ would become too large, and the
accuracy of the calculation would be degraded.
Appendix E: The IB model cumulant and its
long-time behavior, Eq. (24)
The IB model cumulant K(t) can be conveniently writ-
ten in terms of the standard phonon propagator Dq
25,
K(t) = − i
2
∫ t
0
dτ1
∫ t
0
dτ2
∑
q
|λq|2Dq(τ1 − τ2) , (E1)
where
iDq(t) = 〈T [bq(t) + b†−q(t)]†[bq(0) + b†−q(0)]〉
= Nqe
iωq|t| + (Nq + 1)e−iωq|t| (E2)
and Nq is the Bose distribution function,
Nq =
1
eβωq − 1 . (E3)
Performing the integration in Eq. (E1), we obtain
K(t) =
∑
q
|λq|2
(
Nq
ω2q
[
eiωqt − 1]
+
Nq + 1
ω2q
[
e−iωqt − 1]+ it
ωq
)
. (E4)
Converting the summation over q to an integration
∑
q →
V
(2pi)3v3s
∫
d3ω (where V is the sample volume) and noting
that |λq|2 may be expressed in terms of the spectral den-
sity function J(ω) (see Eq. (F6) in Appendix F below),
we re-write Eq. (E4) as
K(t) =
∫ ∞
0
dω J(ω)
(
Nq
ω2
[
eiωt − 1]
+
Nq + 1
ω2
[
e−iωt − 1]+ it
ω
)
. (E5)
In the long-time limit, Eq. (E5) simplifies to
K(t→∞) = −iΩpt− S, (E6)
with the polaron shift
Ωp = −
∫ ∞
0
dω
J(ω)
ω
(E7)
and the Huang-Rhys factor
S =
∫ ∞
0
dω
J(ω)
ω2
(2Nq + 1)
=
∫ ∞
0
dω
J(ω)
ω2
coth
(
ω
2kBT
)
. (E8)
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FIG. 7. IB model cumulant K(t), with its long-time asymp-
totics −iΩpt−S subtracted, as a function of time t for differ-
ent temperatures as given. The parameters used are listed at
the end of Appendix F. Inset: the phonon memory time τIB
playing the role of the cut-off parameter in calculation of the
cumulants for different realizations in the LN approach.
Figure 7 shows the cumulant function K(t) of the
IB model with the asymptotic behavior −iΩpt − S sub-
tracted. The polaron timescale τIB is the time taken for
the remaining part of the cumulant, K(t) + iΩpt+ S, to
drop below a certain threshold value. The choice of this
threshold is dictated by the accuracy required in the cal-
culation: τIB determines the choice of the minimal time
step in the NN approximation (∆t ≈ τIB) and the LN
approach (L∆t ≈ τIB), and any contributions from the
quickly decaying part of the cumulant K(t) + iΩpt + S
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beyond t = τIB are neglected in the calculation. Choos-
ing a threshold of 10−4, we see from Fig. 7 that the po-
laron timescale τIB is approximately 3.25 ps at T = 5 and
T = 50 K for the realistic QD parameters used in the
calculation (see Appendix F). This timescale is, however,
strongly dependent on the exciton confinement length l
and speed of sound in the material vs (set to 3.3 nm and
4.6 × 103 m/s respectively to produce Fig. 7). We there-
fore define, in Eq. (6) of the main text, τIB in terms of
these key parameters.
At very low temperatures, τIB also becomes
temperature-dependent, as it is clear from Fig. 7; in the
present case τIB increases to 10 ps at T = 0. The full
temperature dependence of τIB is shown up to T = 14 K
in the inset of Fig. 7.
Appendix F: Exciton-phonon coupling matrix
element λq and the spectral density function J(ω)
At low temperatures, the exciton-phonon interaction
is dominated by the deformation potential coupling to
longitudinal acoustic phonons. Assuming (i) that the
phonon parameters in the confined QD do not differ sig-
nificantly from those in the surrounding material, and
(ii) that the acoustic phonons have linear dispersion
ωq = vs|q|, where vs is the sound velocity in the ma-
terial, the matrix coupling element λq is given by
λq =
qD(q)√
2ρmωqV
, (F1)
where ρm is the mass density of the material. Assum-
ing a factorizable form of the exciton wave function,
ΨX(re, rh) = ψe(re)ψh(rh), where ψe(h)(r) is the con-
fined electron (hole) ground state wave function, the
form-factor D(q) is given by
D(q) =
∫
dr
[
Dv|ψh(r)|2 −Dc|ψe(r)|2
]
e−iq·r, (F2)
with Dc(v) being the material-dependent deformation
potential constant for the conduction (valence) band.
We choose for simplicity spherically symmetric parabolic
confinement potentials which give Gaussian ground state
wave functions:
ψe(h)(r) =
1
(
√
pile(h))3/2
exp
(
− r
2
2l2e(h)
)
, (F3)
and thus
λq =
√
q
2ρmvsV
(Dv −Dc) e−
l2q2
4 , (F4)
taking the case of le = lh = l for simplicity.
The spectral density J(ω) is defined as
J(ω) =
∑
q
|λq|2δ(ω − ωq). (F5)
This is equivalent to taking the product of |λq|2 with the
density of states in ω-space. Switching from the summa-
tion to an integration, as in Eq. (E4), the spectral density
becomes
J(ω) = |λq|2 2V
(2pi)2v3s
ω2 =
ω3(Dc −Dv)2
4pi2ρmv5s
e
−ω2
ω20 , (F6)
where q = ω/vs and ω0 =
√
2vs/l is the so-called
“cut-off” frequency; it is inversely related to the phonon
memory time, τIB ≈ 2pi/ω0, leading to Eq. (6).
In all calculations, we use l = 3.3 nm, Dc − Dv =
−6.5 eV, vs = 4.6× 103 m/s, and ρm = 5.65 g/cm3.
Appendix G: Long-time analytics for the linear
polarization
In this section, we derive the approximate analytic re-
sult Eqs. (25) and (26) for the linear polarization Pˆ (t)
in the long-time limit. This approximation is valid for
small values of the exciton-cavity coupling strength g,
which guarantees that the polariton timescale is much
longer than the phonon memory time, τJC  τIB. As a
starting point, we take the result for Pˆ (t) in the NN ap-
proach, Eqs. (22) and (23), and use it for ∆t & τIB. This
condition implies that we can take both K0 and K1 in the
long-time limit, using the asymptotic formula Eq. (24):
K0 = K(∆t) ≈ −iΩp∆t− S, (G1)
K1 =
1
2
(K(2∆t)− 2K(∆t)) ≈ S
2
. (G2)
We would now like to replace the product of N matrices
in Eq. (22) by an approximate analytic expression, taking
the Trotter limit N → ∞. To do so, we initially derive
explicit expressions for Mˆ and Gˆ in the two-state basis
of |X〉 and |C〉. From Eq. (9) we obtain(
MXX MXC
MCX MCC
)
= e−iω1∆t
(
1− β2δ −αβδ
−αβδ 1− α2δ
)
, (G3)
where ω1,2 are the eigenvalues of the Jaynes-Cummings
Hamiltonian HJC, δ = 1 − e−i(ω2−ω1)∆t, and α and β
make up the unitary matrices Yˆ , Yˆ −1 that diagonalize
HJC:
HJC =
(
ωX g
g ωC
)
= Yˆ −1
(
ω1 0
0 ω2
)
Yˆ , (G4)
Yˆ =
(
α −β
β α
)
, (G5)
α =
∆√
∆2 + g2
, (G6)
β =
g√
∆2 + g2
, (G7)
ω1,2 =
ωX + ωC
2
±
√
g2 + δ2, (G8)
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with ∆ =
√
δ2 + g2 − δ and δ = 1/2 (ωX − ωC). Sub-
stituting the expression for Mˆ given by Eq. (G3) into
Eq. (23), and using Eqs. (G1) and (G2), we find
Gˆ =
(
MXXe
K0+2K1 MXC
MCXe
K0 MCC
)
≈ e−iω1∆t
(
e−iΩp∆t(1− β2δ) −αβδ
−e−iΩp∆t−Sαβδ 1− α2δ
)
. (G9)
Now we use the fact that ∆t τJC (which is equivalent
to |ω2 − ω1|∆t  1). We also assume that the polaron
shift Ωp is small, so that |Ωp|∆t  1. Working within
these limits is equivalent to taking the Trotter limit ∆t =
t/N → 0. Keeping only the terms linear in ∆t in the
matrix elements, we obtain
Gˆ ≈ e−iω1∆t
[
1− i∆t
(
Ωp + β
2ω21 αβω21
αβω21e
−S α2ω21
)]
, (G10)
where ω21 = ω2 − ω1 and 1 is a 2 × 2 identity matrix.
From Eq. (G4) and the fact that α2 + β2 = 1 we find
β2(ω2 − ω1) = ωX − ω1,
α2(ω2 − ω1) = ωC − ω1,
αβ(ω2 − ω1) = g.
This allows us to re-write Eq. (G10) in the following way
Gˆ = e−iω1∆t
[
1(1 + iω1∆t)− i∆t
(
ωX + Ωp g
ge−S ωC
)]
.
Now, we diagonalize Gˆ:
Gˆ = ZˆΛˆZˆ−1 , (G11)
where the transformation matrix has the form
Zˆ =
(
eS/2 0
0 1
)(
α˜ β˜
−β˜ α˜
)
, (G12)
in which the second matrix diagonalizes a phonon-
renormalized JC Hamiltonian H˜, as defined in Eq. (26),
H˜ =
(
ωX + Ωp ge
−S/2
ge−S/2 ωC
)
=
(
α˜ β˜
−β˜ α˜
)(
ω˜1 0
0 ω˜2
)(
α˜ −β˜
β˜ α˜
)
. (G13)
The matrix of the eigenvalues Λˆ in Eq. (G11) then takes
the form
Λˆ = e−iω1∆t
[
1− i∆t
(
ω˜1 − ω1 0
0 ω˜2 − ω1
)]
. (G14)
Coming back to the NN expression for the polarization
Eq. (22),
Pˆ (t) =
(
eK0 0
0 1
)
GˆN Gˆ−1Mˆ, (G15)
we note that Gˆ−1 ≈ 1 and Mˆ ≈ 1 in the limit ∆t → 0,
and also eK0 ≈ e−S (still keeping the condition ∆t &
τIB). We then obtain in the long-time limit t & τIB:
Pˆ (t) = e−iω1t
(
e−S 0
0 1
)
ZˆΛˆN Zˆ−1 . (G16)
Finally, we take the limit N → ∞ in the expression
ΛˆN , using an algebraic formula
lim
N→∞
(
1 +
x
N
)N
= ex .
Introducing
x = −i(ω˜1 − ω1)t ,
y = −i(ω˜2 − ω1)t ,
we find
lim
N→∞
ΛˆN = lim
N→∞
(
1 + xN 0
0 1 + yN
)N
= eiω1t
(
e−iω˜1t 0
0 e−iω˜2t
)
. (G17)
Substituting Eq. (G17) into Eq. (G16) we arrive at
Eq. (25) of the main text.
Appendix H: Refined full time analytic approach
The analytic solution derived in Appendix G is suited
only for describing the optical polarization at long times
t & τIB, so that any information on the evolution at
short times, which is responsible for the so-called phonon
broadband observed in the optical spectra of quantum
dots, is missing. To improve on this, we derive a refined,
purely analytic approach which properly takes into ac-
count both the short and long time dynamics, providing
a smooth transition between the two regimes.
We again start with the general formula Eq. (7) for the
linear polarization, writing it in a matrix form using the
two basis states |X〉 and |C〉:
Pˆ (t) = 〈Uˆ(t)〉 . (H1)
Note that the expectation value in Eq. (H1) is taken over
the phonon system in thermal equilibrium, and the 2× 2
evolution matrix operator Uˆ(t) has the form:
Uˆ(t) = eiHphte−iHt = e−iHJCteiH1te−iHt , (H2)
where
H1 = HJC +Hph1, (H3)
H = H1 +
(
1 0
0 0
)
V , (H4)
with HJC (Hph and V ) defined in Eq. (1) (Eq. (4)) of
the main text. We apply the polariton transformation,
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defined in Eq. (G4), to Eq. (H2) for the evolution operator
Uˆ(t),
Uˆ(t) = Yˆ −1e−iH0teiH¯1te−iH¯tYˆ , (H5)
where H0 is a 2 × 2 matrix of eigenvalues of HJC,
H0 =
(
ω1 0
0 ω2
)
, (H6)
and
H¯1 = Yˆ H1Yˆ
−1 = H0 +Hph1 , (H7)
H¯ = Yˆ HYˆ −1 = H0 +Hph1 + QˆV , (H8)
Qˆ = Yˆ
(
1 0
0 0
)
Yˆ −1 =
(
α2 αβ
αβ β2
)
. (H9)
We now define a reduced evolution operator, U¯(t), such
that Eq. (H5) may be re-expressed as
Uˆ(t) = Yˆ −1e−iH0tU¯(t)Yˆ . (H10)
Expressing U¯(t) as an exponential series,
U¯(t) = eiH¯1te−iH¯t = T exp
{
−i
∫ t
0
Hint(t
′)dt′
}
,
(H11)
where
Hint(t) = e
iH¯1t(H¯ − H¯1)e−iH¯1t = Qˆ(t)V (t) , (H12)
with individual interaction representations of the polari-
ton and phonon operators: Qˆ(t) = eiH0tQˆe−iH0t and
V (t) = eiHphtV e−iHpht. The expectation value of U¯(t)
then becomes an infinite perturbation series:
〈U¯(t)〉 = 1 + (−i)2
∫ t
0
dt1
∫ t1
0
dt2Qˆ(t1)Qˆ(t2)〈V (t1)V (t2)〉
+ · · · (H13)
Using Wick’s theorem, all of the expectation values split
into pair products. For example,
〈V (t1)V (t2)V (t3)V (t4)〉 = D(t1 − t2)D(t3 − t4)
+D(t1 − t3)D(t2 − t4) +D(t1 − t4)D(t2 − t3) ,
where
D(t− t′) = 〈V (t)V (t′)〉 =
∑
q
|λq|2iDq(t− t′)
is the full phonon propagator, see Eq. (E2).
It is convenient to introduce the bare polariton Green’s
function
Gˆ(0)(t) =
(
G
(0)
1 (t) 0
0 G
(0)
2 (t)
)
= θ(t)
(
e−iω1t 0
0 e−iω2t
)
, (H14)
where θ(t) is the Heaviside step function. Then the full
phonon-dressed polariton Green’s function Gˆ(t), which is
related to the polarization matrix via
Pˆ (t) = Yˆ −1Gˆ(t)Yˆ , (H15)
satisfies the following Dyson’s equation:
Gˆ(t) = Gˆ(0)(t)
+
∫ ∞
−∞
dt1
∫ ∞
−∞
dt2 Gˆ
(0)(t− t1)Σˆ(t1 − t2)Gˆ(t2) .
(H16)
Note that this equation is equivalent to the perturbation
series Eq. (H13). Here, the self energy Σˆ is represented
by all possible connected diagrams such as the 2nd and
4th order diagrams sketched in Fig. 8, which are given by
the following expressions:
Σˆ(t− t′) = QˆGˆ(0)(t− t′)QˆD(t− t′)
+
∫ ∞
−∞
dt1
∫ ∞
−∞
dt2
{
QˆGˆ(0)(t− t1)Qˆ
× Gˆ(0)(t1 − t2)QˆGˆ(0)(t2 − t′)Qˆ
× [D(t− t2)D(t1 − t′) +D(t− t′)D(t1 − t2)]
}
+ . . . . (H17)
Σˆ = +
+ + · · ·
t t′ t t2t1 t′
t t1 t2 t′
FIG. 8. Second and fourth order diagrams contributing to the
full self energy. Solid lines with arrows (dashes lines) represent
the polariton (phonon) non-interacting Green’s functions.
Equations (H16) and (H17) are exact provided that all
the connected diagrams are included in the self energy.
No approximations have been used so far.
In the case of isolated (phonon-decoupled) polariton
states, all of the matrices are diagonal and the problem
reduces to the IB model for each polariton level, having
an exact analytic solution which we exploit in our approx-
imation. For the two phonon-coupled polariton states
treated here, the exact solvability is hindered by the fact
that the matrices Qˆ and Gˆ(0)(t) do not commute for any
finite time t. However, in the timescale |ω1 − ω2|t  1,
Eq. (H14) may be approximated as Gˆ(0)(t) ≈ θ(t)e−iω1t1
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FIG. 9. Absorption spectra for g = 50µeV, T = 5 K, and zero
detuning, calculated in the LN approach with L = 15 (red
thick solid lines), NN approach with L = 1 (black thin solid
lines), long-time analytic approximation (blue dashed lines)
and refined analytics (green dotted line). Other parameters
used: ΩX = 1329.6 meV, γX = 2µeV, ΩC = ΩX + Ωp with
Ωp = −49.8µeV, and γC = 30µeV.
and thus Gˆ(0)(t) approximately commutes with Qˆ, so for
example,
QˆGˆ(0)(t− t1)QˆGˆ(0)(t1 − t2)QˆGˆ(0)(t2 − t′)Qˆ
≈ QˆGˆ(0)(t− t′)θ(t− t1)θ(t1 − t2)θ(t2 − t′) ,
using Qˆ2 = Qˆ. Clearly, this approximation is valid if
τJC  τIB. In this case we obtain
Σˆ(t) = Qˆ
(
Σ1(t) 0
0 Σ2(t)
)
, (H18)
where Σj(t) is the self energy of an isolated polariton
state j, which contributes to the corresponding IB model
problem
GIBj (t) = G
(0)
j (t)
+
∫ ∞
−∞
dt1
∫ ∞
−∞
dt2G
(0)
j (t− t1)Σj(t1 − t2)GIBj (t2) ,
(H19)
having the following exact solution:
GIBj (t) = G
(0)
j (t)e
K(t) , (H20)
where the cumulant K(t) is given by Eq. (E1). Equa-
tion (H19) then allows us to find the self energies in fre-
quency domain:
Σj(ω) =
1
G
(0)
j (ω)
− 1
GIBj (ω)
, (H21)
where Σj(ω), G
(0)
j (ω), and G
IB
j (ω) are the Fourier trans-
forms of Σj(t), G
(0)
j (t), and G
IB
j (t), respectively. The
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FIG. 10. (a) Excitonic linear polarization and (b) absorption
for g = 50µeV, T = 5 K, and nonzero detuning, calculated
in the LN approach with L = 15 (red thick solid lines), NN
approach with L = 1 (black thin solid lines), analytic ap-
proximation (blue dashed lines) and refined analytics (green
dotted line). Other parameters used: ΩX = 1329.6 meV,
γX = 2µeV, ΩC = 1329.45 meV, and γC = 30µeV.
full matrix Green’s function (and hence the polarization)
is then obtained by solving Dyson’s equation (H16) in
frequency domain:
Gˆ(ω) =
[
1− Gˆ(0)(ω)Σˆ(ω)
]−1
Gˆ(0)(ω) , (H22)
where Gˆ(0) and Σˆ are given, respectively, by Eqs. (H14)
and (H18), with self energy components provided via
Eq. (H21) by the IB model solution Eq. (H20).
An obvious drawback of the above analytic model is
that it does not shows any phonon-induced renormaliza-
tion of the exciton-cavity coupling due to the interac-
tion with the phonon bath. This is a consequence of the
present approach not properly taking into account the
cumulative effect of self-energy diagrams of higher order,
for which the approximate commutation of matrices Qˆ
and Gˆ(0)(t) is not valid. But we know from the IB model
that its exact solution in the form of a cumulant includes
a nonvanishing contribution of all higher-order diagrams
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FIG. 11. As Fig. 10 but for T = 50 K.
of the self energy series (for realistic phonon parameters
of semiconductor quantum dots). This significant prob-
lem can, however, be easily healed through use of the
large time asymptotics obtained in Appendix G. We in-
troduce by hand one minor correction: we replace the
exciton-cavity coupling g in the bare JC Hamiltonian by
the renormalized coupling strength ge−S/2 in the follow-
ing way
HJC =
(
ωX g
g ωC
)
→
(
ωX ge
−S
g ωC
)
. (H23)
As in Eq. (H15), we can express the Fourier transform of
the polarization as
Pˆ (ω) =
(
e−S/2 0
0 1
)(
α¯ β¯
−β¯ α¯
)
ˆ¯G(ω)
(
α¯ −β¯
β¯ α¯
)(
eS/2 0
0 1
)
,
(H24)
where the matrices containing α¯ and β¯ diagonalize a sym-
metrized Hamiltonian H¯JC:
H¯JC =
(
ωX ge
−S/2
ge−S/2 ωC
)
=
(
α¯ β¯
−β¯ α¯
)(
ω¯1 0
0 ω¯2
)(
α¯ −β¯
β¯ α¯
)
. (H25)
Note that the first and last matrices of Eq. (H24) arise as
a result of the replacement of the adjusted Hamiltonian
in Eq. (H23) with its symmetrized version H¯JC. We see
that ˆ¯G(ω) in Eq. (H24) is the analog of Eq. (H22) with a
replacement α→ α¯, β → β¯, ω1,2 → ω¯1,2.
For PXX(ω) and PCC(ω) the solution Eq. (H24) gives
the following simple explicit expressions:
PXX(ω) =
α¯2G¯
(0)
1 (ω) + β¯
2G¯
(0)
2 (ω)
D¯(ω)
, (H26)
PCC(ω) =
(
α¯2
G¯IB1 (ω)
+
β¯2
G¯IB2 (ω)
)
G¯
(0)
1 (ω)G¯
(0)
2 (ω)
D¯(ω)
,
(H27)
where
D¯(ω) = α¯2
G¯
(0)
1 (ω)
G¯IB1 (ω)
+ β¯2
G¯
(0)
2 (ω)
G¯IB2 (ω)
(H28)
and G¯
(0)
j (ω) and G¯
IB
j (ω) are, respectively, the Fourier
transform of G¯
(0)
j (t) = θ(t)e
−iω¯jt and G¯IBj (t) =
G¯
(0)
j (t)e
K(t).
Figures 9, 10(b) and 11(b), as well as Figure 1(b) of the
main text, demonstrate a very good agreement between
the refined analytic solution and the exact result provided
by the full LN approach (with L = 15). In addition
to the case of zero detuning at low temperature (T =
5 K) presented in Fig. 9, we also show in Figs. 10 and
11 both low and high temperature results for a non-zero
detuning of 0.1 meV (the exact parameters are given in
the captions).
Appendix I: Polariton parameters and discussion of
errors
Having shown the behavior of the real polariton fre-
quencies ω1,2 and linewidths Γ1,2 in Fig. 3 of the main
text, we provide for completeness the amplitudes of
the bi-exponential fit Eq. (30) in Fig. 12. This fig-
ure addresses both excitonic and photonic polarization,
PXX and PCC (black and red respectively), compar-
ing results from the full calculation in the 15 neigh-
bor approach (symbols) and the analytic approximation
Eq. (25) (lines).
Figure 13 shows the error in calculation of the
linewidths Γ1,2 via the Trotter decomposition as func-
tion of the coupling strength g. This error was estimated
as the arithmetic average of the errors for L = 13 and
14, treating L = 15 as “exact” solution. We see that the
relative error reaches small values of 10−5 for g = 50µeV
and scales as ∝ g3 up to g = 0.5 meV in agreement with
the g3 dependence of the phonon linewidth contribution
Γ¯ph shown in Eq. (36). Above ∼ 0.5 meV, the error satu-
rates at a level below 1%. Whilst this gives a qualitative
picture of the behavior of the error with exciton-cavity
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FIG. 12. Polariton amplitude coefficient |A1| (|A2|) as a func-
tion of the quantum dot-cavity coupling strength g for (a)
T = 0 and (b) T = 50 K shown for the full calculation by full
squares (open circles) and for the long-time analytic model
by full (dashed) lines. Insets zoom in the region of small g,
where the analytic model predicts significant changes of the
amplitudes with g.
coupling strength g, one can obtain a more precise esti-
mate of the error by using the exponential dependence
on L, which is demonstrated for g = 0.6 meV in the inset
to Fig. 2(b) of the main text. Deviation from the expo-
nential law and a quicker reduction of the error at larger
L seen in the inset is a natural consequence of taking
the L = 15 calculation as exact when evaluating the rel-
ative error; if we were to take the true exact solution,
we would anticipate a continuation of this exponential
trend. One can obviously further refine the estimate of
the error by making an extrapolation of all the values of
the long-time dependence Eq. (26) to L → ∞, using the
observed exponential law.
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FIG. 13. Estimated relative error in polariton state linewidths
Γ1,2 at T=0 K and T=50 K, using the LN approach with
L = 13, 14 and 15.
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