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Summary
Mobility is key to contemporary life. In a globalised world people, Motivation
goods, data, and ideas move in increasing volumes at increasing
speeds over increasing distances and commonly leave digital traces
in space-time. Exploring the spatio-temporal process motion is an
emerging research area in Geographical Information Science.
The rationale of this research is that Geographical Information Thesis rationale
Science can centrally contribute to discovering knowledge about
the space-time use of individuals and groups in large volumes of
tracking data. Whereas is the representation and visualisation
of motion quite widespread in GIScience, approaches to actually
quantitatively analyse motion are sparse. Hence, this thesis in-
tends to contribute to the conceptual and methodological know-
ledge of GIScience how to analyse the tracks of moving point ob-
jects, being the most basic and commonly used conceptualisation
to represent motion in geography.
The thesis addresses therefore the following research questions: Research questions
Can we identify and formalise a set of generic motion events, so-
called motion patterns, that can be found in the tracks of moving
point objects? How can we automatically detect such predefined
motion patterns? And, finally, how can we evaluate relevance and
the meaningfulness of motion patterns?
The chosen methodological approach is geographic knowledge Methods
discovery, an interactive and iterative process integrating a col-
lection of methods from geography, computer science, statistics,
and scientific visualisation. Its goal is the extraction of high-level
information from low-level data in the context of large geographic
datasets.
The main contribution of this thesis consists in the conceptu- Constributions
alisation, implementation, and evaluation of a geographic know-
ledge discovery (GKD) approach. In detail, the thesis proposed
as a precondition a family of relative motion (REMO) patterns,
with the term relative motion denoting the interrelation of motion
attributes of diﬀerent moving point objects over space and over
time. In this thesis motion patterns are referred to as predefined
formalised search templates of motion attributes such as speed,
change of speed, motion azimuth, or sinuosity. Furthermore, the
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thesis developed a knowledge discovery process that allows con-
ceptualisation, formal description and detection of motion pat-
terns in the tracks of moving point objects. This required the
development of a pattern description formalism as well as novel
data structures and adapted pattern detection algorithms.
With its methodological approach the thesis contributes to theSignificance and implications for
GIScience discussion about spatio-temporal geographical information science.
The thesis points out that the integration of knowledge discovery
methods within geographical information science provides a pow-
erful means to investigate spatio-temporal phenomena, such as
motion. The use of motion patterns that are intrinsically spatio-
temporal, do not therefore exist in either space or time alone
and, promote the need to adopt in GIScience a dynamic percep-
tion of the world. The thesis proposed a separated perception
of static aggregation of objects in space and the dynamic spatio-
temporal processes leading to that aggregation, for example the
strict separation of the process convergence and the final static
cluster as its optional outcome. The successful application of
intrinsically dynamic patterns such as converging and diverging
underpins that overcoming the legacy of the static geographical
information systems requires not only data models and structures
for dynamic data but also dynamic analysis concepts. Despite
recent advances in tracking technology, the availability of motion
data of large numbers of concurrently tracked individuals remains
limited. With its final evaluation part, the thesis showed the po-
tential of generating synthetic motion data to perform numerical
experiments.
The concepts and methods proposed in this thesis can be ex-Outlook
tended in various ways, especially when relaxing its rather strong
basic conditions and adopting an increasingly realistic perception
of real life motion processes by allowing, for instance, imperfect
trajectories, fuzzy motion patterns, object-environment interac-
tions, or by including object’s semantics.
ii
Zusammenfassung
Mobilita¨t ist ein wesentlicher Bestandteil des modernen Lebens. Motivation
In einer globalisierten Welt bewegen sich immer mehr Menschen,
Gu¨ter, Informationen und Ideen immer schneller durch Raum und
Zeit. Die Flut mobiler Gera¨te mit Lokalisierungstechnik (GPS)
produziert in zunehmendem Masse Information u¨ber die zuru¨ck-
gelegten Spuren ihrer Tra¨ger. Seien es nun Mobiltelefonierer in
der Grosstadt, Hirsche im Schweizerischen Nationalpark oder mit
Navigationssystemen ausgeru¨stete Fahrzeuge auf dem Strassen-
netz, sie alle hinterlassen ihre digitalen Spuren in Raumzeit.
Folgerichtig entwickelt sich die Untersuchung raum-zeitlicher Problemstellung
Prozesse zunehmend zu einem dra¨ngenden Forschungsschwerpunkt
der Geographischen Informationswissenschaft. Diese Dissertation
scho¨pft ihre Hauptmotivation aus der U¨berzeugung, dass die Geo-
graphische Informationswissenschaft wesentlich zu einem besser-
en Versta¨ndnis der Raumzeit-Nutzung sich bewegender Objekte
beitragen kann. Wa¨hrend sich die Disziplin ausgiebig mit der Re-
pra¨sentation und Visualisierung von Bewegung auseinander ge-
setzt hat, fehlen Methoden zur quantitativen Analyse von Bewe-
gung bisher weitgehend. Die vorliegende Arbeit mo¨chte genau
diese Lu¨cke schliessen und untersucht daher die Bewegung von
Punktobjekten, der einfachsten Repra¨sentation von Objekten im
Raum.
Die Arbeit untersucht die folgenden Forschungsfragen: Gibt es Forschungsfragen
universelle Bewegungsmuster, die sich unabha¨ngig der Art des un-
tersuchten Bewegungsprozesses in den Spuren von Punktobjekten
niederschlagen? Wie a¨ussern sich derartige Bewegungsmuster in
den Attributen eines Bewegungspfades, d.h. in Geschwindigkeit,
Beschleunigung und Bewegungsrichtung? Wie lassen sich Bewe-
gungsmuster formell beschreiben? Wie ko¨nnen Bewegungsmuster
in grossen Datenmengen algorithmisch aufgespu¨rt werden? Und,
wie kann die Relevanz und Aussagekraft derartiger Bewegungs-
muster abgescha¨tzt und quantifiziert werden?
Die Dissertation pra¨sentiert einen Ansatz der Geographischen Methodik
Wissensgenerierung (engl. geographic knowledge discovery, GKD).
Diese Methodik versteht sich als spezifisch geographischer Zweig
der Wissensgenerierung aus Datenbanken (engl. knowledge dis-
covery in databases, KDD), eines interdisziplina¨ren Methodenkat-
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alogs, entstanden aus der Verschmelzung von Geographie, Infor-
matik, Statistik und wissenschaftlicher Visualisierung. Das Ziel
von GKD und KDD ist die Extraktion ho¨herwertigen Wissens
aus grossen Mengen von Rohdaten, in diesem Falle geographischen
Rohdaten.
Der Hauptbeitrag dieser Disseration besteht in der Entwick-Beitra¨ge zur Geographischen
Informationswissenschaft lung, Implementation und Evaluation des relative motion (REMO)
Ansatzes zur Untersuchung der Bewegung von Punktobjekten.
Das namengebende Element des REMO Ansatzes ist eine Gruppe
von Bewegungsmuster, die sich als Relationen der Bewegungsat-
tribute verschiedener Punktobjekte ergeben. Ein Formalismus zur
formalen Beschreibung dieser Bewegungsmuster bildet ein weit-
eres zentrales Element des Ansatzes. Eine Reihe aufeinander
abgestimmter, spezieller Datenstrukturen und einfacher Muster-
erkennungs-Algorithmen ermo¨glichen schliesslich das automatis-
che Auﬃnden derartiger Bewegungsmuster durch Computer. Der
gesamte Analyseprozess wurde in einer eigensta¨ndigen Java-Proto-
typapplikation implementiert. Die erfolgreiche Anwendung der
vorgestellten Methoden auf diverse Anwendungsbeispiele unter-
streicht das grosse Potenzial welches in der Integration von Geo-
graphischer Informationswissenschaft und KDD steckt.
Bewegungsmuster, die ausschliesslich in Raumzeit existieren ko¨n-
nen, unterstreichen die Notwendigkeit einer dynamischen Wahr-
nehmung der Welt in der Geographischen Informationswissenschaft.
Folgerichtig propagiert die Arbeit eine strikte Trennung des dyn-
amischen, zwingend raum-zeitlichen Prozesses der Verdichtung
(engl. convergence) und ihres mo¨glichen Resultats der statischen
Anha¨ufung (engl. cluster). Die U¨berwindung des kartographi-
schen Verma¨chtnisses der statischen Schnappschuss-Weltsicht ge-
lingt nur, wenn raum-zeitliche Datenmodelle und -strukturen und
spezifisch raum-zeitliche Analysemethoden einander zuarbeiten.
Der abschliessenden Evaluationsteil illustriert das Potenzial der
Generierung synthetischer Bewegungsdaten fu¨r die Evaluation ein-
es Wissensgenerierungs-Prozesses wie etwa des REMO Ansatzes.
Die Kombination von Monte Carlo Simulationen synthetischer
Pfade (constrained random walks) und die gezielten Variation des
Mustersuche-Prozesses, erlaubt die Abscha¨tzung der Relevanz bes-
timmter Bewegungsmuster.
Mo¨gliche Weiterentwicklungen der vorgestellten Konzepte undAusblick
Methoden ergeben sich aus der Aufweichung der strengen Rah-
menbedingungen, namentlich in der Behandlung unvolla¨ndiger
Pfade, unscharf begrenzter (engl. fuzzy) Bewegungsmuster, der
Miteinbezug der Bewegungsumgebung und die Beru¨cksichtigung
von Eigenschaften der bewegten Objekte.
iv
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Chapter 1
Introduction
“Give me space and motion and I will give you a world.”
Rene´ Descartes, in: E. T. Bell, Men of Mathematics,
Touchstone (reissued edition), 1986.
1.1 Motivation
Mobility is a key to contemporary human life and underpins the
phenomenon of space-time compression (May and Thrift, 2001).
In a globalised world people, goods, data, and ideas move in in-
creasing volumes at increasing speeds over increasing distances.
In human aﬀairs this has highlighted the inadequacy of analy-
ses which side-step the issue of mobility, but even in the animal
domain (far less accelerated by technologies) the critical place of
motion and mobile agents in gaining ecological knowledge is en-
thusiastically acknowledged (Hulbert, 2001). Appropriately, the
challenge of exploring motion is also a key emerging research area
in Geographical Information Science (GIScience). This thesis in-
tends to contribute to GIScience’s analytical power to investigate
motion at an individual and aggregate level.
1.1.1 Analysing motion – imperative and opportunity
In the closing weeks of 2002, the first ‘new’ disease of the 21st A challenging imperative
century - SARS - emerged in southern China. Only a few days
later this severe respiratory infection had leapt to Hong Kong,
Vietnam, Singapore, Canada and Germany and beyond. From
November 2002 to July 2003, a cumulative total of more than 8000
probable SARS cases with more than 750 deaths were reported in
26 countries (Pearson et al., 2003). This diﬀusion was driven by
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people on the move. These individuals were somehow interre-
lated in their travel, used spatial networks, leaving their marks
in space-time. What can we learn from this event to be prepared
for the emergence of a new infectious disease? We know from the
work of Cliﬀ and Haggett (2004) and Cliﬀ et al. (1993) in the
Pacific and elsewhere that a detailed analysis of the movements
of a disease carrier can tell us much about the historic diﬀusion
mechanisms of a transmissible disease. In the modern world the
scale of the problem and the complexity of the movements means
that understanding and predicting motion phenomena is a vital
and challenging imperative.
The first Global Positioning System (GPS) sensors heralded inA promising opportunity
an age where it would be commonplace for devices to be able to
record a near continuous stream of time-stamped locations reflect-
ing the whereabouts of the sensor or the agent carrying it. The
ubiquity of such devices is reflected by the fact that in the summer
of 2004 the Japanese Telecommunications Council declared that
all mobile phones introduced in Japan after 2007 should have self-
locating functionality. This technological condition is intended to
allow locating of users in the case of an emergency call. Many
other nations have already legislated for similar requirements and
the warehousing of locational records for a period of years as an
anti-terrorism measure. In addition, telecommunications compa-
nies have already moved to secure their rights to these data.
Whether for good or evil, location aware devices are becom-
ing ubiquitous and will increase our capability to collect spatio-
temporal movement data by orders or magnitude. Sophisticated
combinations of GPS receivers, handheld computers and mobile
phones will soon constantly create large data volumes covering
the motion of individuals in space over time (Miller, 2003; Moun-
tain and Raper, 2000). Notwithstanding legitimate ethical caveats
(Dobson and Fisher, 2003) such detailed information about tracked
vehicles, people, or animals can enable geographers, traﬃc plan-
ners, sociologists, and wildlife biologists to investigate individual
and group behaviour. The knowledge gained has huge applied po-
tential for areas such as geomarketing, wildlife pest control, fun-
damental biological research, or dynamic traﬃc control systems
to reduce congestion, – providing the science is there to harness
the data. Understanding and predicting motion is a promising
opportunity in both the academic and applied spheres.
To seize these opportunities to exploit motion data requires theGeographic knowledge
discovery development of “spatio-temporal data mining and exploratory vi-
sualisation techniques that can handle the massive, noisy space-
time-attribute data” (Miller, 2003, p. 6). “In addition to ‘tradi-
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tional’ database manipulation, analysis, and visualisation tasks,
geographical information systems (GIS) and GIS users also now
need to filter through vast amounts of data to find patterns and
associations” (Peuquet, 2002, p. 6).
A number of international research groups have been looking
at aspects of this problem (Imfeld, 2000; Miller and Han, 2001;
Forer et al., 2004; Kraak and Koussoulakou, 2004), and have unan-
imously reflected the fact that studying the new forms of motion
data requires a shift in perspective on how motion is analysed. The
geographic knowledge discovery (GDK) approach presented in this
thesis proposes such a shift in perspective, integrating methods
from GIScience, database research, and information visualisation.
1.1.2 The fetish of the static
The support for spatio-temporal data is indispensable for almost “It’s about time”
every urgent geographic field, e.g. climatic change and sustain-
ability, globalisation and population issues, or urban studies and
health applications. Modern geography and geosciences request
the modelling of complex and dynamic geo-phenomena as well as
the spatio-temporal exploration of [...] geographic data (Raper,
2000).Ten years ago Donna J. Peuquet pointed out in her semi-
nal article that “it’s about time”. She claimed that the “greater
promise of spatio-temporal Geographical Information Systems
(GIS) resides ultimately in their capacity to examine causal re-
lationships and their eﬀects in any of four modes of inquiry: ex-
ploration, explanation, prediction, and planning” (Peuquet, 1994,
p. 443).
Defining the field of GIScience Michael Goodchild asserted Time cuts across GIScience
around the same time that modelling time-dependent geographical
data is unique to GIS and thus has a great potential (Goodchild,
1992). More than ten years later Goodchild repeated this issue at
the first centennial of the Association of American Geographers,
pointing out that a rapid progress in representing time in GIS, and
in the development of methods for the analysis of spatio-temporal
data is needed (Goodchild, 2004b). David Mark agreed that “time
is an integral part of GIScience research and one which cuts across
most other GIScience topics” (Mark, 2003, p. 12). The ongoing
importance of “space and space/time analysis and modelling” as
a GIScience research issue is furthermore underlined by it’s listing
on the University Consortium for Geographic Information Science
(UCGIS) Research Agenda as a long-term research challenge (Uni-
versity Consortium for Geographic Information Science, 1996), –
just like spatial ontologies, scale, and uncertainty.
In spite of the community’s consensus on the important role Fetish of the static
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of time for geographic information handling, progress is slow and
spatio-temporal systems are exceptions rather than the rule. After
almost forty years of development GIS are still weak in handling
spatio-temporal data. In his keynote talk at the 2nd International
Conference on GIScience 2002 in Boulder, CO, Jonathan Raper
listed the exploration of new representations of the dimensions
of space and time as one of the five challenging dimensions of
GIScience. He concluded by recommending that the “fetish of the
static” be abandoned (Raper, 2002).
Emerging from cartography’s view of the world, the data mod-Cartography’s view of the world
els of most nowadays commercial GIS are static. Representing
change is limited to enumerating temporal delimited snapshots
(Berry, 1964; Chrisman, 1998; Couclelis, 1999). “The representa-
tion of both space and time in digital databases is still problematic
and functional space-time systems have not yet gone beyond the
limited prototype stage” (Peuquet, 2001, pg. 11). One reason for
this shortcoming may be that the representation of phenomena in
time as well as space is significantly more complex and more dif-
ficult than their representation in space alone, because time and
space exhibit important diﬀerences in their properties and in their
referential bases for potential queries (Peuquet, 1994).
The growing interest in the possibilities of tracking data givesIndividual-based
perspective in geography rise to another vital development in GIScience: A shift from a
place-based perspective to an individual-based perspective in ge-
ography. Traditional place-based methods are no longer valid in
a world where people and activities are becoming disconnected
from location. For this reason Harvey J. Miller postulates the de-
velopment of a “rigourous, formal representational theory of the
dynamic spatial objects of interest in time geography and activ-
ity theory” (Miller, 2003). Especially at finer geographical scales
analysis “changes the emphasis from a concern for understanding
the structural arrangement of objects [i.e. place-based perspec-
tive] to ways in which those objects move to position themselves
in time and space [i.e. individual-based perspective] (Batty et al.,
2003, p. 673). An individual-based perspective in geography in-
vestigates the interactions between objects rather than the static
structure of aggregates. Focussing on interacting people, animals,
or any other geographic entity suggests that mobility as well as
location becomes important (Batty et al., 2003).
1.1.3 GIScience’ weaknesses in analysing motion
Concluding the motivation section the following outlines open
problems in GIScience related to spatio-temporal analysis of mo-
tion.
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Nowadays commercial out-of-the-box GIS are based on cartog- Snapshot view of the world
raphy’s static snapshot view of the world. Static conceptual data
models and data structures can’t cope with the dynamic world.
Not only spatial is special (Anselin, 1990; O’Sullivan and Un- Spatio-temporal is special
win, 2003), but spatio-temporal is also special. Collapsing detailed
trajectories in summarising spatial statistics conceals potentially
important events or inter-object relations. The conventional spa-
tial analysis toolbox, developed mainly to understand the static
arrangement of entities in space is not well suited to analysing
moving and dynamically interacting spatial entities.
Due to past technological limits and the ideological legacy of Motion
static cartography the analysis of individual motion has a lim-
ited tradition in GIScience. Recent advances in tracking and
telecommunication technologies and the emergent interest in an
individual-based, object oriented view of geography have high-
lighted the analysis of motion on the agenda of the GIScience
community.
Tracking data are typically voluminous, incomplete (gaps), and Tracking data volumes
imprecise. Such tracking data easily overwhelms traditional ge-
ographic analysis methods designed to tease scarce information
from small and homogeneous datasets (Miller and Han, 2001).
GIScience lacks robust analysis methods to derive process know-
ledge from spatio-temporal information.
1.2 Thesis rationale
The basic rationale of this research is that GIScience can centrally
contribute to discovering knowledge about the space-time use of
individuals and groups in the emerging volumes of tracking data.
Therefore this thesis intends to contribute to the conceptual and
methodological knowledge of how to handle motion in the mostly
static world of GIS. This section presents first a set of research
questions that gave the rationale for this thesis. Second, a set of
research objectives structures the problem solving process of this
work.
1.2.1 Research questions
In a dynamic world, motion is just one type of change to be ex- Narrowing the focus
pressed by spatial objects. Life and state complete the triad of
change. Motion refers to changes in the position or geometric
form of an object over time; life refers to changes in the temporal
identity of an object; and finally state refers to changes in the
semantics or non-spatial attributes of the object (Miller, 2003).
This thesis focuses on motion, because it is most interesting and
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challenging from a conceptual GIScience perspective. Life and
state raise more technical and implementation based questions to
be typically answered by computer scientists and database special-
ists (Abraham and Roddick, 1999). Narrowing further the focus,
this thesis concentrates on points, the ‘ultimate spatio-temporal
primitives’ (Raper, 2002).
This thesis intends to contribute to GIScience’ theory to analyse
the motion of moving point objects (MPOs). The thesis therefore
addresses the following research questions.
=⇒ Are there generic motion patterns, i.e. equal or at least sim-
ilar patterns that can be found in the tracks of MPOs mod-
elling various motion phenomena?
=⇒ How can we describe, formalise, and thus compare delimited
motion events of individuals and groups of individuals?
=⇒ How do we best model MPOs in order to detect motion pat-
terns?
=⇒ Can we automatically detect motion patterns in typically vo-
luminous tracking data of groups of MPOs?
=⇒ How can we identify interrelated or interacting individuals
(subgroups) in larger groups of MPOs?
=⇒ Can we identify motion patterns that are intrinsically dy-
namic, that is do not express any pattern in either space or
time alone?
=⇒ How can we evaluate the interestingness of motion patterns?
1.2.2 Research objectives
The main objective of this thesis is to develop a framework allow-
ing geographic knowledge discovery in the trajectories of MPOs.
Four research objectives encapsulate the above research questions.
Each objective gives rationale for one of four successive work pack-
ages, forming the natural stages of this thesis.
Objective 1: This thesis shall identify, characterise, and
categorise a set of basic motion patterns in the lifelines
of groups of MPOs, with motion patterns being a pre-
defined formalised search template of motion attributes
such as speed, change of speed, or motion azimuth.
Objective 2: This thesis shall develop a knowledge discov-
ery approach integrating techniques to formally describe
motion patterns and algorithms allowing detection of
these patterns in case study data.
Objective 3: This thesis shall develop means to describe
and algorithmically detect forms of temporally co-ordinated
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and spatially directed group motion patterns in trajec-
tories of MPOs, such as flocking, converging or diverging.
Objective 4: This thesis shall develop statistical measures
and adopt Monte Carlo techniques to quantify the rel-
evance and interestingness of the proposed motion pat-
terns, to distinguish random noise from information in
the knowledge discovery process.
1.3 Structure of the thesis
This thesis reports on research successively published in peer-
reviewed conference proceedings and scientific journals. The re-
search done for each work package has been published in an in-
dividual publication directed to a selected audience. The four
publications are:
Laube, P. and Imfeld, S. (2002). Analyzing relative motion within
groups of trackable moving point objects. In Egenhofer, M. J. and
Mark, D. M., editors, Geographic Information Science, volume 2478
of Lecture Notes in Computer Science, pages 132–144. Springer,
Berlin-Heidelberg, DE.
Laube, P., Imfeld, S., and Weibel, R. (2005). Discovering relative
motion patterns in groups of moving point objects. International
Journal of Geographical Information Science, 19(6):639–668.
Laube, P., Van Kreveld, M. and Imfeld, S. (2004). Finding REMO -
detecting relative motion patterns in geospatial lifelines. In Fisher,
P. F., editor, Developments in Spatial Data Handling, Proceedings
of the 11th International Symposium on Spatial Data Handling,
pages 201–215. Springer, Berlin-Heidelberg, DE.
Laube, P. and Purves, R.S (submitted 2005). Evaluating motion pat-
tern techniques in spatio-temporal data. Computers, Environment
and Urban Systems, Submitted April 2005.
This volume has two parts. The first part (synopsis) integrates Thesis in two parts:
Synopsis and Publicationsthe individual perspectives of the particular publications in a sci-
entific summary and embeds their individual contributions in a
set of introductory and concluding chapters. The second part
(publications) presents the publications in exactly the content and
format they appeared in the original sources. These publications
have thus not been cast into ‘monograph-like’ chapters.
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For the final compilation of this thesis the publications areThematic order of publications
brought in a thematic order to create a logical sequence for the
reader. This order does not completely correspond to the initial
publication dates. Links from the first part to the original publica-
tions in the second part are established as conventional references
(e.g. Laube et al., 2004).
The structure of the synopsis is as follows:
Chapter 1: Introduction The thesis starts with an intro-
ductory chapter giving the motivation and developing
the rational for this research (p. 3).
Chapter 2: State of the Art Constructed as a state of the
art the chapter reviews diﬀerent aspects of handling mo-
tion with respect to analysis in the disciplines geography,
biology and computer science and their specialised fields
cartography, GIScience, database management, and be-
havioural ecology (p. 11).
Chapter 3: Methods & Results The third chapter pre-
sents an executive summary of the four publications.
This chapter gives a short overview of the rationales,
methods, results, and contributions of each publication.
It does not replace the publications, it only gives the
reader a structured access to the research presented in
the original papers attached in the end of this thesis.
Concepts, definitions, and terms may have changed dur-
ing some years of research. This chapter identifies such
ambiguities guiding the reader (p. 61).
Chapter 4: Discussion The fourth chapter discusses the
results of this thesis’ research from a holistic and inte-
grated perspective, – providing a synthesis. This evalu-
ation chapter compares the proposed analytical frame-
work with the latest approaches from the literature re-
calling the research questions, performs a SWOT anal-
ysis of the proposed approach, sketches its potential ap-
plications and limitations, and finally lists the problems
that remained open (p. 71).
Chapter 5: Conclusions The concluding fifth chapter is
concerned with the importance of the thesis to the de-
velopment of the discipline of GIScience. The chapter
lists the contributions of the thesis as a whole, its in-
sights and gives an outlook (p. 91).
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State of the art
“In science the object of the exercise is not to find a theory that
will, or is likely to, be deemed true for ever; it is to find the best
theory available now, and if possible to improve on all available
theories.”
David Deutsch, 1998, p. 64
Various disciplines within science and technology are increas-
ingly interested in analysing motion. The literature presented in
this state of the art review originates in the disciplines of geog-
raphy (GIScience, cartography, urban studies), biology (ecology,
wildlife biology), computer science (database research, informa-
tion visualisation, data mining and knowledge discovery), and
statistics. The overall goal of this literature review is to report
eﬀorts to approach motion in order to understand motion in all
these fields. Therefore, this chapter covers eight interrelated tasks,
all relevant for the analysis of motion. These tasks are:
1. Capturing motion 5. Querying motion
2. Quantifying motion 6. Visualising motion
3. Modelling motion 7. Analysing motion
4. Formalising motion 8. Simulating motion
This literature review mainly focuses on approaches designed
for point objects, but with some links to more complex moving
entities such as lines or polygons where sensible.
The state of the art has a thematic structure in order to fa- Thematically organised
literature reviewcilitate the access to the diﬀerent aspects of motion. Since most
scientific approaches touch more than just one of the tasks listed
above, the reader may find many sources referenced more than
once. However, every section focuses on those aspects of the cited
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research relevant for each specific task. But before reviewing the
literature, the three central terms of this thesis – Analysis, Motion,
and Points – need to be clarified.
Analysis. In logic analysis refers to the discovery of general prin-Analysis in GIScience
generates
geographic knowledge
ciples underlying concrete phenomena. In this thesis analysis is
performed in the general context of geographic information science
(GIScience), i.e. that branch of information science that covers
the fundamental principles underlying the design, testing, and use
of geographic information technologies (Goodchild, 2004a). Anal-
ysis implies a procedure that generates new knowledge, in this
case geographic knowledge about the geographic phenomenon of
motion. According to Golledge (2002) geographic knowledge aim
to understand and analysing accumulated facts to produce new
information and knowledge that are not directly observed dur-
ing data gathering (Golledge, 2002). Thus, analysis in the notion
used in this thesis must go beyond descriptive statistics or data-
base queries.
Motion. In GIScience the definition of motion comes often alongChange, life, and motion
with the conceptualisation of change. As Frank (2001) points out
change comes in two forms: “Change of the objects of interest
and change in the position or geometric form of these. For the
first we use the heading life of objects: objects may appear and
disappear (for example, a forest or a residential zone), two objects
may merge (for example, two parcels or two towns), and objects
may split. For the second we use the heading motion: objects
may move or may appear to move, with or without changing their
form at the same time” (Frank, 2001,p. 22)
Motion can be perceived from the Eulerian or the LagrangianEulerian vs. Langrangian motion
perspective, respectively (Turchin, 1998). The Eulerian view con-
siders changes as they occur at a fixed point in space. Static points
are characterised by numbers or fluxes of things moving by. Geo-
graphical diﬀusion processes or vector field representations of a
glacier’s movement are typical Eulerian abstractions of motion.
The Langrangian view considers changes which occur following a
moving object’s trajectory. Here, an individual’s movement can be
described by motion azimuth, velocity, and acceleration. Record-
ing GPS tracks of people, animals or vehicles is a typical example
for the Langrangian concept of motion. This thesis mainly focuses
on Langrangian motion.
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Points. In Euclidean geometry a point is defined as a dimension- Entity with location without
extentless (0-D) entity that has a location in space but no extent and
no orientation. The location is normally specified by a set of
(x, y(, z)) coordinates.
In geography a point is one of the three fundamental abstrac-
tions of spatial objects, lines and polygons being the two others.
A geographical point describes an object whose location, but not
extent, is relevant. A simple point entity implies that the spatial
extent of the object is limited to a location at the level of reso-
lution of the abstraction. Thus, a town can be represented by a
point at a continental level of resolution but as a polygon entity
at a regional level (Burrough and McDonnell, 1998).
In a dynamic view of the world a point object needs not be Moving point objects (MPOs)
static, it may move around and evolve into a moving point object
(MPO). At any time t an MPO has a location specified by a tuple
of (x, y(, z), t) coordinates. In this thesis the MPO is the prime
object of interest, irrespective its real world counterpart.
2.1 Capturing motion
Technology and science has produced an amazing diversity of ap-
proaches to track moving objects. The tracking the motion of
objects has been a tedious and expensive task over decades. How-
ever, presently it is evolving into an ubiquitous by-product in
today’s communication and IT-society.
2.1.1 Tracking animals
At a broad enough temporal scale, both animals and plants are
mobile life forms. Thus, biology investigates the mobility of life
forms, mainly addressing two diﬀerent issues, first the spatial re-
distribution of populations and second the motion of individuals.
Section 2.3.1 will return to this basic dichotomy in the modelling
of motion.
Inmark-recapture studies animals are captured, somehow mark- Mark-recapture
ed, released and hopefully recaptured after a certain time period.
See Turchin (1998) for a methodological overview. At best, mark-
recapture studies provide information about the overall displace-
ment of an organism. At worst, such studies reveal which indi-
viduals disappear, without giving any clue how to separate death
from emigration.
Thus, whenever possible, behavioural ecologists prefer captur- Individual paths
ing individual paths. For an introductory overview on path track-
ing methods see also the second chapter of Turchin (1998). Follow-
ing individuals, mapping their paths, and digitising their tracks
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is extremely labour and time intensive (e.g. Wentz et al., 2003).
Working with small animals such as insects may allow laboratory
based work and thus a reduction in fieldwork costs (Morales and
Ellner, 2002). Of course, attaching collars on animals my influence
their body conditions and thus their behaviour (Tuyttens et al.,
2002).
The use of VHF (very high frequency) radio telemetry is wide-VHF telemetry
spread when tracking animals that are strong enough to carry a
radio transmitter collar. The handheld VHF receivers facilitate
following or (re-)finding previously collared animals. Some in-
tensive long-term monitoring projects even use a VHF telemetry
system with stationary VHF antennas to provide an automatic
continuous coverage of even large groups of collared moving ani-
mals (e.g. Brillinger et al., 2001b,a, 2004).
GPS tracking technology revolutionised tracking in wildlife bi-GPS tracking
ology (Hulbert, 2001; Sibbald et al., 2001). Once equipped with
a GPS collar moving animals report their positions in real time
or in a batch mode. The following references give an impres-
sion of the diversity of recent biological research done in tracking
animals with GPS. McGrady et al. (2003) tracked Steller’s Sea
Eagles using the ARGOS system (www.argosinc.com) to investi-
gate annual migration and to estimate the size of winter ranges
and summering grounds. Matthiopoulos et al. (2004) estimated
the space use of grey seals in order to balance the seal’s needs
with the requirements of the marine exploitation. Franke et al.
(2004) tracked caribou with a high temporal granularity (δt = 15
minutes) in order to compare monitored behaviour with modelled
behaviour. As an example of applied animal behaviour science
Ganskopp (2001) tracked two cows in order to evaluate the eﬀec-
tiveness of salt and water spot manipulations for managing cattle
distribution in arid-land pasture.
Even with the increasing possibilities of the recent tracking tech-Incomplete trajectories
nologies, recording the trajectory of an animals motion is diﬃcult
and sometimes cumbersome. First, animals may be too small to
carry a collar (von Hu¨hnerbein et al., 2000) or just be hard to
follow (Byers, 2001). Collared animals may disappear, i.e. die,
get shot, or simply leave the area of investigation. Furthermore
they may loose their collars or the collar may show a malfunc-
tion. Finally animals may also move in rugged and mountainous
terrain, across dense vegetation challenging VHF as well as GPS
tracking technology (Haller et al., 2001; Wentz et al., 2003).
The selection of the appropriate sampling rate of fixes alongOversampling and
undersampling a path poses the problem of avoiding oversampling and under-
sampling (Turchin, 1998). Undersampling causes information loss
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since the path is sampled at a resolution that is too coarse. It can
be avoided by collecting the data at the highest resolution feasible.
In an oversampled path a new data point does not add new infor-
mation to the information contained in the previous point. Over-
sampling causes noise and implies non-existent autocorrelation
in movement. Several approaches allow resampling oversampled
paths in order to represent the object’s motion at the magnitude
that the analysis is focussing on. See Turchin (1998, p. 130) for
resampling methods of oversampled paths.
2.1.2 Tracking vehicles
Another type of trajectories are captured when it comes to track- Vehicles tracking systems
ing moving vehicles in transportation geography or military appli-
cations. In most cases the taxi cabs, tanks, vessels, or air-planes
are not actively tracked but rather constantly report their loca-
tion in an operational mode. With very little cost a set of fun-
damental measures to quantify motion at almost arbitrarily fine
granularity can be derived from such raw sensor data. Smyth
(2001) lists position, fix time, velocity, heading, acceleration, and
orientation change as measures easy to log using an automative
navigation system. Even if tracking is not a scientific task here,
the production of geospatial lifelines is an interesting technolog-
ical by-product. Such operational tracking data normally covers
the motion of vehicles with tuples of (x, y, (z, )t) in regular time
steps.
The application of GIS in transportation is referred to as GIS-T GIS-T
(Goodchild, 2000). It has to be noted that the understanding of
motion is diﬀerent in many transportation applications: The ob-
jects do not move in a featureless space but operate on constrained
networks, e.g. road networks (Miller and Wu, 2000). That may
influence the capture of motion. For instance, while moving on a
straight highway no constant location updating is required. The
section on modelling MPOs will return to this issue (section 2.3.1)
2.1.3 Tracking people
In contrast to animals and vessels, people can be asked when Travel diaries
they were where. Thus, questionnaires are a straight forward
way to capture people’s itineraries (Forer et al., 2004). The re-
sulting activity-travel diary data may consist of event chains,
indicating when an individual was stationary at some location,
and when they moved from one place to another (Frihida et al.,
2004a). Such an event chain is normally structured by motion
events (e.g. commuting, shopping, leisure) and may contain con-
siderable periods of staying somewhere (e.g. at home, at work).
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More sophisticated ways of obtaining travel activity schedules in-
clude computer-based questionnaires (Doherty and Miller, 2000).
Technological advancements in location aware devices also revo-
lutionised the field of travel activity scheduling. More and more
sophisticated combinations of GPS receivers, mobile phones and
handheld computers allow constant tracking of individuals in an
almost twenty-four-seven mode (Mountain and Raper, 2000; Dykes
and Mountain, 2003).
One other way to capture motion in delimited spaces is to deriveSoccer scene analysis
an individual’s location from motion picture data from surveil-
lance or television cameras, e.g. during a football game (Iwase
and Saito, 2002, 2003).
2.1.4 Tracking spatial change
Capturing motion as a crucial part of spatio-temporal change hasChange
a long tradition in geography. Mapping and re-mapping the posi-
tion and form of spatial entities is at the core of many geographic
disciplines, such as geomorphology, landscape ecology, or remote
sensing. Repeatedly observing or measuring, mapping and digi-
tising the locations of spatial entities is a very rudimentary and
expensive, but nevertheless practical way of capturing motion.
Even though there has been work done to explicitly track moving
elements in the landscape (e.g. Ka¨a¨b, 2002), such research focuses
on the static representation of the summarised positional change
between, for instance, two points in time t1 and t2. Thus, time
is rather a delimiter of snapshots that represent mainly the state
and life aspects of change rather than the dimension of motion as
defined in this thesis.
Capturing motion: Lessons learned for analysing the motion of points
• Notwithstanding advances in tracking technologies, some data cap-
ture procedures intrinsically generate incomplete and inhomogeneous
trajectories. Any motion analysis technique must cope with that.
• The fields investigating motion are very diverse, and so are the gen-
erated motion data. For the design of analysis methods this causes
first of all a data integration problem.
• The sampling rate gives a hard constraint on the range at which anal-
ysis can be performed.
2.2 Quantifying motion
The motion of an MPO is grounded in its trajectory. Both, the
current motion as well as its trace can be quantified using measur-
able motion parameters. Such measures are, for instance, speed
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and direction in the case of current motion, total trajectory length,
step length, or sinuosity in the case of describing a trajectory.
Quantification is an important precondition to compare either the
motion of individuals or between diﬀerent kinds of MPOs. Us-
ing more sophisticated descriptive measures provides additional
means of motion analysis (see section 2.7.1).
2.2.1 The physical background is simple...
Mechanics deals with the relations between force, matter, and Relations among force, matter,
and motionmotion. The part of mechanics concerned with describing motion
is called kinematics.
Given an MPO moving in the xy-plane along a curved path Average velocity
from Point P to point Q (Figure 2.1), the displacement of the
MPO is the change in the position vector r, given the x- and y-
component of ∆r as ∆x and ∆y, and ∆t referring to the duration
of the described motion.
∆x = x2 − x1 (2.1)
∆y = y2 − y1 (2.2)
∆t = t2 − t1 (2.3)
In kinematics the average velocity vav is defined to be the vector
quantity equal to the displacement divided by the time interval
(Sears et al., 1987). Thus
vav =
∆r
∆t
(2.4)
The average velocity is a vector quantity having the same direc-
tion as ∆r and a magnitude equal to the magnitude of ∆r divided
by ∆t. The magnitude of ∆r is the straight line distance from P
to Q, regardless the actual shape of the path in between P and
Q.
The velocity of an MPO at a specific point in the path or at Instantaneous velocity
a specific instant of time is called the instantaneous velocity. It
is defined in magnitude and direction as the limit approached by
the average velocity when Point P is taken closer and closer to
point Q.
v = lim
∆t→ 0
∆r
∆t
=
dr
dt
(2.5)
The meaning of the term speed is twofold. “It may mean the Speed
magnitude of the instantaneous velocity. For example, when two
cars travel at 50 km/h one north and one south, both have the
speed of 50 km/h. In a diﬀerent sense, referring to an average
quantity, the speed of a body is the total length of path, divided
by the elapsed time. Thus if a car travels 90 km in 3 hours, its
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x
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vav
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Q
Figure 2.1: Average velocity vav . The displacement∆r between P and Q has the
components∆x and∆y. The average velocity∆v has the same direction than∆r.
Source: Sears et al. (1987, p. 50).
average speed is 30 km/h, even if the trip starts and ends at the
same point. In the latter case the average velocity would be zero,
because the total displacement is zero” (Sears et al., 1987, p. 28).
However, this thesis always refers to speed as a scalar quantity,
the magnitude of velocity. Thus, the thesis addresses speed and
motion azimuth separately.
The average acceleration aav of an MPO moving from P to QAverage acceleration
is defined as the vector change in velocity, ∆v, divided by the
elapsed time ∆t (Sears et al., 1987).
aav =
∆v
∆t
(2.6)
The instantaneous acceleration a of an MPO refers in analogy toInstantaneous acceleration
instantaneous velocity to its acceleration at some point of its path
at some instant of time. It is defined in magnitude and direction
as the limit approached by the average acceleration when point Q
approaches point R and ∆v and ∆t both approach 0.
a = lim
∆t→ 0
∆v
∆t
=
dv
dt
(2.7)
In a strict scientific sense, acceleration has a direction. Again,
this thesis focussed on the magnitude of acceleration as a scalar
quantity and investigates the motion azimuth separately.
The direction of a line in space is called many things: bearing,Motion azimuth
course, heading, flightline, or azimuth (Robinson et al., 1995).
This thesis focusses on the azimuth of a line used in surveying, as
the angle between the northwards oriented tangent on the merid-
ian of a point P on the rotation ellipsoid and the tangent on a
line through P . The azimuth is the angle of the motion compass
direction measured from the North in clockwise direction. Thus,
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0◦ is North, 90◦ East, 180◦ South, and 270◦ West. This com-
pass metaphor is also applicable for non geographic spaces such
as abstract attribute spaces.
Motion sinuosity denominates whether a path is straight or Sinuosity
wiggling around in many curves. Dutton (1999) proposes the use
of a local line sinuosity. This sinuosity is the ratio of the dis-
tance measured along the trajectory to the length of the trend
line connecting its end points. This sinuosity adopts a value of
1 for straight lines with collinear fixes and increases to ∞ for in-
finitely wiggling trajectories. Wentz et al. (2003) define sinuosity
exactly the other way around as the ratio between the straight-
line between the end points and the distance measured along a
track. Thus, this sinuosity value varies between 0 and 1, where 1
represents a straight line.
2.2.2 ...but the devil is in the details of implementation
Behavioural biologists have spent decades of field work capturing Path, move, and step
and quantifying the motion paths of species such as butterflies,
ants, birds, or elk. In comparison to mark-recapture approaches,
recording exact paths is more laborious but nevertheless preferred
if possible. Even though animals trace continuous paths the char-
acteristics of their motion are normally translated to a discrete
form suitable for analysis, usually with a series of straight lines
(Figure 2.2a). Turchin (1998) defines the concepts of path, move,
and step to quantify motion. A path is the complete spatio-
temporal record of a followed organism, from the beginning to
the end of observation. A path consists of moves, defined as the
displacements between two consecutive stopping points, for ex-
ample stop-over flowers of a butterfly searching for oviposition1
(Figure 2.2a). Steps are introduced to discretise paths of organ-
isms that move continuously such as migrating elk (Figure 2.2b).
Steps are defined as displacements during typically regular time
intervals. Once the path is appropriately discretised several mo-
tion quantifiers (speed, acceleration, azimuth, sinuosity), or sum-
mary path descriptive measures (average move length, turning
frequency, turning angle distribution) can be computed.
The crux of deriving motion properties from the trajectory of Setting the observational interval
an MPO lies in the interplay of sampling rate and observational
interval. For all motion quantifiers at least two consecutive fixes
on the trajectory are needed to compute the distance ∆r and
∆t. The width of the observational interval in relation with the
availability of fixes on the underlying trajectory heavily influence
1Oviposition: egg-laying.
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Figure 2.2: Two different kinds of trajectories: (a) In the butterfly-mode with observed
consecutive stopping points, speed v at query time can be computed dividing the
move length (from Fix f1 to f2) by the corresponding time, well knowing that the MPO
might have travelled a much longer track (e.g. illustrated for f3 to f4). (b) The fixes in
the rather continuous track in the elk-mode are artificially introduced by discretisation.
Speed can here be computed dividing the step length by the corresponding time.
Note that different results will emerge depending on having a fine (f3 to f4) or a
coarse sampling rate (F0 to F1). Using a longer interval (track from f1 to f5) instead
of just considering the anterior and the posterior fix results in yet another speed.
the derived motion quantifiers (Figure 2.2). The availability of
fixes is first dependent on the data capture procedure (see section
2.1), and second on the conceptual data model of motion that is
used (see the following section 2.3).
One has furthermore to be well aware that the fixes provideUnderestimating speed
only an approximation of the actual movement, assuming that
the known fixes are connected with a linear lifeline thread, cap-
turing the likely space-time locations at which a MPO may have
been moving continuously from Point A to Point B (Hornsby and
Egenhofer, 2002), from fix f3 to f4 in Figure 2.2a respectively.
Hence, the speed indication derived using a straight line tends to
produce speeds which are too low compared with the actual speed
of the MPO.
Motion azimuth is a circular quantity. Thus, computing thePitfalls of circular statistics
average motion azimuth over a specified temporal interval select-
ing a set of fixes may be cumbersome when ranging over North.
For instance, Cain (1989) found that out of 22 surveyed ecologi-
cal field studies investigating motion, in 17 studies turning angles
were not analysed correctly! See Mardia and Jupp (2000) for an
excellent introduction to directional statistics.
It is furthermore very evident from Figure 2.2, that the inter-Sampling rate and sinuosity
play of sampling rate and observational interval has also a huge
influence on a repeated computation of sinuosity. Considering the
whole trajectory plotted in Figure 2.2 the sinuosity gained from
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Figure 2.3: A time-space is a spatial range defined by setting a temporal limit. By
contrast, a space-time is a temporal range defined by setting spatial limits. Source:
Own illustration after a concept by Dykes and Mountain (2003).
the fine sampling rate fx is low, and conversely adopts high values
using the coarse sampling rate Fx.
Most motion quantifiers can furthermore be computed for larger Time-space
and
space-time
trajectory subsets. Dykes and Mountain (2003) derive absolute
speed, direction and sinuosity for space-times and time-spaces
(Figure 2.3). A time-space indicates where an MPO is during
a particular period (spatial range defined by a temporal limit). In
contrast, a space-time indicates when an MPO is in a particular
space (temporal range defined by a spatial limit).
Quantifying motion: Lessons learned for analysing the motion of
points
• The fix sampling rate and observational interval, be it given by the
data capture method or superimposed in deriving the motion quanti-
fier, may influence the resulting motion quantifiers.
2.3 Modelling motion
This section reviews possible ways of conceptualising and repre- Conceptual data models vs.
data structuressenting motion. Conceptual data models (section 2.3.1) are ab-
stractions which incorporate only those properties thought to be
relevant to an application – a human conceptualisation of reality.
By contrast, data structures (section 2.3.2) are a representation of
the conceptual data model reflecting the way data will be stored
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(Peuquet and Marble, 1990). In the database management systemsAbstract vs. discrete models
(DBMS) community abstract models refer to the conceptual data
model, and discrete models refer to data structures implementable
in databases (Erwig et al., 1999).
Modelling motion can adopt two fundamentally diﬀerent per-Retrospective versus
prospective perspective spectives: a retrospective and a prospective one. With retrospec-
tive applications the motion process is over and thus all the fixes
of the moving objects are known in advance. This perspective is
typical for analytical applications such as data mining of animal
observations. The prospective perspective is adopted when the
motion process has to be mapped live in an on-line mode. Typi-
cal applications are digital battlefields and traﬃc control systems.
Data models and structures for the latter case must allow query-
ing in the future and thus unknown or uncertain states of the
database (see section 2.3.1).
Another critical issue for modelling motion concerns the meth-Event driven vs.
observation-based systems ods for data capture. Some tracking systems are event driven sys-
tem, where the system automatically detects and reacts on status
changes, for example in the speed or motion direction of an MPO.
Such systems normally feature irregularly sampled data. On the
other hand observation-based systems capture data in an ordered
sequence at regular intervals (Moreira et al., 1999).
These diﬀerent perspectives require diﬀerent data models and
data structures. The following paragraphs give a structured over-
view of diﬀerent ways of modelling the motion of point objects.
2.3.1 Conceptual data models
Modelling a moving object is more complex than modelling aWhat, where, – and when?
static spatial object. Modelling motion requires a conceptuali-
sation of space and time, or to be more precise the conceptualisa-
tion needs to address both in an integrated way as space-time or
time-space (Raper and Livingstone, 1995; Massey, 1999). Motion
requires not only the descriptors what and where but also when.
Frank (1998) provides a useful overview of the diﬀerent typesDifferent types of time
of conceptualisations of time. He identifies three diﬀerent subdi-
visions to establish a taxonomy of time models. The first model
focuses on the conceptualisation of the considered events (abstract
time points or intervals between two events). The second results
from the interpretation of the considered process (events arriving
on linear time or arriving in a cyclicly repetitive way). The third
considers the scale of measurement (ordinal time scale or interval
scale).
In the context of databases diﬀerent dimensions of time must beDatabase times
distinguished (Moreira et al., 1999). The time when a fact is true
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Figure 2.4: Conceptual data models of motion: (a) Entity primary: Consecutive fixes
(x, y) of MPO entities lie side by side in a 2-D space. (b) Space-time primary:
MPOs produce shapes in 3-D space (x, y, t). (c) Event primary: Update events on
a timeline change the MPOs’ properties.
in reality is referred to as the valid time. The valid time originates
typically from the observation data. The transaction time of a fact
refers to the time when a fact is current in the database and may
be retrieved. Other authors term these two temporal dimensions
real time or event time (valid time), and system time or database
time (transaction time), respectively (Worboys, 1998). Databases
that handle both valid and transaction time are called bitemporal
databases (Pasquale et al., 2003).
The additional dimension time features some significantly dif- Temporal is special
ferent properties than are known from spatial dimensions. Time
can be modelled as continuous and progressive, or as cyclical. The
partition of time can be regular or irregular. A regular partition
model is best suited in cases of automatic fixing at given times.
Irregular partitioning allows representation of motion when fixes
depend on occasional observations. Furthermore the exact mo-
ment when to record a location and the extent of an object may be
observation system driven (e.g. GPS availability) or event driven
(e.g. a parcel has a new owner).
Irrespective of the conceptualisation of time as a dimension, this
thesis proposes adopting three diﬀerent perspectives on modelling
motion.
• Entity primary
• Space-time primary
• Event primary
Entity primary. The static 2-D space is populated by moving enti-
ties or moving objects, respectively. These entities are described
as having attributes and a sequence of fixes, that is observations
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of (x, y) associated to a time t (Figure 2.4a). All subsequently
introduced entity primary approaches focus on point entities, the
underlying principles could, however, also be applied for polyline
objects.
The most basic entity primary conceptualisation of motion isGeospatial lifelines
the geospatial lifeline of a point object. Mark (1998, p. 12) defines
a geospatial lifeline as a “continuous set of positions occupied in
space over some time period. Geospatial lifeline data consists of
discrete space-time observations of a geospatial lifeline, describing
an individual’s location in geographic space at regular or irregular
intervals”. As shown in Figure 2.2 these observation provide only
approximations of the actual movement which is potentially much
more complex than just a straight line.
Traditional DBMS assume that data is constant until it is ex-Moving object databases (MOD)
plicitly changed. Such databases are not suitable to handle contin-
uously changing positions of MPOs in real time. By contrast, mov-
ing objects databases (MOD) represent information about moving
objects and their location. For example, a typical MOD task
would be representing the current locations of a taxi-cab or air-
plane fleet. Such an MOD allows queries like “retrieve all air-
planes that will come within 30 miles of the airport in the next 10
minutes”. MOD applications arise in transportation systems and
in the military context of the digital battlefield (Wolfson et al.,
1998b).
Special MOD data models have been developed to handle mov-MOST data model
ing objects (Moreira et al., 1999). The Moving Objects Spatio
Temporal (MOST) data model proposed by Sistla et al. (1997)
and Wolfson et al. (1998b) illustrates the idea of an MOD data
model. It has two main aspects: First MOST features dynamic
attributes, i.e. attributes that change over time according to some
given function, until it is explicitly updated. Second MOST is ac-
companied with a future temporal logic (FTL) (Sistla et al., 1997;
Trajcevski et al., 2004) so that the user can query future states of
database values (see section 2.5).
Space-time primary. In space-time primary models multiple geo-Shapes in space-time
layers represent the changing location and extent of a moving
object in a stack of time-slice fields. Space-time primary mo-
tion models indicate where and when a moving object occupied
which spot in the space-time, spanning a two-dimensional space
and modelling time in a similar way as a third, additional spa-
tial dimension (see Figure 2.4b). The motion of an object thus
produces a continuous shape in space-time. Moving points cre-
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ate forms in the space-time volume that look like erect, distorted
poles, the motion and deformation of lines and areas create erect
walls and pillar-shaped volumes.
The most prominent space-time primary data model is the Space-time aquarium
space-time aquarium of Time Geography initiated by Ha¨gerstrand
and the Lund School (Ha¨gerstrand, 1970). The main idea of Time
Geography is that a moving object generates a timeline over space
and through time. This timeline is normally visualised using a
two-dimensional space and adopting a third dimension of time.
In this framework a stationary object becomes a vertical line, a
moving object an inclined and deformed line, reflecting motion
speed and direction. Adopting certain constraints about an ob-
ject’s motions, typically maximum speed, the space-time aquar-
ium allows modelling of an object’s potential locations, the time-
line becomes a space-time prism. Since the 1970s there have been
many attempts to introduce the space time aquarium in GISys-
tems mainly to perform activity and accessibility analysis (Miller,
1991; Forer, 1998; Erwig et al., 1999).
The Chorochronos project, a European research project to Data types mpoint and mregion
promote research on spatio-temporal database management sys-
tems (STDBMS), proposes the spatio-temporal data typesmpoint
and mregion (Erwig et al., 1999; Gueting et al., 2003; Koubarakis
and Sellis, 2003). As with the space-time aquarium, this ap-
proach views moving points and moving regions as 3-D (2-D space
plus time) or higher dimensional entities whose structure and be-
haviour is captured by modelling them as abstract data types to
be integrated in relational, object-oriented or other DBMS data
models. “A value of type mpoint describing a position as a func-
tion of time can be represented as a curve in 3-D space (x, y, t)”
(Erwig et al., 1999, p. 273) (Figure 2.5a)
Event primary. The organisational basis of event primary data Events
models is a perpetual progressive timeline, arranging events in a
relative order. Events are defined as instants or intervals in time
when objects are changed, for example if they change their loca-
tion in the sense of moving point objects, or change their shape
or attributes (Wachowicz and Healey, 1994). Event primary mod-
elling has mainly received attention in the database community.
From a database perspective a motion process is a sequence of de-
limited change events, each requiring an update operation in the
database. Every update records simply the new spatial attributes
of the moving object, its location and extent, respectively.
25
Chapter 2 State of the art
(a) (b)
y
x
t
y
x
t
Figure 2.5: CHOROCHRONOS data types and structures: (a) The abstract data types
mpoint and mregion, and (b) the corresponding sliced, hence discrete, data struc-
tures upoint and uregion introduced in section 2.3.2. Source: Own illustration after
Erwig et al. (1999).
The Event-based Spatiotemporal Data Model (ESTDM) intro-Event-based
SpatioTemporal
Data
Model (ESTDM)
duced by Peuquet and Duan (1995) illustrates the event primary
perspective. ESTDM is a time-based approach that temporally
orders changes to locations. ESTDM stores specific changes asso-
ciated with times in an event list Ci. The specific stored temporal
location ti is called a time-stamp. It is assumed that each event
list and associated changes relate to a single thematic domain
(e.g. land-use). The ESTDM has not explicitly been designed to
model motion. However, the relocation of discrete motion steps
can easily be handled with this data model.
Focusing explicitly on human activity or travel behaviour re-Activity-based travel
behaviour (ABTB) quires a more diary or itinerary like representation of MPOs in
a database (Forer and Simmons, 2000; Miller, 2003; Forer et al.,
2004). A special form of event-primary data models are used for a
better understanding of activity-based travel behaviour (ABTB).
Some recent publications present research that investigates diaries
or itineraries such as logs of individuals in order to understand
the people’s activities and their movement behaviour, respectively
(Frihida et al., 2004b,a). In their data model valid time in a data-
base is associated with events (trips or activities) that happened
in reality. The start time and the end time delimits the time span
boundaries (i.e. the interval) of an event. Events are either ac-
tivities (e.g. work, home, shopping, entertainment, etc.) or trips
(moving from A to B, e.g. walking, by bus, car, etc.). A so-called
time-path consisting of a sequence of move (trip) events and ac-
tivities records an individual’s daily behaviour. According to this
notion the track of an MPO can be represented as a move (trip)
event chain consisting solely of move events.
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2.3.2 Data structures
When modelling space alone, entities are often modelled using vec-
tor data structures and fields using raster data structures. How-
ever, there is no such clear mapping for modelling spatio-temporal
phenomena, especially not for modelling motion. The data struc-
tures presented in the following paragraphs cannot easily be linked
to one of the above introduced categories of object-based, space-
time-based, or event-based data models.
As Erwig et al. (1999, p. 281) state very concisely, “abstract Sliced representation of moving
objectsmodels are simple, but only discrete models can be implemented.”
Abstract models allow one to make definitions of spatio-temporal
entities in terms of infinite sets, without worrying whether finite
representations of these exist. It is thus very simple and straight-
forward to view a moving point as a continuous curve in the space-
time aquarium. But when it comes to the implementation only
finite or reasonably small sets are usually stored and manipulated
in computers. The above curve, for instance, would be discre-
tised into a set of connected straight segments of curve functions
(Figure 2.5b).
More generally speaking, the Chorochronos project intro-
duced the approach of a sliced representation of moving objects.
In this approach, a moving object is represented as a set of ‘slices’,
so-called temporal units. A temporal unit is a maximal interval
of time where values taken by an instance can be described by a
simple function (e.g. a linear function connecting two consecutive
fixes instead of a curve). In this sense the abstract model of a
continuous line in 3-D space modelling an mpoint (see page 25) is
converted in the spatial unit type upoint (Figure 2.5b), consisting
of a set of 3-D segments (Gueting et al., 2003).
Vector data structures. It is very simple to establish a vector data
structure for discretely moving points: just record their fixes in a
flat spreadsheet featuring tuples of x, y, z, t, a where a stands for
attributes.
In ecology fixes are often recorded in a simple column vector Column vector r
from tracking MPOs in the field. It consists of a collection of the
X,Y coordinates for every object. Altogether the locations are
structured in a column vector giving the k-th time of the m-th
MPO.
r = {Xm(tmk), Ym(tmk)}￿ (2.8)
This data structure is often used to capture the fixes of tracked
animals in behavioural ecology (Turchin, 1998; Brillinger et al.,
2001b).
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Data structures for moving polylines are much more complexMoving polylines
and are not discussed in detail in this thesis. However, see for
example Guibas (2004) for a data structure for collision detec-
tion of two moving convex polygons and Pang and Shi (2002) for
an adaptation of the Voronoi model to maintain the topological
relationships between moving polygons.
In the field of (dynamic) computational geometry the algorith-Kinetic data structures (KDS)
mic description of motion has also produced some data structures.
These data structures are designed to describe a geometric con-
figuration of a set of n MPOs rather than their actual motion.
The objective of such Kinetic data structures (KDS) is the main-
tenance of configuration functions such as ‘convex hull’ or ‘closest
pair’ under continuous motion of the given objects (Basch et al.,
1997; Guibas, 1998). “A KDS for a geometric attribute is a collec-
tion of simple geometric relations that certifies the combinatorial
structure of the attribute, as well as a set of rules for repairing
the attribute and its certifying relation when one fails” (Guibas,
2004, p. 2). That means for the convex hull example: MPOs are
allowed to move around freely until one inner point breaks the
hull and thereby initiates an update.
Raster data structures. Forer (1998) and Huisman and Forer (1998)From voxels to taxels
propose a 3-D array data structure to handle the Lund School
space-time aquarium. Each array cell, normally called voxel in
a 3-D space, represents a space-time instance or span. Here the
array cells are called taxel to emphasise the specific nature of the
time dimension. Moving in space-time, an MPO occupies taxels.
Given a known lifeline, the taxel represents presence of the MPO.
Given, in contrast, a space-time prism of potential presence of the
MPO, then the taxels represent the bits of space-time, where the
MPO could be. Thus, a known lifeline may then be a series of
adjacent taxels, while a space-time prism may be a cone-shaped
volume of taxels.
The data structure of the Event-based SpatioTemporal DataESTDM data structure
Model (ESTDM) proposed by Peuquet and Duan (1995) consists
of a header, a base map and an event list. The base map defines
the initial state of the world at t0 in a complete raster snapshot
image. The event list contains every time-stamp, pointers to the
changing event components and a pair of pointers, prev and next,
that point to the previous and next event in the list, respectively.
Many ecological models simulating the motion of species adoptEcological modelling
a raster view of the world. Simple raster data structures are used
to represent homogeneous and heterogeneous habitats populated
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with a set of moving agents representing animals or plants. Ac-
cording to a set of rules the agents relocate at each step from
their current cell to another cell in the raster (e.g. Carter and
Finn, 1999; Morales, 2002). Some authors even use a hexagonal
grid (Beecham and Farnsworth, 1998). A lifeline can then just be
described by a list containing the coordinates of the successively
occupied cells.
2.3.3 Modelling incomplete and uncertain motion data
The description of moving points is often incomplete and uncer-
tain. On the one hand remote tracking technologies suﬀer from
periods of missing data. The satellite coverage of a GPS tracked
animal may temporally be low, the receiver in the collar may show
a malfunction, or the collar may simply fall oﬀ. On the other hand
the exact location between known fixes is always uncertain and
thus hard to estimate and query. Hence, data models and data
structures are the first place to handle incompleteness and uncer-
tainty in the analytical process.
Capturing the movement of an MPO by sampling its position Error ellipse
using a GPS receiver at regular time intervals introduces uncer-
tainty about the objects position in-between known fixes (Figure
2.6a). Pfoser and Jensen (1999) propose a model for this uncer-
tainty based on the sampling rate and the maximum speed of the
MPO. Similarly to the concept of the space-time prism they limit
the possibilities of where the MPO could have been. An error
ellipse enclosing two consecutive positions P1 and P2 as its foci
captures the points’ positional uncertainty (Figure 2.6b). The size
and shape of the error ellipse depends on the sampling rate and
the object’s speed.
A simpler model is that proposed by Trajcevski et al. (2004). Uncertainty threshold r
They associate a constant uncertainty threshold r with every line
segment of a trajectory. Seen in 3-D space, a horizontal uncer-
tainty area of radius r moves along the segments of the trajecto-
ries. Thus, the uncertain positions of an MPO are represented
as a series of cylindrical bodies enclosing the possible motion
curves. This concept bears similarities to the ε-band concept used
to model error bands of static 2-D data in GIS (Burrough and Mc-
Donnell, 1998).
Moreira et al. (1999) present a very similar model also decom- Variability functions
posing the trajectory of moving points into sections. Between the
known fixes so called variablity functions store information about
the track, and ellipses are used for possible trajectories between
variability functions.
In their article about modelling motion over multiple granu- Lifeline beads
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Figure 2.6: (a) Possible trajectories of an MPO between known fixes P1, P2, and P3
(Pfoser and Jensen, 1999, p. 117). (b) At sampling rate r the large error ellipse limits
the possibilities where the MPO could have been travelling from P1 to P2. Increasing
the sampling rate to 4r means that the additional fixes P3 to P5 better approximate
the movement, and the error introduced by sampling decreases, represented with the
small error ellipses. Source: Pfoser and Jensen (1999, p. 120).
larities Hornsby and Egenhofer (2002) present an approach that
integrates the entity primary and the space-time primary perspec-
tive. They start oﬀ by modelling motion as geospatial lifelines.
Shifting the lifeline from a planar 2-D view to a 3-D space-time-
aquarium the lifeline transforms to a lifeline thread, referring to
a linear approximation of an ordered sequence of space-time sam-
ples capturing the likely points at which an MPO may have been
moving from A to B. Modelling the set of all possible locations
for an MPO given A and B and a maximum speed is based on a
set of geometric constraints that describe the intersection of two
inverted half cones that form a lifeline bead. Refining granularity
means adding fixes to the lifeline. The inclusion of additional fixes
refines the geometry such that the bead transforms to a sequence
of smaller beads, called a lifeline necklace.
Imperfect satellite coverage may also lead to missing data andMissing data
fragmentary tracks. Wentz et al. (2003) compare two methods
to create continuous tracks from fragmentary data. The linear
weighted distance approach simply generates new points lying on
a straight line between the known fixes. The more sophisticated
constrained random walk approach generates more realistic cir-
cuitous paths using a combination of Monte Carlo methods and
the space-time prism concept (see section 2.8).
Wolfson et al. (1998b) extend their MOST model to representL.uncertainty
moving objects with uncertain positions using the additional sub-
30
2.4 Formalising motion
attribute L.uncertainty. Since the uncertainty of the real position
increases after every update, the MPO commits to send an update
whenever the deviation reaches the given bound L.uncertainty.
That means that the uncertainty of an MPO’s location (L) has at
maximum the value of L.uncertainty.
Modelling motion: Lessons learned for analysing the motion of points
• “Abstract data models are simple, but only discrete models can be
implemented” (p. 281 Erwig et al., 1999).
• The elegant space-time primary data models such as the space-time
aquarium are hard to implement. They have hardly entered practical
applications.
• Event-based models are primarily designed to track sporadic changes
of space, and are thus less suited for objects constantly moving.
2.4 Formalising motion
In computer science a formalisation is the attempt to capture the Capture the essential features
essential features of a real-world phenomenon (in the case of this
thesis ‘motion’) in a formal language. Such a formalism can subse-
quently be used to communicate and interact with an information
system or a database. A formal language allows expressing the
temporal relations inherent to a motion process, such as starts at,
is after, or overlaps. A formal description of motion is further-
more needed if one wants to retrieve specific motion events from
the information system or database, e.g. by formulating a query
(see section 2.5). Finally, such a formalism helps in the design of
databases suitable for motion data (Koubarakis and Sellis, 2003).
A formal description of motion often comes along with for- Describing change
mal descriptions of change. In their survey of spatio-temporal
databases Abraham and Roddick (1999) give a brief introduction
to mathematically describing spatio-temporal information. Their
overview focuses mainly on tracking changes to objects and ig-
nores motion processes. Similarly Hornsby and Egenhofer (2000)
present a change description language with respect to states of
existence and non-existence for objects. Their approach is de-
signed to track the identity change and changes in the regional
structure of primarily cadastral objects and thus is not suited for
formalising MPOs.
In analogy to the seminal 9-intersection model of spatial pred- Spatio-temporal
predicatesicates by Egenhofer and Franzosa (1991), spatio-temporal predi-
cates describe developments of relationships between objects chang-
ing their position and shape. Spatio-temporal predicates are used
to query STDBMS. Erwig and Schneider (2003, p. 194) and Guet-
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t1 t2
Figure 2.7: Visual specification of the Cross predicate. The plane (grey lifeline)
crosses the shape of a storm (black circle). Source: Erwig and Schneider (2003, p.
188).
ing et al. (2003, p. 161) define the basic ontological predicates for
moving points: disjoint, meet, inside. These predicates can for
instance be used to describe the process of an aircraft crossing a
storm (Figure 2.7). A query that builds on this formalism could
ask for MPOs that were first disjoint from the evolving region
storm, then meet to be temporarily inside, and finally meet to be
disjoint again in the end (expression 2.9).
Cross := disjoint>meet>inside>meet>disjoint (2.9)
Grumbach et al. (2001, 2003) introduce a framework to modelConstraints
spatio-temporal data as infinite sets in rational space. A polygon
in the plane is seen as the infinite set of points in Q2 inside its
frontier. The attribute values of a trajectory form an infinite set
of triples (x, y, t) which is represented in a finite way by linear
constraints (Figure 2.10). The following trajectory describes the
subarea where the ski tourist Pirmin is skiing from morning (t = 9)
to noon (t = 12):
9 ≤ t ≤ 12 ∧ x− y ≥ 0 ∧ y ≥ 3 ∧ y ≤ 7 ∧ x ≤ 11 (2.10)
This notion allows one to represent an individual’s activity by
aggregating trajectories such as expression (2.10) to a relation
People as follows:
People
Name Category Activity Trajectory
Pirmin Tourist Sleeping 0 ≤ t ≤ 8 ∧ x = 3 ∧ y = 6
Pirmin Tourist Eating 8 ≤ t ≤ 9 ∧ x = 3 ∧ y = 6
Pirmin Tourist Skiing 9 ≤ t ≤ 12∧ x− y ≥ 0∧ y ≥
3 ∧ y ≤ 7 ∧ x ≤ 11
The´riault et al. (1999) give a spatio-temporal taxonomy forTaxonomy for the evolution of
point groups the representation of spatial set behaviours. In order to anal-
yse travel behaviour in metropolitan areas they propose a for-
mal taxonomy for the description of the evolution of entity sets
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Figure 2.8: Simplified constraint view of a skitourist’s world. The grey polygon repre-
sents Pirmin’s motion activity Skiing formalised in expression 2.10. Source: Gueting
et al. (2003, p. 180).
in space and statistical pattern description measures. In their
taxonomy they present diﬀerent kinds of changes related to a
set of geographical entities (SGE). Apart from some changes re-
lated to the appearance and disappearance of individuals, there
are the two classes changes related to movement of individuals
(spread/concentration, deformation of SGE, restructuring of SGE)
and changes related to movement of entire SGE (translation, ro-
tation). The application presented along with the taxonomy fo-
cussed on the analysis of changing SGE arrangements in an origin-
destination survey of the Quebec Urban Commmunity’s public
transportation corporation (STCUQ).
Formalising motion: Lessons learned for analysing the motion of
points
• In GIScience formalisms are often used to describe change of state
(e.g. attributes of parcels), but hardly ever to describe change of po-
sition, that is motion.
• In database research formalisms are widely used to design and query
databases managing motion data.
2.5 Querying motion
In spatio-temporal database applications the current as well as Queries: efficient access
to MPOsthe past and anticipated future positions and extents of objects
are of interest (Gueting et al., 2000). For MPOs this general
task can be narrowed down to changing positions. These aspects
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are captured answering various queries based on the locations,
trajectories, and topology, and exploring patterns in the motion
of objects (Agarwal et al., 2002).
A query in a spatio-temporal database “is a predicate over the
database history (rather than a predicate over a single database
state, as in traditional databases). The answer to a query [...]
consists of the set of instantiations of the variables that satisfy
the predicate” (Sistla et al., 1997, p. 3).
Thus, in short, queries allow eﬃcient access to MPOs. This sec-
tion illustrates a set of approaches to query the motion of objects
first adopting a retrospective and second adopting a prospective
view integrating uncertainty about future states.
2.5.1 Querying moving objects in databases
The database community has developed terms for diﬀerent kinds
of queries on motion (Theodoridis and Papadias, 1995; Agarwal
et al., 2002; Raptopoulou et al., 2003):
• Location-based queries. These queries include range queries
and proximity queries.
– The term range represents a subdivision of the space,
normally a rectangle. A typical example for a range
query is: “Given a rectangle R and a time t, report all
MPOs that will be inside R at t”.
– Nearest-neighbour queries are typical proximity queries:
“Given a point P and an interval [t1, t2], report the
MPO that is nearest to P in that interval [t1, t2].
• Continuous queries. These queries allow a moving location
of the query range. For example: “Keep track of all cars
within x kilometres around car B”.
• Trajectory-based queries. These queries involve the topology
of the trajectories and derived informations such as velocity
or motion azimuth of the MPOs. For example: “Which
members of a set of MPOs are heading North?” – “Report
all objects whose speed doubles in the next t Minutes”.
The following paragraphs give some illustrations of queries, cor-
responding to data models and data structures listed in section
2.3.
The spatio-temporal data types introduced by Erwig et al. (1999);Querying using spatio-temporal
data types Gueting et al. (2003); Koubarakis and Sellis (2003) along with
some operations for these data types provide a powerful frame-
work for querying MPOs. For example, consider the operation
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mdistance.
mpoint×mpoint→ mreal mdistance (2.11)
The operation mdistance computes the distance between the
two moving points at all times and hence returns a real number
changing over time, a type called mreal (for moving real). This
allows one together with the straightforward operation minvalue
to answer queries like: “Find all pairs of planes that during their
flight came closer to each other than 500 metres”.
SELECT A.id, B.id
FROM flights A, flights B
WHERE A.id < > B.id AND
minvalue(mdistance(A.route, B.route)) < 500
(2.12)
Erwig et al. (1999) call this in analogy to a ‘spatial join’ an
instance of a spatio-temporal join.
As another oﬀspring of the chorochronos project, the ap- Constraints
proach of Grumbach et al. (2003) allows querying of spatio-tempo-
ral information based on constraints. In this approach locations
are given by constraints that delimit the subarea where the MPO
could possibly be. The constraint data model supports declarative
query languages for spatio-temporal queries. Motion data repre-
sented by generalised relations can be queried using first-order
logic (relational calculus) or relational algebra (Kanellakis et al.,
1995). Returning to the example of the ski tourist Pirmin a query
could be: “Where is Pirmin between 10 and 12?”. In relational
calculus, this query could be expressed as:
name, x, y : (∃t)(People(name, t, x, y)
∧name = Pirmin ∧ 10 ≤ t ≤ 12) (2.13)
The answer to query (2.13) is the following relation:
Name Place
Pirmin x− y ≥ 0 ∧ y ≥ 3 ∧ y ≤ 7 ∧ x ≤ 11
The answer comes from the third tuple of the People relation.
The first two tuples do not match the selection because the tem-
poral condition is not met.
Based on the spatio-temporal predicates introduced in section Query-by-trace
2.4 Erwig and Schneider (2003) propose a visual notation that is
able to describe scenarios of changing MPO relations and is im-
plemented in a graphical interface called Query-by-trace (QBT).
“The main idea is to graphically represent the temporally chang-
ing evolution of a spatio-temporal object (such as a car or a storm)
in a two-dimensional way by its trace. The topological behaviour
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of such a trace with respect to another object is interpreted and
translated into a sequence of predicates, called development that
can then be used, for example, to query spatio-temporal data-
bases” (Erwig and Schneider, 2003, p. 182). The graphic in
Figure 2.8 corresponds to the QBT specification of the crossFig
predicate of expression 2.9.
The temporally based queries introduced along with the ESTDMQueries in ESTDM
model (Peuquet and Duan, 1995) are location-based queries in a
retrospective context. However, they touch mainly changes in a
cadastral world and are thus not suited for motion processes.
Indexing schemes for storing MPOs are needed to allow fastIndexing moving points
and eﬃcient responses to motion queries (Agarwal et al., 2003;
Pasquale et al., 2003). “The purpose of spatio-temporal indexing
is to eﬃciently support the retrieval of those objects with spatio-
temporal extents that satisfy a specified query predicate. The
most commonly considered predicate is the intersection with a
specified region” (Pfoser and Jensen, 1999, p. 124).
2.5.2 Querying in real time
The aim of moving object databases (MOD) applications is to
manage the positions of constantly moving objects in real time (see
section 2.3.1). Application fields are digital battlefields, air-traﬃc
control, and mobile communication systems (Basch et al., 1997;
Agarwal et al., 2003). Since at query time no updated version of
the MPO is available, MOD queries refer to database states that
are extrapolated from the last known update. Such queries are
called future queries:
• Future queries. Queries that refer to future states of data-
base values. For example: “Retreive all airplanes that will
come within 30 miles of the airport in the next 10 minutes”.
Querying future states of database values is tightly connectedFuture temporal logic (FTL)
to the underlying data model and its data structures. For ex-
ample the MOST data model with its dynamic attributes comes
along with its own temporal query language called Future Tempo-
ral Logic (FTL) (Sistla et al., 1997, 1998; Wolfson et al., 1998b,a;
Trajcevski et al., 2004). A query example illustrates FTL using
the future temporal operator Until : “Retrieve all pairs of objects
o and n such that the distance between o and n stays within 5
miles until they both enter polygon P” (see expression 2.14).
RETRIEVE o, n
WHERE DIST (o, n) ≤ 5
Until(INSIDE(o, P )) ∧ INSIDE(n, P )
(2.14)
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Sistla et al. (1997) touch upon another critical issue relating to Instantaneous, continuous, and
persistent queriesMOD applications for location based services (LBS): The time and
mode in which the queries are posted. An instantaneous query is
evaluated exactly when the query is entered, for example “Display
the motels within 5 kilometres of my position”. In the context
of LBS one has to evaluate queries that ‘move’ along with the
moving object. Consider a moving car issuing a query such as
“Display motels with availability and costs within a radius of 5
kilometres”, and suppose that the car’s service system requests
the answer to the query to be continuously updated. Such queries
are called continuous queries (Sistla et al., 1997). In contrast to a
continuous query, the persistent query considers the whole history
starting from initially entering the query. Applied to the example,
the persistent query would increasingly collect all motels within 5
kilometres along the whole route.
2.5.3 Querying uncertain positions
Querying MPOs in a prospective way inherently includes uncer- Querying uncertain positions
tainty. Since there is uncertainty about the recent location of the
constantly moving objects, a query to a MOD cannot be answered
with absolute certainty. The location of the MPO is known with
certainty only at the update time. If the degree of uncertainty is
controlled, then the danger of incorrect answers to queries due to
old data can be reduced. Many approaches allow thus indicating
a measure of certainty along with the query result. Wolfson et al.
(1999) use probability as a measure of certainty:
• Probabilistic Query. Report not a single object, but a set of
objects, each of which have the probability p of answering
the query.
A Probabilisitc Range Query (PRQ) reports a set of pairs of PRQ and PNNQ
the form (o, p) where o is an MPO and p is the probability that
the object is in the region R at time t. Actually, the algorithm
retrieves those MPOs for which p is greater than some thresh-
old. Cheng et al. (2004) extend this approach to answer nearest-
neighbour queries. Their Probabilistic Nearest-Neighbour Query
(PNNQ) reports not a single object that is closest to the object
but a set of objects, each of which have the potential of being the
nearest neighbour of the query MPO.
Relating to the sampling error instead of the preceding mo- Sampling error as a source of
uncertaintytion as the source of uncertainty (see section 2.3.1), Pfoser and
Jensen (1999) use explicit spatial concepts to answer another kind
of probabilistic queries. For example: “Retrieve the positions of
taxis that were inside area A (specified as a rectangle) between
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times B and C with a probability of at least 30%”. As with the
sampling error ellipses for the data model, the MPO’s positional
probability is given by a geometric shape, where a circle represents
here the probability function of the worst-case sampling error. An
object answers the query if the intersection area of its positional
probability circle and the rectangular query given by B and C is
0.3 or higher.
Querying motion: Lessons learned for analysing the motion of points
• Most approaches querying motion focus on location, answering ques-
tions about the where of MPOs. Trajectory-based queries including
higher level motion descriptors such as speed, acceleration, or mo-
tion azimuth are rare.
• Querying MPOs involves positional uncertainty, since the actual loca-
tion of an MPO between two known fixes is normally unknown.
2.6 Visualising motion
The field of visualisation in scientific computing (ViSC) emergedSeeing the unseen
from the seminal report by McCormick et al. (1987). The authors
define visualisation as a method of computing, transforming the
symbolic into the geometric, enabling researchers to observe their
simulations and computations. The strength of visualisation for
the process of scientific discovery is claimed to lie in its potential
to provide profound and unexpected insights (McCormick et al.,
1987). This section explores the various contributions of visualis-
ing MPOs.
Motion has been identified as a key emerging research area inGVIS
the field of geographic visualisation (GVIS): “The computer fa-
cilitates direct depiction of movement and change, multiple views
of the same data, user interaction with maps, realism (trough
three-dimensional stereo views and other techniques), false real-
ism (through fractal generation of landscapes), and the mixing
of maps with other graphics, text and sound. Geographic visu-
alisation using our growing array of computer technology allows
visual thinking/map interaction to proceed in real time with car-
tographic displays presented as quickly as an analyst can think of
the need of them” (MacEachren and Monmonier, 1992, p. 197).
For the static cartographic world geographic visualisation pro-Visualisation in cartography
vides extensions in at least three significant directions: interac-
tion, animation, and hypermedia (MacEachren and Monmonier,
1992).
These two paragraphs highlight the key elements crucial not
only for geographic visualisation but equally relevant for the visu-
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alisation of motion (DiBiase et al., 1992; MacEachren and Mon-
monier, 1992; MacEachren, 1994; Kraak and MacEachren, 1994;
Peterson, 1995):
• Temporal maps and temporal cartograms
• Multiple views
• Animation and dynamics
• Interaction
Interaction is a key feature of exploratory data analysis (EDA)
and will thus be treated in section 2.7 on analysing motion.
2.6.1 Temporal maps and temporal cartograms
Motion is displacement over time. Thus, maps for visualising mo- Temporal maps
tion must be temporal. Kraak and MacEachren (1994, p. 395) de-
fine a temporal map as a “representation or abstraction of changes
in geographical reality: a tool (that is visual, digital, or tactile)
for representing geographical information whose locational and/or
attribute components change over time.”
The simplest way to visualise the motion of an MPO is to map Mapping trajectories
its complete trajectory on a conventional planar map (Turchin,
1998; Broener and Penumarthy, 2003; McGrady et al., 2003; Fri-
hida et al., 2004b; Ramos-Ferna´ndez et al., 2004). Kraak and
MacEachren (1994) call such maps single static maps, – mapping,
for instance, the path of a hurricane. Labeling intermediate posi-
tions may add temporal information to the track in order to vi-
sualise the object’s past locations. The symbology and the colour
of the trajectory can code motion speed, acceleration, or motion
azimuth (Dykes and Mountain, 2003). However sophisticated the
symbology may be, with an increasing number of plotted trajec-
tories and larger numbers of MPOs such trajectory maps become
confusing.
Adding time as a third dimension allows the visual represen- Trajectories in 3-D
tation of trajectories in 3-D. Thus, the increasing computational
power of the last decades gave rise to a diverse set of applications
adopting the space-time aquarium data model. Most prominent is
the work by Forer’s group on visualising (and analysing) student
lifestyles and tourism flows in New Zealand (Forer, 1998; Huis-
man and Forer, 1998; Forer et al., 2004). Kwan (2000) proposes
a set of 3-D techniques to analyse disaggregate activity-travel be-
haviour from travel diary data. As a special feature to facilitate
the interpretation of complex interplay of many MPOs she pro-
poses standardised space-time paths. To standardise paths they
are shifted and rotated so that the home location of all MPOs
is the origin (0, 0) and the home-work axis becomes the positive
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Figure 2.9: The lifelines illustrate individual activity-travel data of three population
groups around downtown Portland. Source: Kwan (2000, p. 197).
x-axis. This ‘standardisation’ allows visual comparison of space-
time paths. Finally Kraak and Koussoulakou (2004) present a
visualisation environment featuring alternative views, animation,
and query functions.
Alternatively to mapping individual trajectories work has beenVisual analysis of motion
carried out on static map views summarising motion processes,
such as migration processes or the temporal relocation of point
entities. Such maps ‘summarising’ motion may spread over two
or three dimensions. Section 2.7 on motion analysis will give a
detailed overview of such alternative perspectives of motion.
2.6.2 Multiple views
Another key feature in GVIS is the use of multiple views. Mul-Changing the perspective
tiple views oﬀer the user diﬀerent insights (and their combina-
tion) of the same process. A straightforward multi view visuali-
sation of individual lifelines is appending the 2-D horizontal and
vertical projections to the space-time aquarium, representing the
grounded trajectory map (xy) and the xt and yt plots respec-
tively (e.g. Kraak and Koussoulakou, 2004). Dykes and Mountain
(2003) link a time view to the 2-D trajectory map that bar plots
the frequency at which the MPOs were logged versus time. This
time view allows the identification of episodes of spatio-temporal
behaviour describing diﬀerent kinds of acitvity.
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2.6.3 Animation and dynamics
Even though animation is not needed to visualise moving ob-
jects, the “dynamic display adds an additional set of possible
sign-vehicles associated with controls over when and for how long
something is displayed. Change in the display over time pro-
vides a more direct signification of change in the phenomenon
represented” (Kraak and MacEachren, 1994, p. 393). The au-
thors refer to the term animated maps to denote to mapping of
an event/episode by rapid chronological sequence of static maps
or a map that changes dynamically.
Most static visualisations of motion can be animated by brows- Browsing through time
ing through the temporal dimension and thereby visualising change.
Andrienko et al. (2000) propose the dynamic interval view with a
case study of migrating storks. The interval view shows trajectory
fragments during the current interval. The length of this ‘worm’
shows the speed of movement, with reduction in the length sig-
nalling slowing down. In their prototype application for transport
demand modelling Frihida et al. (2004b) provide an animated 2-
D map view to dynamically visualise individual space-time paths.
As a further example Kraak and Koussoulakou (2004) allow the
animated 3-D display of MPOs in a space-time aquarium.
Tools for the animated visualisation of motion have recently Commercial software
found their way into commercial GIS solutions. For example,
ESRI r￿ oﬀers the ArcGISTMTracking Analyst extension to visu-
alise tracking data. It features various symbology options and a
sophisticated playback manager. However, its power lies almost
exclusively in the functionality to define events and to visualise
where and when they occur.
Finally computer graphics opens a huge field of applications vi- MPOs in virtual worlds
sualising MPOs. The integration of temporal GIS with computer
vision technologies allows highly sophisticated, computer game-
like, dynamic visualisations of MPOs in 3-D virtual worlds. Gold
et al. (2004), for instance, present a “Marine GIS”, where vessels
and viewpoints move, and a realistic simulation of the real world
view has been designed for navigation and training purposes in
marine traﬃc.
Visualising motion: Lessons learned for analysing the motion of points
• Motion as a geospatial phenomenon can very easily be visualised, be
it using static planar or multidimensional, or even animated views.
• However convincing for small sets of MPOs, visualisation of complex
motion processes of many MPOs easily overwhelms the perceptional
capabilities of the human observer.
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2.7 Analysing motion
“Everything is related to everything else, but near things
are more related than distant things.”
Waldo Tobler, 1970, p. 234
“Tobler’s First Law of geography (TFL) is central to conceptionsTFL
of geographic space at the core of spatial analysis and GIScience”
(Miller, 2004, p. 3). According to TFL associated entities may be
involved in a causal relationship. “TFL is at the core of spatial au-
tocorrelation, that is, quantitative techniques for analysing corre-
lation relative to distance or connectivity relationships. Although
correlation is not causality, it provides evidence of causality that
can (and should) be assessed in light of theory and/or other evi-
dence” (op. cit.). If TFL is at the core of spatial analysis, so is
TFL encompassing time at the core of spatio-temporal analysis:
It may not just matter where the things are, but also when they
are there! “Nearness as a concept can be extended to include both
space and time” (Miller, 2004, p. 7). Thus, geographic analysis
of motion encompasses the following issues:
• aggregation of MPOs (nearness).
• relationships/topology among MPOs (distance, connectiv-
ity, direction) (Miller and Wentz, 2003, p. 587).
• path properties (descriptive statistics, in-path autocorrela-
tion)
These properties of motion can be investigated by adopting twoFeatureless space versus
environment very diﬀerent perspectives of geographic analysis:
• Motion analysis in featureless space. The focus of these ap-
proaches lies on the analysis of the motion itself, of its ge-
ometric and topologic properties, without considering any
influence of the underlying space. Key issues are path prop-
erties, changing relationships and topological associations
among objects.
• Motion analysis with respect to environment. These ap-
proaches try to find environmental cues that aﬀect motion.
For example, ecologist are highly interested in the interre-
lation between environmental heterogeneity and individual
movement.
This section presents various approaches to analysing the mo-
tion of point objects using the headings descriptive statistics, ex-
ploratory data analysis (EDA), and knowledge discovery in data-
bases (KDD) and data mining.
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2.7.1 Descriptive statistics
Descriptive statistics can be applied to all the measures quantify- Step length and turning angle
distributioning motion in section 2.2. Given a constant time step, step length
represents speed. Step length and turning angle are investigated
analysing the motion of animals (Hill and Ha¨der, 1997; Ramos-
Ferna´ndez et al., 2004). Individual paths or aggregations of many
paths can statistically be described deriving distributions of step
length and turning angle, adopting a discrete motion model with
straight steps between consecutive fixes. The appropriate statis-
tical description of motion is an important precondition for con-
strained random walk models covered in section 2.8 on ‘simulating
motion’.
A common variation of the simple step length distribution is Analysing the annual cycle
the distribution of distances that a group of MPOs moved over
one annual cycle. In this case the x axis represents time and the
y axis corresponds to distance (Figure 2.10a). Such plots easily
illustrate diﬀerent motion characteristics of seasonally migrating
species (unimodal or bimodal distribution) and sedentary species
(uniform distribution) (Bergman et al., 2000).
Autocorrelation in the direction of movement is the key issue in- Directional persistence
vestigating turning angle distributions. Trajectories are normally
characterised using frequency distributions of discrete classes be-
tween -180◦ and 180◦ (e.g. Schmitt and Seuront, 2001; Ramos-
Ferna´ndez et al., 2004). When describing the motion direction
a motion azimuth (absolute direction with respect to North) dis-
tribution is sometimes preferred over the turning angle. Radar
plots visualise the turning angle distributions around the compass
card in a very illustrative way (Figure 2.10b). Because motion az-
imuths and turning angles are circular quantities (the angle 180◦
is the same as the angle -180◦, and so are 0◦ and 360◦ in the case
of motion azimuth), calculating autocorrelation for them requires
some care (Turchin, 1998). See Mardia and Jupp (2000) for a
comprehensive introduction to the statistics of directional data.
For many ecological questions, for example metapopulation dy- Dispersal capability
namics, knowledge about the dispersal capability of animals is nec-
essary and thus acquired with extensive empirical and theoretical
research (Berger et al., 1999). Berger et al. name three frequently
used linear mobility measures to describe an individual’s motion
in ecological field studies:
• Mean daily movement: Mean of distances between consecu-
tive fixes divided by the time between those fixes (per day).
• Maximal distance: Maximal distance between two fixes (fre-
quently used with mark-recapture studies).
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Figure 2.10: (a) Distribution of the mean distance travelled in four days of the individ-
uals of a caribou herd [km]. These migratory animals show a low travel rate in winter,
strongly increasing in May starting the spring migration to the calving grounds. (b)
Frequency distribution of the successive angles of motion of the same caribou herd,
as a radar plot, 0◦ indicates straight on. Source: Bergman et al. (2000).
• Mean activity radius: Average distance between first fix (e.g.
capture point) and all consecutive fixes.
Berger et al. (1999) showed with empirical individual-based ex-
periments that the observational interval is the key factor (amongst
many others) influencing the accuracy of the three measures.
2.7.2 Exploratory data analysis of motion data
Tracking motion processes generates very rapidly very large data-
sets. The holistic perspective of descriptive statistics may miss pe-
riodic or event patterns as well as locally clustered patterns hiding
in the motion data. However, human cognition is very well able to
grasp such patterns given the appropriate graphic data represen-
tation. The ultimate goal is “to combine the speed, perfect recall,
and tireless computational power of modern computing technol-
ogy with the capability of humans to recognise complex visual
patterns, as well as intuition and trained judgement” (Peuquet,
2002, p. 7). Thus, motion analysis requires tools that allow a
flexible partitioning of the problem space as well as intuitive and
interactive visualisation of the selected subsets to enhance explo-
ration and analysis (Lee and Kemp, 1998). Hence, exploratory
data analysis is a further tool which has been used in analysing
motion.
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Exploratory data analysis (EDA) consists of a collection of de- EDA
scriptive and graphical tools intended to discover patterns in data
and suggest hypotheses by imposing as little structure as possible
(Tukey, 1977). “EDA is supposed to lead to potentially explica-
ble patterns and is qualitatively distinct from simple descriptive
statistics. [...] Modern EDA methods emphasise the interaction
between human cognition and computation in the form of dynamic
statistical graphics that allow the user to directly manipulate var-
ious ‘views’ of the data. Examples of such views are devices such
as histograms, box plots, q-q plots, dot plots, and scatter plots”
(Anselin, 1998, p. 78).
EDA approaches to investigate spatial data must take into ac- ESDA
count spatial heterogeneity and spatial autocorrelation. Explora-
tory spatial data analysis (ESDA) is then a “collection of tech-
niques to describe and visualise spatial distributions, identify atyp-
ical locations or spatial outliers, discover patterns of spatial asso-
ciation, clusters or hot spots, and suggest spatial regimes or other
forms of spatial heterogeneity” (Anselin, 1998, p. 79). According
to Anselin the conceptualisation of spatial autocorrelation, the
fact that locational similarity is linked to value similarity, is cen-
tral to ESDA. What is defined here for ESDA holds also for a
spatio-temporal process such as motion. Hence, incorporating the
specific properties of time the concept of ESDA could be adapted
for a definition of ESTDA.
Interactivity is the key feature of general EDA, and so it is for Interactive mapping
EDA of motion data (i.e. ESTDA). Interactive maps are a sim-
ple yet eﬀective tool for visual data exploration (Andrienko and
Andrienko, 1999). This idea is exemplified by the exploration of
MPOs trajectories in the ‘map view’ of the location trend extractor
(LTE) application presented by Mountain and Raper (2001a) and
Dykes and Mountain (2003). The LTE includes the the concepts
of space-time and time-space portrayed earlier (Figure 2.3, page
21).
Kwan (2000) proposes a variation of LTE focussing on the at- Interactive geovisualisation of
activity-travel patternstributes of activity-travel data and aspiring to the third dimen-
sion. The approach uses a 3-D GIS as a dynamic and interactive
data analysis environment for the interactive geovisualisation of
activity-travel patterns in transportation research. The user can
directly manipulate the attributes of a scene and its features, can
change views of the space-time aquarium, alter parameters, query
data and see the results of any of these actions easily.
Another powerful EDA approach is the transformation of the Alternative analysis spaces
data in alternative analysis spaces such as e.g. scatter plots or
parallel coordinate plots (see page 51), in order to reduce the di-
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mensionality and thus the complexity of the motion data to fa-
cilitate investigation and analysis. Mountain and Raper (2001a)
and Dykes and Mountain (2003) present an approach using den-
sity surfaces to overcome the problem of representing large MPO
datasets. Their spotlight view uses a surface to provide estimates
of observation point density at each location. The graphical ad-
vantage is that the point density can be represented with a single
visual variable, such as colour lightness, and superimposed on
further spatial information. Morphometric2 surface networks de-
rived from the density surface oﬀer furthermore insights about
the plotted motion process (Rana and Dykes, 2003). Peaks and
ridges on the surface may relate to preferred or regularly used lo-
cations and routes, and channels to locations and routes that are
avoided. Sadahiro (2002) presents a similar density surface ap-
proach for the exploration of spatio-temporal point distributions.
In this case the points represent for instance disease occurrences.
Imfeld (2000) presents a set of EDA methods to analyse MPOsTT-plots and RDF
in their environment termed time plots and radial distance func-
tions (RDF). Time plots plot a geometric property (e.g. distance,
direction) against time. Simple time plots have one time axis
(T-plots), more complex ones have two time axes (TT-plots). In
the TT-δ plot the distances dij between two consecutive fixes are
recorded in the row and column positions of a matrix, correspond-
ing to time steps t1, t2, ...tn. Eventually, this gives a symmetric
matrix where short distance values indicate that the MPO has not
moved much between two consecutive time steps (i.e. it rested),
and large values indicate far distances between corresponding time
steps. Specific movements produce a specific response in the TT-δ
plot, which can then be analysed (Figure 2.11). Up to now, time
plots are limited to one or two objects, respectively, and the final
interpretation of the movement pattern is performed by human
cognition. For RDF plots a series of concentric rings about a lo-
cation is constructed and the quantity of a property (e.g., forested
areas) falling within each ring is measured and plotted against the
radial distance. In temporal RDF-plots, RDFs are computed and
displayed for consecutive locations moving over time in a plot of
distance against time. Like time plots (T)RDFs are limited to
a few point objects and exploration is based strictly on human
perception.
Brillinger et al. (2004) present a set of various EDA techniquesEDA for group motion
applied to a huge collection of VHF telemetry tracked elk and deer.
2Morphometric: concerning the characteristics of shape, dimension, or pro-
portion
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Figure 2.11: TT-δ plots. The construction of the TT-δ plot is illustrated in (a) and (b).
(a) shows an example path of an MPO in a planar view with four observed locations.
(b) shows the 3-D view of the TT-δ plot construction. The four TT-δ plots below are
derived from artificial motion data of an MPO moving (a) forth and back on a straight
line, (b) in circles, (c) on an 8-shaped path, and (d) performing a star movement
pattern. Source: Imfeld (2000).
Parallel boxplots of the square roots of MPO speeds by hour of the
day are used to analyse circadian rhythms. Collapsing all avail-
able data for one time of day creates ‘temporal transects’ suited
for descriptive statistics (Figure 2.12). Decomposing the MPO’s
velocity to cardinal directions using a separate X-component ve-
locity plot and a Y-component velocity plot provides insights on
the directional bias in the joint motion of a group. Finally, vector
fields address the problem of smoothing and provide a sophisti-
cated overview of the motion of a group of MPOs moving in a dis-
tinct area over a distinct time period. Arranged in a regular grid,
the length of the vectors is proportional to the estimated speed
at that location, its angle corresponds to the estimated motion
azimuth. Providing a layer per temporal transect allows the anal-
ysis of spatio-temporal variability in a group’s motion (Brillinger
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Figure 2.12: This temporal transsects allows the exploratory analysis of a large
group of elk. The elk appear much more mobile around 0500h and 1800h. Source:
Brillinger et al. (2004).
et al., 2001b,a, 2004).
2.7.3 KDD and data mining
Whereas the early days of Ha¨gerstrand’s Time Geography were
limited to a data-poor and computation-poor environment, nowa-
days spatio-temporal analysis is fostered by data-rich and compu-
tation-rich environments. Knowledge discovery in databases and
data mining are reasonable responses to the huge data volumes in
operational and scientific databases covering the motion of MPOs.
Today’s attempts to derive knowledge from large databases goesRoots in pattern recognition
back to almost 50 years of research in designing a general purpose
machine pattern recogniser in the field of machine learning. “The
primary goal of pattern recognition is supervised or unsupervised
classification” (Jain et al., 2000, p. 4). Watanabe (1985) defines a
pattern “as the opposite of chaos. It is an entity, vaguely defined,
that could be given a name.” In the case of analysing motion one
could search for discrete motion events, such as ‘sudden parallel
move to the north’ or ‘many MPOs converging to some spot in
space’. Based on the above definition of a pattern, Jain et al.
(2000, p. 4) gives the following definition of pattern recognition:
“(1) supervised classification (e.g. discriminant analysis) in which
the input pattern is identified as a member of a predefined class,
(2) unsupervised classification (e.g. clustering) in which the pat-
tern is assigned to a hitherto unknown class.”
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Figure 2.13: The vector fields approximates for every location in space the speed
(vector length) and motion azimuth (vector angle) averaged for a large number of
MPOs. Source: Brillinger et al. (2004).
“Knowledge discovery in databases (KDD) has evolved from the Interdisciplinary provenience
intersection of research fields such as machine learning, pattern
recognition, databases, statistics, AI [artificial intelligence], know-
ledge acquisition for experts systems, data visualisation, and high-
performance computing. The unifying goal is extracting high-level
knowledge from low-level data in the context of large datasets”
(Fayyad et al., 1996, p. 39). KDD goes beyond the traditional
domains of statistics to accommodate data normally not amend-
able to statistical analysis. “Statistics usually involves a small
and clean (noiseless) numeric database scientifically sampled from
a large population with a specific question in mind” (Miller and
Han, 2001, p. 5). In contrast, KDD is designed for data col-
lected and stored in many scientific or enterprise databases that
are potentially noisy, nun-numeric, and incomplete (Miller and
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Han, 2001).
Fayyad et al. (1996, p. 40) give a concise definition of KDD:Definition of KDD
“KDD is the nontrivial process of identifying valid, novel, po-
tentially useful, and ultimately understandable patterns in data.
Here, data are a set of facts (for example, cases in a database). A
pattern is an expression in some language describing a subset of
the data or a model applicable to the subset. Hence, in our us-
age, extracting a pattern also designates fitting a model to data,
finding structure from data, or, in general, making any high-level
description of a set of data. The term process implies that KDD
comprises many steps, which involve data preparation, search for
patterns, knowledge evaluation, and refinement, all repeated in
multiple iterations. By nontrivial, we mean that some search for
inference is involved, that is, it is not straightforward computation
of predefined quantities like computing the average value of a set
of numbers.”
The KDD process is interactive and iterative, involving manySteps of the KDD process
decisions made by the user (Fayyad et al., 1996):
1. Identification of the goal of the KDD process
2. Data selection
3. Data cleaning and pre-processing
4. Data reduction and projection (dimensionality reductions,
transformations)
5. Selection of data mining method (summarisation, classifica-
tion, regression, clustering, and so on)
6. Exploratory analysis and model and hypothesis selection
7. Data mining
8. Interpreting mined patterns, possibly returning to previous
steps
9. Acting on discovered knowledge, documentation, incorpora-
tion of new knowledge in existing theory
Data mining is thus just one central component of the overallData mining
KDD process. Data mining is the application of specific algo-
rithms for extracting patterns from data (Fayyad et al., 1996).
The central belief of KDD is that information is hidden in very
large databases in the form of interesting patterns (Miller and
Han, 2001).
The various existing data mining algorithms can be categorisedData mining tasks
as follows: Segmentation (clustering, classification trees, artificial
neuronal networks), dependency analysis (Bayesian networks, as-
sociation rules), deviation and outlier detection (clustering, outlier
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detection), trend detection (regression, sequential pattern extrac-
tion), generalisation and characterisation (summary rules, attri-
bute-oriented induction). See Miller and Han (2001) for an intro-
ductory overview of these data mining tasks.
The KDD community indicates a pattern’s interestingness (Pad- Pattern interestingness
manabhan, 2004; Silberschatz and Tuzhilin, 1996). Interesting-
ness patterns are divided into those which are objective and sub-
jective. Objective measures depend solely on the structure of the
pattern and the underlying data. Subjective measures depend also
on the class of users exploring the data, bearing in mind that pat-
terns that are of interest for one user class, may be of no interest
to another class. From a subjective point of view patterns can be
interesting because they are unexpected or because the user can
act on them. Thus, the unexpectedness of a pattern indicates how
surprising it is to a user. The actionability indicates whether the
user can act on it to his advantage.
Miller and Han (2001) identified the unique needs and chal- Geographic knowledge discov-
erylenges for integrating KDD into GIScience. They argue that ge-
ographic data has unique properties that require special KDD
and also data mining approaches. As specific spatial properties
they name the geographic measurement framework (Euclidian ge-
ometry and topology), spatial dependency and heterogeneity, the
complexity of spatio-temporal objects and relationships, and the
diversity of involved data types. Hence, they propose the need
for specific geographic knowledge discovery (GKD) and geographic
data mining.
“Geographic data mining involves the application of computa- Geographic data mining
tional tools to reveal interesting patterns in objects and events
distributed in geographic space and across time. These patterns
may involve the spatial properties of individual objects and events
(e.g. shape, extent) and spatio-temporal relationships among ob-
jects and events in addition to non-spatial attributes of interest
in traditional data mining” (Miller and Han, 2001, p. 16).
MacEachren et al. (1999) bring GVIS and KDD together. Their Bridging KDD and GVIS
approach is not explicitly developed for motion data, but it presents
an illustrative and typical collection of KDD ideas for multi-dimen-
sional spatio-temporal data, presented here for climate data. The
typical KDD ideas could easily be applied for motion data, and
the approach is thus discussed here. Three dynamically linked
representation forms build their core of the prototype implemen-
tation: geoviews, 3-D scatterplots, and parallel coordinate plots
(Figure 2.14).
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Figure 2.14: Interpretation/evaluation display that includes all three repre-
sentations for spatio-temporal precipitation data: Parallel coordinate plot (top
left), 3-D scatterplot (bottom left), and geoview (bottom right). Source:
http://www.geovista.psu.edu/publications/ijgis99/.
• Geoviews. 2.5-D windows mapping geographic space (xy)
and a third dimension (z) representing elevation or time.
• 3-D scatterplots. Representations of the relationship be-
tween three variables, each plotted as an axis of a cube.
This representation uses the central spatialisation metaphor
of near = similar, far = diﬀerent, respectively.
• Parallel coordinate plots. Representations that contain sev-
eral parallel axes, one for each variable in the dataset. The
data are distributed along each axis and a line connects in-
dividual records from one axis to the next, hence producing
a ‘signature’ for each data record.
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Table 2.1: Allen’s temporal predicates. Source: Allen (1984).
Relation Symbol Pictoral example
X before Y < XXX YYY
X equal Y = XXX
YYY
X meets Y m XXXYYY
X overlaps Y o XXX
YYY
X during Y d XXX
YYYYYY
X starts Y s XXX
YYYYY
X ends Y e XXX
YYYYY
The three representations are dynamically linked, so that Interactive manipulations
changes executed in one representation are reflected in all others
as well. A set of interaction tasks allows the manipulation of the
three linked representations: assignment (link data variables to
graphic variables), brushing (highlighting single entities or sets),
focussing, colour-map manipulation, viewpoint perspective ma-
nipulation, and sequencing (use of dynamic variable of order to
display one time slice after another).
Frihida et al. (2004b) propose a KDD approach in the field of Building individual space-time
path from origin-destination datatransport demand modelling. Their KDD process is designed to
extract useful information from an origin-destination survey, i.e.
to build individual space-time paths in the space-time aquarium.
In this study space-time paths are defined as the ordered sequence
of all trips and activities performed by an individual during one
day. The ordering uses the concept of temporal topology based on
Allen’s temporal predicates (Allen, 1984) (Figure 2.1). The KDD
process first re-structures the raw origin-destination data into a
collection of sequenced individual space-time paths consisting of
trips and activities. Second, query and visualisation functions
allow one to identify meaningful relationships and processes.
In a very similar context Smyth (2001) presents a KDD ap- Mining individual trajectories
proach to mine mobile trajectories. The overall goal of this re-
search is to gain knowledge from mobile trajectories in order to
design better, more scalable, and less expensive location based
services. “The central theme of this approach is the mining of
stored mobile trajectories, that is, mobile behaviour, in order to
predict future behaviour. [...] The fundamental hypothesis is that
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it is possible to aid travellers in their mobile activities by deriv-
ing new information from the traces of their past activities”. The
author calls this method stored behaviour-predicted behaviour SB-
PB. The data mining algorithms describe chunks of trajectories
using many measurable parameters (such as speed, heading, ac-
celeration), then identify the behaviour of each chunk, and finally
store these characteristics in a behaviour warehouse, that is as-
sign found motion patterns to archetypical behaviours ready to
allocate to new data. For example, a car driver using an in-car
mobile device system may benefit from guidance to gas stations,
automatically allocated to the stored behaviour ‘driving on the
highway’.
Analysing motion: Lessons learned for analysing the motion of points
• Many exploratory approaches labelled ‘analysis’ basically stop at rep-
resenting the motion and delegate the analytical process to the inter-
preting analyst.
• Analytical approaches emerging from a cartographic or GIS back-
ground adopt a static view comparing snapshots. What is missing
are analysis approaches adopting a real process view, where events
and processes are analysed and not their instantaneous stamping in
static space.
• Many approaches solely investigate the locations of MPOs during a
motion process, ignoring the motion properties speed, acceleration or
motion azimuth.
• The EDA approaches analysing the motion of elk and deer data pre-
sented by Brillinger et al. (2004) are most similar to the objectives of
this thesis. The authors do not only ask when the animals are where,
but also which direction they prefer, how fast they move, and whether
they show circadian rhythms in speed or motion azimuth.
2.8 Simulating motion
The creative act of simulating ants scrabbling around in an ar-Ants in the garden
tificial garden is at the same time illuminative and fun, – and
stunningly easier to code than one could expect (Wood, 2002).
The prevalence of the object-oriented paradigm in computer sci-
ence favoured the diﬀusion of individual-based motion modelling
in many science and engineering fields under many diﬀerent names
and prosecuting many various aims (Batty and Jiang, 1999). How-
ever, the principles remain the same. A first requirement is a
conceptualisation of the MPOs, – let’s say the ‘the ants’ for the
purpose of this introduction. These MPOs may simply be point
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objects performing some kind of random walk. Alternatively the
actions of MPOs may be influenced by its neighbourhood as with
cellular automatons. Or, in an even more sophisticated example,
the MPOs may be represented as autonomous software agents
featuring some behavioural rules, sensing their environment and
reacting on it. A second requirement is a conceptualisation of the
space accommodating the MPOs and influencing and/or limiting
their activities, – ‘the garden’.
The idea of random walk for a model of completely random
motion is a crucial intellectual prerequisite for any reflection on
motion. Section 2.8.1 gives a basic overview. The simulation of
MPOs is a key feature in behavioural ecology in order to under-
stand population (re-)distribution. Section 2.8.2 gives an overview
of the field of individual-based motion modelling (IBMM) in ecol-
ogy. Within GIScience space-time dynamics is receiving increased
attention. Multi-agent systems (MAS) are an ideal experimental
framework to simulate individual actions and decisions in space-
time, for instance in the context of urban development or crowd
simulation (Section 2.8.3).
2.8.1 Random walk
“Within the random walk framework, we imagine that an organ- Random walk
ism travels through the environment by a series of behavioural
events, or moves. At the beginning of each move, the organism
‘makes a decision’ as to the duration, speed (or distance), and
the direction of its next move. This decision can be influenced
by the organism’s past experience (in particular, the direction of
its previous movement), the local conditions, the conditions at
the point of destination (for example, direction and proximity to-
ward a resource patch), and absolute direction (for example, wind
direction). Typically (but not necessarily), there is a stochastic
element involved in each decision.” (Turchin, 1998, p. 128).
Depending on the interrelation between successive moves, dif- Different random walk models
ferent random walk models can be distinguished (according to
Turchin (1998) unless otherwise indicated).
• Uncorrelated random walk. The direction of the current
move does not aﬀect the direction of the next move, i.e.
there is no directional persistence.
• Correlated random walk. The direction of the current move
does aﬀect the direction of the next move. Step length and
turning angle of the subsequent move are drawn from some
stochastic frequency distribution, for instance in the case of
direction with turning angles concentrated around zero.
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• Biased random walk. A random walk in which the direction
of each move is influenced by an absolute direction, i.e. a
long distance attraction (e.g. chemotaxis3).
• Biased correlated random walk. A random walk in which the
direction of each move is influenced by both the direction of
the previous move and the absolute direction (i.e. a long
distance attraction).
• Constrained Random Walk (CRW). Constraints originating
from the analysis of real observation data are used to esti-
mate turning angle distributions and step sizes (Wentz et al.,
2003).
The application context and the overall goal of the modelling
decide which model to choose (see section 2.8.2 and 2.8.3).
2.8.2 Applications in behavioural ecology
Ecologists are interested in the consequences of movement for pop-Investigate population dynamics
ulation dynamics. The overall goal in investigating motion is to
translate individual motion data into a measure of dispersal, or
more precisely, population redistribution. The analysis of move-
ment paths is often performed using random walk models to re-
produce individual movement. For instance, using the hypothe-
sis of directional persistence, correlated random walk models can
be used to investigate relationships between the displacement of
MPOs and time (Bergman et al., 2000).
Motion analysis using random walk works in a twofold way.Quantitative analysis of motion
First, a random walk model must be found that best represents
the observed motion. Second, various random walk formulae can
be used to test qualitative hypotheses about the mode of organism
motion. Turchin (1998) provides a well written and understand-
able introductory textbook to this kind of quantitative analysis of
motion.
Random walks in featureless space
Random walk models allow one for instance to test trajectories forDirectional persistence
autocorrelation in the direction of movement in featureless space,
reflected in the distribution of the turning angles. For a positive
autocorrelation in the motion direction, or directional persistence,
the turning angles are concentrated around zero (Turchin, 1998, p.
3Chemotaxis: The disposition exhibited by certain living cells, or free-
swimming organisms, of movement towards or away from certain chemical
substances held in solution (Oxford English Dictionary).
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135). For example, Bergman et al. (2000) investigated the direc-
tional autocorrelation of two diﬀerently behaving caribou herds,
and could distinguish a migratory and a stationary herd type.
Some studies gain insight about the motion characteristics of Match specific walk models
the species of interest from matching some specific walk model to
observation data. Schmitt and Seuront (2001) argue that swim-
ming copepods show multifractal random walk behaviour (charac-
terised by a non-linear moment scaling function for the distance
versus time), that is trajectories showing alternation between pe-
riods of relatively straight swimming and periods of erratic mo-
tions including jumps in all three dimensions. Ramos-Ferna´ndez
et al. (2004) identified so-called Le´vy walk patterns4 as an optimal
strategy used in searching for scarce resources by spider monkeys.
Another interesting motion property is the mean dispersal dis- Mean dispersal rate
tance, a measure to indicate around which distance a population
is distributed. Unfortunately animal dispersal is often diﬃcult
to observe, consider for instance flying beetles or butterflies, that
cannot be observed for more than a few metres. Hence, simulation
is used to understand the dispersal process and to generate hy-
potheses, subsequently tested both by simulation and in the field
(Byers, 2001).
Random walks in a heterogeneous environment
“In heterogeneous space one can test whether random walk pro-
vides a reasonably accurate description of the mechanisms by
which individuals aggregate in response to patchily distributed
resources” (Turchin, 1998, p. 157).
One major interest of ecologists using IBMM is the simulation Foraging behaviour
of foraging and ranging in interaction with the underlying veg-
etation pattern. This may focus on food-related spatial influ-
ences (Carter and Finn, 1999; Morales and Ellner, 2002). Some
IBMM even include interactions between individuals (Beecham
and Farnsworth, 1998), some concentrate on edge eﬀects (Morales,
2002). In many models landscape attributes aﬀect the individual’s
behaviour. This may be subject to relatively simple rules, such
as “if food intake of a cell is below threshold, then move to sur-
rounding cell with highest food value” (Turner et al., 1994). Still
other motion models allow estimation of measurement error and
process noise that are inherent in animal trajectory data (Jonsen
et al., 2003).
Furthermore behavioural ecologists investigate whether paths Directional bias
are aﬀfected by an external bias, e.g. a food source at a special
4Trajectories which are composed of self-similar jumps.
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location. Whereas CWR assumes an internal directionality (the
current move direction is influenced by the previous one), biased
random walk models account for an external directionality, i.e.
an absolute (compass) direction. Again, the random walk models
can be used to match observed paths with alternative mechanisms
of how an external bias can influence motion (Turchin, 1998, p.
163). Hill and Ha¨der (1997) derive macroscopic parameters of
the trajectories of swimming micro-organisms showing gravitaxis5
and phototaxis6.
2.8.3 Applications in GIScience
Wentz et al. (2003) propose the use of a constrained random walkInterpolating tracking data
model to complete fragmentary trajectories of field observed pri-
mates. The existing fragments are used to derive the motion pa-
rameters constraining the random walk model, used to construct
linking trajectories between the known end points of the existing
fragments. The constraints associated with space-time prism con-
cepts applied are (1) a maximum speed of the MPOs and (2) a
given use of time per gap, that is, the MPOs do not end up at
their destination instantaneously. Finally, the simulated concate-
nations assist in calculating the home range and in describing the
daily ranging habits for diﬀerent species. The simulated paths
well reflected field observations of the movement patterns of the
species.
Pfoser and Theodoridis (2003) propose using motion simula-Generation of synthetic data
tions to overcome the frequent problem of lacking suitable data
for designing and testing novel spatio-temporal data types and
access methods. They present several examples of how real-world
movement characteristics can be translated into appropriate pa-
rameters of a spatio-temporal data generator.
“As part of the long term quest to develop more disaggregate,Multi-agent systems (MAS)
temporally dynamic models of spatial behaviour, micro-simulation
has evolved to the point where the actions of many individuals can
be computed. Thesemulti-agent systems/simulation (MAS) mod-
els are a consequence of much better micro data, more powerful
and user-friendly computer environments often based on parallel
processing, and the generally recognised need in spatial science
for modelling temporal process” (Batty and Jiang, 1999, p. i).
“Essentially agents are autonomous entities or objects which actAgents
independently of one another, although they may act in concert,
depending upon various conditions which are displayed by other
5Gravitaxis: moving upwards, responding to a gravity stimulus.
6Phototaxis: moving towards a light source.
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agents or the system in which they exist” (Batty and Jiang, 1999,
p. 3). Franklin and Graesser (1997) define an autonomous agent
as “a system situated within and a part of an environment that
senses that environment and acts on it, over time, in pursuit of
its own agenda and so as to eﬀect what it senses in the future.”
Regarding the simulation of motion sensing the environment may
inform the MPO where it is in absolute space, where it is relative
to other MPOs, and where it is with respect to attributes in an
environment. A set of rules governs the way in which the agent
reacts on these findings leaving its trace in space-time.
Batty et al. (2003) propose the usage of agent-based models Simulate spatial crowd
behaviourto model small-scale spatial events such as carnivals or street pa-
rades. The overall goal of this research is to address congestion
and safety problems associated with the crowd behaviour at such
events.
Finally, Westervelt and Hopkins (1999) simulate mobile individ- Modelling object-environment
relationsuals in dynamic landscapes with cellular automatons. Therefore
they implemented an entity based object-oriented simulation en-
vironment for MPOs (animals) which are able to collect and store
information about their dynamically changing environment in or-
der to adjust against their behavior. The focus of this system is
on motion and interaction modelling rather than analysis. How-
ever, this is an excellent example of handling object-environment
interaction. The approach is limited to small amounts of objects.
Simulating motion: Lessons learned for analysing the motion of points
• Random walk and agent-based models allow the generation of syn-
thetic motion data of any desirable spatial and temporal granularity.
• Due to its high flexibility synthetic motion data is ideal to evaluate and
test analytical approaches, performing numerical experiments such as
Monte Carlo Simulations or sensitivity analyses.
2.9 Summary
This chapter provided a review of the latest literature covering
the motion of point objects. The review put an emphasis on
GIScience, deliberately side stepping to computer science, statis-
tics, exploratory analysis and ecology. The references were dis-
cussed and thus structured adopting eight separate perspectives,
namely capturing, quantifying, modelling, formalising, querying,
visualising, analysing, and finally simulating motion.
The chapter could report on a considerable amount of work on
modelling moving entities. Major advances could also be high-
lighted in designing and querying database systems adopted to
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cover motion. Well researched is furthermore the representation
of motion, i.e. visualisation for exploratory analysis approaches.
However, this literature review reveals that convincing ideas for
analysing motion remain sparse, mirrored in the fact that hardly
any motion analysis concept found its way into commercial GIS
software. To conclude, the field of analysis techniques for a better
understanding of motion processes remains wide open.
Even though the research questions of this thesis are located in
the introductory chapter before the state of the art for structural
reasons (see page 7), they are of course highly influenced by the
lessons learned studying the literature.
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Methods & results
“A pattern is the opposite of chaos; it is an entity, vaguely de-
fined, that could be given a name.”
Santosi Watanabe (1985, p. 2)
The main components of this thesis are the four constitutive
publications. As a comprehensive access guide for the reader, this
chapter sets the frame of this piece of research and summarises
rationale, methods, results, and contributions of each of the four
publications1. This scientific summary does not substitute the
reading of the full papers attached to this volume, but rather
positions the respective research packages in a broader context
and oﬀers the reader a structured account of the research done.
Coauthors The work presented in the following papers is original
research undertaken by the author of this thesis, first author of all
included publications. Dr. Stephan Imfeld and Prof. Dr. Robert
Weibel contributed to the publications in their role as supervisors
of this thesis. The contributions of further external coauthors is
declared if there is need.
1The margin text in this chapter is used to refer to the papers in their
originally published form, attached starting at page 133.
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3.1 The concept of relative motion
Laube, P. and Imfeld, S. (2002). Analyzing relative motion within
groups of trackable moving point objects. In Egenhofer, M. J. and
Mark, D. M., editors, Geographic Information Science, volume 2478
of Lecture Notes in Computer Science, pages 132–144. Springer,
Berlin-Heidelberg, DE.
Objective 1: This thesis shall identify, characterise, and
categorise a set of basic motion patterns in the lifelines of
groups of MPOs, with motion patterns being a predefined
formalised search template of motion attributes such as
speed, change of speed, or motion azimuth.
3.1.1 Rationale
This paper reports on conceptual GIScience developing an inte-
grated GKD approach for analysing geospatial lifelines of groups
of moving point objects. The overall goal is to conceptualise a
flexible framework to find, quantify, and visualise user-defined mo-
tion patterns in the trajectories of groups of MPOs. Therefore the
paper discusses the identification, characterisation, and categori-
sation of generic motion patterns. In the course of this thesis,
this first paper built the entry point, describing the conceptual
framework underlying this research.
3.1.2 Methods
The key concept of the proposed GKD approach and hence this
thesis is to compare the motion parameters of MPOs over space
and over time, giving the concept its name: REMO (RElative
MOtion). Suitable geospatial lifeline data consist of a set of MPOs
each featuring a list of fixes, tuples of (x, y, z, t).
REMO is a classical KDD process (Fayyad et al., 1996), fo-
cusing on the basic KDD steps data reduction and projection and
data mining, respectively. Since the application field is geographic,
the KDD process is referred to as geographic knowledge discovery
(GKD). The first step consists of a transformation of the geospa-Figure 1, p. 134.
tial lifeline data into a 2.5-dimensional analysis matrix featuring
a time axis, an object axis and motion attributes (i.e. speed,
change of speed, and motion azimuth). It is assumed that specific
motion behaviour and interrelations among the MPOs are mani-
fested as patterns in the analysis matrix. Thus, as a second step,
predefined formalised relative motion patterns (so-called REMO
patterns) are matched on the analysis matrix. For the second
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step the potential user, having knowledge about the investigated
process, parameterises the patterns to be found.
3.1.3 Results
The paper defines relative motion patterns as sets of cells in the
analysis matrix, having an extent in time and/or across the ob-
jects. The paper proposes and describes a set of generic rela-
tive motion patterns. The simple patterns are termed constancy2, Figure 2, p. 138.
turn, concurrence, opposition, and dispersion. The complex pat-
terns are trend-setter, independent, propagation, group turn and,
group concurrence.
In the ‘Test Data Sets’ section the paper illustrates the GKD
process using two case studies. The Porcupine Caribou Herd Figure 3, p. 140.
Satellite Collar Project represents an animal tracking project in
wildlife biology. The second case study covers abstract entities
moving in an abstract data space, namely Swiss political dis-
tricts moving in a space representing ideological preferences in Figure 4, p. 142.
Switzerland. In both case studies basic REMO patterns such
as constancy, concurrence, and trend-setter behaviour could be
identified using visualisation of the REMO matrix and qualitative
analysis.
3.1.4 Contributions
The main contribution of this paper is the proposal of a new GKD
approach for the spatio-temporal analysis of geospatial lifelines.
The paper therefore identifies and categorises a set of generic rel-
ative motion patterns and conceptualises a GKD procedure based
on the combination of a (re-)projection of the tracking data with
syntactic pattern detection methods. The paper underlines the
universal applicability of the approach using two very diﬀerent
case studies for illustration and qualitative analysis. Finally, the
paper provides the conceptual framework underlying the remain-
der of the publications in this research.
2Note: Reacting to a reviewer’s suggestion, the term constance used in the
original paper was replaced by constancy in subsequent work. However,
both terms represent the same motion pattern.
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3.2 Formalising and detecting motion patterns
Laube, P., Imfeld, S., and Weibel, R. (2005). Discovering relative
motion patterns in groups of moving point objects. International
Journal of Geographical Information Science, 19(6):639–668.
Objective 2: This thesis shall develop a knowledge discovery
approach integrating techniques to formally describe mo-
tion patterns and algorithms allowing detection of these
patterns in case study data.
3.2.1 Rationale
This publication presents research implementing and extending
the basic REMO concept presented in section 3.1. The main ob-
jective of this stage is to demonstrate the feasibility of the pro-
posed concept, focusing on the aspects formalisation and imple-
mentation. This paper intends to develop a simple and generic
pattern description formalism to describe relative motion patterns
and algorithms to detect instances of these patterns on geospatial
lifelines. It shall furthermore address a series of implementation
related issues such as developing an object-oriented class design for
the REMO GKD approach, sampling lifelines at diﬀerent granu-
larities adopting diﬀerent interpolation and aggregation strategies,
and introducing a user-friendly graphical user interface (GUI) to
control and evaluate the GKD process.
3.2.2 Methods
This paper develops the computational framework to test and im-
prove the REMO GKD approach presented in section 3.1. This
includes the development of an object-oriented class design to
model groups of MPOs and to mine their trajectories for motion
patterns. A special emphasis is put on handling incomplete and
variably sampled lifelines as well as on the problem of diﬀerent
temporal analysis granularities.
The REMO GKD approach follows the syntactic pattern de-
tection approach since simple patterns serve as primitives for the
construction of more complex patterns (Jain et al., 2000). In
the data mining process expected patterns are defined in advance
based on expert knowledge about the investigated motion process
and subsequently instances of the described patterns are matched
in the input data. This procedure requires the development ofFigure 6, p. 653.
a description formalism for motion patterns on lifelines. Conse-Table 1, p. 649, table 2, p. 650.
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quently, the paper proposes a REMO pattern description formal-
ism adopting elements of the commonly used regular expression
formalism (regex) as well as of basic mathematical logic.
3.2.3 Results
This paper tested the REMO GKD approach and its prototype
implementation with data from (a) football players tracked on the
pitch and (b) data points in an abstract ideological space. With
the soccer team typical moves such as straight pushes of attacking Figure 7, p. 655.
oﬀensive players as well as coordinated defensive withdrawal could
be identified and quantified. An example for moving abstract data
points were the tracks of Swiss political districts displacement Figures 11 and 12, p. 658.
in an ideological space with respect to their temporally chang-
ing voting behaviour (Hermann and Leuthold, 2001, 2003). As
a most demonstrative result trend-setting districts could be iden-
tified that anticipate many years in advance political divergence
towards the political left and right, respectively. These illustrative
results show that the proposed methodology is able to extract a
set of valid, novel, useful and understandable motion patterns in
geospatial lifeline data.
3.2.4 Contributions
As a first main contribution a simple yet user-friendly formalism
has been developed that allows specification of motion patterns
for the syntactic pattern detection approach. Tests with various
test data illustrated the approach’s generic nature and applicabil-
ity. As a second main contribution this paper provided the proof
of concept for the REMO GKD approach. The conceptual ideas
presented in section 3.1 could successfully be implemented in a
prototype implementation coded in Java. The implementation Figure 5, p. 652, Figure 8,
p. 655, Figures 9 and 10, p. 657.work used an object-oriented class design allowing the derivation
of motion attributes at variable temporal granularities from im-
perfect lifelines using the so-called detached attribute functions. Figure 3, p. 645.
With respect to computation issues this paper delivered the re-
quired data mining algorithms. Overall this paper showed that
syntactic pattern detection and spatio-temporal data mining in
general are promising analysis techniques to handle the current
increase of spatio-temporal data.
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3.3 Motion patterns in absolute space
Laube, P., Van Kreveld, M. and Imfeld, S. (2004). Finding REMO -
detecting relative motion patterns in geospatial lifelines. In Fisher,
P. F., editor, Developments in Spatial Data Handling, Proceedings
of the 11th International Symposium on Spatial Data Handling,
pages 201–215. Springer, Berlin-Heidelberg, DE.
Objective 3: This thesis shall develop means to describe and
algorithmically detect forms of temporally coordinated and
spatially directed group motion patterns in trajectories of
MPOs, such as flocking, converging or diverging.
3.3.1 Rationale
The REMO GKD approach presented in the sections 3.1 and 3.2
focused purely on properties describing the motion of MPOs, ex-
plicitly excluding the absolute positions of the MPOs. Exclud-
ing the absolute positions is a valid approach to reduce the com-
plexity of the motion process. However, MPOs do not disclose
their complex interrelations solely in their motion properties but
also in changes of their arrangement in absolute space. This pa-
per reports on the extension of the REMO GKD approach to
incorporate the (dynamic) arrangement of the MPOs in abso-
lute (geographic) space. The proposed spatially constrained pat-
terns are able to describe flocking behaviour as well as conver-
gence/divergence processes in groups of MPOs. The paper dis-
cusses the geometric properties of the formalised patterns with
respect to their eﬃcient computation.
3.3.2 Methods
The methodological core of this paper is the integration of spa-
tial data handling, computational geometry and KDD. The paper
resumes the data mining approach of sections 3.1 and 3.2 but pro-
poses new patterns incorporating spatial constraints for the fixes
of the MPOs in absolute space. Proximity measures known from
the field of spatial data handling are used to express proximity
relations between MPOs. The second part of the paper develops
the pattern detection algorithms needed to identify spatially con-
strained REMO patterns. The eﬃcient detection of the spatially
constrained patterns makes use of geometric algorithms. Higher-
order Voronoi diagrams are used to test spatial proximity of the
fixes of a pattern. The overlay area of half-strips, representing theFigure 3, p. 209
MPOs projected motion vectors, is used to detect convergence. A
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detailed eﬃciency analysis of the proposed algorithms completes
the paper.
3.3.3 Results
The primary results are the formalisation of the spatially con-
strained REMO patterns track , flock, leadership, convergence / Figure 2, p. 207
divergence, and encounter / breakup and the development of the
associated algorithms to detect these patterns. The algorithm
eﬃciency analysis showed that the introduced patterns can be
detected within reasonable time. Many simple patterns can be
detected in close to linear time. Some more complex patterns
(e.g. encounter) are quite expensive to compute, but still feasible
to compute in oﬀ-line analysis in the case of datasets consisting
of several hundreds of objects.
3.3.4 Contributions
This paper successfully transferred the relative motion concept to
absolute space. The integration of spatially constrained motion
patterns opens up a promising research field to analyse geospatial
lifelines. With the aggregation patterns convergence / divergence,
and encounter / breakup respectively, a new kind of motion be-
haviour pattern could be identified that considers both the relative
and absolute positions of MPOs. These patterns are intrinsically
dynamic and exist neither solely in space nor solely in time, they
only exist in a dynamic view of the world. The aggregation pat-
terns furthermore illustrate the need to separate the concept of
static arrangement from dynamic aggregation. A set of MPOs
can very well perform the aggregation process and converge for
a long time without building the static arrangement of a cluster.
Conversely, MPOs moving around in a cluster may not converge
at all. Even though convergence and clustering are often spatially
and/or temporally related, there need not be a detectable relation
in an individual data frame under investigation. Once again, this
shows the limits of the snapshot view of the world.
Coauthors This work emerged from the cheese cake session at
Dagstuhl Seminar No. 03401 on “Computational Cartography
and Spatial Modelling”, 28th September – 3rd October 2003,
Schloss Dagstuhl, Germany. Dr. Marc van Kreveld, currently
assistant professor at the Institute of Information and Computing
Science at Utrecht University, contributed to this work in partic-
ular with respect to the integration of computational geometry
within the REMO framework.
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3.4 Evaluation of the REMO concept
Laube, P. and Purves, R.S (submitted 2005). Evaluating motion pat-
tern techniques in spatio-temporal data. Computers, Environment
and Urban Systems, Submitted April 2005.
Objective 4: This thesis shall develop statistical measures
and adopt Monte Carlo techniques to quantify the rele-
vance and interestingness of the proposed motion patterns,
to distinguish random noise from information in the know-
ledge discovery process.
3.4.1 Rationale
It has been recognised in the KDD literature that discovery sys-
tems can find a glut of patterns, most of which are of no interest to
the user (Silberschatz and Tuzhilin, 1996; Padmanabhan, 2004).
Within the REMO GKD framework introduced so far, the poten-
tial user searches lifeline data for instances of pre-defined motion
patterns, which are constructed on the basis of the user’s know-
ledge about the motion process under study. However, the user
has no means by which to estimate the relevance of the extracted
patterns. Hence, the final paper addresses the question of eval-
uating the relevance of the motion patterns, described through
their interestingness. The paper uses again the Porcupine caribou
data and the Swiss districts moving in the abstract data space
introduced in section 3.1.
3.4.2 Methods
Silberschatz and Tuzhilin (1996) propose unexpectedness as a mea-
sure of interestingness of patterns. They argue that patterns are
interesting because they contradict our expectations, given by our
system of beliefs. One option to capture the beliefs is to formulate
a statistical hypothesis. The degree of belief is then defined as a
significance level for which the statistic for a certain test is on the
borderline of acceptance of the hypothesis. The main drawback
of this statistical approach to indicate unexpectedness is that not
any belief can be formulated as a testable hypothesis (cit. op.).
For this reason the proposed evaluation technique replaces the
statistical hypothesis with Monte Carlo simulations, choosing the
detour of numerical experiments to learn about “the expected”
from the stochastic properties of the simulations.
The strategy for evaluating the REMOGKD approach is twofold.
First, Monte Carlo simulations are used to generate a populationFigure 9, p. 13.
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of simulated lifelines. The concept of constrained random walk Figure 8, p. 13.
(CRW) is used to simulate lifelines which have similar statisti-
cal properties to the observed data. The constraints are given as Figure 4–7, pp. 10–11.
frequency distributions of step length and turning angle derived
from the observation data. In a second step the number of pat-
terns found in the synthetic data are compared with the number
found in the observational data. The underlying assumption is
that those patterns which appear to be outliers from the stochas-
tic properties of the simulations are those which one can attach
some initial interestingness to, prior to further investigation by
the user.
To estimate the influence of the characteristics of the raw data
and the configuration of the pattern matching process, a series of
numerical experiments was performed systematically varying the Figures 10, p. 14
pattern matching parameters, that is the extent of the searched
pattern as well as the attribute granularity.
3.4.3 Results
The MC experiments with both the Caribou and the Swiss district
data point out that performing the REMO GKD process a lower
pattern length/width threshold must be adopted depending on
the classification schema, the finer the attribute classification, the
lower this threshold has to be set. Patterns found with extents
below this threshold cannot be considered as unexpected.
The experiments performed on the motion azimuth of migrating
caribou resulted in two main findings. Constancy patterns found Figure 11, p. 15.
in the observation data are no interesting anomaly but rather
expected from the simulation data. Having in mind that the tem-
poral granularity δt of two weeks is rather coarse with respect to
the total length of the migration periods, it is not surprising that
no significant constancy patterns could be found. The number Figure 12, p. 16,
Figure 13, p.17.of concurrence and trend-setter matches found in the observation
data, in contrast, is for certain pattern extents significantly above
the expected number from the simulations. This result allows one Figures 18 and 19, p. 21.
to assign interestingness to the the instances of concurrence and
trend-setter found in the observation data.
Very similar thresholds of interestingness could be identified for Figure16, p. 19.
concurrence in motion azimuth of the political districts. Inter-
estingly, following the results of the numerical experiments, in-
terestingness could only be assigned to some of the concurrence
patterns emerging from a political left-right divergence discussed
in section 3.2.3. While a concurrence pattern including the con- Figure 22, p. 24.
current motion of more than 45 districts appeared interesting, the
concurrence of only 18 districts did not.
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3.4.4 Contributions
This paper presents a method to assess the interestingness of
motion patterns that are detected through the REMO GKD ap-
proach. The numerical experiments underpin first the hypotheses
that the configuration of the pattern detection process heavily
influences the number of patterns found. Second, in many cases,
found patterns must be classified not interesting, since the emerge
from the simulation data with the same frequency as observed.
Hence, the evaluation method introduced tools to help identify
useful configurations of pattern detection parameters.
Coauthors This publication presents joint research undertaken
with Dr. Ross Purves, currently lecturer at the Department of
Geography at the University of Zurich. He contributed to this
work with his rich experience on numerical experiments and the
modelling of complex environmental processes.
3.5 Summary
This chapter summarised each of the four publications contribut-
ing to this thesis. section 3.1 reported about the development
of the basic concept of relative motion and a set of generic mo-
tion patterns. Section 3.2 described work undertaken to give a
proof of concept for the REMO GKD approach, focussing on for-
malising and algorithmically detecting these patterns. Section
3.3 summarised work extending the list of motion patterns by a
set of spatially constrained patterns. Finally, section 3.4 gave an
account of a technique to assess the interestingness of detected
motion patterns.
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“Auf die Idee, dies als Trendsignal zu deuten, kommt Geri in
diesem Fru¨hstadium der Entwicklung noch nicht. Erst spa¨ter,
als auch Robi Meili am Stammtisch fehlt, obwohl er weder krank
noch in den Ferien ist, u¨berfa¨llt Geri Weibel eine erste Ah-
nung des Undenkbaren. Ko¨nnte es sein, dass das Mucho
Gusto...?1”
Aus Richtig leben mit Geri Weibel,
Martin Suter (2001, p. 55).
This chapter provides a synthesis of the four individual publica- Synthesis
tions, bringing together the individual strands of the papers into a
holistic discussion. The discussion integrates the work presented
in the four publications listing first strengths and weaknesses of
the proposed GKD approach, naming the approach’s applicabil-
ity and limitations, and finally recalls the research questions from
section 1.2 motivating this thesis.
4.1 Evaluation of the REMO GKD approach
This evaluation section identifies strengths and weaknesses of the
proposed REMO GKD approach. Aspects considered as strengths
are advantages, capabilities, competitive advantages, innovative
aspects, eﬃciency, unique experiences, and originality, disadvan-
tages of proposition, gaps in capabilities, or own known vulnerabil-
1“In this early stage of the development, Geri did not recognise it as a trend
signal. Only later, when also Robi Meili did not show up at the regulars’
table, even though neither being sick nor on holidays, Geri got struck by
a first presentiment of the unthinkable. Could it be that the Mucho Gusto
was...?” Geri Weibel is the urban trend scout of the Swiss columnist
Martin Suter.
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ities are viewed as weaknesses. Table 4.1 provides a first overview
of the strengths and weaknesses which are subsequently discussed.
Table 4.1: Strength and weaknesses of the REMO GDK approach
strengths weaknesses
⊕ True integration of space
and time
￿ Dependency on expert
knowledge
⊕ Simplicity and understand-
ability
￿ Imperative of discretisa-
tion
⊕ Universal applicability ￿ Modifiable temporal unit
problem
⊕ Extensibility of approach
4.1.1 Strengths
The REMO GKD approach integrates spatial and temporal anal-True integration of space and
time ysis. The approach is intrinsically spatio-temporal as is its mo-
tivating phenomenon motion. The proposed motion patterns are
neither purely spatial nor purely temporal but span space and
time.
REMO GKD is simple and ultimately understandable. TheSimplicity and understandability
REMO patterns are descriptive, based on well-known everyday
motion events, and thus easy to learn and apply for potential
users.
The phenomenon of motion is widespread in many diﬀerentUniversal applicability
fields. The moving point metaphor is the minimal representa-
tion for motion, i.e. its narrowed essence. First, as will be shown
in section 4.3.1 the REMO motion patterns based thereon can
be considered as generic, potentially found in the motion records
originating from a large variety of application fields. Second, the
REMO DKD process is also generic. The sequence of defining
patterns, their subsequent detection in an analysis matrix and
the final quantification of the data mining results is applicable to
a wide range of motion phenomena.
The REMO pattern description formalism follows the hierar-Extensibility
chical approach of syntactic pattern recognition, providing a set
of simple pattern primitives to compose complex patterns. This
strategy allows the composition of arbitrary motion patterns sat-
isfying unforeseen needs of potential users.
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4.1.2 Weaknesses
The REMO GKD approach requires preliminary expert know- Dependency on expert know-
ledgeledge about the process under investigation. Potential users, sci-
entific experts in fields such as biology, geography, or sociology,
must compose REMO patterns potentially lurking in the geospa-
tial lifelines. Thus, they must have an idea of what they expect
to find. In most scientific projects this knowledge is available, but
nonetheless, such dependency on expert knowledge makes analysis
subjectively dependent on the experts’ skills.
The REMO GKD framework allows one to use arbitrary tem- Imperative of discretisation
poral analysis granularites. Yet, however fine this granularity may
be, it still implies a discretisation of the temporal axis.
Another crucial issue arises which can be compared to the mod- ‘Modifiable temporal unit prob-
lem’ifiable areal unit problem (MAUP) (Openshaw, 1984). Discretis-
ing lifelines we consider diﬀerent temporal aggregations instead of
spatial aggregations as with the classical MAUP. The arbitrary
aggregation may emerge from the mapping of potentially irregu-
larly sampled fixes on to the regular REMO matrix, determined
by an analysis granularity and a starting time. If the temporal
units were specified diﬀerently, we might observe very diﬀerent
patterns and relationships.
The strongest advantage of the REMO approach may be at the Simplicity dilemma
same time it’s most dangerous weakness, – an issue that hence
could be put on both lists. The patterns are easy, convincing,
near to real life, and easy to construct, – and some times easy
to find. However, like every other knowledge discovery approach
adopting data mining activities, REMO GKD is able to find pat-
terns that appear significant but, in fact, are not (Silberschatz and
Tuzhilin, 1996; Laube and Purves, 2005). “Data mining is a legit-
imate activity as long as one understands how to do it correctly,
data mining carried out poorly (without regard to the statistical
aspects of the problem) is to be avoided” (Fayyad et al., 1996,
p. 40). Thus, with its user friendly simplicity the approach may
encourage careless use. To overcome this dilemma, this thesis
proposed a technique to assess the interestingness of the mined
patterns (Laube and Purves, 2005) (see section 4.3.7).
4.2 Applications and limitations for the REMO
GDK approach
The REMO GKD approach is designed to investigate the motion
expressed in groups of many MPOs. However, experiments in-
volving case studies from diverse fields made clear that the REMO
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GKD approach is not suited for all possible kinds of motion data,
and vice versa not all data mining strategies provided within the
REMO are suited for specific case studies. This section shall dis-
cuss for what kind of research tasks the REMO approach is suited
and which limitations should be considered.
4.2.1 Finding suitable motion data
Wildlife biology was a great motivator for the development of theREMO’s crux with animal data
REMO GKD approach. It is very easy to conceptualise convinc-
ing motion patterns potentially lurking in trajectories of tracked
animals. Unfortunately it is at the same time very diﬃcult to ac-
tually find motion patterns in real observation data. A first expla-
nation for this dichotomy may be found in the (non-)availablility
animal tracking data. The REMO GKD approach has consider-
able requirements on the nature of the geospatial lifeline data.
The strongest constraint is the need for contemporaneous fixes.
In addition, even if one finds data covering, for example, a dozen
individuals at the same time, these animals usually are each rep-
resentatives for diﬀerent and remote groups rather than members
of a single group. A second reason may be that, for example,
foraging animals simply don’t express the kind of patterns pro-
posed with the REMO approach. Who would doubt the quality
of a cluster detection algorithm failing to find clusters in randomly
scattered data.
As is every other KDD approach REMO GKD is designed toIn the same boat with the
space-time aquarium make use of the nearly unlimited computing power of today’s com-
puters. The approach is thus especially suited for large numbers
of MPOs and very long tracking periods. Unfortunately it is still
hard to find case study data showing these properties. Actually,
the applications used in the thesis provide rather small numbers
of MPOs, ranging from some individuals to over one hundred ob-
jects. Tracking large numbers of individuals is expensive and labo-
rious. Furthermore, geoprivacy issues may limit data availability.
The main concern with respect to spatio-temporal GIS is its po-
tential for a rapid integration of spatial information and personal
information (Dobson and Fisher, 2003). Ethical concerns and ob-
jections may additionally constrain the availability of geospatial
lifeline data in the years ahead. Hence, the approach could share
for some time the destiny of the space time aquarium, remaining
an elegant and promising concept, yet suﬀering from a lack of true
applications.
The data model chosen for REMO GKD is optimised for dataSatellites or taxi cabs?
emerging from GPS systems or VHF telemetry systems, usu-
ally providing system inherent regularly sampled fixes. Event-
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delimited data originating from a MOD applications, such as a
taxi cab fleet management system, are less suited for REMOGDK.
Such event-based data featuring long static periods and rare up-
dates are not suited for the basic idea of REMO, since it requires
periodically (inter-)relating the motion properties of MPOs.
4.2.2 REMO’s relation to space
The REMO GKD approach assumes that the MPOs move with- Unconstrained motion
out constraints in a featureless space. In many cases this is an
oversimplification of reality, well knowing that for instance an-
imals actually frequently follow corridors or migrate in valleys
rather than on ridges. However, such special constraints are ap-
plication specific and the expert’s intimacy with his/her data and
process must avoid futile analysis tasks. Still, the application of
the REMOGKD approach is not suited for the analysis of tracking
data of MPOs moving on a network. For instance, investigating
motion azimuth of cars moving on a highway network potentially
reveals something about the structure of the traﬃc network but
little about the behaviour of the MPOs.
After a presentation of the principles of the REMO GKD ap- Mike Worboy’s quest for space
proach at the Dagstuhl Seminar “Computational Cartography
and Spatial Modelling” (28th September – 3rd October 2003,
Schloss Dagstuhl, Germany), Michael Worboys asked the ques-
tion: “Where is space in the REMO set-up? Instead of motion
descriptors any other attribute changing over time could be used
for the data mining.” This objection is legitimate. The REMO
concept introduced in Laube and Imfeld (2002) is strongly linked
to the motion properties speed, change of speed, and motion az-
imuth. Nevertheless, investigating motion as a process, it is a valid
assumption that spatio-temporally changing properties describing
motion may code process knowledge. However, as a direct reac-
tion to this objection, Laube et al. (2004) successfully extended
the spatial sensitivity of the REMO GKD approach.
4.2.3 Granularity issues
A first critical issue relating to granularity is the interplay of sam- Sampling rate vs. analysis
granularitypling and analysis granularity. Undersampling a lifeline causes in-
formation loss, oversampling may drown out the track’s signal and
may even feign autocorrelation between successive moves (Laube
et al., 2005). To avoid undersampling collecting data at the high-
est sampling rate possible is a simple yet eﬀective strategy. The
problem of oversampling is more subtle. One strategy is to resam-
ple the tracks at an increasingly coarser granularity, until auto-
correlation between the moves disappears (see Turchin (1998, p.
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130) for details on how to avoid oversampling when discretising
tracks). In order to avoid semantic mismatches the GKD pro-
cess must be performed at an adequate granularity. Choosing an
analysis granularity coarser or equal to the fix sampling rate limits
the danger of oversampling. Hence, the sampling rate of the input
data, normally given and not changeable by the user, limits the
analysis. The phenomenon under investigation further suggests
suitable analysis granularities. Searching for seasonal migration
patterns one should not choose an analysis granularity of hours,
introducing noise caused by daily movement patterns irrelevant
to the research question.
Some patterns have to be interpreted in another way dependingDifferent reading of motion pat-
terns at different granularities on the analysis granularity chosen. Take, for instance, concur-
rence. In a small group concurrence at an analysis granularity of
hours may be evidence for in-group decision making. In a group
with individuals at remote locations without any contact, a con-
currence may be evidence of an inner stimulus, e.g. the triggering
of seasonal migrations. Note that this thesis does not attempt to
make contributions to research in wildlife biology or behavioural
ecology and hence does not try to explain animal or human be-
haviour. However, this last example shall illustrate that the given
application and the analysis task may well impose limitations on
the use of the REMO GKD approach. Depending on the kind
of concurrence that is to be investigated it may or may not be
required that the MPOs of the case study actually move in a spa-
tially aggregated group.
Lifeline data covering long time periods often include variableVariable granularities within
trajectories sampling granularities. For example in an ecological field study
investigating caribou behaviour, the most interesting months may
be in winter. Thus, for economic reasons the winter months may
feature eight fixes a day whereas the summer months may only
feature three fixes a day. With the detached attribute functions
introduced in Laube et al. (2005) it is possible to derive reasonable
interpolations of the motion azimuth at, say, an analysis granu-
larity of one day. For the motion properties speed or sinuosity,
by contrast, the interpolation remains an open problem. Con-
sider speed: Having two diﬀerent granularities (8 fixes/day and
3 fixes/day), and the MPO possibly wiggling around in the first
case, just dividing the track length by the time interval will cause
severe artefacts. The same is true for sinuosity, again resulting in
much higher values at a finer granularity. A general theory of in-
tegrating variable granularities in geographic knowledge discovery
in motion data remains an open issue.
Yet another granularity eﬀect is due to the classification of theAttribute classification
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motion attributes. The number of matched patterns is highly
dependent on the attribute granularity of the pattern matching
process (Laube and Purves, 2005). The phenomenon under study
gives a suitable analysis granularity (e.g. weeks to investigate
seasonal migrations, or hours for daily motion patterns). The
interestingness tests in Laube and Purves (2005) confirmed, for
example, that in the Porcupine caribou data sample with a sam-
pling rate δt of two weeks no interesting constancy patterns could
be expected in both motion azimuth and speed. However, varying
the analysis granularity may be used as an exploratory strategy
in order to uncover interesting patterns at diﬀerent granularities.
4.3 Recalling the research questions
The aim of this section is to examine the work presented in the
publications with respect to contributions from the state of the
art. Therefore the section recalls the motivating research ques-
tions, and relates the answers given in this thesis to solutions in
the literature.
4.3.1 Do districts flock?
=⇒ Are there generic motion patterns, i.e. equal or at least sim- Research question
ilar patterns that can be found in the tracks of MPOs mod-
elling various motion phenomena?
A linguistic excursion may give first hints about the existence A school of fish
of generic motion patterns. The American Heritage Dictionary
of the English Language (fourth edition) gives no less than 38
terms for flock. In general, flock stands for (1) a group of animals
that live, travel, or feed together, (2) a group of people under the
leadership of one person, and (3) a large crowd or number. Some
examples illustrate the diversity: Flock of goats or sheep, pride
of lions, school of fish, gam of whales, gaggle of geese, murder of
crows, or swarm of insects. Some terms have human connotations,
for example flock and herd for people of a religious movement
(“But he led his own people like a flock of sheep, guiding them
safely through the wilderness”, Psalms, 78:44-55) or gang and
pack for people “engaged in criminal pursuit” (e.g. Frank Sinatra,
Dean Martin and Sammy Davis Jr. in the movie “the rat pack”).
Isn’t it an indication of the generic nature of a phenomenon that
diﬀerent contexts developed specialised terms to name that very
same phenomenon? This may not be a proof in a scientific reading
for the generic nature of a pattern, but it provides strong evidence.
This linguistic excursion suggests searching the literature for REMO patterns
similar motion patterns and not for similar terms denoting them,
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well knowing that various terms can refer to the very same phe-
nomenon. Hence, thinking in categories rather than in terms facil-
itates the literature review. This thesis proposes a categorisation
of a set of generic motion patterns (Laube and Imfeld, 2002). This
conceptual approach suggested searching for (a) patterns over time
(constancy, change), (b) patterns across objects (concurrence, op-
position, dispersion), and (c) patterns over time and across objects
(trend-setter, independent, propagation).
The conceptual phase as well as the implementation phase ofREMO case studies
this thesis included intensive work with motion data originating
from various fields, such as biology, ecology, soccer scene analysis,
and political science. In these case studies, the following motion
patterns, for example regarding motion azimuth, could be identi-
fied and have been discussed in the publications included in this
thesis:
• Constancy : seasonal migration of caribou (Laube and Im-
feld, 2002), attacking striker in a soccer game (Laube et al.,
2005), political entities persistently changing their voting
behaviour towards a distinct political orientation (Laube
et al., 2005).
• Concurrence: seasonal migration of caribou (Laube and Im-
feld, 2002), oﬀ-side trap in a soccer game (Laube et al.,
2005), joint value changes of institutionally and culturally
relevant political entities moving in an abstract ideological
space (Laube et al., 2005).
• Change: group of caribou jointly re-orienting towards the
summer and winter habitat, respectively (Laube and Im-
feld, 2002), political entities changing their voting orienta-
tion within a distinct time period (Laube and Imfeld, 2002).
• Trend-setter : leading player anticipating the coordinated
defending backwards move of the team (Laube et al., 2005),
trend-setting political entities anticipating a divergence along
the axis political left vs. political right in the Swiss society
(Laube et al., 2005).
The following paragraphs further discuss the evidence of REMO
patterns in various fields touching on motion such as geography,
biology, or sociology.
It is easy to find very convincing situations for straight trajec-Patterns over time
tories of sequences of constant speed. Mining mobile trajecto-
ries in order to design LBS, Smyth (2001) cuts peoples’ lifelines
into chunks showing characteristic motion properties measurable
by automative navigation system sensors. Searching for a high-
way travel sequence with speed around 100 km/h is nothing other
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than looking for a speed constancy. Dykes and Mountain (2003)
adopt a very similar strategy identifying what they call episodes,
in this thesis’ notion ‘constancy-like’ patterns of similar motion
properties. Behavioural ecologists approach constancy patterns
by investigating directional persistence in turning angle distribu-
tions (Turchin, 1998). For instance, some copepod species indeed
show intermittently constant straight sequences in their foraging
behaviour (Schmitt and Seuront, 2001). Or as another example,
desert ants, after having performed a circuitous foraging journey,
find reliably the most direct way straight back to their nest from
a distance of up to 100 m (Knaden and Wehner, 2003, 2004).
By contrast, it is much harder to find evidence of patterns across Patterns across objects
objects, since these patterns require simultaneously tracked indi-
viduals instead of just single trajectories. However, nobody would
probably object to the idea that caribou often forage and migrate
in a spatio-temporally coordinated way, showing a flocking be-
haviour (e.g. Giraldeau and Caraco, 2000). Or, aren’t we not all
fascinated by pictures of schooling fish2(Hoare et al., 2000). Be-
sides biology, sports is another field to observe the co-ordinated
behaviour of MPOs. The co-ordinated forward move of a soc-
cer team’s defender row setting up an oﬀside trap is nothing other
than a concurrence pattern. Whereas MPOs and spectators agree
on the existence of such relative motion pattern, their instantia-
tion may be very controversial.
Leadership is a widespread phenomenon in societal organisa- Patterns over time and across
objectstions. Wildlife biology is again a rich application field, searching
for spatio-temporally explicit, motion related patterns of leader-
ship. Leadership behaviour in relation to dominance and repro-
ductive status has been observed in grey wolves (Peterson et al.,
2002). Dominant breeding wolves showed significant frontal lead-
ership, i.e. leading the pack during travel. Dominant wolves also
initiated pack activities more often than subordinate wolves. Such
behaviour corresponds to the trend-setter pattern (Laube and
Imfeld, 2002) and its spatially constrained extension, the lead-
ership pattern (Laube et al., 2004). Furthermore, the animal
behaviour research community works intensively on the general
topic of group decision-making in animals, searching for evidence
for groups led in their activities by some dominant individuals
(e.g. Lachlan et al., 1998; Conradt and Roper, 2003; Rands et al.,
2003; Seeley and Visscher, 2004). Some articles even integrate so-
cial behaviour and spatial structure (e.g. Hemelrijk, 2000). Thus,
2Readers sharing the author’s fascination for schooling fish may enjoy the
movie Deep Blue – a natural history of the oceans, a BBC Worldwide and
Greenlight Media production, 2003, http://www.deepbluethemovie.com.
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trend-setter -like motion patterns of animals taking the lead, also
in a spatio-temporal notion, are intensively discussed in animal
behaviour sciences.
Again, this wide range of application fields all yielding equal or
similar patterns may not be considered as a proof for the generic
nature of the proposed motion patterns. However it again provides
strong evidence. In this sense one could indeed say that political
districts flock when plotted over time in an ideological space.
4.3.2 Yet another query language?
=⇒ How can we describe, formalise, and thus compare delimitedResearch question
motion events of individuals and groups of individuals?
The DBMS community, especially the researchers interested inSpatio-temporal query
languages STDBMS, has introduced various approaches to formalise motion
(e.g. Sistla et al., 1997; Gueting et al., 2003; Grumbach et al.,
2003). However, formalisms emerging from database research nor-
mally focus on querying, that is on the retrieval of stored objects,
collections of objects or their observations from a database (see
section 2.5).
This thesis argues that analysis must go beyond querying andFormalising motion
patterns as
spatio-temporal relations
requires the production of new information and knowledge that is
not directly observed in the stored data (Aronoﬀ, 1989; Golledge,
2002). In this sense, the formalism developed for REMO GKD
aims neither to develop yet another DBMS query language nor to
provide a tool to design a spatio-temporal database. By contrast,
the REMO formalism allows the interrelation of stored data and
on the fly derived data in an exploratory GKD process to create
value-added information about motion events (Laube et al., 2005).
The REMO formalism is designed to explore spatio-temporalSyntactic approach
relations, that is relations expressed as motion patterns in the tra-
jectories of MPOs. Motion events are intrinsically spatio-temporal
entities, relating the individual histories of single MPOs with the
collective history of a group. Therefore the REMO formalism fol-
lows the syntactic pattern detection approach in order to describe
and detect predefined motion patterns in the geospatial lifelines
of MPOs (Laube et al., 2005). After Jain et al. (2000) syntac-
tic pattern recognition adopts a hierarchical perspective where a
pattern is viewed as being composed of simple sub-patterns, the
so-called primitives. Complex patterns are represented in terms
of interrelationships between primitives. This approach allows the
composition of complex motion patterns involving both individ-
ual histories and inter-object associations. The complex pattern
trend-setter, for example, is composed of the simple patterns con-
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stancy and concurrence. The syntactic structure allows descrip-
tion of any arbitrarily complex pattern using a set of primitives
and grammatical rules.
Thus, the REMO formalism mustn’t be considered as just “yet
another query language”, but an as integral component of a GKD
approach. The power of the REMO approach lies in the interplay
of the pattern formalism, the underlying data model and data
structures, as well as the data mining algorithms. The latter two
are discussed in the following sections.
4.3.3 About the peculiarities of Lynetta, Meilen, and
Zine´dine
=⇒ How do we best model MPOs in order to detect motion Research question
patterns?
Motion is a very complex phenomenon addressed in many dif-
ferent research and application fields, hence there surely is not a
single ideal way to model MPOs. The choice of the conceptual
data model for MPOs depends in fact on three factors:
1. The characteristics of the investigated motion,
2. the structure of the available motion data, and
3. the question to be answered
The case studies used in this thesis involved animal migration Case studies
(e.g. the Caribou female Lynetta), motion of abstract data points
in an ideological space (e.g. the Swiss District Meilen in the Can-
ton of Zurich), and soccer scene analysis (e.g Zine´dine Zidane3).
These diverse phenomena expose a wide variety of motion charac-
teristics. The Porcupine Caribou data (Laube and Imfeld, 2002;
Laube and Purves, 2005) provided irregularly sampled geospatial
lifelines with a high sinuosity. The synthetic motion of Swiss dis-
tricts, emerging from an interpolating factor analysis procedure,
exposed smooth trajectories with a high directional persistence
and regular time intervals. The soccer players finally, are sampled
regularly at 15 fixes/sec, showing strongly oscillating trajectories
due to large-scale positional inaccuracy of the tracking technique
using multiple television cameras.
Thus, the REMO framework is designed to analyse tracking REMO class design
data consisting of discrete fixes regular or irregular sampling rates,
and must furthermore allow regular time stamps at multiple gran-
ularities in the analysis process (Laube and Imfeld, 2002). The
proposed object-oriented class design underlying the REMO GKD
approach adopts a hybrid strategy, strictly separating the MPO
3Zidane is of course not a member of the investigated Japanese student team.
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modelling domain and the analysis domain (Figure A.1, page
102) (Laube et al., 2005). This twofold strategy allows use of a
discrete model best suited for data capture and database man-
agement, and allows maximal flexibility in calculating derivatives
for the analysis process. This strategy is best illustrated in the
detached attribute functions encapsulating the calculation of mo-
tion properties in the classes of the analysis domain (Figure
3 in Laube et al. (2005)). The detached attribute functions al-
low derivation of motion attributes adopting various perceptions
of motion, reacting to diﬀering characteristics of the motion be-
haviour (Laube et al., 2005).
For analysing directional autocorrelation, a data model featur-Influence of research question
ing frequent discrete steps is more suited than a MOD data model
occasionally updating the MPO’s direction. If, in contrast, the
motion property of interest are abrupt direction changes, it would
not be adequate to use a data model based on curves smoothing
raw trajectories. However, which data model to choose, must in
every case be decided with respect to the research question. How-
ever, the analysis domain features several implemented algo-
rithms for smoothing and resampling lifelines as a pre-processing
step. Such resampling is, for instance, needed to eliminate noise
emerging from inaccurate sampling. The lifelines of the tracked
soccer players have been resampled to 1 fix/sec to eliminate short
term positional noise when analysing azimuth patterns (Laube
et al., 2005).
4.3.4 Limits of flying through the aquarium
=⇒ Can we automatically detect motion patterns in voluminousResearch question
tracking data of groups of MPOs?
The exploratory power of 2-D and especially 3-D maps, car-Limitations of fly-throughs
tograms and similar visualisations is limited due to symbol over-
lap resulting from plotting the trajectories of many objects over
long time periods. However smart exploratory visualisation tech-
niques such as ‘brushing’, ‘interactive perspective selection’, or
even ‘fly-throughs’ may be, finding patterns in, for example, more
than 100’000 activity paths pushes the analysts’ visual ability be-
yond its limit (Kwan, 2000, p. 200). Thus, it is not surprising that
most examples in the literature adopting the space-time-aquarium
only handle single objects or very limited numbers of MPOs (e.g.
Kraak and Koussoulakou, 2004). To quote Forer (1998, p. 175):
“In short, the methodology [i.e. the 3-D space-time geometry]
made little progress in moving from one with extremely elegant
conceptual approach to one with applications.”
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Furthermore, the suitability of descriptive statistics to detect
motion patterns is limited since merely collapsing all available
data into a single set of descriptive measures makes it impossible
to detect inter-object relations and spatially or temporally de-
limited motion patterns, while mapping series of snapshots each
representing a static map view of the world in motion, may ex-
actly miss the most interesting events not caught in one of the
arbitrary snapshots (Chrisman, 1998). In short, visualisation and
exploratory analysis of tracking data proved to be limited to short
and simple tracks of small groups of MPOs (Kwan, 2000).
However, to overcome the limitations of visualisation and statis- Twofold data mining strategy
tics based exploration, the REMO GKD approach is based on a
twofold data mining concept for automatic detection of motion
patterns.
1. In a first step the raw geospatial lifelines are transformed
into a structured analysis matrix synchronising the individ-
ual’s sequences of motion attributes. This first step reduces
the complexity of the motion data.
2. Pattern matching algorithms are subsequently used to search
for instances of the predefined motion patterns in the anal-
ysis matrix. After having enriched the motion information
in the form of an analysis matrix, the pattern matching al-
gorithms are relatively simple, similar to pattern matching
in strings.
Complexity reduction is a widespread process in KDD. Assum- “Reduce the complexity”
ing that for exploring motion two spatial, a temporal, and possi-
bly many more attribute dimensions are just too many to grasp,
reducing the complexity to fewer dimensions facilitates visual ex-
ploration or allows the application of automatic data mining al-
gorithms. With the time plot family Imfeld (2000) presents an
application of this idea, reducing the spatial characteristics of tra-
jectories to one dimensional attributes (e.g. distance between con-
secutive fixes) and plotting them against time. Thus, what was
spatially overlapping is rearranged side by side, strung in a row,
simplifying insights. The REMO GDK adopts a very similar idea
to construct the REMO analysis matrix.
The construction of the analysis matrix plotting motion at- REMO matrix structure
tributes over MPOs drastically reduces the two (or even three)
spatial dimensions and the many optional attribute dimensions
of motion data to a 2.5 dimensional matrix. The matrix is fur-
thermore ordered along the time axis, aligning contemporaneous
events in order to facilitate the identification of collective group
behaviour. This idea is very similar to what Kwan (2000) calls
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standardisation of trajectories in the space-time aquarium. She
shifts the trajectories until all ‘home-work’ axes coincide. In
other words, she rearranges the trajectories by placing together
alike motion characteristics in order to expose outliers. Using a
metaphor, reducing the complexity is very similar to what we do
in our everyday live having lost track of the papers on our desk:
we tidy up.
Imfeld’s dimension-reduced time plots as well as Kwan’s tidiedREMO pattern matching
algorithms up trajectories both finally depend on a visual exploration for
identification of motion patterns. REMO GKD goes one step fur-
ther and combines the reduction of complexity with automatic
data mining algorithms working on the simplified and restruc-
tured data. Decomposing a REMO matrix into its rows (motion
attribute arrays) and columns (time-slices) allows use of deriva-
tives of classical string pattern matching algorithms such as Brute-
Force Pattern Matching (BFPM) or Knuth-Morris-Pratt (KMP)
(Knuth et al., 1977).
Brute-force pattern matching simply tests all the possible place-Analogy to pattern matching
strings ments of P relative to T in the worst case in O(nm) running time
(Goodrich and Tamassia, 1998). KMP uses a failure function f for
the pattern string P which encodes repeated substrings inside the
pattern itself to reuse previous comparisons and thus avoid unnec-
essary comparisons. It achieves in the worst case a running time
of O(n+m) (Goodrich and Tamassia, 1998). The performance of
the application prototype does not show worst case behaviour and
thus did not encounter significant performance problems with the
above mentioned algorithms and with the case study data used
so far. With larger data volumes there may a requirement to use
and develop more sophisticated pattern matching algorithms.
4.3.5 On the tracks of Waldo Tobler
=⇒ How can we identify interrelated or interacting individualsResearch question
(subgroups) in larger groups of MPOs?
Animals live in groups to reduce predation risk, to gain foragingLiving in groups
benefits, to find a mate, to conserve heat and water, or in the case
of some fish species even to reduce the energetic costs of movement
(Krause and Ruxton, 2002). One way to investigate grouping is to
ask who groups with whom, where and when. Such information
is coded in the geospatial lifelines of the animals, their ‘grounded
behaviour’.
One key factor that governs the evolution and maintenanceExtending TFL
of grouping behaviour throughout the animal kingdom is spatio-
temporal proximity. Thus, investigating group interaction in the
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tradition of spatial analysis, suggests a spatio-temporal extension
of Waldo Tobler’s first law of geography (TFL). According to this
principle “everything is related to everything else, but near things
are more related than distant things” (Tobler, 1970). In order to
investigate the spatio-temporal association of group movement,
nearness as a concept has to be extended to include both space
and time (Miller, 2004). Knowing, full well that spatio-temporal
nearness is not the only aspect that interrelates individuals, it is
still a nice starting point to identify subgroups in large datasets.
What is nearby may be interrelated. ‘Near’ may not only be Nearness in attributes
near in space or in space-time but also near in the attributes
describing motion, that is showing the same or at least similar
attributes. Thus, identifying subgroups in larger groups of MPOs
corresponds to the data mining task segmentation, that is cluster-
ing and classification (Fayyad et al., 1996). Thus, adopting well
known clustering and classification algorithms for spatio-temporal
instead of static spatial data is a promising option to identify in-
teracting subgroups.
The REMO GKD uses nearness in a classical spatial reading Nearness in REMO GKD
(near in real space) and denoting to similar attributes (near in
attribute space). The spatially constrained motion patterns pro-
posed in Laube et al. (2004) directly integrate spatial constraints.
The patterns flock and leadership describe a (sub-)set of the MPO
group performing a group event within a spatial range and for a
certain time interval. The REMO patterns across objects (con-
currence, opposition, dispersion), in contrast denote a (sub-)set
of the MPO group unified by equal or at least similar attributes
describing their motion, that is nearness in the aspatial meaning
(Laube and Imfeld, 2002; Laube et al., 2005).
4.3.6 Moving beyond the snapshot
=⇒ Can we identify motion patterns that are intrinsically dy- Research question
namic, that is do not express any pattern in either space or
time alone?
Traditional geographic analysis investigates heterogeneity in
static space alone, trying to discover associations, aggregations,
and topological relationships of spatial entities (Golledge, 2002;
Miller and Wentz, 2003; O’Sullivan and Unwin, 2003). On the
other hand, time series or trend analysis methods adopted, for
instance, in the fields of ecology or economics, are developed to
find patterns in time alone and thus neglect the spatial dimension
(e.g. Bjørnstad and Grenfell, 2001).
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However, when it comes to understanding motion phenomena,
both dimensions must be integrated (Massey, 1999). Consider as
a first example the investigation of mobile phone tracks during
a crime investigation in order to find suspects of a past hijack-
ing. Assuming that the victim and the hijackers jointly tried to
escape the police during the chase, they leave identical or at least
very similar motion patterns in space-time, patterns to be iden-
tified using a suitable data mining algorithm (Summers, 2003).
Or consider as a second example the motion process performed
by a set of animals converging to a water hole in the savannah
during an intensifying drought. In the initial phase of this pro-
cess no spatial cluster can yet be seen in the distribution of the
MPOs. The intrinsically spatio-temporal nature of a convergence
behaviour can only be detected by a repeated inspection of the
spatial aggregation over time.
Laube et al. (2004) present a set of motion patterns that intrin-Adding spatial constraints to
REMO patterns sically span space and time. The proposed pattern flock could
be used for the crime investigation. It describes the incident
of n MPOs showing the same motion attributes over a distinct
temporal interval (e.g. same speed on the highway, concurrently
slowing down at the gas station, thereafter concurrently speed-
ing up again, and so forth), and are all time positioned within
a constraining spatial rectangle, circle, or ellipse (Figure 2, page
207, in Laube et al., 2004). The adopted key concept is the com-
bination of a pattern found in the relative motion of the pattern
building MPOs (in this case the REMO pattern concurrence) with
a spatial condition constraining the extent of the involved fixes.
The patterns track and leadership are the spatially constrained
extensions of the REMO patterns constancy and trend-setter.
The process pattern convergence is the pattern of choice for theDynamic application of static
spatial methods wildlife example. The convergence pattern describes a set of m
MPOs at interval i that share motion azimuth vectors intersect-
ing within a range R of radius r (Figure 3, page 209, in Laube
et al., 2004). The key concept here is the dynamic application
of a traditional static concept from computational geometry. The
static concept is the identification of the intersection area of di-
rected vectors. Through its repeated application using a temporal
window moving along the MPO’s trajectories, the static concept
is used in a dynamic way. If the MPOs actually must meet, the
extended pattern encounter adds an extrapolated motion speed
to the vectors in order to predict times of arrival in the target
area.
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4.3.7 The flexibility of constrained caribou
=⇒ How can we evaluate the interestingness of motion patterns? Research question
A crucial question in pattern detection in KDD is the estimation
of the interestingness of the mined patterns. If a pattern is defined
as an anomalous deviation from the ‘expected’, then the challenge
lies in defining the expected. This thesis proposed an approach to
evaluate the interestingness of motion patterns by first estimating
the ‘expected’ by generating populations of constrained random
walks using Monte Carlo Simulations and, second, comparing the
number of patterns found in the simulated tracks with the number
found in the observation data (Laube and Purves, 2005). The
basic assumption of this approach is that interesting and thus
meaningful patterns have a higher ratio of occurrence to those
appearing in the simulated trajectories.
Silberschatz and Tuzhilin (1996) propose unexpectedness as a Unexpectedness
measure of interestingness of patterns. They argue that patterns
are interesting because they contradict our expectations, which
are in turn given by our system of beliefs. One option to capture
the beliefs is to formulate a statistical hypothesis. The degree of
belief is then defined as a significance level for which the statistic
for a certain test is on the borderline of acceptance of the hypoth-
esis. The main drawback of this statistical approach to indicate
unexpectedness is that not every belief can be formulated as a
testable hypothesis (Silberschatz and Tuzhilin, 1996). For this
reason the approach introduced in Laube and Purves (2005) re-
placed the statistical hypothesis with Monte Carlo simulations,
choosing the approach of numerical experiments to learn about
the expected from the stochastic properties of the simulations.
Hence, in order to estimate a pattern’s interestingness this thesis
proposes to quantify how often a supposedly unexpected pattern
occurs within the dataset and, better the likelihood of such an
unexpected pattern occurring.
Hence, the quality of the evaluation approach adopted in this Synthetic motion data
thesis depends on how realistically the lifelines are synthesised.
The use of the constrained random walk is a straightforward yet
appropriate choice. Including step length and direction change
angle distributions this approach is based on two features describ-
ing trajectories that are considered crucial in behavioural ecology
(Turchin, 1998). However, constrained random walks do not in-
clude in path auto-correlation that may be a characteristic for cer-
tain motion processes. Certain animals, for example, may always
turn East after heading North, or may express whole sequences
with only very short or only particularly long steps. Such patterns
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could be found in the tracks of animals performing seasonal mi-
grations, showing trajectories expressing in-path auto-correlation
with respect to migratory versus sedentary intervals (Bergman
et al., 2000). As an alternative to the constrained random walk
so-called transition matrices of Markov Chains could be used,
that explicitly allow considering in-path auto-correlation in the
form of direction change matrices (Jonsen et al., 2003; Jones and
Smith, 2001). Furthermore, the use of constrained random walks
does not allow integration of any environmental influence on the
motion. Several authors demonstrated the use of use of cellular
automatons or even autonomous software agents sensing and re-
acting on their environment to simulate motion (e.g. Beecham
and Farnsworth, 1998; Batty and Jiang, 1999). However, the aim
of the evaluation study was not to adopt the most sophisticated
way to simulate motion, but rather to investigate feasibility of
numerical experiments to evaluate the pattern detection process.
From the numerical experiments performed in Laube and PurvesThe factors influencing REMO
pattern matching... (2005) several lessons could be learned estimating the intersting-
ness of the REMO patterns. First, a set of factors influences the
results of the pattern detection process: (a) The properties given
by the data (temporal granularity). (b) The granularity of the at-
tribute classification (e.g. two classes with 180◦ azimuth intervals,
four classes with 90◦ intervals, eight classes with 45◦ intervals, ...).
(c) The pattern extent p (pattern length with patterns over time,
pattern width for patterns across objects).
A second important lesson learned is that these factors are inter-...are interrelated
related. The numerical experiments for concurrence aﬃrm, for in-
stance, the straightforward hypothesis about the relation between
attribute classification and pattern extent (pattern length/width).
The number of MPOs divided by the number of attribute classes
gives a lower threshold of pattern interestingness. Having 185
MPOs and 4 classes (8 classes), concurrence patterns having a
width below 46 (below 23) are expected simply by randomly sam-
pling motion azimuths from the 4 classes (8 classes). One way to
normalise these influences is to measure the success of a diﬀerent
pattern detection configurations by calculating the ratio of found
patterns to the patterns possible. If the number of found patterns
increases due to a certain configuration of attribute granularity
and pattern extent, then also the number of possible patterns in-
creases, hence, the ratio found / possible remains a reliable means
to estimate the success of the pattern matching.
Overall, the evaluation method introduced in Laube and PurvesSuitable pattern matching con-
figurations (2005) is a simple yet feasible way to estimate the interestingness
of patterns derived from REMO GDK. The method can further-
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more be used to examine useful configurations of pattern matching
sessions (i.e. attribute granularities, pattern lengths), which may
not be obvious. Therefore it gives REMO GDK a more objective
dimension, since the composition of the searched patterns depends
not solely on the (potentially biased) knowledge of the expert user.
4.4 Summary
This chapter brought together the individual contributions of the
papers. Evaluating the REMO GDK approach, the chapter first
critically balanced its main strengths and weaknesses. The second
part discussed applications of and limitations for the REMO GDK
approach, putting an emphasis on availability and suitability of
data, the role of absolute space within the REMO framework, and
granularity issues. Recalling the research questions the developed
methods were discussed in the light of related approaches from
the latest literature. The next chapter will conclude this thesis
collecting its main contributions, the gained insights and providing
an outlook.
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Conclusions
“Traditional spatial analytical methods were developed in an era
when data collection was expensive and computational power
was weak. The increasing volume and diverse nature of digital
geographic data easily overwhelm mainstream spatial analyti-
cal techniques that are oriented towards teasing scarce infor-
mation from small and homogeneous datasets.”
Miller and Han (2001, p. 3)
This thesis presented research in methodological GIScience. The
overall goal was to develop methods for analysing the motion of
points. The thesis addressed the following four research objectives
in detail:
Objective 1: This thesis shall identify, characterise, and
categorise a set of basic motion patterns in the lifelines
of groups of MPOs, with motion patterns being a pre-
defined formalised search template of motion attributes
such as speed, change of speed, or motion azimuth.
Objective 2: This thesis shall develop a knowledge discov-
ery approach integrating techniques to formally describe
motion patterns and algorithms allowing detection of
these patterns in case study data.
Objective 3: This thesis shall develop means to describe
and algorithmically detect forms of temporally coordi-
nated and spatially directed group motion patterns in
trajectories of MPOs, such as flocking, converging or di-
verging.
Objective 4: This thesis shall develop statistical measures
and adopt Monte Carlo techniques to quantify the rel-
evance and interestingness of the proposed motion pat-
terns, to distinguish random noise from information in
the knowledge discovery process.
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Critically recalling the research objectives, this concluding chap-
ter lists the main contributions and insights, before suggesting
possible research avenues in the outlook.
5.1 Main contributions
This thesis provided the following main contributions with respect
to the research objectives:
Identification and characterisation of a set of generic motion patterns
This thesis introduced a family of motion patterns based on theObjective 1
concept of relative motion (REMO). The term relative motion
denotes the interrelation of motion attributes of diﬀerent mov-
ing point objects (MPO) over space and over time. This thesis
made use of the motion attributes speed, change of speed, mo-
tion azimuth, and sinuosity, putting a strong emphasis on motion
azimuth. A first set of REMO patterns describes motion events
explicitly excluding the absolute position of the MPO fixes: con-
stancy, change, concurrence, opposition, dispersion, trend-setter,
independent, and propagation (Laube and Imfeld, 2002; Laube
et al., 2005). A second set of motion patterns includes spatialObjective 3
constraints regarding the absolute positions of the MPO: track,
flock, and leadership (Laube et al., 2004). A third set describes
aggregation and disaggregation patterns: convergence, divergence,
encounter, and breakup (Laube et al., 2004).
Pattern description formalism In parallel to the family of motionObjective 2
patterns this thesis proposed a formalism allowing the description
of the patterns in a simple, precise, and compact and way (Laube
et al., 2005). The formalism is based on an extension of the com-
monly used regular expressions and on mathematical logic.
Development of a geographic knowledge discovery (GKD) approach for
exploring the motion of MPOs The core element of this thesis was
the development of the REMO geographic knowledge discovery
(GKD) approach to identify generic motion patterns in geospatialObjectives 2 and 3
lifelines. The approach places a special focus on the following
crucial steps of knowledge discovery in databases (KDD):
• Data reduction and projection: The transformation of the
lifeline data into the REMO analysis matrix featuring mo-
tion attributes (such as motion azimuth, speed, change of
speed, and sinuosity) allows comparison of the object’s mo-
tion across objects and over time (Laube and Imfeld, 2002).
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• Exploratory analysis, model selection, and hypothesis selec-
tion: REMO GKD adopts a syntactic pattern detection
approach. Thus, REMO GKD provides a pattern descrip-
tion formalism to compose patterns that can subsequently
be searched for in the geospatial lifelines of MPOs. The
numerical experiments using Monte Carlo simulations of
constrained random walks introduced in Laube and Purves
(2005) can be used to focus the search for meaningful pat-
terns.
• Data mining: A set of data mining algorithms facilitate the
automatic search for motion patterns within large datasets
of geospatial lifelines. The algorithms adopt concepts from
pattern matching in strings (Laube et al., 2005) and from
spatial data handling and computational geometry, respec-
tively (Laube et al., 2004).
• Interpreting the mined patterns: Interactive visualisation of
the mined patterns linked to the object’s motion in a MPO
viewer allows interpretation of the mined patterns in or-
der to suggest avenues for further research (Laube et al.,
2005). The pattern interstingness tests developed in Laube
and Purves (2005) finally help to identify the interesting
patterns.
Object-oriented class design for GKD in geospatial lifelines The ob-
ject-based nature of MPOs, events and instances of patterns is ev-
ident, – the REMO world is an object-oriented world. The REMO
GKD approach has been implemented in an object-oriented pro- Objectives 2 and 3
totype in order to test and improve concepts, data structures, and
algorithms. An object-oriented class design is at the core of the
implementation, strictly separating the handling of the original
tracking data and the data mining process. The MPO mod-
elling domain features data structures to store and manipu-
late tracking data conserving the original sampling granularity
(MPO, Fix, Point). Functions allowing derivation motion at-
tributes at user defined analysis granularities for the data mining
process are encapsulated in the classes of the analysis domain
(REMOMatrix, REMOPattern (e.g. constancy)). Separated, as
they are, from the raw data handling, these functions are called
detached attribute functions.
Categorisation of MPOs One emerging task facing the massive Objective 3
datasets covering the motion of large numbers of MPOs is the
categorisation of objects showing similar motion. Such categori-
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sations may be used to allocate specific profiles to the distinct
groups, for instance, to distinguish migratory from sedentary cari-
bou herds (Bergman et al., 2000), or to aggregate tourist move-
ments for planning issues (Forer and Simmons, 2000; Forer et al.,
2004). Static clustering performed on complete trajectories fails
since categorisations of MPOs typically do not persist during the
whole observation period but only over a certain period of time.
The patterns concurrence, flock, convergence, or divergence ad-
dress categorisation of MPOs with respect to similar motion prop-
erties, explicitly allowing for the fact that this similarity emerges
only temporarily. The concepts and methods presented in this
thesis are, according the author’s current knowledge, among the
first approaches addressing the emerging problem of categorising
MPOs.
Aggregation in space and time The aggregation processes conver-Objective 3
gence and divergence are intrinsically dynamic, hence spatio-tem-
poral in nature, without the possibility of existence in either space
or time alone. With respect to aggregation this thesis proposes
a strict separation of the process convergence and the final static
cluster as its optional outcome (Laube et al., 2004). Dispersed
MPOs may converge without building a detectable cluster, and
vice versa MPOs moving in a circle satisfy the conditions of a clus-
ter but do not converge. Methods designed to identify the static
outcome of a convergence (e.g. cluster detection algorithms) are
not suited to identify the dynamic process convergence. Hence,
Laube et al. (2004) presented algorithms to mine trajectories for
dynamic motion patterns, that is, algorithms detecting conver-
gence/divergence patterns.
Evaluation framework using Monte Carlo simulations of constrained
random walks In its final part the thesis presented a method toObjective 4
estimate the relevance of the mined patterns in REMO GDK.
The method adopts the concept of indicating the interestingness
of KDD patterns through their unexpectedness. The expected
number of patterns emerging from a pattern detection session is
first estimated by generating a population of constrained random
walks using Monte Carlo simulations. Second, the number of pat-
terns found in the observation data is compared to the simula-
tions. Outliers from the expected can be assigned significance.
This evaluation method can be used to examine useful configura-
tions of pattern matching sessions. Thus, the user has an objective
means at hand to compose useful and meaningful patterns.
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5.2 Insights
The research undertaken in this thesis included in depth work
with real motion data from various application sources. The it-
erative process of conceptual work and prototype implementa-
tion revealed valuable lessons about the handling of motion data
and their analysis. This section summarises some crucial insights
gained in the course of this work.
Dynamic phenomena require dynamic analysis concepts As argued
in Laube et al. (2004) and discussed in sections 4.3.5 and 4.3.6,
analysis methods developed for static spatial data are unsuitable
for the analysis of dynamic phenomena, such as motion.
Fruitful integration of GIScience and KDD In recent years several
authors promoted the integration of spatial data handling and
data mining/KDD approaches as a powerful means to detect mo-
tion patterns in lifeline data (e.g. MacEachren et al., 1999; Miller
and Han, 2001; Be´dard et al., 2003; Frihida et al., 2004b). The re-
search conducted with case studies presented in Laube and Imfeld
(2002); Laube et al. (2005), and especially the numerical evalua-
tion experiments in Laube and Purves (2005) confirm this state-
ment.
Variability in motion phenomena This thesis modelled, investigated,
and simulated motion processes from diﬀerent application fields
(such as wildlife biology, political science, sports, etc.), and over a
huge range of spatial and temporal granularities (meters to miles,
milliseconds to years). It is a major insight gained from this huge
variability that motion as a phenomenon is much more complex
than one might expect from the seemingly simple process of points
dislocating in space!
Availability of motion data The availability of motion data is still
very limited, above all in biology (perhaps somewhat surprising
given the progress in positioning and tracking technology in re-
cent years). What is especially lacking is motion data of larger
numbers of concurrently tracked individuals, needed to investi-
gate group motion behaviour. This is true for field studies of
large mammals as well as for studies under laboratory condition
with smaller species such as insects or fish. In many field stud-
ies groups are furthermore tracked as a whole, with only one in-
dividual collared per group, making it impossible to investigate
in-group processes. Outside the field of biology the availability of
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motion data of groups is even worse. Be it for privacy reasons
or be it for technical and organisational problems, large datasets
on concurrently tracked MPOs are very diﬃcult to access. Peo-
ple constantly carrying a GPS receiver are still rather technophile
exceptions to the rule (Mountain and Raper, 2001b). The most
accessible source of motion data is simulated data (which one can
argue are what specialised data are).
Use of synthetic data for evaluation The popularity of the object-
oriented paradigm and the related proliferation of agent-based
simulation approaches in GIScience increases the availability of
artificial motion data (Batty and Jiang, 1999). The great oppor-
tunity of artificial data is its total controllability. Every dimension
of artificial data can be produced in arbitrary granularity. Artifi-
cial life forms are always visible, healthy, don’t die, don’t get shot,
don’t loose their GPS receiver, don’t need privacy, and are willing
the report their location at any desired time.
5.3 Outlook
Location aware devices are becoming ubiquitous and will increase
our capability to collect spatio-temporal movement data by many,
many orders of magnitude. Further technological advances of GPS
receivers, navigation systems, PDAs, and mobile phones will in-
evitably lead to an increasing amount of lifeline data, suited for
oﬀ-line and on-line analysis.
5.3.1 Suggested improvements
The concepts and methods proposed in this thesis can be extended
in various ways, especially when relaxing its rather strong basic
conditions and adopting an increasingly realistic perception of real
life motion processes by allowing, for instance, imperfect trajec-
tories, fuzzy pattern description, heterogeneous space, or by in-
cluding MPO semantics. This thesis pinpointed some additional
relevant issues worthy of being investigated in future research.
Uncertain and incomplete lifelines Tracking data are in many cases
not perfect. Especially lifeline data emerging from biological field
research suﬀers from uncertain or incomplete trajectories due to
tracking system failures. As was discussed in section 2.3.2 on data
structures for MPOs some work has already been done to handle
uncertain (Moreira et al., 1999; Pfoser and Jensen, 1999; Tra-
jcevski et al., 2004) and incomplete (Wentz et al., 2003) tracking
data. However, the influence of imperfect tracking data on the
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results of geographic knowledge discovery and geographic data
mining remains an open research issue.
Fuzzy motion patterns The REMO GKD approach uses mainly
crisp concepts: it requires a crisp attribute classification and the
computation of derived motion properties happens at crisp times.
One could now argue that such “deterministic” patterns mismatch
with the rather smooth and continuous motion processes seen in
many application fields. Consider for instance the following se-
quence of motion azimuth values of an MPO:
P = S(45, 45, 45, 45, 60, 45, 45) (5.1)
Should one now consider this rather strong persistence for one
motion azimuth as being a constancy pattern? The REMO pat-
tern description formalism allows in principle the construction
of motion patterns including uncertainty and attribute ranges
(Laube et al., 2005). However, the influence of fuzzy patterns on
the process of geographic knowledge discovery has not yet been
investigated in detail.
Motion patterns in heterogeneous space In the REMO GKD ap-
proach space is featureless and homogeneous, not constraining or
aﬀecting the motion of the MPOs. However, for many application
fields space is heterogeneous, heavily influencing the motion pro-
cess. Consider for example individual-based models in behavioural
ecology investigating habitat preferences. So, it is one obvious op-
tion for future research to identify and characterise a set of motion
patterns emerging from motion in heterogeneous space.
Include MPO semantics The work presented in this thesis has fo-
cused on the purely geometric aspects of geospatial lifelines. This
approach explicitly excluded the semantics of the investigated phe-
nomenon, that is it excluded any attribute information about the
moving entities and the circumstances and environment they were
moving in. Excluding the semantics was a valid approach for in-
vestigating motion with a geometric focus on points/agents mov-
ing through space. However, real life motion phenomena are usu-
ally linked to the host geography and to activity states of the
individual, and do not disclose these complex interrelations in
the geometry of their lifelines alone. Understanding and poten-
tially predicting the motion of people, animals, or other agents
requires the integration of the geometric properties of their mo-
tion with semantic information describing the moving entities as
well as the environment harbouring the motion. For example, a
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social scientist analysing peoples’ motion will likely see value in
investigating their cultural background, their socio-economic sta-
tus, their purpose of travel, or their means of transport. Wildlife
biologists may want to incorporate sex, age, or the physiology of
moving animals. Furthermore, any assumption of agents moving
in a featureless, homogeneous space does not hold for the complex
motion of intelligent agents. Much greater insights can be gained
by working with (x, y, t, a) data (Forer, 2002), where a stands for
the attributes of the MPOs involved. Future research must thus
develop conceptual approaches and analytical tools that explore
the geometric and the semantic properties of motion.
Multi-dimensional patterns The motion patterns proposed with the
REMO GKD approach only considered one motion property at a
time, either speed, change of speed, motion azimuth, or sinuosity.
However, some motion processes may express characteristics in
more than just one motion dimension. A foraging behaviour may,
for instance, be characterised by a low speed and a high sinuosity
at the same time. Similarly, investigating seasonal migration one
might expect high speed values only in two directions linking the
summer and the winter habitat of a species. Multi-dimensional
motion patterns are another promising direction future research
could take.
Alternative strategies simulating motion The evaluation method
presented in (Laube and Purves, 2005) could potentially be im-
proved using alternative approaches to simulate trajectories. The
use of Markov Chains would allow including in-path auto-corre-
lation, such as preferred turning sequences of intervals diﬀerent
step lengths. The use of cellular automatons or autonomous soft-
ware agents would allow one to let the MPOs interact with their
environment, potentially leading to a more realistic simulation of
trajectories.
5.3.2 Final remarks
In recent years GIScience moved from a data poor and compu-
tation poor period to a data rich and computation rich period.
Technological advances will increase this production of individu-
alised trajectory data by orders of magnitude. Telecommunication
services or customer loyalty card systems already automatically
produce amounts of data that push the analysts’ capabilities be-
yond their limits. Compared to rather visually oriented analysis
techniques such as exploratory spatial data analysis geographic
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knowledge discovery exhibits a high potential to cope with the
emergent large volumes of tracking data.
However, only the widespread application of GKD in practice
can prove its usability. Up to now the applications found are
very specific to some selected fields, such as transport demand
modelling. Only facing more and more approaches integrating
GIScience and data mining will we better understand why spatial
(and of course spatio-temporal) is special with respect to know-
ledge discovery – and learn more about the ‘G’ distinguishing
GKD form KDD.
Patrick Laube, April 2005.
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Appendix A
Prototype implementation
“For a long time it puzzled me how something so expensive,
so leading edge, could be so useless, and then it occurred to
me that a computer is a stupid machine with the ability to do
incredibly smart things, while computer programmers are smart
people with the ability to do incredibly stupid things. They are,
in short, a dangerously perfect match.”
Notes from a Big Country,
Bill Bryson (1999, p. 352).
This appendix describes the REMO prototype implementation.
The prototype has been developed to conceptualise, test, and im-
prove the methods introduced in this thesis. The REMO ap-
plication is a stand-alone Java application and hence platform
independent. This appendix first illustrates the object-oriented
class design building the basis for the implemented pattern detec-
tion techniques. Second most important features of the graphical
user interface are introduced, putting an emphasis on function-
alities that can’t normally be found in static out-of-the-box geo-
graphical information systems. Third, the example of searching a
trend-setting caribou anticipating the migration of the whole herd
illustrates the use of the prototype for the REMO GKD process.
A.1 The REMO class design
The UML class diagram in Figure A.1 provides a generalised
overview of the object-oriented design of the REMO prototype
application, excluding the whole GUI. This generalised overview
allows the interested reader to see in which classes the crucial func-
tionalities of REMO GKD are encapsulated, without getting lost
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Figure A.1: UML class design of the REMO GKD prototype application.
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in coding details. However, this section places a special emphasis
on a set methods crucial for the REMO GKD approach.
The derivation of MPOmotion properties at arbitrary times was Detached attribute functions
a core requirement for the REMO class design. The so-called de-
tached attribute functions provide this functionality (Laube et al.,
2005). The detached attribute functions are implemented as a
wide range of polymorphic methods encapsulated in the class
MPO1. The methods MPO.getSpeed(), MPO.getDSpeed(),
MPO.getAzimuth(), and MPO.getSinuosity() take a query time
and a temporal interval as arguments to derive the requested mo-
tion attribute from the original tracking data stored in the MPO’s
collection of Fixes.
The method REMOPattern.matchOnMatrix(), the central pat- Pattern matching
tern detection method, is encapsulated in the class REMOPattern,
respectively in its child classes Constancy, Change, Concurrence,
and Trend-setter. Thus, the REMOPatterns match instances
of themselves on the Matrix, subsequently reporting the found
instances to a MatchList object associated to every pattern de-
tection run.
The method REMOPattern.matchOnMatrix() constructs an in- Filtering
stance of the class MatchList. This class is used to manage and
manipulate the results of the pattern detection process. The main
manipulation in this final step of the data mining process is fil-
tering. Filtering for attributes using MatchList.filterValue()
is used to select only those patterns of a specified attribute value
(e.g. only azimuth Concurrence patterns of 45◦). Filtering using
spatial constraints is another way of filtering a MatchList. For
example, the method MatchList.filterMinEnclCirc() selects
only those instances of a Concurrence MatchList that lie within
a specified minimal enclosing circle, thus building a Flock pattern.
A.2 Graphical User Interface
The implemented graphical user interface (GUI) allows a potential
user to perform the whole REMO GDK process in an interactive
and thus exploratory mode. Therefore the GUI adopts many vi-
sualisation concepts that appear to be very eﬃcient in visualising
the motion of MPOs (section 2.6), including animation in map
views, colour coding for attributes, point density representations,
and interactive linking between diﬀerent analysis frames.
1This chapter uses typewriter referring to elements of the class design and
bold sans-serif referring to elements of the graphical user interface.
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A.2.1 Main frame
The main frame features a menu bar and a logger window listing
the crucial settings and outputs of the pattern detection session.
The following paragraphs describe the main menus (Figure A.2).
File menu As usual, the file menu controls file input and output.
The prototype application reads simple comma delimited ascii files
containing the fixes of the MPOs.
Group menu This menu features methods to manipulate a whole
group of MPOs, that is, methods applied to all individuals of a
group. This includes first various methods to inspect and subse-group.investigate()
quently clean the raw trajectories in order to detect and eliminategroup.clean()
outliers, sign switches, as well as time and location doublets. The
menu also features methods to thin out and smooth the raw tra-group.thinout()
group.smooth() jectories, a useful option for large and noisy data sets. This menu
allows the user furthermore to compute and export a set of statis-
tics files, describing the motion properties of a groups’ individuals.
These properties include for instance step length and turning angle
distributions angles characterising the trajectories of the individ-group.expDirChngeDists()
group.expStepLengthDists()
group.expAzimuthValues()
ual MPOs. Finally the plot item launches the space-time viewer
(see Figure A.3).
Matrix menu This menu controls the construction of the REMO
analysis matrix. First, a dialogue allows the specification of the
general configuration of the pattern detection session. The user
can set the motion parameter under study (i.e. azimuth, speed, δ-
speed, or sinuosity), the step width of the matrix (i.e. the interval
δt calling the detached attribute functions such as MPO.getSpeed()),
as well as the begin time and end time of the matrix. The user
then has to specify the reclassification mode by selecting a numbermatrix.reclassify()
of classes for a linear reclassification or by selecting a remap-table
(rclss file). Finally the user may construct the REMO matrix and
its visualisation by selecting a colour coding mode, setting up a
blue-red ramp or selecting an arbitrary colour map (colour map
file).
subGrouping menu This menu contains a single entry, creating a
so-called distance matrix and some additional output files. This
command launches a set of methods that are not explicitly dis-
cussed in this thesis. Those methods are used to identify sub-
groups of MPOs expressing similar motion behaviour.
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Figure A.2: The main frame of the REMO GUI.
Pattern menu The pattern menu controls the pattern detection
sessions performed on the previously constructed REMO matrix.
The four menu items allow the user to construct patterns that are
subsequently searched on the REMO matrix. Every menu item REMOPattern.matchOnMatrix()
launches a dialogue to specify the characteristics of the pattern.
A.2.2 Map viewer
With its map viewer the REMO GUI features a simple yet eﬀec- Decomposing trajectories
tive tool to visualise the trajectories of a group of MPOs. The
map viewer features a conventional geo-view, a toolbox providing
a panning and a zooming tool and a set of display controlling el-
ements (Figure A.3, page 106). As an exploratory tool the map
view allows the decomposition of the confusing overlaps of too
many fixes into smaller subsets, be it spatially or temporally de-
limited (Figure 2.3, page 21). Thus, the map viewer implements
the concept of space-times and time-spaces introduced by Dykes
and Mountain (2003). Like many other exploratory applications,
the REMO prototype adopted this strategy by featuring a bitem-
poral moving window. Two simple sliders allow the user to browse
through the motion data, the first controlling the current time and
second the length of the plotted temporal interval. After having
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Figure A.3: The map viewer visualises the investigated lifelines. Two sliders control
the displayed interval: one sets the current time, the other sets the length of the
interval displayed. Mined patterns are highlighted in the map view for exploratory
analysis. In this case the mined trend-setter patterns of Figure A.9 is highlighted.
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Figure A.4: Example for a spatially constrained Trend-setter pattern, visualised
in the map viewer.
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Figure A.5: The pattern Convergence identifies areas where many MPOs are
heading for. The dynamically computed grid highlights such areas with red colour.
The heading tool furthermore extrapolates the motion direction each MPO is cur-
rently heading for.
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selected a temporal interval, the map viewer allows the animation
of the motion process. Alternatively, any arbitrary point in time
can be plotted using the watch.
The display of the lifelines can be adapted in multiple ways. Lifelines code for attributes
First, the colour of the lifelines can express several attributes. In
the plain mode, all fixes are black, allowing the user to highlight
mined patterns (Figure A.3, page 106). In the azimuth mode each
fixes express the motion azimuth to the previous fix, colour coded
with eight azimuth classes. The worm mode illustrates all fixes of
the plotted time frame with a gray-red ramp expressing dynamics.
And, finally, the shuffle mode assigns every MPO its own colour.
The prototype features some additional methods implemented Heading tool
for the spatially constrained patterns. The heading tool extrapo-
lates the current motion of the MPOs. The heading is a directed
ray attached at the last fix plotted and pointing to the mean di-
rection of the currently plotted trajectory of an MPO, constrained
by the plotting interval (Figure A.5).
REMO patterns have a spatial extent, representing the area Minimal enclosing circle
covered by all fixes involved in a pattern. The area including all
involved fixes could be represented as the minimal enclosing rect-
angle, their convex polygon or, as is implemented in the prototype,
as a simple minimal enclosing circle (Figure A.4, page 107). This
tool helps, for example, to visualise the diﬀerence between a sim-
ple Concurrence pattern and its spatially constrained equivalent
Flock (Laube et al., 2004).
The concept of convergence (Laube et al., 2004) has been im- Convergence grid
plemented using a grid based approach (Figure A.5, page 108).
The areas where many MPOs are converging are highlighted in
red, the more MPOs, the higher the red colour saturation. This
area of convergence changes and dislocates over time, dynamically
indicating where the MPOs are currently heading for.
A.2.3 MatchList viewer
The result of every pattern detection session is illustrated within
the matchList frame (Figure A.9, page 112). The left top panel
highlights the detected instances of the mined patterns. The pat-
terns plotted are clickable, in order to retrieve their corresponding
meta-information and to be displayed in the two logger windows
at the bottom.
A.3 The REMO pattern detection process
This section exemplifies the REMO GKD process. For this ex-
ample motion data is taken from the Porcupine Caribou Herd
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c: mainController
«create»
«create»
«create»
search()
pattern
matching
g: MPOGroup
«create»
highlight()
m: matrix
p: pattern l: matchList
setParameter()
setParameter()
Figure A.6: UML process model of the REMO GKD process.
(PCH), referred to in (Laube and Imfeld, 2002) and Laube and
Purves (2005). In short, the data sample includes ten caribou in-
dividuals, fixed every second week from March 2003 until the end
of 2004 (see Figure XY in Laube and Purves (2005)). Consider for
example wildlife biologists studying the seasonal migrations of the
PCH. They are especially interested in individuals that lead the
herd into the seasonal migration. In the terminology of this thesis,
such a motion event corresponds to the pattern Trend-setter po-
tentially found in the motion azimuth of the lifelines. From their
expert knowledge they compose a pattern of interest, consisting
of individuals that anticipate 3 time steps in advance the motion
of at least 5 followers. Following Laube et al. (2005) this pattern
P is formalised as
P =
￿
S([￿]{3}) : t0 · · · t2
I([￿]{5, }) : t2 (A.1)
After having started the REMO prototype application, the user
selects the file containing the lifelines of the caribou under study.
Thereafter the application creates a MPOGroup (see Figure A.6
top left). After some optional pre-processing steps from the group
menu (e.g data cleaning), the user sets the parameters of the pat-
tern matching session (matrix menu), including the motion prop-
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Figure A.7: Matrix frame illustrating the colour coded motion azimuth of ten female
caribou from the PCH, δt is two weeks. See Figure A.3 for a legend of the colour
code, black refers to noData.
erty (azimuth) and the step length of the REMO matrix. After
confirmation, the application creates the matrix visualised in the
matrix frame (see Figure A.7).
The next step consists of constructing the pattern search tem-
plate. The user calls trend-setter from the pattern menu (see Figure
A.8). Input fields allow the user to specify the extent of the prim-
itives building the Trend-setter, that is the length 3 of the pat-
tern Constancy and the width ≥5 of the pattern Concurrence.
The Match of Matrix button launches the pattern matching algo-
rithms, resulting in the display of the matchList frame (see Figure
A.9).
The matches of P listed and illustrated in the matchList frame
are now interactively linked with the map view (see Figure A.3),
thus providing an interactive way of exploring the results of the
GDK process. As the user browses through time, the fixes in-
volved in an instance of a pattern are highlighted in the respective
colour. In Figure A.3 the trend-setting caribou Lynetta antici-
pates the southward motion of six followers during fall migration.
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Figure A.8: Constructing the Trend-setter P .
Figure A.9: The matchList frame collects and visualises the results of the pat-
tern detection process. The colour coded patterns are illustrated top left and their
meta-information is logged at the bottom. The patterns are clickable, jumping to the
meta-information in the logger frames. The patterns represent trend-setting caribou
anticipating the northward and southward seasonal migration.
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The research done in the course of this thesis resulted in a set of
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Abstract. The overall goal of the ongoing project is to develop methods for
spatio-temporal analysis of relative motion within groups of moving point ob-
jects, such as GPS-tracked animals. Whereas recent efforts of dealing with dy-
namic phenomena within the GIScience community mainly concentrated on
modeling and representation, this research project concentrates on the analytic
task. The analysis is performed on a process level and does not use the tradi-
tional cartographic approach of comparing snapshots. The analysis concept
called REMO (RElative MOtion) is based on the comparison of motion pa-
rameters of objects over time. Therefore the observation data is transformed
into a 2.5-dimensional analysis matrix, featuring a time axis, an object axis and
motion parameters. This matrix reveals basic searchable relative movement
patterns. The current approach handles points in a pure featureless space. Case
study data of GPS-observed animals and political entities in an ideological
space are used for illustration purposes.
1 Introduction
The only constant in the contemporary world is change. Nothing is ever stable. Sci-
ences investigate change to understand the underlying processes, to find universal
rules. The collection of data, the descriptive part of scientific activities, is necessary to
have the foundations on which deductive work is building up [2]. According to Frank
change comes in two forms: change of the objects of interest (life) and change in the
position or geometric form of these objects (motion). Motion, the topic of this paper,
is a spatio-temporal phenomenon.
Space is crucial to investigate motion, because a change of position can only be
noticed in relation to a reference, mostly a spatial coordinate system. Time is crucial
too as it is intrinsically linked with causation. Causation implies precedence, lack of
precedence rules out causation [2].
Geographic information systems (GISs) provide a wide range of analysis tools for
spatial science. Their potential to deal with spatio-temporal phenomena such as
change is not yet very elaborate. In the late eighties the topic of time entered the field
of GIScience. Langran identified the need to describe spatial change over time and
examined the design of temporal GIS [8]. Hornsby and Egenhofer [5] present an ap-
proach to represent and model geographic entities in time. Peuquet [11] gives a de-
tailed overview on today’s issues in space–time data representation and tries to ex-
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plain, why the representation of both space and time in digital databases is still prob-
lematic.
Examples for analysis of change on a process level are sparse in literature. Open-
shaw et al. [10] and Imfeld [7] give two examples. Openshaw et al. present an ap-
proach for spatio-temporal data mining. The Space-Time-Attribute Analysis Machine
(STAM) and Space-Time-Attribute Creature (STAC) try to find clusters and other
patterns in space and/or time in long-term illness census data without prior knowl-
edge. Imfeld presents methods termed the time plot family to analyze mobile objects
in their environment. In his approach the movements of up to two individuals are in-
vestigated in an analysis space featuring two temporal axes.
The classical situation for motion is humans or animals moving in space. These
phenomena can easily be modeled and handled as a series of observations of moving
points, represented as tuples of t, x, y and z coordinates. Due to substantial advances
in tracking technologies, such as GPS and mobile device technologies, an increase in
spatio-temporal data about moving objects can be expected. In the field of animal te-
lemetry GPS technology provides observation data of previously unseen qualities and
quantities [6].
In the late seventies, Bertin used the procedure of seriation to find behavioral pat-
terns in animal observation data [1, 9]. Seriation is an experimental tool for ordering
and classifying two-dimensional tables relating to sets of elements. The rows and col-
umns of a matrix are permutated such that, starting from any specific element, the
other elements most similar to it are closest in the sequence. In one example he found
behavioral response of woodlouses to a light source by ordering motion parameters
using paper file cards.
Observations of moving point objects are not only seen in wildlife sciences, but
also in other domains like social sciences, geomarketing, transport GIS (TGIS) or
even the political sciences. Haggett’s famous people on the beach illustrate such a so-
cial phenomenon [3]. Also, in social sciences political entities such as communities
can be plotted over time in abstract ideological spaces, for instance between the ex-
tremes left, right, conservative and progressive [4]. A telecommunication company
might be interested in the spatio-temporal behavior of cellular phone users for public
relations or network expansion planning. Radio-tracked taxicabs in a city are an ex-
ample for TGIS [12]. All those phenomena can be reduced to the basic phenomena of
moving points and then might be analyzed by similar spatio-temporal analysis meth-
ods.
The overall goal of the research presented in this paper is to find, quantify and
visualize user-defined motion patterns in groups of moving point objects. The detailed
aims are:
• To develop a flexible analysis concept for the integrated analysis of motion pa-
rameters of groups of moving point objects.
• To identify, characterize and categorize the basic types of relative motion within
groups of moving point objects.
• To identify (sub–)groups according to equal or similar movements.
• To develop algorithms to recognize patterns in the data. Finding patterns over time
means identifying (a) the concerned individuals and (b) their location and extent on
the time axis.
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2 Analysis Concept
The basic idea of the analysis concept presented here is to compare the motion pa-
rameters of different point objects over space and over time. Thus, the fundamental
concept underlying the analysis concept can be called “relative motion,” giving the
analysis concept its name: REMO (RElative MOtion).
The concept is based on the combination of the two ideas of arranging the tracking
data tuples and detecting discrete motion patterns.
• For large spatio–temporal data sets systematic arranging is a key concept to gain
insight. The first key approach is to transform the tracking data into arrangement or
a configuration that reveals motion patterns (section 2.1).
• Basing on this arrangement, a second important approach is to search discrete in-
stances of change rather than trying to perceive the entire motion processes. Ana-
lyzing incidents of delimited change is easier than analyzing the processes them-
selves. Every complex motion behavior can be fractionalized to discrete behavioral
patterns, such as “sudden change in motion direction” or “many objects moving
with equal speed” (section 2.2)
2.1 The REMO Analysis Matrix
Let N be a set of individual point objects moving around (Fig. 1a). The four tracks
could represent the observations of four caribou cows carrying GPS-collars (O1 to O4).
The motion of every object is recorded as a path of exact coordinate tuples with the
structure t, Xt, Yt, Zt. The recordings of the positions of the point objects must be per-
formed synchronously (t1 to t5). Thus, at every time step a set of motion parameters
can be derived from the original tuples, taking into account at least two consecutive
observations. The three basic motion parameters are motion azimuth, speed and
change of speed (∂-speed).
az
motion azimuth
(a) (c) (d)(b)
90 45 45 45 45
45 90 315 45 315
0 90 180 45 45
90 315 90 45 0
ob
jec
ts
time
t1
O1
O2
O3
O4
t2 t3 t4 t5
ob
jec
ts
time
t1
O1
O2
O3
O4
t2 t3 t4 t5
Fig. 1. The construction of the REMO analysis matrix
The motion parameter values are arranged in a matrix (e.g., motion-azimuth in
Fig. 1b). Every row of the matrix represents the sequence of an object’s motion pa-
rameter values in regular intervals over time. The rows with the object’s motion pa-
rameter values are arranged so that coinciding observations are vertically aligned.
Thus, the columns of the matrix represent time steps, specifying the object’s tempo-
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rally coinciding motion parameters. This matrix can be considered as a 2.5-
dimensional analysis space: The horizontal axis is defined as the temporal axis (time
t), the vertical axis is defined as the object axis and the values represent the motion
parameter values. While the temporal axis is ordered, the object axis includes no ex-
plicit order among the objects. The REMO analysis concept is constructed such that
no a priori ordering among the objects is needed.
The REMO analysis concept compares the motion parameters of different point
objects at different times. Therefore the motion parameters are grouped into discrete
classes. For the azimuth eight classes have been chosen (N, NE, E, SE, S, SW, W, and
NW, Fig. 1c). Also speed and ∂-speed have been reclassified: Eight classes of speed
reduced to the unit interval 0 (slowest) to 1 (fastest) and eight classes of ∂-speed re-
duced to the unit interval—1 (maximum slowing-down) to +1 (maximum speeding-
up).
In the REMO analysis concept space is continuous. In the strict sense the temporal
dimension is discrete. However, since the temporal steps between the observations are
kept short (in relation to the whole monitoring time frame) time shall also be consid-
ered as continuous. The temporal coverage of the motion is assumed to be complete.
Missing observations might be interpolated.
The REMO matrix with the numerical description of the object’s motion is the ba-
sis of all further analyses. A straightforward approach is to visualize the sequences of
classified motion parameters in a halftone-coded matrix (Fig. 1d).
2.2  Basic Motion Patterns
The aim of arranging the motion parameters in a matrix is finding interrelations in the
motion of a group of point objects. It is assumed that interrelations among the moving
objects are manifested as patterns in the REMO matrix. Sequences and incidents that
are somehow clustered on the time-axis and across the objects build a pattern in the
REMO matrix. A pattern found in the REMO matrix could stand for a causal relation
among the objects movements and initiates further investigation in the semantics of
the observations.
What is meant by the term pattern in the REMO analysis concept? A pattern is a
search template (e.g., a sequence of four times a motion azimuth of 45° found in the
top row in Fig. 1d). A pattern is a defined set of motion parameter values with an ex-
tent in time and/or across the objects. Thus, patterns can span over the following two
dimensions or their combination (Fig. 2).
• (C) Patterns over time (several times, one object (t:1); parallel to t-axis): Compar-
ing the motion parameter values of one object at several times. Patterns may be cy-
clical or intermittent changes or trends in motion parameter values. Example: An
object moves for four temporal intervals in the same direction.
• (B) Patterns across objects (same time, several objects (1:n); perpendicular to t-
axis): Comparing the motion parameter values of the considered objects at a certain
time. A pattern across objects is found, when a set of objects perform the same
motion at the same time. Example: Five objects are moving in the same direction at
time t.
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• (C) Combined patterns over time and across objects (several times, several objects
(t:n), both dimensions): The consideration of interrelation not only in one, but in
both dimensions of the matrix discovers complex interactions between the motion
of many objects at several time steps. Example: Object Ox anticipates the motion
direction of four other objects.
Patterns within one dimension are called simple (A, B), those over time and across
objects are called complex (C). A pattern has a temporal extent called the pattern du-
ration with a start–time, duration, and an end–time. At the object axis the range can
vary from only one to all objects concerned. The number of involved objects is called
the pattern width.
Patterns can be discontinuous. Gaps in the patterns are of thematic interest and thus
explicitly allowed. In the temporal dimension a gap in a pattern is needed to describe
time lags, for instance between the cause and the effect of a phenomenon. Gaps in the
object dimension arise out of the unordered construction of the matrix.
Two objects performing for instance the same abrupt change in motion direction
may in real world space be positioned right next to each other or separated by a long
distance. They are performing the same motion but in two different spatial contexts.
Thus, the motion pattern is not the same and must be distinguished. The REMO
analysis can be performed in two ways:
• Motion Patterns without Neighborhood Information. All objects are treated
equally, no matter where they are in space, no matter whether they are close neigh-
bors or have any other spatial interaction. Thus, in all these approaches the spatial
dimension is reduced to the points’ current motion parameters. The ordering di-
mension is time.
• Motion Patterns using Neighborhood Information. The absolute and relative posi-
tions of the moving objects are taken into account. This may happen as a preselec-
tion, based on proximity or other spatial interrelation.
Motion Patterns without Neighborhood Information. This section introduces a
selection of the basic relative motion patterns in the REMO analysis concept (Fig. 2).
The following analysis tasks are performed from a non-spatial perspective, all objects
in the sample are taken into consideration, and the spatial relations among the objects
are excluded. Thus, neighborhood does not matter.
Patterns over Time. Analysis over time searches for motion patterns parallel to the t-
axis. These patterns are called SEQUENCE. To build a pattern over time, a minimum of
two consecutive observations of one object is needed. Thus, the time frame lies be-
tween an interval of at least two consecutive observations and the extreme of the inte-
grated analysis of all observations.
• The simplest and most obvious pattern is constance. The task is to find intervals
with constant motion parameter values in an object’s history (see grey box in
Fig. 1d).
• A second sequence pattern is turn. A turn is a defined change in an object’s motion
parameter. An obvious turn is the alternation of the motion direction. Turns have
(a) a parameter extent (value range) and (b) a temporal extent (duration).
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Patterns across Objects. Analysis across objects compares the motion parameter val-
ues of a set of objects at certain moments in time. The task is finding INCIDENTS. In
the REMO analysis concept an incident is a pattern in the motion parameter values of
a set of moving objects that delimits this moment from the rest of the observation.
• Concurrence is the basic concept of patterns across objects, similar to constance in
patterns over time. A concurrence pattern is found, when a set of objects (e.g., 60%
of the whole sample) show a synchronous or at least similar motion parameter val-
ues at a certain time.
• The pattern opposition describes a bi- or multi-polar arrangement of motion pa-
rameter values. A typical case of opposition is the spatial splitting of a group of
moving objects shown in a sudden appearance of two opposite motion directions
(bimodality).
• The opposite of concurrence is dispersion. Dispersion can be an evident pattern in
a group of moving point objects that is performing a non-uniform or random mo-
tion.
Complex Patterns over Time and across Objects. The motion patterns of the previous
sections are simple and extend either along or perpendicular to the time axis. The
patterns in this section combine motion patterns along and perpendicularly to the time
axis of the REMO matrix, trying to find INTERACTIONS between the sequences of one
object and incidents among the others.
• The most obvious complex analysis task is seeking for trendsetters. The basic idea
is to find objects that anticipate a certain pattern of motion parameters that is af-
terwards reproduced by a set of the other objects. Thus, the complex pattern trend-
setter is a combination of the simple patterns concurrence and constance.
• A pattern similar to the trendsetter can be called the independent: This pattern can
be found if an individual moving point object goes his own way, ignoring the
movement of the other objects of the sample.
• Another complex pattern is propagation. One objects starts to show a certain mo-
tion parameter value, and little by little other objects take part. With every time
step more objects are involved.
The simple concept of concurrence can easily be extended along the time axis. The
search template is simply extended to a temporal interval, in which a set of objects
shows the same or at least similar motion parameter values. There are two basic pat-
terns belonging to this complex pattern category.
• The first, group turn is a sudden change in the motion parameter values of a whole
group of moving objects.
• The second is group concurrence. For this pattern a defined group of moving point
objects shows a synchronous motion over a certain temporal interval, showing het-
erogeneous motion before and after.
Motion Patterns Using Neighborhood Information. Assuming that the objects of a
group perform their motion in relation to the movement of other group members, the
motions of the point objects must also be analyzed in their spatial context. The con-
vergence of many caribou cows to the calving site, for example, can not be seen only
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in the parameters motion azimuth, speed and ∂-speed. To recognize this process also
the motion of the objects in absolute space must be considered. The question is: Do
objects that are showing a relative motion pattern have any spatial interrelation?
Patterns over time
Simple patterns Complex patterns
Patterns across objects Patterns over time
and across objects
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Fig. 2. Basic types of relative motion patterns
A variety of measures can describe the location of an individual relative to the oth-
ers. They can be summarized as CENTRALITY/PERIPHERY MEASURES.
• The archetype of this kind of patterns can be called a flock. A flock is a point clus-
ter showing concurrence (i.e., a conform motion). Measures need to be defined or
adapted that indicate the presence of clusters in the REMO matrix. This opens a
connection to the broad field of cluster analysis.
• The relation of convergence is found when a group of point objects is simultane-
ously heading for an identifiable point in space.
• The opposite relation divergence describes a group that disperses.
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These patterns can only be detected by considering simultaneously the relative and
absolute motions of objects in space and time.
The concept of the trendsetter excludes deliberately the relative position of the ob-
jects to each other in real space. In consideration of spatial interaction, the pattern
trendsetter can be broken down further into the patterns geese flock and guru.
• In the case of geese flock the trendsetter shows a spatial proximity to its followers.
• The guru shows its trend-setting movement spatially apart from its followers.
3 Test Data Sets
The ultimate purpose of this research is the development of tools that allow quantita-
tive analysis, not visualization that leads to qualitative analysis. Even though visuali-
zation is not the prime research objective, it is a powerful development approach.
Thus, this conceptual paper illustrates the principles of the REMO analysis concept
using visualizations of real data. The motion parameters azimuth, speed and ∂-speed
of two test data sets are plotted in a black and white halftone-coded matrix (see online
version for color pictures).
3.1 The Porcupine Caribou Project
The Porcupine Caribou Herd Satellite Collar Project is a cooperative project that uses
satellite radio collars to document seasonal range use and migration patterns of a Por-
cupine Caribou herd in northern Yukon, Alaska and NWT. At the start of this project,
10 cow caribou were captured in October and November 1997 and equipped with
GPS collars. Since then the caribou were tracked in approximately weekly intervals.
(Details about the Porcupine Caribou Project including the original tracking data can
be found at http://www.taiga.net/satellite/index.html).
Looking at the halftone–coded matrix an annual migration structure can be seen
(Fig. 3). During the spring months March to May the N– and NE–heading azimuths
dominate (light-grey). In the second half of the years rather the S– and E–Azimuths
appear to prevail (dark-grey). While the winter and spring months show mainly con-
stant slow movements, summer and fall see a more complex pattern of slow and fast
movements, speeding-up and slowing-down, respectively.
Going into detail, the plot pinpoints some basic relative motion patterns. A phase
of highly synchronous movements in June and July 1999 strikes as an obvious fea-
ture. This phase includes several concurrence patterns in the azimuth plot with pattern
widths of up to 5 of 7 individuals. Constance patterns are pretty common in all plots,
especially in the springtime. In June and July 1999 a group turn pattern from NW to
SE is very obvious.
3.2 Swiss Political Districts Moving in an Abstract, Ideological Space
The frequently held popular referendums in Switzerland allow people to make de-
tailed inferences about value–conflicts within the society. Hermann and Leuthold [4]
140      Patrick Laube and Stephan Imfeld
developed an inductive approach to discover the basic ideological conflicts in Swit-
zerland. Performing factor analysis on referendum data at the district level of all 158
federal referendums held between 1981 and 1999, they discovered a structure of
mentality, which is composed of three dimensions: left vs. right, liberal vs. conserva-
tive and ecological vs. technocratic. The projections of this multidimensional ideo-
logical space, taken in pairs, provide a total of three two–dimensional maps of the po-
litical landscape of Switzerland.
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Fig. 3. REMO-Matrix of selected individuals of the Porcupine Caribou Project
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In these two–dimensional ideological spaces the 185 districts can be localized in
intervals of one year, from 1981 until 1999. Irrespective of their political and social
meaning, the districts can be considered as moving points in a two–dimensional
space. Thus, this is a data set that is suited for the REMO analysis concept.
(An animated view of the Swiss districts moving in the ideological space can be
seen under the URL: http://www.geo.unizh.ch/gia/research/sotomo/gifs/filmCH.gif).
All districts of a canton are grouped together in the matrix (Fig. 4). Thus, proxim-
ity in the matrix corresponds to a certain institutional and cultural similarity.
The first overview allows an obvious distinction between the German speaking
(topmost two fifths of districts) and the French and Italian speaking, Latin part (low-
ermost two fifth of districts) of Switzerland. Whereas the German speaking part in
general moves to the right, the Latin part moves to the opposite left pole (azimuth).
The French and German speaking, bilingual Canton of Fribourg (FR) endorses this
general impression. Regardless of its separation from the other Latin Cantons by
lower district numbers, it shows a Latin style color pattern.
By the means of the lexically ordered districts, the concurrency sequence of many
cantons is apparent. Obvious examples are the cantons Ticino (TI), Vaud (VD), and
Zurich (ZH) showing very comparable patterns through all districts and trough all
three plots. Seeking for other basic REMO patterns constance strikes the most. In the
azimuth plot many districts show persistence in their motion azimuth class for up to
ten and more time steps. Also turn patterns are often seen. The canton of Zurich (ZH)
shows some very obvious examples in the period 1985 to 1989. Most of its districts
perform a directional turn from “left–technocratic” over “technocratic” to “right” in
only four time steps (i.e., four years respectively). The initial starting point for the se-
quence may vary up to three years, but the overall azimuth change pattern remains the
same. Another basic pattern can be seen in the districts of the Canton of Zurich. The
district of Meilen (No. 7 from the top) anticipates the azimuth change of almost all
other districts: Already in the early nineties it performs the directional change from
“right” to “right–ecological.” The rest of the districts follow after 1992 one by one.
4 Discussion
The integrated investigation of the motion parameters motion azimuth, speed and ∂-
speed provided new insights in the large and complex data sets. The possibility to be
simultaneously aware of different motion parameters over any desired time frame al-
lows a new way of investigating processes within groups of moving points.
The REMO analysis concept allows the identification of (sub-)groups showing
equal or similar motion parameter values. Group identification was moderately possi-
ble within only a dozen individuals in the porcupine caribou data and explicitly possi-
ble in the “moving Swiss districts” data.
The two prototypical examples of the porcupine caribou data and the Swiss politi-
cal districts data show that visualization is a powerful tool for the REMO analysis
concept and thus must be implemented in an integrated analysis framework. But these
examples also reveal the limits of analysis based exclusively on the halftone–coded
matrix visualization. The larger the data sets are, the more difficult it is to interpret the
visualization of the halftone–coded matrix. For larger data sets it is essential to
develop precise measures and selective tools to identify events, processes and
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Fig. 4. REMO-Matrix of the Swiss political districts moving in an ideological space
relationships in a quantitative and reproducible manner. The analysis of concurrence
in the objects can be performed considering for instance the whole time frame and all
objects. Therefore, a measure of concurrence is used. This measure indicates numeri-
cally how much the motion parameter values of one object correspond to the motion
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parameter values of all the other objects. This measure is computed for every object
every time step and accumulated over the objects. Plotted in a cross-classified table of
the accumulated concurrence (cumulative concurrence of object A to all others, B to
all others, etc.) measures may give a condensed insight in the dynamics in the motion
of the group.
Even though the Porcupine Caribou data set (Fig. 3) has almost the optimal data
structure required for the REMO analysis concept, it has some structural shortcom-
ings and thus illustrates some methodological challenges for the REMO analysis con-
cept. First of all, the individuals are not localized absolutely synchronously. Even
though the observation week numbers correspond, the exact day of observation may
vary up to several days. Furthermore, the tracking interval varies irregularly over the
duration of observation project from twice a week over weekly to every second week.
As a straightforward approach to preprocessing, the REMO analysis concept works
with a linear interpolation of the observation fixes in weekly intervals along the time
axis. Last but not least some caribou died during the observation period (Gus-gus and
Homer) and were replaced by other collared animals (Lynetta).
In the seriation procedure [9] the knowledge discovery in the analysis process hap-
pens by human cognition after reordering rows and columns in a matrix. In contrast,
the REMO concept is designed to find patterns automatically and numerically without
reordering the objects in the matrix. The STAM/STAC data mining approach [10] is
made for localizing clusters in spatio-temporal point data, in basically immobile ob-
servation points of disease cases. In contrast, the REMO concept is designed for
tracking data describing moving points. Whereas the time plot family [7] is designed
to analyze the motion of one or at most two individuals, the REMO concept is de-
signed for an unlimited number of objects.
5 Conclusions and Outlook
This paper presents an analysis concept for spatio-temporal observation data, called
the REMO analysis concept. The REMO concept allows analyzing the relative motion
of many moving point objects. The concept bases on the combination of two key
ideas. First, several parameters describing the individuals motion are arranged in an
analysis matrix. The rows of the matrix represent the individuals, the columns con-
secutive time steps. Second, spatio–temporal “behavior” and interrelations within
groups of moving point objects are manifested as patterns in the REMO matrix. Basic
patterns of relative motion such as constance, concurrence or group turn can in fact
be identified and localized in space–time. The testing of the REMO analysis concept
both on typical GPS–tracking data and abstract socio–political data, showed its uni-
versally applicable layout. The REMO analysis concept helps to discover interrela-
tions in any kind of observation data of moving points objects, no matter whether the
data describe moving animals, moving people or any kind of moving entity in artifi-
cial spaces.
The next steps of this ongoing research project include the advancement of a pro-
totype environment to test and enhance the REMO analysis concept. The goal of this
prototype is the implementation of measures and algorithms to describe and identify
the patterns in a quantitative way. Therefore, we will define a pattern definition lan-
guage. In the testing phase we will test the REMO analysis concept with constructed
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artificial and additional real observation data sets. Furthermore we will investigate the
influence of different motion parameter classifications on the pattern detection results.
Last but not least we will extend the system to extract arbitrary pattern inherent to the
data.
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Technological advances in position-aware devices are leading to a wealth of data
documenting motion. The integration of spatio-temporal data-mining techniques
in GIScience is an important research field to overcome the limitations of static
Geographic Information Systems with respect to the emerging volumes of data
describing dynamics. This paper presents a generic geographic knowledge dis-
covery approach for exploring the motion of moving point objects, the prime
modelling construct to represent GPS tracked animals, people, or vehicles. The
approach is based on the concept of geospatial lifelines and presents a formalism
for describing different types of lifeline patterns that are generalizable for
many application domains. Such lifeline patterns allow the identification and
quantification of remarkable individual motion behaviour, events of distinct
group motion behaviour, so as to relate the motion of individuals to groups.
An application prototype featuring novel data-mining algorithms has been
implemented and tested with two case studies: tracked soccer players and data
points representing political entities moving in an abstract ideological space. In
both case studies, a set of non-trivial and meaningful motion patterns could be
identified, for instance highlighting the characteristic ‘offside trap’ behaviour
in the first case and identifying trendsetting districts anticipating a political
transformation in the latter case.
Keywords: Moving point objects; Geographic knowledge discovery; Data
mining; Pattern matching; Temporal granularity
1. Introduction
Moving point objects (MPOs) are a frequent representation for a wide and diverse
range of phenomena: for example, animals in habitat and migration studies (e.g.
Ganskopp 2001, Sibbald et al. 2001), vehicles in fleet management (e.g. Miller and
Wu 2000), agents simulating people for modelling crowd behaviour (e.g. Batty et al.
2003) and even tracked soccer players on a football pitch (e.g. Iwase and Saito
2002). All those MPOs share motions that can be represented as geospatial lifelines:
a series of observations consisting of a triple of id, location and time (Mark 1998,
Hornsby and Egenhofer 2002).
Gathering tracking data of individuals has become much easier nowadays due to
substantial technological advances in position-aware devices such as GPS receivers,
navigation systems and mobile phones. The increasing number of such devices
is already leading to a wealth of data on space–time trajectories documenting the
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spatio-temporal behaviour of animals, vehicles and people for off-line, and
potentially even on-line, analysis. These collections of geospatial lifelines represent
a rich substrate to analyse individual and group behaviour. Understanding motion
processes is an important precondition for the design of location based services
(LBS) and traffic-control systems (Mountain and Raper 2001, Smyth 2001, Miller
2003). The database research and of course the GIScience communities are both
challenged to provide methods to analyse and understand motion data. A short
review of the database and GIScience body of literature highlights accomplished and
open tasks exploring the motion of point objects.
1.1 Database research
In computer science, much work has been carried out studying the design,
implementation, and application of spatio-temporal database management systems
(STDBMS). These efforts contributed substantially to our knowledge of how to
handle motion data in information systems. Joint research initiatives such as the
CHOROCHRONOS project integrated knowledge about previously separated spatial
and temporal databases to a spatio-temporal perspective: research has been carried
out to build an ontology for STDBMS, trying to find the minimal commitment on
how space and time is structured (e.g. Frank 2001, 2003). Data models and
languages have been developed to express spatio-temporal relations and to design
and query spatio-temporal databases (e.g. Grumbach et al. 2001, Erwig and
Schneider 2002, 2003, Grumbach et al. 2003, Gueting et al. 2003). With regard to
exploring motion, we focus here on the query functionality provided by STDBMS.
Such spatio-temporal queries may involve data about moving entities. One could,
for instance, query an air-traffic control database: ‘Were any two planes close to a
collision?’ (Erwig et al. 1999, p. 271).
Traditional DBMS assume that data are constant until they are explicitly
changed. Such databases are not well suited to handle the continuously changing
positions of MPOs in real time, required for instance for a real-time taxi-cab fleet
management system. Moving Objects Databases (MOD) feature data models with
dynamic attributes, i.e. attributes that change continuously as a function of time,
without being explicitly updated. Such a MOD allows queries like ‘retrieve all air-
planes that will come within 30 miles of the airport in the next 10minutes’ using a
temporal query language, for example Future Temporal Logic (FTL) (Sistla et al.
1997, Wolfson et al. 1998, Trajcevski et al. 2004).
However sophisticated, the basic task of a query is to retrieve stored objects,
collections of objects or their observations from a database. By contrast, analysis
must go beyond querying and requires the production of new information and
knowledge that is not directly observed in the stored data (Aronoff 1989, Golledge
2002). Whereas a lot of work has been accomplished in the OLTP (on-line trans-
action processing) area, only a few contributions can be found in the OLAP (on-line
analytical processing) area, trying to investigate complex relationships and look for
patterns, trends, and exceptions (see, for example, Rivest et al. (2001) and Be´dard
et al. (2003)). Hence, sketching the years ahead after the CHOROCHRONOS project,
Koubarakis et al. (2003, p. 346) conclude: ‘Of particular interest is here the mining
of spatio-temporal patterns, since it can lead to important observations in many
applications (e.g. environmental monitoring and fleet management). There is very
little work in this area and much remains to be done.’
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1.2 GIScience
Most GIS are based on a static place-based perspective and are thus still notoriously
weak in providing tools for handling the temporal dimensions of geographic
information (Mark 2003). Some GIScience approaches to analyse motion integrate
time using the concepts of Ha¨gerstrand’s time geography with its space–time prisms
(e.g. Miller 1991, Huisman and Forer 1998, Miller and Wu 2000, Hornsby and
Egenhofer 2002, Kraak and Koussoulakou 2004). The space–time prism is a useful
concept to analyse the motion constraints of a few individuals but is limited to very
small numbers of individuals. Miller postulates expanding GIS from the place-based
perspective to encompass a people-based perspective. Therefore, he identifies the
development of a formal representational theory for dynamic spatial objects and of
new spatio-temporal data mining and exploratory visualization techniques as key
research issues for GIScience (Miller 2003).
Whereas the early days of Ha¨gerstrand’s time geography were limited to a data-
poor and computation-poor environment, nowadays spatio-temporal analysis
exists in data-rich and computation-rich environments. Knowledge discovery in
databases (KDD) and data mining are reasonable responses to the huge data
volumes in operational and scientific databases. ‘KDD has evolved from the inter-
section of research fields such as machine learning, pattern recognition, databases,
statistics, AI, knowledge acquisition for experts systems, data visualization, and
high-performance computing. The unifying goal is extracting high-level knowledge
from low-level data in the context of large data sets’ (Fayyad et al. 1996, p. 39). Data
mining is just one central component of the overall KDD process. Data mining
concerns the application of specific algorithms for extracting patterns from data.
The central belief of KDD is that information is hidden in very large databases in
the form of interesting patterns (Miller and Han 2001).
Whereas KDD and data mining have a long tradition in databases (Abraham
and Roddick 1999, Roddick et al. 2001), these approaches are only starting to enter
the field of GIScience. ‘Traditional spatial analysis tools are far from adequate for
handling the huge volumes of data and the growing complexity of analysis tasks.
Geographic data mining and geographic knowledge discovery (GKD) represent an
important direction in the development of a new generation of spatial analysis tools
in data-rich environments’ (Miller and Han 2001, p. 27). This statement is equally
true for the spatio-temporal analysis of geospatial lifelines and is thus a key
motivator for this research.
Our research seeks to contribute to the analytical power of GIScience to explore
motion represented in geospatial lifelines. In this paper, work is presented which
refines and extends a previously developed concept for GKD in motion data of
MPOs (Laube and Imfeld 2002, Laube et al. 2004). The approach allows the
formalization and identification of generic motion patterns in tracking data and
extracting instances of these formalized patterns.
The remainder of this paper is structured as follows. Section 2 gives a short
review of the RElative MOtion (REMO) analysis concept. Section 3 proposes an
object-oriented approach to model and analyse the motion of many MPOs, and
places special emphasis on dealing with varying temporal granularities in the
analysis process. Section 4 introduces a formalism to describe and match motion
patterns on geospatial lifelines. Section 5 illustrates an application prototype that
implements the REMO analysis concept. Section 6 reports on experiments with two
case studies. Section 7 discusses the concept, compares it with related approaches,
Relative motion patterns 641
and identifies strengths and open problems. Finally, conclusions are presented in
section 8.
2. The REMO analysis concept
The key idea of the REMO analysis concept is to compare the motion attributes of
point objects over space and time, and thus to relate one object’s motion to the
motion of all others (Laube and Imfeld 2002). Suitable geospatial lifeline data
consist of a set of MPOs, each featuring a list of fixes. The REMO concept is based
on two key features: First, a transformation of the lifeline data to a REMO matrix
featuring motion attributes (i.e. speed, change of speed or motion azimuth). Second,
formalized patterns are matched on this REMO matrix (figure 1).
Two simple examples shall illustrate the REMO analysis concept: Let the
geospatial lifelines in figure 1(a) be the tracks of four GPS tracked deer. Deer O1 is
moving with a constant motion azimuth of 45u during an interval t2 to t5, i.e. four
discrete time steps of length Dt (figure 1(b) and 1(c)). It is showing a constancy
(figure 1(d)). By contrast, four deer performing a motion azimuth of 45u con-
temporaneously at t4 show concurrence.
These two examples illustrate the two axes of the REMO matrix. Rows repre-
sent objects, columns represent time steps. A REMO pattern is defined as a set of
motion parameter values with an extent in time (rows) and/or across the objects
(columns). Patterns within one dimension of the matrix are the simple primitives,
serving as a basis to compose complex patterns over time and across objects. The
following is a subset of the simple REMO patterns introduced in Laube and Imfeld
(2002, p. 136):
N Constancy: Sequence of equal motion attributes for r consecutive time steps
(e.g. deer O1 with motion azimuth 45u from t2 to t5)
N Concurrence: Incident of n MPOs showing the same motion attributes value at
time t (e.g. deer O1, O2, O3 and O4 with motion azimuth 45u at t4)
N Change: Change in an MPO’s motion attributes of value v over r time steps
(e.g. deer O4 changes its motion azimuth from 90u to 0u during t3 to t5)
The consideration of interrelations not only in one, but in both dimensions of
the matrix describes complex interactions between the motion of many objects.
Complex patterns are in fact combinations of two or more simple patterns.
The following example illustrates the composition of complex patterns. Combining
Figure 1. Geospatial lifelines of four MPOs (a) used to derive at regular intervals the motion
azimuth (b). In the REMO analysis matrix consisting of classified motion attribute values (c)
generic motion patterns such as constancy, concurrence or trend-setter are matched (d).
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simple constancy with simple concurrence results in the complex pattern
trend-setter:
N Trend-setter: One trend-setting MPO anticipates the motion of n others. Thus,
a trend-setter pattern consists of a constancy linked to a concurrence (e.g. deer
O1 anticipates at t2 the motion azimuth 45u that is reproduced by all other
MPOs at time t4)
For simplicity, we focus in the remainder of this paper on the motion attribute
azimuth, even though most (but not all) facets of the REMO concept are equally
valid for speed or change of speed as well as other motion attributes that might be
determined.
3. Modelling motion attributes of MPOs
The REMO analysis concept deals with MPOs and events in their geospatial
lifelines. The object-based nature of MPOs, events and instances of patterns is
evident. Thus, the REMO world is an object-oriented world, and so is its class
design.
3.1 Modelling continuous and discrete motion
The track of an MPO in the real world is always a continuous line. However, in
order to record and analyse the pattern of its movement, the essential characteristics
of an observed track have to be represented in a discrete form suitable for storage
and analysis in an information system. Behavioural biologists, for instance, have
spent decades of field work capturing the motion paths of diverse species such as
butterflies, ants, birds, or red deer. They found that tracks can have different shapes
depending on species-specific patterns of motion. The motion of some organisms is
punctuated with periodic halts, e.g. flying butterflies periodically stop on vegetation.
Although the actual track between two flowers may be circuitous, straight segments
representing discrete moves appropriately summarize the displacements (Root and
Kareiva 1984, Turchin 1991). Other organisms like ants or deer appear to move in a
continuous way, not offering the analyst convenient stopping points. However, be it
the sampling procedure of the tracking device or the need to translate the motion in
a form suitable for storage and analysis, even continuous paths are usually
discretized and approximated by a series of straight-line segments (Turchin 1998).
‘Although most physical theories are spatially and temporally continuous the
evaluation of these theories almost always requires the existence of entities which are
spatially and temporally discrete’ (Raper and Livingstone 1995, p. 362). Raper and
Livingstone call this discretization an ‘entification at a particular granularity’.
Whereas space is usually discretized using the vector or raster models, time is
normally discretized as a series of events or recordings. Discretizing continuous
tracks, we can again benefit from the experience of the biologists in order to avoid
undersampling and oversampling. If the track is sampled at a sampling granularity
that is too coarse (undersampling), important information is lost. If, in contrast, we
introduce excessive fixes (oversampling), the track’s signal tends to be drowned out
by noise, and feigned autocorrelation between successive moves is introduced.
Hence, avoiding undersampling collecting data at the highest granularity possible is
a simple yet effective strategy. The problem of oversampling is more subtle. One
strategy is to resample the tracks at an increasingly coarse granularity, until
Relative motion patterns 643
autocorrelation between the moves disappears (see Turchin (1998, p. 130) for details
on how to avoid oversampling when discretizing tracks).
The question of how to model motion also arises when it comes to designing
and querying databases suitable for storing motion data (Gueting et al. 2003).
There are two levels of abstraction in the design of database schemata for MPOs:
modelling an MPO as acontinuous line would be a clean and simple abstract
model. When it comes to implementation, the abstract model has to be trans-
lated into a discrete model that makes particular choices and thereby restricts
the range of values of the abstract model that can be represented. The discrete
model of an MPO would be a discrete set of segments. Or, to quote Erwig et al.
(1999, p. 282): ‘Abstract models are simple, but only discrete models can be
implemented.’
3.2 Imperfect data and temporal granularity
The representation of the continuously changing position of an MPO is inherently
associated with uncertainty (Pfoser and Jensen 1999, Cheng et al. 2004). For
instance, how can the gaps between known positions be filled (Wentz et al. 2003)?
The problem increases if the fixes are not sampled regularly but irregularly with
changing time intervals and perhaps even missing values—a typical property of
data originating from position aware devices. Thus, the MPO class design should
offer ways of handling gaps to produce regularly sampled analytical derivatives such
as a REMO matrix.
Whereas the term resolution refers to the least detectable difference in a
measurement, analysis granularity stands for the level of detail, selectable by the
user. Thus, the finest granularity need not be the most adequate for the analysis
of a phenomenon. Consequently, the ability to change the temporal granularity,
referred to as temporal zooming, is an important requirement for many scienti-
fic questions (Hornsby 2001). For spatio-temporal analysis and discovery, tools
capable of changing between more and less detailed views are essential to solve a
problem or to uncover information (e.g. Bettini et al. 2000). Support of temporal
zooming is an important requirement on a class design for MPOs. Section 3.3
proposes a generic approach to derive motion attributes from irregularly sampled
lifelines at variable granularities in order to allow temporal zooming in the REMO
analysis concept.
3.3 MPO class design
In order to represent the motion attributes and behaviours (i.e. computational
methods) of MPOs, an object-oriented design was chosen. The most prominent
characteristic of the developed REMO class design is the strict separation of the
MPO MODELLING DOMAIN and the ANALYSIS DOMAIN (figure 2). This separation
allows the original tracking data to be managed separately from the analysis task.
Thus, MPOs always keep their exact lifeline data and compute their motion
attributes only on request for the analysis phase.
The class MPO maintains a list of Fixes, each holding a location Point. Based
on these data, the MPO answers any spatio-temporal request on its (motion)
attributes. The REMOMatrix class requests the motion attributes of the MPOs in
accordance with its parameters, i.e. granularity and temporal extent of the matrix.
REMOPatterns search their realizations (matches) on the REMOMatrix.
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Figure 3 shows the cooperation of the MPO MODELLING DOMAIN with the
ANALYSIS DOMAIN. The REMOMatrix requests the motion attributes at its specified
temporal granularity. For a finer granularity, the REMOMatrix requests more
motion attribute values; hence, the involved MPOs may have to interpolate between
fixes. For a coarser granularity, the REMOMatrix requests only few motion
attribute values; hence, MPOs may have to aggregate motion attributes. The
imperative of handling irregularly sampled fixes and variable temporal granularities
therefore implies two problems: (1) interpolation of motion attributes in the case of
irregular fixes or gaps of missing data; (2) aggregation of motion attributes in the
case of a coarse analysis granularity over a much finer fixing rate.
Figure 2. UML class diagram of the REMO class design showing the strict separation of the
MPO MODELLING DOMAIN and the ANALYSIS DOMAIN.
Figure 3. MPOs featuring detached attribute functions to derive motion attributes from
the known lifelines at arbitrary query times (e.g. getAzimuth(t,dt)). Fine temporal
granularities require interpolation between known fixes (e.g. the two fixes in black right
before and after the query time), coarse temporal granularities require aggregation using a
moving temporal window (e.g. the set of fixes in black within the given time interval).
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The REMO class design resolves these issues with detached attribute functions.
MPOs offer attribute functions to describe their motion based on their lifeline data
(e.g. getAzimuth()). This can happen at any desired query time and with any
desired granularity; the function is detached from the actual fixes. Thus, the
functionality for temporal and/or spatial interpolation or aggregation of motion
attributes and associated questions of fix uncertainty is encapsulated in the MPOs.
This class design allows the integration of various detached attribute functions,
using nearest-neighbour functions, focal functions or curve-fitting approaches.
Nearest-neighbour functions compute the motion attributes considering simply the
two nearest-neighbouring fixes of query time t. The focal functions use a moving
window of length Dt around query time t to smooth inaccurate or incomplete data.
Yet another approach is to first fit a smooth curve to the possibly scattered fixes and
derive motion attributes from this smoothed lifeline. In short, the MPO MODELLING
DOMAIN defines how to interpolate or aggregate motion attributes, and the ANALYSIS
DOMAIN defines when this happens (figure 3).
4. Pattern description formalism
The REMO analysis concept follows the syntactic pattern detection approach in
order to describe and detect predefined motion patterns in the geospatial life-
lines of MPOs. After Jain et al. (2000), syntactic pattern recognition adopts a
hierarchical perspective where a pattern is viewed as being composed of simple sub-
patterns, the primitives. Complex patterns are represented in terms of interrelation-
ships between primitives. A formal analogy can be drawn between the structure
of patterns and the syntax of a language. The patterns are viewed as sentences
belonging to a language, primitives are viewed as the alphabet of the language, and
the sentences are generated according to a grammar. Thus, in principle, any
arbitrarily complex pattern can be described by a set of primitives and grammatical
rules (Jain et al. 2000).
4.1 Scope of the formalism
The REMO analysis concept is designed to be a flexible and intuitive tool for
researchers. Thus, it is an important precondition that users can compose patterns in
a simple and flexible way. To allow flexible knowledge discovery, the patterns need
parameters and descriptors to adjust their size and shape. Not only the basic motion
patterns described in section 2 but also user-defined arbitrary patterns shall be
formalised. Therefore, the REMO analysis concept comes along with a pattern
description formalism to describe the introduced motion patterns. This formalism
allows the potential users to compose REMO motion patterns in a simple, yet
precise, compact and stringent way. As will be shown in the implementation section,
combining the REMO formalism with a graphical user interface to compose motion
patterns results in a effective framework for GKD. The proposed formalism is
related to the commonly used regular expression formalism and to mathematical
logic.
4.2 Using concepts of regular expressions
The commonly used regular expressions (regex) are a way of describing a set of
strings without having to list all the strings in the set (Wall et al. 1996). Regex
are basically used to determine whether a string matches a particular pattern.
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Commonly, regex are used to search, edit and manipulate string data (e.g. Wall et al.
1996, Friedl 2002). Regex are widespread in UNIX programs (grep), editors (emacs,
vi) and programming languages (perl, java, Tcl, Python). As an example, the regular
expression a{3,5} matches the bold characters in the following string:
bcbaabcaaacbcaaaaaccc
There are three major differences between pattern matching in strings using
regex and REMO pattern matching. First, and most obviously, the REMO
analysis concept requires two-dimensional pattern matching on a two-dimensional
matrix, whereas regex is normally used to match patterns on one-dimensional
strings. Second, pattern matching on the REMO analysis matrix is confronted
with two different types of dimensions. Whereas the temporal axis is an interval
scale, and thus comparable to sequences of strings, the object axis implies no
order among the objects. Thus, adjacency among objects is arbitrary (figure 1).
Third, the elements constituting a pattern are numbers on a continuous scale, rather
than characters and numerals as with regex. These three differences lead to the
differences from basic regex in the formation of the REMO pattern-matching
expressions.
Nevertheless, many features of regex are very similar to the requirements
for a REMO pattern matching formalism. Whenever possible, the REMO for-
malism uses familiar regex structures to express REMO patterns. That app-
lies, for instance, to the descriptors referring to the number of time steps and
number of MPOs building a pattern (pattern length and width, respectively;
see section 4.3.2). Slight changes had to be made to describe the range of attri-
bute values building a pattern (pattern depth; see section 4.3.3). The most pro-
minent changes emerged from the need to combine simple patterns, in either the
temporal or the objects dimension, to build the complex patterns extending across
dimensions, such as for a trend-setter.
4.3 Structural elements of the REMO pattern formalism
The most important principle of language design says that easy things should be
easy, and hard things should be possible (Wall et al. 1996). This rule also applies for
the development of the REMO formalism. The easy tasks are expressing the simple
patterns akin to known regular expressions; the harder problems involve the
formalization of the complex patterns over two matrix dimensions.
4.3.1 Simple patterns over time or across objects. First of all, the dimension of the
simple patterns in the analysis matrix must be specified. A pattern P over time
describes a sequence S of motion attribute observations Am (expression (1)). A
pattern P across objects describes an incident I of a set of concurrent motion
attribute observations Am (expression (2)).
P~S Amð Þ ð1Þ
P~I Amð Þ ð2Þ
The REMO formalism allows the formalization of identical patterns in different
but synonymous forms. Quantifiers allow Am to be specified. Attribute values v are
Relative motion patterns 647
given in brackets. REMO patterns span time and across objects, and their extent is
expressed with quantifiers in braces. Patterns over time have a length l, and patterns
across objects have a width n (expressions (3) and (4)).
P~S v1, v2, v3, . . . , vlð Þ~S v½ $ lf gð Þ ð3Þ
P~I v1, v2, v3, . . . , vnð Þ~I v½ $ nf gð Þ ð4Þ
A change C is a special form of a pattern over time. It is formalized using an
indicator for a starting attribute value v in brackets, for the value of change dv and a
length l in braces (expression (5)). The starting attribute value indicator [v] is
optional, since a starting attribute value is not always desired.
P~C v½ $ dvf g lf gð Þ ð5Þ
Change may be directional, and some attribute sets are cyclically closed (e.g. the
compass rose for the motion azimuth). Increasing change is indicated using +dv,
decreasing change using 2dv (expressions (6) and (7)).
P~C v½ $ zdvf g lf gð Þ ð6Þ
P~C v½ $ {dvf g lf gð Þ ð7Þ
Examples: A single deer heading north-east for four consecutive time steps is
formalized as P5S(45, 45, 45, 45) or P5S([45]{4}) (case a in figure 4). By contrast,
four deer all heading north-east at the same time are formalized as P5I(45, 45, 45,
90O1
t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15
O2
O3
O4
O5
O6
O7
O8
O9
O10
45 45 45 45 90 90 90 135 135 135 90 45 0 0
45 90 315 45 315 315 0 0 45 135 135 90 45 0 45
0 90 315 45 315 0 0 45 90 135 90 60 45 90 135
90 315 90 45 0 0 45 45 90 90 90 45 45 90 135
45 270 315 315 0 0 45 45 90 135 180 180 225 270 360
45 90 90 45 45 45 90 90 135 135 90 45 45 90 135
45 0 0 0 0 45 90 135 90 45 45 45 45 90 45
0 0 0 0 0 45 90 90 135 135 90 90 90 45 45
0 0 45 45 90 90 90 45 45 45 45 45 45 360 135
90 45 45 45 90 45 0 0 0 45 45 45 45 0 0
f
e
a
d
gc
b
i
j
h
Figure 4. Hypothetical REMO matrix for 10 deer over 15 time steps. REMO formalism
must be able to describe the basic and arbitrary REMO patterns. A set of example REMO
patterns is highlighted: constancy (a, d, e), concurrence (b, h), trend-setter (i), change (c, f, g),
and infection (j).
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45) or P5I([45]{4}) (case b in figure 4). A motion azimuth change of one deer
switching from east (90u) to north (0u) within three time steps would be formalized
as P5C([90]{290}{3}) (case c in figure 4).
4.3.2 Quantifiers. Much like the single characters in strings do in regex, REMO
pattern elements can have quantifiers in the REMO formalism (table 1). In our
case, the quantifiers are used to describe the pattern extent in the temporal and the
objects axis. The pattern length (time axis) can be stated as fixed {l} (exactly l time
steps), open {l,} (at least l time steps) or as a range {l, k} (between l and k time steps).
The pattern width (object axis) is formalized in an analogous way: fixed {n} (exactly
n individuals), open {n,} (at least n individuals) or as a range {n, m} (between n and
m individuals). Thus, a constancy pattern can either have a fixed, open or range
length.
A question mark (?) makes the preceding pattern element optional. An asterisk (*)
refers to a pattern element that may appear never or many times. A plus sign (+)
describes pattern elements that appear once or many times.
Examples: Analysing lifelines of deer, one might look for individuals moving
constantly towards north-east for a certain time period. Depending on the exact
scientific question, this could be stated with a fixed pattern P5S([45]{3}) (case e
in figure 4), with an open pattern P5S([45]{2,}) (cases a, d, and e), or with an range
pattern P5S([45]{2, 3}) (cases d and e only).
As a further example, one might want to identify individuals heading first
north-east (45u) and subsequently turning through east (90u) to south-east (135u).
Quantifiers allow every single step of this motion to be stated more precisely. The
expression P5S(45, 90?, 135) makes the eastward motion step optional and matches
cases d and e in figure 4. With P5S(45, 90*, 135), an arbitrary series (including 0
times) of eastward motion steps can be interposed, and again (d) and (e) match.
P5S(45, 90+, 135) requires at least one eastward motion step, which excludes (d)
from the matches.
4.3.3 Pattern depth descriptors. Since the pattern elements are numbers and not
characters or numerals, the REMO formalism has its own descriptors making it
possible to express the pattern element’s value ranges referred to as pattern depth
descriptors (see table 2). Exact motion attribute values are expressed in brackets [v].
The pattern depth descriptor can take the common relational operators less than
Table 1. Quantifiers.
Description
Length quantifiers
{l} Exactly l time steps (e.g. 4 in a row)
{l,} At least l time steps (e.g. at least 4 in a row)
{l, k} Between l and k time steps (e.g. between 4 and 6 in a row)
Width quantifiers
{n} Exactly n objects at same time (e.g. 4 objects)
{n,} At least n objects at same time (e.g. at least 4 objects)
{n, m} Between n and m objects (e.g. between 4 and 6 objects)
Element quantifiers
v? Motion attribute value v is optional
v* 0 or more times motion attribute value v
v+ 1 or more times motion attribute value v
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(,), greater than (.), less than or equal to ( ), and greater than or equal to (>).
Ranges are expressed with a hyphen (2), exclusion with a caret (‘). The OR
operator allows a choice of pattern elements to be specified, using a vertical bar (|).
Since a pattern element is unique, the AND operator (&) is omitted.
Examples: One possible use of pattern depth descriptors is to find an individual
deer that first moves exactly north-east and then moves on in a direction between
north-east and south-east. This pattern is formalized as P5S(45, [45–135]). One
match amongst many others in figure 4 is instance (f).
4.3.4 Unbound patterns. So far, all the patterns consisted of clearly specified
motion attribute observations Am. However, some users might not know in advance
which exact values the REMO patterns in their data will have. There might, for
instance, lurk constancy patterns of u as well as v or w in a data set. In this case, the
constancy pattern has a shape but no defined content, and the pattern is unbound. A
bound pattern in contrast has defined motion attribute observations. The REMO
formalism features the wildcard [#] to express unbound patterns. Pattern P in
expression (8) matches any sequence of l consecutive equal motion attribute
observations. Pattern P in expression (9) matches any set of n concurrent motion
attribute observations.
P~S #½ $ lf gð Þ ð8Þ
P~I #½ $ nf gð Þ ð9Þ
Examples: P5I([#]{4}) matches any set of four deer concurrently moving
in the same direction. Two possible instances of P are highlighted as (b) and (h)
in figure 4. As will be seen in the implementation section, unbound pattern
matching has been chosen to keep the prototype as generic as possible. Diverse
filtering procedures turn unbound pattern matching back into bound pattern
matching.
4.3.5 Complex patterns over time and across objects. The REMO formalism
presented so far is closely related to basic regex. The major differences come with the
need to express two-dimensional patterns on a two-dimensional analysis matrix. The
solution chosen for the REMO formalism follows an intuitive and simple approach.
Since complex patterns are defined as a composite of simple patterns, i.e. sequences
Table 2. Pattern depth descriptors.
Depth quantifiers Description
[v] Exactly motion attribute value v (e.g. azimuth 45u)
[(v] At least motion attribute value v (e.g. azimuth 45uor more)
[>v] Not more than motion attribute value v (e.g. azimuth 45u or less)
[.v] More than motion attribute value v (e.g. more than azimuth 45u)
[,v] Less than motion attribute value v (e.g. less than azimuth 45u)
[v2w] Motion attribute value range between v and w (e.g. azimuth
between 45u and 135u)
[‘v] All possible motion attribute values except v
[u|v|w] Motion attribute values u or v or w (e.g. 45u or 90u or 135u)
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and incidents, it is straightforward to reproduce this construction principle in the
formalism. A complex pattern is formalized as a set of simple patterns that are
temporally linked (expression (10)):
complexPatterni~
simplePattern1 : interval1
simplePattern2 : interval2
simplePattern3 : interval3
% % % : . . .
simplePatternn : intervaln
8>>>><
>>>:
ð10Þ
The term intervali allows indication of the relative temporal order of the linked
simple patterns. Although in many cases, a complex pattern will either have a
common shared start time tb or end time te, this is not required to build a complex
pattern.
The following set shows three trend-setters with different lengths {l}, {l,}, and
{l, k}, respectively, expressions (11), (12), and (13):
P~
S v½ $ lf gð Þ
I v½ $ nf gð Þ
:
:
te{lz1, . . . , te
te
!
ð11Þ
P~
S v½ $ l,f gð Þ
I v½ $ nf gð Þ
:
:
te{j, % % % , te l{1ð Þ¡j¡ e{1ð Þj
te
!
ð12Þ
P~
S v½ $ l, kf gð Þ
I v½ $ nf gð Þ
:
:
te{j, % % % , te l{1ð Þ¡j¡ k{1ð Þj
te
!
ð13Þ
Quantifiers can be used not only to describe sets of single REMO matrix cells but
also to compose complex patterns. For example, the contemporary occurrence of n
identical constancy patterns of length l could be viewed as a concurrence of n
constancy patterns and thus be expressed as a nested term (14).
P~I S v½ $ lf gð Þ nf gð Þ ð14Þ
Examples: Investigating group dynamics in a herd of deer, one might search for
an alpha individual initiating a travel in a north-east motion before all other
members of the herd. Such a trend-setter pattern P is shown in case i figure 4. Deer
O6 anticipates at time t4 three time steps in advance the motion of the deer O7, O8,
and O10 (expression (15)):
P~
S 45½ $ 3f gð Þ
I 45½ $ 4f gð Þ
:
:
te{2, . . . , te
te
!
ð15Þ
A slight modification of the trend-setter pattern illustrates the potential of the
REMO formalism. The pattern of interest shall be called infection (case j in figure 4):
a deer starts to move along the motion azimuth 45u at tb. After two time steps, two
other deer join this emerging group and show the same motion. Another two deer
join one time step later. A set of three deer are joining the group at tb+5 building an
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incident of width 8 (16):
P~
S 45½ $ 6f gð Þ
I S 45½ $ 4f gð Þ 2f gð Þ
I S 45½ $ 2f gð Þ 2f gð Þ
I 45½ $ 8f gð Þ
:
:
:
:
tb, % % % , tbz5
tbz2, % % % , tbz5
tbz4, % % % , tbz5
tbz5
8>><
>>:
ð16Þ
The REMO formalism offers a simple and comprehensible way to describe
arbitrary REMO patterns. The formalism is used to describe the pattern-matching
process in the following sections.
5. Implementation
As a proof of concept, the REMO analysis approach was implemented as an app-
lication prototype in Java. Three reasons argued for a stand-alone solution instead
of customizing an out-of-the-box GIS. First, there was the need for an object-
oriented spatio-temporal class design for MPOs, not present in most of today’s
commercial GIS. Second, high demands on integrating the pattern-matching process
with visualization required an open and flexible environment. Third, only a few
traditional GIS functions were required.
To maximize the intuitiveness of use for potential users (e.g. wildlife biologists or
social scientists), we refrained from developing an interpreter for the REMO
formalism. Hence, we decided to develop an application prototype featuring an
easy-to-use graphical user interface (GUI). Thus, the REMO prototype features
modules to manage and preprocess the data, to animate the MPOs in a space–time
viewer (figure 8), to control the pattern matching process (figure 5) and to visualize
results.
5.1 GKD process
The example of matching the pattern P5S([#]{4,}) illustrates the GKD process
(figure 6). Upon user request, the mainController first calls create to build
an MPOGroup. The MPOGroup calls subsequently create to construct a matrix
based on the lifelines of the MPOs. The matrix is built according to the pro-
perties set up by the mainController: the dimensions, the temporal granularity
Figure 5. Pattern descriptors like pattern length, width and depth can be specified in
different interfaces. The REMO pattern specified in this example is the constancy
P5S([#]{4,}).
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and the motion attribute of interest and its reclassification (setParameter()).
Under the control of the users, the mainController calls create to set up
(setParameter()) a pattern to search on the matrix. The pattern
matching process locates instances of the searched pattern on the matrix. A
matchList gathers the resulting matches (create) for later visualization
(highlight()) and further investigations. This process can be repeated with
varied matrix and pattern properties.
Note that the pattern matching itself is two-tiered. First, unbound patterns like
P5S([#]{4,}) are constructed (figure 5) and matched on the matrix. Only in a
downstream filtering process can users select patterns of specified values from the
matchList. This step reduces in this example the matches of P5S([#]{4,}) to the
probably fewer matches of P5S([45]{4,}).
5.2 Pattern-matching algorithms
Matching REMO patterns on the REMO matrix has a certain similarity to the
classical pattern matching problem on strings. Given a text string T of length n and
a pattern string P of length m, one wants to know first whether P is a substring of
T and second where on T this match is located. Decomposing a REMO matrix
into its rows (motion attribute arrays) and columns (time-slices) allows the use
of derivatives of classical string pattern-matching algorithms like the Brute-Force
Pattern Matching (BFPM) or Knuth–Morris–Pratt (KMP) (Knuth et al. 1977).
While pattern matching on strings compares characters, REMO pattern matching
has to compare numbers which can be associated with relational operators.
However, the basic principles remain the same. Complex patterns are matched by
first matching constitutive simple patterns in either the temporal or object
dimension and then testing whether the additional conditions over both dimensions
are also met.
Figure 6. Simplified UML sequence diagram of the implemented REMO pattern-matching
process.
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Brute-force pattern matching simply tests all the possible placements of P rela-
tive to T in the worst case in O(nm) running time (Goodrich and Tamassia 1998).
KMP uses a failure function f for the pattern string P which encodes repeated
substrings inside the pattern itself to reuse previous comparisons and thus avoid
unnecessary comparisons. It achieves in the worst case a running time of O(n+m)
(Goodrich and Tamassia 1998). The performance of the application prototype did
not show worst-case behaviour and thus did not encounter significant performance
problems with the above-mentioned algorithms and with the case-study data used
so far. With larger data volumes, there may be a requirement to develop and use
more sophisticated pattern-matching algorithms.
6. Case studies
The REMO analysis concept and its implementation prototype have been tested
with various data ranging from tracked individuals to moving data points in
abstract spaces. Two different case studies illustrate the concept’s generic app-
licability: football (soccer) players tracked on the pitch and data points in an
abstract ideological space.
6.1 Football players
From a non-scientific perspective, the motion of football players is probably the
most intensively observed and most competently discussed motion of individuals
ever created by human culture. However, from a GIScientist’s perspective, a team of
football players is a group of MPOs acting in a structured way on a well-defined
space and over a well-defined time period. Thus, football players are an ideal case
study to evaluate the REMO analysis concept. The motion of a team of football
players is highly coordinated. Luring the other team into the offside trap, for
example, requires coordinated motion of all four defenders in a row. Another
example might be if a creative striker governs the motion of the row of defenders
at the back.
The data used emerged from research pursued with the aim of tracking football
players using multiple television cameras (Iwase and Saito 2002, 2003). The time
frame covers about 33 of a football game in a Japanese University league, tracking
11 players with a sampling rate of 15 fixes per second (figure 7). Note the confusing
tangle of lifelines produced by such a small group of 11 individuals and such a short
time frame of half a minute.
For simplicity and illustration purposes, we focus on the motion azimuth in this
example. The REMO matrix in figure 7 has a granularity of one fix per second to
simplify the matrix and to eliminate short-term positional noise. Since the pitch’s
orientation in this example is left to right, the team is attacking to the east (azimuth
90u) and defending to the west (azimuth 270u).
First, we search for constancy. Constancy with regard to tracked football
players describes players running in one direction for some period. This pattern
can especially be expected for the left and right wingers as well as for the strikers.
The former repeatedly sprint along the side-lines, the latter striking from the
midfield in the direction of the opponent’s goal. As a first simple example, we search
for the longest straight tracks in this data sample. Figure 8 illustrates the matches
for a constancy of at least length 10 (P5S([270]{10,})). The three players No. 5, 14,
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Figure 8. Three matches of a constant motion azimuth 270u over at least 10 s. Note that the
motion azimuth is classified into eight discrete classes and computed over a temporal interval
with a specific length. Hence, the tracks of the matched objects 5, 14, and 21 are considered to
be straight to the east, even if the exact values may be scattering slightly around 270u.
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and 21 showing this long straight sprint are indeed offensive players with the
longest way back and thus forced to take the straight line.
As a second pattern, we try to identify a concurrence. Common sense and a
first inspection of figure 7 suggest that concurrent motion is often seen in the life-
lines of a team of football players. For example, the maintenance of an effective
offside trap demands highly coordinated motion from the defenders. If we are
interested in the degree of coordination in the players’ motion, we can search for
concurrence incidents with as many participants as possible. In the present example,
a concurrence consisting of 10 out of 11 players can be found. The event shown in
figure 9 illustrates the reaction of almost the whole team to an attack at time t15;
10 MPOs move backwards, with an azimuth of 270u, respectively formalized as
(P5I([270]{10,})).
From a football coach’s perspective, trend-setters might be of special interest. A
trend-setting football player might anticipate the important moves in the game.
For this illustration of the concept trend-setter, we focus on the coordinated
defending of the team around t14. The general exploratory task is to find trend-
setters anticipating this move. In the example in figure 10, we identify a trend-setter
of at least length 4 and with at least eight team mates joining in the backwards move
of the leading individual.
P~
S 270½ $ 4,f gð Þ
I 270½ $ 8,f gð Þ
:
:
te{3, . . . , te
te
!
ð17Þ
Football scene analysis using multiple TV cameras has a huge potential for
strategy understanding and making digest TV programs. Investigating the emerging
vast amount of lifeline data from sports applications requires spatio-temporal data-
mining methods. We identify this field as an opening opportunity to bring in the
knowledge and tradition of GIScientists analysing spatio-temporal data.
6.2 Abstract data points
The frequently held popular referendums in Switzerland (approx. eight to 10 per
year) allow researchers to make detailed inferences about value conflicts within the
society. Hermann and Leuthold (2001) developed an inductive approach to discover
the basic ideological conflicts in Switzerland. Performing a factor analysis on refer-
endum data at the district level of all 158 federal referendums held between 1981 and
1999, they hypothesized a structure of mentality, which was interpreted as being
composed of three dimensions: political left vs. political right, liberal vs. conser-
vative and ecological vs. technocratic. The axes of this multidimensional ideological
space, taken in pairs, provide a total of three two-dimensional maps of the political
landscape of Switzerland (Hermann and Leuthold 2003). In these two-dimensional
ideological spaces, the 185 districts can be localized in intervals of one year, from
1981 until 1999. Irrespective of their political and social meaning, the districts can be
considered as moving points in a two-dimensional space (figure 11).
Figure 12(a) shows the REMO matrix for the motion azimuth of the districts. The
districts of a Canton (member states of the Swiss Federation) are grouped together
in the matrix (figure 12(a)). Thus, proximity in the matrix corresponds to a certain
institutional and cultural similarity.
To show the generic potential of the REMO analysis concept, we investigate the
old argument as to whether the German and the Latin part (French, Italian and
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Figure 9. At t15, almost the whole team synchronously moves back to the own goal to
establish a defence formation. Only player 6 is classified to 315u instead of 270u.
Figure 10. Lifelines in the football pitch illustrating the early backwards motion of players
No. 5, 14, and 21. Only at t14 do the followers No. 1, 2, 4, 8, 10, 24, and 25 join in to complete
the trendsetting pattern described in formula (17). Note that the REMO matrix plot contains
16 overlapping instances of the same trend-setter pattern.
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Figure 11. Motion of the 185 districts in the ideological space developed by Hermann and
Leuthold (2003) using the MPO Viewer of the REMO prototype application. The uppermost
frame contains the abstract ideological space spanning between the dimensions political left
(left) vs. political right (right) and ecological (top) vs. technocratic (bottom). Every point
chain holds the consecutive fixes of one district. For this screen shot, the time-frame
controlling sliders at the bottom were set to the time 1995 and a time-frame length of 4 years.
Thus, each point chain represents all fixes of its district in the ideological space between 1993
and 1997. The arrow in the top-right corner highlights the motion of the district Meilen to the
‘ecological-right’ corner of the ideological space.
Figure 12. Political divergence of the German-speaking part from the francophone part of
Switzerland in the 1990s. (a) Overview of the motion azimuths of the 185 districts from 1981
until 1999. (b, c) Constancy patterns towards the right respectively left political pole. (d, e)
Concurrence patterns of the trend. (f, g) Trend-setters of the trend.
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Rhaeto-romanic) of Switzerland are politically diverging, opening the so-called
‘Ro¨schtigraben’ (‘Ro¨schti’ being a characteristic Swiss-German food, and ‘Graben’
being a ridge; literally ‘ro¨schti-ridge’, the concept used to describe the cultural divide
between the two parts of country). Since we are not political scientists, it is not our
intention to derive any statistically significant political conclusions. In fact, we
merely want to demonstrate the exploratory potential of our approach, identify-
ing segregation tendencies to motivate further political research on the topic. Such
tendencies can be extracted with the REMO concept, detecting for constancy
patterns to show that there really is a notable sum of districts moving in a specified
direction. For this illustration, we searched for constancy patterns with a length of 7
years, a third of the entire period of 20 years.
Figure 12(b) reveals in the upper two thirds 45 districts showing P5S([90]{7,})
standing for a rightwards motion of the German speaking districts in the 1990s (36%
of all German speaking districts). The lower third of the plot in figure 12(c) shows
18 constancies of P5S([270]{7,}) illustrating the opposite motion to the left by
the francophone districts (39% of the francophone districts). As an interesting
feature, two German-speaking districts could be identified that show a fairly isolated
constant leftward drift in the 1980s (in the centre of figure 12(c), Sargans SG and
Stein SH).
Having found so many constancies of length 7 in only one decade points to the
assumption that there must be concurrences, representing the divergence of the
German- and French-speaking districts. Those concurrences are expected to spread
over a width corresponding approximately to the sum of the constancies found
above. Indeed, figure 12(d) shows six subsequent concurrences P5I([90]{45,}) mainly
in the German-speaking districts and figure 12(e) a striking over-representation
of French speaking districts involved in one of the nine occurrences of
P5I([270]{18,}).
Finally, the question arises as to whether the REMO analysis concept could
identify the districts anticipating the left–right divergence. Figure 12( f ) and (g) give
the first hints on this issue, showing all matches to the following trend-setter pattern,
again mapping approximately the dimensions of the constancies and concurrences
found:
P~
S 90½ $ 7,f gð Þ
I 90½ $ 45,f gð Þ
:
:
t0, . . . , t6
t6
!
ð18Þ
This trend-setter pattern can be matched a total of 72 times. The real trend-setting
districts are those who anticipate the rightward drift the earliest. To identify them,
the trend-setter pattern is expanded to:
P~
S 90½ $ 12,f gð Þ
I 90½ $ 45,f gð Þ
:
:
t0, . . . , t11
t11
!
ð19Þ
Figure 12( f ) shows the result. Three districts can very clearly be identified as the
trend-setters (Trachselwald BE, Zofingen AG and Go¨sgen SO). The first two
districts anticipate more than 10 years in advance a motion attribute that at least 45
followers later adopt. To identify trend-setters in the leftward drift of the French-
speaking districts, the following pattern has been matched:
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P~
S 270½ $ 7,f gð Þ
I 270½ $ 18,f gð Þ
:
:
t0, . . . , t6
t6
!
ð20Þ
Figure 12(g) helps to identify the first two districts heading left (Conthey VS and
Entremont VS).
The spatialization of statistical data, for example by plotting the annual
shift of political entities in a ideological space, provides an opportunity for
motion analysis. GIScience may contribute with its analysis and visualization
potential. Both case studies underscore the need for designing generic methods
for spatio-temporal knowledge discovery, as proposed with the REMO analysis
concept.
7. Discussion
This discussion first evaluates our approach with respect to other approaches
providing analysis tools for spatio-temporal data and their potential to analyse
motion data. Second, we discuss some open problems of modelling MPOs relevant
to our approach. Third, we conclude with an outlook.
7.1 Evaluation
7.1.1 Descriptive statistics. Common descriptive statistics applied to all available
data of a single individual or of a group are unsuitable to investigate motion.
Collapsing the data into a set of descriptive measures makes it impossible to detect
inter-object relations and spatially or temporally delimited motion patterns. By
contrast, the REMO analysis concept allows the data of many individuals to be
investigated concurrently and thus allows detection of short- and long-term as well
as inter-object relationships.
7.1.2 Database management systems. In database research, numerous approaches
exist to extend common query languages to cover the special properties of spatio-
temporal data, e.g. SQL/temporal, (TQuel, TSQL2) or Future Temporal Logic
(TFL) (Snodgrass 1987, Snodgrass and Kucera 1995, Sistla et al. 1998, Abraham
and Roddick 1999). Such temporal queries may even involve moving query
windows (Raptopoulou et al. 2003). Database queries and the REMO syntactic
pattern detection approach have in common that the users must have a predefined
idea of what they are looking for. However, querying a database normally
implies retrieving stored objects, collections of objects or their observations from a
database. Potential results from a database query are single MPOs or lists of MPOs,
temporal intervals or subspaces that satisfy specific spatio-temporal conditions. By
contrast, REMO performs an analysis on information that is not per se stored in
the database. The REMO approach allows not only query but interrelation of stored
data and derived data to create value-added information about motion events.
Motion events are intrinsically spatio-temporal entities, relating the individual
histories of single MPOs with the collective history of a group (cf. the trend-setter
pattern).
Furthermore, the REMO approach allows patterns to be constructed on a higher
level of abstraction, describing only the structural hull of an event but not its specific
instantiation. For instance, P5I([#]{3}) describes only the abstract form of a
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motion behaviour, matching three MPOs heading in the same direction, irrespective
of whether this is north, east, west, or south. Since REMO works on derivatives of
the actual stored data, it can perform an analysis on different granularities. The
granularity can easily be changed by the potential user for every analysis session.
Varying the granularity of the pattern-matching process can even be an important
analysis task.
7.1.3 Dynamic cartography and exploratory spatial data analysis (ESDA). Another
set of analysis tools for tracking data focuses on the visualization of spatio-temporal
data and on analysis based on interactivity (e.g. Andrienko and Andrienko 1999,
MacEachren et al. 1999, Edsall et al. 2000). ESRI Inc., for instance, offers a tool
to visualize and analyse tracking data, the ArcGIS Tracking Analyst extension.
It features various symbology options and a sophisticated playback manager.
Its exploratory power lies, however, in the functionality to define events and to
visualize where and when they occur. Thus, an analysis is performed in an explo-
ratory way, depending predominantly on the user’s knowledge of the data and their
sensitivity to conspicuous features. Most of the ESDA approaches share the data
projection and reduction step with the REMO analysis concept. However, while
dynamic cartography and ESDA depend on an alert user to find eye-catching
patterns or trends viewing the data from varying perspectives, the REMO analysis
concept provides a quantitative approach. Instead of qualitative exploration, it
offers the formalization of expected patterns and their detection in a quantitative
and automated and, above all, in an objective and repeatable way. In short, it
adopts the syntactic pattern detection approach.
7.1.4 KDD and data mining. KDD and its component data mining in spatio-
temporal data are mainly focused on cluster detection in changing point dis-
tributions. Besides the seminal work of Openshaw (Openshaw 1994, Openshaw et al.
1999) on long-term disease data, further research was also carried out. For instance,
Sadahiro worked on various urban point patterns (Sadahiro 2002). Whereas
Openshaw’s approaches follow the ‘search everywhere for the unusual’ philosophy,
Sadahiro tracks the local maxima of density surfaces over time to reveal the dis-
placement of disease clusters. However, there is a fundamental difference between
these approaches and the REMO analysis concept: In the former case, the points
represent point occurrences of, for instance, disease cases, that is point distributions
without trackable individuals. In the latter case, the points represent successive
fixes of trackable individuals. The latter information is of potentially higher
information content and offers completely different analysis approaches, e.g. the
establishment of spatio-temporal inter-object relationships shown in the REMO
analysis concept.
With the REMO analysis concept, we propose a comprehensive procedure for
GKD in MPO data. Our approach incorporates the whole range of KDD functions
introduced by Fayyad et al. (1996) and adapted for geographic knowledge discovery
by Miller and Han (2001): data selection, data pre-processing, data enrichment,
data reduction and projection, data mining and visualization, interpretation and
reporting. The REMO analysis process involves first the selection and integration
of lifeline data (cf. data selection, pre-processing), second the derivation of motion
properties using the detached attribute functions (cf. data enrichment), third the
construction of the REMOMatrix (cf. data reduction and projection), fourth
the application of the REMO data-mining algorithms (cf. data mining), and fifth
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the use of the visualization tools to facilitate interpretation (cf. visualization,
interpretation and reporting).
Patterns are non-random properties and relationships that are valid, novel,
useful and ultimately understandable (Fayyad et al. 1996). Valid means that the
pattern has to be general enough to apply to new data. The REMO patterns have
been tested with such diverse data as GPS-tracked animals, football players on a
pitch and moving data points in an abstract ideological space. A novel pattern is
non-trivial and unexpected. A trend-setter anticipating 12 time steps before 45
followers join a motion feature is without doubt both non-trivial and unexpected.
To be useful, a pattern has to lead to some benefit for the user. Even though a list of
REMO pattern matches does not explain the complex behaviour of wild animals,
the sometimes unpredictable paths of football players, or the complex processes of
Swiss society, it provides useful initial insights and gives hints for further scientific
investigations. Finally, a pattern should be ultimately understandable, that is, simple
and interpretable by humans. Using obvious and intuitive patterns, a simple analysis
matrix and an extension of an established formalism, the REMO analysis concept is
easy to understand for its potential users.
7.2 Open problems
The integration of the MPO MODELLINGDOMAIN and the ANALYSIS DOMAIN revealed
a set of generic problems of describing the motion of tracked individuals. Since
similar problems arise in any implementation of MPO models, we discuss them here
in detail.
7.2.1 Uncertain and missing fixes. Dealing with real tracking data, one is often
faced with uncertain or missing fixes. For the detection of relative motion patterns,
intervals with uncertain or missing MPO tracks can be fatal. Within the REMO
approach, the use of detached attribute functions to construct a derivative analysis
matrix at arbitrary granularities allows us to circumvent this problem. Nevertheless,
real geospatial lifeline data will always be incomplete and error-prone. Thus, dealing
with imperfect lifeline data remains an open research problem (Pfoser and Jensen
1999, Wentz et al. 2003).
7.2.2 Interpolation issues. Just as in the spatial case (see O’Sullivan and Unwin
2003), radius-limited or nearest-neighbour interpolation of motion attributes on
lifeline data have two points in common. First, the size of the moving window is
arbitrary. Even though users will select the interval of the moving window according
to the characteristics of the data, different interval lengths may change the results
of the data-mining process. Second, the wider the moving window is chosen, the
smoother the lifeline description becomes. In the case of tracking data with a very
high sampling rate, this may be desired to eliminate the effects of inaccurate fixes. In
many other cases, excessive smoothing undesirably blurs the crucial turns of
lifelines.
7.2.3 Fix sampling rate vs. analysis granularity. As introduced in section 3.1,
oversampling lifelines with sparse fixes may create artefacts, e.g. false constancy
patterns filling the gaps between temporally distant fixes. To avoid semantic
mismatches, the tracking data should have the same sampling rate as the granu-
larity used in the analysis task (Cheylan 2001, Hornsby 2001). Thus, the tem-
poral granularity of the sequences should be chosen at the granularity given by the
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fix sampling rate. On the other hand, the Nyquist–Shannon sampling theorem
(Nyquist 1928, Shannon 1949) applies if every single fix must be sampled. Following
the theorem, the sampling frequency for computing motion attributes must be
greater than twice the shortest interval between two fixes. Since the detached
attribute functions use interpolation, the Nyquist–Shannon theorem, however,
cannot be applied in the REMO approach. Nevertheless, integrating the granu-
larity problem and the sampling theorem a rule of thumb can be stated. The motion
attribute granularity should be similar to the sampling rate of the original
observation data (Turchin 1998). In short, the sampling rate of the input data limits
the analysis.
7.2.4 Aggregation. Another crucial issue arises similar to the modifiable areal unit
problem (MAUP) (Openshaw 1984). Describing lifelines, we consider different
temporal aggregations instead of spatial aggregations as with the classical MAUP.
The potentially arbitrary aggregation comes with the mapping of the irregular
fixes on to the regular REMO matrix, determined by a granularity and a starting
time. If the temporal units were specified differently, we might observe very different
patterns and relationships. The effects of different aggregation schemes on lifeline
data will therefore have to be studied in detail.
7.2.5 Classification. Yet another granularity effect shows the classification of the
motion attributes. The number of matched patterns is highly dependent on the
attribute granularity of the pattern matching process. For example, the classifica-
tion of motion azimuth into only the two classes east and west would reveal a lot of
presumably meaningless constancy patterns. By contrast, every constancy pattern
found with 360 azimuth classes would tend to be highly meaningful. Linear,
standard deviation or quantile approaches all produce different classification results
and thus different patterns and relationships.
7.3 Outlook
In future work, we intend to test the REMO approach with an extended set of real
case studies and synthetic data. In addition to the football players and socio-
political data described in the case study section, we will include data of GPS
tracked ungulates and sharks. To create synthetic data, we are using constrained
random walk (CRW) models. CRW models make it possible to simulate geospatial
lifelines of arbitrary temporal and spatial granularity for stochastic numerical
experiments, i.e. Monte Carlo (MC) simulations.
The aim of the MC experiments is to establish a more objective basis for decid-
ing whether or not the detected REMO patterns are random and, if the patterns
are not random, to quantify how unusual they are. Therefore, we will first generate a
set of n sample data sets and subsequently run the REMO data-mining algori-
thms on the generated lifelines, systematically varying the settings of the pattern-
matching process. We therefore can evaluate the meaningfulness and interestingness
(Silberschatz and Tuzhilin 1995, 1996) of our patterns and discover potential
granularity effects.
We will furthermore continue and intensify the investigation of further and more
complex motion parameters such as speed, change of speed, and motion sinuosity.
Additionally, we will address in detail the problem of interpolating and aggregating
lifeline data. We will therefore integrate additional interpolation and aggregation
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techniques into the detached attribute functions and investigate their performance
with our case-study data.
8. Conclusions
The main contribution of this paper is the development of a generic approach for
geographic knowledge discovery (GKD) in geospatial lifeline data. The approach
builds on the integration of the following crucial steps of knowledge discovery in
databases (KDD) (Fayyad et al. 1996, Miller and Han 2001):
N Data reduction and projection: The transformation of the lifeline data to an
analysis matrix featuring motion attributes (i.e. speed, change of speed, motion
azimuth) allows the comparison of the object’s motion across objects and over
time.
N Exploratory analysis and model selection: The REMO formalism allows the
description of patterns of relative motion in geospatial lifeline data.
N Data mining: Pattern-detection algorithms facilitate the automatic search for
relative motion patterns within large data sets.
N Visualization: Interactive linking of the mined patterns with the object’s motion
in a MPO viewer allows the interpretation of the mined patterns in order to
suggest avenues for further research.
To demonstrate the generic nature of the approach, we used football players
tracked on a pitch and data points moving in an abstract ideological space, namely
displacement of Swiss districts in ideological space over 20 years. We demonstrated
that our proposed methodology is able to extract a set of valid, novel, useful and
understandable motion patterns from these datasets.
We showed that REMO GKD reveals many more motion patterns than are
easily identified through visual inspection and can do so in a more formal and
hence repeatable way. Thus, the presented methodology may increase our
knowledge about various processes in dynamic geospatial data. More generally
speaking, GKD is an interesting and promising analysis technique to respond to
the current increase of spatio-temporal data and the developing need for their
analysis.
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Abstract 
Technological advances in position aware devices increase the availability 
of tracking data of everyday objects such as animals, vehicles, people or 
football players. We propose a geographic data mining approach to detect 
generic aggregation patterns such as flocking behaviour and convergence 
in geospatial lifeline data. Our approach considers the object's motion 
properties in an analytical space as well as spatial constraints of the ob-
ject's lifelines in geographic space. We discuss the geometric properties of 
the formalised patterns with respect to their efficient computation. 
Keywords: Convergence, cluster detection, motion, moving point objects, 
pattern matching, proximity 
1 Introduction 
Moving Point Objects (MPOs) are a frequent representation for a wide and 
diverse range of phenomena: for example animals in habitat and migration 
studies (e.g. Ganskopp 2001; Sibbald et al. 2001), vehicles in fleet man-
agement (e.g. Miller and Wu 2000), agents simulating people for model-
ling crowd behaviour (e.g. Batty et al. 2003) and even tracked soccer play-
ers on a football pitch (e.g. Iwase and Saito 2002). All those MPOs share 
motions that can be represented as geospatial lifelines: a series of observa-
tions consisting of a triple of id, location and time (Hornsby and Egenhofer 
2002). 
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Gathering tracking data of individuals became much easier because of 
substantial technological advances in position aware devices such as GPS 
receivers, navigation systems and mobile phones. The increasing number 
of such devices will lead to a wealth of data on space-time trajectories 
documenting the space-time behaviour of animals, vehicles and people for 
off-line analysis. These collections of geospatial lifelines present a rich en-
vironment to analyse individual behaviour. (Geographic) data mining may 
detect patterns and rules to gather basic knowledge of dynamic processes 
or to design location based services (LBS) to simplify individual mobility 
(Mountain and Raper 2001; Smyth 2001; Miller 2003). 
Knowledge discovery in databases (KDD) and data mining are re-
sponses to the huge data volumes in operational and scientific databases. 
Where traditional analytical and query techniques fail, data mining at-
tempts to distill data into information and KDD turns information into 
knowledge about the monitored world. The central belief in KDD is that 
information is hidden in very large databases in the form of interesting pat-
terns (Miller and Han 2001). This statement is true for the spatio-temporal 
analysis of geospatial lifelines and thus is a key motivator for the presented 
research. Motion patterns help to answer the following type of questions. 
x Can we identify an alpha animal in the tracking data of GPS-collared 
wolves?  
x How can we quantify evidence of 'swarm intelligence' in gigabytes of 
log-files from agent-based models?  
x How can we identify which football team played the more catching lines 
of defense in the lifelines of 22 players sampled at seconds? 
The long tradition of data mining in the spatio-temporal domain is well 
documented (for an overview see Roddick et al. (2001)). The Geographic 
Information Science (GISc) community has recognized the potential of 
Geographic Information Systems (GIS) to 'capture, represent, analyse and 
explore spatio-temporal data, potentially leading to unexpected new 
knowledge about interactions between people, technologies and urban in-
frastructures (Miller 2003). Unfortunately, most commercial GIS are based 
on a static place-based perspective and are still notoriously weak in provid-
ing tools for handling the temporal dimensions of geographic information 
(Mark 2003). Miller postulates expanding GIS from the place-based per-
spective to encompass a people-based perspective. He identifies the devel-
opment of a formal representation theory for dynamic spatial objects and 
of new spatio-temporal data mining and exploratory visualization tech-
niques as key research issues for GISc. 
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In this paper work is presented which extends a concept developed to 
analyse relative motion patterns for groups of MPOs (Laube and Imfeld 
2002) to also analyse the object's absolute locations. The work allows the 
identification of generic formalised motion patterns in tracking data and 
the extraction of instances of these formalised patterns. The significance of 
these patterns is discussed. 
2 Aggregation in Space and Time 
Following Waldo Tobler's first law of geography, near things are more re-
lated than distant things (Tobler 1970). Tolber's law is often referred to as 
being the core of spatial autocorrelation (Miller 2004). Nearness as a con-
cept can be extended to include both space and time. Thus analysing geo-
spatial lifelines we are interested in objects near in space-time. Objects that 
are near at certain times might be related. Although correlation is not cau-
sality, it provides evidence of causality that can (and should) be assessed in 
the light of theory and/or other evidence. Since this paper focuses on the 
formal and geometrical definition and the algorithmic detection of motion 
patterns we use geometric proximity in euclidian space to avoid the vague 
term nearness. 
To analyse geospatial lifelines this could mean that MPOs moving 
within a certain range influence each other. E.g. an alpha wolf leads its 
pack by being seen or heard, thus all wolves have to be located within the 
range of vision or earshot respectively. Analysing geospatial lifelines we 
are interested in first identifying motion patterns of individuals moving in 
proximity. Second we want to know how, when and where sets of MPOs 
aggregate, converge and build clusters respectively. 
Investigating aggregation of point data in space and time is not new. 
Most approaches focus on detecting localized clustering at certain time 
slices (e.g. Openshaw 1994; Openshaw et al. 1999). This concept of spatial 
clusters is static, rooted in the time sliced static map representation of the 
world. With a true spatio-temporal view of the world aggregation must be 
perceived as the momentary process convergence and the final static clus-
ter as its possible result. The opposite of convergence, divergence, is 
equally interesting. Its possible result, some form of dispersal, is much less 
obvious and thus much harder to perceive and describe. 
A cluster is not the compulsory outcome of a convergence process and 
vice versa. A set of MPOs can very well be converging for a long time 
without building a cluster. The 22 players of a football match may con-
verge during an attack without ever forming a detectable cluster on the 
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pitch. In reverse, MPOs moving around in a circle may build a wonderful 
cluster but never be converging. In addition the process of convergence 
and the final cluster are in many cases sequential. Consider the lifelines of 
a swarm of bees. At sunset the bees move back to the hive from the sur-
rounding meadows, showing a strong convergence pattern without build-
ing a spatial cluster. In the hive the bees wiggle around in a very dense 
cluster, but do not converge anymore. In short, even though convergence 
and clustering are often spatially and/or temporally tied up, there need not 
be a detectable relation in an individual data frame under investigation. 
3 The Basic REMO–Analysis Concept 
The basic idea of the analysis concept is to compare the motion attributes 
of point objects over space and time, and thus to relate one object's motion 
to the motion of all others (Laube and Imfeld 2002). Suitable geospatial 
lifeline data consist of a set of MPOs each featuring a list of fixes. The 
REMO concept (RElative MOtion) is based on two key features: First, a 
transformation of the lifeline data to a REMO matrix featuring motion at-
tributes (i.e. speed, change of speed or motion azimuth). Second, matching 
of formalized patterns on the matrix (Fig. 1). 
Two simple examples illustrate the above definitions: Let the geospatial 
lifelines in Fig. 1a be the tracks of four GPS-collared deer. The deer O1 
moving with a constant motion azimuth of 45° during an interval t2 to t5, 
i.e. four discrete time steps of length t, is showing constance. In contrast, 
four deer performing a motion azimuth of 45° at the same time t4 show 
concurrence. 
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Fig. 1. The geospatial lifelines of four MPOs (a) are used to derive in regular in-
tervals the motion azimuth (b). In the REMO analysis matrix (c) generic motion 
patterns are matched (d). 
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The REMO concept allows construction of a wide variety of motion pat-
terns. See the following three basic examples: 
x Constance: Sequence of equal motion attributes for r consecutive time 
steps (e.g. deer O1 with motion azimuth 45° from t2 to t5). 
x Concurrence: Incident of n MPOs showing the same motion attributes 
value at time t (e.g. deer O1, O2, O3, and O4 with motion azimuth 45° at 
t4) 
x Trend-setter: One trend-setting MPO anticipates the motion of n others. 
Thus, a trend-setter consists of a constance linked to a concurrence (e.g. 
deer O1 anticipates at t2 the motion azimuth 45° that is reproduced by all 
other MPOs at time t4) 
For simplicity we focus in the remainder of this paper on the motion at-
tribute azimuth, even though most facets of the REMO concept are equally 
valid for speed or change of speed. 
4 Spatially Constrained REMO patterns 
The construction of the REMO-matrix is an essential reduction of the in-
formation space. However it should be noted that this step factors out the 
absolute locations of the fixes of the MPOs. The following two examples 
illustrate generic motion patterns where the absolute locations must be 
considered.  
x Three geese all heading north-west at the same time – one over London, 
one over Cardiff and one over Glasgow are unlikely to be influenced by 
each other. In contrast, three geese moving north-west in the same gag-
gle are probably influenced. Thus, for flocking behaviours the spatial 
proximity of the MPOs has to be considered.  
x Three geese all heading for Leicester at the same time – one starting 
over London, one over Cardiff and one over Glasgow show three differ-
ent motion azimuths, not building any pattern in the REMO matrix. 
Thus, convergence can only be detected considering the absolute loca-
tions of the MPOs. 
The basic REMO concept must be extended to detect such spatially 
constrained REMO patterns. In Section 4.1 spatial proximity is integrated 
and in Section 4.2 an approach is presented to detect convergence in rela-
tive motion. Section 4.3 evaluates algorithmic issues of the proposed ap-
proaches. 
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4.1 Relative Motion with Spatial Proximity 
Many sheep moving in a similar way is not enough to define a flocking 
pattern. We expect additionally that all the sheep of a flock graze on the 
same hillside. Formalised as a generic motion pattern we expect for a 
flocking the MPOs to be in spatial proximity. To test the proximity of m 
MPOs building a pattern at a certain time we can compute the spatial prox-
imity of the m MPO's fixes in that time frame. Following Tobler's first law, 
proximity among MPOs can be considered as impact ranges, or the other 
way around: a spatio-temporally clustered set of MPOs is evidence to sug-
gest an interrelation among the involved MPOs. 
The meaning of spatial constraint in a motion pattern is different if we 
consider the geospatial lifeline of a single MPO. The consecutive observa-
tions (fixes) of a single sheep building a lifeline can be tested for prox-
imity. Thus the proximity measure constrains the spatial extent of single 
object's motion pattern. A constance for a GPS-collared sheep may only be 
meaningful if it spans a certain distance, excluding pseudo-motion caused 
by inaccurate fix measurements. 
Different geometrical and topological measures could be used to con-
strain motion patterns spatially. The REMO analysis concept focuses on 
the following open list of geometric proximity measures. 
x A first geometric constraint is the mean distance to the mean or median 
center (length of star plot). 
x Another approach to indicate the spatial proximity of points uses the 
Delaunay diagram, applied for cluster detection in 2-D point sets (e.g. 
Estivill-Castro and Lee 2002) or for the visualisation of habitat-use in-
tensity of animals (e.g. Casaer et al. 1999). According to the cluster de-
tection approach two points belong to the same cluster, if they are con-
nected by a small enough Delaunay edge. Thus, adapted to the REMO 
concept a second distance proximity measure is to limit the average 
length of the Delauney edges of a point group forming a REMO pattern. 
x Proximity measures can have the form of bounding boxes, circles or el-
lipses (Fig. 2). The simplest way of indicating an impact range would be 
to specify a maximal bounding box that enclosed all fixes relevant to the 
pattern. Circular criteria can require enclosing all relevant fixes within 
radius r or include the constraint to be spanned around the mean or me-
dian center of the fixes. Ellipses are used to rule the directional elonga-
tion of the point cluster (major axis a, minor axis b). 
x Another areal proximity measure for a set of fixes is the indication of a 
maximal border length of the convex hull. 
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Using these spatial constraints the list of basic motion patterns intro-
duced in Section 3 can be amended with the spatially constrained REMO 
patterns (Fig. 2). 
x Track: Consists of the REMO pattern constance and the attachment of 
spatial constraint. Definition: constance + spatial constraint S. 
x Flock: Consists of the REMO pattern concurrence and the attachment of 
a spatial constraint. Definition: concurrence + spatial constraint S. 
x Leadership: Consists of the REMO pattern trend-setter and the attach-
ment of a spatial constraint. For example the followers must lie within 
the range (x, y) when they join the motion of the trend-setter. Defini-
tion: trend-setter + spatial constraint S. 
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Fig. 2. The figure illustrates the constraints of the patterns track, flock and 
leadership in the analysis space (the REMO matrix) and in the geographic space. 
Fixes matched in the analysis space are represented as solid forms, fixes not 
matched as empty forms. Some possible spatial constraints are represented as 
ranges with dashed lines. Whereas in the situations (a) the spatial constraints for 
the absolute positions of the fixes are fulfilled they are not in the situations (b): 
For track the last fix lies beyond the range, for flock and leadership the quadratic 
object lies outside the range. 
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4.2 Convergence 
At the same time self-evident and fascinating are groups of MPOs aggre-
gating and disaggregating in space and time. An example is wild animals 
suddenly heading in a synchronised fashion for a mating place. Wildlife 
biologists could be interested in the who, when and where of this motion 
pattern. Who is joining this spatio-temporal trend? Who is not? When does 
the process start, when does it end? Where lies the mating place, what spa-
tial extent or form does it have? A second example comes from the analy-
sis of crowd behaviour. Can we identify points of interest attracting people 
only at certain times, events of interest rather than points of interest, losing 
their attractiveness after a while? To answer such questions we propose the 
spatial REMO pattern convergence. 
The phenomenon aggregation has a spatial and a spatio-temporal form. 
An example may help to illustrate the difference. Let A be a set of n ante-
lopes. A wildlife biologist may be interested in identifying sets of ante-
lopes heading for some location at certain time. The time would indicate 
the beginning of the mating season, the selected set of m MPOs the ready-
to-mate individuals, and the spot might be the mating area. This is a con-
vergence pattern. It is primarily spatial, that means the MPOs head for an 
area but may reach it at different times. On the other hand the wildlife bi-
ologist and the antelopes may share the vital interest to identify MPOs that 
head for some location and actually meet there at some time extrapolating 
their current motion. Thus, the pattern encounter includes considerations 
about speed, excluding MPOs heading for a meeting range but not arriving 
there at a particular time with the others. 
x Convergence: Heading for R. Set of m MPOs at interval i with motion 
azimuth vectors intersecting within a range R of radius r. 
x Encounter: Extrapolated meeting within R. Set of m MPOs at interval i 
with motion azimuth vectors intersecting within a range R of radius r 
and actually meeting within R extrapolating the current motion. 
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Fig. 3. Geometric detection of convergence. Let S be a set of 4 MPOs with 7 fixes 
from t0 to t6. The illustration shows a convergence pattern found with the parame-
ters 4 MPOs at the temporal interval t1 to t3. The darkest polygon denotes an area 
where all 4 direction vectors are passing at a distance closer than r. The pattern 
convergence is found if such a polygon exists. Please note that the MPOs do not 
build a cluster but nevertheless show a convergence pattern. 
The convergence pattern is illustrated in Figure 3. Let S be a set of 
MPOs with n fixes from t0 to tn-1. For every MPO and for every interval of 
length i an azimuth vector fitting in its fixes within i represents the current 
motion. The azimuth vector can be seen as a half-line projected in the di-
rection of motion. The convergence is matched if there is at any time a cir-
cle of radius r that intersects n directed half-lines fitted for each MPO in 
the fixes within i. For the encounter pattern whether the objects actually 
meet in future must additionally be tested. 
The opposites of the above described patterns are termed divergence and 
breakup. The latter term integrates a spatial divergence pattern with the 
temporal constraint of a precedent meeting in a range R. The graphical rep-
resentation of the divergence pattern is highly similar to Fig. 3. The only 
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difference lies in the construction of the strips, heading backwards instead 
of forwards, relative to the direction of motion. 
4.3 Algorithms and Implementation Issues 
In this section we develop algorithms to detect the above introduced mo-
tion patterns and analyse their efficiency. 
The basic motion patterns in the REMO concept are relatively easy to 
determine in linear time. The addition of positions requires more complex 
techniques to obtain efficient algorithms. We analyse the efficiency of pat-
tern discovery for track, flock, leadership, convergence, and encounter in 
this section. We let the range be a circle of given radius R. Let n denote the 
number of MPOs in the data set, and t the number of time steps. The total 
input size is proportional to nt, so a linear time algorithm requires O(nt) 
time. We let m denote the number of MPOs that must be involved in a pat-
tern to make it interesting. Finally, we assume that the length of a time in-
terval is fixed and given. 
The addition of geographic position to the REMO framework requires 
the addition of geographic tests or the use of geometric algorithms. The 
track pattern can simply be tested by checking each basic constance pat-
tern found for each MPO. If the constance pattern also satisfies the range 
condition, a track pattern is found. The test takes constant additional time 
per pattern, and hence the detection of track patterns takes O(nt) time 
overall. 
Efficient detection of the flock pattern is more challenging. We first 
separate the input data by equal time and equal motion direction, so that 
we get a set of n'  n points with the same direction and at the same time. 
The 8t point sets in which patterns are sought have total size O(nt). To dis-
cover whether a subset of size at least m of the n points lie close together, 
within a circle of radius R, we use higher-order Voronoi diagrams. The m-
th order Voronoi diagram is the subdivision of the plane into cells, such 
that for any point inside a cell, some subset of m points are the closest 
among all the points. The number of cells is O(m(n'-m)) (Aurenhammer 
1991), and the smallest enclosing circle of each subset of m points can be 
determined in O(m) time (de Berg et al. 2000, Sect. 4.7). If the smallest  
enclosing circle has radius at most R, we have discovered a pattern. The 
sum of the n' values over all 8t point sets is O(nt), so the total time needed 
to detect these patterns is O(ntm2 + nt log n). This includes the time to 
compute the m-th order Voronoi diagram (Ramos 1999). 
Leadership pattern detection can be seen as an extension of flock pattern 
detection. The additional condition is that one of the MPOs shows con-
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stance over the previous time steps. Leadership detection also requires 
O(ntm2+nt log n) time. 
For the convergence pattern, consider a particular time interval. The n 
MPOs give rise to n azimuth vectors, which we can see as directed half-
lines. To test whether at least m MPOs out of n converge, we compute the 
arrangement formed by the thickened half-lines, which are half-strips of 
width 2r. For every cell in the arrangement we determine how many thick-
ened half-lines contribute, which can be done by traversing the arrange-
ment once and maintaining a counter that shows in how many half-strips 
the current cell is. If a cell is contained in at least m half-strips, it consti-
tutes a pattern. Computing the arrangement of n half-strips and setting the 
counters can be done in O(n2) time in total; the algorithm is very similar to 
computing levels in arrangements (de Berg et al. 2000, Chap. 8). Since we 
consider t different time intervals, the total running time becomes O(n2t). 
The encounter pattern is the most complex one to compute. The reason 
is that extrapolated meeting times must also match, which adds a dimen-
sion to the space in which geometric algorithms are needed. We lift the 
problem into 3-D space, where the third dimension is time. The MPOs be-
come half-lines that go upward from a common horizontal plane represent-
ing the beginning of the time interval; the slope of the half-lines will now 
be the speed. The geometric problem to be solved is finding horizontal cir-
cles of radius R that are crossed by at least m half-lines, which can be 
solved in O(n4) time with a simple algorithm. For all time intervals of a 
given length, the algorithm needs O(n4t) time. 
5 Discussion 
The REMO approach has been designed to analyse motion basing on geo-
spatial lifelines. Since motion is expressed by a change in location over 
time the REMO patterns intrinsically span over space and time. Our ap-
proach thus overcomes the limitation of only either detecting spatial clus-
ters on snapshots or highlighting temporal trends in attributes of spatial 
units. It allows pattern detection in space-time. 
REMO patterns rely solely on point observations and are thus expressi-
ble for any objects that can be represented as points and leave a track in a 
euclidean space. Having translated the expected behaviours into REMO 
patterns, the detection process runs unsupervised, listing every pattern oc-
currence. The introduced patterns can be detected within reasonable time. 
Many simple patterns can be detected in close to linear time if the size of 
the subset m that constitutes a pattern is a constant, which is natural in 
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many situations. The encounter pattern is quite expensive to compute, but 
since we focus on off-line analysis, we can still deal with data sets consist-
ing of several hundreds of MPOs. Note that the dependency on the number 
of time steps is always linear for fixed length time intervals. The most 
promising way to obtain more efficient algorithms is by using approxima-
tion algorithms, which can save orders of magnitude by stating the compu-
tational problem slightly less firm (Bern and Eppstein 1997). In short, the 
REMO concept can cope with the emerging data volumes of tracking data. 
Syntactic pattern recognition adopts a hierarchical perspective where 
complex patterns are viewed as being composed of simple primitives and 
grammatical rules (Jain et al. 2000). Sections 3 and 4 introduced a subset 
of possible pattern primitives of the REMO analysis concept. Using the 
primitives and a pattern description formalism almost arbitrary motion pat-
terns can be described and detected. Due to this hierarchical design the 
concept easily adapts to the special requirements of various application 
fields. Thus, the approach is flexible and universal, suited for various life-
lines such as of animals, vehicles, people, agents or even soccer players. 
The detection of patterns of higher complexity requires more sophisticated 
and flexible pattern matching algorithms than the ones available today. 
The potential users of the REMO method know the phenomenon they 
investigate and the data describing it. Hence, in contrast to traditional data 
mining assuming no prior knowledge, the users come up with expectations 
about conceivable motion patterns and are able to assess the results of the 
pattern matching process. Therein lies a downside of the REMO pattern 
detection approach: It requires relatively sophisticated knowledge about 
the patterns to be searched for. For instance, the setting of an appropriate 
impact range for a flock pattern is highly dependent on the investigated 
process and thus dependent on the user. In general the parametrisation of 
the spatial constraints influences the number of patterns detected. Further 
research is needed to see whether autocalibration of pattern detection will 
be possible within the REMO concept. 
Even though the REMO analysis concept assumes users specifying pat-
terns they are interested in, the pattern extent can also be viewed as an 
analysis parameter of the data mining approach. One reason to do so is to 
detect scale effects lurking in different granularities of geospatial lifeline 
data. The number of matched patterns may be highly dependent on the spa-
tial, temporal and attributal granularity of the pattern matching process. 
For example the classification of motion azimuth in only the two classes 
east and west reveals a lot of presumably meaningless constance patterns. 
In contrast, the probability of finding constance patterns with 360 azimuth 
classes is much smaller, or take the selection of the impact range r for the 
flock pattern in sheep as another example. By testing the length of the im-
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pact range r against the amount of matched patterns one could search for a 
critical maximal impact range within a flock of sheep. Future research will 
address numerical experiments with various data to investigate such rela-
tions.  
A critical issue in detecting convergence is fitting the direction vector in 
a set of fixes. Only slight changes in its azimuth may have huge effects on 
the overlapping regions. A straightforward solution approach to this prob-
lem is to smooth the lifelines and then fitting the azimuth vector to a seg-
ment of the smoothed lifeline. 
The paper illustrates the REMO concept referring to ideal geospatial 
lifeline data. In reality lifeline data are often imprecise and uncertain. Sud-
den gaps in lifelines, irregular fixing intervals or positional uncertainty of 
fixes require sophisticated interpolation and uncertainty considerations on 
the implementation side (e.g. Pfoser and Jensen 1999). 
6 Conclusions 
With the technology driven shift from the static map view of the world to a 
dynamic process in GIScience, cluster detection on snapshots is insuffi-
cient. What we need are new methods that can detect convergence proc-
esses as well as static clusters, especially if these two aspects of space-time 
aggregation are separated. We propose a generic, understandable and ex-
tendable approach for data mining in geospatial lifelines. Our approach in-
tegrates individuals as well as groups of MPOs. It also integrates parame-
ters describing the motion as well as the footprints of the MPOs in space-
time.  
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Abstract. This paper presents a method to evaluate a
geographic knowledge discovery approach for exploring the
motion of point objects. The goal is to provide a means of
considering the significance of motion patterns, described
through their interestingness . We use Monte-Carlo
simulations of constrained random walks to generate
populations of synthetic lifelines, using the statistical
properties of real observational data as constraints. Pattern
occurrence in the synthetic data is then compared with
observational data to assess the potential interestingness of
the found patterns. We use motion data from wildlife biology
and spatialisation in political science for the evaluation. The
results of the numerical experiments show that the
interestingness of found motion patterns is largely dependant
on the configuration of the pattern matching process, which
includes the pattern extent, the temporal granularity, and the
classification schema used for the motion attributes azimuth
and speed. The results of the numerical experiments allow
interestingness to be attached only to some of the patterns
found, – other patterns were suggested to be not interesting.
The evaluation method helps in estimating useful
configurations of the pattern detection process. This work
emphasises the need to further investigate the statistical
aspects of the problem under study in (geographic)
knowledge discovery.
Keywords. geographic knowledge discovery, motion,
lifelines, pattern detection, constrained random walk, Monte
Carlo experiments.
1 Introduction
Location aware devices are becoming ubiquitous and will increase our
capability to collect spatio-temporal motion data by many orders of magnitude.
The ubiquity of such devices is reflected by the fact that in the summer of 2004
the Japanese Telecommunications Council declared that all mobile phones
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introduced in Japan after 2007 should have self-locating functionality. Studies
of so-called moving point objects (MPO), incorporating information about
changing positions of discrete objects in time and space, have been identified
as a key emerging research area in GIScience (Miller 2003). By studying
MPOs through time, individual geospatial lifelines can be derived from large
datasets collected, for example, from people carrying GPS-enabled phones and
PDAs (e.g. Dykes & Mountain, 2003), tracked animals in field studies (e.g.
Wentz et al. 2003), or even tracked football players in sports scene analysis
(e.g. Iwase & Saito, 2003).
It has been recognised that not only is spatial data special, but also the
handling and analysing of spatio-temporal data, and above all motion data,
requires the development of new concepts (Frank, 2001; Mark, 2003).
Traditional analytical methods for spatial and spatio-temporal data were
developed in an era when data collection was expensive and computational
power was weak (Miller & Han, 2001). Miller and Han thus reason that
“traditional spatial analytical techniques cannot easily discover new and
unexpected patterns, trends and relationships that can be hidden deep within
very large and diverse geographic datasets” (Miller & Han, 2001, p. 3).
The integration of knowledge from the field of GIScience about space-time
together with the emerging field of Knowledge Discovery in Databases opens
up the possibility for Geographic Knowledge Discovery (GKD). Applications
which generate large volumes of spatio-temporal data, such as high-resolution
(in time and space) satellite-based systems (Griffiths & Mather, 2000), and in
our case the analysis of geospatial lifelines (Hornsby & Egenhofer, 2002;
Mark, 1998) face multiple challenges in the storage and exploration of high-
volume spatio-temporal datasets and thus present excellent cases for the
application of GKD.
It has been recognized in the knowledge discovery in databases (KDD)
literature that discovery systems can generate a glut of patterns, most of which
are of no interest to the user (Padmanabhan, 2004; Silberschatz and Tuzhilin,
1996). Thus, it is recommended that data mining be carried out with regard to
the statistical aspects of the problem (Fayyad et al., 1996).
In this paper work is presented which extends the relative motion (REMO)
GKD approach developed to identify motion patterns in groups of MPOs
(Laube and Imfeld, 2002; Laube et al., 2004; Laube et al., 2005). The REMO
approach allows the user to search large volumes of data for instances of pre-
defined patterns, which are constructed on the basis of existing knowledge
about the motion of the objects under study. However, the user has no means
by which to estimate the significance (for example, the uniqueness) of the
extracted patterns. The number and the extent of patterns found may depend
significantly on both the motion data and the parameterisation of the pattern
detection process. Many more patterns may be identified in a space where
motion is constrained, for example on a football pitch, than in the seemingly
chaotic motion of children in a playground. A central question for GKD is
therefore, how can we assess the significance of patterns extracted from such
cases?
Our approach focuses on the use of Monte-Carlo simulations to generate
synthetic lifelines constrained by the statistical properties of real observational
data. Pattern occurrence in the simulated data is then compared with
observational data to assess the potential significance of the patterns. Finally,
having identified potentially interesting patterns we return to the observational
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data to investigate whether these patterns have meaning in terms of the system
under investigation.
The paper is structured as follows. Section 2 provides a literature overview
on geographic knowledge discovery in general, the REMO GKD approach,
pattern interestingness, and on different potential approaches to simulating
geospatial lifelines. In Section 3 the central ideas of our evaluation approach
are introduced. The data used in the study are introduced in Section 4. Section
5 describes the methodology for producing constrained random walks to
produce synthetic lifelines, and their use in Monte-Carlo simulation for
numerical experiments. The results of these experiments are presented in
Section 6, and their meaning and application to the observational data is
discussed in Section 7 before examining the general applicability of these
results to the field of GKD.
2 Background
2.1 Geographic Knowledge Discovery
Knowledge discovery in databases (KDD) is a set of methods for
identifying high-level knowledge from low-level data in the context of large
datasets. As an interdisciplinary approach it integrates methods from machine
learning, pattern recognition, databases, statistics, artificial intelligence,
knowledge acquisition for experts systems, data visualisation, and high-
performance computing (Fayyad et al., 1996). KDD moves beyond the
traditional domain of statistics to accommodate data normally not amenable to
statistical analysis. Descriptive statistics usually involve small and relatively
noiseless numeric data scientifically sampled from a large population with a
specific question in mind. In contrast, KDD is designed for data collected and
stored in many scientific or enterprise databases which are potentially noisy,
non-numeric, and incomplete.
The KDD process is interactive and iterative, involving data selection, data
cleaning and pre-processing, data reduction and projection, exploratory
analysis and data mining, and result interpretation and evaluation. The central
belief of KDD is that information is hidden in very large databases in the form
of interesting patterns (Miller & Han, 2001). Data mining, that is the
application of specific algorithms for extracting patterns from data, is thus just
one component of the overall KDD process, (Fayyad et al., 1996).
Miller and Han (2001) identified unique needs and challenges for
integrating KDD into GIScience. They argue that geographic data has unique
properties that require special KDD and specifically data mining approaches.
As examples of uniquely spatial properties they list the geographic
measurement framework (Euclidian geometry and topology), spatial
dependency and heterogeneity, the complexity of spatio-temporal objects and
relationships, and diversity of involved data types. Hence, the need for specific
geographic knowledge discovery and geographic data mining techniques is
proposed as an important area for research.
2.2 The REMO approach
REMO GKD seeks to discover motion patterns in the lifelines created by a
group of MPOs. Suitable lifeline data consists of the trajectories of a set of
MPOs each featuring a list of fixes (x,y,t). The approach is based on two key
features (Figure 1):
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• a transformation of the lifeline data (a) to an analysis matrix (b,c)
featuring motion attributes (i.e. speed, change of speed or motion
azimuth),
• followed by matching of formalized patterns on the matrix (d).
The geospatial lifelines in Figure 1 (a) represent the tracks of four GPS-
collared deer. Deer O1, moves with a constant motion azimuth of 45° during an
interval from t2 to t5, i.e. four discrete time steps of length !t, and shows a
constancy pattern. The four deer with the same motion azimuth of 45° at the
time t4 show a concurrence pattern. An MPO anticipating the motion of others
shows a trend-setter pattern. Thus, a trend-setter pattern is constructed by
searching for constancy in conjunction with concurrence (e.g. deer O1
anticipates at t2 the motion azimuth 45° that is reproduced by all other MPOs at
time t4).
Fig. 1. The REMO GKD approach. The geospatial lifelines of four MPOs (a) are used to
derive at regular intervals the motion azimuth (b). In the REMO analysis matrix consisting
of classified motion attribute values (c) generic motion patterns such as constancy,
concurrence or trend-setter are matched (d).
2.3 Pattern Interestingness
Finding interesting patterns in large databases requires that pattern
discovery algorithms are developed, where the patterns found are considered to
be an anomalous feature of the data, departing from what might be expected
(Hand, 2004). The perennial problem of pattern discovery is to define what an
anomalous pattern is within the context of a very large dataset. A feature of
discovered patterns is considered by the KDD community to be their
interestingness (Silberschatz & Tuzhilin, 1996, Padmanabhan, 2004) – that is
to say do the patterns have some meaning to the user within the context of the
KDD process. Within KDD criteria for interesting patterns are divided into
those which are objective and subjective. Objective measures depend solely on
the structure of the pattern and the underlying data. Subjective measures
depend also on the class of users exploring the data, bearing in mind that
patterns that are of interest for one user class, may be of no interest to another
class (Silberschatz & Tuzhilin, 1996). Tuzhilin & Silberschatz (1996) identify
two reasons why a pattern is interesting from a subjective point of view:
unexpectedness, which indicates how surprising the pattern is to a user, and
actionability which indicates whether the user can act on the pattern to his/her
advantage. However, in very large datasets a pattern may be unexpected, but
nonetheless not unusual. A key need in examining unexpectedness is therefore
to quantify how often a supposedly unexpected pattern occurs within the
dataset, and better, the likelihood of such an unexpected pattern occurring. In
this paper we use interestingness to assess the potential significance of mined
patterns in a GKD process.
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2.4 Simulating Motion
Although the potential of large datasets containing many thousands of
MPOs for use in GKD is clear, the actual availability of very large datasets has
been limited in the past for two main reasons. Firstly, these datasets were
simply not available for a combination of legal (e.g. privacy) and technical
reasons (Pfoser & Theodoridis, 2003), and secondly research in KDD and
GKD has proceeded on the basis of the expected increase in volume of data.
Thus, considerable work has been done in generating synthetic motion data in a
diverse range of subjects including ecology, transport modelling and database
research. Importantly, the use of synthetic data allows the generation of
arbitrary spatial and temporal granularities. A summary of key elements of this
work is introduced below.
In population ecology synthetic motion data is widely used to study the
distribution and abundance of organisms. See Turchin (1998) for an
introduction to the measuring and modelling population redistribution in
animals and plants. In transport modelling synthetic motion data emerges from
traffic simulation for transportation planning (Nagel et al., 2000). In the spatio-
temporal data base management (STDBMS) community synthetic data has
been used generating semantics-based trajectories of MPOs for designing novel
data types and access methods for spatio-temporal databases (Pfoser &
Theodoridis, 2003) and for benchmarking of proposed database models
(Brinkhoff, 2002; Saglio & Moreira, 2001).
A variety of different approaches exist to the simulation of motion data.
These range from relatively simple random walk procedures, commonly used
in ecology (Turchin, 1998) through to complex multi-agent simulations (Batty
et al. 2003). Whatever the approach, there are two key features: firstly, the
simulation of the MPOs themselves and secondly, the environment within
which they can act, interact and react.
In our case, the environment has no influence on the MPOs other than
constraining their movement within some bounding box. Our datasets consist
solely of fixes, with no associated environmental attributes for a given time and
place. Thus, we focus here on the representation of MPOs as simple point
objects performing some kind of random walk. Within the random walk
framework MPOs link moves, each featuring a duration, a speed and a
direction. A move can be influenced by the direction of its previous move,
local conditions or attraction towards some destination. Typically (but not
necessarily), there is a stochastic element involved in selecting the next move
(Turchin, 1998). For correlated random walks the direction of the current
move does affect the direction of the next move. Step length and turning angle
of the subsequent move are drawn from some stochastic frequency distribution,
for instance in the case of direction with turning angles concentrated around
zero. A biased random walk includes the influence of an absolute direction, i.e.
a long distance attraction. The work presented in this paper adopted a
constrained random walk, where constraints from the analysis of real
observation data are used to set turning angle distributions and step sizes
(Wentz et al., 2003).
Monte Carlo simulation is widely used in GIScience and other fields to
quantify the effects of variables with some uncertainty (Heuvelink, 1999). In
combination with constrained random walks and the associated frequency
distributions, Monte Carlo techniques offer the possibility of generating
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multiple lifelines for use in experiments with synthetic data and comparison
with observational data.
2.5 Aims of this paper
From this background we can summarise the key aims of this paper.
• How can we estimate the interestingness of motion patterns mined
by the REMO GKD approach?
• Is the use of Monte Carlo simulated populations of synthetic
motion data an appropriate strategy for evaluating a motion pattern
detection approach?
• Do interesting patterns as defined through these techniques
correspond with events which have meaning to domain experts?
3 Evaluating the REMO approach
Hand (2004) defined pattern discovery as the search for anomalous features
of the data, departing from the expected. However, the challenge lies in
defining the expected. If an unexpected pattern is also unique, then the user can
reasonably examine its interrelationships and infer meaningfulness. If, on the
other hand, an unexpected pattern occurs many times how can we first assess if
it is not only unexpected, but unusual given the parameterisation of the data?
The first step in assessing such unexpectedness is therefore to develop
techniques to simulate lifelines which have similar statistical properties to the
observed data. Our approach to simulating lifelines uses constraints derived
from the objects under study to derive synthetic motion data of arbitrary spatial
and temporal granularities.
Silberschatz and Tuzhilin (1996) propose unexpectedness as a measure of
interestingness of patterns. They argue that patterns are interesting because
they contradict our expectations, given by our system of beliefs. One option to
capture the beliefs is to formulate a statistical hypothesis. The degree of belief
is then defined as a significance level for which the statistic for a certain test is
on the borderline of acceptance of the hypothesis. The main drawback of this
statistical approach to indicate unexpectedness is that not any belief can be
formulated as a testable hypothesis (Silberschatz & Tuzhilin, 1996). For this
reason we replace the statistical hypothesis with Monte Carlo simulations,
choosing the detour of numerical experiments to learn about “the expected”
from the stochastic properties of the simulations.
Since our aim is to assess the interestingness of REMO patterns, we
hypothesise that interesting patterns will have a higher ratio of occurrence to
those created in simulated CRWs. Monte Carlo simulations are used to
generate a population of simulated CRWs, which can be compared with the
observational data. Our underlying assumption is that those patterns which
appear to be outliers from the stochastic properties of the simulations are those
which we can attach some initial meaning to, prior to further investigation by
the user.
The technique used to generate lifelines is crucial. Synthetic lifelines
created by a complete random walk would not be suitable in assessing the
interestingness of motion patterns since within the complete random walk
framework every step is completely independent of the previous step with
respect to both direction and step length. Such lifelines do not represent the
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characteristic motion of either migrating animals or the Swiss districts.
Behavioural ecologists have addressed this problems by using simulation
techniques that consider the characteristics of MPOs and their motion
behaviour (Bergmann et al., 2000; Byers, 2001; Turchin, 1998; Wentz et al.,
2003).
For many simulation problems the use of stochastic frequency distributions
known from the literature which characterise the objects and their motion are a
suitable choice. However, if such general knowledge is not available, one
possible solution is to derive frequency distributions directly from the
observation data at hand. For example, Wentz et al. (2003) used two different
techniques to create synthetic trajectories filling gaps in the incomplete
lifelines of primate species for analysing home range and daily ranging
patterns. They illustrated that the use of constrained random walk produced
reasonable approximations of field observations and for certain species
performed significantly better in analysis than simple linear interpolation
between the known points in the trajectory.
4 Data
Two contrasting datasets are used in evaluating our approach. One of these
consists of wildlife data, with a relatively small number of objects, but well
understood behaviour. The other dataset are a classic example of spatialisation,
where aspatial attributes are projected into a geographic space. This second
dataset consists of many more objects and time steps than our wildlife data, and
is a typical example of a dataset where GKD might be expected to reveal
hitherto unseen patterns.
4.1 Porcupine Caribou
The Porcupine Caribou Herd Satellite Collar Project is a cooperative
project that uses satellite radio collars to document seasonal range and
migration patterns of the Porcupine Caribou Herd (PCH) in northern Yukon,
Alaska and Northwest Territories (NWT). Details about the Porcupine Caribou
Project including the original tracking data can be found under
http://www.taiga.net/satellite.
This data set has been selected because it has the ideal granularity suitable
to analyse seasonal migration. Furthermore seasonal migration is a known
behaviour within the PCH and well documented (Fancy et al., 1989; Fancy &
Whitten, 1999; Griffith et al., 2002). A key test of the usefulness of the REMO
system must be its ability to identify known patterns, such as this migration.
Just as with any other wildlife field study, this observation data set does not
provide a complete coverage of all individuals over the whole study period.
Animals die, loose their GPS collar, or had their collars removed. Thus, our
experiments focus on a subgroup of the herd, consisting of 10 individuals
simultaneously tracked over almost two years, starting from March 2003 (see
Figure 2a).
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Fig.2. Observed and simulated Porcupine Caribou data. (a) Tracks of 10 individuals of
PCH between March 2003 and December 2004. (b) One sample of r = 100 simulated
populations of constrained random walks. The simulated tracks feature the same
frequency distributions for step length and turning angle as the observed tracks in (a).
Please note that the observed paths overlap considerably and thus appear much more
densely packed than the simulated tracks starting at random positions in space.
4.2 Abstract Data Points
Frequent popular referendums in Switzerland (approx. 8-10 per year) allow
researchers to make detailed inferences about value conflicts within society.
Hermann and Leuthold (2001) developed an inductive approach to explore
basic ideological conflicts in Switzerland. By performing factor analysis on
referendum data at the district level of all 158 federal referendums held
between 1981 and 1999, they hypothesised a structure of mentality, which was
interpreted as being composed of three dimensions: political left vs. political
right, liberal vs. conservative and ecological vs. technocratic (Hermann and
Leuthold, 2003). In these two dimensional ideological spaces the 185 districts
can be positioned at intervals of one year, from 1981 until 1999 and their
movement through this hypothesised ideological space over a period of 20
years followed (see Figure 3a).
This data set has been chosen for two reasons. Firstly it features a large
number of simultaneously tracked MPOs (n = 185). Secondly, the districts of a
Canton (member states of the Swiss Federation) show a certain institutional
and cultural similarity, potentially expressed in similar motion behaviour
within the abstract space, – potentially mirrored in detectable patterns. The
major limitation of this data set lies in its small number of time steps (t = 20).
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Fig. 3. Observed and simulated Swiss District data. (a) Tracks of 185 Swiss political
districts moving from 1981 to 2000 between the ideological poles left vs. right and
ecological vs. technocratic. (b) One sample of r=100 simulated populations of constrained
random walks. As in figure 2 also in this plot the simulated tracks start at random locations
in space. Note that both simulated and observed tracks, keep a preferred turning direction
(see for example the subset of 12 districts in Figure 7), expressing curly shapes.
5 Methodology
5.1 Simulating Lifelines using Constrained Random
Walk
To generate simulations with properties as close as possible to the observed
motion phenomena, we use constraints derived from the observation data. The
constraints are given as frequency distributions of step length and direction
change (Figures 4-7). This establishes an empirical link between the simulated
and real data, without which the utility of the random walk model is considered
as being severely restricted (Turchin, 1998).
For the construction of synthetic trajectories using a constrained random
walk, we generate for every synthetic MPO its own step length and direction
change array, for instance of size d = 1000, corresponding to the observed
frequency distributions of the MPO. The construction of any new point Pt+1 of
the trajectory requires selection of a sample st+1 from the step length
distribution as well as a sample a t+1 from the direction change angle
distribution, where the sample is selected at random from the distribution (see
Fig. 8).
A crucial element of constrained random walks are the initial conditions. In
both case studies we use random starting locations for the artificial MPOs since
the algorithms of the REMO GKD approach evaluated in this paper only
consider relative, and not absolute, positions of MPOs. Differing approaches
were used for the starting direction. For the PCH data random starting angles
were applied since a long temporal interval, with observed distributions lying
between –180 and +180 degrees exists (Fig. 7). For the moving districts, by
contrast, the actual first step directions of the observation data were used to
initialise the random walk model. This option was chosen because the starting
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angle has a large influence on the outcome the simulation under the given
conditions of a short temporal interval and a narrow direction change
distribution (Fig. 6).
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Fig. 4. Direction change frequency distribution of PCH sample. The radar plot
illustrates an overall directional persistence for moving straight on (0°).
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Fig. 5. Direction change frequency distribution of caribou individual Blixen.
Individual direction change distributions can considerably diverge from the overall
frequency distribution in Figure 4.
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Fig. 6. Direction change frequency distribution of total Swiss political districts
sample. The direction changes of the moving districts are much more concentrated
around 0 (moving straight on), and are thus not plotted in a radar plot.
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Districts of Canton Zurich
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Fig. 7. Direction change frequency distribution of districts of Canton Zurich. This
subset of 12 districts illustrates the diversity in the direction change distribution among
individual MPOs.
5.2 Monte-Carlo Experiments
The design of the MC experiment is twofold: In a first step we generate a
set of r data sets with synthetic lifelines of n MPOs (see Figure 9). In a second
step we run the REMO pattern matching algorithms on the generated lifeline
data systematically varying the properties of the pattern matching process (see
Fig. 10).
Generating synthetic data. For a direct comparison of the observed data
with the simulated trajectories we reproduced 100 synthetic groups as
described above (see Figures 2b and 3b).
• PCH.  n = 10 MPOs , t = 96 weeks, !t = 2 weeks, r = 100
simulation runs.
• Moving districts. n = 185 MPOs, t = 20 years, !t = 1 year, r =
100 simulation runs.
REMO GKD with variable configurations. We performed REMO pattern
detection experiments for the patterns constancy, concurrence, and trendsetter
with respect to motion azimuth and speed for both case studies. Three nested
loops control the experiments (see Fig 10).
• In the innermost loop we vary the pattern extension p. In the case
of the pattern over time (e.g. constancy) p expresses the pattern
length, that is, over how many time steps a pattern exists. p takes
values from 2 time steps (i.e. 4 weeks with the PCH data, 2 years
with the Swiss district data) to a maximum number representing
the whole time period (t = 96 weeks, t = 20 years). In the case of
patterns across objects (e.g. concurrence), p stands for the number
of involved MPOs, ranging from 2 to the total number of MPOs in
the group (10 caribou, 185 districts respectively).
• This procedure we apply r times for all the r synthetic motion data
sets in the next exterior loop. Thus r = 100 represents the number
of Monte Carlo runs.
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• Finally, in the outermost loop, we repeat the MC experiment for
the predefined set of attribute classifications c . For the
experiments involving motion azimuth we used c = [2, 4, 8, 16,
36, 360] attribute classes (i.e. two classes with 180° intervals, four
classes with 90° intervals, eight classes with 45° intervals, …). For
the experiments involving speed we used c = [2,4,8,16] classes.
5.3 Assessing interestingness of REMO patterns
For every pattern matching run of the configuration (c,r,p) both the number
of possible and the number of found patterns are calculated. The ratio of found
to possible patterns is then used to provide a standardised means to indicate
how many patterns were found per pattern matching run of configuration
(c,r,p).
The maximum number of patterns that can be packed into a matrix is
dependent on the number of attribute classes and the pattern extent. This
maximum number decreases as pattern extent increases. The influence of the
number of classes is less obvious, since it depends on the pattern type. For
constancy the number of classes has no influence on the maximum number of
possible patterns since the matrix could be packed with an alternation of
attributes with only two classes. For concurrence the maximum number of
patterns per column corresponds to the number of attribute classes, since
ordering of the column is irrelevant in instantiating a pattern
All result plots have the following structure (see for example Figure 12).
The mean of the ratio of the number of patterns found for the Monte-Carlo
simulations to the possible number of matches for this pattern length are
plotted as whisker plots. The x-axis represents the extent p of the patterns,
referred to as pattern length for patterns over time (e.g. constancy) and pattern
width for pattern across objects (e.g. concurrence). The ratio on the y-axis
represents the number of patterns found. The whisker plots for the simulation
data (n = 100) feature mean, 25th and 75th percentile, as well as minimal and
maximal values.
Following Tuzhilin and Silberschatz (1996) we define that patterns are
worthy of investigation when we find more matches in the observed data than
in the simulated data. We further suggest, that when the ratio of the number of
patterns observed is an order of magnitude different from the simulated data
some qualitative notion of interestingness can be extracted. For example, in
Figure 12 (bottom) the ratio of found/possible has a value of about 0.2 for the
observed data, and a mean of around 0.02 for the simulated data with a pattern
width of 5. We would suggest therefore that concurrence patterns of width 5
with 8 azimuth classes are worthy of investigation in this (PCH) dataset.
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Fig. 8. The next step. For the construction of any step at t+1 two samples from the
constraining distributions are needed. First, a step length st+1 and second a direction
change angle at+1
Fig. 9. Monte Carlo simulations of constrained random walks. The constraints’ step
length distribution (stepLenDist) and direction change distribution (dirChngeDist) for the
random walk are first derived from an observation data set consisting of the trajectories of
n MPOs. Each of the r = 100 Monte Carlo runs generates thereafter a synthetic data set
of the constrained random walks of n MPOs.
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Fig. 10. Numerical experiments. The numerical experiments repeat the pattern matching
process (pm) for all r synthetic data sets systematically varying the pattern extent p and
the attribute classification c. For every pattern matching run the number of found patterns
and the number of possible patterns is stored for subsequent statistical analysis.
6 Results of the numerical experiments
In this paper we present results from experiments performed, with varying
pattern extension and attribute granularity, in order to evaluate the
interestingness of the following patterns: constancy, concurrence and
trendsetter (Table 1)
Fig. Data Motion
property
pattern attribute
granularities
Pattern extent p
11 Porcupine
Caribou
Herd
azimuth constancy 4 (top), 8
(bottom)
length 2-20 time steps
12 Porcupine
Caribou
Herd
azimuth concurrence 4 (top), 8
(bottom)
width 2-10 individuals
13 Porcupine
Caribou
Herd
azimuth trendsetter 4 (top), 8
(bottom)
3 and 4 steps
anticipation, width 2-
10 individuals
14 Porcupine
Caribou
Herd
speed constancy 8 length 2-20 time steps
15 Porcupine
Caribou
Herd
speed concurrence 8 width 2-10 individuals
16 Swiss
political
districts
azimuth concurrence 4 (top), 8
(bottom)
width 2-65 districts
Table 1. Configurations of the numerical experiments
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The results we present in this section involve the motion properties motion
azimuth  and speed , focussing on azimuth. Although having performed
experiments with a wide range of different attribute granularities, we selected
for this paper the two most commonly chosen granularities for indicating
directions, that is four and eight cardinal directions (corresponding to the
geographical directions N, E, S, and W, as well as N, NE, E, SE, S, SW, W,
NW, respectively).
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Fig. 11. Detecting motion azimuth constancy patterns in PCH. The success of the
pattern matching process is very similar for the observed and the simulated data, rapidly
declining with increasing pattern length p.
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A simple relationship between granularity and pattern length is present in
all plots – in both observed and simulated data – finer attribute granularities
have less simulated (and also less observed) patterns as pattern the extent
increases. See for example Figure 12 to compare the number of concurrence
patterns found with azimuth granularity of four and eight classes respectively.
A further feature of changing granularity is that as granularity increases, in our
data, we find more observed than simulated patterns as the pattern extent
increases. For example, in Figure 12 (top), with 4 classes, more short patterns
are present in the simulated data than the observed.
Concurrence (c=4, n=100)
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Concurrence on (c =8, n =100)
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Fig. 12. Detecting motion azimuth concurrence patterns in PCH. The obvious
deviation of the found/possible ratio for the observed and the simulated data allows to
assign interestingness to patterns. The greater the difference between the ratios for
observed and simulated, the higher the assigned interestingness.
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Due to the discrete nature of the REMO patterns as well as the analysis
matrix, the number of maximally possible patterns per matrix does not decrease
smoothly with increasing patterns extents. In contrast, the number of possible
patterns per matrix expresses discrete jumps, reflected as artefacts in the result
plots (see for example Figure 16 top). For example, with 4 azimuth classes and
185 districts, maximally 4 instances of a concurrence of width 46 are possible
at a single time step (4*46=184<185). Increasing the concurrence width by one
to 47, all of a sudden only 3 instances of concurrence can be packed in a time
step (4*47=188>185). However, since simultaneously also the number of
found patterns is expected to decrease for the same reason, the ratio
found/possible remains a reliable measure to indicate the success of a pattern.
Trendsetter of 3 steps anticipation  (c=8, n=100)
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Trendsetter of 4 steps anticipation (c =8, n =100)
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Fig. 13. Detecting motion azimuth trend-setter patterns in PCH. Both plots are based
on c = 8 motion attribute classes, the difference lies in the length of the required
anticipation of the trendsetter, 3 and 4 time steps, respectively. Generally, the
found/possible ratio of trend-setter lies below the results for constancy and concurrence,
for both observed and simulated. This is not surprising, keeping in mind that the
requirements for complex patterns such as trendsetter are much higher. However,
observed lies considerably above simulated, allowing to assign interstingness to found
trendsetter patterns.
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Constancy (c=8, n=100)
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Fig. 14. Detecting speed constancy patterns in PCH. The variance of the ratio
found/possible for the simulated data is much larger than in most plots referring to motion
azimuth. However, the observed value lies in the variance range and does therefore not
allow to assign interestingness to found speed patterns.
Concurrence (c =8, n =100)
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Fig. 15. Detecting speed concurrence patterns in PCH. Just like constancy, also
concurrence does not show considerable deviation between the observed and the
simulated values.
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Concurrence (c=4, n=100)
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Fig. 16. Detecting motion direction concurrence in the Swiss political districts. For
both attribute granularities significantly more patterns are found than expected from the
simulation, after a threshold given by the crossing of both graphs. The sharp jump in both
graphs is an artifact caused by the computation of the ratio found/possible.
7 Discussion
In discussing the results shown in Section 6, we consider two different
aspects of the study. We firstly seek to interpret the plots derived from
comparison of the properties of the observed data with the simulations, without
consideration of the context of the data. That is to say, we do not take note of
whether our MPOs are caribou or Swiss political districts in this first
discussion. Secondly, the results from the simulations are used to identify
potentially interesting patterns within our data. We look for these patterns and
then consider them in the light of the context of the data – for example, the
spring migration of caribou, or the socio-political shifts in the society in the
case of our political districts. Thirdly, we discuss the proposed method in the
light of our findings.
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7.1 Discussion of features of plots
Consider first the case of constancy illustrated in Figure 11 (top), with 4
classes, where we find more short patterns in the simulated data than the
observed. This simple result leads us to conclude that we can attach no
meaning to these short patterns in the observed data. By contrast, in Figure 12
(bottom), with 8 classes, almost all pattern width have more matches in the
observed data than the simulated. Following our definition of interestingness
these patterns are unexpected and therefore interesting.
Figure 11 shows an example where simulation shows that constancy
patterns in the observed PCH data are not worthy of further investigation. Here,
it is clear that for a granularity of 4 classes the number of simulated patterns is
greater than or equal to the number of observed patterns. For patterns derived
from 8 attribute classes, the situation is slightly less clear cut. A small ratio of
long patterns occur in the observed data, but since the simulated data still
suggest these are unusual (no long patterns being found in the simulated data),
they may merit further examination.
The numerical experiments for concurrence affirm a straightforward
hypothesis about the relation between attribute classification and pattern extent
(pattern length/width). The number of MPOs divided by the number of
attribute classes gives a lower threshold of pattern interestingness. With 185
MPOs and 4 classes (8 classes), concurrence patterns with a width of less than
46 (below 23) are expected simply by randomly sampling motion azimuths
from the 4 classes (8 classes).
It is at a first glimpse rather surprising that below the threshold many less
concurrence patterns are found in the real data that would be expected from the
experiments (see Fig. 12 (top), Fig. 16). Assuming that the observed motion is
indeed coordinated one can easily explain the lack of real patterns below the
threshold. Where coordinated motion does in fact exist, then wider concurrence
patterns will be found. This in turn reduces the number of occurrences of
narrower patterns, as seen in the observed data in Figures 12 (top) and 16. By
contrast, in the simulated data where the angular distribution is evenly
distributed across motion azimuth classes, narrow patterns are more likely to be
found.
7.2 Analysis of results with respect to case studies
7.2.1 Porcupine Caribou Herd (PCH)
Figure 17 depicts the REMO matrix for the PCH trajectories with c=8
colour coded motion azimuth classes. The pattern matching results illustrated
in Figures 18 und 19 are performed on this matrix.
Fig. 17. REMO matrix for PCH motion azimuth. Rows represent caribou individuals,
columns represent time steps !t two weeks. The c=8 azimuth classes are colour coded,
using a circular colour ramp ranging from green (N), blue (E), orange (S), to yellow (W).
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Fancy and Whitten (1989) refer to two short directed seasonal migration
patterns in the PCH seasonal motion, a spring migration in May and a fall
migration in September. The PCH “commutes” between calving areas near the
Beaufort Sea in early summer and the winter areas in the South. Having in
mind that the sampling rate of !t = 2 weeks is rather coarse compared to the
duration of the whole seasonal migration, caribou moving straight on for longer
temporal intervals (!t = 4, 6, 8 weeks) cannot be expected in their trajectories.
From Figure 12 we derived a concurrence width of five as being a
meaningful pattern. Thus, the results illustrated in Figure 18 showing
concurrence patterns of at least width five can be assigned interestingness. All
patterns appear in the migration seasons, where the PCH heads Northwest
(spring; light and dark green colours) and Southwest (late summer and early
fall; orange, red colours), respectively.
Fig. 18. Concurrence matches in PCH. This pattern detection session searched for
concurrence patterns including at least 5 caribou. Such patterns could be found in both
northward spring migration and southward fall migration.
Fig. 19. Trend-setter matches in PCH. Trend-setting caribou individuals anticipating 3
time steps in advance the seasonal migration of at least 5 followers.
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Bearing in mind that very long periods of straight motion are not expected,
we investigated whether we could find trend-setting caribou, anticipating the
seasonal migration before the rest of the herd. Indeed, as shown in Figure 19
(top), we find trend-setting individuals with at least five followers anticipating
the spring and fall migration. For instance, the caribou Lynetta, anticipated in
mid August 2004 the fall southward migration of more than 5 followers
caribou in early September (see Figure 19, orange pattern in right part of plot).
Again, we have chosen the number of followers that expressed the largest
difference between observed and simulated in Figure 13, here p  = 5
individuals.
Investigating the REMO matrix representing c = 8 speed classes, one would
expect to find many concurrence patterns both in the fast migration season
(blue) as well as in the slower sedentary seasons (red) (Figure 20). As shown in
Figure 15 the pattern matching process results indeed in relatively high ratios
of found/possible. However, since the variance of the ratio in the simulated
data is rather high and the ratio found in the observation data is in the same
range, we can’t assign interestingness to the found concurrence patterns. Also
with constancy (Figure 14) the observed patterns lie in the rather wide range of
the simulation. Again, with a coarse temporal sampling rate and many different
activity periods in the caribou year (two migration seasons, scattering in the
calving season, mid-August dispersal (Fancy, et al. 1989), we cannot expect to
find significant speed constancy patterns.
Fig. 20. REMO matrix for PCH speed. As a general overview the speed matrix illustrates
two fast (blue) migration periods each season in 2003 and 2004, respectively, with
intermitted slower sedentary periods.
7.2.2 Swiss political districts
Investigating the motion direction of the Swiss political districts in Figure
16, we see that meaningful concurrence patterns appear to occur after a
threshold length of 48 for four classes and for a threshold of 25 with eight
classes, where significantly more patterns than predicted by the simulations are
observed. Laube et al. (2005) suggested a concurrence of 45 districts as a hint
for a political left-right divergence, ideologically separating the German and
the Latin part of Switzerland in the 1980s and 1990s. Now, having numerical
evaluation experiments at hand, we can indeed attach interestingness to that
pattern (Figures 21 and 22). Investigating the Figure 16 bottom, we see that
concurrence patterns with a width of 45 appear in the simulated pattern with a
ratio of found/possible of almost 0, in the observed data with around 0.1
respectively, hence satisfying the required order of magnitude. In the same
publication Laube et al. (2005) identified a concurrence pattern of width 18.
Considering the results in Figure 16 we would not assign any interestingness to
that pattern anymore and rather expect to find patterns with this extent purely
by chance.
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Fig. 21. REMO matrix for Swiss political districts motion azimuth. Rows represent
185 districts, columns represent 20 years from 1981 until 2000. The c = 8 azimuth classes
are colour coded, using a circular colour ramp ranging from green (N), blue (E), orange
(S), to yellow (W).
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Fig. 22. Concurrence matches in Swiss political districts motion azimuth. This
pattern detection session searched for concurrence patterns including at least 45
concurrently moving districts. Two sequences of several concurrence patterns could be
found during this pattern detection session.
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7.3 Discussion of proposed method
One might first argue that using observation data to parameterise the
simulation and thereafter comparing the simulation with actual observation
data has an inherent danger, in that any such reasoning is circular. However,
our aim is not to analyse the statistical properties of the static trajectories of
MPOs, but rather to consider the unexpectedness of emerging motion patterns.
Comparison of our data with a random sample would increase the likelihood of
a pattern being unexpected (since any spatial or temporal autocorrelation in
motion azimuth and step length would be removed) and unexpected patterns
would be more likely. Thus, arguably, the use of correlated random walks
based on the distribution of observational data is a stricter test of
unexpectedness.
The selection of constraints for the numerical experiments is crucial. In our
work, we have used all available MPOs to define constraints. The initial
direction of movement was defined differently in the two datasets. For the
caribou, where turning angles span ±180° the initial direction of movement was
randomly assigned and had no influence on the results due to the large number
of time steps. However, in the case of the Swiss political districts the use of a
random starting angle, coupled with the narrow distribution of turning angles
and the small number of timesteps resulting in motion with similar
characteristics in terms of speed, but widely varying motion azimuths. By
using observed motion azimuth this influence was reduced. A further step in
measuring the potential influence of initial azimuth would be to randomly
subdivide the data to derive both constraints and initial directions of movement
for comparison with the remaining observed data.
As shown above, small samples of lifelines may represent very specific
motion characteristics, such as in the case of the moving districts. For instance,
if we simply observe the caribou during migration periods, the constraints
given by the frequency distribution would describe for most MPOs a rather
rapid and linear motion behaviour. Thus, in such data, motion azimuth
concurrence could be expected and such patterns would be of no interest. In
contrast, a sedentary period with randomly foraging MPOs would simply not
express any pattern to assess interestingness. However, by using lifeline
populations from constraints featuring both migratory and sedentary periods,
we are able to identify instances of such patterns if they are actually present in
the observational data. It will be important to revisit the methodology as larger
samples of observational data, with more normal distributions become
available.
Two datasets are used in this study. In the case of the caribou, only ten
MPOs are present. In the case of the Swiss political districts a total of 185
MPOs exist, for a relatively short number (20) of timesteps. Initial research
(Laube and Imfeld, 2002; Laube et al., 2005) sought to identify patterns in
these datasets through visual inspection of patterns. However, though these
datasets appear initially small, when the number of potential combinations of
pattern, granularity, and motion type are considered very large volumes of data
are created. Furthermore, Kwan (2000) argues convincingly that the user’s
ability to identify meaningful patterns is quickly swamped using visual
exploration. Therefore, we here seek to marry techniques based on ideas for
dealing with large datasets with commonly used visualisation approaches. The
use of these techniques shows considerable promise, allowing patterns to be
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identified which were not apparent only through inspection, but will require
further testing as large datasets become available.
8 Conclusions
8.1 Main contributions
In this paper we presented a method to assess qualitative data mining
measures of interestingness in geographic knowledge discovery. The GKD
approach under study is the REMO GKD, developed to detect motion patterns
in the lifelines of moving point objects. We propose a procedure to estimate the
interestingness of the motion patterns found in lifeline observation data.
Therefore, we first generate populations of constrained random walks using
Monte Carlo simulations. Secondly, we compare the success of the pattern
matching process on observation data with that in the simulated data.
Previous publications discussing the REMO GKD approach suggested that
there is a strong relation between the parameterisation of the pattern detection
process and the number of patterns found (Laube & Imfeld, 2002; Laube et al.,
2005). Having the numerical experiments of this work at hand, we have now
evidence to reinforce this hypothesis.
We suggest that such an approach – testing the interestingness of patterns
by performing numerical experiments to measure their unexpectedness is one
which can be transferred to other techniques which seek to extract information
from very large datasets. Furthermore, as was shown by our experiments, we
would argue that caution must be attached to patterns that are presumed to be
interesting only through visual inspection.
8.2 Implications for studies of moving point objects
The MC experiments with both the Caribou and the Swiss district data
point out that performing the REMO GKD process a lower pattern
length/width threshold must be adopted depending on the classification
schema.
The evaluation method introduced in this work can be used to examine
useful configurations of pattern matching sessions (i.e. attribute granularities,
pattern lengths), which may not be obvious. The method helps, for example, in
selecting suitable compromises between granularity and information.
In general, methods similar to our approach, can be used in (geographic)
knowledge discovery to focus the search for meaningful patterns. Hence, not
only the (putatively biased) knowledge of the potential user may be used to
configure the GKD process, but also evidence from numerical experiments.
Motion pattern studies like REMO are crucial to better understand why
‘spatial (and spatio-temporal) is special’ with respect to knowledge discovery,
– to learn more about the ‘G’ in GKD. Carried out carefully, GKD has a huge
potential for applications in spatialising socio-economic processes or wildlife
studies.
8.3 Outlook
In future work we will investigate more complex patterns, increase the
number of MC runs, and include more wildlife and sports data in our numerical
experiments. Furthermore we intend to explore alternative random walk
approaches to optimally approximate the MC simulations to the observed
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motion process. For example, in the case of football players biased correlated
random walk models (goals as attraction points) and transition matrices of
Markov Chains may be evaluated (Jones and Smith, 2001).
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