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Abstract
The results in this paper quantify the ability of cubic L1 splines to preserve the shape of nonparametric data.
The data under consideration include multiscale data, that is, data with abrupt changes in spacing and magnitude. A
simpliﬁed dual-to-primal transformation for a geometric programmingmodel for cubicL1 splines is developed. This
transformation allows one to establish in a transparent manner relationships between the shape-preserving properties
of a cubic L1 spline and the solution of the dual geometric-programming problem. Properties that have often been
associated with shape preservation in the past include preservation of linearity and convexity/concavity. Under
various circumstances, cubic L1 splines preserve linearity and convexity/concavity of data. When four consecutive
data points lie on a straight line, the cubicL1 spline is linear in the interval between the second and third data points.
Cubic L1 splines of convex/concave data preserve convexity/concavity if the ﬁrst divided differences of the data
do not increase/decrease too rapidly. When cubic L1 splines do not preserve convexity/concavity, they still do not
cross the piecewise linear interpolant and, therefore, they do not have extraneous oscillation.
© 2004 Elsevier B.V. All rights reserved.
MSC: 65D07; 65D05
Keywords: Convexity; Cubic L1 spline; Geometric programming; Interpolation; Linearity; Shape preservation
1. Introduction
Conventional polynomial splines are fundamental and very successful interpolating functions
[5,7,11,19,21]. They are easy to manipulate, evaluate and implement on a computer. Their coefﬁcients
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can be efﬁciently calculated. However, experience has shown that conventional splines do not in general
preserve shape. For arbitrary, “multiscale” data, that is, data with irregular values and irregular knot
spacings, conventional splines typically exhibit extraneous oscillation.
Shape preservation is the ability of an interpolant of discrete data to preserve what observers perceive
to be the “shape” of the data. Shape preservation has often been associated with preserving various
properties, such as linearity and convexity/concavity [1,12,13] and eliminating extraneous “nonphysical”
oscillation. Both variational and rule-based approaches [4,6,8,22] have had considerable success in pre-
serving shape for “piecewise smooth data”, that is, data on piecewise smooth curves/surfaces such as
automobile bodies, ship hulls and smoothly machined mechanical objects. The creation of “fair” or vi-
sually pleasing curves [5,18] is a closely related topic in piecewise smooth curve/surface representation.
Many of these approaches involve Bézier curves and polynomial and rational B-splines. However, none
of these approaches are capable of preserving shape for arbitrary, generically nonsmooth, multiscale data
representing phenomena such as terrain, geological features and biological objects. Terrain, especially
urban terrain, is generically only inC−1, that is, has jump discontinuities (due to cliffs and walls of build-
ings). The present manuscript focuses on shape preservation without any assumptions on smoothness of
the function on which the data lie.
Cubic L1 splines [9,10] have been shown to be promising for user-input-free, shape-preserving inter-
polation. Computational experience indicates that cubic L1 splines are capable of providing C1-smooth
shape-preserving interpolation for arbitrary multiscale data without additional constraints or user interac-
tion. Up to the present, the evidence that cubicL1 splines preserve the shape of data has comemainly from
this computational experience. Here we use a recently proposed geometric programming framework for
cubic L1 splines [3] to provide theoretically based quantitative information about the shape-preserving
properties of cubic L1 splines. In Section 2, we formulate a simpliﬁed dual-to-primal transformation that
will allow us to provide this information. In Section 3, we investigate the shape-preserving properties of
cubic L1 splines for linear and convex/concave data. Conclusions are given in Section 4. In this paper,
only nonparametric data are considered.
2. A simpliﬁed geometric programming model for cubic L1 splines
The geometric programming framework for cubicL1 splines proposed in [3] requires solution of a dual
geometric programming problem and transformation of the dual solution into a primal solution that corre-
sponds to the coefﬁcients of the cubic L1 spline. It has turned out in the investigation of shape-preserving
properties of cubic L1 splines that the dual-to-primal transformation of [3] can be simpliﬁed in a natural
manner to a form that provides transparent relations between the shape-preserving properties of a cubic
L1 spline and the properties of the dual solution. In this section, our goal is to describe the simpliﬁed geo-
metric programming model. We ﬁrst recall for the reader the deﬁnition of cubic L1 splines and introduce
notation. Next, we describe the geometric-programming-based dual problem that must be solved to deter-
mine the coefﬁcients of cubicL1 splines. Finally, we introduce a simpliﬁed dual-to-primal transformation
that will allow us to prove in Section 3 that cubic L1 splines preserve the shape of various types of data.
2.1. Univariate cubic L1 splines
Let = {xi}n0 be a strictly monotonic partition of a ﬁnite real domain [a, b] such that
a = x0<x1< · · ·<xn−1<xn = b.
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The domain [a, b] is partitioned into n intervals Ii=[xi, xi+1) for i=0, 1, . . . , n−2 and In−1=[xn−1, xn].
At each knot xi , a function value zi is given. Let hi = xi+1 − xi and zi = (zi+1 − zi)/hi , for i = 0, . . . ,
n − 1. Our objective is to ﬁnd a C1-smooth piecewise cubic function S(x) that interpolates the data
{(xi, zi)}ni=0. On each interval Ii , S(x) is a cubic polynomial
Si(x)= pi + qi(x − xi)+ ui2 (x − xi)
2 + vi
6
(x − xi)3, i = 0, 1, . . . , n− 1. (1)
The coefﬁcients of a cubic L1 spline S(x) are calculated by solving the optimization problem
min
pi,qi ,ui ,vi
‖S′′(x)‖1 (2)
subject to the constraints that the spline interpolates the data and is C1 smooth, that is,
pi = zi, i = 0, . . . , n, (3)
pi + hiqi + h
2
i
2
ui + h
3
i
6
vi = pi+1, i = 0, . . . , n− 1, (4)
qi + hiui + h
2
i
2
vi = qi+1, i = 0, . . . , n− 1. (5)
From constraints (3)–(5), we can solve for ui and vi in terms of qi :
ui =− 2
hi
(2qi + qi+1 − 3zi), i = 0, . . . , n− 1, (6)
vi = 6
h2i
(qi + qi+1 − 2zi), i = 0, . . . , n− 1. (7)
Optimization problem (2)–(5) is nondifferentiable. As noted in [3], the dual problem is differentiable, a
signiﬁcant advantage. The approach for calculating the coefﬁcients of cubicL1 splines proposed byCheng
et al. [3] consists of two steps: (i) solve the geometric dual problem for the dual solution, then (ii) solve
the dual-to-primal transformation problem to obtain a subset {qi}ni=0 of the primal solution and, thereby,
the coefﬁcients of the cubic L1 spline by (3), (6), and (7). To provide a more direct relationship between
the dual solution and the coefﬁcients of a cubic L1 spline, we propose to simplify the dual-to-primal
transformation. First, however, we describe the dual problem itself.
2.2. Dual problem for cubic L1 splines
Geometric programming has been a broadly successful approach for theoretical analysis and applica-
tions in many areas [14–17,20]. In [3], we proposed a geometric-programming-based version of the dual
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program for cubic L1 splines with decision variables i :
min
i
n−2∑
i=0
(zi − zi+1)i + zn−1n−1
s.t. |0|
√
40− 2
3
,
1
3
|i−1 − i |1−
1
4
(i−1 + i)2, i = 1, . . . , n− 1,
n−1 = 0.
In this model, the last variable n−1 is ﬁxed and, hence, can be dropped. From n−1 = 0 and the
last quadratic constraint 13 |n−2 − n−1|1 − 14(n−2 + n−1)2, it is not difﬁcult to see that |n−2|
(
√
40− 2)/3. Therefore, by deﬁning
f (x)= |x| −
√
40− 2
3
and
g(x, y)= 13 |x − y| − 1+ 14(x + y)2,
we can further reduce the dimensionality of the dual problem by one and express this problem in a
symmetric manner:
min
i
n−2∑
i=0
bii = 〈B, 〉
(D) s.t. f (0)0,
g(i−1, i)0, i = 1, . . . , n− 2,
f (n−2)0,
where bi = zi − zi+1, i = 0, . . . , n− 2, B= (b0, . . . , bn−2)T, and = (0, . . . , n−2)T.
The following notation will be used in Section 3. Let  be the feasible set of a pair of consecutive dual
variables (i−1, i), i = 1, . . . , n− 2, that is,
={(x, y)T ∈ R2 | g(x, y)0}
= {(x, y)T ∈ R2 | 13 |x − y|1− 14(x + y)2} .
Let (n1(x, y), n2(x, y))T be a normal vector of  at the point (x, y). Using the signs of n1(x, y) and
n2(x, y), we partition the boundary of  into four sections. The ﬁrst section is deﬁned by
Section I : {(x, y)T ∈ R2| − 1x 53 ,−1y 53 , g(x, y)= 0},
which is the portion of the boundary of  such that n1(x, y)0 and n2(x, y)0. The other three sections
are deﬁned by
Section II : {(x, y)T ∈ R2|1x 53 ,−53y − 1, g(x, y)= 0},
Section III : {(x, y)T ∈ R2| − 53x1,−53y1, g(x, y)= 0}
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Fig. 1. Feasible set  and four sections of its boundary.
and
Section IV : {(x, y)T ∈ R2| − 53x − 1, 1y 35 , g(x, y)= 0}.
Sections II–IV are the portions of the boundary of  such that n1(x, y)0 and n2(x, y)0, n1(x, y)0
and n2(x, y)0, and n1(x, y)0 and n2(x, y)0, respectively. The feasible set  and the four sections
of its boundary are illustrated in Fig. 1.
2.3. Dual-to-primal transformation
To obtain the coefﬁcients of a cubicL1 spline, Cheng et al. [3] ﬁrst calculate a solution (∗0, . . . , ∗n−1)T
of the dual problem. They then convert this dual solution to a vector y∗ through the afﬁne transformation


y01
y02
y03
y04

=


− 1
h0
0
h0
2
h20
3


0,


y11
y12
y13
y14

=


1
h0
+ 1
h1
− 1
h1
0 0
h1
2
h1
2
h21
6
h21
3


(
0
1
)
,
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

yi1
yi2
yi3
yi4

=


− 1
hi−1
1
hi−1
+ 1
hi
− 1
hi
0 0 0
0
hi
2
hi
2
0
h2i
6
h2i
3




i−2
i−1
i

 , i = 2, . . . , n− 1,
(
yn1
yn2
)
=

−
1
hn−1
1
hn−1
0 0


(
n−2
n−1
)
with
y= (y01 , y02 , y03 , y04 ; y11 , y12 , y13 , y14; . . . , yn−11 , yn−12 , yn−13 , yn−14 ; yn1 , yn2 )T.
Finally, a primal solution is achieved by solving the linear program
min
qi ,i ,i
n∑
i=0
|qi |
s.t. − 2
hi
(2qi + qi+1 − 3zi)= ici31 + ici32,
6
h2i
(qi + qi+1 − 2zi)= ici41 + ici42,
i , i0, qi unrestricted,
where ci31, c
i
32, c
i
41, and c
i
42 are constants determined by y∗.
While this approach does indeed produce coefﬁcients of anL1 spline, it performs extra operations to get
the value of y∗ and increases the problem dimensionality from n− 1 (the dimensionality of ∗) to 4n+ 2
(the dimensionality of y∗). More importantly for our purposes in this paper, the relationship between the
primal and dual optimal solutions is not transparent because of the presence of the auxiliary variable y∗.
In this subsection, we develop a new dual-to-primal transformation that avoids using an auxiliary variable
y∗ and yields a transparent relation between ∗ and the coefﬁcients of the L1 spline.
In the geometric programming approach [3], the primal variable is a vector whose components are the
coefﬁcients pi, qi, ui and vi of the cubic L1 spline S(x) in expression (1). These components satisfy the
relations pi = zi , qi unrestricted and
ui(y
i
3 − yi∗3 )+ vi(yi4 − yi∗4 )0, ∀(yi3, yi4)T ∈ i , (8)
that is, (ui, vi)T is a normal vector of i at (yi∗3 , yi∗4 )
T
, where yi∗3 and yi∗4 are two components of the
dual optimal solution y∗ and
i =
{
(yi3, y
i
4)
T ∈ R2
∣∣∣− hiyi3hi,−h2i2 + 14(yi3 + hi)2yi4 h
2
i
2
− 1
4
(yi3 − hi)2
}
,
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which is a convex set bounded by the two quadratic curves
Ci1 : yi4 =−
h2i
2
+ 1
4
(yi3 + hi)2
and
Ci2 : yi4 =
h2i
2
− 1
4
(yi3 − hi)2.
Recall that the variables y and  are related by an afﬁne transformation. In particular,
(
y03
y04
)
=


h0
2
0
h20
3
0

 , (9)
(
yi3
yi4
)
=


hi
2
hi
2
h2i
6
h2i
3


(
i−1
i
)
=H
(
i−1
i
)
, i = 1, . . . , n− 2 (10)
and
(
yn−13
yn−14
)
=


hn−1
2
n−2
h2n−1
6
n−2

 . (11)
For i = 1, . . . , n− 2, (i−1, i)T is deﬁned over the set
= {(x, y)T ∈ R2 | g(x, y)0},
which is a convex set enclosed by the two quadratic curves
CL =
{
(x, y)T ∈ R2| − 13(x − y)= 1− 14(x + y)2
}
and
CR =
{
(x, y)T ∈ R2|13(x − y)= 1− 14(x + y)2
}
.
The transformation from (i−1, i)T to (yi3, yi4)
T deﬁned in (10) is a one-to-one and onto transformation
from  to i . (i−1, i)T is an interior point of  if and only if (yi3, yi4)
T is an interior point of i .
(i−1, i)T is on the boundary curve CL of  if and only if (yi3, yi4)
T is on the boundary curve Ci2 of i .
(i−1, i)T is on the boundary curve CR if and only if (yi3, yi4)
T is on the boundary curve Ci1 of i . By
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(8) and (10), we have
ui(y
i
3 − yi∗3 )+ vi(yi4 − yi∗4 )
= (ui, vi)
(
yi3 − yi∗3
yi4 − yi∗4
)
= (ui, vi)H
(
i−1 − ∗i−1
i − ∗i
)
=
(
HT
(
ui
vi
))T (
i−1 − ∗i−1
i − ∗i
)
0. (12)
By (6), (7) and (10),
HT
(
ui
vi
)
=


hi
2
h2i
6
hi
2
h2i
3




− 2
hi
(2qi + qi+1 − 3zi)
6
h2i
(qi + qi+1 − 2zi)

=
(−qi + zi
qi+1 − zi
)
.
Therefore, for i=1, . . . , n−2, (−qi+zi, qi+1−zi)T is a normal vector of at point (∗i−1, ∗i )T, where
∗i−1 and ∗i are the (i − 1)th and ith elements of the dual optimal solution ∗. Let (n1(x, y), n2(x, y))T
be the normal vector of  at point (x, y)T, then the primal solution is characterized by ∗:(−qi + zi
qi+1 − zi
)
=
(
n1(
∗
i−1, ∗i )
n2(
∗
i−1, ∗i )
)
.
The next task is to express the normal vector (n1(∗i−1, ∗i ), n2(∗i−1, ∗i ))
T
, i = 1, . . . , n − 2, ex-
plicitly in terms of ∗i−1 and ∗i . If (∗i−1, ∗i )
T is an interior point of , then obviously
n1(
∗
i−1, ∗i ) = n2(∗i−1, ∗i ) = 0. Assume that (∗i−1, ∗i )T is a boundary point of  on the curve CL
but not on the curve CR. Then the corresponding (yi∗3 , yi∗4 )
T must be a boundary point ofi on the curve
Ci2 but not on the curve C
i
1. It has been shown in [3] that, in this case, the normal cone ofi at (yi∗3 , yi∗4 )T
is spanned by ((yi∗3 − hi)/2, 1)T. Hence, by comparing (8) and (12), we have
(
n1(
∗
i−1, ∗i )
n2(
∗
i−1, ∗i )
)
=iHT


yi∗3 − hi
2
1

= i


hi
2
h2i
6
hi
2
h2i
3




(∗i−1 + ∗i − 2)hi
4
1


= i h
2
i
8


∗i−1 + ∗i −
2
3
∗i−1 + ∗i +
2
3

 , i0.
For simplicity, we write
(
n1(
∗
i−1, ∗i )
n2(
∗
i−1, ∗i )
)
= i


∗i−1 + ∗i −
2
3
∗i−1 + ∗i +
2
3

 , i0.
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Similarly, if (∗i−1, ∗i )
T is a boundary point of  on the curve CR but not on the curve CL, then
(
n1(
∗
i−1, ∗i )
n2(
∗
i−1, ∗i )
)
= i


∗i−1 + ∗i +
2
3
∗i−1 + ∗i −
2
3

 , i0.
If (∗i−1, ∗i )
T is a boundary point of on both the curveCL and the curveCR, then we say that (∗i−1, ∗i )
T
is a corner point of . In this case, (∗i−1, ∗i )
T = (1, 1)T or (−1,−1)T. If (∗i−1, ∗i )T = (1, 1)T, then(
n1(
∗
i−1, ∗i )
n2(
∗
i−1, ∗i )
)
= i
(
1
2
)
+ i
(
2
1
)
, i , i0.
If (∗i−1, ∗i )
T = (−1,−1)T, then(
n1(
∗
i−1, ∗i )
n2(
∗
i−1, ∗i )
)
= i
(−1
−2
)
+ i
(−2
−1
)
, i , i0.
For i = 0, the following relations hold. If |∗0|<(
√
40 − 2)/3, then, by equality (9), (y0∗3 , y0∗4 )T is an
interior point of 0. It is clear that (u0, v0)T = (0, 0)T, which, by (6) and (7), implies that (q0, q1)T =
(z0,z0)
T
. If ∗0 = (
√
40 − 2)/3, then (y0∗3 , y0∗4 )T is a boundary point of 0 on the curve C02 . It has
been shown in [3] that, in this case,
(
u0
v0
)
= 0


y0∗3 − h0
2
1

= 0


h0
4
(∗0 − 2)
1

 , 00.
Hence, by (6) and (7),
(
q0
q1
)
=


z0 − 0 h
2
0
8
(
∗0 −
2
3
)
z0 + 0 h
2
0
8
(
∗0 +
2
3
)

 , 00.
If ∗0 = −(
√
40 − 2)/3, then (y0∗3 , y0∗4 )T is a boundary point of 0 on the curve C01 . It has been shown
in [3] that, in this case,
(
u0
v0
)
= 0


y0∗3 + hi
2
−1

= 0


h0
4
(∗0 + 2)
−1

 , 00.
Again, by (6) and (7),
(
q0
q1
)
=


z0 − 0 h
2
0
8
(
∗0 +
2
3
)
z0 + 0 h
2
0
8
(
∗0 −
2
3
)

 , 00.
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In summary, for i = 0, we have(
q0
q1
)
=
(
z0 − n1(∗0)
z0 + n2(∗0)
)
,
where
(
n1(
∗
0)
n2(
∗
0)
)
=


0


∗0 −
2
3
∗0 +
2
3

 , 00, if ∗0 =
√
40− 2
3
,
0


∗0 +
2
3
∗0 −
2
3

 , 00, if ∗0 =−
√
40− 2
3
,
(
0
0
)
, otherwise.
For i = n− 1, by equality (11), we can derive the equality(
qn−1
qn
)
=
(
zn−1 − n1(∗n−2)
zn−1 + n2(∗n−2)
)
following the same logic as for i = 0, where
(
n1(
∗
n−2)
n2(
∗
n−2)
)
=


n−1


∗n−2 +
2
3
∗n−2 −
2
3

 , n−10, if ∗n−2 =
√
40− 2
3
,
n−1


∗n−2 −
2
3
∗n−2 +
2
3

 , n−10, if ∗n−2 =−
√
40− 2
3
,
(
0
0
)
, otherwise.
Once a dual solution ∗ has been obtained, the primal solution can be obtained by solving
min
qi ,i ,i
n∑
i=0
|qi |
s.t. q0 = z0 − n1(∗0),
q1 = z0 + n2(∗0),
qi = zi − n1(∗i−1, ∗i ), i = 1, . . . , n− 2,
(T) qi+1 = zi + n2(∗i−1, ∗i ), i = 1, . . . , n− 2,
qn−1 = zn−1 − n1(∗n−2),
qn = zn−1 + n2(∗n−2),
i , i0, i = 0, . . . , n− 1.
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Let q=(q0, . . . , qn)T be a feasible solution of (T). Correspondingly, the optimal solution of (T) is denoted
by q∗. Any feasible solution q of problem (T) results in a cubic L1 spline. The criterion by which the
resulting set of feasible cubic L1 splines is narrowed down is minimization of the objective functional of
(T), which is called a regularization functional. Many users, especially those working with natural terrain,
prefer the curve with the smallest absolute values of the qi because such a choice corresponds to the action
of gravity, which tends to create horizontal surfaces (of a body of water, for example), that is, surfaces
with qi = 0. We adopt this preference for this paper and also adopt for the word “smallest” the meaning
“smallest in the l1 norm”. This interpretation results in a linear program. Alternatively, one could choose
“smallest” to mean “smallest in the lp norm” for some p, 1<p∞. A more detailed discussion of the
regularization functional can be found in [9]. Different objective functionals in (T) may pick different
L1 splines. However, all shape-preserving properties to be discussed in Section 3 are properties of any
vector q in the feasible set for problem (T) and are, therefore, independent of the choice of the objective
functional.
3. Shape-preserving properties
In geometric modeling, one common requirement for interpolating functions is that they “preserve the
shape of the data well”. Individual human beings can have different opinions about the details of good
shape preservation. However, there is often wide agreement among human beings about the degree to
which various interpolating curves preserve shape globally.Although good shape preservation has not yet
been quantitatively deﬁned in a manner that has received wide acceptance, it is apparently associated with
preserving linearity and convexity/concavity and involves eliminating extraneous “nonphysical” oscilla-
tion, all of which are properties of piecewise linear interpolants. In this section under mild assumptions
for multiscale data, we prove that cubic L1 splines preserve local linearity and convexity/concavity and
that they eliminate extraneous oscillation.
Cubic L1 splines behave in many ways like piecewise linear interpolants (“linear splines”). Piece-
wise linear interpolants have the advantage of preserving shape of the data when viewed globally for
small enough linear segments (with corresponding large requirements for data availability, storage and
manipulation) but do not generically preserve shape locally inside each segment (unless the underlying
function is linear in that segment) or at the corners from one segment to the next. The slopes of piecewise
linear interpolants depend not directly on the magnitudes of the original data {(xi, zi)}ni=0 but only on
the ﬁrst divided differences {zi}n−1i=0 of the data. As one sees from the structure of the dual problem (D)
as well as from the structure of the dual-to-primal transformation (T), the ﬁrst derivatives qi of cubic
L1 splines at the nodes also do not depend directly on the magnitudes of the data but only on the ﬁrst
divided differences of the data. Local changes in the data result in only local changes in the piecewise
linear interpolant. Computational experience indicates that local changes in the data result also in only
local changes in cubic L1 splines. (Theoretical results about the effect of local changes in the data on
cubic L1 splines are not yet available.)
These “linear-interpolant-like” properties of cubicL1 splines are in contrast to the properties of classical
cubic splines, for which local changes in the data generically result in global changes, often involving
extraneous oscillation, in the spline even when the ﬁrst divided differences of the data remain unchanged.
In Fig. 2a, the cubic L1 spline (solid curve) and the conventional cubic spline (dotted curve) of the data
set {(0, 0), (1, 0), (2, 0), (3, 0), (4, 0), (5, 1), (6, 1), (7, 1), (8, 1), (9, 1)} are given. These data have the
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Fig. 2. Comparison of the data dependency of cubic L1 and L2 splines.
same ﬁrst divided differences {zi} as the data set {(0, 0), (1, 0), (2, 0), (3, 0), (4, 0), (14, 10), (15, 10),
(16, 10), (17, 10), (18, 10)}. For both of these data sets, the cubic L1 spline (as well as the piecewise
linear interpolant) has uniformly zero slope except in the ﬁfth interval. However, the classical cubic
spline has extraneous oscillation in these portions. Moreover, the oscillation of the classical cubic spline
is different for the ﬁrst and second data sets above in spite of the fact that these data sets generate one and
the same set of ﬁrst divided differences. Fig. 2(b) shows the details of these splines over [0, 4]. (Because
of the difference in scale of the two data sets, it is not feasible to present the full ﬁgures of all of these
splines on one and the same ﬁgure.) The solid curve is the cubic L1 spline for both data sets. The dotted
curve is the classical cubic spline for the ﬁrst data set. The dashed-and-dotted curve is the classical cubic
spline for the second data set and differs signiﬁcantly from the classical cubic spline for the ﬁrst data set.
3.1. Linearity
In this section, we show that, if part of the data set lies on a straight line, the cubicL1 spline for this data
set is a linear function over this part. This property can be used to decompose the original interpolation
problem into several small problems for parallel processing.
Lemma 1. If (∗i−1, ∗i ) is an interior point of , then qi = qi+1=zi and S(x) is a linear function over[xi, xi+1].
Proof. If (∗i−1, ∗i ) is an interior point of , then n1(∗i−1, ∗i ) = n2(∗i−1, ∗i ) = 0. From model (T),
qi = qi+1 = zi . By (6), this implies that ui = 0 and, by (7), that vi = 0. Hence, the cubic L1 spline over
the interval [xi, xi+1] is a linear function
Si(x)= pi + zi(x − xi). 
Theorem 2 (Cubic L1 splines preserve linearity over the middle of three consecutive intervals). If four
consecutive data points (xi, zi), (xi+1, zi+1), (xi+2, zi+2) and (xi+3, zi+3) lie on a straight line, then a
cubic L1 spline S(x) preserves linearity over the middle interval [xi+1, xi+2]. If ∗i−1 = ±53 , then S(x)
preserves linearity over the ﬁrst interval [xi, xi+1]. If ∗i+2 = ±53 , then S(x) preserves linearity over the
last interval [xi+2, xi+3].
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Fig. 3. Illustration for the proof that an L1 spline preserves linearity.
Proof. Since the four data points lie on a straight line, zi = zi+1 = zi+2. Hence, in the geometric
dual problem (D), bi = bi+1= 0. Consequently, ∗i and ∗i+1 can be any feasible values for a dual optimal
solution.
Assume that ∗i−1 = ±53 and ∗i+2 = ±53 . Choose ∗i such that |∗i |< 1 and (∗i−1, ∗i ) is an interior
point of  (see illustration in Fig. 3). Similarly, choose ∗i+1 such that |∗i+1|< 1 and (∗i+1, ∗i+2) is an
interior point of . The point (∗i , ∗i+1) is an interior point of  because |∗i |< 1 and |∗i+1|< 1. Hence,
we are able to ﬁnd feasible ∗i and ∗i+1 such that (∗i−1, ∗i ), (∗i , ∗i+1), and (∗i+1, ∗i+2) are all interior
points of . By Lemma 1, we have
qi = qi+1 = qi+2 = qi+3 = zi.
Therefore, the cubic L1 spline S(x) is a linear function over the union [xi, xi+3] of the three consecutive
intervals.
If ∗i−1 = 53 and ∗i+2 = ±53 , then the only feasible value of ∗i is ∗i = −1. In this case, (∗i−1, ∗i ) is
a boundary point of , and n1(∗i−1, ∗i )0, n2(∗i−1, ∗i ) = 0. From the dual-to-primal transformation
model (T),
qi+1 = zi + n2(∗i−1, ∗i )= zi.
Furthermore, for any |∗i+1|< 1, (−1, ∗i+1) is an interior point of . Therefore,
qi+1 = qi+2 = qi+3 = zi.
If ∗i−1 = −53 and ∗i+2 = ±53 , then the only feasible value of ∗i is ∗i = 1. The normal vector of  at
(∗i−1, ∗i ) satisﬁes n1(∗i−1, ∗i )0 and n2(∗i−1, ∗i )=0. The conclusion qi+1=qi+2=qi+3=zi holds.
When ∗i−1 = ±53 and ∗i+2 =±53 , analogous logic can be used to prove that qi = qi+1 = qi+2 = zi .
If ∗i−1= 53 and ∗i+2=−53 , then ∗i =−1 and ∗i+1= 1. It is easy to see that (∗i , ∗i+1)= (−1, 1) is an
interior point of . By Lemma 1, S(x) is a straight line over the middle interval [xi+1, xi+2]. The same
conclusion holds when ∗i−1 =−53 and ∗i+2 = 53 .
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If ∗i−1 = 53 and ∗i+2 = 53 , then (∗i , ∗i+1)= (−1,−1) is a corner point. From model (T), we have
qi+1 = zi + n2(∗i−1, ∗i ),
qi+1 = zi+1 − n1(∗i , ∗i+1),
n2(
∗
i−1, ∗i )= 0.
Solving this linear system yields n1(∗i , ∗i+1) = 0, which implies that n2(∗i , ∗i+1) = 0. Thus, qi+2 =
zi+1 + n2(∗i , ∗i+1) = zi+1 = qi+1 and S(x) is a straight line over the middle interval [xi+1, xi+2].
The same conclusion holds when ∗i−1 =−53 and ∗i+2 =−53 . 
The cases when the dual solution takes on values±53 at one of the end points of the linear data portion
are excluded from Theorem 2. Now we investigate whether linearity is preserved in these special cases.
When ∗i−1= 53 , the only feasible value of (∗i−1, ∗i ) is (∗i−1, ∗i )= (53 ,−1). So the value of (∗i−2, ∗i−1)
is uniquely determined to be (−1, 53). The normal vector of  at point (∗i−2, ∗i−1) has components
n1(
∗
i−2, ∗i−1)= 0 and n2(∗i−2, ∗i−1)0. By model (T), we have
qi−1 = zi−1 − n1(∗i−2, ∗i−1)= zi−1, (13)
qi = zi−1 + n2(∗i−2, ∗i−1)zi−1. (14)
Similarly, the normal vector of at point (∗i−1, ∗i ) has componentsn1(∗i−1, ∗i )0 andn2(∗i−1, ∗i )=0.
Therefore,
qi = zi − n1(∗i−1, ∗i )zi, (15)
qi+1 = zi + n2(∗i−1, ∗i )= zi. (16)
Putting (13)–(16) together, one sees that qi is free to have any value in [zi−1,zi] and that qi is
independent of the other qj , j = i. When ∗i−1 = −53 , we can derive a similar result, that is, that qi
can have any value in [zi,zi−1]. Therefore, when ∗i−1 =±53 , we can always set qi = zi to preserve
linearity.
The equalities ∗i−1 = ±53 occur when xi is at the intersection of two linear functions with different
slopes. If qi is set to be zi−1, then linearity to the left of xi is preserved but linearity to the right is
violated. An analogous situation with right and left switched occurs if we set qi = zi . In this case, only
a piecewise linear function is able to preserve the linearity on both of the sides of xi—the requirement of
C1 continuity of a cubic L1 spline conﬂicts with preservation of linearity. Nevertheless, cubic L1 splines
preserve linearity over all but at most the interval immediately to the left and the interval immediately to
the right of the intersection point.
Theorem 2 guarantees that cubicL1 splines preserve linearity over three or more consecutive intervals.
When xi is the intersection point of two linear portions of the data with different slopes, there does not
exist any C1-smooth interpolant that preserves two different linearities on the two sides of xi . In this
case, many practitioners might wish to relax the requirement for C1 smoothness at xi to C0 smoothness,
which could be accomplished by a priori segmentation of the domain into subdomains and calculation
of separate L1 splines on each subdomain. However, the goal of the present paper is to investigate the
properties of L1 splines with the C1 requirement at all nodes and without segmentation algorithms or
other reﬁnements.
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Fig. 5. The cubic L1 spline does not preserve linearity over less than three consecutive intervals.
To illustrate Theorem 2, we consider the data set {(0, 3), (1, 2), (2, 1), (3, 0), (4, 1), (5, 2), (6, 3),
(7, 3.1), (8, 3.2), (9, 3.3)} of Fig. 4. The dual optimal solution is ∗2 = 53 , ∗5 = −53 and ∗i = 0, for
i = 2, 5. The data set is linear in the regions [0, 3], [3, 6] and [6, 9]. At x = 3, we can set q3 = −1 to
preserve linearity over [0, 3] or set q3= 1 to preserve linearity over [3, 6]. Minimizing the regularization
functional in (T) yields q∗3 = 0. At point (6, 3), the value of q6 can be any number in [0.1, 1]. The
regularization term gives the optimal value q∗6 = 0.1. The resulting cubic L1 spline is the one with the
smallest absolute value of q6 among inﬁnitely many possible cubic L1 splines.
The minimum number of consecutive intervals for cubic L1 splines to preserve linearity is three. Two
consecutive intervals formed by three data points on a straight line are insufﬁcient, as is shown by the
cubic L1 spline for the data set {(0, 3), (1, 2), (2, 1), (3, 0), (4, 1), (5, 2), (6, 2.1), (7, 2.2), (8, 2.3)} in
Fig. 5. As we have proved, the cubic L1 spline S(x) is a linear function in [0, 3] and [5, 8]. However, in
the two consecutive intervals [3, 4] and [4, 5], the cubic L1 spline is not a straight line.
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Fig. 6. The cubic L1 spline preserves shape better with a locally reﬁned grid.
Theorem 2 has important implications in practice. If it is known a priori that one connected region of
a function that is to be interpolated is linear, then one can guarantee that the cubic L1 spline interpolant
matches the function exactly in most of this region by using six knots in the region. These knots can, for
example, be the two end points of the region, two points very close to those end points and two arbitrary
intermediate points. Collecting more data does not improve the result and only raises the cost. On the
other hand, for a general curve, introducing additional knots is often beneﬁcial in that it produces a cubic
L1 spline that preserves shape better. An example is given in Fig. 6. In the ﬁgure on the left, the data set
is {(0, 0), (1, 0), (2, 0), (3, 0), (3.2, 1), (4.8, 1), (5, 0), (6, 0), (7, 0), (8, 0)}. In the ﬁgure on the right, an
additional knot (4, 1) has been introduced. The addition of one knot changes the L1 spline drastically.
Based on the results presented above in this subsection and on computational experience, the authors
hypothesize that strict enforcement of linearity in an interpolant everywhere in a linear portion of the
data may lead to introducing extraneous oscillation outside of this portion and therefore to poor shape
preservation. In the next subsection, we will see that an analogous statement for convexity/concavity is
more than just a hypothesis.
3.2. Convexity/concavity and extraneous oscillation
Computational experience indicates that the cubic L1 spline of convex data typically preserves the
shape of the data well but is not always convex. If the divided differences zi, i= 0, 1, . . . , n− 1 change
too much, the cubic L1 spline can be nonconvex. However, even when the spline is not convex, it still has
no extraneous oscillation as we will see in Theorem 5.
Theorem 3. If zizi+1zi+2, then qi+1zi+1 and qi+2zi+1.
Proof. Since qi+1=zi+1−n1(∗i , ∗i+1) and qi+2=zi+1+n2(∗i , ∗i+1), the conclusion is equivalent
to
n1(
∗
i , 
∗
i+1)0, n2(∗i , ∗i+1)0, (17)
for zizi+1zi+2.
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By Theorem 2, zi = zi+1 = zi+2 implies qi+1 = qi+2 = zi+1. In what follows, we assume that
zi = zi+1 and zi+1 = zi+2 do not hold at the same time.
If the pair (∗i , ∗i+1) of the dual solution is an interior point of , then Lemma 1 implies that qi+1 =
qi+2 = zi+1 and the conclusion follows.
If (∗i , ∗i+1) is a boundary point of  and (∗i−1, ∗i ) is an interior point of , then Lemma 1 implies
that qi+1 = zi . From model (T), qi+1 = zi+1 − n1(∗i , ∗i+1)= zi . Consequently,
n1(
∗
i , 
∗
i+1)= zi+1 − zi0.
Next we need to show that, in this situation, n1(∗i , ∗i+1)0 implies n2(∗i , ∗i+1)0. Assume
n1(
∗
i , 
∗
i+1)0 and n2(∗i , ∗i+1)< 0. Then (∗i , ∗i+1) is in section II of , that is, −53∗i+1 − 1.
Consider the (∗i+1, ∗i+2) pair. Since−53∗i+1−1, (∗i+1, ∗i+2) can be either an interior point of  or
a boundary point of in section III or IV. In either case, n1(∗i+1, ∗i+2)0. The feasible sets of (∗i , ∗i+1)
and (∗i+1, ∗i+2) are shown in Fig. 7. Again, from model (T),
qi+2 = zi+1 + n2(∗i , ∗i+1),
qi+2 = zi+2 − n1(∗i+1, ∗i+2),
which implies that
zi+2 − zi+1 = n2(∗i , ∗i+1)+ n1(∗i+1, ∗i+2)< 0.
This contradicts the assumption that zi+1zi+2. Therefore, we have n2(∗i , ∗i+1)0.
If (∗i , ∗i+1) is a boundary point of  and (∗i+1, ∗i+2) is an interior point of , then the same logic
can be used to show that (17) holds.
Next we assume that (∗i−1, ∗i ), (∗i , ∗i+1) and (∗i+1, ∗i+2) are all boundary points of . As we have
shown above, if one value of n1(∗i , ∗i+1) and n2(∗i , ∗i+1) is nonnegative, then the other must also be
nonnegative. Hence, we need to consider only the case when
n1(
∗
i , 
∗
i+1)0 and n2(∗i , ∗i+1)0.
In this case, (∗i , ∗i+1) is in section III of , that is, −53∗i 1,−53∗i+11. Consider the pair
(∗i+1, ∗i+2). Since zi+2 − zi+1 = n2(∗i , ∗i+1) + n1(∗i+1, ∗i+2)0 and n2(∗i , ∗i+1)0, we have
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n1(
∗
i+1, ∗i+2)0. Combining this with −53∗i+11 results in −1∗i+11. Similarly, considering
the pair (∗i−1, ∗i ), we have −1∗i 1. Since (∗i , ∗i+1) is in section III of , the only possible values
of the components of (∗i , ∗i+1) are
∗i = ∗i+1 =−1.
However, this implies that ∗i+2 = 53 or −1 and, therefore, that n1(∗i+1, ∗i+2)0. Hence,
zi+2 − zi+1 = n2(∗i , ∗i+1)+ n1(∗i+1, ∗i+2)0.
Similarly, we can obtain zi+1 − zi0. This inequality is true only when
zi = zi+1 = zi+2
and, consequently,
n1(
∗
i , 
∗
i+1)= n2(∗i , ∗i+1)= 0.
Therefore, if (∗i−1, ∗i ), (∗i , ∗i+1) and (∗i+1, ∗i+2) are all boundary points of , then n1(∗i , ∗i+1)0
and n2(∗i , ∗i+1)0. 
Theorem 4. If zizi+1zi+2, then the cubicL1 spline S(x) is convex over [xi+1, xi+2], if and only
if, qi+1 = qi+2 = zi+1 or ∗i = ∗i+1 = 1.
Proof. If zizi+1zi+2, then n1(∗i , ∗i+1)0 and n2(∗i , ∗i+1)0. For any x ∈ [xi+1, xi+2],
S′′(x)= ui+1 + vi+1(x − xi+1) is a linear function. Hence, S′′(x)0 over [xi+1, xi+2], if and only if,
S′′(xi+1)=ui+1
= 2
hi+1
[2n1(∗i , ∗i+1)− n2(∗i , ∗i+1)]0
and
S′′(xi+2)=ui+1 + vi+1hi+1
= 2
hi+1
[−n1(∗i , ∗i+1)+ 2n2(∗i , ∗i+1)]0.
If n1(∗i , ∗i+1)= n2(∗i , ∗i+1)= 0, then all of these requirements are satisﬁed and qi+1 = qi+2 = zi+1.
Otherwise, the only value of (∗i , ∗i+1) that satisﬁes all of these requirements is ∗i = ∗i+1 = 1. 
For convex data, the dual solution is ∗i =1 only when the divided differences {zi} do not increase too
rapidly. When zizi+1zi+2 and both (∗i−1, ∗i ) and (∗i+1, ∗i+2) are interior points of , we can
derive a simple condition for preservation of convexity. In this case, since qi+1 = zi and qi+2 = zi+2,
we need to consider the convexity of the cubic L1 spline S(x) over only the one interval [xi+1, xi+2].
From model (T),
n1(
∗
i , 
∗
i+1)= zi+1 − qi+1,
n2(
∗
i , 
∗
i+1)= qi+2 − zi+1.
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Fig. 8. An example showing that an L1 spline does not always preserve convexity.
If the dual solution is ∗i = ∗i+1 = 1, then the normal vector at point (1, 1) should satisfy
1
2 n1(
∗
i , 
∗
i+1)n2(∗i , ∗i+1)2n1(∗i , ∗i+1).
Putting these facts together, one ﬁnds that S(x) preserves convexity, if and only if
2qi+1 + qi+23zi+1qi+1 + 2qi+2,
which is the same as the condition stated in [12]. This condition can be rewritten as
2
3 zi + 13zi+2zi+1 13 zi + 23 zi+2.
When more intervals are considered together, conditions for preserving convexity become complicated
(see detailed discussion in Section 5.3.3 of [2] and related results in [1]). All of these conditions depend
on the data only. There exist convex data sets for which cubic L1 splines cannot preserve convexity. One
example is given in Fig. 8. The data interpolated by this spline are {(−3, 3), (−2, 2), (−1, 1), (0, 0),
(1,−0.7), (2, 0.3), (3, 1.3), (4, 2.3)}.
Even when a cubic L1 spline is not convex, it is guaranteed that the spline never crosses the piecewise
linear interpolant. In this sense, cubic L1 splines do not have extraneous oscillation.
Theorem5. Ifzizi+1zi+2, then, on the interval [xi+1, xi+2], the cubicL1 spline S(x) is bounded
above by the linear interpolant pi+1 + zi+1(x − xi+1).
Proof. If n1(∗i , ∗i+1)=n2(∗i , ∗i+1)=0, then S(x)=pi+1+zi+1(x−xi+1) for any x ∈ [xi+1, xi+2].
Assume that n1(∗i , ∗i+1) and n2(∗i , ∗i+1) are not zero at the same time. Let
W(x)=S(x)− [pi+1 + zi+1(x − xi+1)]
= (qi+1 − zi+1)(x − xi+1)+ ui+12 (x − xi+1)
2 + vi+1
6
(x − xi+1)3.
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ThenW(xi+1)=W(xi+2)= 0 and
W ′(x)= (qi+1 − zi+1)+ ui+1(x − xi+1)+ vi+12 (x − xi+1)
2.
Therefore,
W ′(xi+1)= qi+1 − zi+1 =−n1(∗i , ∗i+1)0
and
W ′(xi+2)=(qi+1 − zi+1)+ ui+12 hi+1 +
vi+1
2
h2i+1
= qi+2 − zi+1 = n2(∗i , ∗i+1)0.
SinceW ′(x) is an unconstrained quadratic function, there must exist a unique root x˜ ∈ [xi+1, xi+2] such
that, for any xi+1x x˜,W ′(x)0 and for any x˜xxi+2,W ′(x)0. Therefore, for any xi+1x x˜,
W(x) is a monotonically nonincreasing function, which impliesW(x)W(xi+1)= 0. Similarly, for any
x˜xxi+2, W(x) is a monotonically nondecreasing function with W(x)W(xi+2) = 0. Overall, for
any x ∈ [xi+1, xi+2],
S(x)pi+1 + zi+1(x − xi+1).
Strict enforcement of convexity everywhere in an interpolant of convex data tends to violate the conclusion
of Theorem 5 and therefore introduce extraneous oscillation.
Analogous results can be obtained if the data are concave. We state these results here without
proofs.
Theorem 6. If zizi+1zi+2, then qi+1zi+1 and qi+2zi+1.
Theorem 7. If zizi+1zi+2, then a cubic L1 spline S(x) is concave over [xi+1, xi+2], if and only
if, qi+1 = qi+2 = zi+1 or ∗i = ∗i+1 =−1.
Theorem 8. Ifzizi+1zi+2, then, on the interval [xi+1, xi+2], a cubicL1 spline is bounded below
by the linear interpolant pi+1 + zi+1(x − xi+1).
Cubic L1 splines are all-purpose interpolants that make no ad hoc assumptions and require no user
interaction. They may serve as baselines from which other specialized shape-preserving splines can be
obtained for particular needs. For example, when regions of data on two linear functions with different
slopes intersect (as illustrated in Fig. 4), one can preserve linearity on both sides of the intersection point
by calculating two different L1 splines, one on each side of the intersection point.When cubic L1 splines
do not preserve convexity such as the example shown in Fig. 8, extra knots can be inserted to preserve
convexity of the data.
4. Conclusion
Cubic L1 splines depend only on the ﬁrst divided differences {zi}n−1i=0 , not directly on data magnitude
and knot spacing. Data magnitude and knot spacing affect local scaling of a cubic L1 spline but not
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the “shape” of the spline. It is thus not surprising that cubic L1 splines have been noted in practice to
preserve shape well for multiscale data. The purpose of the present paper has been to begin to quantify
the shape-preserving capabilities of cubic L1 splines for linear and convex/concave data. In carrying out
this quantiﬁcation, the formulation of the cubic L1 spline problem as a geometric programming problem
has been fruitful. In [3], the geometric programming framework allowed one to carry out a theoretical
analysis of the calculation of the coefﬁcients of cubic L1 splines. In the present paper, we introduced a
simpliﬁed dual-to-primal transformation for this geometric programming framework. This transformation
yields transparent relations between the dual solution and properties of the ﬁrst derivatives of cubic L1
splines and has been the key to establishing quantitative statements about shape preservation by cubic L1
splines.
We have noted that, under appropriate circumstances, cubic L1 splines preserve linearity and convex-
ity/concavity of data. L1 splines do not always and everywhere preserve these properties but, when they
do not, L1 splines still tend to preserve shape. The fact that L1 splines can preserve shape without strictly
preserving linearity and convexity/concavity raises questions about the widespread strategy of trying to
achieve shape preservation by strict, rule-based enforcement of linearity and convexity/concavity. As
we have noted above, strict enforcement of convexity/concavity everywhere in an interpolant of con-
vex/concave data can lead to extraneous oscillation and poor shape preservation. We have hypothesized
that a similar statement holds for linear data.
One property that has often been considered in discussions about shape preservation but has not been
considered in the present paper is monotonicity. In the past, it has been proposed that a shape-preserving
interpolant of monotonic data should be monotonic. The conditions for a cubic L1 spline to preserve
monotonicity are not yet well understood.An example mentioned at the end of Section 5 of [9] shows that
rule-based enforcement of monotonicity in an interpolant everywhere in an interval of monotonicity of the
data can produce extraneous oscillation in the interior of the interval. How preservation of monotonicity
is related to shape preservation is an open question. Linearity and convexity/concavity are coordinate-
system-independent characteristics. In contrast, monotonicity depends on the coordinate system. Perhaps
taking this difference into account will help elucidate the role of preservation of monotonicity in shape
preservation.
Shape preservation has eluded quantitative deﬁnition for a generation and continues to be an enigmatic
research topic. Rule-based approaches to interpolation (such as “the interpolant of linear (or convex or
monotonic) data must be linear (or convex or monotonic)”) have had some success but have not provided
a viable solution for general, multiscale data, because the sets of rules proposed have not been intricate
enough to cover all/most cases. The investigation commenced in this paper has had as its goal to provide
the ﬁrst quantitative results that explain the empirical observations that cubic L1 splines have excellent
shape-preserving properties. It is hoped that these results and extensions of them obtained in the future
will lead notmerely to amore transparent understanding of cubicL1 splines but also to amore quantitative
understanding of what shape preservation really is.
The present paper has investigated the behavior of “plain vanilla” univariate L1 splines under a C1
continuity requirement. Once it is clear what performance can be achieved with a requirement for
uniform C1 continuity, one will have a good basis on which to develop other L1 splines for shape
preservation in cases with specialized smoothness (locally lower for corners or higher for regions
known to be smooth) or other requirements. The shape preservation results of the present paper are
also a good basis on which to develop shape preservation results for bi- and multivariate L1
splines.
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