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The orbits of a Borel subgroup acting on a symmetric variety G=H occur in several areas
of mathematics. For example, these orbits and their closures are essential in the study
of Harish Chandra modules (see Vogan, 1983). There are several descriptions of these
orbits, but in practice it is actually very di–cult and cumbersome to compute the orbits
and their closures. Since the characterizations of these orbits are very combinatorial in
nature, this work could conceivably be done by a computer.
In this paper we prove a number of additional properties of these orbits and combine
these with properties of the various descriptions of these orbits to obtain an e–cient
algorithm. This algorithm can be implemented on a computer by using existing symbolic
manipulation programs or by writing an independent program.
c° 1996 Academic Press Limited
1. Introduction
In the last two decades computer algebra has had a major impact on many areas of
mathematics. Best known are its accomplishments in number theory, algebraic geometry
and group theory. In the last few years several people have also started to devise and
implement algorithms related to Lie theory. The most noteworthy examples of this are
the package LiE written by CAN (see van Leeuwen et al., 1992) and the packages Cox-
eter and Weyl by J. Stembridge, which are written in Maple (see Stembridge, 1992).
In the LiE package, most of the basic combinatorial aspects of Lie theory have been
implemented, following the excellent description and tables in Bourbaki (1968). There
remain many, more complex aspects of Lie theory for which it would be useful to have
a computer implementation of the structure. In this paper we lay the foundation for a
computer algebra package for computations related to symmetric varieties. These vari-
eties are deflned as the spherical homogeneous spaces G=H with G a reductive algebraic
group and H the flxed point group of an involution. They occur in many problems in
representation theory, geometry, and number theory. (See, for example, Procesi and de
Concini, 1983; Vogan, 1983; Oshima and Matsuki, 1984; Tong and Wang, 1989.) Per-
haps the best known application is in the representation theory of Lie groups. There the
symmetric varieties are of fundamental importance in many problems, ranging from the
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representation theory on symmetric spaces to the characterization of the characters of
the irreducible representations of a semi-simple Lie group.
Most of the flne structure of the symmetric varieties can be described by the orbits
of a Borel subgroup B acting on the symmetric variety G=H. The closure of an orbit is
an algebraic variety, which in most cases has quite complicated singularities. In practice
it is quite di–cult and cumbersome to actually compute these orbits and their closures.
Fortunately most of the geometry of these orbits and their closures can be described
combinatorially and therefore most of this work could be done by a computer. For this
we will need a description which is both precise and e–cient enough to be implemented on
a computer. Since the number of orbits becomes quite large very quickly (approximately
jW j 12 , where W is the Weyl group of G), it will be important to flnd an algorithm that
is as e–cient as possible. This means that the algorithm has to use as much as possible
of the rich combinatorial structure, instead of blindly computing the orbits.
There are several descriptions of these orbits and their closures (see Matsuki, 1979,
1983; Vogan, 1983; Springer, 1984; Richardson and Springer, 1990; Helminck and Wang,
1993). For example we will often use the orbits of H acting on the °ag variety G=B
instead of the B-orbits on G=H. In principle one can derive a method to compute the
orbits from each of the difierent characterizations of the orbits, but not all of these
methods are precise enough to be implemented on a computer.
A small additional problem in describing an algorithm is that the results about these
orbits are contained in a number of difierent papers, in which difierent approaches and
notations are used. Translating the results from one setting to another becomes some-
times technically quite complicated. So part of what needs to be done is to describe
and collect the relevant combinatorial structure of these orbits in one setting. In this
paper we will mainly follow Helminck and Wang (1993) and give a description of the
orbit structure starting from an arbitrary orbit instead of the traditional closed orbit as
in Springer (1984) and Richardson and Springer (1990). These results enable us to com-
pute the orbits and their closures starting from the unique open orbit, instead of a closed
orbit. Since most of the flne structure of a symmetric variety G=H is associated with the
open orbit, this is in general a more natural starting point for computing the orbit de-
composition. Many other results, like the combinatorial description of the orbit closures
in Richardson and Springer (1990), which are needed for the computation of the closures
of these orbits, will also be translated to this setting. We will also derive a number of
additional results about these orbits which are useful for the actual computation. Finally,
aspects from these various characterizations will be combined in an e–cient algorithm,
which computes not only the orbits, but also their closures. This algorithm can be im-
plemented on a computer using existing symbolic manipulation programs or by writing
an independent program. Probably the most e–cient implementation would be to write
an extension to the program LiE. An example of this is given in Example 9.28. Note that
most of the remaining structure of a symmetric variety, like the restricted root system,
will also follow from the above structure.
These results provide a flrst step towards a solution of a more general problem: namely,
to classify the orbits of minimal parabolic R-subgroups acting on semi-simple symmet-
ric spaces. These orbits are of importance in the characterization of the discrete series
representations of the semi-simple symmetric space GR=HR. There are similar characteri-
zations of these orbits, but there are many more semi-simple symmetric spaces to consider
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and also some additional technical problems. For more details, see Matsuki (1979, 1983),
Helminck and Wang (1993) and Helminck (1991, 1993, 1994a, b).
A brief outline of this paper is as follows. In Section 2 we introduce notation and
review a few generalities about symmetric varieties. In Section 3 we discuss the var-
ious characterizations of the orbits of a Borel subgroup on G=H. These orbits have
been studied by many people. A flrst characterization for algebraically closed flelds of
characteristic not 2 was given in Springer (1984). For k = R or C, a slightly difierent
characterization was given in Matsuki (1979). Additional results about these orbits ap-
pear in Matsuki (1983), Vogan (1983) and Richardson and Springer (1990). Here we will
mainly follow Helminck and Wang (1993), where a generalization of this orbit decom-
position to non-algebraically closed flelds was discussed. One way to characterize the
orbits is by H-orbits of pairs (B; T ), where T is a µ-stable maximal torus and B ¾ T
a Borel subgroup. This is the easiest characterization to describe and we will use this
one in the preliminaries. In Section 3 we also discuss the action of the Weyl group W
on these orbits and the connection of these orbits with twisted involutions in the Weyl
group. In particular, we analyse the natural map ’ : V ! I ‰ W , where V is the set
of orbits and I the set of twisted involutions in the Weyl group W . We will classify the
set of orbits V by computing the image and flbers of ’. Most of these results are from
Richardson and Springer (1990), Helminck and Wang (1993) and Helminck (1994b).
In Section 4 we discuss the twisted involutions in the Weyl group and give a detailed
characterization. In Springer (1984), a characterization of the twisted involutions was
given in the case that there exists a basis ¢ of the root system '(T ) such that µ(¢) = ¢.
This condition means that the corresponding orbit of B in G=H is closed. We generalize
this characterization to an arbitrary basis ¢ of '(T ). For this characterization we pass
to an involution µ0 of '(T ), which stabilizes the flxed basis ¢. This involution is also
essential in the description of the orbit closures.
In Section 5 we discuss the relation between the B-orbits on the symmetric varieties
associated with the involutions µ and µ0 as above. This is of importance if one wants
to classify the orbits starting from a pair (B; T ) other than a standard pair (i.e. one in
which µ(B) = B).
The next section discusses the orbit closures and the (Bruhat) order on these orbits,
induced by the closure relations. A combinatorial description of this geometrically deflned
order on V was given in Richardson and Springer (1990). Their description of the order
was given with respect to a standard pair (B; T ). In Section 6 we show how the results can
be generalized to an arbitrary pair (B; T ). Our formulation of the combinatorial Bruhat
order difiers slightly from the one in Richardson and Springer (1990) and is more geared
toward the computation of the orbit closures. For example, we generalize the notion of
\Bruhat descendants" from the Weyl group to V and the set of twisted involutions in
the Weyl group.
The relation between Borel subgroups containing a flxed maximal torus T and orders
on '(T ) is discussed in Section 7. This includes a characterization of the orbits of minimal
and maximal dimension in a W -orbit in V . In Section 8 we discuss a number of properties
of the open orbit.
Finally, in Section 9 we present the algorithm to compute the orbits and their closures.
This includes a discussion of possible computational complications and also an example.
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2. Preliminaries
In this section we introduce notation and recall a few results from Helminck (1991,
1994a) and Helminck and Wang (1993). All algebraic groups and algebraic varieties are
taken over an algebraically closed fleld k of characteristic 6= 2 and all algebraic groups
considered are linear algebraic groups. Our basic reference for reductive groups will be
the papers by Borel and Tits (1965, 1972) and the books by Humphreys (1975) and
Springer (1981). We shall follow their notations and terminology.
Given an algebraic group G, the identity component is denoted by G0. We use L(G)
(or g, the corresponding lower-case German letter) for the Lie algebra of G. If H is a
subset of G, NG(H) (respectively ZG(H)) is the normalizer (respectively centralizer) of
H in G. We write Z(G) for the center of G. The commutator subgroup of G is denoted
by [G;G].
If G is a reductive algebraic group, H a closed subgroup of G and A a subtorus of
H then we denote the group of characters of A (respectively one-parameter subgroups
of A) by X⁄(A) (respectively X⁄(A)) and the set of roots of A in H by '(H;A). Let
W (H;A) = NH(A)=ZH(A) denote the Weyl group of H relative to A. If fi 2 '(H;A),
then let Ufi denote the unipotent subgroup of H corresponding to fi. If A is a maximal
torus, then Ufi is one-dimensional. Given a quasi-closed subset ˆ of '(G;A), the groups
Gˆ and G⁄ˆ are deflned in Borel and Tits (1965; Section 3.8). If G
⁄
ˆ is unipotent, ˆ is
said to be unipotent and often one writes Uˆ for G⁄ˆ.
Throughout this paper G will denote a connected reductive algebraic group.
2.1. involutions of G
Let G be a connected algebraic group, µ an automorphism of G of order two and
Gµ = fg 2 G j µ(g) = gg the set of flxed points of µ. This is a subgroup of G which
is reductive if G is reductive. If G is semi-simple and simply connected, then Gµ is
connected, but in general Gµ is not necessarily connected. The automorphism µ will also
be called an involution of G.
If G is reductive and H an open subgroup of Gµ, then we call the variety G=H a
symmetric variety. Symmetric varieties are spherical.
Notation 2.2. Given g, x 2 G, the twisted action associated to µ is given by (g; x) 7!
g ⁄ x = gx µ(g)¡1. Let Q and Q0 denote the subsets of G deflned by
Q = fg¡1µ(g) j g 2 Gg;
Q0 = fg 2 G j µ(g) = g¡1g:
The set Q is contained in Q0. Both Q and Q0 are invariant under the twisted action
associated to µ. There are only flnitely many twisted G-orbits in Q0 and each such orbit is
closed (see Richardson, 1982a; Section 9). In particular,Q is a connected closed subvariety
of G.
Deflne a morphism ¿ : G! G by
¿(x) = xµ(x¡1); (x 2 G): (2.1)
Then ¿(G) = Q is a closed subvariety of G and ¿(x) = ¿(y) if and only if x¡1y 2 Gµ.
The morphism ¿ induces an isomorphism of the coset space G=Gµ onto Q (see Springer
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1984; Section 2.2). This map will be essential in the study of involutions of reductive
algebraic groups and their symmetric varieties.
2.3. µ-stable tori
Let G be a connected reductive algebraic group and µ an involution of G. In this
subsection we discuss µ-stable tori and the restricted root system associated with a
symmetric variety. First we give some notation.
Let T be a µ-stable torus of G. (Recall that according to a result of Steinberg, 1968;
Section 7.5, there exists a µ-stable torus T of G.) Write T+µ = (T \Gµ)0 and T¡µ = fx 2
T j µ(x) = x¡1g0. Then it is easy to verify that the product map
„ : T+µ £ T¡µ ! T; „(t1; t2) = t1t2
is a separable isogeny. In particular T = T+µ T
¡
µ and T
+
µ \T¡µ is a flnite group. (In fact it
is an elementary abelian 2-group.) The automorphisms of '(G;T ) and W (G;T ) induced
by µ will also be denoted by µ.
The natural tori associated with the symmetric variety G=H are deflned as follows:
Definition 2.4. A torus A of G is called µ-split if µ(a) = a¡1 for every a 2 A.
The set of roots of a maximal µ-split torus gives a restricted root system, which is
the natural root system of a symmetric variety (see Richardson, 1982b). If k = C, then
G=H is the complexiflcation of a Riemannian symmetric space. Therefore much of the
flne structure of the symmetric varieties is similar to that of the Riemannian symmetric
spaces.
3. Orbits of Borel Subgroups on Symmetric Varieties
In this section we review some results about the orbits of Borel subgroups acting
on the symmetric varieties. Most of these results are due to Springer (1984). Over the
real numbers these orbits were also studied by Matsuki (1979, 1983). We follow the
description given in Helminck and Wang (1993), which basically is a generalization of
Springer (1984) and Matsuki (1979) to non-algebraically closed flelds. However, besides
such a generalization, the results in Helminck and Wang (1993) yield also some addi-
tional information about these orbits which is not contained in Springer (1984) and
Matsuki (1979).
Let G be a reductive algebraic group, µ an involution of G, Gµ = fg 2 G j µ(g) = gg
the set of flxed points of µ and H an open subgroup of Gµ. As in (2.1) let ¿ : G! G be
the morphism deflned by ¿(x) = xµ(x)¡1, x 2 G.
Let B be a Borel subgroup of G, T a µ-stable maximal torus of B, N = NG(T ) and
W = W (T ) = NG(T )=T the corresponding Weyl group. The key lemma in the study of
the orbits of Borel subgroups on symmetric varieties is the following result (see Helminck
and Wang, 1993; Lemma 2.6).
Lemma 3.1. Every Borel subgroup B of G contains a µ-stable maximal torus of B, unique
up to conjugation by an element of H \Ru(B).
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Using this result we can reduce consideration of the orbit decomposition to a question
about µ-stable maximal tori and their Weyl groups.
Proposition 3.2. If g 2 G satisfles µ(g) = g¡1, then there exists x 2 U such that
xg µ(x)¡1 2 NG(T ).
The B orbits on G=H can be described now as follows. Set V = fx 2 G j ¿(x) 2 Ng.
The group T £H acts on V by (x; z)y = xyz¡1, for (x; z) 2 T £H and y 2 V. Let V be
the set of (T £H)-orbits on V. If v 2 V , we let x(v) 2 V be a representative of the orbit
v in V . The set V characterizes the double cosets (see Helminck and Wang, 1993).
Proposition 3.3. The inclusion map V ! G induces a bijection from the set V of
(T £H)-orbits on V onto the set of (B £H)-orbits on G. In particular G is the disjoint
union of the double cosets Bx(v)H, v 2 V .
Remark 3.4. For algebraically closed flelds this result is due to Springer (1984). For
k = R these orbits were characterized in a slightly difierent way (see Matsuki, 1979; and
Rossmann, 1979). It is not hard to derive this characterization of the double cosets from
Proposition 3.3. The result is as follows.
Corollary 3.5. Let fTi j i 2 Ig be representatives of the H-conjugacy classes of µ-
stable maximal tori in G. Then
H nG=B »=
[
i2I
W (H;Ti) nW (G;Ti):
Remark 3.6. The flniteness of V was proved in Springer (1984). The flniteness of the
orbit decomposition was also discussed in Wolf (1974), Matsuki (1979), Rossmann (1979)
and Helminck and Wang (1993).
From the above results it follows that we can also characterize the orbits as follows.
Let S denote the set of all pairs (B; T ), where T is a µ-stable maximal torus of G and
B ¾ T a Borel subgroup of G. The group H acts on S by conjugation and we can identify
the set of orbits V with S=H, the set of H-conjugacy classes of pairs (B; T ) in S.
A pair (B; T ) in S is called a standard pair if µ(B) = B. In that case it easily follows
that the orbit BH is closed and T+µ is a maximal torus of H. For more details, see
Section Springer (1984) or Helminck and Wang (1993).
From Proposition 3.3 it follows that for studying the B-orbits on G=H it su–ces
to consider the set V. Using the twisted action of G on G, as in Notation 2.2, one
can also characterize the orbit decomposition as follows. Consider the restriction map
¿ jV : V ! G. Then ¿(V) = NG(T ) \ ¿(G), where ¿(G) = G ⁄ id, the twisted orbit of
id 2 G. The set NG(T ) \ ¿(G) is stable under the twisted action of T and we have the
following result:
Corollary 3.7. There is a bijection, induced by the map ¿ jV , between the set V of
(T £H)-orbits on V and the set of twisted T -orbits on NG(T ) \ ¿(G).
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This characterization is often very useful for calculating the flbers of the twisted in-
volutions in the natural characterization of V in the Weyl group. For more details see
Sections 3.10 and 9.16.
3.8. action of W on V
There is a natural (left) action of the Weyl group W = W (T ) on V , which is deflned
as follows.
Let v 2 V and let x = x(v). If n 2 N , then nx 2 V and its image in V depends only
on the image of n in W . This deflnes a left action of W on V , denoted by (w; v)! w ¢ v
(w 2 W; v 2 V ). The W orbits on V are now in correspondence with conjugacy classes
of maximal tori. This can be seen as follows.
Let T denote the set of maximal tori of G and let T µ be the flxed point set of µ, i.e.
the set of µ-stable maximal tori. Let T and V be as above. If x 2 V, then xTx¡1 is a
µ-stable maximal torus and conversely any µ-stable maximal torus in T µ can be written
as xTx¡1 for some x 2 V. The group H acts on T µ by conjugation. If v 2 V , then
x(v)¡1Tx(v) 2 T µ. This determines a map from V to the orbit set T µ=H. Since this
map is constant on W -orbits, we also get a map of orbit sets
° : V=W ! T µ=H: (3.1)
We have now the following characterization of the W orbits in V .
Proposition 3.9. Let G, T µ and ° be as above. Then ° : V=W ! T µ=H is bijective.
For a proof of this result, see Helminck and Wang (1993) and Springer (1984).
There is a natural map from V into W , induced by the map ¿ jV : V ! NG(T ). In the
next subsection we analyse this map in more detail.
3.10. twisted involutions
Recall that an element a 2 W (T ) is a twisted involution if µ(a) = a¡1 (see Springer,
1984 Helminck and Wang, 1993). Let I = Iµ = I(W (T ); µ) be the set of twisted involu-
tions in W (T ).
If v 2 V , then ¿(x(v))T 2 W (T ) is a twisted involution and is independent of the
choice of the representative x(v) 2 V of v. This deflnes a map ’ : V ! I, given by
’(v) = ¿(x(v))T , which is essential in the study of the orbit closures of the B-orbits in
G=H.
The Weyl group W acts also on I. This action comes from the twisted action of W
on (the set) W , which is deflned as follows: if w; w1 2W , then w ⁄ w1 = ww1µ(w)¡1. If
w1 2W , then W ⁄w1 = fw ⁄w1 j w 2Wg is the twisted W -orbit of w1. Now I is stable
under the twisted action, so that we get a twisted action of W on I.
The map ’ : V ! I is equivariant with respect to the action of W on V and the
twisted action of W on I:
Lemma 3.11. Let w 2W and v 2 V . Then ’(w ¢ v) = w ⁄ ’(v).
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Since ’ : V ! I is W -equivariant, we get a map ` : V=W ! I=W . Note that the
image of ’ is a union of twisted W -orbits. One easily proves now the following properties
of the maps ’ and ` (see Richardson and Springer, 1990; Helminck and Wang, 1993).
Proposition 3.12. Let G, ’ and ` be as above. Then we have the following:
(i) Let v1; v2 2 V . If ’(v1) = ’(v2), then v1 = w ¢ v2 for some w 2W .
(ii) ` : V=W ! I=W is injective.
(iii) There is a bijection from ’(V )=W onto T µ=H.
Before we can give a description of the orbit closures, we need flrst a description of the
twisted involutions in the Weyl group. This will be discussed in the next section.
4. Twisted Involutions and Singular Roots
In this section we give a description of the set of twisted involutions I. In the case
of µ('+) = '+, a description of the twisted involutions was given in Springer (1984).
One can easily generalize this description and give a similar description of the twisted
involutions when µ('+) 6= '+. This follows essentially from the results in Heminck and
Wang (1993). In the following we will discuss this characterization for the case that
µ('+) 6= '+. First we need to review a few facts about singular roots.
Let B be a Borel subgroup of G, T ‰ B a µ-stable maximal torus of B, ' = '(T ) the
root system of T with respect to G, '+ the set of positive roots of ' related to B, ¢
the corresponding basis of ', W = W (T ) the Weyl group of T and § = fsfi j fi 2 ¢g.
The Weyl group W is generated by §. In the sequel, the length function l and Bruhat
order • on W are deflned relative to §. Let E = X⁄(T ) ›Z R. If ¾ 2 Aut('), then we
denote the eigenspace of ¾ for the eigenvalue » by E(¾; »). For a subset ƒ of ¢ denote
the subset of ' consisting of integral combinations of ƒ by 'ƒ. Then 'ƒ is a subsystem
of ' with Weyl group Wƒ. Let w0ƒ denote the longest element of Wƒ with respect to ƒ.
The involution µ of G induces an automorphism of W , also denoted by µ, which is
given by
µ(w) = µ – w – µ; w 2W:
If sfi is the re°ection deflned by fi, then µ(sfi) = sµ(fi), fi 2 '.
The roots of ' can be divided into three subsets, according to the action of µ, as
follows.
(a) µ(fi) 6= §fi. Then fi is called complex (relative to µ).
(b) µ(fi) = ¡fi. Then fi is called real (relative to µ).
(c) µ(fi) = fi. Then fi is called imaginary (relative to µ).
For fi 2 ' let Tfi = fa 2 T j sfi(a) = ag0, Gfi = ZG(Tfi) and Gfi = [Gfi; Gfi]. If fi is
either real or imaginary, then Gfi is µ-stable. The root fi is called µ-singular if Gfi 6‰ H.
A root fi 2 ' with µ(fi) = fi is called compact imaginary if Gfi ‰ H. A root fi 2 '
with µ(fi) = fi and Gfi 6‰ H is called imaginary µ-singular.
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For real roots we have the following result (see Springer, 1984; Helminck, 1988):
Lemma 4.1. All roots fi 2 ' with µ(fi) = ¡fi are µ-singular.
Remark 4.2. Above we considered roots under the action of an involution µ. In the
case that (G; µ) is deflned over a fleld k which is not algebraically closed, one needs to
consider also the action of the Galois group of k=k, besides the action of µ. This situation
occurs frequently in the study of a–ne symmetric spaces or more generally in the study
of symmetric k-varieties. For a more detailed discussion of the difierent singular roots
which occur in this situation, see Helminck (1993).
The above deflnitions of real, complex and imaginary roots carry over to the Weyl
group and the set V . We deflne flrst real, complex and imaginary elements for the Weyl
group, which then will imply similar deflnitions for V .
Definition 4.3. Let I = Iµ = fw 2 W j µ(w) = w¡1g denote the set of twisted
involutions.
Given w 2 Iµ, an element fi 2 ' is called complex (respectively real , imaginary)
relative to w if wµfi 6= §fi (respectively wµfi = ¡fi, wµfi = fi). We use the following
notation:
C 0(w; µ) = ffi 2 '+ j ¡fi 6= wµfi < 0g; R(w; µ) = ffi 2 '+ j ¡fi = wµfig;
C 00(w; µ) = ffi 2 '+ j fi 6= wµfi > 0g; I(w; µ) = ffi 2 '+ j fi = wµfig:
We will omit µ from this notation if there is no ambiguity as to which involution we
consider.
These deflnitions carry over to V now as follows. Fix v 2 V , let x = x(v) and let
T1 = x¡1Tx. Then T1 is a µ-stable maximal torus. The inner automorphism Int(x¡1)
deflnes an isomorphism !v from '(T ) onto the root system '1 = '(T1). We say that fi
is real, complex or imaginary for v if fi1 = !v(fi) is real, complex or imaginary in the
sense of that considered above for T1. If fi is real, complex or imaginary for v, then we
also say that the re°ection sfi 2W is real, complex or imaginary for v.
The notions of real, complex and imaginary roots for v and for w = ’(v) are the same:
Lemma 4.4. Let v 2 V , w = ’(v) and fi 2 '. Then fi is real, complex or imaginary for
v if and only if fi is real, complex or imaginary for w.
Proof. Let x = x(v), T1 = x¡1Tx and !v be as above. Then ¿(x) = xµ(x)¡1 is a
representative for w = ’(v) in NG(T ). Let fi 2 '(T ) and fi1 = !v(fi) 2 '(T1). Then
!¡1v µ(fi1) = !
¡1
v µ(!v(fi)) = !
¡1
v µ(!v)(µ(fi)) = Int(xµ(x)
¡1)(µ(fi)) = wµ(fi). The result
follows. 2
We will use the same notation for v as for w = ’(v). In particular we will write C 0(v),
C 00(v), R(v), I(v) for C 0(w), C 00(w), R(w), I(w) respectively. It follows from Lemma 4.4
that this notation does not depend on v 2 V .
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4.5. springer characterization of twisted involutions
The discussion on twisted involutions in Springer (1984) depends on the fact that
µ('+) = '+. This is equivalent to the condition that µ(B) = B. This in its turn is
equivalent to the condition that the orbit BH is closed (see Helminck and Wang, 1993).
From the results in Helminck and Wang (1993), one can derive a generalization of the
characterization of twisted involutions in Springer (1984) to cover B which need not be
µ-stable. Basically all one needs to do is pass to another involution which leaves '+
invariant. Let w0 2W such that
µ('+) = w0('+): (4.1)
and let µ0 = µw0. Then w0 and µ0 satisfy the following conditions:
Proposition 4.6. Let ', '+, µ, w0 and µ0 be as above. Then we have the following
properties:
(i) w0 2 Iµ.
(ii) µ0('+) = '+.
(iii) µ0 is an involution of '.
(iv) Iµ0 = Iµ ¢ w0.
Proof.
(i). Since µ('+) = w0('+) it follows that w¡10 µ('
+) = '+ and consequently µ(w¡10 )
('+) = µw¡10 µ('
+) = µ('+) = w0('+). So µ(w¡10 ) = w0, which proves property (i).
(ii) follows from the fact that µ is an involution and µ('+) = w0('+). Namely then
µ0('+) = µw0('+) = '+. So µ0 equals the id or a diagram automorphism. All dia-
gram automorphisms are involutorial, except when ' is of type D4. That µ0 is in fact
involutorial follows as follows:
(µ0)2 = µw0µw0 = µ(w0)w0 = w¡10 w0 = id :
This proves property (iii).
(iv). Let w 2 Iµ0 and consider ww¡10 . Note that from property (i) it follows that
µw0 = w¡10 µ. But then
µ(ww¡10 ) = µww
¡1
0 µ = µwµw0 = w0w
¡1
0 µwµw0 = w0µ
0wµ0 = w0w¡1:
So Iµ0 ‰ Iµ ¢ w0. A similar argument shows the opposite inclusion, which proves the
result. 2
Remark 4.7. By choosing a suitable minimal parabolic k-subgroup, w0 becomes an
involution (see also Lemma 7.3).
For the real, complex and imaginary roots we can show the following:
Lemma 4.8. If w 2 Iµ and w0 = ww0, then w0µ0 = wµ. In particular, we have
I(w; µ) = I(w0; µ0); R(w; µ) = R(w0; µ0);
C 0(w; µ) = C 0(w0; µ0); C 00(w; µ) = C 00(w0; µ0):
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Proof. The flrst statement follows from Proposition 4.6. Namely,
w0µ0 = ww0µw0 = ww0µw0µµ = ww0µ(w0)µ = ww0w¡10 µ = wµ:
The remaining statements follow from this, since if fi 2 '+, then w0µ0(fi) = wµ(fi). 2
Instead of working with µ and w we can now work with µ0 and w0. Combining the above
with the description of twisted involutions in Springer (1984), we now get the following
characterization of the twisted involutions.
Proposition 4.9. (helminck and wang, 1993; proposition 7.9) If w 2 Iµ and w0
= ww0 2 Iµ0 , then there exist s1; : : : ; sh 2 § and a µ0-stable subset ƒ of ¢ satisfying the
following conditions:
(i) w0 = s1 : : : shw0ƒµ
0(sh) : : : µ0(s1) and l(w0) = 2h+ l(w0ƒ).
(ii) w0ƒµ
0fi = ¡fi, fi 2 'ƒ (i.e. '+ƒ ‰ R(w0ƒ; µ0)).
Moreover if w0 = t1 : : : tmw0⁄µ
0(tm) : : : µ0(t1), where t1; : : : ; tm 2 § and ⁄ a µ0-stable
subset of ¢ satisfying conditions (i) and (ii), then m = h, s1 : : : shƒ = t1 : : : th⁄ and
s1 : : : shµ
0(sh) : : : µ0(s1) = t1 : : : thµ0(th) : : : µ0(t1):
The above results suggest the the following deflnition.
Definition 4.10. Given w 2 Iµ, a decomposition
ww0 = uw0ƒµ
0(u¡1)
with u 2W and ƒ ‰ ¢ is called a Springer decomposition of w if
(i) l(ww0) = 2l(u) + l(w0ƒ),
(ii) w0ƒµ
0jƒ = ¡1.
In the remainder of this subsection we give a criterion to classify the Springer de-
compositions of twisted involutions. These results are from Helminck and Wang (1993);
Section 7.
Definition 4.11. A subset ˆ of ' is parabolic if ˆ is closed and ˆ [ ¡ˆ = '. Given
any subset ˆ of ', let ˆs denote the set ˆ \ ¡ˆ and ˆu the complement of ˆs in ˆ.
The minimal µ-stable parabolic subsets of ' can be characterized as follows (see
Helminck and Wang, 1993).
Lemma 4.12. Let ˆ be a µ-stable parabolic subset of '. Then ˆ is a minimal µ-stable
parabolic subset of ' if and only if ˆs = ffi 2 'jµfi = ¡fig.
Definition 4.13. A parabolic subset ˆ of ' is called (µ;'+)-special if
ˆ ¾ '+ \ µ('+):
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Let ˆ be a (µ;'+)-special minimal µ-stable parabolic subset of '. Set
ˆ+ = (ˆs \ '+) [ ˆu: (4.2)
Then ˆ+ is a system of positive roots of '. Consider the sets
›0 = '+ \ ˆs = ffi 2 '+jµfi = ¡fig;
›+ = '+ \ ˆu;
›¡ = '+ \ ¡ˆu:
It follows readily that we have the decompositions
'+ = ›0 [ ›+ [ ›¡;
ˆ+ = ›0 [ ›+ [ ¡›¡:
Since ˆ is (µ;'+)-special, ˆu ¾ '+ \ µ('+) and so
›+ ¾ '+ \ µ('+): (4.3)
Now let ›0+ denote the complement of '
+ \ µ('+) in ›+. From equation (4.3), we have
that
µ(›0+); µ(›¡) ‰ ¡'+: (4.4)
Lemma 4.14. Let ˆ be a (µ;'+)-special minimal µ-stable parabolic subset of ', ˆ+ be
as in equation (4.2) and w 2W such that w('+) = ˆ+. Let ƒ0 be the set of simple roots
of ›0 and ƒ the subset of ¢ with ƒ0 = wƒ. Then we have the following conditions:
(i) w0 = ww0ƒµ
0(w¡1),
(ii) l(w0) = 2l(w) + l(w0ƒ),
(iii) w0ƒµ
0jƒ = ¡1,
(iv) µjƒ0 = ¡1.
Lemma 4.15. Let w 2W and ƒ ‰ ¢. Suppose that
w0 = ww0ƒµ
0(w¡1);
such that l(w0) = 2l(w)+ l(w0ƒ) and w
0
ƒµ
0jƒ = ¡1. Then there is a unique (µ;'+)-special
minimal µ-stable parabolic subset ˆ of ' such that
w('+) = (ˆs \ '+) [ ˆu:
The following result characterizes the Springer decompositions of the twisted involu-
tions (see Helminck and Wang, 1993; Proposition 7.24).
Proposition 4.16. Let w 2 Iµ and » = wµ. Then we have the following conditions.
(i) » is an involution leaving ' invariant.
(ii) Given any (»;'+)-special minimal »-stable parabolic subset ˆ of ', let u 2 W be
the element such that
u('+) = (ˆs \ '+) [ ˆu:
Then there exists ƒ ‰ ¢ such that
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(a) u('+ƒ) = ˆs \ '+,
(b) ww0 = uw0ƒµ
0(u¡1) is a Springer decomposition.
(iii) There is a one-to-one correspondence, given in condition (ii), between the set of
(»;'+)-special minimal »-stable parabolic subsets of ' and the set of Springer de-
compositions of w.
5. Relation Between µ and µ0
In Section 4 we saw that if we characterize the orbits in terms of twisted involutions
with respect to a pair (B; T ) which is not standard, then one needs to use the involution
µ0 of (X⁄(T );'(T )) instead of µ to get a combinatorial description of the related twisted
involutions. This involution will also be of importance for the description of the orbit
closures (see Section 6). So naturally there arise the questions of whether this involution
µ0 can be lifted to an involution of G, and if so, whether that involution is conjugate to
µ. In this section we show when µ0 can be lifted to G and what the relation is between
the double cosets for µ and µ0. First we address the question of lifting, for which we look
at a slightly more general problem.
Let B be a Borel subgroup of G, T ‰ B a µ-stable maximal torus, W = W (T ),
' = '(T ), and I = Iµ the set of twisted involutions in W . Let w 2 I and » = wµ. Then
» is an involution of ', which is of importance in the Springer decomposition of w (see
Proposition 4.16). In the following we show when this involution » can be lifted to an
involution of G and when this involution is conjugate to µ.
The flrst question can be solved as follows.
Lemma 5.1. Let w 2W and n 2 NG(T ) a representative. Then Int(n)µ is an involution
of G if and only if µ(n) = n¡1z, with z 2 Z(G).
Proof. Since Int(n)µInt(n)µ = Int(nµ(n)) it follows that Int(n)µ is an involution if and
only if nµ(n) 2 Z(G). 2
To answer the second question we need more notation. Let V, V and ’ : V ! I be as in
Section 3.10. If w 2 ’(V ), take v 2 V with w = ’(v), let x = x(v) 2 V be a representative
and set n = xµ(x)¡1 2 NG(T ); then n represents w, and » = Int(n)µ = Int(x)µ Int(x¡1).
So the involution » is conjugate to µ. This observation leads to the following result:
Lemma 5.2. Let V, V , ’ : V ! I be as above. Let w 2 I, n 2 NG(T ) a representative
of w and » = Int(n)µ. Assume that µ(n) = n¡1z, with z 2 Z(G). Then » is conjugate to
µ if and only if n 2 ¿(V)Z(G).
Combining the above results we get:
Lemma 5.3. Let V, V , ’ : V ! I be as above and let w 2 I. Then the following are
equivalent:
(1) There exists a representative n 2 NG(T ) for w, such that » = Int(n)µ is an involu-
tion of G conjugate to µ.
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(2) w 2 ’(V ) ‰ I.
Let B and T be as above. As in (4.1), let w0 2 W = W (T ) be such that µ('+) =
w0('+) and let µ0 = µw0 = w¡10 µ. We can solve now the question of when the involution
µ0 can be lifted to a conjugate of µ. By Lemma 5.3 it su–ces to show that w0 2 ’(V ).
This is equivalent to the following:
Proposition 5.4. Let V, V , ’ : V ! I and w0 be as above. Then w0 2 ’(V ) if and
only if G has a µ-stable Borel subgroup.
Proof. Assume flrst w0 2 ’(V ). Let v0 2 V be such that ’(v0) = w0 and let x0 =
x(v0) 2 V be a representative of v0. Then ¿(x0) is a representative of w0 in NG(T ). Since
µ('+) = w0('+), we have µ(B) = ¿(x0)B¿(x¡10 ). But then B1 = µ(x
¡1
0 )Bµ(x0) is a
µ-stable Borel subgroup of G.
Conversely, assume B0 ‰ G is a µ-stable Borel subgroup. By Proposition 3.3 there
exists x 2 V such that B0 = xBx¡1. Since µ(B0) = B0 it follows that
µ(B) = µ(x)¡1xBx¡1µ(x) = ¿(µ(x)¡1)B¿(µ(x)):
Now ¿(µ(x)¡1) 2 NG(T ). Let w 2 W be the corresponding Weyl group element. Then
µ('+) = w('+), so w = w0 2 ’(V ). 2
Remark 5.5. Since G is deflned over an algebraically closed fleld, the existence of a µ-
stable Borel subgroup is guaranteed by a result of Steinberg (1968). For non-algebraically
closed flelds one can prove a similar result, using minimal parabolic k-subgroups instead
of Borel subgroups. However in this case µ-stable minimal parabolic k-subgroups of G
do not necessarily exist. See Helminck and Wang (1993); Section 3, for a discussion of
µ-stable parabolic k-subgroups.
If » 2 Aut(G) with »(T ) = T , then by abuse of notation we will write »j' for the
action of » on '. Summarizing the above results we get now the following result.
Corollary 5.6. Let w0, µ0 be as above. There exists a representative n 2 NG(T ) of w0,
such that » = Int(n)µ is an involution of G conjugate to µ satisfying »j' = µ0.
Since the involutions µ and µ0 are conjugate, the orbit decompositions of the corre-
sponding symmetric varieties under the action of a Borel subgroup are similar. In the
remainder of this section we discuss the relation between these double coset decomposi-
tions.
Let B, T , V, V , I and ’ : V ! I be as above. Write ' = '(T ) and W = W (T ). Take
w0 2 W such that µ('+) = w0('+), n0 = x0µ(x0)¡1 2 NG(T ) \ ¿(G) a representative
of w¡10 , µ
0 = Int(n0)µ and H 0 = x0Hx¡10 . Then H
0 is a closed reductive subgroup of G
satisfying
G0µ0 ‰ H 0 ‰ Gµ0 :
Denote the actions of µ and µ0 on ' also by µ and µ0. Then µ0 = µw0 = w¡10 µ.
As for µ let ¿ 0 : G! G be the map deflned by ¿ 0(x) = xµ0(x)¡1, V 0 = fx 2 G j ¿ 0(x) 2
NG(T )g, V 0 the set of (T £H 0)-orbits in V 0, Iµ0 the set of twisted involutions of W with
respect to µ0 and ’0 : V 0 ! Iµ0 as in 3.10.
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From Section 4.5 we get the following relations between the sets V, V 0, I and Iµ0 .
Lemma 5.7. Let V, V 0, I, Iµ0 , x0, n0 and w0 be as above. Then we have the following:
(i) V 0 = V ¢ x¡10 and ¿ 0(V 0) = ¿(V) ¢ n¡10 .
(ii) Iµ0 = Iµ ¢ w0.
As in Section 3.10 there is also an action of the Weyl group W on Iµ0 : namely, if w 2W
and a0 2 Iµ0 , then deflne an action w ⁄0 a0 = wa0µ0(w)¡1. Since µ0 = µw0 and a0 = aw0
for some a 2 Iµ, we get
w ⁄0 a0 = waw0µ0w¡1µ0 = waw0w¡10 µw¡1µw0 = waµw¡1µw0 = (w ⁄ a)w0: (5.1)
This means that right translation by w0 gives an isomorphism ¶w0 : I ! Iµ0 , which is
equivariant with respect to the actions of W on I and Iµ0 .
On the other hand, the map g ! gx¡10 from V to V 0 induces a map – : V ! V 0. Then
’0 – – = ¶w0 – ’. We summarize this in the following diagram:
V
–- V 0
?
’
?
’0
Iµ ¶w0- Iµ0
The above analysis of the actions of W on I and Iµ0 leads to the following result.
Proposition 5.8. Let V, V 0, I, Iµ0 , n0 and w0 be as above. Then we have the following:
(i) The map ¶w0 : I ! Iµ0 induces an isomorphism between I=W and Iµ0=W .
(ii) V 0=W ’ V=W ’ ’0(V 0)=W ’ ’(V )=W .
Proof. Since ¶w0 : I ! Iµ0 is equivariant with respect to the actions ⁄, (respectively
⁄0) of W on I, (respectively Iµ0), the flrst result is clear.
(ii) is immediate from the above analysis and Proposition 3.12. 2
Remark 5.9. The above results describe the relation between the orbits for µ and µ0. In
many explicit calculations it is easier to switch to the open orbit, instead of the closed
orbit and the above results describe the relation between the cosets. See also Section 9.
6. Orbit Closures and a Bruhat Type Order
In this section we discuss a number of results about the orbit closures and the Bruhat
type order induced by the closure relations. First some more notation.
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Let B be a flxed Borel subgroup of G and T a µ-stable maximal torus of B. Let
' = '(G;T ) denote the set of roots of T in G and '+ = '(B; T ) with basis ¢. Let
sfi denote the re°ection deflned by fi 2 ' and write § = fsfi j fi 2 ¢g for the set of
simple re°ections in W . Then (W;§) is a Coxeter group. For fi 2 ', let gfi be the root
subspace of the Lie algebra g = L(G) of G corresponding to fi. We have the decomposition
g = L(G) = L(T )''fi2' gfi. Given fi 2 ¢, let Pfi = Psfi denote the standard parabolic
subgroup of G containing B such that '(Pfi; T ) = (Zfi \ ') [ '+. It is easy to see that
dim(Pfi) = dim(B) + dim(
M
°2Zfi\'+
g°) = dim(B) + 1: (6.1)
Let Q = fgµ(g)¡1 j g 2 Gg be as in Notation 2.2. The set Q is stable under the twisted
action of G deflned by g ⁄ x = gxµ(g)¡1, g 2 G, x 2 Q. Let v 2 V , x = x(v), Ov = BxH
and n = xµ(x)¡1. In the following we will describe the closure of the orbit B ⁄ n in Q.
Since cl(Ov) = ¿¡1(cl(B ⁄ n)) this will also give a description of the orbits Ov = BxH
in G.
Let w be the image of n in W and w0 = ww0. We write w0 as in Proposition 4.9,
w0 = s1 : : : shw0ƒµ
0(sh) : : : µ0(s1);
with l(w0) = 2h + l(w0ƒ). Choose n1; : : : ; nh 2 NG(T ) with images s1; : : : ; sh in W
respectively. Set si = sfii and let Pi = Pfii , 1 • i • h be as above. If we write u =
n¡1h : : : n
¡1
1 x and m = uµ(u)
¡1, then we have the following description of the orbit
closures (see Helminck and Wang, 1993; Proposition 9.5).
Proposition 6.1. Let B, v, x, n, w, w0, u, m, ƒ be as above. Then we have the fol-
lowing:
(i) cl(B ⁄ n) = P1 ⁄ : : : ⁄ Ph ⁄ Pƒ ⁄m.
(ii) cl(Ov) = cl(BxH) = ¿¡1(cl(B ⁄ n)) = P1 : : : PhPƒOu.
(iii) dim(B ⁄ n) = §hi=1(dim(Pi)¡ dim(B)) + dim(Pƒ ⁄m) = h+ dim(Pƒ ⁄m).
This result gives a fairly detailed description of the orbit closures. It suggests that
the closure of an orbit Ov is to a large extent determined by the corresponding twisted
involution ’(v). To actually compute the orbits contained in the closure of an orbit one
typically uses the Bruhat order deflned by the closure relations. We discuss this order in
the next subsection.
6.2. bruhat order on V
Let v 2 V , x = x(v) and let Ov = BxH denote the corresponding double coset. This
is a smooth subvariety and the closure cl(Ov) is a union of double cosets. The Bruhat
order on V is the order • on V deflned by the closure relations on the double cosets
Ov = Bx(v)H. Thus v1 • v if and only if Ov1 ‰ cl(Ov).
We can represent the closure relations on the set of double cosets Bx(v)H by a diagram,
using the above Bruhat order. This will be called the diagram of V .
The Bruhat order on V 0 is deflned similar as for V and will be denoted by •0. Using
the map – : V ! V 0 as in Section 5, we get the following relation between the Bruhat
order on V and V 0. Let v1; v2 2 V , then
v1 • v2 if and only if –(v1) •0 –(v2): (6.2)
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In the following we will only characterize the Bruhat order for V . The diagram of the
orbits for V 0 is the same.
Remark 6.3. In the case of the Bruhat decomposition of the group G (i.e. B-orbits on
G=B), Chevalley gave a combinatorial description of this geometrically deflned order.
Here the Bruhat order on the B £ B-orbits on G corresponds to the combinatorially
deflned Bruhat order on the Weyl group. In the case of B-orbits on the symmetric variety
G=H, Richardson and Springer recently gave a similar combinatorial description of the
Bruhat order on V (see Richardson and Springer, 1990). They used the map ’ : V ! I,
as in Section 3.10, to map elements of V to twisted involutions in the Weyl group. An
additional complication in this case is that this map is often not one to one. Note that
the Bruhat order on V also induces an order on I. A combinatorial description of this
order on I can be found in Richardson and Springer (1990). In this paper Richardson
and Springer also prove that this combinatorial order on I and the Bruhat order on V
are compatible (i.e. v1 • v2 if and only if ’(v1) • ’(v2)).
A small problem is that the combinatorial description of the Bruhat order on V and I in
Richardson and Springer (1990) is given with respect to a standard pair (B; T ). However,
using the results about twisted involutions in Sections 4 and 5 and the above description of
the orbit closures, one can generalize these results to an arbitrary pair (B; T ). We will dis-
cuss, in the remainder of this section, how the results in Richardson and Springer (1990)
carry over to this more general setting. Note that if the pair (B; T ) is not a standard
pair, then the combinatorics of the orbit closures are actually related to Iµ0 and not to
I. So instead of ’ : V ! I we need to consider ¶w0 – ’ : V ! Iµ0 , where ¶w0 : I ! Iµ0
is as in Section 5. We will deflne two opposite orders on V and Iµ0 : one related to a
closed orbit, the other related to the open orbit. The latter will be useful for the com-
putation of the orbit closures, when one uses a characterization of the orbits related
to the open orbit. For more details see Corollary 6.22 and Section 9.25. Our formu-
lation of the combinatorial Bruhat orders on V and Iµ0 difiers slightly from the one in
Richardson and Springer (1990) and is more geared towards the computation of the orbit
closures.
Finally we will also review a number of properties of the combinatorial Bruhat orders
on V and I which will be needed for the actual computation of the orbit closures.
To deflne the combinatorial Bruhat order on V , the flrst thing we need to do is to anal-
yse the description of the orbit closure in Proposition 6.1 in more detail. The set PƒOu
as in Proposition 6.1 can also be described by a sequence Ps1 ¢ ¢ ¢Psk acting on a closed
orbit, where (s1; : : : ; sk) is a sequence in §. To prove this, it su–ces to analyse the rank
one situation. A detailed description of this is given in Richardson and Springer (1990)
and Helminck (1994b). Roughly, the results are as follows. Let v 2 V , x = x(v) and
Ov = BxH the corresponding double coset. If s 2 §, then PsOv = PsxH is a union of
one, two or three (B £H)-orbits.
The rank one analysis leads to the following result, which enables us to deflne an action
of the Coxeter group (W;§) on V .
Lemma 6.4. Let v 2 V and s 2 §. Then we have the following:
(i) Pscl(Ov) is closed.
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(ii) PsOv contains a unique dense (B £H)-orbit.
The flrst statement follows from Steinberg (1974); Lemma 2 and the second statement
can be found in Richardson and Springer (1990); Section 4.
6.5. admissible sequences in V
Related to a sequence s = (s1; : : : ; sk) in § we can deflne now a sequence v(s) =
(v0; v1; : : : ; vk) in V as follows. Let Ov0 be a closed orbit and for i 2 [1; k] let Ovi be the
unique dense orbit in PsiOvi¡1 . We will call s an admissible sequence for v 2 V if there
exists a closed orbit Ov0 , such that the sequence v(s) = (v0; v1; : : : ; vk) in V satisfles
dimPsi+1 ¢ ¢ ¢Ps1Ov0 > dimPsi ¢ ¢ ¢Ps1Ov0 for i = 1; : : : ; k ¡ 1; (6.3)
and v = vk. In this case we will also call the pair (Ov0 ; s) an admissible pair for v.
The above sequences start at a closed orbit and build up from there. The question
arises of whether one could start at the opposite end with the open orbit and build
down from there. Unfortunately this is not possible. The reason for this is that PsOv can
consist of three (B£H)-orbits. Later on we will show that for twisted involutions in Iµ0
we can actually go up and down.
Although we cannot move down from the open orbit, it is possible to move up from
any orbit to the open orbit by means of a sequence s in §. The corresponding sequence
in V is deflned as follows. Let v 2 V , s = (s1; : : : ; sk) a sequence in § and vmax 2 V
the open orbit. Deflne the sequence vo(s) = (v0; v1; : : : ; vk) in V as follows. Let v0 = v
and for i 2 [1; k] let Ovi be the unique dense orbit in PsiOvi¡1 . If vk = vmax, we call
this an open-sequence for v in V . We will call an open-sequence for v in V an admissible
open-sequence for v in V if it satisfles condition (6.3).
The existence of both an admissible pair and an admissible open-sequence for each
v 2 V is stated in the following result.
Theorem 6.6. Let v 2 V . Then we have the following:
(i) There exists a closed orbit Ov0 and a sequence s = (s1; : : : ; sk) in § such that
cl(Ov) = Psk ¢ ¢ ¢Ps1Ov0 and dimOv = k + dimOv0 .
(ii) There exists an admissible open-sequence t for v.
This result is a reflnement of Richardson and Springer (1990); Theorem 4.6, to arbi-
trary pairs (B; T ) and follows easily from Proposition 6.1 and the rank one analysis.
If s = (s1; : : : ; sk) is a sequence in §, then we write ‘(s) = k for the length of the
sequence. The length L(v) of an element v 2 V can be deflned now as follows. Let
(Ov0 ; s) be an admissible pair for v. Deflne L(v) = k = dimOv ¡ dimOv0 . Since all
closed orbits have the same dimension the above deflnition of length does not depend on
the admissible pair for v.
The relation between the length of an admissible open-sequence for v and an admissible
sequence for v is now as follows (see Richardson and Springer, 1990; Lemma 7.2).
Lemma 6.7. Let v 2 V , vmax 2 V the open orbit, s an admissible sequence for v and t
an admissible open-sequence for v. Then we have the following:
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(i) L(v) = ‘(s).
(ii) ‘(t) = L(vmax)¡ L(v) = L(vmax)¡ ‘(s).
Remark 6.8. The above discussion shows how a sequence s = (s1; : : : ; sk) in § can
be used to deflne a sequence v(s) = (v0; v1; : : : ; vk) in V . Using the map ’ : V ! I
the sequence s in § also deflnes sequences a(s) = (a0; a1; : : : ; ak) in I and a0(s) =
(a00; a
0
1; : : : ; a
0
k) in Iµ0 , where ai = ’(vi) and a0i = (¶w0 –’)(vi). In Deflnition 6.15 we will
give a combinatorial description of these sequences in I and Iµ0 .
The sets of admissible sequences and admissible open-sequences in V each have natural
orders. These orders are deflned as follows.
6.9. combinatorial bruhat order on V
Let x; y 2 V . Then we write x „ y if there exist admissible pairs (Ov0 ; s = (s1; : : : ; sk))
for x and (Ov0 ; t = (t1; : : : ; tr)) for y with k • r and si = ti for i = 1; : : : ; k. We write
x „o y if there exist admissible open-sequences s = (s1; : : : ; sk) for x and t = (t1; : : : ; tr)
for y with k ‚ r and si = ti for i = 1; : : : ; r.
It is easy to see that „ and „o deflne partial orders on V . Moreover one easily shows
that these orders are opposite:
Lemma 6.10. Let x; y 2 V . Then x „ y if and only if y „o x .
The order „ on V is the same as the standard order on V as deflned in Richardson
and Springer (1990); Section 5. It follows now that the order „ on V and the geometrical
Bruhat order • are the same (see Richardson and Springer, 1990; Theorem 7.11).
Theorem 6.11. Let „ be the order on V as above, • the Bruhat order on V and x; y 2
V . Then x • y if and only if x „ y.
In the following we will deflne orders on the set Iµ0 of twisted involutions similar to
the orders on V as above.
6.12. (W;§)-action on I and Iµ0
In order to give combinatorial deflnitions of the admissible sequences in I and Iµ0 as
in Remark 6.8, we have to deflne flrst actions of (W;§) on I and Iµ0 . We begin with the
former, following Richardson and Springer (1990); Section 3.1.
If s 2 §, deflne a map ·(s) : I ! I as follows. Let a 2 I. If s ⁄ a = a then set
·(s)(a) = sa and if s ⁄ a 6= a then set ·(s)(a) = s ⁄ a. The map ·(s) is a bijection of I of
period two which does not have any flxed points. Write s – a for ·(s)(a). This operation
extends to an action of (W;§) on I as follows. Let w 2 W and s1 ¢ ¢ ¢ sk a reduced
expression of w with respect to ¢. Then for a 2 I deflne w – a = sk – ¢ ¢ ¢ – s1 – a. One
easily shows that this deflnition does not depend on the reduced expression for w 2W .
The action of (W;§) on Iµ0 can be deflned similarly. One can also induce this action
from the above action of (W;§) on I using the bijection ¶w0 : I ! Iµ0 as in Section 5.
Let ·0(s) = ¶w0·(s)¶
¡1
w0 be the bijection of Iµ0 induced by ·(s) : I ! I. Recall that by
Lemma 5.7 a 2 I if and only if aw0 2 Iµ0 . So, if s ⁄ aw0 = aw0 then ·0(s)(aw0) = saw0
and if s ⁄ aw0 6= aw0 then ·0(s)(aw0) = s ⁄ (aw0). We write s –0 aw0 for ·0(s)(aw0).
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6.13. admissible sequences in Iµ0
As in V , a sequence s = (s1; : : : ; sk) in § induces sequences in Iµ0 and I. These
sequences, which we will call §-sequences in Iµ0 or I, are deflned by induction as follows.
The sequence in Iµ0 is a(s) = (a0; a1; : : : ; ak), where a0 = 1 and ai = si –0 ai¡1 for
i 2 [1; k]; the sequence in I is deflned similarly. We will mainly use sequences in Iµ0 .
These §-sequences start at the identity in Iµ0 or I and build up from there. One could
also start with the longest element in the Weyl group with respect to ¢ and build the
sequence in Iµ0 or I down from there. In that case we get the following. Let w0¢ 2W be
the longest element with respect to the basis ¢. If s = (s1; : : : ; sk) is a sequence in §,
then deflne a sequence b(s) = (b0; b1; : : : ; bk) in Iµ0 by induction as follows. Let b0 = w0¢
and for i 2 [1; k] let bi = si –0 bi¡1. Such a sequence will be called a w0¢-sequence in Iµ0 .
The w0¢-sequence in I is deflned similarly.
Remark 6.14. Since Iµ0w0¢ = Iµ0w0¢ = Iµw0w0¢ it follows that the w0¢-sequences in Iµ0
correspond to §-sequences in Iµ0w0¢.
To deflne an order on Iµ0 compatible with this action we need flrst to deflne admissible
sequences. These are deflned as follows. For w 2W let l(w) denote the length of w with
respect to the Bruhat order on W .
Definition 6.15. Let s = (s1; : : : ; sk) be a sequence in § and let a(s) = (a0; a1; : : : ; ak)
(respectively b(s) = (b0; b1; : : : ; bk)) be the §-sequence (respectively w0¢-sequence) in Iµ0
induced by s. Then s is called an admissible sequence (or an admissible §-sequence) if
0 = l(a0) < l(a1) < ¢ ¢ ¢ < l(ak). The sequence s is called an admissible w0¢-sequence
if l(w0¢) = l(b0) > l(b1) > ¢ ¢ ¢ > l(bk). If a 2 Iµ0 , then the sequence s in § is called
an admissible §-sequence for a (respectively an admissible w0¢-sequence for a) if s is an
admissible §-sequence (respectively admissible w0¢-sequence) and ak = a (respectively
bk = a).
If a 2 Iµ0 and s = (s1; : : : ; sk) an admissible §-sequence for a, then we deflne the
length of a as ‘(a) = ‘(s) = k.
Using a similar argument to that in Richardson and Springer (1990); Lemma 3.4, it
follows that every element of Iµ0 has an admissible §-sequence and an admissible w0¢-
sequence:
Lemma 6.16. For every a 2 Iµ0 , there exist sequences s and t in §, such that s is an
admissible §-sequence for a and t is an admissible w0¢-sequence for a.
From this result we get the following relation between the length of an admissible §-
sequence for a and an admissible w0¢-sequence for a (see Richardson and Springer, 1990;
Lemma 8.18).
Lemma 6.17. Let a 2 Iµ0 , s be an admissible §-sequence for a and t an admissible
w0¢-sequence for a. Then ‘(t) = ‘(w
0
¢)¡ ‘(a) = ‘(w0¢)¡ ‘(s).
As in V the admissible sequences in Iµ0 induce partial orders on Iµ0 . In fact the §-
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sequences and w0¢-sequences in Iµ0 lead to opposite orders in Iµ0 . These orders are deflned
as follows.
6.18. bruhat order on Iµ0
Let a; b 2 Iµ0 . Deflne the order „1 on Iµ0 with respect to the admissible §-sequences
as follows. Write a „1 b if there exist admissible §-sequences s = (s1; : : : ; sk) for a and
t = (t1; : : : ; tr) for b with k • r and si = ti for i = 1; : : : ; k.
Similarly, using admissible w0¢-sequences we get an order „2 on Iµ0 as follows. If
a; b 2 Iµ0 , then write a „2 b if there exists admissible w0¢-sequences s = (s1; : : : ; sk) for
a and t = (t1; : : : ; tr) for b with k • r and si = ti for i = 1; : : : ; k.
The orders „1 and „2 deflne partial orders on Iµ0 . The order „1 will also be called
the Bruhat order on Iµ0 . Using a combinatorial argument one can show that this order
on Iµ0 is compatible the partial order on Iµ0 induced by the Bruhat order on the Weyl
group W . The orders „1 and „2 deflne opposite orders on Iµ0 . We summarize this in the
following result (see Richardson and Springer (1990); Section 8).
Proposition 6.19. Let a; b 2 Iµ0 . Then we have the following:
(i) An admissible sequence for a can be extended to an admissible sequence for w0¢.
(ii) w0¢ is the longest element of Iµ0 with respect to „1.
(iii) a „1 b if and only if b „2 a.
From the above results it easily follows now that the admissible sequences in V lead
to admissible sequences in Iµ0 .
Lemma 6.20. Let v 2 V . If (Ov0 ; s = (s1; : : : ; sk)) is an admissible pair for v and
v(s) = (v0; v1; : : : ; vr) is the corresponding sequence in V , then a(s) = (a0; a1; : : : ; ak),
with ai = ¶w0’(vi) (i = 1; : : : ; k), is an admissible sequence for a = ¶w0’(v).
Combining the above results we obtain now the following relation between the Bruhat
order on V and the Bruhat order on Iµ0 .
Theorem 6.21. Let v 2 V , a = ¶w0’(v) 2 Iµ0 and s = (s1; : : : ; sk) a sequence in §.
Then s is an admissible sequence for a if and only if there exists a closed orbit Ov0 such
that (Ov0 ; s) is an admissible pair for v.
Using the opposite sequences we also get the following result:
Corollary 6.22. Let v 2 V , vmax 2 V be the open orbit, a = ¶w0’(v), amax =
¶w0’(vmax) 2 Iµ0 , and t = (t1; : : : ; tr) an admissible w0¢-sequence for amax. A se-
quence s = (s1; : : : ; sk) in § is an admissible open-sequence for v if and only if w =
(t1; : : : ; tr; sk; : : : ; s1) is an admissible w0¢-sequence for a.
The question which remains now is how to compute the closure of an orbit x in V .
As we have seen the closure of this orbit consists of fy 2 V j y • xg and therefore it
becomes a question of the Bruhat orders on V and Iµ0 . In the case of the Bruhat order
on the Weyl group one uses Bruhat descendants to calculate all y in W which are less
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than or equal to a given element x with respect to the Bruhat order. Using the above
characterizations of the orders on V and Iµ0 in terms of admissible sequences, we can use
a similar procedure.
6.23. bruhat descendants
Let v 2 V and let w = ¶w0’(v) 2 Iµ0 . The Bruhat descendants of v are those elements
x 2 V for which x • v and L(x) = L(v)¡ 1. Similarly the Bruhat descendants of w are
those y 2 Iµ0 for which y „1 w and ‘(y) = ‘(w)¡ 1.
A description of the Bruhat descendants of v or w follows easily from the following
property of the Bruhat order on V (see Richardson and Springer, 1990; para. 5.12):
Property 6.24. (exchange property) Let x 2 V and (Ov0 ; s = (s1; : : : ; sk)) be an
admissible pair for x. Let s 2 § and y 2 V be such that x = s – y, L(y) = L(x) ¡ 1.
Then there exist i 2 [1; k] and an admissible pair (O0v0 ; s0 = (s1; : : : ; s^i; : : : ; sk)) for y,
such that the pair (O0v0 ; t = (s1; : : : ; s^i; : : : ; sk; s)) is an admissible pair for x.
The Bruhat order on Iµ0 satisfles a similar property.
It follows from this that in order to compute the Bruhat descendants of v 2 V one
needs to do two things:
(1) Find the closed orbits contained in the closure of v. For this see Remark 9.18.
(2) Find the Bruhat descendants of w in Iµ0 .
From the exchange property it follows that the second problem is basically a matter of
computing admissible subsequences. These are deflned as follows. Let s = (s1; : : : ; sk) be
a sequence in §. A sequence t = (t1; : : : ; tr) in § is called an subsequence of s if r < k
and for all i 2 [1; r] we have ti = sji , where ji 2 [1; k] and ji < ji+1. If s is an admissible
sequence for w 2 Iµ0 , then a subsequence t induces a sequence b(t) = (b0; b1; : : : ; br) as
in Section 6.13. The subsequence t in § is called an admissible subsequence for w if b(t)
is an admissible §-sequence in Iµ0 .
Now let w 2 Iµ0 . The Bruhat descendants of w can be obtained as follows. Let s be an
admissible sequence for w. Then the set of subsequences obtained from s by removing a
single re°ection such that the resulting subsequence remains admissible, contains exactly
one admissible sequence for each Bruhat descendent of w. From the exchange property
it follows that this is independent of the chosen admissible sequence s for w. This notion
of Bruhat descendants is similar to the one in the Weyl group.
Now any y 2 Iµ0 with y „1 w can be obtained by starting from w and repeatedly
moving from an element to one of its Bruhat descendants. This all leads to the following
characterization of the elements contained in the closure of an orbit in V :
Proposition 6.25. Let x; y 2 V . Then y „ x if and only if there exist an admissible pair
(Ov0 ; s) for x and a subsequence t = (t1; : : : ; tr) of s such that (Ov0 ; t) is an admissible
pair for y.
This result is easily proved by induction.
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Remark 6.26. The above Bruhat descendants give an inductive procedure to compute
the closure of an orbit v 2 V . This computation basically reduces to computing admissible
subsequences in §.
7. µ-orders on '
In this section we discuss some properties of the orbit of W in V . In particular, we look
at the orbits of maximal (respectively minimal) dimension inside a W -orbit, which are
related to a µ-order (respectively (¡µ)-order) on '(T ). Here T is the µ-stable maximal
torus associated with the W -orbit in V . So this also gives a description of the open and
closed orbits in V . We flrst review a few facts about µ-orders in root systems.
Let B be a Borel subgroup of G, T ‰ B a µ-stable maximal torus of B, ' = '(T ) the
root system of T with respect to G, '+ the set of positive roots of ' related to B, ¢ the
corresponding basis of ', W = W (T ) the Weyl group of T , and X = X⁄(T ) the group
of characters of T . The involution µ of G induces an involution of X, which will also be
denoted by µ.
LetX0(µ) = f´ 2 X j µ(´) = ´g and '0(µ) = '\X0(µ). ClearlyX0(µ) and '0(µ) are µ-
stable and '0(µ) is a closed subsystem of '. We denote the Weyl group of '0(µ) by W0(µ)
and identify it with the subgroup W ('0(µ)) of W . Let W1(µ) = fw 2 W j w(X0(µ)) =
X0(µ)g, Xµ = X=X0(µ) and let … be the natural projection from X to Xµ. Every w 2
W1(µ) induces an automorphism …(w) of Xµ and …(w(´)) = …(w)(…(´)) (´ 2 X). If
W µ = f…(w) j w 2 W1(µ)g, then W µ »= W1(µ)=W0(µ). (See Satake, 1971; para. 2.1.3.)
This is called the restricted Weyl group with respect to the action of µ on X. It is not
necessarily a Weyl group in the sense of Bourbaki (1968); Chapter V, no. 1.
Let 'µ = …(' ¡ '0(µ)) denote the set of restricted roots of ' relative to µ. As in
Helminck (1988), we deflne a µ-order on ' by choosing orders on X0(µ) and Xµ. To be
more precise:
Definition 7.1. Let ´ be a linear order on X. The order ´ is called a µ+-order if it
has the following property:
if ´ 2 X; ´ ´ 0; and ´ =2 X0(µ); then µ(´) ` 0: (7.1)
The order ´ is called a µ¡-order if it has the following property:
if ´ 2 X; ´ ´ 0; and ´ =2 X0(µ); then µ(´) ´ 0: (7.2)
As in Helminck (1988), a µ+-order on X will also be called a µ-order on X. A basis ¢
of ' with respect to a µ+-order (respectively µ¡-order) on X will be called a µ+-basis
(respectively µ¡-basis) of '.
If ¢ is a basis of ' with respect to a µ+-order on X, then we write ¢0(µ) = ¢\'0(µ)
and ¢µ = …(¢ ¡ ¢0(µ)). Similarly if ¢ is a basis of ' with respect to a µ¡-order on
X, then we write ¢0(¡µ) = ¢ \ '0(¡µ) and ¢¡µ = …(¢ ¡ ¢0(¡µ)). Clearly ¢0(µ)
(respectively ¢0(¡µ)) is a basis of '0(µ) (respectively '0(¡µ)). A similar property holds
for ¢µ and ¢¡µ (see Helminck, 1988; Lemma 2.4).
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7.2. a characterization of µ on a µ-basis of '
Let ¢1 be a µ-basis of '. As in Helminck (1988); para. 2.8, we can write µ=¡ id µ⁄1w0(µ),
where w0(µ) 2 W0(µ) is the longest element of W0(µ) with respect to ¢0(µ), and
µ⁄1 2 Aut(X;';¢1;¢0(µ)) = f` 2 Aut(X;') j `(¢1) = ¢1 and `(¢0(µ)) = ¢0(µ)g
with (µ⁄1)
2 = id. For more details see Helminck (1988); Section 2. This is called a char-
acterization of µ on its (+1)-eigenspace (because W0(µ) is the Weyl group of '0(µ)).
Similarly we get a characterization of µ on a µ¡-basis of ' as follows. Let ¢2 be a
µ¡-basis of '. Then µ = µ⁄2 ¢ w0(¡µ), where w0(¡µ) 2 W0(¡µ) is the longest element of
W0(¡µ) with respect to ¢0(¡µ), and µ⁄2 2 Aut(X;';¢2;¢0(¡µ)) = f` 2 Aut(X;') j
`(¢2) = ¢2 and `(¢0(¡µ)) = ¢0(¡µ)g with (µ⁄2)2 = id. This is called a characterization
of µ on its (¡1)-eigenspace.
From the characterization of involutions of root systems in Helminck (1991), it follows
that we cannot have that both µ⁄1 and µ
⁄
2 are non-trivial. This also follows from the above
characterizations of µ.
Lemma 7.3. Let ¢1, ¢2, µ⁄1 and µ
⁄
2 be as above. If ' is irreducible, then µ
⁄
1 = id or
µ⁄2 = id.
Proof. If µ is an inner automorphism of G, then µ = w0(¡µ) and µ⁄2 = id. So assume µ
is an outer automorphism of G. Then µ⁄2 6= id and, by Helminck (1988); para. 2.9, ' is of
type An, D2n+1 or E6. In each of these cases ¡ id 62W . If µ⁄1 6= id, then ¡ id ¢µ⁄1 = w0(µ).
But then µ = ¡ id µ⁄1w0(µ) = w0(µ)2 = id, which contradicts the fact that µ is an outer
automorphism of G. It follows that µ⁄1 = id, which proves the result. 2
The above can be related to orbits of maximal or minimal dimension as follows. Let
fTi j i 2 Ig be a set of representatives of the H-conjugacy classes of µ-stable maximal tori.
By Corollary 3.5 we can split the orbits into the subsets corresponding to the Ti (i 2 I).
Let BxH be an orbit. We may assume that B1 = xBx¡1 contains Ti = xTx¡1 for some
i. Let H(Ti) = fBxH j xBx¡1 ¾ Tig (i 2 I). Clearly all the orbits in H(Ti) have a
representative n 2 NG(Ti)=NH(Ti). We now have :
Proposition 7.4. Let T and H(T ) be as above. Let n 2 NG(T ) and let ´n be the order
on X induced by nBn¡1. Then we have the following conditions:
(i) dim(BnH) = maxfdim(BgH) j g 2 NG(T )g if and only if ´n is a µ+-order on '.
(ii) dim(BnH) = minfdim(BgH) j g 2 NG(T )g if and only if ´n is a µ¡-order on '.
Remark 7.5. The number of orbits of minimal dimension in H(T ) corresponds to the
number of µ¡-orders on (X;') which are not conjugate under WH(T ). Another charac-
terization of these orbits, using the map ’, will be given in Remark 9.18 and Proposi-
tion 9.19.
The following example illustrates the above result.
Example 7.6. Let G = SL2(k) and µ(g) = tg¡1. Then H = SO(2) is a maximal torus.
There are two µ-stable Borel subgroups containing T = H, corresponding to the two
orders on '(T ). Hence there are two closed orbits and one open orbit.
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The orbit sets H(Ti) (i 2 I) correspond to the following subsets of V . Let Vi = fv 2
V j BvH 2 H(Ti)g and Wi = ’(Vi) (i 2 I). From Lemma 3.11 it follows that the sets Vi
are the orbits under the action of W on V , as in Section 3.10.
Lemma 7.7. Let Vi, Wi be as above and let v1 2 Vi and w1 = ’(v1). Then we have the
following:
(i) Vi = fw ¢ v1 j w 2Wg,
(ii) Wi = fw ⁄ w1 j w 2Wg.
From this result it follows that the orbits of minimal dimension in H(T ) are related to
the involution w0ƒ as in Proposition 4.9.
8. The Open Orbit and µ-orders
Since most of the combinatorial data of the symmetric variety is related to a maximal
µ-split torus, it is often easiest to classify the orbits starting from a pair (B; T ), where
T contains a maximal µ-split torus of G. In this case the set H(T ) contains the unique
open orbit.
In the following we will give several characterizations of the open orbit. We use the
same notation as in Sections 3 and 4. In particular let T be a µ-stable maximal torus
of G, B ¾ T a Borel subgroup, ' = '(T ), '+ = '(B; T ) the set of positive roots
of ' related to B, ¢ the corresponding basis of ', w0 the element in the Weyl group
W = NG(T )=ZG(T ) with w0('+) = µ('+), and µ0 = µw0. If ƒ ‰ ¢, then we write
'ƒ for the subsystem of '(G;T ) consisting of integral combinations of ƒ and we write
Pƒ for the standard parabolic subgroup of G containing B with '(Pƒ; T ) = 'ƒ [ '+.
The following result from Helminck and Wang (1993); Proposition 9.2, characterizes the
open orbit. (See also Springer, 1984.)
Proposition 8.1. Let v 2 V , n = x(v)µ(x(v))¡1, w the image of n in W and w0 = ww0.
Let ‡ be the involution of G corresponding to w0µ0 = wµ (i.e. ‡ is given by ‡(x) =
nµ(x)n¡1, x 2 G). The following conditions are equivalent:
(i) B ⁄ n is open in Q = fxµ(x)¡1jx 2 Gg.
(ii) Let ƒ = I(w) \¢. Then C 00(w) \¢ = ; and ‡ is trivial on G'ƒ .
(iii) w0 = w0ƒw
0
¢ and ‡ is trivial on G'ƒ .
(iv) x(v)¡1Pƒx(v) is a minimal µ-split parabolic subgroup of G.
(v) There exists a minimal µ-split parabolic subgroup of G containing x(v)¡1Bx(v).
Combining this result with Corollary 5.6 we get the following characterization of w0
and µ0.
Corollary 8.2. Let A be a maximal µ-split torus of G, T ¾ A a maximal torus of
G and B ¾ T a Borel subgroup of G such that BH ‰ G is open. Let w0 2 W satisfy
µ('+) = w0('+), and take v0 2 V such that if x0 = x(v0) and n0 = x0µ(x0)¡1 2 NG(T )
then n0 induces w0 in W ; let ‡ be the involution of G given by ‡(x) = n¡10 µ(x)n0 for
x 2 G. Then we have:
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(i) w0 = w0ƒw
0
¢, where ƒ = ffi 2 ¢ j µ(fi) = fig.
(ii) ‡j' = w¡10 µ = µw0 = µ0.
Remark 8.3. The element w0ƒ 2 W follows from the classiflcation of involutorial auto-
morphisms in Helminck (1988) and the element w0¢ 2 W follows from the classiflcation
of involutions in Helminck (1991). So the above result gives an easy characterization of
the elements w0 2W .
Using the results on µ-orders in Section 7, the unique open orbit BgH in G can be
described also as follows.
Proposition 8.4. Let G, B and T be as above and for n 2 NG(T ) let ´n be the order
on X induced by nBn¡1. Then BnH (n 2 NG(T )) is open in G if and only if dim(T¡µ )
is maximal and ´n is a µ+-order on '.
9. Computing the Orbits
In the previous sections we have seen that there are several slightly difierent char-
acterizations of the orbits of Borel subgroups on G=H, which lead to difierent ways to
compute the orbits. However, no matter which method one chooses in practice, it is still
quite di–cult and cumbersome to actually compute the diagram of all the orbits or sim-
ply the closure of an orbit. Since the characterizations of this orbit decomposition are
very combinatorial in nature, most of this work could be done by a computer. These
various characterizations of the orbits lead to difierent algorithms, some more e–cient
then others. Since the actual computation of the orbits is so complicated one needs an
algorithm which uses as much as possible of the rich combinatorial structure of the orbit
decomposition.
In this section we discuss an algorithm to compute the diagram of all the orbits and the
orbit closures. This algorithm can be implemented on a computer and heavily uses the
combinatorial structure of the orbit decomposition as discussed in the previous sections.
Since the structures of the various symmetric varieties G=H difier, minor adjustments to
the algorithm will be needed for each case. From the results in this paper it will be clear
how to flne-tune the algorithm for speciflc cases.
We use the notation of the previous sections and flx a pair (B; T ), where T is a µ-stable
maximal torus and B a Borel subgroup containing T . Let W be the Weyl group of T and I
the set of twisted involutions of W . The map ’ : V ! I as in Section 3.10 describes most
of the combinatorial data involving the orbits in V . In the following we will discuss how
one can classify the image and flbers of ’. This would then also classify the diagram of
all the orbits in V , including the orbit closures. We concentrate flrst on the computation
of the image of ’. For this it is in most cases easier to compute representatives for the
image of ’0 : V 0 ! Iµ0 which then also gives a set of representatives for the image of ’
using the map ¶w0 : I ! Iµ0 as in Section 5. For the remaining cases it will be easier to
compute ’(V ) directly. We will discuss below how one can compute the image of ’ or ’0
systematically. For this we need to prove a few more properties of the maps ’ and ’0.
The classiflcation of the image and flbers of ’ : V ! I (or ’0 : V 0 ! Iµ0) can
be reduced to a problem related to the involutions w0ƒ as in the characterization of
             
Computing B-orbits on G=H 195
the twisted involutions in Proposition 4.9. We will flrst prove some properties of these
involutions. Let ¢ be a basis of ', w0 2 W = W (T ) be such that µ('+) = w0('+),
µ0 = µw0 = w¡10 µ and let Iµ0 be as in Section 4.5. Write
⁄¢ = fƒ ‰ ¢ j µ0(ƒ) = ƒ and w0ƒµ0(fi) = ¡fi; 8fi 2 'ƒg; (9.1)
I¢ = fw0ƒ j ƒ 2 ⁄¢g: (9.2)
The set I¢ contains a set of representatives of Iµ0=W and also of ’0(V 0)=W . Since by
Proposition 5.8 ’0(V 0)=W ’ ’(V )=W , we have the result:
Lemma 9.1. Let W act on I, Iµ0 , V and V 0 as in Section 3.8 and 5. Let ¢ be a basis
of ' and let I¢ be as in (9.2). Then we have the following:
(i) each orbit in Iµ0=W and ’0(V 0)=W has a representative in I¢;
(ii) each orbit in I=W and ’(V )=W has a representative in I¢w¡10 .
Proof. Let w 2 I. By Proposition 4.9 we can write w0 = ww0 = w1w0ƒµ0(w¡11 ). Then
w0ƒ = w
¡1
1 ⁄0 w0 which proves the flrst statement.
Lemma 8.3(ii) is immediate from Proposition 3.12, using the isomorphism ¶w0 : I ! Iµ0
as in Section 5. 2
Remark 9.2. One W -orbit in Iµ0 can contain several elements of I¢. For example, if
ƒ1 = ffi1g of type A1, then any µ0-stable subset ƒ2 = ffi2g ‰ ¢, where jfi1j = jfi2j and
ƒ1 and ƒ2 lie in the same connected component of ¢, gives an involution wƒ2 = sfi2
which is W -conjugate to wƒ1 = sfi1 .
9.3. classification of ’(V )=W and ’0(V 0)=W
We need to classify the involutions in I¢ which represent the difierent classes in Iµ0=W
respectively ’0(V 0)=W . We will show later in this section how we can link this to the
classiflcation of conjugacy classes of involutions in the Weyl group which is given in
Helminck (1991). First we need some more notation. Let
I0¢ = fw0ƒ1 ; ¢ ¢ ¢ ; w0ƒkg ‰ I¢
be a set of representatives of Iµ0=W and let
⁄0¢ = fƒ1; ¢ ¢ ¢ ;ƒkg ‰ ⁄¢
be the corresponding subset of ⁄¢. Similarly, let
I¢(V 0) = I0¢ \ ’0(V 0)
and
I¢(V ) = I0¢ ¢ w¡10 \ ’(V ):
Then I¢(V 0) is a set of representatives of ’0(V 0)=W and likewise I¢(V ) is a set of
representatives of ’(V )=W . Note that we have the following relation between the sets
I¢(V 0) and I¢(V 0)
I¢(V 0) = I¢(V ) ¢ w¡10 :
The set I¢(V ) gives also a set of representatives of the H-conjugacy classes of µ-stable
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maximal tori of G. This can be seen as follows. As in Section 3.8 let T µ=H denote the
set of H-conjugacy classes of µ-stable maximal tori of G. Then by Proposition 3.12 we
have T µ=H ’ V=W ’ ’(V )=W . For w0ƒw¡10 2 I¢(V ) let vƒ 2 ’¡1(w0ƒw¡10 ) and let
Tƒ = x(vƒ)¡1Tx(vƒ). Let
T¢ = fTƒ j ƒ 2 ⁄0¢g:
Then T¢ is a set of representatives for the H-conjugacy classes in T µ.
Next we show that the orbits in ’0(V 0) (respectively ’(V )) under the twisted action of
W correspond with the conjugation classes of the involutions w0ƒ 2 I¢(V 0) (respectively
I¢(V )). For this we need to choose flrst a suitable maximal torus to characterize the
sets I¢(V 0) and I¢(V ). In what follows, let T be a µ-stable maximal torus T with T¡ a
maximal µ-split torus of G. Let ¢0 = ¢0(¡µ) be a basis of '0(¡µ) and extend this to a
µ¡-basis ¢ of '. Then by Section 7.2 we have
µ0 = µw0¢0 :
As in Helminck (1991); para. 7.4, we call an involution w0ƒ a ¢0-standard involution if
ƒ ‰ ¢0. For T¢ we can now choose ¢0-standard involutions as representatives of both
I¢(V ) and I¢(V 0) (see also Helminck, 1991; Section 7).
Proposition 9.4. Every W -orbit in ’(V ) contains a ¢0-standard involution.
Proof. Let s 2 ’(V ), v 2 ’¡1(s), x = x(v) and T1 = xTx¡1. From Helminck (1991);
Lemma 3.3, it follows that we may assume that T¡1 ‰ T¡ and T+1 ¾ T+. Let g 2
ZG(T¡1 T
+) such that T1 = gTg¡1. Then g¡1µ(g) 2 V. Let v0 2 V be the corresponding
orbit in V and s0 = ’(v0). Then s0 is an involution. Since T µ=H ’ V=W , both v and v0
are contained in the same W -orbit of V . Let w 2 W (T ) such that w ¢ v0 = v. Then also
w ⁄ s0 = s. On the other hand, from Helminck (1991); Corollary 7.5, it follows that s0 is
conjugate under W0(¡µ) to a ¢0-standard involution, which proves the result. 2
We can show a similar result for ’0(V 0).
Corollary 9.5. Every W -orbit in ’0(V 0) = ’(V ) ¢ w0¢0 contains a ¢0-standard invo-
lution.
Proof. From the above result it follows that ’(V ) contains a ¢0-standard involution w0ƒ
with ƒ ‰ ¢. Since w0ƒ and w0¢0 commute, w0ƒw0¢0 is also an involution of '0(¡µ). Then
there exists s 2 W ('0(¡w0¢0)) such that sw0ƒw0¢0s¡1 is a standard involution. Since
for all fi 2 '0(¡w0¢0) we have µ0(fi) = µw0¢0(fi) = fi, it follows that sw0ƒw0¢0µ0(s¡1) =
sw0ƒw
0
¢0
s¡1, which proves the result. 2
Remarks 9.6.
(1). It follows from the above results that in the case that T¡ is a maximal µ-split
torus of G, we can represent the elements of I¢(V ) and I¢(V 0) as involutions w0ƒ1 or
w0ƒ2w
0
¢0
. For I¢(V 0) we will only use the flrst characterization, but for I¢(V ) we will
use both characterizations depending on whether µ0 = id or a diagram automorphism.
(2). If I¢(V 0) = fw0ƒ1 ; ¢ ¢ ¢ ; w0ƒkg, where w0ƒ1 ; ¢ ¢ ¢ ; w0ƒk are ¢0-standard involutions,
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then I¢(V ) = fw0ƒ1w0; ¢ ¢ ¢ ; w0ƒkw0g and w0ƒ1w0; ¢ ¢ ¢ ; w0ƒkw0 are involutions. In most cases
we will use this characterization of I¢(V 0) and I¢(V ).
In Helminck (1991); Section 7, only the W -conjugacy classes of the ¢0-standard invo-
lutions are studied. So the question remains whether two ¢0-standard involutions that
are in the same twisted W -orbit are also W -conjugate and vice versa. Before we consider
this, we prove a result that is very useful in the classiflcation of the twisted involu-
tions. First we need some more notation. Let T be a µ-stable maximal torus of G. Write
E = X⁄(T ) ›Z R, ' = '(T ), W = W (T ) and for ¾ 2 Aut(') denote the eigenspace of
¾ for the eigenvalue », by E(¾; »). Write '(¾) for '0(¡¾). We have now the following
result:
Proposition 9.7. Let µ be an involution of ' such that 'µ is a root system with Weyl
group W µ. If w1; w2 2 W are involutions with E(wi;¡1) ‰ E(µ;¡1) (i = 1; 2), then the
following are equivalent:
(i) w1 and w2 are conjugate under W ;
(ii) w1 and w2 are conjugate under W1(µ);
(iii) w1µ and w2µ are conjugate under W ;
(iv) w1µ and w2µ are conjugate under W1(µ).
Proof.
(i) , (ii) follows from Helminck (1991); Proposition 2.16.
(ii) , (iv) follows from the fact that W1(µ) maps T¡ onto itself, since W µ »= W1(µ)=
W0(µ). Since case (iv) ) (iii) is clear, it remains to show case (iii) ) (iv).
Assume w 2W such that ww1µw¡1 = w2µ. If µ 2W , then the result follows from case
(i) ) (ii). So assume µ 62W . We will use induction on the rank of '.
If rank' = 1, then µ = ¡ id, E(w1;¡1) = E(w2;¡1) = E and the result is clear.
Assume now that the result is proved for root systems of rank • n and assume that
' has rank n+ 1. Since ww1µw¡1 = w2µ, we have w('(w1µ)) = '(w2µ). If '(w1µ) = ;,
then w1 and w2 are opposition involutions of W (µ) with respect to bases of '(µ) and
hence are conjugate under W (µ) (see Helminck, 1991; Corollary 2.13). So assume now
that '(w1µ) 6= ;. Let fi 2 '(w1µ) and fl = w(fi) 2 '(w2µ). Since E(wi;¡1) ‰ E(µ;¡1)
(i = 1; 2), it follows that both fi; fl 2 'µ. Moreover, since fl = w(fi), both fi and fl are
contained in one irreducible component of '. Hence by Helminck (1991); Lemma 2.15,
they are contained in one irreducible component of 'µ. Since W ('µ) »= W1(µ)=W0(µ), it
follows that there exists ~w 2W1(µ) such that ~w(fi) = fl.
Let r1 = sfl ~ww1µ ~w¡1 = sfl ~ww1 ~w¡1µ, r2 = sflw2µ, w0 = w ~w¡1 and 'fl = '0(sfl) =
f° 2 ' j (fl; °) = 0g. Now r1(fl) = r2(fl) = w0(fl) = fl, so by Carter (1972); para. 2.5.5
w0 2 W ('fl) = W0(sfl). Since µ(fl) = ¡fl both r1µ = sfl ~ww1 ~w¡1 and r2µ = sflw2
are contained in W ('fl). Since w0r1w¡10 = r2, it follows by induction that there exists
~r 2 W1(µ) \W0(sfl) such that ~rr1~r¡1 = r2. Now r = ~r ~w 2 W1(µ) and rw1µr¡1 = w2µ,
which proves the result. 2
We can now show:
Proposition 9.8. Let T be a µ-stable maximal torus T with T¡ a maximal µ-split torus
of G, let ¢ be a µ¡-basis of ' = '(T ), ¢0 = ¢0(¡µ) and let µ0, ’0 and V 0 be as in
Section 5. Then we have the following.
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(i) If w1; w2 2 ’(V ) (or ’0(V 0)) are involutions, then w1 and w2 are in the same
twisted W -orbit if and only if w1 and w2 are W -conjugate.
(ii) Every W -orbit in ’(V ) contains an involution ww0¢0 with w a ¢0-standard invo-
lution.
(iii) All ¢0-standard involutions are contained in both ’(V ) and ’0(V 0).
Proof.
(i). We may assume that w1 and w2 are ¢0-standard. Assume flrst that w1 and w2
are W -conjugate. Since T¡ is a maximal µ-split torus, we may assume that T¡wi ‰ T¡
(i = 1; 2) and hence w1; w2 2 W (T ) \ W (T¡). By Proposition 9.7, w1 and w2 are
conjugate under W1(µ). Let w 2W1(µ) such that ww1w¡1 = w2. Since W1(µ) = W (H;T )
it follows that µ(w) = w and hence ww1µ(w¡1) = ww1w¡1 = w2.
For the converse statement assume w 2 W such that ww1µ(w¡1) = w2. In this case
w((T¡)+w1) = (T
¡)+w2 and w((T
¡)¡w1T
+) = (T¡)¡w2T
+. So ww1µw¡1 = w2µ. Then by
Proposition 9.7 w1 and w2 are W -conjugate, which proves the result for ’(V ). The result
for ’0(V 0) follows with a similar argument.
(ii) is immediate from Corollary 9.5.
(iii). Let w 2 W be a ¢0-standard involution. By Helminck (1991); Corollary 4.10, w
corresponds to a H-conjugacy class of µ-stable maximal tori of G. In particular there
exists x 2 G such that x¡1Tx is µ-stable and n = xµ(x)¡1 2 NG(T ) is a representative
of w. So it follows that w 2 ’(V ). To show that w 2 ’0(V 0) = ’(V )w0¢0 it su–ces to
show that the involution ww0¢0 2W (¡µ) is also contained in ’(V ). By Helminck (1991);
Theorem 4.6, there exists w2 2W such that w1 = w2ww0¢0w¡12 is a ¢0-standard involu-
tion. So by the above result we have w1 2 ’(V ). Since w1 and ww0¢0 are W -conjugate,
it follows from Proposition 9.7 that there exists w3 2W such that
w1µ = w3ww0¢0µw
¡1
3 :
But then w1 = w3ww0¢0µw
¡1
3 µ = w3ww
0
¢0
µ(w¡13 ) and hence ww
0
¢0
= w¡13 w1µ(w3) 2
’(V ). This proves the result. 2
Remark 9.9. It follows from this result that in the case that T¡ is a maximal µ-split
torus of G, we can use representatives from the W -conjugacy classes of involutions in
the Weyl group to represent the twisted W -orbits in ’(V ) and ’0(V 0). A classiflca-
tion of I¢(V ) and the corresponding µ-stable maximal tori in T¢ can be derived from
Helminck (1991); Section 7.
With very few exceptions, the isomorphism class of an involution w0ƒ 2 I¢(V ) is
determined by the type of the root system 'ƒ spanned by ƒ. Only in the case that
(G; µ) is µ-split can it happen that two involutions w0ƒ1 and w
0
ƒ2
are not W -conjugate,
while the root systems 'ƒ1 and 'ƒ2 (ƒ1;ƒ2 ‰ ¢) are of the same type. In these cases it
is easy to flnd two subsets ƒ1;ƒ2 ‰ ¢, such that the root systems 'ƒ1 and 'ƒ2 are of
the same type and w0ƒ1 and w
0
ƒ2
not W -conjugate. For more details, see Helminck (1991);
Section 7.
9.10. image of ’
We can now show that the question of computing the image of ’ : V ! I comes down
to the involutions w0ƒ representing the orbits in ’(V )=W . First some more notation. Let ¢
be a basis of ' = '(T ) and let w0, µ = µw0, ’0 and V 0 be as in 5. If s = ’(v), v0 = –(v) and
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s0 = ’0(v0) = sw0, then we write Ws = fw 2W j w⁄s = sg, W 0s0 = fw 2W j w⁄0s0 = s0g,
Wv = fw 2W j w ¢v = vg and W 0v0 = fw 2W j w ¢0v0 = v0g. These sets are of importance
in the characterization of the image and flbers of ’ and ’0. We have the following relation
between these subsets of W .
Lemma 9.11. Let µ, µ0, v, s = ’(v), v0 = –(v) and s0 = ’0(v0) be as above. Then we
have:
(i) Ws = W 0s0 ,
(ii) Wv = W 0v0 .
Proof. Let w 2W . From (5.1) it follows that
w ⁄ s = s() w ⁄0 s0 = (w ⁄ s)w0 = sw0 = s0;
which proves case (i).
Case (ii) follows with a similar argument. 2
If w0ƒ 2 I¢, then we also write W (ƒ) for Ww0ƒ . We have now the following characteri-
zation of the orbits W ⁄0 w0ƒ ‰ Iµ0 and W ⁄ w0ƒw¡10 ‰ I.
Lemma 9.12. Let µ, µ0, I and Iµ0 be as above. If w0ƒ 2 I¢, W (ƒ) as above and
w1; : : : ; wn minimal coset representatives of W=W (ƒ), then we have:
(i) W ⁄0 w0ƒ = fw1 ⁄0 w0ƒ; : : : ; wn ⁄0 w0ƒg.
(ii) W ⁄ w0ƒw¡10 = fw1 ⁄ w0ƒw¡10 ; : : : ; wn ⁄ w0ƒw¡10 g.
In order to calculate ’0(V 0) (or ’(V )) we need to determine flrst the subsets ƒ 2 ⁄0¢
and compute the corresponding subgroups W (ƒ). In Remark 9.9 we showed how an easy
classiflcation of ’0(V 0) can be obtained by starting with a µ-stable maximal torus T with
T¡µ a maximal µ-split torus of G and a µ
¡-basis ¢ of '(T ).
Before we discuss how to compute the corresponding subgroups W (ƒ) of W , we recall
that a pair (G; µ) is called µ-split if there exists a µ-split maximal torus of G. The pair
(G; µ) is called quasi µ-split if there exists a µ-split Borel subgroup of G. This basically
means that the Satake diagram of (G; µ) consists of only white dots, with possibly a
diagram automorphism. Note that if (G; µ) is µ-split and T is a µ-stable maximal torus
with T¡µ a maximal µ-split torus of G, then µj'(T ) = ¡ id. Thus if s 2 Iµ and w 2 W ,
then w ⁄ s = wsµ(w¡1) = wsw¡1. So Iµ consists of the set of involutions in W (T ) and
the W (T )-orbits in Iµ are precisely the W (T )-conjugacy classes of involutions in W (T ).
We summarize this as:
Lemma 9.13. Let (G; µ) be µ-split, B a µ-split Borel subgroup of G, T ‰ B a µ-split
maximal torus of G and I the set of twisted involutions in W (T ). Then I consists of the
set of involutions in W (T ).
We can now show that to compute the subgroups W (ƒ) of W as above, it su–ces to
consider Iid or I¡ id. The W -orbits in all other cases can be identifled with orbits for
these two cases. This can be seen as follows.
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9.14. computing W (…)
Let T be a maximal torus of G, ' = '(T ), W = W (T ), µ 2 Aut(G;T ) an involution
with T¡µ a maximal µ-split torus and ¢ a µ
¡-basis of '. Write µ = µ⁄w0¢(¡µ) as in
Section 7.2 and let I0 ‰W denote the set of involutions in W . Assume ' is irreducible.
Then we have three cases.
(1) ¡ id 2W . Then ' is of typeBn, Cn,D2n, E7, E8, F4 orG2. In this case µ0 = µ⁄ = id,
Iµ0 = I0 = I¡ id and Iµ = I0w0¢(¡µ). So we can compute either ’(V ) or ’0(V 0). If
w0ƒ 2 I¢(V 0), then W (ƒ) is the commutator subgroup for the involution w0ƒ which
can easily be computed using LiE or other symbolic manipulation programs (see
also Section 9.30).
(2) ¡ id 62 W and µ0 = id. In this case ' is of type An, D2n+1 or E6 and µ is an
inner automorphism of G. Since µ0 = µ⁄ = µw0¢(¡µ) = id it follows that Iµ0 =
I0 = Iµw0¢(¡µ). It is easier then to compute Iµ0 and ’0(V 0) instead of ’(V ). The
computation of the groups w0ƒ is similar as in case (1).
(3) ¡ id 62 W and µ0 6= id. Here ' is again of type An, D2n+1 or E6, but µ is now
an outer automorphism of G. Then, it is easier to switch to ¡ id instead of µ0.
Since µ = µ0w0¢(¡µ) we get µw
0
¢(¡µ)w
0
¢ = µ
0w0¢ = ¡ id. So Iµ = I¡ idw0¢(¡µ)w0¢ =
I0w0¢(¡µ)w0¢ and I0 follows as in case (2). In this case it is easier to compute Iµ
and ’(V ) instead of Iµ0 and ’0(V 0).
It follows from the above observations that by switching from the standard pair to
another pair (B; T ) one can reduce the characterization of ’(V ) from twisted involutions
to involutions in W . A similar result follows from Lemma 7.3 and Proposition 7.4 by
considering minimal and maximal elements in a W -orbit in I. We summarize this in the
following result.
Lemma 9.15. Let Tƒ 2 T¢, W = W (Tƒ), ' = '(Tƒ) and assume ' is irreducible. Let
¢1 be a µ-basis of ', ¢2 a µ¡-basis of ', w0(µ) the longest element of W0(µ) with respect
to ¢0(µ) ‰ ¢1 and w0(¡µ) the longest element of W0(¡µ) with respect to ¢0(¡µ) ‰ ¢2.
If I1 = Iµ ¢ w0(µ) ‰ W and I2 = Iµ ¢ w0(¡µ) ‰ W , then I1 or I2 consists of the set of
involutions in W .
Proof. As in Section 7.2, let µ⁄1 2 Aut(X;';¢1) such that
µ = ¡ id µ⁄1w0(µ):
Similarly, let µ⁄2 2 Aut(X;';¢2) such that
µ = µ⁄2w0(¡µ):
From Lemma 7.3 it follows that µ⁄1 = id or µ
⁄
2 = id. If µ
⁄
1 = id, then µw0(µ) = ¡ id µ⁄1 =
¡ id. But then I1 = Iµ ¢w0(µ) = Iµw0(µ) = I¡ id and I¡ id consists of the set of involutions
in W .
Similarly if µ⁄2 = id, then µw0(¡µ) = µ⁄2 = id. So I2 = Iµ ¢ w0(¡µ) = Iµw0(µ) = Iid ,
which is the set of involutions in W . This proves the result. 2
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9.16. fibers of ’
As for the image, the classiflcation of the flbers of ’(V ) or ’0(V 0) also reduces to
a problem related to the involutions w0ƒ 2 I¢(V 0). This can be seen as follows. Let
f : Iµ0 ! N [ 0 be given by
f(w) =
‰
j’0¡1(w)j if w 2 ’0(V 0) ;
0 if w 2 Iµ0 ¡ ’(V 0) .
For the flbers of ’ we can deflne a similar function. Let w 2 Iµ0 and write
w = s1 ¢ ¢ ¢ shw0ƒµ0(sh) ¢ ¢ ¢ µ0(s1)
as in Proposition 4.9. Then we have the following.
Lemma 9.17. Let f : Iµ0 ! N [ 0 be as above and w = s1 ¢ ¢ ¢ shw0ƒµ(sh) ¢ ¢ ¢ µ(s1) 2 Iµ0 .
Then f(w) = f(w0ƒ).
Proof. Let ’0¡1(w0ƒ) = fv1; : : : ; vng and s = s1 ¢ ¢ ¢ sh. If w 2 W and v0 2 V 0, then
by Lemma 3.11 we have ’0(w ¢ v0) = w ⁄0 ’0(v0). It follows that ’0¡1(sw0ƒµ0(s¡1)) =
’0¡1(s ⁄0 w0ƒ) = fs ¢ v1; : : : ; s ¢ vng, which proves the result. 2
Before we give another characterization of flbers of ’ and ’0 we need flrst some more
notation. Let v 2 V , x = x(v) and T1 = x¡1Tx. Then T1 is µ-stable. As in Section 4, let
!v : W (T ) ! W (T1) be the automorphism determined by Int(x¡1). Denote the image
of NH(T1) = N(T1) \H in W (T1) by WH(T1).
Remark 9.18. From Lemma 9.17 and the above characterizations of Iµ0=W it follows
that it su–ces to determine the flbers of the elements w0ƒ 2 I¢(V 0). For w0ƒ 2 I¢(V 0)
let vƒ 2 ’0¡1(w0ƒ) and Tƒ = x(vƒ)¡1Tx(vƒ) as in Section 9.3. To classify the flbers of
the elements w0ƒ one needs to determine for each Tƒ 2 T¢ the group NH(Tƒ). Then the
flber follows from Ww0ƒ=Wvi = W (ƒ)=Wvƒ . Note that, by Proposition 7.4, the size of
this set equals the number of µ¡-orders on '(Tƒ), which are conjugate under W (Tƒ),
but not under W (H;Tƒ).
This observation leads to the following characterization of the flbers of ’ and ’0.
Proposition 9.19. Let T be a µ-stable maximal torus with T¡ a maximal µ-split torus
of G, let v 2 V , x = x(v), T1 = x¡1Tx, s = ’(v), Ws = fw 2 W j w ⁄ s = sg and
Wv = fw 2W j w ¢ v = vg. Then we have the following:
(i) ’(w ¢ v) = ’(v) if and only if w 2Ws.
(ii) Wv = !¡1v (WH(T1)).
(iii) ’¡1(s) = fw ¢ v j w 2Wsg and j’¡1(s)j = jWs=Wvj.
(iv) The map ’ : V ! I is injective if and only if there is a unique closed orbit.
(v) The map ’ : V ! I is surjective if and only if (G; µ) is quasi µ-split.
Proof. (i), (ii), (iii) and (iv) are immediate from the previous results.
(v) Let ¢ be a µ¡-basis of '(T ) and let ¢0 = ¢0(¡µ). By Corollary 9.5, every W -orbit
in ’0(V 0) contains a ¢0-standard involution. On the other hand, every W -orbit in Iµ0
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has a representative in I0¢. So ’0 : V 0 ! Iµ0 is surjective if and only if every W -orbit in
Iµ0 contains a ¢0-standard involution. The latter is the case if and only if (G; µ) is quasi
µ-split. This proves the result. 2
Remarks 9.20.
(1) The above results also holds for an arbitrary µ-stable maximal torus T , but the
proof is somewhat more complicated. We will only use the above result in the case that
T¡ is a maximal µ-split torus of G.
(2) That the map ’ : V ! I is not necessarily injective can be seen from Example 7.6,
where there are three orbits; two closed orbits and the open orbit.
9.21. reduction to simply connected groups
One important aspect that has not been discussed so far is the dependence of the
orbit decomposition on the choice of the open subgroup H of Gµ. In the following we will
discuss the relation between the orbits for H and H0 and show that for H0 we can reduce
to the case that G is semi-simple and simply connected. First some notation. Let T be
a µ-stable maximal torus and V = ¿¡1(NG(T ) as in Section 3. For an open subgroup
H of Gµ we write V (G;H) for the set of T £H-orbits on V. For H0 = G0µ we will also
write V 0(G) for V (G;H0). It follows from Proposition 3.3 that V (G;H) parameterizes
the double cosets BxH. The flnite group H=H0 is an elementary abelian 2-group which
acts on V 0(G) in the obvious way. The relation between the orbits for H and H0 is stated
in the following result.
Lemma 9.22. Let H be an open subgroup of Gµ and let V (G;H) and V 0(G) be as above.
Then V (G;H) is the set of H=H0 orbits on V 0(G).
To compute V 0(G) we can restrict to the case that G is semi-simple and simply con-
nected. That it su–ces to look at semi-simple groups follows from the following result.
Lemma 9.23. The inclusion [G;G] ¡! G induces a bijection V 0([G;G])! V 0(G).
To show that we can restrict to the case of simply connected groups we flrst note
the following. If ‚ : ~G ¡! [G;G] is a simply connected covering of [G;G], then by
Steinberg (1968); para. 9.16 the involution µj[G;G] can be lifted to an involution ~µ of ~G.
Since ~G is semi-simple and simply connected it follows from Steinberg (1968); para. 8.2
that the flxed point group ~G~µ of ~µ is connected. So V
0( ~G) = V ( ~G; ~G~µ). The above
observations lead to:
Proposition 9.24. Let ‚ : ~G! [G;G] be a simply connected covering of [G;G] and let
~µ be as above. Then we have:
(i) ‚ induces a bijection V 0( eG) ¡! V 0([G;G]).
(ii) V ( ~G; ~G~µ) = V
0( ~G) ’ V 0(G).
(iii) V (G;H) can be canonically identifled with the set of orbits of H=H0 acting on
V 0( ~G).
In a sense this result reduced the computation of the orbits to the case that G is
semi-simple and simply connected.
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9.25. open orbit versus closed orbits
To compute the diagram of all the orbits in V it makes sense to start at either the
top of the bottom of the diagram. The top represents the unique open orbit, while
the bottom consists of the closed orbits. The flrst is related to a µ-stable maximal torus
containing a maximal µ-split torus, while the second is related to a µ-stable maximal torus
containing a maximal torus of Gµ. Most of the combinatorial data in Springer (1984) and
Richardson and Springer (1990) are formulated with respect to a flxed closed orbit. In the
previous sections we generalized these results to the setting of a maximal torus containing
a maximal µ-split torus and we also proved a number of additional results. Below we list
a few other advantages of working in the setting of a µ-stable maximal torus T containing
a maximal µ-split torus A rather then working with a closed orbit.
(a) The unique open orbit is related to a µ+-order on '(T ).
(b) Most of the combinatorial data of the symmetric variety is related to a maximal
torus containing a maximal µ-split torus. This includes a classiflcation of these
symmetric varieties with their restricted root systems (see Helminck, 1988). Also
there exist nice descriptions of G, H, A (the maximal µ-split torus) and the maximal
torus T ¾ A.
(c) It is easier to flnd the set of representatives I¢(V 0) for ’0(V 0)=W . This is mainly due
to the fact that all real roots are µ-singular and therefore the involutions w0ƒ in the
characterization of the twisted involutions in Proposition 4.9 are easily determined.
If one starts from a closed orbit it is still possible to flnd a set of representatives w0ƒ
for the classes in ’0(V 0)=W from the results in Helminck (1991), but it requires a
lot of additional work, because one needs to distinguish between compact imaginary
roots and µ-singular imaginary roots.
(d) For both the µ¡-order and the µ+-order on '(T ), the involutions µ0 and w0 fol-
low from the description given in Corollary 8.2, the classiflcation of involutions
of G as in Helminck (1988) and the classiflcation of involutions in W (T ) as in
Helminck (1991).
Note that to compute the orbit closures in the above setting it is often easier to use the
opposite Bruhat order as in Corollary 6.22.
Remark 9.26. The description of the image and flbers of ’ as in this section leads to
an algorithm to classify the orbits in ’(V ) and V . In principle one could also classify
’(V ) and V by using the Bruhat descendants as in Section 6.23, although this would be
computationally very costly. The best option would be to combine both methods. In the
following we will describe an algorithm, which combines both these methods. Naturally
the detailed description of the root systems as in Bourbaki (1968) is essential in all this.
9.27. an algorithm to classify V
Combining the results in this paper we now get an algorithm to classify the orbits in
V 0(G) together with the orbit closures. Each step of this algorithm can be implemented
in LiE or a number of other programs. For a further discussion of this, see Section 9.30.
First, we describe the algorithm in the following. Assume that G is semi-simple and
simply connected and assume that the pair (G; µ) is irreducible. In the following let T be
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a µ-stable maximal torus such that T¡ is a maximal µ-split torus of G and flx a µ¡-basis
¢ of ' = '(T ). Let V = V 0(G). To determine Iid = I¡ id, we do the following:
(1) Get a list of the involutions w0ƒ in I0¢, which are determined by the type of 'ƒ in
almost all cases. This follows from Helminck (1991); Table II.
(2) For each w0ƒ 2 I0¢ compute the group W (ƒ), which is in these cases precisely the
commutator subgroup of w0ƒ. For a discussion on this, see also Section 9.14.
(3) Find minimal coset representatives of W=W (ƒ). This classifles the W -orbit of w0ƒ
in Iµ0 , using Lemma 9.12.
These three steps classify Iid = I¡ id. The next step is to determine µ0 and w0 and to
classify ’(V ) or ’0(V 0) by identifying the corresponding W -orbits in Iid or I¡ id.
(4) Determine the involutions µ0 and w0. This follows from Corollary 8.2, the classi-
flcation of involutions of G in Helminck (1988); Section 4, and the classiflcation
of involutions of W (T ) in Helminck (1991); Section 7. If µ0 = id, then compute
’0(V 0) and if µ0 6= id, then compute ’(V ) by identifying ’(V ) as a subset of
I¡ idw0¢0(¡µ)w0¢.
(5) Find I¢(V 0) ‰ I0¢ or I¢(V ) ‰ I0¢w0¢0(¡µ)w0¢. For I¢(V 0) this easily follows from
Proposition 9.4 and the classiflcation in Helminck (1991); Table IV. For I¢(V )
note that we can choose ¢0(¡µ)-standard involutions as representatives for the
W -orbits in ’(V ). Since these involutions commute with w0¢0(¡µ)w
0
¢ a list of these
also follows from Proposition 9.4 and the classiflcation of involutions of W (T ) in
Helminck (1991); Table IV.
(6) Determine ’0(V 0) ‰ Iµ0 or ’(V ) ‰ I¡ idw0¢0(¡µ)w0¢, by flnding the W -orbits of the
involutions in I¢(V 0) or I¢(V ). For this we use steps (1) and (2).
After this one can flnally flnd V as follows:
(7) Determine j’0¡1(w0ƒ)j for each involution w0ƒ in I¢(V 0) or I¢(V ). Then, using
Lemma 9.17 we flnd the W -orbits in V and V 0.
The above steps give a complete list of all the elements of V . This last point of the
algorithm will need some additional flne-tuning for each absolutely irreducible pair (G; µ).
To flnd the diagrams (Iµ0 ;„1) and (V;•) as in Sections 6.2 and 6.18, we use Bruhat
descendants as described in Section 6.23. First we consider the diagram for (Iµ0 ;„1):
(8) Find admissible sequences for the involutions w0ƒ 2 I0¢ and identify them as ad-
missible subsequences of a flxed admissible sequence s for w0¢.
(9) Use the Bruhat descendants from Section 6.23 and the minimal coset representatives
in step (4) to identify the elements of a W -orbit with admissible subsequences of s.
Finally we can now flnd the diagram of (V;•) as follows.
(10) Identify ’0(V 0) in the diagram of (Iµ0 ;„1) using step (6). Then the diagram of
(V;•) can be obtained by combining each of the nodes in ’0(V 0) with the flbers of
’0 as in step (7), using Proposition 6.25.
              
Computing B-orbits on G=H 205
From the dimension formulas and the above algorithm, it is easy to get a list of all the
orbits of a given dimension.
We will illustrate this algorithm with an example.
Example 9.28. Let G = SLn(k) and µ(g) = tg¡1. Then H = SOn(k). Let B be the
Borel subgroup of upper triangular matrices, A = T the group of diagonal matrices,
' = '(T ) the root system of T with respect to G, '+ the set of positive roots of '
related to B, ¢ the corresponding basis of ', W = W (T ) the Weyl group of T , and
X = X⁄(T ) the group of characters of T . The torus A is both a maximal µ-split torus
of G and a maximal torus of G. Moreover the orbit BH is open in G. Let w0 2W such
that µ('+) = w0('+), µ0 = µw0, v0 2 V and n0 = x(v0)µ(x(v0))¡1 2 NG(T ) such that
n0 induces w0 in W and let ‡ be the involution of G given by ‡(x) = n¡10 µ(x)n0, x 2 G.
By Corollary 8.2 w0 = w0ƒw
0
¢, where ƒ = ffi 2 ¢ j µ(fi) = fig. Since G is µ-split, we have
ƒ = ; and w0 = w0¢. The action of µ0 on (X;') is given by µ0(´) = µw0(´) = ¡w0(´)
(´ 2 X). So µ0 acts on W by µ0(w) = w0ww¡10 . The set I consists of the set of involutions
in W . Let Iµ0 = I ¢ w0 as in Lemma 5.7.
From Helminck (1991); Table II it follows that the involutions w0ƒ are all of type
A1 + ::: + A1, (r times) and there is only one conjugacy class for each type. The Weyl
group W is isomorphic to the symmetric group Sn. We identify Sn with the group of
permutation matrices, which is contained in GLn(k), but not in SLn(k).
Since G is µ-split it follows from Proposition 9.19 that the map ’ : V ! I is surjective.
The flbers of ’ can be described as follows.
Lemma 9.29. Identify W with Sn and let s 2 I. Let If ‰ I be the set of involutions in
W which have a flxed point on f1; ¢ ¢ ¢ ; ng, and Inf ‰ I be the set of involutions in W
which have no flxed point on f1; ¢ ¢ ¢ ; ng. Then we have:
(i) If s 2 Inf , then j’¡1(s)j = 2.
(ii) If s 2 If , then j’¡1(s)j = 1.
(iii) If n is odd, then Inf = ;, so ’ is an isomorphism.
This result also follows from a straightforward, but lengthy, matrix calculation.
An implementation of the above algorithm in LiE combined with this result is il-
lustrated in Table 1, using the following notation. Let ¢ = ffi1; : : : ; fing and write
si = sfii for the re°ection deflned by fii 2 ¢. In the table we list the minimal coset
representatives of W=W (ƒ) for each of the involutions w0ƒ 2 I¢ ’ I¢(V ). We also
list the admissible sequences for w0. If (si1 ; : : : ; sik) is such an admissible sequence for
w0 and a = (a0; a1; : : : ; ak) the corresponding sequence in Iµ0 , then we will write si if
sir ⁄ ar¡1 6= ar¡1 and si otherwise.
9.30. computational considerations
The above algorithm can be implemented on a computer for each symmetric variety
G=H, as in Helminck (1988). Since the structures of the various symmetric varieties G=H
difier, one will have to use some speciflc properties of each of the symmetric varieties
G=H to optimize the algorithm in each case. There are 33 types of symmetric varieties of
which 16 are inflnite families. The eventual goal is to be able to compute the orbits of all
flnite cases and the inflnite families up to a certain dimension. We should note that some
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Table 1. Calculation of I and V
w0ƒ W=W (ƒ) j’¡1(w)j Adm. sequences w0
n = 2 id id 2 (s1)
w0 = s1 id 1 (s1)
n = 3 id id 1 (s1; s2)
s1 1 (s2; s1)
s2 1
w0 = s2s1s2 id 1
n = 4 id id 2 (s1; s2; s3; s1)
s1 2 (s1; s2; s1; s3)
s2s1 2 (s2; s1; s3; s2)
s2 id 1 (s2; s1; s2; s3)
s1 1 (s2; s3; s1; s2)
s3 1 (s2; s3; s2; s1)
s1s3 1
s2s1 1
s2s3 1
w0 = s1s2s1s3s2s1 id 1
of the flnite cases are extremely large and it will be hard to compute these. The highest
dimension of the inflnite cases that can be handled will depend on several factors. First
of all it depends of course on the processor used, but more importantly, it depends on
the e–ciency of both the algorithm and its implementation.
Another aspect we should note is that any implementation of the above algorithm will
require a considerable amount of work. This is mainly due to the fact that there are 33
types of symmetric varieties, which have to be dealt with independently. The amount of
work needed to implement the algorithm can be reduced considerably by using one of
the available symbolic manipulation programs for which a lot of Weyl group algorithms
already have been implemented. For example one could use the excellent package of
Stembridge (see Stembridge, 1992), who has implemented several Weyl group algorithms
in MAPLE. Even more suited is the package LiE (see van Leeuwen et al., 1992). Using
this package, the calculation of W (ƒ) in step (2) and the calculation of the minimal coset
representatives in W=W (ƒ) in step (3) are easily implemented. Another reason that LiE is
a good choice is that the source code (written in C) is available, so one can also optimize
its algorithms to suit the above calculation of Iµ0 and V . An implementation in LiE should
be able to handle all the flnite dimensional cases. If a more e–cient implementation of
the algorithm is needed, then one must write an independent program.
Remark 9.31. In the case that G is not simply connected one also has the added com-
plication of the fact that H does not need to be connected. Although this has no in°uence
on the calculation of the subset ’(V ) in the diagram of (Iµ0 ;„1) as in Section 6.18, the
actual diagrams for (V;•) as in Section 6.2 can be difierent. An example of this is the
case of G = PGLn(k) and with µ the involution given by µ(g) = tg¡1. In this case Gµ=G0µ
is a group of order 2. The group SLn(k) as in the above example is a simply connected
covering group of G. By Proposition 9.24 the orbits in V 0(G) correspond to those in
V 0(SLn(k)). The group Gµ=G0µ acts on V
0(G) by permuting the flbers of the twisted
involutions s 2 Inf and by acting trivially on ’¡1(If ).
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Remark 9.32. Since Iµ0 basically consists of conjugacy classes of involutions in W , one
might wonder if there are easier methods to describe all the involutions in the Weyl
group. This is in fact true. The conjugacy classes of involutions in the Weyl group are
described in Carter (1972) and his description is easily implemented on a computer.
For ' of type An one can also use another approach and use the Robinson{Schensted
correspondence to describe all the involutions by tableaux. For ' of type Bn something
similar is possible, but for the other types nothing is known along these lines. However
the main disadvantage of both these methods is that a priori there is no obvious way
to describe the orbit closures, while this follows from Section 6.23 using an inductive
procedure.
9.33. open problems
There are several open mathematical questions whose solution would make the al-
gorithm much more e–cient. Also, there are some related open problems that deserve
further attention. In the following we discuss some of these problems.
(1) In general, the algorithm in this paper does a good job in computing the orbits;
however, in its present form the algorithm is not yet very e–cient in computing
the orbit closures. The present algorithm uses an inductive procedure to compute
a reduced expression for a twisted involution. This procedure is similar to the one
typically used for computing reduced expressions for elements of the Weyl group
(see Snow, 1990 and Humphreys, 1990). To compute this reduced expression for a
twisted involution w involves an amount of work, which is approximately propor-
tional to the length of w times the rank of the root system. The big disadvantage of
this method is that it carries out the same or similar calculations several times in a
row. For the Weyl group Casselman (1994) described recently a much more e–cient
method to compute these reduced expressions (and the underlying Bruhat order)
by using automata. He expends on the ideas laid out in Brink and Howlett (1993).
It is likely that the ideas in Casselman (1994) can be generalized to the setting of
twisted involutions, but for this further research will be needed. This has the po-
tential to drastically reduce the amount of computational work involved. We hope
to address this problem in a forthcoming paper.
(2) The classiflcation of B orbits on G=H, as described above, provides the flrst step
towards a solution of the similar problem over the real numbers: namely the classifl-
cation of orbits of minimal parabolic R-subgroups acting on semi-simple symmetric
spaces. To a large extent one can follow the same approach as in the case of al-
gebraically closed flelds, but there are some additional problems with the flbers of
’. One of these problems is that there is no longer a unique open orbit. In this
case the conjugacy classes of the involutions w0ƒ in the image of ’ correspond to
the Hk-conjugacy classes of µ-stable maximal k-split tori. A classiflcation of these
can be found in Helminck (1993, 1994a). A similar description of the combinatorial
data follows from Helminck and Wang (1993). Once the case of algebraically closed
flelds is implemented on a computer, one can start to think about implementing
the much more di–cult problem of orbits of minimal parabolic R-subgroups on real
symmetric k-varieties.
(3) In the study of inflnite-dimensional representations of semi-simple complex Lie al-
gebras, the Kazhdan{Lusztig polynomials describe the combinatorial relations be-
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tween the characters of the highest weight modules (see Kazhdan and Lusztig,
1979). For the characters of the irreducible representations of a connected semi-
simple Lie group there is a similar set of polynomials that describe the combina-
torial formalism behind a DGM extension (see Vogan, 1983). Once the algorithm
to compute the orbits and their closures has been implemented, one of the natural
next steps is to try and compute these polynomials.
(4) A computer algebra package to compute the structure and geometry of the orbit
decomposition as described in this paper could be extended to a more general
computer algebra package for computations related to symmetric varieties. Since
most of the flne structure of these symmetric varieties is related to the structure
and geometry of the orbit decomposition as described in this paper, the results in
this paper will provide a good foundation for the development of such a computer
algebra package. Other aspects of symmetric varieties that could be included in
such a package are for example the restricted root systems with Weyl groups and
multiplicities, but also the polynomials as in open problem (3). Hopefully the results
in this paper will eventually lead to such a computer algebra package.
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