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Resumo
Nesta dissertac¸a˜o apresentamos um pouco da teoria acerca da estabilidade
parame´trica em sistemas Hamiltonianos lineares com um grau e com um grau
e meio de liberdade. Para tanto, fornecemos definic¸o˜es e resultados sobre siste-
mas Hamiltonianos, espac¸os vetoriais simple´ticos e estabilidade de equil´ıbrios de
sistemas Hamiltonianos lineares. Esse trabalho e´ finalizado com a descric¸a˜o do
me´todo de Deprit-Hori com o objetivo de aplica´-lo a` Equac¸a˜o de Mathieu e assim
construir as curvas de fronteira das regio˜es de estabilidade e instabilidade.
Palavras Chaves: Sistemas Hamiltonianos, Me´todo de Deprit-Hori, Estabi-
lidade Parame´trica, Equac¸a˜o de Mathieu.
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Abstract
In this thesis we present some of the theory of parametric stability in linear
Hamiltonian systems with one degree and a degree and a half of freedom. To this
end, we provide definitions and results on Hamiltonian systems, symplectic vector
spaces and linear stability of Hamiltonian systems balances. This work ends with
the description of Deprit-Hori method in order to apply it to the Mathieu equation
and thus build the boundary curves of the regions of stability and instability.
Key words: Hamiltonian systems, Deprit-Hori method, Parametric Stability,
Mathieu equation.
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Introduc¸a˜o
O principal objetivo desse trabalho e´ estudar estabilidade parame´trica de siste-
mas Hamiltonianos lineares com um grau e um grau e meio de liberdade. Usamos
como principal refereˆncia o livro Linear Hamiltonian Systems, 2009, de autoria
A. P. Markeev [10].
Faremos, no primeiro cap´ıtulo, uma exposic¸a˜o de maneira sucinta sobre os
conceitos mais relevantes e necessa´rios ao bom entendimento deste trabalho dando
eˆnfase a definic¸o˜es e resultados preliminares, tais como sistemas Hamiltonianos,
espac¸os vetoriais simple´ticos, func¸o˜es geradoras e estabilidade de equil´ıbrios no
sentido de Lyapunov.
No segundo cap´ıtulo, descreveremos a teoria da estabilidade e forma nor-
mal de sistemas Hamiltonianos lineares constantes e perio´dicos. Veremos que
e´ necessa´rio que as ra´ızes da equac¸a˜o caracter´ıstica associada ao sistema sejam
nu´meros imagina´rios puros para que haja estabilidade. No contexto perio´dico,
estudaremos a teoria de Floquet e tambe´m o teorema de Lyapunov-Poincare´ e
suas consequeˆncias.
O terceiro cap´ıtulo conte´m a parte essencial desta dissertac¸a˜o, ele e´ dedicado
ao estudo do me´todo de Deprit-Hori para sistemas Hamiltonianos lineares. Tal
me´todo nos permite simplificar o Hamiltoniano e assim ser poss´ıvel a construc¸a˜o
de curvas fronteira das regio˜es de estabilidade e instabilidade. Ale´m disso, ve-
remos o teorema de Krein-Gel’fand-Lidskii que nos dara´ condic¸o˜es necessa´rias e
suficientes para a estabilidade.
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INTRODUC¸A˜O 13
No quarto e u´ltimo cap´ıtulo, aplicaremos o me´todo de Deprit-Hori para deter-
minar as regio˜es de estabilidade parame´trica do sistema Hamiltoniano relacionado
a equac¸a˜o de Mathieu.
Cap´ıtulo 1
Preliminares
Neste primeiro cap´ıtulo, forneceremos algumas definic¸o˜es e resultados da teoria
ba´sica de Sistemas Hamiltonianos. Realizaremos um estudo sobre a teoria qua-
litativa de equac¸o˜es diferenciais abordando conceitos de estabilidade e instabili-
dade. Ale´m disso, veremos os principais resultados da teoria de espac¸os vetoriais
simple´ticos e transformac¸o˜es simple´ticas, func¸a˜o geradora e falaremos ainda sobre
estabilidade parame´trica.
1.1 Sistemas Hamiltonianos
Um sistema Hamiltoniano e´ um sistema com 2n equac¸o˜es diferenciais ordina´rias
da forma
q˙ = Hp, p˙ = −Hq, (1.1)
onde H = H(q,p, t) e´ uma func¸a˜o definida em um aberto O ⊂ Rn × Rn × R
denominada Hamiltoniano do sistema. As varia´veis p = (p1, · · · , pn) e q =
(q1, · · · , qn) sa˜o chamadas de posic¸a˜o e momento, respectivamente. O nu´mero
natural n e´ dito grau de liberdade do sistema. Quando o Hamiltoniano depende
do tempo, ou seja, e´ na˜o autonoˆnomo dizemos que o sistema Hamiltoniano tem
n graus e meio de liberdade.
O conjunto onde a varia´vel posic¸a˜o esta´ definida e´ chamado de espac¸o das
configurac¸o˜es, ja´ o conjunto onde posic¸a˜o versus momento esta˜o definidos e´ dito
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espac¸o de fase do sistema. Fac¸amos
z =
(
q
p
)
, J =
(
0 In
−In 0
)
e ∇zH = ∇H =

∂H
∂z1
...
∂H
∂z2n
 (1.2)
e o sistema (1.1) pode ser reescrito da seguinte forma
z˙ = J∇H(z, t). (1.3)
Claramente J−1 = JT = −J , J2 = −I e det J = 1.
Um caso especial e´ quando a func¸a˜o H na˜o depende de t, o sistema (1.1)
e´ chamado autoˆnomo e o sistema Hamiltoniano e´ dito conservativo. Da´ı, qual-
quer soluc¸a˜o, ϕ, de (1.3) satisfaz ϕ(t − t0, 0, z0) = ϕ(t, t0, z0). Quando t0 = 0
escrevemos ϕ(t, z0) para a soluc¸a˜o de (1.3) tal que ϕ(0, z0) = z0.
1.1.1 Sistemas Hamiltonianos Lineares
Um caso particular de sistemas Hamiltonianos sa˜o os lineares. Dizemos que o
sistema Hamiltoniano (1.3) e´ linear quando for poss´ıvel escreveˆ-lo na forma
z˙ = JS(t)z = A(t)z, (1.4)
onde A(t) = JS(t) e S(t) e´ uma matriz sime´trica para cada t. Nesse caso, o
Hamiltoniano e´ uma forma quadra´tica dada por
H = H(z, t) =
1
2
zTS(t)z, (1.5)
Definic¸a˜o 1.1.1. Uma matriz A ∈ M2n×2n(R) e´ dita Hamiltoniana se satisfaz
ATJ + JA = 0.
E´ simples verificar que a matriz A(t) do sistema (1.4) e´ Hamiltoniana. De
fato,
JA(t) = J2S(t) = −S(t) = S(t)J2 = S(t)TJJ = −(JS(t))TJ = −A(t)TJ.
Vejamos alguns resultados que caracterizam matrizes Hamiltonianas.
Teorema 1.1.2. As seguintes afirmac¸o˜es sa˜o equivalentes:
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1. A e´ Hamiltoniana;
2. A = JATJ ;
3. A = JR, com R sime´trica;
4. JA e´ sime´trica.
Demonstrac¸a˜o:
(1. ⇒ 2.) Basta notar que J−1 = −J . Enta˜o, pela definic¸a˜o anterior temos
que ATJ = J−1A e assim segue o desejado.
(2.⇒ 3.) Tome R = ATJ , assim
RT = JTA = −J(JATJ) = −J2(ATJ) = ATJ = R.
(3. ⇒ 4.) Suponha A = JR, com R sime´trica. Enta˜o, JA = J2R = −R.
Logo, JA e´ sime´trica.
(4. ⇒ 1.) JA e´ sime´trica ⇒ JA = (JA)T = ATJT = −ATJ . Assim, ATJ +
JA = 0 e pela Definic¸a˜o (1.1.1) A e´ Hamiltoniana.
Proposic¸a˜o 1.1.3. A matriz
A =
(
a b
c d
)
∈M2n×2n(R)
e´ Hamiltoniana se, e somente se, aT + d = 0 e b e c sa˜o sime´tricas.
Demonstrac¸a˜o: Escrevendo a matriz A em forma de blocos,
A =
(
a b
c d
)
,
temos
ATJ + JA = 0 ⇐⇒
(
c− cT aT + d
−a− dT bT − b
)
=
(
0 0
0 0
)
⇐⇒ c− cT = 0 , bT − b = 0 e aT + d = 0
⇐⇒ c = cT , b = bT e aT + d = 0.
Quando n = 1, as condic¸o˜es se reduzem a dizer que o trac¸o e´ nulo.
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1.2 Espac¸os Vetoriais Simple´ticos
1.2.1 Caracterizac¸a˜o dos Espac¸os Simple´ticos
Definic¸a˜o 1.2.1. Um espac¸o vetorial simple´tico e´ um par (V, ω), onde V e´ um
espac¸o vetorial sobre R de dimensa˜o finita e ω : V × V −→ R e´ uma forma
bilinear simple´tica, isto e´, ω e´ uma func¸a˜o bilinear, que satisfaz as condic¸o˜es:
• anti-sime´trica: ω(u, v) = −ω(v, u), para todo u, v ∈ V ;
• na˜o degenerada: se ω(u, v) = 0, para todo v,∈ V , enta˜o u = 0.
Exemplo 1.2.2. A forma bilinear ω0 sobre R2n definida por:
ω0(u, v) = u
TJv = 〈u, Jv〉,
onde
J =
(
0 I
−I 0
)
∈M2n×2n(R)
e´ uma forma simple´tica denominada forma simple´tica padra˜o. Denominamos o
par (R2n, ω0) de ”Espac¸o Simple´tico Padra˜o”.
Definic¸a˜o 1.2.3. Sejam (V1, ω1) e (V2, ω2) espac¸os vetoriais simple´ticos. Um
isomorfismo linear
T : V1 −→ V2
e´ dito uma transformac¸a˜o linear simple´tica ou simplectomorfismo se
ω2(T (u), T (v)) = ω1(u, v),
para todo u, v ∈ V1.
Proposic¸a˜o 1.2.4. Todo espac¸o simple´tico (V, ω) de dimensa˜o finita tem di-
mensa˜o par.
Demonstrac¸a˜o: Sejam m = dimV , B = {v1, v2, ..., vm} uma base de V e
B∗ = {v∗1, v∗2, ..., v∗m} a base dual de B. Uma vez que ω e´ na˜o-degenerada, a func¸a˜o
ω∗ : V → V ∗, tal que ω∗(v) = ω(., v) e´ isomorfismo. Como ω∗(vj)vi = ω(vi, vj),
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temos que [ω∗]B
∗
B = [ω]B := A; assim, A e´ invert´ıvel e A
T = −A. Enta˜o, tem-se
que
detA = det(AT ) = det(−A) = (−1)m detA⇒ (−1)m = 1⇒ m e´ par.
Definic¸a˜o 1.2.5. Sejam (V, ω) um espac¸o vetorial simple´tico e B = {v1, v2, ..., vm}
uma base de V . Dizemos que B e´ uma base simple´tica para V se ω(vi, vj) = Jij,
onde J = (Jij) e´ a matriz simple´tica padra˜o definida em (1.2).
Definic¸a˜o 1.2.6. Sejam (V, ω) um espac¸o vetorial simple´tico e E um subespac¸o
vetorial de V . O complemento ortogonal simple´tico de E e´ definido por
Eω = {u ∈ V ; ω(u, v) = 0, para todo v ∈ E}.
Definic¸a˜o 1.2.7. Dois vetores u, v ∈ V sa˜o ditos ortogonais em relac¸a˜o a` forma
simple´tica ω se ω(u, v) = 0
Proposic¸a˜o 1.2.8. Eω e´ subespac¸o vetorial de V e dim(V ) = dim(Eω)+dim(E).
Demonstrac¸a˜o: Considere a aplicac¸a˜o linear T : V −→ E∗ dada por T (u) =
ω(u, ·)|E. Como Eω = ker(T ) temos que Eω e´ subespac¸o vetorial de V ; pelo
teorema da representac¸a˜o de Riesz temos T sobrejetiva, assim pelo Teorema
do Nu´cleo e da Imagem, temos que dim(V ) = dim(ker(T )) + dim(Im(T )) =
dim(Eω)+dim(E∗). Mas dim(E∗) = dim(E); logo dim(V ) = dim(Eω)+dim(E).
Definic¸a˜o 1.2.9. Sejam (V, ω) um espac¸o vetorial simple´tico e E um subespac¸o
vetorial de V . E e´ dito um subespac¸o vetorial simple´tico de V se E ∩Eω = {0}.
Proposic¸a˜o 1.2.10. E um subespac¸o vetorial simple´tico de V se, e somente se,
ω|E e´ na˜o degenerada.
Observac¸a˜o 1.2.11. Se E e´ subespac¸o vetorial simple´tico de V , enta˜o V =
E ⊕ Eω.
Teorema 1.2.12. Todo espac¸o vetorial simple´tico admite uma base simple´tica.
Demonstrac¸a˜o: Seja (V, ω) um espac¸o vetorial simple´tico de dimensa˜o 2n.
Tome v1 ∈ V , com v1 6= 0. Como ω e´ na˜o degenerada, existe v˜n+1 ∈ V , com
v˜n+1 6= 0, tal que ω(v1, v˜n+1) 6= 0. Tomando
vn+1 =
1
ω(v1, v˜n+1)
v˜n+1,
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temos ω(v1, vn+1) = 1. Seja E1 = [v1, vn+1] o espac¸o gerado por esses vetores.
Desde que ω|E1 e´ na˜o degenerada, segue que E1 e´ simple´tico. Assim, E1 ∩ Eω1 =
{0}. Como dimE1+dimEω1 = dimV , segue que V = E1⊕Eω1 . Portanto, dimEω1 =
2n − 2. E´ claro que ω|Eω1 e´ na˜o degenerada; assim, Eω1 e´ um espac¸o vetorial
simple´tico de dimensa˜o 2n− 2. Podemos repetir a construc¸a˜o ate´ obtermos uma
decomposic¸a˜o
V = E1 ⊕ E2 ⊕ · · · ⊕ E2n,
onde cada Ei e´ gerado por vi, vn+i tal que ω(vi, vn+i) = 1. Portanto, segue que
v1, ..., v2n e´ uma base simple´tica de V .
Teorema 1.2.13. Todo espac¸o vetorial simple´tico de dimensa˜o 2n e´ simplecto-
morfo a (R2n, ω0), onde ω0 e´ a forma simple´tica padra˜o.
Demonstrac¸a˜o: Seja (V, ω) um espac¸o vetorial simple´tico e B = {v1, v2, ..., v2n}
uma base simple´tica de V . Dado v ∈ V , existe α = (α1, α2, ..., α2n) ∈ R2n na˜o
nulo tal que
v = α1v1 + α2v2 + ...+ α2nv2n. A func¸a˜o
T : V −→ R2n
v 7→ (α1, α2, ..., α2n)
e´ simplectomorfismo. Com efeito, se u = β1v1 + β1v1 + ...+ β2nv2n,
ω(v, u) = ω(
∑
αivi,
∑
βjvj) =
∑
αiβjω(vi, vj) =
∑
αiβjJij
= αTJβ = ω0(α, β) = ω0(T (v), T (u)).
Segue do teorema acima o seguinte resultado:
Corola´rio 1.2.14. Dois espac¸os vetoriais simple´ticos de mesma dimensa˜o sa˜o
simplectomorfos.
1.2.2 Matrizes Simple´ticas
Definic¸a˜o 1.2.15. Uma matriz T ∈M2n×2n(R) e´ dita simple´tica se ela e´ a matriz
de uma transformac¸a˜o linear simple´tica numa base simple´tica. O conjunto de
todas as matrizes simple´ticas em M2n×2n(R) e´ denotado por Sp(2n,R).
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Proposic¸a˜o 1.2.16. As seguintes afirmac¸o˜es a respeito de uma matriz T ∈
M2n×2n(R) sa˜o equivalentes:
1. T e´ uma matriz simple´tica;
2. a transformac¸a˜o linear de R2n em R2n definida pela matriz T numa base
simple´tica e´ uma transformac¸a˜o linear simple´tica;
3. T TJT = J.
Demonstrac¸a˜o:
(1.⇔ 2.) e´ um fato bem conhecido da A´lgebra Linear.
(2.⇔ 3.) Decorre de
uTJv = ω0(Tu, Tv) = (Tu)
TJ(Tv) = uT (T TJT )v.
O terceiro item da proposic¸a˜o anterior permite estender a definic¸a˜o de trans-
formac¸a˜o simple´tica como segue:
Definic¸a˜o 1.2.17. Uma matriz T ∈ M2n×2n(R) e´ chamada simple´tica com mul-
tiplicador µ, ou µ-simple´tica se
T TJT = µJ (1.6)
onde µ ∈ R \ {0} e´ uma constante.
Observac¸a˜o 1.2.18. As matrizes simple´ticas correspondem a`s matrizes 1-simple´-
ticas. Podemos observar que, pela definic¸a˜o, toda matriz simple´tica, T , satisfaz
detT = ±1.
Teorema 1.2.19. Se T e´ simple´tica com multiplicador µ, enta˜o T e´ na˜o singular
e T−1 = −µ−1JT TJ . Se T e R sa˜o µ e v simple´ticas, respectivamente, enta˜o T−1
e TR sa˜o simple´ticas com multiplicadores µ−1 e µv, respectivamente.
Demonstrac¸a˜o: Como T TJT = µJ , enta˜o temos
detT T det J detT = µ2n det J
detT = ±|µ|n,
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donde segue que T e´ na˜o singular. Para mostrar que T−1 = −µ−1JT TJ , partimos
da igualdade em (1.6). Observe:
T TJT = µJ ⇒ T TJ = µJT−1 ⇒ JT TJ = µJ2T−1
⇒ JT TJ = −µT−1 ⇒ T−1 = −µ−1JT TJ.
As outras afirmac¸o˜es seguem-se de forma imediata, conforme segue:
• para T−1,
(T−1)TJT−1 = (T T )−1JT−1 = [(TJ−1)T T ]−1
= [−TJT T ]−1 = −(µJ)−1
= −µ−1J−1 = −µ−1(−J) = µ−1J.
• para TR
(TR)TJ(TR) = RTT TJTR = µRTJR = µvJ.
Observe, em seguida, as condic¸o˜es para que uma matriz seja µ-simple´tica.
No caso de uma matriz 2× 2, T =
(
α β
γ δ
)
, temos que
T TJT =
(
0 αδ − βγ
−αδ + βγ 0
)
.
Logo, uma matriz 2× 2 e´ µ-simple´tica se, e somente se, ela tem determinante µ.
No caso 2n × 2n, com a matriz T =
(
a b
c d
)
escrita na forma de blocos,
temos
T TJT =
(
aT c− cTa aTd− cT b
bT c− dTa bTd− dT b
)
.
Nesse caso, segue a proposic¸a˜o:
Proposic¸a˜o 1.2.20. T =
(
a b
c d
)
e´ simple´tica com multiplicador µ se, e so-
mente se, aTd− cT b = µI e aT c e bTd sa˜o sime´tricas.
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Neste caso tambe´m verifica-se que T−1 = µ−1
(
dT −bT
−cT aT
)
.
Teorema 1.2.21. A matriz soluc¸a˜o fundamental Z(t, t0) de um sistema Hamil-
toniano linear (1.4) e´ simple´tica para todo t, t0 ∈ I. Reciprocamente, se Z(t, t0)
e´ uma func¸a˜o diferencia´vel de matrizes simple´ticas, onde Z(t0, t0) = I, enta˜o Z
e´ uma matriz soluc¸a˜o de um sistema Hamiltoniano linear.
Demonstrac¸a˜o: Se U(t) = Z(t, t0)
TJZ(t, t0), enta˜o U(t0) = J e
U˙(t) = Z˙TJZ + ZTJZ˙ = ZT (ATJ + JA)Z = 0, (1.7)
donde segue que U(t) = J para todo t, e com isso temos que Z(t, t0) e´ simple´tica
para todo t. Se ZTJZ = J , para todo t, enta˜o Z˙TJZ + ZTJZ˙ = 0, donde
(Z˙Z−1)TJ+J(Z˙Z−1) = 0. Isso mostra que A = Z˙Z−1 e´ Hamiltoniana e Z˙ = AZ.
Corola´rio 1.2.22. Considere o sistema em (1.4) com A constante. Enta˜o, A e´
Hamiltoniana se, e somente se, eA t e´ simple´tica para todo t.
No caso de A constante, a soluc¸a˜o fundamental e´ da forma Z(t) = eAt.
Veremos agora que uma mudanc¸a de vara´veis simple´tica preserva a estrutura
Hamiltoniana. Para isso, considere T (t) uma matriz de ordem 2n invert´ıvel para
cada t, assim a mudanc¸a de coordenadas ζ = U(t)z transforma o sistema Hamil-
toniano linear (1.4) no sistema
ζ˙ = (T−1AT − T−1T˙ )ζ, (1.8)
onde U(t) = T−1(t). Em geral, este sistema de equac¸o˜es na˜o e´ Hamiltoniano,
contudo:
Teorema 1.2.23. Se U(t) e´ uma transformac¸a˜o µ-simple´tica, enta˜o o sistema
(1.8) e´ um sistema Hamiltoniano linear.
Demonstrac¸a˜o: Se U(t) e´ uma matriz µ-simple´tica, enta˜o T (t) e´ µ−1-simple´tica.
Como TJT T = µ−1J para todo t, temos que T˙ JT T + TJ(T˙ )T = 0, donde se-
gue que (T−1T˙ )J + J(T−1T˙ ) = 0, e portanto T−1T˙ e´ uma matriz Hamiltoniana.
Temos tambe´m que T−1J = µJT T , donde segue que T−1AT = T−1JST =
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µJT TST = J(µT TST ) e´ Hamiltoniana tambe´m. Logo T−1AT − T−1T˙ e´ Hamil-
toniana.
Este teorema nos diz que uma mudanc¸a de coordenadas simple´tica preserva
a forma Hamiltoniana de um sistema de equac¸o˜es.
Um resultado importante na caracterizac¸a˜o de uma matriz soluc¸a˜o fundamen-
tal de um sistema Hamiltoniano linear e´ o seguinte:
Proposic¸a˜o 1.2.24. Seja T uma matriz simple´tica. Se λ e´ um autovalor de T
(note que λ 6= 0 pois det(T ) = ±1), enta˜o 1
λ
e´ tambe´m um autovalor de T com
a mesma multiplicidade alge´brica.
Demonstrac¸a˜o: Desde que T e´ simple´tica, temos T T = −JT−1J , donde, para
todo λ 6= 0 autovalor de T , temos:
p(λ) = det(T − λI)
= det(T T − λI)
= det(−JT−1J + λJJ)
= det J. det(−T−1 + λI). det J
= det[λT−1(T − 1
λ
I)]
= λ2n detT−1. det(T − 1
λ
I)
= ±λ2np( 1
λ
).
Seque que a mutiplicidade alge´brica de λ e´ a mesma de
1
λ
.
Da proposic¸a˜o acima segue que se conhecemos um autovalor λ da matriz
real simple´tica, enta˜o conhecemos mais treˆs autovalores, a saber, 1
λ
, −λ e − 1
λ
.
Em particular se 1 e −1 sa˜o autovalores, enta˜o eles possuem multiplicidade par.
Ale´m disso, desde que λ e´ autovalor enta˜o 1
λ
tambe´m e´ autovalor com a mesma
multiplicidade, enta˜o segue que o determinante de uma matriz simple´tica e´ igual
a um.
1.3 Func¸o˜es geradoras
Vamos agora obter um processo para construc¸a˜o de transformac¸o˜es simple´ticas
por meio de uma func¸a˜o chamada func¸a˜o geradora. Nesta sec¸a˜o, veremos ainda
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um teorema que envolve a derivada de uma func¸a˜o geradora e que relaciona o Ha-
miltoniano apo´s uma transformac¸a˜o de varia´veis simple´ticas com o Hamiltoniano
nas coordenadas antigas.
Seja
Ω = dq ∧ dp =
n∑
j=1
dqj ∧ dpj.
Considere a mudanc¸a de coordenadas E : (q, p) 7→ (Q,P ). Assuma que Q e P
esta˜o definidas numa bola U de R2n.
Nas condic¸o˜es acima, a mudanc¸a de coordenadas sera´ simple´tica se, e somente
se,
dq ∧ dp = dQ ∧ dP ⇔ d(qdp−QdP ) = 0.
Sabemos que uma k-forma ω e´ fechada se dω = 0. Defina as 1-formas
σ1 = qdp−QdP
σ2 = qdp+ PdQ = σ1 + d(QP )
σ3 = pdq − PdQ = σ2 + d(pq)
σ4 = pdq +QdP = σ3 + d(PQ).
Desde que U e´ uma bola em R2n, pelo lema de Poincare´ tem-se que a mudanc¸a
de coordenadas e´ simple´tica se, e somente se, uma das func¸o˜es S1 = S(p, P ),
S2 = S(p,Q),S3 = S(q,Q), S4 = S(q, P ) existe e satisfaz respectivamente dS1 =
σ1, dS2 = σ2, dS3 = σ3, dS4 = σ4. Estas informac¸o˜es da˜o uma forma fa´cil
de construir coordenadas simple´ticas. Por exemplo, assumamos que exista uma
func¸a˜o S1(p, P ) tal que dS1 = σ1, assim
dS1 =
∂S1
∂p
(p, P )dp+
∂S1
∂P
(p, P )dP = σ1
se, e somente se,
∂S1
∂p
(p, P ) = q, −∂S1
∂P
(p, P ) = Q.
Portanto, qualquer mudanc¸a de coordenadas que satisfaz estas duas u´ltimas
condic¸o˜es e´ simple´tica. Assumindo agora que o Hessiano de S1 e´ na˜o singu-
lar e considerando a func¸a˜o F (q, p, P ) = ∂S1
∂p
− q = 0 segue-se do Teorema da
Func¸a˜o Impl´ıcita que P pode ser escrita como func¸a˜o de q e p. E da equac¸a˜o
Q = −∂S1
∂P
(p, P ), obtemos Q = Q(q, p). Assim, temos o seguinte teorema:
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Teorema 1.3.1. As seguintes mudanc¸as de varia´veis definem uma mudanc¸a local
de coordenadas simple´ticas:
1. q = ∂S1
∂p
(p, P ), Q = −∂S1
∂P
(p, P ) quando ∂
2S1
∂p∂P
(p, P ) e´ na˜o singular;
2. q = ∂S2
∂p
(p,Q), P = ∂S2
∂Q
(p,Q) quando ∂
2S2
∂p∂Q
(p,Q) e´ na˜o singular;
3. p = ∂S3
∂q
(q,Q), P = −∂S3
∂Q
(q,Q) quando ∂
2S3
∂q∂Q
(q,Q) e´ na˜o singular;
4. p = ∂S4
∂q
(q, P ), Q = ∂S4
∂P
(q, P ) quando ∂
2S4
∂q∂P
(q, P ) e´ na˜o singular.
Cada uma das func¸o˜es Sj (j = 1, 2, 3, 4) e´ chamada func¸a˜o geradora ou func¸a˜o
geratriz.
Teorema 1.3.2. Seja a transformac¸a˜o de coordenadas simple´tica numa bola
aberta de R2n, E : z = (q, p) → ζ = (ξ = ξ(q, p, t), η = η(q, p, t)) dependente
do paraˆmetro t, definida pela func¸a˜o geradora S = Sj, j = 1, ..., 4. Enta˜o se
H = H(q, p, t) representa o Hamiltoniano nas coordenadas antigas, tem-se que o
Hamiltoniano nas novas coordenadas H∗ = H∗(ξ, η, t) e´ dada por
H∗(ξ, η, t) = H(q, p, t) +Rj, (1.9)
(j = 1, 2, 3, 4) onde o lado direito da equac¸a˜o acima tem sido avaliada em q =
q(ξ, η, t) e p = p(ξ, η, t) e Rj = −∂Sj∂t para j = 1, 2 e Rj = ∂Sj∂t para j = 3, 4.
Demonstrac¸a˜o: A demonstrac¸a˜o encontra-se na refereˆncia [16].
Exemplo 1.3.3. Neste exemplo descreveremos alguns passos do processo de ob-
tenc¸a˜o da func¸a˜o geradora da rotac¸a˜o, maiores detalhes veja [5]. Seja W (q,X, t)
a func¸a˜o geradora da rotac¸a˜o de aˆngulo ω
q = cos(ωt)x+ sen(ωt)X
p = −sen(ωt)x+ cos(ωt)X,
enta˜o a sua derivada e´ dada por
Wt = −ω
2
(x2 +X2). (1.10)
De fato, considerando que p = Wq e x = WX , enta˜o
Wq = −sen(ωt)x+ cos(ωt)X = −sen(ωt)
(
q −Xsen(ωt)
cos(ωt)
)
+ cos(ωt)X
=
−sen(ωt)(q −Xsen(ωt)) + cos2(ωt)X
cos(ωt)
=
−qsen(ωt) +X
cos(ωt)
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integrando com respeito a q, teremos
W (q,X, t) = −1
2
q2
sen(ωt)
cos(ωt)
+
Xq
cos(ωt)
+ g(X),
por outro lado
q −Xsen(ωt)
cos(ωt)
= x = WX =
q
cos(ωt)
+ g′(X)
o que implica em
g′(X) =
−Xsen(ωt)
cos(ωt)
e g = −1
2
X2
sen(ωt)
cos(ωt)
e, portanto, a func¸a˜o geradora da rotac¸a˜o e´ dada por
W (q,X, t) = −1
2
q2
sen(ωt)
cos(ωt)
+
Xq
cos(ωt)
− 1
2
X2
sen(ωt)
cos(ωt)
W (q,X, t) = −1
2
(q2 +X2)
sen(ωt)
cos(ωt)
+
Xq
cos(ωt)
.
Temos ainda que
Wt = −ω
2
(q2 +X2)
1
cos2(ωt)
+
ωXqsen(ωt)
cos2(ωt)
e substituindo a expressa˜o de q temos o desejado
Wt = −ω
2
(x2 +X2). (1.11)
Tendo em vista que usaremos bastante o conceito de estabilidade nos cap´ıtulos
2 e 4, na pro´xima sec¸a˜o definiremos estabilidade no sentido de Lyapunov e enun-
ciaremos condic¸o˜es para a estabilidade e instabilidade de soluc¸o˜es. Ale´m disso,
abordaremos o conceito de estabilidade parame´trica tendo em vista que bus-
caremos, no cap´ıtulo 3, construir curvas fronteiras da regia˜o de estabilidade e
instabilidade parame´trica.
1.4 Estabilidade de soluc¸o˜es
1.4.1 Estabilidade no sentido de Lyapunov
Considere a equac¸a˜o diferencial ordina´ria autoˆnoma
x˙ = f(x) (1.12)
onde f : U ⊂ Rn → Rn e´ uma aplicac¸a˜o cont´ınua e localmente Lipschitziana.
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Definic¸a˜o 1.4.1. x0 ∈ U e´ dito um equil´ıbrio ou soluc¸a˜o de equil´ıbrio de (1.12)
se f(x0) = 0.
Definic¸a˜o 1.4.2. Seja x(t) uma soluc¸a˜o de equil´ıbrio de (1.12). Dizemos que
x(t) e´:
1. esta´vel, segundo Lyapunov, em t = t0 se para todo ε > 0, existe δ =
δ(ε, t0) > 0 tal que para qualquer x ∈ Bδ(x(t0)), a soluc¸a˜o x(t) que se
inicia em x quando t = t0, esta´ definida para todo t ≥ t0 e x(t) ∈ Bε(x(t0)),
para todo t ≥ t0;
2. assintoticamente esta´vel, no sentido de Lyapunov, se ela e´ esta´vel e ale´m
disso, existe um nu´mero positivo δ1 < δ tal que ||x|| < δ1 implica lim
t→∞
||x(t)−
x(t)|| = 0;
3. insta´vel quando na˜o e´ esta´vel.
Observac¸a˜o 1.4.3. Dizemos que um sistema linear de equac¸o˜es diferenciais or-
dina´rias e´ esta´vel no sentido de Lyapunov se a soluc¸a˜o de equil´ıbrio nula for
esta´vel.
1.4.2 Sistemas lineares com coeficientes constantes
Consideremos o sistema linear homogeˆneo
x˙ = Ax (1.13)
onde A ∈ Mn×n(R), x ∈ Rn. Acerca da estabilidade de um sistema linear com
coeficientes constantes podemos destacar:
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Teorema 1.4.4. Sejam λ1, ..., λn os autovalores da matriz A e suponha que Jλ e´
o bloco de Jordan (em C) associado a λ. Tem-se para a soluc¸a˜o nula do sistema
x˙ = Ax as seguintes afirmac¸o˜es:
1. Se A e´ uma matriz na˜o singular:
(a) Assintoticamente esta´vel no sentido de Lyapunov se, e somente se,
Re(λk) < 0 para todo k = 1, ..., n;
(b) Esta´vel, mas na˜o assintoticamente esta´vel, no sentido de Lyapunov, se,
e somente se, A tem pelo menos um par de autovalores imagina´rios puros
e sempre que cada bloco de Jordan Jλ (em C) associado a cada autovalor
imagina´rio puro λ e´ diagonal e o resto dos autovalores possui parte real
negativa;
(c) Insta´vel nos demais casos.
2. Se A e´ uma matriz singular:
(a) Esta´vel no sentido de Lyapunov se os autovalores na˜o nulos tem parte
real negativa e o bloco de Jordan associado ao autovalor nulo e´ diagonal;
(b) Esta´vel no sentido de Lyapunov no caso em que A tem ao menos um
par de autovalores imagina´rios puros, sempre que cada bloco de Jordan Jλ
(em C) associado a cada autovalor imagina´rio puro λ seja diagonal, o bloco
de Jordan associado ao autovalor nulo e´ diagonal e o resto dos autovalores
possui parte real negativa;
(c) Insta´vel nos demais casos.
Demonstrac¸a˜o: Ver na refereˆncia [3].
1.4.3 Estabilidade de sistemas lineares perio´dicos
Vamos considerar um sistema linear de equac¸o˜es diferenciais
x˙ = A(t)x , xT = (x1, x2, ..., xm), (1.14)
onde A(t) e´ 2pi-perio´dica, real e cont´ınua em t.
A seguir apresentaremos algumas definic¸o˜es e resultados que nos auxiliara˜o
na prova do Teorema de Floquet.
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Definic¸a˜o 1.4.5. Dizemos que uma matriz C de ordem m×m tem um logaritmo
se existe uma matriz de mesma ordem B tal que C = eB. Neste caso, dizemos
que B e´ o logaritmo de C e escrevemos B = logC.
Lema 1.4.6. Toda matriz C de ordem m×m , tal que detC 6= 0, possui logaritmo.
Demonstrac¸a˜o: Seja C uma matriz m×m invers´ıvel. Se C = diag[C1, ..., Ck],
onde cada Cj e´ uma matriz invers´ıvel e se existem matrizes B1, ..., Bk com e
Bj =
Cj, pondo B = diag[B1, ..., Bk] temos que e
B = C. Com isso e´ suficiente mostrar
que uma matriz elementar de Jordan J com autovalor na˜o nulo tem logaritmo.
Escrevemos J = λI + N = λ(I + R), onde R =
1
λ
N e consideramos a matriz
B = (lnλ)I + S, onde
S =
m−1∑
j=1
(−1)j+1R
j
j
,
sendo m a ordem de J e lnλ uma das determinac¸o˜es do logaritmo de λ. Obser-
vemos que S = log(I + R), pois Rj = 0 para j ≥ m. Assim, eS = I + R. Como
(lnλ)I e S comutam, temos que eB = e(lnλ)I+S = e(lnλ)IeS = λ(I +R) = J . Fica,
assim, demonstrado o lema.
Lema 1.4.7. Se X(t) e´ uma matriz fundamental do sistema (1.14), com X(0) =
I, enta˜o
X(t+ 2pi) = X(t)X(2pi),
para todo t.
Demonstrac¸a˜o: Sejam U(t) = X(t + 2pi) e V (t) = X(t)X(2pi), desse modo
temos que
U˙(t) = A(t)U(t) e V˙ (t) = A(t)V (t),
e como U(0) = X(2pi) = V (0), segue do Teorema de existeˆncia e unicidade para
equac¸o˜es diferenciais ordina´rias que U(t) = V (t), para todo t.
Teorema 1.4.8 (Liouville). Se X(t) e´ uma matriz fundamental de (1.14) em
I ⊆ R, e se t0 ∈ I, enta˜o
detX(t) = detX(t0).e
∫ t
t0
trac¸oA(t)dt
para todo t ∈ I.
Demonstrac¸a˜o: Ver demonstrac¸a˜o em [3].
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Teorema 1.4.9 (Floquet). Seja X(t) uma matriz fundamental do sistema (1.14),
com condic¸a˜o inicial X(0) = Im, onde A(t) e´ 2pi-perio´dica. Enta˜o existem B e
Y (t), matrizes m × m, sendo B matriz constante e Y (t) 2pi-perio´dica tais que
X(t) = Y (t)etB.
Demonstrac¸a˜o: Note que X(t + 2pi) tambe´m e´ matriz fundamental de (1.14).
De fato,
X˙(t+ 2pi) = A(t+ 2pi)X(t+ 2pi) = A(t)X(t+ 2pi)
e ale´m disso, detX(t + 2pi) 6= 0 (pelo Teorema (1.4.8) para t0 = 0). Pelo lema
anterior, X(t + 2pi) = X(t)X(2pi), assim existe constante C invert´ıvel tal que
X(t+ 2pi) = X(t)C. Isso significa que existe B dada por
e2piB = C = X(2pi). (1.15)
Defina Y (t) = X(t)e−tB. Resta mostrar que Y (t) e´ 2pi-perio´dica. De fato,
Y (t+ 2pi) = X(t+ 2pi)e−2piB−tB = X(t)X(2pi)e−2piBe−tB
= X(t)X(2pi)X−1(2pi)e−tB = X(t)e−tB = Y (t),
pois tB e 2piB comutam.
Assim, Y (t+ 2pi) = X(t)Ce−2piBe−tB = X(t)e−tB = Y (t).
Corola´rio 1.4.10. Sejam X(t), A(t), B e Y (t) como no Teorema de Floquet. A
mudanc¸a de varia´veis x = Y (t)y transforma o sistema x˙ = A(t)x, com A(t) 2pi-
perio´dica em y˙ = By com coeficientes constantes, pois B e´ uma matriz constante.
Demonstrac¸a˜o: Substituindo x = Y (t)y, onde Y (t) = X(t)e−tB, no sistema
x˙ = A(t)x teremos:
x˙ = Y˙ (t)y + Y (t)y˙ = (X˙(t)e−tB −X(t)Be−tB)y +X(t)e−tB y˙
= A(t)X(t)e−tBy −X(t)e−tBBy +X(t)e−tB y˙
= A(t)Y (t)y −X(t)e−tBBy +X(t)e−tB y˙,
por outro lado,
x˙ = A(t)x = A(t)Y (t)y.
Segue que
−X(t)e−tBBy +X(t)e−tB y˙ = 0
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e assim
X(t)e−tB y˙ = X(t)e−tBBy
y˙ = By.
Definic¸a˜o 1.4.11. A matriz X(2pi) e´ chamada de matriz de monodromia.
Definic¸a˜o 1.4.12. Os autovalores χj de B sa˜o chamados expoentes caracter´ısticos
do sistema (1.14). Ja´ os autovalores ρj de e
2piB = X(2pi) sa˜o chamados multipli-
cadores caracter´ısticos.
Observac¸a˜o 1.4.13. ρj = e
2piχj , ou ainda, χj =
1
2pi
ln ρj =
1
2pi
[ln |ρj|+iarg(2kpi)],
com j = 1, 2, ...,m.
Observac¸a˜o 1.4.14. Os multiplicadores caracter´ısticos na˜o dependem da escolha
de uma matriz de monodromia, isto e´, de uma matriz fundamental.
De fato, se X(t) e Y (t) sa˜o duas matrizes fundamentais, enta˜o para cada t,
existe uma matriz na˜o singular, D(t), tal que Y (t) = X(t)D(t). Como X˙(t) =
A(t)X(t) e Y˙ (t) = A(t)Y (t), temos que
A(t)X(t)D(t) = A(t)Y (t) = Y˙ (t) = X˙(t)D(t) +X(t)D˙(t)
= A(t)X(t)D(t) +X(t)D˙(t),
o que implica em X(t)D˙(t) = 0. Como X(t) e´ invers´ıvel, temos que D˙(t) = 0
para todo t, ou seja, D e´ uma matriz constante. Assim,
X(t)X(2pi)D = X(t+ 2pi)D = Y (t+ 2pi) = Y (t)Y (2pi) = X(t)DY (2pi)
de onde segue que as matrizes X(2pi) e Y (2pi) sa˜o semelhantes, ou seja, X(2pi) =
DY (2pi)D−1. Assim, temos o desejado, pois matrizes semelhantes possuem os
mesmos autovalores.
Com base nos resultados acima podemos enunciar o seguinte teorema:
Teorema 1.4.15. A soluc¸a˜o nula do sistema (1.14) e´:
• Assintoticamente esta´vel no sentido de Lyapunov se, e somente se, todos os
expoentes caracter´ısticos teˆm parte real negativa.
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• Esta´vel no sentido de Lyapunov se, e somente se, todos os expoentes ca-
racter´ısticos teˆm parte real menor ou igual a zero, enquanto os expoentes
caracter´ısticos com parte real nula possuem bloco de Jordan (sobre C) dia-
gonal.
• Insta´vel, se e somente se, existe algum expoente caracter´ıstico com parte
real positiva ou algum expoente caracter´ıstico na˜o nulo com bloco de Jordan
na˜o diagonal.
Enta˜o, segue-se que o sistema (1.14) e´ esta´vel se, e somente se, todos os seus
multiplicadores tiverem mo´dulo menor ou igual a um, no caso de |ρ| = 1, a matriz
X(2pi) deve ser redut´ıvel a forma diagonal.
1.4.4 Estabilidade parame´trica
E´ comum, ao modelarmos um problema f´ısico, nos depararmos com uma equac¸a˜o
do tipo (1.4) onde os coeficientes da matriz na˜o sa˜o totalmente determinados.
Nesse caso, buscamos saber como se dara´ a estabilidade desse sistema sujeito a`
pequenas mudanc¸as na matriz Hamiltoniana A(t), por exemplo, quando a matriz
A(t) depende de um paraˆmetro. Dessa maneira, surgiu o termo estabilidade
parame´trica o qual definiremos melhor abaixo.
Definic¸a˜o 1.4.16. Dizemos que um sistema Hamiltoniano linear perio´dico e´ pa-
rametricamente esta´vel ou fortemente esta´vel se ele e todas as perturbac¸o˜es su-
ficientemente pequenas dele por sistemas Hamiltonianos lineares perio´dicos sa˜o
esta´veis, ou seja, (1.4) e´ parametricamente esta´vel se existe um  > 0 tal que
z˙ = R(t)z e´ esta´vel, onde R(t) e´ qualquer matriz Hamiltoniana linear com o
mesmo per´ıodo tal que |A(t)−R(t)| < , para todo t.
Antes de enunciar o principal resultado sobre estabilidade parame´trica que
usamos nesse trabalho e´ necessa´rio que esclarec¸amos alguns pontos. Considere
um sistema Hamiltoniano linear τ -perio´dico
x˙ = JS(t)x (1.16)
e seja
H(x, t, ) = H0 + H1 + 
2H2 + · · · (1.17)
sua func¸a˜o Hamiltoniana expandida em func¸a˜o do paraˆmetro . Observe que
H0, H1, · · · sa˜o formas quadra´ticas na varia´vel x. Suponha que para  = 0 a
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equac¸a˜o caracter´ıstica de (1.16) tenha ra´ızes imagina´rias puras ±iωk, ωk > 0, k =
1, · · · , n (as quantidades ωk sa˜o ditas as frequeˆncias desse sistema Hamiltoniano).
Suponha que as quantidades ωk, k = 1, · · · , n sa˜o todas distintas. Dessa maneira,
atrave´s de uma transformac¸a˜o simple´tica x = Ny, para a qual apresentaremos
uma construc¸a˜o no pro´ximo cap´ıtulo, a func¸a˜o H0 em (1.17) e´ transformada
em H0(y) =
1
2
n∑
j=1
σj(y
2
j + y
2
n+j) e assim, o Hamiltoniano em (1.17) e´ levado no
Hamiltoninano
H =
1
2
n∑
j=1
σj(y
2
j + y
2
n+j) + H1 + 
2H2 + · · · , (1.18)
onde H1, H2, · · · sa˜o formas quadra´ticas na varia´vel y com coeficientes cont´ınuos
e τ -perio´dicos em t. Os σj sa˜o dados por σj = δjωj, ωj > 0 e os δj = ±1 sa˜o
completamente determinados no processo de construc¸a˜o da matriz N .
Definic¸a˜o 1.4.17. Dizemos que as frequeˆncias ω1, · · · , ωn de um sistema Hamil-
toniano linear possuem ressonaˆncia de ordem k quando existem inteiros k1, · · · , kn
onde |k1|+ · · ·+ |kn| = k tais que
k1ω1 + · · ·+ knωn = 0,
no caso autoˆnomo ou
k1ω1 + · · ·+ knωn = N,N = ±1,±2, · · ·
no caso perio´dico.
Agora estamos prontos para enunciar o seguinte teorema
Teorema 1.4.18. (Krein-Gel’fand-Lidskii) Para  suficientemente pequeno o sis-
tema linear com Hamiltoniano (1.18) e´ esta´vel se, e somente se, as quantidades
σj = δj ωj, onde δj = ±1, na˜o esta˜o relacionadas pelas igualdades
σl + σk = N, k, l = 1, 2, · · · , n; N = ±1,±2, · · · . (1.19)
Observac¸a˜o 1.4.19. Chamamos de ressonaˆncia de Krein aquelas para as quais
vale σl + σk = N , k, l = 1, 2, · · · , n; N = ±1,±2, · · · .
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Cap´ıtulo 2
Estabilidade e forma normal de
sistemas Hamiltonianos lineares
com coeficientes constantes e
perio´dicos
Dado um sistema Hamiltoniano
z˙ = J ∇H(z) (2.1)
e um equil´ıbrio z0 desse sistema, na busca de responder perguntas acerca da
dinaˆmica desse sistema e´ bastante comum, primeiramente, tentarmos entender
como o sistema se comporta pro´ximo do equil´ıbrio. Dessa maneira, linearizamos
o sistema em torno do equilibrio e, assim, obtemos
z˙ = J D2H(z0)(z − z0) +O((z − z0)2). (2.2)
O sistema em (2.2) e´ dito sistema perturbado ou sistema na˜o linear, em geral, e
o sistema linear associado a este
z˙ = J D2H(z0)(z − z0) (2.3)
e´ denominado sistema na˜o perturbado. Observe que o sistema em (2.3) e´ um
sistema Hamiltoniano linear e, como dissemos antes, com o objetivo de entender
a dinaˆmica do sistema perturbado analisamos primeiramente este. Mais detalha-
mente falando, escrevendo o desenvolvimento em se´rie de Taylor do Hamiltoniano
do sistema (2.1) em torno do equil´ıbrio z0 temos
H = H2 +H3 +H4 + · · · , (2.4)
34
onde Hj e´ um polinoˆmio homogeˆneo de grau j em z = (x, y), x, y ∈ Rn e
H2 =
1
2
zT D2H(z0) z. Se H2 for uma forma quadra´tica positiva ou negativa
definida, a estabilidade desse sistema esta´ resolvida. O sistema sera´ esta´vel uma
vez que H sera´ uma integral primeira definida positiva ou negativa. Se H2 for
uma forma quadra´tica indefinida, o Teorema da estabilidade de Arnold 1 para
sistemas com dois graus de liberdade nos da´ um caminho para a estabilidade do
sistema perturbado ou sistema na˜o linear.
O estudo da dinaˆmica na vizinhanc¸a do equil´ıbrio e´ convenientemente feito atrave´s
da forma normal do Hamiltoniano. Nesse cap´ıtulo e no seguinte nos preocupamos
em descrever o processo de normalizac¸a˜o linear com o intuito de decidirmos sobre
a estabilidade linear de um sistema Hamiltoniano, mais precisamente sobre a
estabilidade parame´trica desse sistema.
2.1 Estabilidade de sistemas Hamiltonianos li-
neares autoˆnomos.
2.1.1 Estabilidade de sistemas Hamiltonianos lineares com
coeficientes constantes.
Considere o seguinte sistema Hamiltoniano linear
x˙ = JSx, (2.5)
onde xT = (x1, ..., xn, xn+1, ..., x2n) e a matriz S aqui e´ real sime´trica, com entra-
das constantes e de ordem 2n.
A equac¸a˜o caracter´ıstica de (2.5) e´ dada por
p(λ) = det(JS − λI2n) = 0. (2.6)
Para sistemas Hamiltonianos lineares vale o seguinte resultado
1Teorema de Arnold: Seja H um Hamiltoniano com dois graus de liberdade, parte quadra´tica
indefinida e frequeˆncias ω1 e ω2 sem ressonaˆncia ate´ quarta ordem. A origem e´ esta´vel para o
sistema cujo o Hamiltoniano e´ (2.4), desde que ha´ algum k, 1 ≤ k ≤ N , D2k = H2k(ω2, ω1) 6= 0
ou, de forma equivalente, desde que H2 na˜o divide H2k. Em particular, o equil´ıbrio e´ esta´vel se
D4 =
1
2
(Aω22 + 2Bω1ω2 + Cω
2
1) 6= 0,
onde A, B, C sa˜o constantes.
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Afirmac¸a˜o 2.1.1. O polinoˆmio caracter´ıstico p(λ) e´ par.
De fato,
p(λ) = det(JS − λI2n) = det(JS − λI2n)T
= det(STJT − λI2n) = det(−SJ − λI2n)
= det(J2SJ − λI2n) = det(J2SJ + λ(−I2n))
= det(J2SJ + λJ2) = det(J2SJ + λJI2nJ)
= det J(JS + λI2n)J = det J. det(JS + λI2n). det J
= 1. det(JS + λI2n).1 = det(JS − (−λ)I2n)
= p(−λ).
Portanto, se λ = u + iv e´ raiz de (2.6) com parte real negativa, enta˜o −λ =
−u − iv tambe´m e´, e com parte real positiva. Assim, conclu´ımos a partir do
teorema (1.4.4) que o sistema (2.5) e´ insta´vel.
Dessa forma, conclu´ımos que para o sistema (2.5) ser esta´vel e´ necessa´rio que
as ra´ızes da equac¸a˜o caracter´ıstica sejam nu´meros imagina´rios puros. A condic¸a˜o
suficiente e´ garantida quando a matriz JS e´ redut´ıvel a uma forma diagonal.
Observac¸a˜o 2.1.2. Quando a func¸a˜o Hamiltoniana H do sistema (2.5) e´ de-
finida positiva, temos a garantia das condic¸o˜es necessa´rias e suficientes para a
estabilidade do sistema (2.5). Para isso, basta tomar H como a sua func¸a˜o de
Lyapunov e considerando que H=constante, obtemos assim as concluso˜es sobre
estabilidade do sistema (2.5).
Exemplo 2.1.3. Considere o sistema linear
dxk
dt
= (−1)k+1ωkx2+k, dx2+k
dt
= (−1)kωkxk, (ωk > 0, k = 1, 2). (2.7)
Equivalentemente, temos
x1
x2
x3
x4

′
=

0 0 ω1 0
0 0 0 −ω2
−ω1 0 0 0
0 ω2 0 0

︸ ︷︷ ︸
JS

x1
x2
x3
x4
 ,
donde
S =

ω1 0 0 0
0 −ω2 0 0
0 0 ω1 0
0 0 0 −ω2
 .
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A equac¸a˜o caracter´ıstica do sistema (2.7) tem dois pares de ra´ızes imagina´rias
puras. De fato,
p(λ) = det(JS − λI) = 0 =⇒ λ4 + (ω21 + ω22)λ2 + ω21ω22 = 0,
cujas ra´ızes sa˜o ±iω1 e ±iω2. Apesar delas serem imagina´rias puras temos que
a func¸a˜o Hamiltoniana
H =
1
2
xTSx =
1
2
ω1(x
2
1 + x
2
3)−
1
2
ω2(x
2
2 + x
2
4)
na˜o e´ definida positiva.
2.1.2 Normalizac¸a˜o de um sistema Hamiltoniano linear
com coeficientes constantes
Suponha que as ra´ızes da equac¸a˜o caracter´ıstica det(JS − λI) = 0 do sistema
x˙ = JSx sa˜o simples e imagina´rias puras
λk = iωk , λn+k = −iωk (ωk > 0, k = 1, ..., n).
Vamos achar uma transformac¸a˜o canoˆnica real, linear, xj 7→ yj (j = 1, 2, ..., n)
que leve o sistema (2.5) na forma normal. Neste caso, por forma normal do sis-
tema de equac¸o˜es (2.5) designamos o sistema de equac¸o˜es diferenciais cuja func¸a˜o
Hamiltoniana H e´ igual a soma alge´brica dos Hamiltonianos de n osciladores li-
neares desacoplados
H =
1
2
n∑
k=1
δkωk(y
2
k + y
2
n+k) (2.8)
com δk = ±1. Ou seja, mostraremos a existeˆncia de uma matriz de normalizac¸a˜o
N que transforma o Hamiltoniano do sistema (2.5), atrave´s da transformac¸a˜o
x = Ny, no Hamiltoniano (2.8). Para isso, utilizaremos o algoritmo descrito no
livro do Markeev [10]. Tal algoritmo, quando aplicado a um problema concreto,
depende apenas da obtenc¸a˜o dos autovalores da matriz JS.
Vamos introduzir a notac¸a˜o yT = (y1, ..., yn, yn+1, ..., y2n). Enta˜o, levando-
se em considerac¸a˜o (2.8), encontramos que a forma normal do sistema linear se
escreve na forma do seguinte sistema Hamiltoniano de equac¸o˜es:
y˙ = JS∗y, (2.9)
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onde S∗ e´ uma matriz diagonal real, cujos elementos da diagonal sa˜o determinados
pelas igualdades
h∗k,k = h
∗
n+k,n+k = δkωk (k = 1, 2, ..., n).
A mudanc¸a das varia´veis x para as varia´veis y e´ dada por meio da matriz N .
Note que
NJS∗y = N y˙ = x˙ = JSx = JSNy
assim, a matriz N satisfaz a seguinte equac¸a˜o matricial
NJS∗ = JSN. (2.10)
Ale´m disso, para que a transformac¸a˜o x = Ny seja canoˆnica, a matriz N deve
ser simple´tica, isto e´, ela deve satisfazer mais uma equac¸a˜o matricial:
NTJN = J. (2.11)
A soluc¸a˜o da equac¸a˜o matricial (2.10) na˜o e´ u´nica. A fim de achar a trans-
formac¸a˜o normalizadora e´ necessa´rio escolher, dentro do conjunto infinito de
soluc¸o˜es da equac¸a˜o (2.10) uma que seja real e satisfac¸a a condic¸a˜o de ser simple´tica.
Ou seja, desejamos encontrar N que seja soluc¸a˜o do sistema{
NJS∗ = JSN
NTJN = J
A soluc¸a˜o N da equac¸a˜o (2.10) sera´ procurada na forma do produto de duas
matrizes N = N1N2, onde a matriz N2 e´ definida pela igualdade:
N2 =
(
iIn In
−iIn In
)
Substituindo N = N1N2 na equac¸a˜o (2.10), temos
N1N2JS
∗ = JSN1N2
N1N2JS
∗N−12 = JSN1
N1G = JSN1, (2.12)
onde G = N2JS
∗N−12 e´ a forma diagonal da matriz JS, suas entradas satisfazem
as igualdades gkk = −gn+k,n+k = iδkωk (k = 1, 2, ..., n). Deste modo, e´ necessa´rio
encontrar uma matriz N1 que leve a matriz JS a` forma diagonal.
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A matriz N1 sera´ tal que suas colunas sera˜o os autovetores da matriz JS,
N1 = col
(
e1, ..., em, ..., en+1, ..., en+m, ...
)
2n
,
onde o autovetor em e´ correspondente ao autovalor λm = iδmωm e o autovetor
en+m e´ correspondente ao autovalor λm = −iδmωm, (m = 1, 2, ...) . Denotaremos
e∗k = r
∗
k + is
∗
k um autovetor qualquer da matriz JS correspondente ao autovalor
iωk, ou seja, JS(r
∗
k + is
∗
k) = iωk(r
∗
k + is
∗
k). Deste fato segue que
JSr∗k = −ωks∗k , JSs∗k = ωkr∗k (k = 1, 2, ..., n). (2.13)
Os autovetores em e en+m sa˜o tomados da seguinte forma
em = cm(δmr
∗
m + is
∗
m) , en+m = cm(δmr
∗
m − is∗m), (2.14)
onde cm ∈ R. As constantes cm sera˜o escolhidas com a finalidade de garantir que
a matriz N seja real, e elas sera˜o obtidas com a condic¸a˜o NTJN = J .
Substituindo N = N1N2 na condic¸a˜o acima, temos:
NT2 N
T
1 JN1N2 = J
NT2 FN2 = J, (2.15)
onde F = NT1 JN1. O elemento fkl desta matriz e´ dado pelo produto interno
fkl = 〈ek, Jel〉. (2.16)
Mas, como temos 〈a, Jb〉 = −〈Ja, b〉, para todo vetor a e b, segue que F e´ anti-
sime´trica.
Vamos provar ainda que se |k−l| 6= n, enta˜o fkl = 0. De fato, como J2 = −I2n
temos a seguinte igualdade
〈ek, J2Hel〉 = 〈ek, HJ2el〉.
De onde segue que
〈ek, J2Hel〉 = 〈ek, HJ2el〉
〈ek, JJHel〉 = 〈JTHT ek, Jel〉
〈ek, Jλlel〉 = −〈JHek, Jel〉
〈ek, Jλlel〉 = −〈λkek, Jel〉,
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enta˜o
(λk + λl)〈ek, Jel〉 = 0
(λk + λl)fkl = 0 (2.17)
temos λk+λl = 0 somente se |l−k| = n, por causa do ordenamento dos autovalores
tomados da definic¸a˜o da matriz N1 portanto fkl = 0, se |l − k| 6= n. Assim, a
matriz F tera´ a seguinte estrutura
F =
(
0 D
−D 0
)
,
onde D onde e´ uma matriz diagonal de ordem n com elementos dkk = 〈ek, Jen+k〉.
Nenhum dos elementos dkk e´ igual a zero, caso contra´rio, o determinante da matriz
F seria nulo. Pore´m,
detF = detNT1 . det J. detN1 = (detN1)
2 6= 0,
pois N1 e´ composta de autovetores correspondentes aos autovalores da matriz JS,
que sa˜o distintos.
Levando em considerac¸a˜o as expresso˜es de ek e en+k em (2.14), enta˜o
dkk = −2ic2kδk〈r∗k, Js∗k〉 , (k = 1, ..., n). (2.18)
Agora, deNT2 FN2 = J , obtemos a seguinte condic¸a˜o que garante a simpleticidade
da matriz N , como segue
NT2 FN2 = J(
iIn −iIn
In In
)(
0 D
−D 0
)(
iIn In
−iIn In
)
=
(
0 In
−In 0
)
(
0 −2iD
2iD 0
)
=
(
0 In
−In 0
)
,
usando a definic¸a˜o de igualdade de matrizes, temos
2idkk = 1.
E finalmente,
4c2kδk〈r∗k, Js∗k〉 = 1. (2.19)
A partir desta u´ltima equac¸a˜o obtemos tambe´m a condic¸a˜o para escolha do sinal
das quantidades δk, e para que a quantidade ck seja real tomaremos
δk = sign〈r∗k, Js∗k〉 , (k = 1, ..., n). (2.20)
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Enta˜o ck =
κk
2
, onde
κk =
1√|〈r∗k, Js∗k〉| , (k = 1, ..., n). (2.21)
Temos que a matriz N da transformac¸a˜o normalizadora na˜o-singular e´ real, sua
k-e´sima coluna sendo os vetores −κks∗k e sua (n+k)-e´sima coluna, o vetor δkκkr∗k
N = col
(
−κ1s∗1, · · · ,−κns∗n, δ1κ1r∗1, · · · , δnκnr∗n
)
.
Vejamos agora como normalizar um sistema Hamiltoniano linear com um grau
de liberdade atrave´s do processo descrito acima.
Exemplo 2.1.4. Considere um sistema Hamiltoniano linear x˙ = JSx com um
grau de liberdade, cuja func¸a˜o Hamiltoniana e´ escrita como
H = h20x
2
1 + h11x1x2 + h02x
2
2. (2.22)
Enta˜o
J =
(
0 1
−1 0
)
, S =
(
2h20 h11
h11 2h02
)
, JS =
(
h11 2h02
−2h20 −h11
)
.
Vimos que para o processo de normalizac¸a˜o, precisamos apenas dos autovalores
da matriz JS e dos autovetores correspondentes. De posse desses dados podemos
construir a matriz normalizante N . Calculando os autovalores atrave´s da equac¸a˜o
det
(
h11 − λ 2h02
−2h20 −h11 − λ
)
= 0,
temos
λ = ±i
√
4h02h20 − h211 = ±i
√
4 = ±iω,
onde 4 = 4h02h20 − h211 > 0 (supondo que as ra´ızes sejam imagina´rias puras) e
ω =
√4 e´ a frequeˆncia das oscilac¸o˜es.
Usando as equac¸o˜es JSr∗ = −ωs∗ e JSs∗ = ωr∗ para encontrar a parte real e
imagina´ria do autovetor e∗ correspondente ao autovalor iω da matriz JS obtemos,
respectivmente, que
r∗ =
(
−2h02
h11
)
e s∗ =
(
0
−ω
)
.
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Temos ainda, atrave´s das equac¸o˜es (2.20) e (2.21), que:
δ = sign〈r∗, Js∗〉 = sign(2ωh02) = sign(h02)
κ =
1√|〈r∗, Js∗〉| = 1√|2ωh02| = 1√2ω|h02|
e assim, a matriz N da transformac¸a˜o normalizante e´ dada por
N =
(
−κs∗ δκr∗
)
=
 0 −2δh02√2ω|h02|
ω√
2ω|h02|
δh11√
2ω|h02|
 =
 0 −
√
2|h02|
ω√
ω
2|h02|
h11
h02
√
|h02|
2ω
 .
Portanto, a transformac¸a˜o x = Ny, e´ dada por,
x1 =
−2δh02√
2ω|h02|
y2 , x2 =
ω√
2ω|h02|
y1 +
δh11√
2ω|h02|
y2
e, dessa forma, obtemos o Hamiltoniano normalizado
H =
1
2
δω(y21 + y
2
2). (2.23)
2.2 Estabilidade de um sistema Hamiltoniano li-
near na˜o autoˆnomo
Nesta sec¸a˜o, estudaremos a teoria dos sistemas Hamiltonianos lineares perio´dicos,
por meio do teorema de Floquet e forneceremos, alguns resultados a respeito da
estabilidade desse tipo de sistema. Comec¸aremos por listar alguns dos principais
resultados relacionados a representac¸a˜o de Floquet.
2.2.1 Estabilidade de sistemas Hamiltonianos lineares
perio´dicos
Considere o sistema Hamiltoniano linear
x˙ = JS(t) x, (2.24)
xT = (x1, ..., xn, xn+1, ..., x2n), onde S(t) e´ cont´ınua, real, sime´trica e 2pi-perio´dica
em t.
Antes de vermos o problema de estabilidade para sistemas lineares com coe-
ficientes perio´dicos, faremos algumas considerac¸o˜es:
42
Definic¸a˜o 2.2.1. A equac¸a˜o
f(z) = a0z
m + a1z
m−1 + ...+ am−1z + am = 0 (a0 6= 0) (2.25)
e´ chamada rec´ıproca se os seus coeficientes que sa˜o equidistantes dos extremos
sa˜o iguais, isto e´, ak = am−k.
Observac¸a˜o 2.2.2. E´ verdadeira a identidade
f(z) = zmf(
1
z
) , (z 6= 0). (2.26)
para equac¸o˜es rec´ıprocas. De fato,
zmf(
1
z
) = zm(a0(
1
z
)m + a1(
1
z
)m−1 + ...+ am−1(
1
z
) + am)
= a0 + a1z + ...+ am−1zm−1 + amzm
= am + am−1z + ...+ a1zm−1 + a0zm
= f(z).
Reciprocamente, se esta identidade e´ verdadeira segue que a equac¸a˜o (2.25) e´
rec´ıproca.
zmf(
1
z
) = f(z)
a0 + a1z + ...+ am−1zm−1 + amzm = a0zm + a1zm−1 + ...+ am−1z + am,
donde ak = am−k. Observe ainda que por (2.26) temos que se z e´ raiz, enta˜o 1z
tambe´m o e´.
Teorema 2.2.3 (Teorema de Lyapunov-Poincare´). Considere o sistema Hamil-
toniano linear x˙ = JS(t)x. Se a matriz S(t) e´ 2pi-perio´dica em t, enta˜o a equac¸a˜o
caracter´ıstica
f(ρ) = det(X(2pi)− ρI2n) = 0 (2.27)
e´ rec´ıproca.
Demonstrac¸a˜o: Primeiramente mostraremos que a X(t) e´ simple´tica. De fato,
d
dt
(XTJX) =
(
d
dt
XT
)
JX +XTJ
(
d
dt
X
)
= XTSTJTJX +XTJJSX
= XTS(−J2)X +XTJ2SX = XTSX −XTSX = 0
que implica emXTJX = D, ondeD e´ uma matriz constante. ComoXT (0)JX(0) =
J , temos que D = J para todo t. Portanto, a matriz fundamental X(t) e´
simple´tica, pois satisfaz a identidade XTJX = J .
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Em segundo lugar, observa-se do teorema (1.4.8) que detX(2pi) = 1.
Por fim, mostraremos que a equac¸a˜o (2.27) e´ rec´ıproca
f(ρ) = det(X − ρI2n) = detX(I2n − ρX−1) = detX(I2n − ρJ−1XTJ)
= det(I2n − ρJ−1XTJ) = det J−1(I2n − ρXT )J = det(I2n − ρXT )
= det(I2n − ρXT )T = det(I2n − ρX) = det(ρ(1
ρ
I2n −X))
= det ρI2n. det(
1
ρ
I2n −X) = ρ2nf(1
ρ
).
Como consequeˆncias deste teorema, temos:
• O sistema Hamiltoniano linear (1.14) e´ esta´vel se, e somente se, todos os
seus multiplicadores estiverem no c´ırculo unita´rio, ou seja, |ρ| = 1 e a matriz
X(2pi) e´ redut´ıvel a forma diagonal;
• Os multiplicadores ρj e 1ρj tem a mesma multiplicidade;
• Se a equac¸a˜o caracter´ıstica (2.27) tem a raiz ρ = 1 ou ρ = −1, enta˜o essas
ra´ızes tem multiplicidade par.
2.3 Normalizac¸a˜o de um Sistema Hamiltoniano
linear perio´dico
Considere o sistema Hamiltoniano linear perio´dico x˙ = JS(t)x com n graus de
liberdade. Vamos descrever o algoritmo que constro´i a matriz normalizante, ou
seja, o algoritmo que leva o sistema em sua forma normal
H =
1
2
n∑
k=1
δkλk(y
2
k + y
2
n+k), (2.28)
onde δk = ±1. Tal transformac¸a˜o devera´ ser real, canoˆnica univalente, 2pi-
perio´dica em t . Assumiremos ainda que os expoentes caracter´ısticos do sistema
acima sa˜o imagina´rios puros, χk = ±iλk, e que os multiplicadores ρk = ei2piλk e
ρn+k = e
−i2piλk sa˜o todos distintos (k = 1, 2, ..., n).
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Como no caso constante, tomaremos a transformac¸a˜o normalizante como
sendo
x = Ny. (2.29)
Aqui ela sera´ como o produto de duas mudanc¸as de varia´veis
x = N1z , com N1 = X(t)Ae
−Bt (2.30)
z = N2y, (2.31)
onde
A e´ uma matriz constante;
B e´ uma matriz diagonal cujas diagonais sa˜o definidas pelas igualdades bkk =
−bn+k,n+k = iδkλk (k = 1, 2, ..., n);
N2 a matriz dada anteriormente, a saber
N2 =
(
iIn In
−iIn In
)
Conforme visto na sec¸a˜o do teorema de Floquet, a substituic¸a˜o (2.30) leva o
sistema (2.24) para a forma diagonal
z˙ = Bz. (2.32)
Logo apo´s a substituic¸a˜o (2.31) o sistema (2.32) assume a forma normal. A
matriz A pode ser escolhida afim de que a transformac¸a˜o (2.29) seja real, canoˆnica
univalente e 2pi-perio´dica em t.
Temos que a transformac¸a˜o z = N2y e´ canoˆnica com valeˆncia 2i. De fato,(
iIn −iIn
In In
)(
0n In
−In 0n
)(
iIn In
−iIn In
)
= 2i
(
0n In
−In 0n
)
NT2 JN2 = 2iJ.
Note que e´ necessa´rio e suficiente que a matriz A seja simple´tica com valeˆncia
1
2i
para que a transformac¸a˜o (2.29) seja simple´tica univalente, uma vez que X(t) e´
simple´tica, N2 simple´tica com valeˆncia 2i e por (1.1.3) B e´ Hamiltoniana e assim
pelo corola´rio (1.2.22) temos que e−Bt tambe´m e´ simple´tica. Ou seja, a matriz A
deve satisfazer a equac¸a˜o
ATJA =
1
2i
J (2.33)
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Ale´m disso, como estamos procurando uma transformac¸a˜o 2pi- perio´dica, temos
X(2pi)Ae−2piBN2 = X(0)AI2nN2
donde segue que
A−1X(2pi)A = e2piB, com e2piB = diag(ρ1, ..., ρn, ρn+1, ..., ρ2n). (2.34)
Nota-se que a matriz A leva a matriz X(2pi) a` forma diagonal, a m-e´sima coluna e´
o autovetor em correspondente ao multiplicador ρm = e
i2piδmλm e na (n+m)-e´sima
coluna en+m correspondendo ao multiplicador ρn+m = e
−i2piδmλm (m=1, 2, ..., n).
Seja e∗k = r
∗
k+ is
∗
k um autovetor da matriz X(2pi) relacionado ao multiplicador
eipiδkλk , enta˜o podemos determinar os vetores em e en+m da mesma maneira como
foi calculado no caso constante
em = cm(δmr
∗
m + is
∗
m), en+m = cm(δmr
∗
m − is∗m),
esta escolha da matriz A que garante que a transformac¸a˜o seja real.
Temos ainda que as quantidades ck =
κk
2
, δk e κk sa˜o dadas pelas fo´rmulas
mencionadas no processo de normalizac¸a˜o descrito anteriormente, pois substi-
tuindo a matriz A a ser constru´ıda no modo acima na equac¸a˜o matricial (2.33),
vemos que e´ equivalente a`s igualdades n escalares 4c2kδk〈r∗k, Js∗k〉 = 1 da sec¸a˜o
2.1.2 deste cap´ıtulo.
Assim, encontramos a matriz A e δk da forma normal da func¸a˜o Hamiltoniana
procurada. Sendo a matriz N da forma
N = N1N2 = X(t)Ae
−BtN2,
e apo´s algumas transformac¸o˜es esta pode ser representada como o produto de
treˆs matrizes
N = X(t)PQ(t). (2.35)
A matriz P denota uma matriz constante na qual a k-e´sima coluna e´ o vetor
−κks∗k e a (n+k)-e´sima coluna e´ o vetor δkκkr∗k. A matriz Q(t) tem a forma
Q(t) =
(
D1(t) −D2(t)
D2(t) D1(t)
)
,
onde
D1(t) =
 cosλ1t . . .
cosλnt
 e D2(t) =
 δ1senλ1t . . .
δnsenλnt
 .
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2.4 Sistema Hamiltoniano linear perio´dico com
um grau de liberdade
Nesta sec¸a˜o, consideraremos as questo˜es da estabilidade e da normalizac¸a˜o do
sistema (2.24) no caso de um grau de liberdade.
2.4.1 Equac¸a˜o caracter´ıstica e condic¸o˜es de estabilidade
Seja X(t) a matriz fundamental do sistema (2.24), satisfazendo a condic¸a˜o inicial
X(0) = I2,
x11(0) = x22(0) = 1, x12(0) = x21(0) = 0. (2.36)
Como a matriz X(t) e´ simple´tica, enta˜o detX(t) = 1 para todo t. Sendo assim,
para t = 2pi temos
x11(2pi)x22(2pi)− x12(2pi)x21(2pi) = 1 (2.37)
A equac¸a˜o caracter´ıstica da matriz X(2pi) e´ dada por
f(ρ) = det(X(2pi)− ρI2) = 0
que e´ o mesmo que
ρ2 − (x11(2pi) + x22(2pi))ρ+ (x11(2pi)x22(2pi)− x12(2pi)x21(2pi)) = 0
Dessa forma, a equac¸a˜o caracter´ıstica de X(2pi) se reduz a
ρ2 − 2aρ+ 1 = 0, (2.38)
onde
2a = x11(2pi) + x22(2pi). (2.39)
Observe que as ra´ızes da equac¸a˜o (2.38) sa˜o dadas por
ρ1,2 = a±
√
a2 − 1 (2.40)
Consideraremos os quatro casos poss´ıveis:
Caso |a| > 1. Neste caso, as ra´ızes (2.40) sa˜o reais e o mo´dulo de uma delas
e´ maior do que 1. Assim, o sistema (2.24) e´ insta´vel.
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Caso |a| < 1. Aqui o sistema sera´ esta´vel uma vez que as ra´ızes da equac¸a˜o
(2.38) sa˜o nu´meros complexos conjugados distintos e |ρ| = 1,
ρ1 = e
i2piλ = cos(2piλ) + isen(2piλ),
ρ2 = e
−i2piλ = cos(2piλ)− isen(2piλ),
onde ±iλ e´ a parte imagina´ria do expoente caracter´ıstico. Nota-se que o coefici-
ente a e λ sa˜o ligados pela relac¸a˜o
cos(2piλ) = a. (2.41)
Neste caso temos ainda que como as ra´ızes ρ1,2 sa˜o distintas, enta˜o 2λ na˜o e´ um
inteiro, pois caso contra´rio, ter´ıamos ρ1,2 = cos(2piλ). Logo, na˜o ha´ ressonaˆncia
de primeira e segunda ordem no sistema
2λ 6= N, λ 6= N, onde N e´ um inteiro.
A condic¸a˜o |a| = 1 nos da´ os limites das regio˜es de estabilidade e instabili-
dade no espac¸o de paraˆmetros do problema mecaˆnico considerado. Os expoentes
caracter´ısticos ±iλ tambe´m satisfaz a relac¸a˜o cos(2piλ) = a.
Caso a = 1. Usando a equac¸a˜o cos(2piλ) = a = 1 deduzimos que λ = N ,
onde N e´ um inteiro, ou seja, temos ressonaˆncia de primeira ordem. Aqui ρ1 =
ρ2 = 1. E a questa˜o de estabilidade, neste caso, esta´ relacionada com o fato da
matriz X(2pi) ser redut´ıvel a forma diagonal ou na˜o. A saber, se o os divisores
elementares para essas ra´ızes sa˜o simples, enta˜o o sistema linear e´ esta´vel. Se os
divisores elementares na˜o sa˜o simples, enta˜o o sistema linear (2.24) e´ insta´vel.
Caso a = −1. Neste caso, cos(2piλ) = a = −1, λ sera´ um semi-inteiro
(2λ = 2N + 1), no sistema aparece ressonaˆncia de segunda ordem. A equac¸a˜o
caracter´ıstica possui raiz dupla ρ1 = ρ2 = −1. E novamente, o sistema (2.24) e´
esta´vel se X(2pi) e´ redut´ıvel a forma diagonal e insta´vel no caso contra´rio.
Observac¸a˜o 2.4.1. Na regia˜o |a| < 1 de estabilidade do sistema linear, o produto
x12(2pi)x21(2pi) e´ sempre diferente de zero, este fato se da´ pois a condic¸a˜o |a| < 1
e a equac¸a˜o (2.37) sa˜o incompat´ıveis.
Se x12(2pi) = x21(2pi) = 0, enta˜o a matriz X(2pi) tem as formas diagonais:
Para a = 1
X(2pi) =
(
1 0
0 1
)
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Para a = −1
X(2pi) =
(
−1 0
0 −1
)
Se para |a| = 1, a X(2pi) na˜o tem a forma diagonal, nem e´ redut´ıvel a uma,
enta˜o x12(2pi) e x21(2pi) na˜o podem ser ambas zero. Temos treˆs casos aqui:
a) x12(2pi) 6= 0, x21(2pi) = 0;
b) x12(2pi) = 0, x21(2pi) 6= 0;
c) x12(2pi)x21(2pi) < 0.
Os dois primeiros casos seguem do fato da matriz X(2pi) na˜o ser redut´ıvel a` forma
diagonal. O terceiro caso, podemos verificar atrave´s da equac¸a˜o caracter´ıstica
ρ2 − (x11(2pi) + x22(2pi))ρ+ (x11(2pi)x22(2pi)− x12(2pi)x21(2pi)) = 0
4 = (x11(2pi) + x22(2pi))2 − 4.1.(x11(2pi)x22(2pi)− x12(2pi)x21(2pi)) = 0,
donde segue que
(x11(2pi)− x22(2pi))2 = −4x12(2pi)x21(2pi),
temos o desejado. Outra maneira de verificar seria atrave´s do exemplo de sistema
com Hamiltoniano
H =
1
2
(x21 + x
2
2) +
1
4pi
[(2 cos(t) + sen(t))x1 + (cos(t)− 2sen(t))x2]2
com
X(t) =
(
cos(t) + t
pi
(cos(t)− 2sen(t)) sen(t) + t
2pi
(cos(t)− 2sen(t))
−sen(t)− t
pi
(2 cos(t) + sen(t)) cos(t)− t
2pi
(2 cos(t) + sen(t))
)
.
Logo,
X(2pi) =
(
3 1
−4 −1
)
.
Temos que ρ1 = ρ2 = 1. Como o posto da matriz X(2pi) − I e´ igual a um, a
matriz X(2pi) na˜o pode ser diagonaliza´vel. Portanto, verificamos assim o caso
c).
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2.4.2 Normalizac¸a˜o
Vejamos a construc¸a˜o da transformac¸a˜o normalizadora do sistema (2.24) para um
grau de liberdade (n = 1). Consideraremos os treˆs casos descritos no livro do
Markeev [10]:
Caso |a| < 1. Calculando o autovetor v da matriz X(2pi) relacionado ao
multiplicador ρ1 = e
i2piλ, obtemos(
x11(2pi)− ρ1 x12(2pi)
x21(2pi) x22(2pi)− ρ1
)(
v1
v2
)
=
(
0
0
)
{
(x11(2pi)− cos(2piλ)− isen(2piλ))v1 + x12(2pi)v2 = 0
x21(2pi)v1 + (x22(2pi)− cos(2piλ)− isen(2piλ))v2 = 0
(
v1
v2
)
=
(
−x12(2pi)
x11(2pi)− cos(2piλ)− isen(2piλ)
)
= r + is,
onde
r =
(
−x12(2pi)
x11(2pi)− cos(2piλ)
)
e s =
(
0
−sen(2piλ)
)
.
Usando o algoritmo descrito anteriormente temos dentro da regia˜o de estabilidade
do sistema que
ν = 〈r, Js〉 = x12(2pi)sen(2piλ), δ = signν, κ = 1√|ν| . (2.42)
A matriz da transformac¸a˜o normalizadora, real, simple´tica e 2pi-perio´dica em t
pode ser escrita da forma N = X(t)PQ(t), em que
P =
(
−κs δκr
)
=
(
0 −δκx12(2pi)
κsen(2piλ) δκ(x11(2pi)− cos(2piλ))
)
, (2.43)
Q(t) =
(
cos(λt) −δsen(λt)
δsen(λt) cos(λt)
)
(2.44)
O sistema normalizado tera´ o Hamiltoniano da forma
H =
1
2
δλ(y21 + y
2
2). (2.45)
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Para a normalizac¸a˜o no limite da regia˜o de estabilidade |a| = 1 consideraremos
que a matriz fundamental X(t) avaliada em 2pi na˜o e´ diagonaliza´vel.
Caso a = 1. Ocorre ressonaˆncia de primeira ordem. Como no caso anterior
a matriz N pode ser escrita como o produto de treˆs matrizes
N = X(t)PQ(t),
onde
Q(t) =
(
1 −δt
0 0
)
.
O nu´mero δ e a matriz P sa˜o definidos por:
Se x12(2pi) 6= 0, enta˜o
δ = sign(x12(2pi)), P =
(
κ12 0
δ x11(2pi)−1√
2pi|x12(2pi)|
1
κ12
)
(2.46)
e se x21(2pi) 6= 0, enta˜o
δ = −sign(x21(2pi)), P =
(
δ x11(2pi)−1√
2pi|x12(2pi)|
1
κ12
−κ21 0
)
, (2.47)
onde κij =
√
|xij(2pi)|
2pi
. Logo, o sistema (2.24) normalizado corresponde ao Hamil-
toniano
H =
1
2
δy22, onde δ = ±1. (2.48)
Caso a = −1. Ocorre ressonaˆncia de segunda ordem, aqui o per´ıodo da
matriz de normalizac¸a˜o na˜o sera´ 2pi como nos casos anteriores, ela tera´ per´ıodo
igual a 4pi. A matriz novamente e´ dada por N = X(t)PQ(t), sendo necessa´rio na
definic¸a˜o do δ e da matriz P para mudar as fo´rmulas a quantidade 2pi para 4pi,
notando que x(4pi) = X2(2pi). O nu´mero δ e a matriz P sa˜o definidos por:
Se x12(2pi) 6= 0, enta˜o
δ = −signx12(2pi), P =

√
|x12(2pi)|
2pi
0
−δ x22(2pi)+1√
2pi|x12(2pi)|
√
2pi
|x12(2pi)|
 (2.49)
e se x21(2pi) 6= 0, enta˜o
δ = signx21(2pi), P =
 −δ x11(2pi)+1√2pi|x21(2pi)|
√
2pi
|x21(2pi)|
−
√
|x21(2pi)|
2pi
0
 , (2.50)
e assim, o sistema (2.24) normalizado corresponde ao Hamiltoniano (2.48).
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Cap´ıtulo 3
Me´todo de Deprit-Hori
Neste cap´ıtulo estudaremos o me´todo de Deprit-Hori para sistemas Hamiltonia-
nos lineares perturbados, com o objetivo de descrever a construc¸a˜o das curvas que
limitam as regio˜es de estabilidade e instabilidade.
3.1 Algoritmo do Me´todo de Depri-Hori
Vamos considerar o seguinte sistema Hamiltoniano
x˙ =
∂H
∂X
X˙ = −∂H
∂x
(3.1)
com Hamiltoniano anal´ıtico em  de modo que
H(x,X, t, ) =
∞∑
m=0
m
m!
Hm(x,X, t), (3.2)
onde xT = (x1, ..., xn), X
T = (X1, ..., Xn) e  e´ um paraˆmetro pequeno (0 <  <<
1).
Vamos agora construir a tranformac¸a˜o canoˆnica x,X
D−→ y,Y que leva o
Hamiltoniano (3.2) no Hamiltoniano normalizado
K(y,Y, t, ) =
∞∑
m=0
m
m!
Km(y,Y, t). (3.3)
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O me´todo e´ baseado no uso da se´rie de Lie e da transformac¸a˜o de Lie. A
transformac¸a˜o (D) sera´ a soluc¸a˜o, φ, do sistema de equac¸o˜es diferenciais abaixo,
dx
dη
=
∂W (x,X, t; η)
∂X
,
dX
dη
= −∂W (x,X, t; η)
∂x
(3.4)
dt
dη
= 0 ,
dR
dη
=
∂W (x,X, t; η)
∂t
sujeito a`s condic¸o˜es iniciais x = y, X = Y, t = t e R = 0. Aqui R =
K(y,Y, t; )−H(x,X, t; ) e´ a func¸a˜o resto, η e´ uma varia´vel paraˆmetro pequena
(0 ≤ η ≤ ) e W e´ a func¸a˜o geradora da transformac¸a˜o φ dada por
W =
∞∑
m=0
ηm
m!
Wm+1(x,X, t). (3.5)
A transformac¸a˜o φ obtida por esse processo e´ uma transformac¸a˜o simple´tica
pro´xima da identidade. O novo Hamiltoniano K as vezes e´ dito transformada
de Lie de H.
Para obter a func¸a˜o geradora W e consequentemente o Hamiltoniano trans-
formado (3.3) usaremos as seguintes relac¸o˜es de recorreˆncia encontradas no livro
do Markeev [10]
K0 = H0, (3.6)
Km = Hm +
m−1∑
j=1
(Cj−1m−1LjHm−j + C
j
m−1Kj,m−j)−
DWm
Dt
, (3.7)
onde
DWm
Dt
=
∂Wm
∂t
− LmH0, (3.8)
Kj,i = LjKi −
j−1∑
s=1
Cs−1j−1LsKj−s,i, (3.9)
Ckr =
r!
k!(r − k)! . (3.10)
Ao se resolver as equac¸o˜es em (3.7) para encontrar, recursivamente, Km e Wm,
(m = 0, 1, 2, · · · ) supo˜em-se que Km e´ autoˆnoma e Wm τ -perio´dica em t.
A notac¸a˜o Lif usada acima e´ para o colchete de Poisson de f e Wi e definimos
por
Lif = {f,Wi} =
n∑
i=1
(
∂f
∂yi
∂Wi
∂Yi
− ∂f
∂Yi
∂Wi
∂yi
) (3.11)
A partir das relac¸o˜es acima, teremos as seguintes equac¸o˜es de aproximac¸a˜o:
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Para m = 0,
K0(y,Y, t) = H0(y,Y, t). (3.12)
Para m = 1,
K1 = H1 +
1−1∑
j=1
(Cj−11−1LjH1−j + C
j
1−1Kj,1−j)−
DW1
Dt
K1 = H1 +
0∑
j=1
(Cj−10 LjH1−j + C
j
0Kj,1−j)−
DW1
Dt
K1 = H1 − DW1
Dt
(3.13)
Para m = 2,
K2 = H2 +
2−1∑
j=1
(Cj−12−1LjH2−j + C
j
2−1Kj,2−j)−
DW2
Dt
K2 = H2 +
1∑
j=1
(Cj−11 LjH2−j + C
j
1Kj,2−j)−
DW2
Dt
K2 = H2 + C
0
1L1H1 + C
1
1K1,1 −
DW2
Dt
K2 = H2 + L1H1 +K1,1 − DW2
Dt
, (3.14)
onde
K1,1 = L1K1.
Para m = 3,
K3 = H3 +
2∑
j=1
(Cj−12 LjH3−j + C
j
2Kj,3−j)−
DW3
Dt
K3 = H3 + C
0
2L1H2 + C
1
2K1,2 + C
1
2L2H1 + C
2
2K2,1 −
DW3
Dt
K3 = H3 + L1H2 + 2K1,2 + 2L2H1 +K2,1 − DW3
Dt
, (3.15)
onde
K1,2 = L1K2,
K2,1 = L2K1 − L1K1,1.
Para m = 4,
K4 = H4 + L1H3 + 3K1,3 + 3L2H2 + 3K2,2 + 3L3H1 +K3,1 − DW4
Dt
, (3.16)
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onde
K1,3 = L1K3,
K2,2 = L2K2 − L1K1,2
K3,1 = L3K1 − L1K2,1 − 2L2K1,1.
Para m = 5,
K5 = H5 + L1H4 + 4K1,4 + 4L2H3 + 6K2,3 + 6L3H2 + 4K3,2 (3.17)
+ 4L4H1 +K4,1 − DW5
Dt
,
onde
K1,4 = L1K4,
K2,3 = L2K3 − L1K1,3,
K3,2 = L3K2 − L1K2,2 − 2L2K1,2,
K4,1 = L4K1 − L1K3,1 − 3L2K2,1 − 3L3K1,1.
Seguindo com esse processo construtivo e recorrente podemos escrever relac¸o˜es
para m ≥ 6.
3.2 Aplicac¸a˜o do me´todo de Deprit-Hori em sis-
temas com um grau de liberdade.
Considere um sistema com um grau de liberdade cuja func¸a˜o Hamiltoniana e´
cont´ınua, τ -perio´dica em t e tem a seguinte forma
H =
1
2
ω(q2 + p2) +
∞∑
m=1
m
m!
Hm, Hm =
∑
ν+µ=2
h(m)νµ (t, a)q
νpµ, (3.18)
onde ω = ω(a) e os Hm = Hm(q, p, t, a) dependem de um paraˆmetro a. Suponha
que a frequeˆncia do sistema na˜o perburbado ( = 0) satisfac¸a a relac¸a˜o de res-
sonaˆncia 2ω = N 6= 0, onde N e´ um inteiro. A fim de construir a equac¸a˜o da
curva fronteira da regia˜o de estabilidade/instabilidade no plano das varia´veis a ,
escreveremos o paraˆmetro a como uma se´rie de poteˆncia em 
a = a0 + a1 + 
2a2 + 
3a3 + .... (3.19)
Tais curvas emanara˜o do ponto a = a0 no eixo  = 0, como mostra a figura
abaixo. O valor a0, como falamos acima, e´ tal que 2ω(a0) = N .
55
Substituindo a expressa˜o (3.19) no Hamiltoniano (3.18) e em seguida apli-
cando a rotac¸a˜o de um aˆngulo ω (se necessa´rio for)
q = cos(ωt)x+ sen(ωt)X , p = −sen(ωt)x+ cos(ωt)X, (3.20)
estamos prontos para iniciar o processo de Deprit-Hori. Ressaltamos ainda que
essa rotac¸a˜o pode mudar o fato do Hamiltoniano ser perio´dico. Nesse caso o
Hamiltoniano somente sera´ perio´dico se a frequeˆncia ω(α0) satisfizer a relac¸a˜o de
ressonaˆncia, por exemplo, 2ω(α0) = N .
Observac¸a˜o 3.2.1. Aplica-se a rotac¸a˜o antes de iniciar o processo de Deprit-
Hori com o intuito de simplificar ainda mais o Hamiltoniano H0.
Aplicando a rotac¸a˜o (3.20), usando o Teorema 1.3.2 e o Exemplo 1.3.3, o novo
Hamiltoniano tera´ H0 = 0. De fato,
H(x,X, t, a, ) = H(q, p, t, a, ) +
∂W
∂t
=
ω
2
(q2 + p2) +
∞∑
m=1
m
m!
Hm(x,X, t, a)− ω
2
(x2 +X2)
=
ω
2
((cos(ωt)x+ sen(ωt)X)2 + (−sen(ωt)x+ cos(ωt)X)2)
+
∞∑
m=1
m
m!
Hm(x,X, t, a)− ω
2
(x2 +X2)
de onde obtemos,
H(x,X, t, a, ) = H1(x,X, t, a) +
2
2!
H2(x,X, t, a) +
3
3!
H3(x,X, t, a)....
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Note que para H0 = 0, a expressa˜o (3.8) torna-se mais simples
DWm
Dt
=
∂Wm
∂t
.
Utilizando as equac¸o˜es de aproximac¸a˜o descritas acima, obtemos
K0 ≡ 0,
K1 = H1 − DW1
Dt
= H1 − ∂W1
∂t
+ L1H0
= H1 − ∂W1
∂t
.
Dividindo por τ ambos os lados da u´ltima equac¸a˜o e integrando de 0 a` τ , temos
K1 =
1
τ
∫ τ
0
H1(y, Y, t)dt , W1 =
∫
(H1 −K1)dt. (3.21)
Na aproximac¸a˜o de segunda ordem, teremos
K2 = H2 + L1H1 +K1,1 − DW2
Dt
, K1,1 = L1K1,
e novamente de acordo com as hipo´teses sobre as func¸o˜es K e W (K autoˆnoma
e W τ -perio´dica), lembrando ainda que as func¸o˜es Hm tambe´m sa˜o τ -perio´dicas
em t (m = 1, 2, ...), obtemos
K2 =
1
τ
∫ τ
0
(H2 + L1H1 + L1K1)dt, W2 =
∫
(H2 + L1H1 + L1K1 −K2)dt,
Seguindo com esse processo para m → ∞ obtemos o Hamiltoniano transfor-
mado da forma
K = K0 + K1 + · · · = k20y2 + k11yY + k02Y 2, (3.22)
onde kij =
∞∑
m=1
m
m!
k
(m)
ij , k
(m)
ij e´ constante e depende dos coeficientes a1, a2, ..., am.
Do Hamiltoniano (3.22) segue que
JK =
(
k11 2k02
−2k20 −k11
)
,
e a equac¸a˜o caracteristica e´ dada por
det(JK − λI) = 0
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λ2 − (k211 − 4k20k02) = 0
λ2 = k211 − 4k20k02.
A partir da´ı, temos que a regia˜o de estabilidade e´ definida pela inequac¸a˜o
k211 ≤ 4k20k02,
e assim, conclu´ımos que a fronteira da regia˜o de estabilidade/instabilidade e´ dada
pela equac¸a˜o
k211 = 4k20k02. (3.23)
Como
kij = k
(1)
ij +
1
2!
2k
(2)
ij +
1
3!
3k
(3)
ij + ...,
teremos a partir da equac¸a˜o (3.23) que
2k
(1)2
11 +
1
2!
3k
(1)
11 k
(2)
11 +
1
3!
4k
(1)
11 k
(3)
11 +...+
1
2!
3k
(1)
11 k
(2)
11 +
1
2!2!
4k
(2)2
11 +... = 4
2k
(1)
20 k
(1)
02 +
4
2!
3k
(1)
20 k
(2)
02 +
4
3!
4k
(1)
20 k
(3)
02 + ...+
4
2!
3k
(1)
02 k
(2)
20 +
4
2!2!
4k
(2)
20 k
(2)
02 + ....
Igualando os coeficientes de mesmo grau em  obtemos
k
(1)2
11 = 4k
(1)
20 k
(1)
02 ,
k
(1)
11 k
(2)
11 = 2(k
(1)
20 k
(2)
02 + k
(2)
20 k
(1)
02 ),
... = ...
e e´ atrave´s dessas sucessivas igualdades que calculamos os coeficientes a1, a2, ...
da expansa˜o (3.19) das curvas de fronteira da regia˜o de estabilidade/instabilidade.
De (3.21) obtemos
K1 = k
(1)
20 y
2 + k
(1)
11 yY + k
(1)
02 Y
2,
onde os coeficientes kij sa˜o da forma uija1 + vij. Sendo assim, deduzimos da
primeira equac¸a˜o da sequeˆncia acima que existem dois valores para a1, ou seja, a
equac¸a˜o para a1 e´ quadra´tica. De fato,
k
(1)2
11 = 4k
(1)
20 k
(1)
02
(u11a1 + v11)
2 = 4(u20a1 + v20).(u02a1 + v02)
(u211 − 4u20u02)a21 + (2u11v11 − 4u20v02 − 4v20u02)a1 + (v211 − 4v02v20) = 0
Aa21 +Ba1 + C = 0,
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onde A = u211 − 4u20u02, B = 2u11v11 − 4u20v02 − 4v20u02 e C = v211 − 4v02v20.
Portanto, como cada Hk depende linearmente de ak, para cada valor en-
contrado de a1 podemos determinar os coeficientes a2, a3, ... de forma u´nica.
Logo, conclu´ımos que existem duas curvas que limitam as regio˜es de estabili-
dade/instabilidade que emanam do ponto (a0, 0) no plano a, .
Veremos agora um caso particular, quando a frequeˆncia de oscilac¸a˜o do sistema
na˜o perturbado ( = 0) para alguns valores do paraˆmetro a se torna zero (ω = 0).
Assumiremos sem perda de generalidade que o Hamiltoniano do sistema na˜o
perturbado tem H0 da forma
H0 =
1
2
(X2 + ω2(a)x2),
e ale´m disso, ω(a0) = 0 e
dω2
da
6= 0 para a = a0.
O limite da regia˜o de instabilidade, que emanam de um ponto a = a0 o eixo
 = 0 sera´ da forma (3.19). Em seguida, para o limite ser determinado temos a
seguinte expressa˜o
ω2 = 
dω2
da
a1 + 
2
(
dω2
da
a2 +
1
2
d2ω2
da2
a21
)
+ .... (3.24)
Substituindo as expresso˜es (3.19), (3.24) no Hamiltoniano do problema e o ex-
pandindo como uma se´rie de poteˆncia em , obtemos
H =
1
2
X2 +
∞∑
m=1
m
m!
Hm(x,X, t), (3.25)
onde Hm e´ uma forma quadra´tica com coeficientes 2pi-perio´dicos em t e depende
de ai (i ≤ m), por outro lado, em relac¸a˜o ao am esta dependeˆncia de Hm e´ linear.
Procuraremos a func¸a˜o geradora W de per´ıodo igual a 2pi tal que o Hamiltoniano
transformado (3.3) na˜o dependa do tempo t.
Para  = 0 temos
K0 =
1
2
Y 2. (3.26)
Para a primeira aproximac¸a˜o temos a seguinte equac¸a˜o
K1 = H1 − DW1
Dt
= H1 − Y ∂W1
∂y
− ∂W1
∂t
. (3.27)
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Considerando a notac¸a˜o para H1
H1 = h
(1)
20 y
2 + h
(1)
11 yY + h
(1)
02
e ana´logas notac¸o˜es para K1 e W1. Enta˜o, comparando os coeficientes de (3.27)
usando igualdade de polinoˆmios, obtemos as relac¸o˜es
k
(1)
20 = h
(1)
20 −
dw
(1)
20
dt
, (3.28)
k
(1)
11 = h
(1)
11 − 2w(1)20 −
dw
(1)
11
dt
, (3.29)
k
(1)
02 = h
(1)
20 − w(1)11 −
dw
(1)
02
dt
. (3.30)
De onde segue que
k
(1)
20 =
1
2pi
∫ 2pi
0
h
(1)
20 dt, w
(1)
20 =
∫
(h
(1)
20 − k(1)20 )dt
k
(1)
11 =
1
2pi
∫ 2pi
0
(h
(1)
11 − 2w(1)20 )dt, w(1)11 =
∫
(h
(1)
11 − 2w(1)20 − k(1)11 )dt
k
(1)
02 =
1
2pi
∫ 2pi
0
(h
(1)
20 − w(1)11 )dt, w(1)20 =
∫
(h
(1)
20 − w(1)11 − k(1)02 )dt.
Analogamente obtemos as demais aproximac¸o˜es e no infinito o Hamiltoniano
transformado tem a forma
K = k20y
2 + k11yY +
1
2
(1 + 2k02)Y
2, (3.31)
onde kij =
∞∑
m=1
m
m!
k
(m)
ij , com k
(m)
ij constante. O limite da regia˜o de estabili-
dade/instabilidade neste caso e´ definido pela condic¸a˜o
k211 = 2k20(1 + 2k02). (3.32)
Observac¸a˜o 3.2.2. Se H0 na˜o depende do tempo, os nu´meros ±iωk sa˜o os auto-
valores de JD2H0. Caso H0 depender do tempo, enta˜o os ±iωk sa˜o os expoentes
caracter´ısticos do sistema em questa˜o.
Em geral, considere  > 0, os autovalores ±iωk na˜o necessariamente distintos,
ou seja, multiplicadores com mo´dulo 1 e que na˜o ha´ multiplicadores mu´ltiplos
ωk ± ωl 6= N. (3.33)
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Logo, pela continuidade dos multiplicadores em relac¸a˜o a , segue que (3.33)
tambe´m valera´ para  suficientemente pequeno. E para 0 <  << 1 esses multi-
plicadores, ρj = e
2piiωj , na˜o podem ter mo´dulo maior que 1.
Se para  = 0 existe ressonaˆncia, ωk±ωl = N , enta˜o para  6= 0 suficientemente
pequeno pode ocorrer dos multiplicadores terem mo´dulo maior do que 1 ou na˜o,
ou seja, pode ocorrer estabilidade ou instabilidade.
O teorema de Krein-Gel’fand-Lidskii 1.4.18 vem nos da´ condic¸o˜es necessa´rias
e suficientes para a estabilidade.
Em outras palavras, se pelo menos uma das relac¸o˜es (1.19) e´ satisfeita, enta˜o
sempre e´ poss´ıvel selecionar H1, H2, ... do Hamiltoniano de tal maneira que o
sistema linear correspondente e´ insta´vel para  suficientemente pequeno. Caso
a soma das quantidades σk e σl distintas na˜o e´ um inteiro, enta˜o para  su-
ficientemente pequeno o sistema linear e´ esta´vel para qualquer escolha de Hm
(m = 1, 2, ...).
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Cap´ıtulo 4
Equac¸a˜o de Mathieu
Neste cap´ıtulo, aplicaremos o me´todo de Deprit-Hori com o objetivo de cons-
truir as curvas fronteira das regio˜es de estabilidade e instabilidade relacionadas
a` equac¸a˜o de Mathieu.
4.1 Regio˜es de estabilidade e instabilidade
Em 1868, estudando oscilac¸o˜es livres em uma membrana el´ıptica, o matema´tico
franceˆs E´mile Le´onard Mathieu obteve a equac¸a˜o diferencial que hoje leva seu
nome. A equac¸a˜o de Mathieu e´ uma equac¸a˜o diferencial de segunda ordem com
coeficientes perio´dicos da forma
d2q
dt2
+ (α + β cos(t))q = 0, (4.1)
onde α e β sa˜o constantes.
Note que a equac¸a˜o diferencial (4.1) pode ser escrita como um sistema de duas
equac¸o˜es de primeira ordem. De fato, considere
q′ = p
p′ = q′′ = −(α + β cos(t))q,
e assim, obtemos o seguinte sistema Hamiltoniano linear(
q
p
)′
=
(
0 1
−(α + β cos(t)) 0
)
︸ ︷︷ ︸
JS
(
q
p
)
, (4.2)
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onde
S =
(
α + β cos(t) 0
0 1
)
e com func¸a˜o Hamiltoniana da forma
H =
1
2
(
q p
)( α + β cos(t) 0
0 1
)(
q
p
)
H =
1
2
p2 +
1
2
(α + β cos(t))q2. (4.3)
Considere
α = α0 + βα1 + β
2α2 + β
3α3 +O(β
4), (4.4)
substituindo esta se´rie no Hamiltoniano (4.3), temos
H =
1
2
p2 +
1
2
(α0 + βα1 + β
2α2 + β
3α3 +O(β
4) + β cos t)q2 (4.5)
=
1
2
p2 +
1
2
α0q
2︸ ︷︷ ︸
H0
+
β
1!
1
2
(α1 + cos t)q
2︸ ︷︷ ︸
H1
+
β2
2!
α2q
2︸︷︷︸
H2
+
β3
3!
3α3q
2︸ ︷︷ ︸
H3
+ O(β4).
Faremos agora a normalizac¸a˜o do H0, usando o algoritmo descrito na sec¸a˜o
(2.2) do cap´ıtulo 2. Para isso, precisaremos dos autovetores da matriz JŜ asso-
ciados ao H0 e da matriz de normalizac¸a˜o N . Sendo assim, temos
H0 =
1
2
p2 +
1
2
α0q
2,
Ŝ =
(
α0 0
0 1
)
e JŜ =
(
0 1
−α0 0
)
,
com equac¸a˜o caracter´ıstica det(JŜ − λI) = 0 igual a
λ2 + α0 = 0.
Logo, temos λ = ±im, onde m = √α0 > 0. Calculando o autovetor associado ao
autovalor λ = im, teremos
JŜv = imv
v =
(
1
im
)
=
(
1
0
)
+ i
(
0
m
)
,
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ou ainda, podemos usar o exemplo (2.1.4) e assim o autovetor sera´ dado por(
−1
0
)
+ i
(
0
−m
)
.
Ambos satisfazem JSr∗ = −ms∗ e JSs∗ = mr∗, onde r∗ e s∗ sa˜o a parte real e
imagina´ria, respectivamente, do autovetor acima. Ainda embasado no exemplo
citado, temos as seguintes quantidades:
δ = sign〈r∗, Js∗〉 = sign√α0 = 1;
κ =
1√√
α0
=
1√
m
;
−κs∗ =
(
0√√
α0
)
=
(
0√
m
)
;
δκr∗ =
( − 1√√
α0
0
)
=
(
− 1√
m
0
)
.
Logo, temos a matriz N de normalizac¸a˜o
N =
(
0 − 1√
m√
m 0
)
e a transformac¸a˜o canoˆnica sera´ dada pela seguinte mudanc¸a de varia´veis
q = − 1√
m
p∗, p =
√
mq∗.
Aplicando esta mudanc¸a no Hamiltoniano (4.5), teremos
H(q∗, p∗, t, β) =
1
2
m(q2∗ + p
2
∗)︸ ︷︷ ︸
H∗0
+
β
1!
1
2m
(α1 + cos t)p
2
∗︸ ︷︷ ︸
H∗1
+
β2
2!
1
m
α2p
2
∗︸ ︷︷ ︸
H∗2
+
β3
3!
3
m
α3p
2
∗︸ ︷︷ ︸
H∗3
+O(β4)
Como m =
√
α0, enta˜o consideraremos o seguinte caso:
2m(α0) = 2
√
α0 = n, n = 1, 2, ...
α0 =
n2
4
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Portanto, se n e´ um nu´mero par, segue que a transformac¸a˜o a seguir tera´
per´ıodo igual a 2pi. Caso contra´rio, n ı´mpar, a transformac¸a˜o abaixo sera´ 4pi-
perio´dica em t.
Introduzindo mais uma mudanc¸a da forma
q∗ = cos(mt)x+ sen(mt)X
p∗ = −sen(mt)x+ cos(mt)X,
iremos, atrave´s do teorema (1.3.2) e considerando (1.3.3) para ω = m, obter um
novo Hamiltoniano, agora nas varia´veis x, X
H(x,X, t, β) = β
1
2m
(α1 + cos(t))(sen
2(mt)x2 (4.6)
− 2sen(mt) cos(mt)xX + cos2(mt)X2)
+
∞∑
k=2
βk
k!
k!αk
2m
(sen2(mt)x2 − 2sen(mt) cos(mt)xX
+ cos2(mt)X2),
com
H
′
0 = 0
H
′
1 =
1
2m
(α1 + cos(t))(sen
2(mt)x2 − 2sen(mt) cos(mt)xX + cos2(mt)X2)
H
′
2 =
α2
m
(sen2(mt)x2 − 2sen(mt) cos(mt)xX + cos2(mt)X2)
H
′
3 =
3α3
m
(sen2(mt)x2 − 2sen(mt) cos(mt)xX + cos2(mt)X2)
...
Dando continuidade, aplicaremos o me´todo de Deprit-Hori com objetivo de
encontrar o Hamiltoniano (3.3) e assim construir as curvas que limitam as regio˜es
de estabilidade parame´trica. E´ importante ressaltar que neste cap´ıtulo fizemos o
uso do software Maple para a realizac¸a˜o dos ca´lculos aqui apresentados, foi feito
ate´ a quinta aproximac¸a˜o, ou seja, encontramos Kj para j = 1, ..., 5.
Considere
α =
n2
4
+ α1β + α2β
2 + α3β
3 + α4β
4 + α5β
5 +O(β6), (4.7)
e que K na˜o depende do tempo. A func¸a˜o W sera´ procurada de modo a ser
2pi-perio´dica em t no caso de n ser par e 4pi-perio´dica para n ı´mpar.
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Para n = 1 (m = 1
2
), construiremos as curvas que emanam do ponto (1
4
, 0) no
plano α, β, como segue:
K0 = 0
K1 =
1
2m
(α1 + cos(t))(sen
2(mt)y2 − 2sen(mt) cos(mt)yY + cos2(mt)Y 2)− ∂W1
∂t
Considerando K1 = k
(1)
20 y
2 + k
(1)
11 yY + k
(1)
02 Y
2, temos
k
(1)
20 =
1
2m
(α1 + cos(t))sen
2(mt)− dw
(1)
20
dt
k
(1)
11 = −
1
m
(α1 + cos(t))sen(mt) cos(mt)− dw
(1)
11
dt
k
(1)
02 =
1
2m
(α1 + cos(t)) cos
2(mt)− dw
(1)
02
dt
dividindo por 4pi e integrando ambos os lados de 0 a` 4pi, temos
k
(1)
20 =
1
4pi
∫ 4pi
0
1
2m
(α1 + cos(t))sen
2(mt)dt =
1
2
α1 − 1
4
k
(1)
11 =
1
4pi
∫ 4pi
0
− 1
m
(α1 + cos(t))sen(mt) cos(mt)dt = 0
k
(1)
02 =
1
4pi
∫ 4pi
0
1
2m
(α1 + cos(t)) cos
2(mt)dt =
1
2
α1 +
1
4
temos ainda que
w
(1)
20 =
∫
(
1
2m
(α1 + cos(t))sen
2(mt)− 1
2
α1 +
1
4
)dt
w
(1)
11 =
∫
− 1
m
(α1 + cos(t))sen(mt) cos(mt)dt
w
(1)
02 =
∫
(
1
2m
(α1 + cos(t)) cos
2(mt)− 1
2
α1 − 1
4
)dt
e assim por diante ate´ determinar o K5.
Apo´s encontrarmos as aproximac¸o˜es, escrevemos
K = K0 +
β
1!
K1 +
β2
2!
K2 +
β3
3!
K3 +
β4
4!
K4 +
β5
5!
K5 (4.8)
e em seguida o reescrevemos da forma
K = k20y
2 + k11yY + k02Y
2.
Usando a condic¸a˜o de fronteira (3.23) e igualando os coeficientes ate´ a sexta
poteˆncia de β, obtemos as seguintes equac¸o˜es
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α21 −
1
4
= 0
2α1α2 +
3
4
α1 − 2α31 = 0
5α41 + 2α3α1 −
5
2
α21 +
15
64
− 6α2α21 + α22 +
3
4
α2 = 0
−5α1α2−14α51−
245
192
α1+2α2α3+
3
4
α3+
35
4
α31+2α1α4+20α2α
3
1−6α1α22−6α21α3 = 0
3871
576
α21− 12α1α2α3 + 2α1α5 + 20α31α3− 70α41α2− 6α21α4−
63
2
α41 + 2α2α4−
5
2
α22−
245
192
α2 + α
2
3 + 42α
6
1 + 30α
2
1α
2
2 − 2α32 −
2933
9216
+
3
4
α4 +
105
4
α2α
2
1 − 5α3α1 = 0.
Resolvendo essas equac¸o˜es de maneira recursiva comec¸ando da primeira, te-
remos os coeficientes
α1 = ±1
2
, α2 = −1
8
, α3 = ∓ 1
32
, α4 = − 1
384
, α5 = ± 11
4608
,
e consequentemente
α =
1
4
+
1
2
β − 1
8
β2 − 1
32
β3 − 1
384
β4 +
11
4608
β5,
α =
1
4
− 1
2
β − 1
8
β2 +
1
32
β3 − 1
384
β4 − 11
4608
β5.
Para n = 2 (m = 1), construiremos as curvas que emanam do ponto (1, 0).
De maneira ana´loga ao que fizemos, lembrando apenas que neste caso W e´ 2pi-
perio´dica em t, chegamos as seguintes equac¸o˜es:
1
4
α21 = 0
− 1
12
α1 +
1
2
α1α2 − 1
8
α31 = 0
−3
8
α2α
2
1 +
1
2
α1α3 +
25
144
α21 +
5
64
α41 −
5
576
− 1
12
α2 +
1
4
α22 = 0
− 7
128
α51 +
25
72
α1α2 +
35
2304
α1− 245
864
α31 +
5
16
α31α2−
1
12
α3− 3
8
α1α
2
2−
3
8
α3α
2
1 +
1
2
α3α2 +
1
2
α4α1 = 0
35
2304
α2 − 3
4
α1α2α3 − 1
12
α4 +
25
72
α1α3 − 245
288
α2α
2
1 −
35
13824
α21 +
1
2
α2α4 − 3
8
α21α4 +
1
2
α1α5 +
5
16
α31α3 −
32
128
α41α2 +
15
32
α21α
2
2 +
8785
20736
α41 +
7
41472
+
25
144
α22 +
21
512
α61 +
1
4
α23 −
1
8
α32 = 0
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de onde segue que
α1 = 0, α2 = − 1
12
ou
5
12
, α3 = 0, α4 =
5
3456
ou − 763
3456
.
Portanto, temos as curvas
α = 1− 1
12
β2 +
5
3456
β4,
α = 1 +
5
12
β2 − 763
3456
β4.
Em resumo, e´ poss´ıvel construir as curvas das regio˜es de estabilidade e insta-
bilidade da equac¸a˜o (4.1) para −∞ < α < ∞ e β ≥ 0. As primeiras onze delas,
ate´ onde foi poss´ıvel determinar, sa˜o as seguintes
γ(0)c : α = −
1
2
β2 +
7
32
β4,
γ(1)c : α =
1
4
− 1
2
β − 1
8
β2 +
1
32
β3 − 1
384
β4 − 11
4608
β5,
γ(1)s : α =
1
4
+
1
2
β − 1
8
β2 − 1
32
β3 − 1
384
β4 +
11
4608
β5,
γ(2)s : α = 1−
1
12
β2 +
5
3456
β4,
γ(2)c : α = 1 +
5
12
β2 − 763
3456
β4,
γ(3)c : α =
9
4
+
1
16
β2 − 1
32
β3,
γ(3)s : α =
9
4
+
1
16
β2 +
1
32
β3,
γ(4)s : α = 4 +
1
30
β2,
γ(4)c : α = 4 +
1
30
β2,
γ(5)c : α =
25
4
+
1
48
β2,
γ(5)s : α =
25
4
+
1
48
β2.
Seguindo o mesmo procedimento encontramos os coeficientes das demais ordens.
Na refereˆncia [10] encontramos os coeficientes ate´ a ordem 7, sendo que durante
a construc¸a˜o deste trabalho observamos que na curva dada no livro do Markeev
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[10], o coeficiente de β2 da equac¸a˜o γ
(2)
s diverge do que encontramos, no entanto
em outras bibliografias [13] o valor encontrado por no´s e´ o mesmo.
A regia˜o de estabilidade sera´ denotada por gn, n = 1, 2, .... As fronteiras da
regia˜o curvil´ıneas g2m−1 (m = 1, 2, ...) sa˜o denotadas por γ2m−2c e γ
2m−1
c , e as
fronteiras da regia˜o g2m (m = 1, 2, ...) sa˜o dadas por γ
2m−1
s e γ
2m
s . As curvas
γkc e γ
k
s intercepta o eixo β = 0 no ponto α =
k2
4
(k = 1, 2, ...), a partir do qual
para β pequeno originam uma regia˜o de ressonaˆncia parame´trica. Nas curvas γ2kc ,
γ2ks (k = 1, 2, ...) ocorre ressonaˆncia de primeira ordem e nas curvas γ
2k−1
c , γ
2k−1
s
(k = 1, 2, ...) ocorre ressonaˆncia de segunda ordem.
Figura 4.1: Curvas fronteiras das regio˜es de estabilidade/instabilidade. Figura
retirada da refereˆncia [10]
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