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Resumé
Denne rapport har til formål at formidle, hvorledes ACO (Ant Colony Optimization) metaheuristikken kan
benyttes til at løse routingsproblemet. Routingsalgoritmen AntNet bruges som eksempel. Yderligere er det
formålet, at sammenligne, hvorledes denne algoritme løser problemet set i forhold til andre routingsal-
goritmer og diskuterer algoritmens kommercielle muligheder. En implementering af en simpel udgave af
AntNet skal vise, hvordan en simulering af algoritmen kan implementeres så intuitivt, at den understøtter
forståelsen, der danner grundlag for diskussionen af AntNet algoritmen. Med udgangspunkt i implemen-
tationen af AntNet algoritmen er det desuden muligt, at overveje AntNet algoritmens kompleksitet og en
retfærdiggørelse af denne kompleksitet.
En simpel udgave af AntNet algoritmen er implementeret med fire begrænsninger, der simplificere algorit-
men. Ved hjælp af tre testscenarier, er det vist at den simple algoritme kan route trafik i små netværk, men
kvaliteten af routingen er tvivlsom. Under afprøvningen af implementationen og en senere diskussion af
den, er det desuden vist, at de fire begrænsninger med god sandsynlighed forhindre den effektive routing,
som andre simuleringer af AntNet algoritmen viser. Dette forhold retfærdiggør kompleksiteten i AntNet
algoritmen. De fire begrænsninger kan dog ikke umiddelbart forklare alle problemer med routingen i im-
plementationen.
Det er vist, af forskerne der har udviklet AntNet algoritmen, at algoritmen er effektiv til at finde de kor-
teste ruter i et netværk, men i konkurrence med andre routingsalgoritmer er der andre perspektiver, der
ligeledes er vigtige for AntNet algoritmens mulige kommercielle succes.
Abstract
The purpose of this report is to communicate how ACO (Ant Colony Optimization) meta-heuristics can
be used to solve the routing problem. The routing algorithm AntNet is used as an example. Furthermore
the purpose is to compare AntNet’s way of solving the problem with other routing algorithms and discuss
the algorithm’s commercial possibilities. The foundation for the discussion of the algorithm is an imple-
mentation of a simple version of AntNet. The implementation has to demonstrate how a simulation of the
algorithm can be implemented so intuitive that it supports the understanding of the algorithm. With basis
in the implementation it is possible to consider AntNet’s complexity and a justification of this complexity.
A simple version of the AntNet algorithm is implemented with four limitations that simplify the algorithm.
With the help of three test scenarios it has been shown that the simple algorithm can route traffic in small
networks, but the quality of the routing is doubtful. It has also been shown, during the testing of the imple-
mentation and the later discussion of it, that the four limitations with good probability prevent the effective
routing other simulations of the AntNet algorithm has shown. This condition justifies the complexity of the
routing algorithm AntNet. The four limitations can not immediately explain all problems with the routing
in the implementation.
It has been shown that the algorithm is effective at finding the shortest routes in a network by the scientists
that have designed AntNet. But in competition with other routing algorithms there are other perspectives
there are just as important for the AntNet algorithm’s commercial success.
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Forord
Denne rapport er en projektrapport skrevet på 2. modul på overbygningsuddannelsen Datalogi ved Roskil-
de Universitetscenter i foråret 2007. Rapporten er samtidig resultatet af mit sidste projekt på min bachelor-
uddannelse.
Emnet for denne rapport er et resultat af kombinationen af min interesse for routing og approksimative,
heuristiske algoritmer. Min interesse for heuristiske metoder stammer tilbage fra foråret 2006, hvor jeg,
som en del af mit 4. semester på den naturvidenskabelige basisuddannelse, var med til at skrive en rapport
[Bjerg et al., 2006], hvor omdrejningspunktet var en genetisk algoritme. På baggrund af en undersøgelse,
som vi udførte, af den genetiske algoritme, analyserede vi udvalgte parametres påvirkning på algoritmens
effektivitet og sammenlignede resultaterne med en analyse af skemateoremet, som vi havde foretaget.
Undervejs i projektforløbet blev den genetiske algoritme afprøvet på to meget forskellige problemer, et
velkendt, generelt og afprøvet problem og et problem der stammede fra et meget kontekstspecifikt pro-
blem, der bl.a. blev arbejdet med på Institut for studiet af Matematik og Fysik samt deres funktioner i
Undervisning, Forskning og Anvendelse (IMFUFA) ved Roskilde Universitetscenter. Undersøgelserne af
disse to problemer gav langt hen ad vejen den samme konklusion på trods af at de to problemer var vidt
forskellige.
Da jeg blev gjort opmærksom på eksistensen af en metaheuristik, der optimerer ved hjælp af ideer fra
myrekoloniers adfærdsmønstre, opfattede jeg emnet som en naturlig fortsættelse af det arbejde jeg havde
været en del af det foregående forår. Men denne gang har jeg med vilje valgt en anden indgangsvinkel til
emnet. Hvor midlet i [Bjerg et al., 2006] var empirisk afprøvning og matematisk analyse, er midlet denne
gang velovervejet implementation efterfulgt af refleksion.
Jeg vil gerne rette en tak til min vejleder Keld Helsgaun, der har hjulpet mig meget med mit valg af tilgang
til implementationen af AntNet algoritmen. Jeg har benyttet Keld Helsgauns pakke til diskret hændelses-
simulering i Java, javaSimulation, og vil i denne forbindelse gerne takke for den råd og vejledning jeg har
modtaget, som for mit vedkommende har resulteret i forholdsvis let tilegnelse af brugen af javaSimulation.
Jeg vil gerne afslutte denne opgaves forord med at rette en velfortjent tak til Jannik Holm, som med sin
erfaring som netværksadministrator har medvirket til rapporten med ideer og vinkler på diskussionen af
AntNet algoritmen, der bunder i de behov som kommercielle netværk oplever.
Sanne Bjerg
Roskilde Universitetscenter, d. 28. maj 2007
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1 Indledning
Ant Colony Optimization, ACO, er en teknik til optimering, der blev introduceret i 1990’erne. Inspira-
tionskilden stammer fra observationer af, hvordan kolonier af myrer indsamler føde. ACO udnytter denne
adfærd, ved hjælp af kolonier af kunstige agenter, som kan finde tilnærmelsesvise løsninger på meget for-
skelligartede problemer. Indtil videre er ACO blevet benyttet til bl.a. at finde approksimative løsninger på
diskrete og kontinuerte optimeringsproblemer.
Der findes mange eksempler på praktiske optimeringsproblemer, som er af stor vigtighed. Dette gælder
ikke bare indenfor videnskab og ingeniørarbejde, men også i det daglige og i erhvervslivet. Eksempler på
dette er optimering af køreplaner for tog eller fly, skemalægning, industriel planlægning, der skal maksi-
mere profit, og routing i netværk. Grundet disse algoritmers praktiske vigtighed, er metoder til løsning af
sådanne problemer et velundersøgt område, der er præget af mange forskelligartede metoder. Algoritmer-
ne kan klassificeres som enten eksakte eller approksimative algoritmer. Eksakte algoritmer garanterer, at
algoritmen finder en optimal løsning indenfor en begrænset tid. Approksimative algoritmer finder kun en
god løsning, der ikke nødvendigvis er en optimal løsning. ACO er et af mange eksempler på approksima-
tive algoritmer. Andre eksempler er bl.a. grådige og genetiske algoritmer.
Både eksakte og approksimative algoritmer anvendes, men i forskellig sammenhæng og med forskellige
forudsætninger, omstændigheder og resultater. Det er netop forholdet og sammenspillet mellem forudsæt-
ninger, omstændigheder og krav til resultater, der er afgørende for, hvilken algoritme, der er den mest
anvendelige på et givet problem. Før disse forhold uddybes yderligere defineres det først, hvilken slags
optimeringsproblemer der i dette tilfælde arbejdes med.
En del af de førnævnte optimeringsproblemer tilhører en klasse af optimeringsproblemer, der er kendt
som kombinatorisk optimering (eng. combinatorial optimization, CO). Et kombinatorisk optimeringspro-
blem P = (S, f ) er et optimeringsproblem, dvs. et maksimerings- eller minimeringsproblem, [Ibaraki, 1987,
s. 3], for hvilket der er givet en endelig mængde S af objekter og en objektfunktion f : S → R+. Objekt-
funktionen associerer en positiv omkostningsværdi med hvert af objekterne s ∈ S. S er mængden af mulige
løsninger, der tilfredsstiller de stillede begrænsninger i problemet. Det gælder derfor, at S ⊂ X, da X er
søgeområdet. Målet for løsning af problemet er, at finde en mængde af objekter, der til sammen giver den
minimale omkostningsværdi1.
Objekterne i S er typisk heltal, undermængder af en mængde af genstande, permutationer af en mængde af
genstande eller grafstrukturer. Kombinatoriske problemer kan modelleres som diskrete optimeringsproble-
mer, i hvilke søgeområdet er defineret over en mængde af komponenter ci, i = 1, 2, ..., n− 1, n, med diskrete
domæner [Blum, 2005]. Da der i denne rapport kun arbejdes med optimeringsproblemer i en diskret form,
er alle de kombinatoriske optimeringsproblemer, der fremover refereres til i denne tekst, diskrete kombi-
natoriske optimeringsproblemer.
1.1 Motivation
Gruppen af kombinatoriske optimeringsproblemer indeholder specielt svære problemer, der, for at de kan
løses med eksakte metoder, kræver en algoritme, der kan have eksponential kompleksitet i værste tilfæl-
de2. For denne type af problemer gælder det ofte, at de ikke kan løses indenfor et rimeligt tidsrum, da den
anvendte algoritmes kompleksitet er for stor og/eller pladsbegrænsninger overskrides ved løsningen, når
problemerne har dimensioner af praktisk interesse. Derfor har approksimative algoritmer vundet større og
1 Alle kombinatoriske optimeringsproblemer kan beskrives som en minimering eller en maksimering, da minimeringen over objekt-
funktionen f er det samme som maksimeringen over − f [Ibaraki, 1987, s. 3].
2 Den type problemer der specielt refereres til her er NP-problemer. Se eventuelt [Goodrich & Tamassia, 2002, s.595-596] for en defini-
tion.
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større indpas med tiden. Brugen af approksimative algoritmer forudsætter dog, at det ikke er den optimale
løsning, der kræves. En næroptimal løsning skal være tilstrækkelig, da approksimative algoritmer ofrer
garantien for en optimal løsning, frem for en betydelig reducering i den tid algoritmen er om at finde en
løsning.
ACO tilhører en større gruppe af algoritmer, der er inspireret af kollektiv adfærd blandt sociale insekter
og går under betegnelsen sværmintelligens (eng. swarm intelligence). Insekterne kan være insekter såsom
myrer, termitter og bier, og andre dyrearter, f.eks. fugleflokke og fisk. Som det er tilfældet for ACO, er
målet for sværmintelligens generelt, at forsøge at designe intelligente multi-agent systemer eller distribue-
rede problemløsningsenheder, inspireret af den kollektive adfærd blandt de førnævnte insekt- og dyrearter
[Bonabeau et al., 1999; Blum, 2005].
ACO er interessant som en approksimativ metode af to årsager. I visse tilfælde har ACO algoritmen vist sig
meget effektiv. Algoritmens begrænsninger har ofte vist sig, når algoritmen bruges på velkendte problemer
med en stor problemstørrelse, men i mere specialiserede tilfælde har den vist sig meget nyttig. ACO er et
fleksibelt framework, en metaheuristik, der kan specialiseres til en mere konkret problemstilling.
1.1.1 Metaheuristikker
Når der arbejdes med eksakte algoritmer er der to fundamentale mål, der skal opnås. Algoritmen skal have
beviselig god køretid og finde beviselige gode eller optimale løsninger. En heuristik er en algoritme der
opgiver mindst en af disse målsætninger. Formålet er at finde tilnærmelsesvise løsninger på problemer,
der ellers kan være meget svære og tidskrævende at løse. Dvs. heuristiske metoder ignorerer, om det kan
bevises, at en løsning er den bedste. Formålet er derimod at finde en tilnærmelse så hurtigt som muligt.
Dette betyder, at de førnævnte approksimative algoritmer passer ind i denne definition.
Metaheuristikker er en mængde af generelle heuristiske strategier, der kan bruges til at definere heuristi-
ske metoder, der kan bruges til løsning af en bred vifte af forskellige problemer. Med andre ord kan en
metaheuristik ses som en heuristisk metode med træk, der gør den generel brugbar, designet til at lede en
underliggende problemspecifik heuristik mod et lovende område af søgeområdet, der indeholder løsninger
af høj kvalitet [Stützle, 2004, s. 33].
En metaheuristik er derfor et generel algoritmisk framework, som kan bruges på forskellige optimerings-
problemer med relativt få modifikationer. En metaheuristik kan derfor tilpasses et specifikt formål. Denne
egenskab har gjort bl.a. ACO til en algoritme, der er let at tilpasse specielle problemer.
Dette skyldes, at der til velforståede problemer, såsom den rejsende sælgers problem (eng. Traveling Sales-
mans Problem TSP), eksisterer bedre tilpassede løsningsmetoder, der er designet til netop at løse dette ene
problem. Men for alle de problemer, der er en smule anderledes, kan disse metoder ikke bruges. Metah-
euristiske metoder har derimod den fordel, at de dækker bredt og kan tilpasses mange forskellige typer
problemer. Hvis to problemer er forskellige, men dog har meget tilfældes, er det meget sandsynligt, at der
kun skal få ændringer til for, at komme fra en algoritme til løsning af det ene problem til en algoritme til
løsning af det andet problem, når én metaheuristisk metode benyttes.
Altså har brugen af metaheuristik øget evnen til at finde kvalificerede løsninger til mange forskelligartede
og svære problemer, der er praktisk relevante kombinatoriske optimeringsproblemer, indenfor en rimelig
tid. Dette er specielt sandt for specielle problemer, for hvilke der ikke findes en specifik tilpasset metode til
løsning af problemet [Stützle, 2004, s. 33].
1.1.2 AntNet - routing i netværk ved hjælp af ACO
Hovedformålet med en routingsalgoritme er, at dirigere en strøm af data fra en kilde til en destination
igennem et netværk på en måde, der maksimere netværkets ydelse. Da netværkets karakteristika, såsom
trafikbelastning og netværkets topologi, variere, som en funktion af tiden, og datastrømmen er meget svær
at modellere, kan routing i netværk betegnes som både et vigtigt og et svært problem.
Routingsproblemets vigtigste karakteristika kan opsummeres til de følgende punkter [Di Caro & Dorigo,
1998]:
• Problemet er distribueret med store realtidsbegrænsninger, da udbredelsesforsinkelser ved distribu-
tion af information om fejl og status for netværket ikke er uden betydning. Det er således umuligt, at
opnå en komplet og fuldt opdateret viden om hele netværket fra en enkelt knude i netværket.
• Genereringen af datastrømme i netværket variere med tiden og er ikke forudsigelige. Da datastrøm-
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mene interagere rekursivt med routingsalgoritmen, er det umuligt, at opbygge en model af hele
systemet.
• Der findes forskellige mål for ydelse i et netværk, der skal tages i betragtning.
• Effektivitet er begrænset af det underliggende netværk. Brugerne af netværket er interesserede i en
hurtig, pålidelig og billig service. Dette betyder, at der må foregå en afvejning af forholdet mellem
ydelse og pris. På denne måde kan det underliggende netværk blive en begrænsning.
Routingsfunktionen har til formål, at indsamle, organisere og distribuere informationer om netværkets
status. Disse informationer benytter routingsfunktionen til at generere mulige ruter, der maksimere net-
værkets ydelse, og sende datatrafik langs de valgte ruter. Der findes mange forskellige routingsalgoritmer,
der følger en række af forskellige paradigmer indenfor routing, men alle søger de at udføre routingsfunk-
tionen.
Flere ACO algoritmer er blevet udviklet til at håndtere routing. Af disse routingsalgoritmer er AntNet
kun én algoritme. AntNet algoritmens behandling og løsning af routingsproblemet følger en bestemt frem-
gangsmåde, som det er tilfældet for alle andre routingsalgoritmer. Den fremgangsmåde, som AntNet al-
goritmen følger, kan klassificeres som en kombination af routingsparadigmer, der også følges af andre
routingsalgoritmer. For at afgrænse denne rapports problemfelt, vil mængden af routingsparadigmer, der
kan tages i betragtning, i det følgende blive afgrænset til de paradigmer og fremgangsmåder, der kan findes
blandt adaptive, distribuerede routingsalgoritmer i packet-switching netværk. AntNet er, som det senere vil
fremgå, en del af denne gruppe af algoritmer.
I et packet-switching netværk deles en datastrøm op i mindre pakker, der routes uafhængigt af datastrøm-
mens andre pakker. I modsætning til dette paradigme står circuit-switching netværk. I et circuit-switching
netværk etableres der en dedikeret, virtuel kanal gennem det pågældende netværk for hver forbindelse
(eng. connection) mellem to applikationer. Dette betyder, at trafikken kun routes en gang. Fremgangsmå-
den er ikke velegnede til netværk vis topologi ændre sig ofte. Topologiændringer forekommer ofte på
Internettet, i alle former for mobile netværk og i nogen grad i wired LAN. Derfor er packet-switching net-
værk et meget brugt paradigme.
Routingstabellen i en knuder i netværket er både en lokal database og en lokal model af den globale net-
værksstatus. Måden, hvorpå informationen i routingstabellen benyttes og opdateres, afhænger kraftigt af
algoritmens karakteristika. Da netværks karakteristika og formål kan være forskellige, har alle routings-
algoritmer både svagheder og styrker, der gør dem mere velegnet til nogle formål end andre. Derfor kan
routingsalgoritmer klassificeres efter forskellige fremgangsmåder, hvor de følgende overordnede kategorier
præsenteres her, mens underkategorier først præsenteres og diskuteres senere.
• centraliseret vs. distribueret
• statisk vs. adaptive
I distribuerede algoritmer deles knuderne om beregningen af router og udveksler oplysninger med hinan-
den. I en centraliseret algoritme er en central controller ansvarlig for at foretage routingsbeslutninger og
opdatere alle knuders routingstabeller. Ulemperne ved denne tilgang er en større forsinkelse ved tilpas-
ning af routingstabellen og en lavere fejltolerance, end er tilfældet for distribuerede algoritmer [Di Caro &
Dorigo, 1998].
Statiske algoritmer tager udelukkende en pakkes afsender og destination, og ikke netværkets status, i
betragtning, når en routingsbeslutning skal foretages. Adaptive algoritmer foretager derimod routingsbe-
slutninger, der reflekterer ændringer i topologien og, i de fleste tilfælde, status for trafikdistributionen
[Tanenbaum, 2003, s. 351].
Ifølge [Stützle, 2004, s. 223] er ACO algoritmen en lovende metode for routingsproblemets løsning, fordi
problemet har en distribueret natur og netværkets topologi og status løbende ændre sig. Derfor placerer
AntNet algoritmen sig i gruppen af adaptive, distribuerede routingsalgoritmer i packet-switching netværk.
AntNet er, som tidligere nævnt, ikke den eneste ACO algoritme, der er udviklet til at håndtere routings-
problemer eller den første, der blev udviklet til formålet. Men den har på det eksperimenterende stadie
opnået en god ydelse [Stützle, 2004, s. 223] og bruges i dag, som referencepunkt i undersøgelser af nye
ACO algoritmer til routing, se f.eks. [Tatomir & Rothkrantz, 2004] og [Carrillo et al., 2004] for eksempler på
dette. AntNet har desuden givet inspiration til nye anvendelser for ACO algoritmer. [Tatomir et al., 2004] er
et eksempel på dette, hvor AntNet har været inspirationskilde til et navigationssystem, der dirigere trafik
rundt i byer baseret på trafikdensitet og ruternes længde.
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1.2 Projektbeskrivelse
Formålet med denne rapport er, at skabe en forståelse hos læseren af, og indsigt i, AntNet algoritmens
overordnede simple design og dens underliggende kompleksitet. Ydermere skal denne forståelse gøre det
muligt, at reflektere over algoritmens brug og kommercielle muligheder. Målet for denne rapport er derfor
blevet tredelt, og tidligt i processen prioriteret i følgende rækkefølge:
1. Implementering af AntNet algoritmen, i form af en forholdsvis simpel simulering, programmeret i
Java, der har til formål at illustrere, hvorledes AntNet algoritmen opererer ud fra en defineret model
for et netværk. Netværksmodellen, der benyttes, er en forsimplet udgave af Internettet. Det skal
umiddelbart være muligt at udvide programmet eller benytte det som et værktøj.
2. Diskussion af en protokol for håndtering af ændringer i netværkets topologi.
3. En analyse og diskussion af AntNet algoritmen set i lyset af andre routingsalgoritmer og metoder.
Således kan rapportens hovedformål beskrives som formidling af, hvorledes ACO frameworket kan be-
nyttes til at løse routingsproblemet, og hvorledes denne metode adskiller sig fra andre routingsalgoritmer.
Implementeringen af AntNet skal vise, hvordan en simpel simulering af algoritmen kan implementeres
så den virker så intuitiv, at den understøtter forståelsen, der danner grundlag for diskussionen af AntNet
algoritmen. Med udgangspunkt i implementationen af AntNet algoritmen skal det desuden være muligt,
at overveje AntNet algoritmens kompleksitet og en retfærdiggørelse af denne kompleksitet.
1.3 Kravspecifikation til rapporten og det udviklede programmel
Ud fra projektbeskrivelsen kan de følgende krav defineres:
• AntNet algoritmen skal implementeres.
• Det skal undersøges om AntNet algoritmen tager højde for topologiændringer. Efterfølgende skal det
diskuteres, hvordan ændringer i netværkets topologi kan håndteres.
• En diskussion og analyse af AntNet i forhold til andre routingsalgoritmer og metoder skal udføres.
For at kunne udføre det første punkt, er det endvidere nødvendigt, at stille følgende krav først:
• En netværksmodel skal defineres, da denne skal implementeres sammen med AntNet.
• Der skal redegøres for ACO og AntNet således at læseren kender udgangspunktet for implemente-
ringen.
1.4 Målgruppe og læserens forudsætninger
Med udgangspunkt i projektbeskrivelsen og kravspecifikationen beskrives målgruppen. Denne rapport
henvender sig primært til den, der, uden forudgående viden om emnet, søger viden indenfor anvendelser
af metaheuristiske metoder og mere specifikt anvendelse af ACO. Endvidere henvender denne rapport sig
til dem der måtte have interesse i routingsalgoritmer og ønsker en introduktion til AntNet, og hvorledes
denne algoritme fungere og adskiller sig fra andre routingsalgoritmer.
Med udgangspunkt i den beskrevne målgruppe, kræves der nogle forudsætninger af læseren. Disse forud-
sætninger kan deles op i tre undergrupper:
• Viden om algoritmer og datastrukturer
• Kendskab til programmering
• Viden om netværk og routingsalgoritmer
Viden om algoritmer og datastrukturer: Det forudsættes, at læseren har et basalt kendskab til algoritmer
og datastrukturer. Kendskab til grafteori og forståelse af matematisk notation er i denne sammenhæng
essentiel.
Kendskab til programmering: Det forudsættes, at læseren har kendskab til programmering, når overvej-
elser omkring implementationen forklares. Desuden er det nødvendigt for at kunne forstå koden, der kan
findes i rapportens bilag.
Viden om netværk og routingsalgoritmer: Det forudsættes at læseren har kendskab til packet switched
og TCP/IP computernetværk, såsom Internettet, dets opbygning og hvilke faktorer der gør sig gældende
i et sådant netværk, når pakker skal routes. Endvidere er det en fordel, hvis læseren har et overordnet
kendskab til mindst en eller gerne flere routingsalgoritmer.
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Viden om routing, der derudover er nødvendig for at forstå, og følge, diskussionen af AntNet, gives der en
kort introduktion til, når den bliver nødvendig. For læseren der ønsker yderligere introduktion til routing
kan Tanenbaum og Kurose & Ross anbefales. [Tanenbaum, 2003] giver læseren en teoretisk introduktion til
paradigmer indenfor routing af trafik i kommunikationsnetværk, mens [Kurose & Ross, 2005, kapitel 4.5-
4.7] giver en forholdsvis let læselig, kort introduktion til routingsparadigmer og et par konkrete eksempler
på forskellige routingsalgoritmer.
For læseren der ønsker mere information om ACO kan vedkommende starte med [Stützle, 2004] og
http://www.aco-metaheuristic.org som indeholder referencer til adskillige videnskabelige og populær-
videnskabelige publikationer om ACO.
For læseren der ønsker en mere dybdegående viden om AntNet algoritmen kan specielt Di Caros ph.d.-
afhandling [Di Caro, 2004] anbefales.
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2 Metode og Disposition
Dette afsnit beskriver og argumenterer for metode og fremgangsmåde for denne rapport og det tilhørende
programmel, med udgangspunkt i projektformålet. Til sidst gives en disposition for rapporten og sammen-
hængen mellem de enkelte afsnit uddybes.
2.1 Generelt om metoden
Rapporten har til formål, at illustrerer, hvorledes ACO metaheuristikken kan benyttes til at løse routings-
problemet og diskuterer resultatet i forhold til eksisterende praksis på området. Dette formål er den valgte
metode på flere måder tilpasset. Det der generelt kendetegner metoden, der er benyttet, er et intuitivt de-
sign og overblik. Dette viser sig både i måden hvorpå rapport er opbygget, valget af ACO algoritme og
designet af programmet.
2.2 Valg af teori
Som tidligere nævnt, findes der flere forskellige algoritmer, der forsøger at løse routingsproblemet ved
hjælp af ACO metaheuristikken. AntNet algoritmen er i denne forbindelse valgt, fordi den kombinerer et
umiddelbart enkelt og intuitivt design med velovervejede og afprøvede fremgangsmåder. Dette skal forstås
således at AntNet algoritmen, på trods af en vis kompleksitet, er forholdsvis simpel på et overordnet
plan og samtidig er designet således, at den opnår en høj effektivitet i simuleringsforsøg. Flere dele af
algoritmens design giver mulighed for en høj grad af variation i algoritmens virkemåde. Dette betyder,
at algoritmen kan tilpasses forskellige konkrete forhold. Men vigtigst er, at variationsmulighederne og
designovervejelser er afprøvet og tilpasset.
2.3 Implementering af routingsalgoritmen AntNet
Implementationen af AntNet algoritmen er afgrænset til en simpel implementation. AntNet algoritmen
giver mulighed for flere forskellige implementationer, da mindre dele af algoritmen kan implementeres på
forskellige måder. F.eks. kan der findes en simpel, men knap så effektiv løsning, der kan benyttes i stedet
for en meget kompliceret løsning. I de tilfælde, hvor den løsning, der giver den bedste effektivitet, er meget
kompliceret, er der valgt en mere simpel løsning. Dette letter arbejdet med implementeringen og medvirker
til at undgå, at kompleksitet i mindre detaljer overskygger vigtigheden af sammenhængen og strukturen
i algoritmen. Ydermere gør afprøvning af implementationen det muligt, at vurdere virgtigheden af en vis
kompleksitet i AntNet algoritmen.
En mulighed for håndtering af ændringer i netværkstopologien implementeres ikke i programmet, da
implementationen skal illustrere de essentielle dele af AntNet algoritmen, på trods af at håndtering af
topologiændringer er vigtig for et hvert netværk.
Java er valgt som programmeringssprog ved implementationen af to årsager. Til dels er Java det program-
meringssprog som jeg personligt har mest erfaring med. I denne forbindelse er det også min vurdering,
at Java kan benyttes til at lave programmel, der er intuitivt og forholdsvist let forståeligt, da koncepter
som kunstige agenter, netværksknuder og kanter kan implementeres som objekter. Dette gælder i øvrigt
for alle objektorienteret programmeringssprog. En anden årsag til valget af Java er eksistensen af en pakke
til diskret hændelsessimulering i Java. Keld Helsgaun har udviklet en sådan pakke, se [Helsgaun, 2000],
der gør mit arbejde med implementationen lettere.
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2.3.1 Retningslinier for opbygning af netværksmodellen
Netværketsmodellen er en stærk forsimpling af et netværkslag. At opbygge en hel model af et TCP/IP net-
værk er et utrolig omfattende arbejde. Da projektformålet ikke er at opbygge en sådan model, er modellen
af netværket skåret ned til nogle få vigtige elementer.
2.3.2 Designovervejelser
Programmet er, for at gøre det så simpelt og intuitivt som muligt, opbygget således at sammenhængen mel-
lem koncepter i algoritmen findes tilsvarende i det udviklede program. Derfor er der benyttet en procesba-
seret diskret hændelsessimulering, ved hjælp af den tidligere nævnte pakke til simulering i Java [Helsgaun,
2000], til at simulerer pakker i netværket som processer. Dette valg skyldes, at en pakkes bevægelse gennem
netværket kan opfattes som en proces. Under normale omstændigheder er pakkerne ikke de aktive aktører.
Det er derimod knuderne i netværket. På dette punkt afviger procesbegrebet fra det reelle hændelsesforløb
i et netværk. Det kan der dog ses bort fra så længe AntNet algoritmen kun simuleres.
Der er gjort yderligere designovervejelser omkring implementationen af processerne. Der er gjort brug af
designmønsteret template method i en signifikant grad. Overvejelserne, der er foretaget i forbindelse med
valget af dette designmønster, præsenteres senere i rapporten, når processerne er introduceret.
2.4 Diskussion af AntNet
Diskussionen af AntNet algoritmen i denne rapport giver kun et overblik over en muligt større diskussion
om AntNet algoritmens fordele og ulemper, fremgangsmåde og egenskaber, samt diskussion om hvorvidt
fremgangsmåden i det hele taget er unik. Diskussionen tager udgangspunkt i sammenligninger med andre
routingsalgoritmer, kilders vurdering af AntNet algoritmen og andre ACO routingsalgoritmers håndtering
af ændringer i netværksmodellens topologi.
2.5 Disposition og læsevejledning
Resten af denne rapport er opbygget således, at en gradvis kvalificering opnås, hvis rapporten læses kro-
nologisk. Udgangspunktet er en generel introduktion til ACO, som er en forudsætning for at forstå AntNet
algoritmens opbygning. AntNet algoritmen præsenteres sideløbende med implementeringen af algoritmen
for at kunne illustrere, hvordan opbygningen implementeringen kan håndteres trin-for-trin efterhånden
som beskrivelsen går mere i detaljer. På grundlag af præsentationen af AntNet, diskuteres algoritmens
muligheder som routingsalgoritme i et TCP/IP netværk.
Kunstige myrekolonier Der redegøres for, hvorledes en myrekoloni, der ellers består af nogle meget simp-
le individer, kan løse opgaver hvis kompleksitet langt overstiger individernes individuelle evner. De
mekanismer, der gør myrekolonierne så effektive, er dem der har inspireret til ACO, men på visse
vigtige punkter adskiller ACO sig fra myrekolonierne. Hvorledes konkrete problemstillinger kan re-
præsenteres og redefineres som ACO problemer, gives der en generel introduktion til. Til sidst afslut-
tes der med en illustration af forskellen mellem statiske og dynamiske problemer, der repræsenteres
som ACO problemer.
En introduktion til routingsalgoritmen AntNet Dette afsnit giver et overblik over AntNet algoritmen og
introducere til de overordnede træk i implementationen af AntNet algoritmen.
Netværksmodel og datastrukturer Der gøres rede for den valgte netværksmodel, og hvorledes denne er
implementeret. Datastrukturerne i AntNet algoritmen beskrives. Hvorledes datastrukturerne er im-
plementeret beskrives.
Kunstige agenter som processer De kunstige agenter, som myrerne i myrekolonierne har inspireret til,
beskrives som processer, der først opbygger en løsning for derefter at evaluere løsningen og opda-
tere modellerne, som AntNet algoritmens datastrukturer implementere. Sideløbende forklares det,
hvorledes de kunstige agenter er implementeret som processer i implementationen af AntNet.
Opbygning og Afprøvning af AntNet-simulering Det forklares, hvorledes en netværksmodel implemen-
teres ved hjælp af det udviklede programmel, således at routing ved hjælp af AntNet algoritmen kan
simuleres i netværk. Efterfølgende opstilles en strategi for afprøvning af det udviklede programmel
og resultater af afprøvningen beskrives.
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En diskussion af AntNet Her diskuteres AntNet algoritmen i en sammenhæng, der inddrager brugte rou-
tingsalgoritmer og forhold, der gør sig gældende for et fungerende TCP/IP netværk. Det diskuteres,
hvad der adskiller AntNet algoritmen fra routingsalgoritmer, der er i brug. Ligeledes diskuteres lig-
hedspunkter, svagheder og styrker, og hvorledes AntNet algoritmen kommer fra en position som
eksperiment til en effektiv routingsalgoritme i brug.
Diskussion En diskussion af rapporten og implementeringens indhold og resultat med udgangspunkt i
projektbeskrivelsen.
Konklusion En konklusion af resultatet foretages med udgangspunkt i den foregående diskussion.
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3 Kunstige myrekolonier
På trods af at individerne i en myrekoloni er meget simple, er myrekolonier distribuerede systemer, der re-
præsenterer en struktureret social organisation. Som et resultat af denne organisation kan myrerne udføre
komplekse opgaver, der langt overgår det enkelte individs evner.
Myrekolonierne er ikke styret af en ledelse. Den enkelte myre foretager sine beslutninger ud fra, hvordan
de lokale omgivelser ser ud i beslutningsøjeblikket. Dette gør myrekolonien til et selvorganiserende sy-
stem. Netop disse egenskaber er udgangspunktet for, og inspirationskilden til, de såkaldte myrealgoritmer
(eng. ant algorithms). Modellerne, som algoritmerne udgør, er skabt efter observationer af rigtige myrers
adfærd og bruges til at designe nye algoritmer til løsning af optimeringsproblemer og distribuerede proble-
mer. Grundideen er, at selvorganiseringsprincipperne, som tillader den høje grad af koordinerende adfærd
blandt myrerne, kan udnyttes til at koordinere populationer af kunstige agenter, der samarbejder om at
løse et problem.
Flere aspekter af adfærden i myrekolonier har inspireret forskellige myrealgoritmer. Eksempler er myrernes
indsamling af føde, fordeling af arbejde og samarbejde omkring transport [Stützle, 2004]. I disse eksempler
koordinerer myrerne deres aktivitet via indirekte kommunikation, medieret af modifikationer af miljøet.
F.eks. efterlader en myre, der samler føde, et kemisk spor på jorden, der øger sandsynligheden for at andre
myrer følger det samme spor.
Biologierne har vist, at mange koloniers adfærd, observeret hos forskellige arter af sociale insekter, kan
forklares via en forholdsvis simpel model, i hvilke kun indirekte kommunikation benyttes. Med andre ord
har biologerne vist, at det er tilstrækkeligt, at benytte indirekte kommunikation til at forklare, hvordan
insekterne kan opnå selvorganisering [Stützle, 2004]. Ideen bag myrealgoritmerne er, at bruge en form for
kunstig indirekte kommunikation til at koordinere samfund af kunstige agenter. Et af de mest succesfulde
eksempler på myrealgoritmer er ACO [Stützle, 2004].
Dette introducerende kapitel beskriver, hvordan myrers fødeindsamlende adfærd har inspireret til defini-
tionen af kunstige agenter i ACO. Endvidere gives der en beskrivelse af ACOs overordnede funktionalitet
og hvorledes problemer repræsenteres. Til sidst gives der eksempler på, hvorledes ACO repræsentationen
af henholdsvis et dynamiske og statiske problem opskrives. I denne forbindelse beskrives forskellen på de
to typer af problemer med udgangspunkt i ACO metaheuristikken.
3.1 Fra myrer til ACO metaheuristikken
I dette afsnit forklares mekanismerne, der understøtter myrekolonier som selvorganiserende systemer. Der
gives desuden eksempler, der skal illustrere, hvorledes myrernes samarbejde fungerer. Dette danner ud-
gangspunktet for definitionen af de kunstige myrer og de systemer de indgår i.
3.1.1 Mekanismer i myrekolonier
Som dette afsnit vil vise, fungerer myrekoloniens adfærd, når koloniens individer indsamler føde, primært
på grundlag af følgende mekanismer 1:
• Indirekte kommunikation
• Positiv feedback
• Negativ feedback
• Selvorganisation
• Tilfældighed
1 Listen er inspireret af [Bundgaard et al., 2002].
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Disse mekanismer forsøger ACO at implementere i de kunstige agenter, således at de kan gøre brug af
dem og derudover implementere yderligere mekanismer, der gør ACO mere alsidig og fleksibel end myre-
kolonierne. Dette omtales i afsnit 3.1.2.
Indirekte kommunikation
Som nævnt før er myrekolonier ikke organiseret med en ledelse, der koordinerer myrernes arbejde, men
de enkelte individer interagerer med hinanden gennem deres umiddelbare omgivelser og kan derigennem
skabe en kompleks fælles adfærd. En myre manipulere miljøet, som den befinder sig i, for at kunne kom-
munikere information til andre myrer, der senere passere igennem området. Et individ skal således ikke
befinde sig på samme sted som de individer, den vil kommunikere med. Mange insektkolonier bruger
duftstof (eng. pheromone) til dette formål.
Interaktionen mellem de enkelte individer gennem deres umiddelbare omgivelser er en indirekte form for
kommunikation. Det engelske ord stigmergy er det begreb der definere denne indirekte form for kommuni-
kation. Begrebet stigmergy er således et mere præcist og afgrænset begreb end indirekte kommunikation.
Men på grund af mangel på en bedre dansk betegnelse bliver indirekte kommunikation i denne rapport
brugt som synonymt med stigmergy.
Når myrerne bevæger sig rundt efterlader de et duftstof. Alle myrer har en naturlig tendens til at følge den
vej, hvor der er mest duftstof, og derved følge den vej flest andre myrer før har fulgt. Denne adfærd udgør
en model for en indirekte kommunikation, der kan skabe positiv feedback.
Positiv feedback
Positiv feedback giver myrerne mulighed for at vælge de bedste løsninger på et problem. I det tilfælde hvor
en myrekoloni er i gang med at fouragere, består problemet i at finde den korteste vej fra myretuen til en
fødekilde. Hvordan dette kan foregå forklares i det følgende eksempel2. Figur 3.1(a) viser en dobbelt-bro fra
(a) En bro med to veje fra
myretuen til fødekilden.
(b) Omkring halvdelen af
myrerne vælger den ene
vej, mens den anden halv-
del vælger den anden vej.
(c) Efter noget tid har my-
rerne fundet den korteste
vej.
Figur 3.1 Double-bridge eksperimentet: Et eksempel med rigtige myrer.
myretuen til fødekilden. I dette eksempel kender myrerne ikke en vej mellem myretuen (B) og fødekilden
(A). Den korteste rute er BEA, og den længste af de to ruter er BFA. Da myrerne ikke ved, hvilken af de
to veje der er den korteste vil der være ca. lige så stor sandsynlighed for at en tilfældig myre vælger BEA,
som den vælger BFA. På figur 3.1(b) har ca. lige mange myrer valgt de to forskellige ruter. Efter noget tid
vil myrerne, ved hjælp af den positive feedback, have fundet den korteste vej som figur 3.1(c) illustrerer.
Resultatet, som figur 3.1(c) viser, er dog et alt for pænt og urealistisk.
Hvordan skridtet fra figur 3.1(b) til figur 3.1(c) forløber og hvordan resultatet reelt kan se ud, vil blive
illustreret vha. et tænkt forsøg med en graf-repræsentation af broen med de to veje, se figur 3.2. I dette
eksempel har den korteste vej mellem punkterne A og B en vægt, dvs. en værdi, der er 4 gange mindre end
den længste vej.
I den følgende beskrivelse af udviklingen i forsøget tages der udgangspunkt i de følgende punkter:
2 Eksemplet er inspireret af double bridge eksperimentet beskrevet i [Stützle, 2004] og [Bundgaard et al., 2002].
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Figur 3.2 Således kan eksemplet med myrerne, der indsamler føde repræsenteres med en vægtet graf.
• Der ses bort fra afstanden mellem punkterne A og C, dvs. afstanden behandles som om den havde
værdien 0.
• For hver tidsenhed sendes der 30 myrer af sted fra myretuen og dette gøres t = 10 gange.
• For hver tidsenhed kan myrerne bevæge sig hvad der svare til værdien 1 på grafen.
• Myrernes rute bestemmes altid af fordelingen af duftstof på grafens kanter.
• Myrernes rute fra fødekilden og tilbage til myretuen er uafhængig af deres valg af rute mellem
myretue og fødekilde.
• Duftstoffet forsvinder ikke igen fra kanterne.
• Duftstoffet på kanten mellem D og F opdateres når myrerne passere D, mens duftstoffet på kanten
mellem F og C opdateres når myrerne passere C.
• Hver myrer der passere en kant lægger en enhed i duftstof på kanten uafhængigt af fordelingen af
duftstof på grafen.
Figur 3.3 viser hvad der sker ved de første fem og den sidste tidsenhed. Ved tiden t = 0, se figur 3.3(a),
sendes de første 30 myrer af sted. Da der endnu ikke er noget duftstof på grafen gælder det, at sandsyn-
ligheden for at en myre vælger ruten over knuden F, p(F), er 1/2. Sandsynligheden for at en myre vælger
ruten over knuden E, p(E), er ligeledes 1/2 i dette tilfælde, da p(E) = 1− p(F). Derfor sendes 15 myrer
mod knuden E. Ligeledes sendes 15 myrer mod knuden F.
Når de 30 myrer, der kommer fra myretuen, eller de myrer der kommer fra fødekilden, skal finde ud af
hvilken vej de skal gå beregnes det vha. formel 3.1.
p(F) = du f tsto f (D,F)du f tsto f (D,F)+du f tsto f (D,E)
p(E) = 1− p(F) (3.1)
Ved t = 4 befinder der sig duftstof på alle grafens kanter. På dette tidspunkt er sandsynligheden for en
tilfældig af de 30 myrer, der kommer fra myretuen, vælger ruten over knuden F således p(F) = 5252+116 =
0, 31. Dette betyder, at sandsynligheden for at en tilfældig af de 30 myrer vælger ruten over knuden E er
p(E) = 1− 0, 31 = 0, 69. Derfor vælger 30 · 0, 69 ≈ 21 ud af de 30 myrer, ved tiden t=4, ruten over knuden
E, mens de resterende 9myrer vælger ruten over knuden F, som det kan ses på figur 3.3(e). Som figur 3.3(f)
viser, vil flest myrer vælge den korteste vej BEA, frem for den længste. Men forsøgets udvikling går næsten
i stå efter dette tidspunkt, dvs. der forekommer en stagnation, på trods af at den længste vej er betragtelig
dårligere end den korteste, og alle myrerne således burde vælge den korteste vej.
Hvis det var en rigtig myrekoloni ville flere myrer vælge den korteste vej. Dette skyldes, at der er flere
mekanismer der påvirker myrekolonien. F.eks. gavner negativ feedback myrekolonien.
Negativ feedback
Hvis myrernes selvorganisering udelukkende afhang af positiv feedback, ville der umiddelbart opstå et
problem, når den fundne optimale løsning ikke længere er attraktiv. Dette kunne f.eks. skyldes at myrerne
havde hentet al føde ved en attraktiv fødekilde. I dette tilfælde er det optimalt, at duftstof-sporene for-
svinder over tid, således at de ikke længere tiltrækker myrer uden grund. Dette sker ved fordampning af
duftstof som således giver systemet en form for negativ feedback.
Negativ feedback kan ligeledes forhindre, at en koloni for hurtigt søger mod en løsning, som ikke er opti-
mal, dvs. systemet stagnerer. Hvis stagnation forekommer, stiller myrerne sig tilfreds med en løsning, der
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(a) Tiden 0 (b) Tiden 1 (c) Tiden 2
(d) Tiden 3 (e) Tiden 4 (f) Tiden 10
Figur 3.3 Myrernes bevægelse over en tidsperiode på broen med de to veje.
ikke er god nok og de holder op med at undersøge, om der er bedre muligheder. Hvis noget af duftstoffet
forsvinder over tid, tvinges myrerne, med tiden, til at undersøge andre muligheder.
Myrekolonierne kan også benytte en anden form for feedback, der falder ind under opdatering af sporerne
med duftstof. Disse opdateringer kan for myren være afhængige af styrken af det spor, der befinder sig
i myrens lokale miljø. Hvis styrken er høj efterlader myren mere duftstof, mens hvis sporet er svagere
efterlader den mindre duftstof. Der er altså tale om en slags regulering af den positive feedback [Stützle,
2004]. Dette vil kunne afhjælpe problemer med eksemplet på figur 3.3(f).
En negativ feedback kan også benyttes med en anden reguleringsstrategi. Strategien er en form for norma-
lisering af duftstofsværdierne. I dette tilfælde vil en gruppe af duftstofsværdier tilknyttet en knude have
den samme totale værdi gennem hele algoritmens liv. Med andre ord er der en vis mængde duftstof, der
kan deles ud mellem alle knudens kanter. Der vil derfor foregå en omfordeling af duftstof for hver opda-
tering. Hver gang en kant opdateres med en mængde duftstof, må den tilsvarende mængde duftstof tages
fra de andre kanter.
Selvorganisation
Definitionen af selvorganisering kan defineres som følgende3
Selvorganisering er en proces, i hvilken et mønster på systemets globale niveau udelukkende opstår fra
utallige interaktioner mellem simple komponenter i systemet. Ydermere specificerer reglerne, at interak-
tionen mellem systemets komponenter udføres ved hjælp af lokal information uden reference til globale
mønstre [Camazine et al., 2002, s. 8]
Denne definition gælder i sin helhed også for myrekolonierne. Da selvorganiserende systemer fungerer ved
hjælp af både positiv og negativ feedback, og desuden er tæt knyttet til begrebet indirekte kommunikation
[Camazine et al., 2002], er myrekolonierne på mange måder selvorganiserende systemer.
3 Min oversættelse.
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Tilfældigheder i selvorganisering
I myrekolonier bevæger en isoleret myre sig ofte tilfældigt rundt ind til den f.eks. støder på et spor af
duftstof [Colorni, 1996] eller en ny fødekilde. Tilfældigheder i myrernes opførsel kan have stor betydning
for selvorganiseringens succes. Tilfældigheder i en myres opførsel kan f.eks. være valget af en tilfældig vej,
mindre fejl i myrens evne til at følge et duftstof eller andre tilfældigheder og hændelser, der kan ændre
myrens adfærd eller valgte retning. Disse tilfældigheder kan resultere i, at myren finder nye attraktive
fødekilder, eller en ny og bedre løsning til et kendt problem. Tilfældigheder er ofte af meget stor betydning
for, om den bedste vej i det hele taget opdages.
3.1.2 Overgangen til kunstige agenter
Myrekolonier besidder altså indbyggede optimeringsegenskaber. Ved hjælp af regler for sandsynligheden
af hændelser, baseret på lokal information, kan myrerne finde den korteste vej mellem to punkter i deres
omgivelser. Ved at bruge dette som inspiration, er det muligt at designe kunstige myrer, der ved at bevæge
sig rundt på en graf, kan modellere de rigtige myrers adfærd. Derved kan den korteste vej findes mellem
flere punkter på grafen, såsom i eksperimentet der er vist på figur 3.3.
ACO er en metaheuristik, i hvilken en koloni af kunstige agenter samarbejder om at finde gode løsninger
på svære diskrete problemer. Samarbejdet er nøglen i designet af ACO algoritmer, da ressourcerne til at
udføre beregninger ligger hos de relativt simple agenter. Disse agenter kommunikerer indirekte via miljøet
de befinder sig i, dvs. ved hjælp af indirekte kommunikation med både positiv og negativ feedback. En
egenskab ved agenternes interaktion gennem deres samarbejde er, at gode løsninger opstår ud fra det.
Formålet med de kunstige agenter er ikke at modellere rigtige myrer. Formålet er at bruge nogle af de
mekanismer, der gør myrekolonien til et velfungerende selvorganiserende system, som udgangspunkt for
implementeringen af et system, der er i stand at løse komplekse problemer. Mange af de problemer, et
sådant system skal være i stand til at løse, er mere komplekse end dem som myrekolonierne vil være i
stand til at løse. Derfor er det nødvendigt, at de kunstige agenter har egenskaber, som ikke kan tilskrives
myrerne. Samtidig er det også ønskværdigt at holde de kunstige agenter så simple som mulige.
Nogle af de egenskaber en kunstig agent besidder, udover de allerede nævnte, er de følgende:
• En lille mængde hukommelse, der bl.a. kan indeholde informationer om myrens rute.
• Evnen til at kunne følge mere komplicerede regelsæt. F.eks. kan agenten vælge en vej fra på baggrund
af sin hukommelse af hvor den har været før. Dette kan f.eks. være nyttigt, hvis agenten ikke ønsker
at vende tilbage til steder, hvor den har været før.
• Slutbetingelser, der afslutter myrens vandring
Inden en mere detaljeret beskrivelse af de kunstige agenters egenskaber gives, kræves først en formel
beskrivelse af problemrepræsentationen.
3.2 Problemrepræsentation
En kunstig agent i ACO er en stokastisk konstruerende procedure, der iterativt bygger en løsning ved at
lægge delløsninger til en løsning, der er under konstruktion. Delløsningerne skal være opportune løsninger,
dvs. løsninger der er hensigtsmæssige og fordelagtige i den bestemte situation. Fremgangsmåden betyder,
at ACO metaheuristikken kan bruges på kombinatoriske optimeringsproblemer for hvilke en konstrueren-
de heuristik kan defineres [Stützle, 2004, s. 34]. Da dette betyder, at ACO som metaheuristik kan benyttes
til mange kombinatoriske optimeringsproblemer, er det interessant at have en generel model for, hvorledes
skridtet fra problem til problemrepræsentation tages. Dette giver de kunstige agenter en platform, ud fra
hvilken deres konstruerende adfærd kan defineres.
I dette afsnit gives der en formel karakteristik af repræsentationen, som de kunstige agenter benytter, og
af de retningslinier, som de implementerer i problemløsningen med udgangspunkt i den i [Stützle, 2004, s.
34-38] givne problemrepræsentation.
Da ACO metaheuristik ofte har til formål at løse et minimeringsproblem, tages der i denne definition ud-
gangspunkt minimeringsproblemet O = (S, f ,Ω), hvor S er mængden af kandidatløsninger, f er den ob-
jektfunktion der bruges til at tilskrive en kvalitet f (s, t) til hver kandidatløsning s ∈ S og Ω(t) er mængden
af begrænsninger. Parameteren t angiver, at den objektfunktion og begrænsningerne kan være tidsafhæn-
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gige. Dette gælder kun for dynamiske problemer. Målet for O er at finde et muligt globalt optimum s∗ ∈ S,
dvs. en mulig løsning med den laveste omkostning til minimeringsproblemet.
Det kombinatoriske optimeringsproblem O = (S, f ,Ω) kan repræsenteres i en grafrepræsentation, hvor
knuder i grafen er en mængde, C = c1, c2, ..., cn, af komponenter, hvor n er antallet af komponenter, af hvilke
en løsning kan opbygges. Problemets tilstand i en kunstig agent er defineret i en sekvens x = 〈ci, cj, ..., ch, ...〉
af elementer i C. Problemets tilstand kan være andet end en af de mulige løsninger i mængden S. Tilstan-
den kan potentielt være en hvilken som helst kombination af elementerne i C. Men i alle tilfælde vil x være
at finde i mængden X, der er defineret som mængden af alle tilstande for problemet. Mængden af kandi-
datløsninger, S, er en delmængde af X, altså S ⊆ X. Dvs. at mængden af kandidatløsninger kun udgør en
delmængde af alle mulige tilstande for problemet. Dette skyldes, at der er begrænsninger, f.eks. Ω(t), som
kandidatløsningerne skal overholde.
En omkostning g(s, t) er associeret med hver kandidatløsning s ∈ S. I de fleste tilfælde gælder, at g(s, t) ≡
f (s, t), ∀s ∈ S˜, hvor S˜ ⊆ S er mængden af mulige kandidatløsninger opnået fra S via begrænsningerne
Ω(t). Dette betyder, at omkostningen, der er associeret med en kandidatløsning s, der ikke overtræder
begrænsningerne i Ω(t), er givet ved den objektfunktion f (s, t).
Givet denne formulering kan kunstige agenter bygge løsninger ved at vandre på kanterne af konstruktions-
grafen, GC = (C,K), hvis knuder er komponenterne i C og kanterne mellem komponenterne er mængden
K. Disse kanter kaldes også forbindelser. Grafen GC er en komplet graf, dvs. at K indeholder alle par af
komponenterne i C. Agenterne skal således undersøge begrænsningerne i Ω(t) inden de tilføjer en ny kant
til deres løsning.
Problemets begrænsninger, Ω(t), er implementeret i retningslinierne, der følges af de kunstige agenter. Val-
get af implementering for disse retningslinier er i stor grad fleksibel, da de kan implementeres således, at
de kunstige agenter undervejs følger retningslinierne, så de kun kan opbygge mulige løsninger. Alternativt
kan de implementeres således, at agenterne kan bygge løsninger, der senere undersøges. Derved er det
under evalueringen af løsningerne, at agenterne kan straffes for deres generering af ikke lovlige løsninger,
som en funktion af løsningernes grad af ulovlighed.
Med udgangspunkt i problemrepræsentationen kan de kunstige agenters egenskaber og rolle defineres.
Hver kunstig agent undersøger konstruktionsgrafen GC = (C,K) for at finde en optimal løsning s∗ ∈ S∗.
Problemets begrænsninger Ω(t) er bygget ind i de kunstige agenters konstruerende heuristik, således at
de finder løsninger fra mængden S∗. Komponenterne ci ∈ C og forbindelserne kij ∈ K har associeret et
duftstof τ, dvs. τi er associeret med komponenter og τij er associeret med forbindelser, og en heuristisk
værdi η, dvs. henholdsvis ηi og ηij.
Duftstoffet er en oplysning, der er resultatet af alle de opdateringer de kunstige agenter selv har foreta-
get. I modsætning til duftstoffet repræsenterer den heuristiske værdi en information om det pågældende
problemet eller køretidsinformationer, der kommer fra en anden kilde end de kunstige agenter. I mange
tilfælde er η en omkostning, eller et estimat af en omkostning, for at lægge en komponent eller forbindelse
til løsningen under konstruktionen, f.eks. kan den være omvendt proportionel med en kants vægt. Disse
værdier, både duftstof og heuristiske værdier, bruges af den kunstige agents heuristik regel til at foretage
beslutninger om, hvordan den skal bevæge sig på grafen baseret på sandsynligheder.
Hver kunstig agent k i en koloni har de følgende egenskaber:
• Den har en hukommelse Mk der kan bruges til at opbevare informationer om den rute, den har fulgt
ind til videre. Hukommelsen kan bruges til (1) at bygge lovlige løsninger, dvs. begrænsningerne i
Ω(t) implementeres; (2) udregne den heuristiske værdi η; (3) evaluere løsningen der er fundet; og (4)
gå tilbage til udgangspunktet ad den vej, som førte til målet.
• Den har en starttilstand xks og en eller flere betingelser ek tilknyttet, der kan afslutte den kunstige
agents løsningskonstruktion. F.eks. kan starttilstanden indeholde den knude, som agenten starter
med at lægge til sin sekvens af knuder, mens ek f.eks. kan være en begrænsning på længden af
kandidatløsningen s eller en endelig destination.
• Når ingen af betingelserne ek er opfyldt, flytter agenten til en knude j i dens nabolag, N k(j). Hvis
mindst en af betingelserne ek er opfyldt stopper agenten med at forsøge at løse problemet. Når en
agent konstruerer en kandidatløsning, er flyt til ulovlige tilstande forbudt i de fleste algoritmer der
benytter ACO metaheuristikken, enten ved hjælp af agentens hukommelse eller ved hjælp af en, til
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formålet, veldefineret heuristik værdi η.
• Den vælger en ny knude eller forbindelse ved at benytte en beslutningsregel, der er baseret på sand-
synligheder. Denne beslutningsregel er en funktion af (1) det lokalt tilstedeværende duftstof og h-
euristik værdier, dvs. duftstof og heuristik værdier associeret med komponenter og forbindelser i
nabolaget af agentens nuværende position på grafen GC; (2) agentens private hukommelse som op-
bevarer dens nuværende tilstand; (3) problemets implementerede begrænsninger Ω(t).
• Når et komponent cj tilføjes den nuværende tilstand, kan agenten opdatere duftstoffet τ, der er
associeret med komponenten eller den forbindelse, som agenten har fulgt.
• Når den har konstrueret en løsning, kan den følge den samme vej tilbage og opdatere duftstofferne
for komponenterne i løsningen x.
Det er vigtigt at holde for øje, at de kunstige agenter agerer uafhængigt af hinanden, og selvom hver a-
gent er kompleks nok til at finde en løsning på problemet, kan løsninger af god kvalitet kun opstå som et
resultat af den samlede interaktion mellem agenterne. Denne indirekte kommunikation opnås gennem in-
formationer, som agenterne læser og skriver i variabler, der opbevarer oplysninger om duftstof. De enkelte
agenter er i sig selv således ikke adaptive, men de tilpasser deres omgivelser således, at den måde, hvorpå
problemet er repræsenteret og opfattes af andre agenter, modificeres.
3.2.1 ACO Algoritmen
De kunstige agenters egenskaber er i det foregående blevet defineret. Der er en stærk sammenhæng mel-
lem agenternes egenskaber og en definition af en generel algoritme for ACO. Derfor består en overordnet
definition af en algoritme, der benytter ACO metaheuristikken, i en procedure der beskriver de kunstige
agenters fremgansmåde.
I det følgende tages der videre skridt mod definitionen af ACO algoritmen, og der gives derfor en definition
af det framework som ACO metaheuristik kan beskrives i. Den følgende definition af ACO metaheuristik
og ACO algoritmen dækker de fleste varianter af ACO for diskrete optimeringsproblemer. Figur 3.4 viser
grafisk hvordan en ACO algoritme arbejder generelt. Når et kombinatorisk optimeringsproblem skal løses
Figur 3.4 En grafisk visning af hvordan en ACO algoritme arbejder generelt, inspireret af [Blum, 2005, s. 359].
ved hjælp af en ACO algoritme, skal der først findes en mængde C af løsningskomponenter, som benyttes
til at samle en løsning på optimeringsproblemet. Dernæst skal der defineres en mængde T af værdier for
duftstofferne. Mængden af duftstofsværdier kaldes duftstofsmodellen, se. figur 3.4, eller en duftstofmatrix,
som kan betragtes som en probabilitisk model med parametre. Denne model er en af de centrale kompo-
nenter i ACO metaheuristik [Blum, 2005, s. 359].
Duftstofsmodellen bruges til at generere løsninger på problemet, der behandles ved at samle løsninger af
en mængde af løsningskomponenter, dvs. mængden C. Generelt søger ACO algoritmen at løse et optime-
ringsproblem gennem iteration af de to følgende skridt [Blum, 2005, s. 359], se figur 3.4:
• Kandidatløsningerne konstrueres ved hjælp af duftstofsmodellen.
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• Kandidatløsningerne bruges til at modificere værdierne i duftstofsmodellen på en måde, der skal lede
senere løsninger mod en højere kvalitet.
Opdateringen af duftstofferne har til formål at koncentrere søgningen i områder af søgeområdet, hvor der
findes løsninger af høj kvalitet.
De processer der vises på figur 3.4 kan også beskrives ved hjælp af pseudokoden på figur 3.5, der de-
ler ACO algoritmen op i tre algoritmiske komponenter; KonstruktionAfLøsning(), OpdaterDuftstof()
og BaggrundsHandlinger(). Disse komponenter skal foretages i en rækkefølge og synkroniseres [Stützle,
2004; Blum, 2005]. Hvordan dette foregår skal implementeres af algoritmedesigneren, dvs. ACO metah-
euristikken ikke fastlægger dette.
while betingelser for at stoppe ikke er mødt do1
KonstruktionAfLøsning;2
OpdaterDuftstof;3
BaggrundsHandlinger;4
end5
Figur 3.5 ACO-Metaheuristik
3.2.1.1 KonstruktionAfLøsning()
Proceduren KonstruktionAfLøsning() sammensætter en løsning, som en sekvens af løsningskomponenter
fra mængden C ved hjælp af en kunstig agent. Hver konstruktion af en løsning starter med den tomme se-
kvens x = 〈〉. For hvert skridt i konstruktionen af en løsning udvides x ved at tilføje et løsningskomponent
cj, for hvilket det gælder, at N k(ci) ⊆ C ∧ ¬(ci ∈ x) [Blum, 2005, s. 360], når ci er det senest tilføjede kom-
ponent. Hvordan N k(ci) er specificeret afhænger af mekanismer i løsningskonstruktionen, men udtrykket
er oftest synonymt med naboknuderne til ci, der ikke er afskåret for de kunstige agenter af begrænsnin-
gerne i Ω. Den sidste del af udtrykket N k(ci) ⊆ C ∧ ¬(ci ∈ x) indikerer, at der er en begrænsning i de
muligheder den kunstige agent har for at vælge blandt naboknuderne. Begrænsningen består i at knuder
som den pågældende agent allerede har besøgt, ikke kan vælges.
Valget af løsningskomponenten, der lægges til x fra N k(ci) foretages probabilistisk ud fra duftstofsmodel-
x = 〈〉;1
Bestem N k(ci);2
while N k(ci) 6= ∅ do3
ci ← VælgFra(N k(ci));4
x ← udvider x ved at lægge løsningskomponenten c til x;5
Bestem N k(ci + 1);6
i = i+ 1;7
end8
Figur 3.6 Proceduren KonstruktionAfLøsning(), der udføres for hver kunstig agent k.
len, se VælgFra(N k(ci)) på figur 3.6. I de fleste ACO algoritmer vælges det næste komponent ci+1 i proces,
der er defineret ved hjælp af den følgende formel [Blum, 2005, s. 360]:
p(cy|s) =
[τy]α · [η(cy)]β
∑cj∈N k(ci)[τj]α · [η(cj)]β
, ∀cy ∈ N k(ci) (3.2)
hvor η er en funktion, der tilskriver en heuristisk værdi η(cj) til hver mulig løsningskomponent cj ∈ N k(ci)
ved hvert skridt i konstruktionen. Det, som formel 3.2 således udtrykker, er, hvor attraktive komponenter-
ne i agentens nabolag, N k(ci), der ikke allerede er i s, er i forhold til de andre komponenter i nabolaget
N k(ci). Ud fra dette kan det næste komponent ci+1, se figur 3.6, der lægges til x, således vælges.
Eksponenterne α og β er positive parametre, hvis værdier bestemmer relationen mellem duftstof og heuri-
stisk information. Parametrene angiver således et vægtet forhold mellem duftstof og heuristisk information.
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3.2.1.2 OpdaterDuftstof()
Proceduren OpdaterDuftstof() er en regel for opdatering af duftstof. Opdateringsreglen består af to dele
- forduftning af duftstof og udlægning af duftstof. Forduftning af duftstof sikre en ensartet måde, hvorpå
duftstofsværdierne mindskes for at simulere forduftning. Det gøres med det formål, at undgå, at algorit-
men for hurtig søger mod et område af søgeområdet, der indeholder sub-optimale løsninger. Forduftning
implementerer således en form for forglemmelse, der muliggør udforskningen af nye områder i søgeområ-
det.
En eller flere løsninger fra nuværende og/eller tidligere iterationer benyttes til at øge værdien af duftspor
på løsningskomponenter, der er en del af den pågældende løsning. Til dette formål findes der flere forskel-
lige strategier, se [Blum, 2005, s. 361] for en kort oversigt over nogle af disse.
3.2.1.3 BaggrundsHandlinger()
Nogle handlinger kan ikke implementeres i en enkelt agent, derfor implementeres sådanne handlinger
i BaggrundsHandlinger(). Et eksempel på handlinger af denne art er situationer, hvor der er behov for
globale oplysninger for at udlægge ekstra duftstof. Dette kunne f.eks. være at lægge ekstra duftstof på den
bedste løsning hidtil.
En handling, såsom at lægge ekstra duftstof på den bedste løsning hidtil, er en handling der kræver globale
informationer. At ACO algoritmen kan benytte sig af sådanne mekanismer er en af de ting der adskiller den
mest fra sit udgangspunkt, da ACO på denne måde ikke følger definitionen af selvorganiserende systemer
i afsnit 3.1.1.
3.3 Statiske og dynamiske problemer
ACO algoritmer kan bruges til at løse både statiske og dynamiske kombinatoriske optimeringsproblemer.
Karakteristisk for statiske problemer er at problemet gives en gang, når det defineres. Derefter ændrer pro-
blemet sig ikke, mens der arbejdes på at løse problemet. Et eksempel på et sådant problem er den rejsende
sælgers problem (eng. Traveling Salesmans Problem) TSP. Den rejsende sælgers problem er det problem,
som en sælger har, hvis han skal besøge n byer en gang, i den rækkefølge, der giver den kortest mulige vej.
Sælgeren skal desuden vende tilbage til den by han startede i, når han har besøgt alle de andre n− 1 byer.
Problemet er givet en gang med dets definition af byers placeringer og afstandene imellem dem. Derfor
ændrer værdierne sig ikke mens problemet løses.
Værdierne er ikke fastlagt for et dynamisk optimeringsproblem. For et dynamisk optimeringsproblem be-
står problemdefinitionen i en funktion af flere variable, der fastlægges af de dynamiske mekanismer i det
underliggende system [Stützle, 2004, s. 34]. Derfor ændrer instansen af problemet sig undervejs. Dette bety-
der, at optimeringsalgoritmen må være i stand til at tilpasse sig til de ændringer der forekommer i miljøet.
Et eksempel på et dynamisk optimeringsproblem er routing af trafik i et netværk, da trafikintensiteten og
netværkets topologi kan variere i tid.
I det følgende gives der en nærmere beskrivelse af problemrepræsentationen for de to forskellige proble-
mer, der er nævnt som eksempler på henholdsvis et statisk og et dynamisk problem.
3.3.1 Et eksempel på et statisk problem - TSP
TSP problemet kan repræsenteres som en vægtet graf G = (V, E) hvor V er mængden af n byer, repræsen-
teret som knuder på grafen, og E er mængden at veje, repræsenteret som kanter på grafen, der forbinder
alle knuder med hinanden. Hver kant (i, j) ∈ E har en vægt dij som repræsentere distancen mellem de to
byer i og j. TSP problemet er således at finde den Hamilton kreds4 i grafen med den mindste længde.
Der kan skelnes mellem symmetrisk TSP og asymmetrisk TSP (ATSP). Symmetrisk TSP skelner ikke mel-
lem retningen på kanterne, dvs. dij = dji for alle kanter, således at det er irrelevant om sælgeren bevæger
sig fra by i til by cj eller modsat fra by j til by i. For ATSP gælder det, at der er mindst et par af knuder i, j
hvor dij 6= dji. Oftest når der refereres til TSP er der tale om det symmetriske TSP, der ofte benyttes som et
referenceproblem (eng. benchmark problem), når algoritmer til løsning af NP-problemer skal sammenlig-
nes eller undersøges.
4 En sti x1, x2, ..., xn i en simpel graf G = (V, E) kaldes en Hamilton vej, hvis |V| = n og xi 6= xj for 1 ≤ i < j ≤ n. En kreds
x1, x2, ..., xn , x1 med n > 2 i G kaldes en Hamilton kreds, hvis x1, x2, ..., xn er en Hamilton vej [Rosen, 2003, s. 583].
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En løsning til et TSP-problem kan repræsenteres som en permutation af en rækkefølge af byer. Da ræk-
kefølgen af byerne er cyklisk er byernes præcise indeks i rækkefølgen irrelevant. Det er derimod selve
rækkefølgen der er interessant. En mulig løsning, x1, x4, x5, x3, x2, til et problem med 5 byer er således den
samme løsning som f.eks. x3, x2, x1, x4, x5. Dette skyldes, at det ikke er interessant hvilken by sælgeren star-
ter i, da længden af ruten stadig vil være den samme i de to tilfælde. Det betyder, at der er n permutationer
der giver den samme løsning. Altså er der potentielt (n − 1)! løsninger til problemet selvom der findes
n · (n − 1)! ruter. Hvis der arbejdes med symmetrisk TSP kan antallet af løsninger yderligere reduceres
med en faktor 2 [Rosen, 2003, s. 600], således at der er (n− 1)!/2 løsninger til problemet med n byer, da en
rute kan rejses baglæns med samme resultat.
Konstruktionsgrafen er identisk med problemgrafen. Det betyder, at mængden af komponenter C svare til
mængden af byer, altså C = V. Forbindelserne svarer ligeledes til mængden af veje mellem byerne, altså
K = E, og hver forbindelse har en vægt som svare til længden dij mellem byerne ci og cj. Tilstandene for
problemet er mængden X af alle mulige delvise og hele ruter.
Begrænsningerne, Ω, i repræsentationen af TSP består i en enkelt regel, der udtrykker, at byerne kun må
besøges en gang. Begrænsningen tvinger en kunstig agent til at vælge en knude, som den endnu ikke
har besøgt, for hvert skridt i konstruktionen af en løsning. De knuder som den kunstige agent kan vælge,
er repræsenteret som nabolaget N k(ci), hvor cj 6∈ x for en kunstig agent k i byen ci, hvor k identificerer
agenten. Nabolaget består, med andre ord, af alle nabobyer til agentens nuværende placering, som endnu
ikke er besøgt af agenten [Stützle, 2004, s. 41].
Duftstof og heuristisk information repræsentere to forskellige aspekter i TSP. Duftstoffet τij repræsenterer,
hvor attraktivt det er for en agent at besøge by cj direkte efter by ci. De heuristiske informationer ηij er
oftest omvendt proportional med afstanden mellem byerne ci og cj, typisk ηij = 1/dij [Stützle, 2004, s. 41].
Da TSP er et statisk problem, vil de heuristiske informationer ikke ændre sig mens problemet forsøges løst,
da afstanden mellem byerne ikke ændrer sig. Altså bruges der her statisk heuristisk information.
Løsningskonstruktionerne foregår således at de kunstige agenter placeres på en tilfældig udvalgt start-by.
For hver skridt i konstruktionen tilføjer agenten en af de ubesøgte byer til dens delvise rute på baggrund
af duftstof og heuristiske informationer. Konstruktionen af løsningen stopper, når agenten har besøgt alle
byer.
Opdatering af datastrukturer er i tilfældet for TSP opdatering af duftstofsmodellen. Opdateringen kan foregå
på forskellige måder. De kunstige agenter kan opdatere duftstof på kanterne mens en løsning konstrueres
eller efter en løsning er konstrueret [Dorigo et al., 1999, s. 148]. I det tilfælde hvor duftstofsmodellen opda-
teres efter en løsning er konstrueret, opdateres duftstofsmodellen i forhold til den konstruerede løsnings
kvalitet. Dette betyder, at der må foregå en form for sammenligning med andre løsninger, der er lavet. I
denne forbindelse er det hensigtsmæssigt at sammenligne med den bedste løsning hidtil. Denne tilgang
til opdatering af duftstofsmodellen betyder, at der kræves globale informationer og dermed sker der en
koordinering, der fjerner algoritmen fra det selvorganiserende princip.
3.3.2 Et eksempel på et dynamisk problem - Routing i netværk
Et netværk af routere kan repræsenteres som en orienteret graf G = (R, L) bestående af en mængde, R,
af knuder der repræsentere routerne, en mængde, L, der består af kanter der repræsentere forbindelserne
mellem routerne og omkostningen dij, der er associeret med hver forbindelse. Da grafen er orienteret, gæl-
der det at dij ikke nødvendigvis er lig dji. I dette tilfælde vil problemet, som routingsalgoritmen skal løse,
være at finde vejen med den mindste omkostning mellem alle par af routere i netværket. Omkostninger på
forbindelserne og netværkets topologi varierer med tiden. Der er således tale om et dynamisk problem.
At routingsproblemet er et dynamisk problem bevirker, at den bedste rute mellem to knuder i netværket
kan varierer fra det ene øjeblik til det næste. Da problemets tilstand således kan ændre sig meget hurtigt
prioriteres effektivitet af løsningskonstruktionen frem for præcisionen af løsningen. Løsningen kan kun
bruges i et kortvarigt tidsrum, hvilket betyder, at minimale forskelle i løsningens præcision kun har mu-
lighed for at gøre en forskel i routingsalgoritmens effektivitet i en meget begrænset periode. At benytte
komplicerede algoritmer til løsningen af routingsproblemet er derfor ikke nødvendigvis interessant, hvis
den komplicerede algoritme ikke kan løse problemet hurtigt nok. Derfor kræves der en hurtig metode, der
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foretages gentagende gange.
Hvis omkostningerne, dij, var faste ville routingsproblemet kunne reduceres til et problem, der kan løses
effektivt ved hjælp af bl.a. Dijkstras algoritme til korteste-vej-problemet5.
Konstruktionsgrafen er grafen GC = (C,K), hvor C svare til mængden af knuder R, og K som er mængden af
forbindelser som forbinder knuderne i C således at alle knuder er forbundet med hinanden [Stützle, 2004,
s. 45]. Dette betyder, at L ⊆ K. Altså er problemgrafen og konstruktionsgrafen ikke identiske.
Begrænsningerne,Ω(t), for routingsproblemet består i en afgrænsning af hvilke knuder der kan nås fra andre
knuder. Resultatet er at agenterne kun kan vælge kij ∈ L. Netværkets topologi kan ændre sig med tiden.
Derfor vil mængden L, og dermed begrænsningerne i Ω(t), sideløbende ændre sig. Topologiændringerne
kan være forårsaget af en knude der pludselig ikke kan nås fra de knuder, den før kunne nås fra. Ligeledes
kan der være nye knuder der kommer til.
Duftstof for en tilfældig kant i netværket vil altid afhænge af, hvilken af de mange mindre korteste-vej-
problemer6, som routingsproblemet består af, der arbejdes på. For hver knude i netværket er der n − 1
mindre korteste-vej-problemer der skal løses, da der for hver enkelt knude skal findes den korteste vej
til alle de n − 1 andre knuder i netværket. Dette betyder, at der i hele netværket er n · (n − 1) mindre
problemer, der skal løses. Derfor har hver kant kij ∈ K flere forskellige duftstofsværdier associeret med sig.
Som minimum må det betyde, at der for hver kant kij skal være en værdi τijd for hver destinationsknude d,
hvor d ≤ n.
Heuristisk information er uafhængigt af agentens endelige destination. Den heuristiske værdi ηij kan sættes
til en værdi, der er omvendt proportional med mængden af trafik på forbindelsen mellem i og j [Stützle,
2004, s. 43], hvor det ikke nødvendigvis gælder at ηij = ηji.
Løsningskonstruktion. Hver agent har en afsenderknude a og en destinationsknude d. Agenten bevægelser
sig fra a til d, ved at hoppe fra en knude til den næste indtil knude d er nået. Agenten k vælger sin rute
ved hjælp af en beslutningsregel, der er en funktion af agentens hukommelse, lokale duftstof og heuristisk
information.
Opdatering af datastrukturer vil af praktiske årsager foregå uafhængigt af globale informationer, da det kun
kan forventes at agenterne har oplysninger om lokale forhold. Når ACO algoritmen benyttes på dynamiske
problemer må problemløsningen besidde en vis fleksibilitet, da det er nødvendigt at fremme udforskningen
af andre muligheder. Dette gøres ved at fremme en form for tilfældighed blandt de kunstige agenter, ved
f.eks. at sætte en maksimumgrænse for hvor meget duftstof der kan ligge på en kant, eller på anden måde
sørge for at mindre attraktive ruter altid kan vælges. Dette er nødvendigt, da en mindre attraktiv rute
pludselig kan blive den mest attraktive rute. I det tilfælde er det nødvendigt at duftstofsmodellen følger
med udviklingen.
5 Se originalkilden [Dijkstra, 1959] for en definition eller alternativt [Rosen, 2003, s. 597] og [Goodrich & Tamassia, 2002, s. 343]
6 Korteste-vej-problemet skal forstås som problemet, at finde den hurtigste vej i et netværk.
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I det følgende kapitel gives der et overblik over AntNet algoritmen, en ACO algoritme designet med det
formål, at løse routingsproblemet i telekommunikationsnetværk. En mere detaljeret redegørelse for AntNet
algoritmen følger i kapitel 5 og 6. Sideløbende med redegørelsen beskrives implementeringen af AntNet
algoritmen og der gøres i denne forbindelse rede for, hvilke dele af algoritmen, der er implementeret i en
simpel udgave. Dvs. der redegøres for, hvori begrænsningerne i implementationen består. Udgangspunktet
for redegørelsen er, i dette og de to følgende kapitler, kilderne [Di Caro, 2004, kapitel 7.1] og [Stützle,
2004, kapitel 6]. Der gives først et overblik over AntNet algoritmen, hvorefter det forklares, hvorledes
genereringen af de kunstige agenter foregår.
AntNet algoritmen og dens karakteristika kan summeres til det følgende overblik:
• Med regulære intervaller sendes kunstige agenter asynkront af sted fra hver knude i netværket mod
en destinationsknude.
• Kunstige agenter bevæger sig selvstændigt og samstemmende med de duftstoffer de læser og skriver
på knuderne. Agenterne simulere de datapakker, der skal routes, på deres vej fra afsenderknude til
destinationsknuden. Derfor behandles disse agenter med den samme prioritering som datapakkerne
i netværket.
• Hver kunstig agent søger efter en rute, med den minimale forsinkelse, der forbinder afsenderknude
og destinationsknude.
• Ved hver knude, som agenten passere, bruges en grådig stokastisk politik til at udvælge den næste
knude i ruten. Politikken gør brug af (1) Kunstigt duftstof, lokalt for hver knude; (2) Problemafhæn-
gige heuristisk information, lokalt for hver knude; (3) Agentens hukommelse.
• Mens agenten bevæger sig, samler den informationer om den tid det tager, at rejse mellem knuder
den passerer, samt en identifikation af de passerede knuder.
• Når agenten ankommer til destinationen, bevæger den sig tilbage til afsenderknuden ad den samme
rute, som den fulgte til destinationsknuden, men i den modsatte rækkefølge.
• Under tilbagerejsen modificeres knudernes informationer (netværksstatus og duftstof) af den kunsti-
ge agent, som en funktion af den rute den har fulgt og hvor god denne rute er.
• Når agenten returnerer til dens afsenderknude slettes den efter de nødvendige opdateringer er udført.
Figur 4.1 Figuren viser en illustration af de kunstige agenters bevægelse gennem et netværk. Den løsningskonstruerende
agent konstruerer en løsning undervejs gennem netværket. Den opdaterende agent følger den løsningskonstruerende
agents vej baglæns, mens den opdatere routingstabeller.
AntNet algoritmens struktur er således forholdsvis simpel og følger i høj grad de retningslinier, som ACO
metaheuristikken opstiller. I konstruktionsfasen, også kaldet den fremadrettede fase (eng. forward phase),
konstruerer alle kunstige agenter en rute, ved at tage en række af beslutninger, der er baseret på en sto-
kastisk beslutningspolitik, der benytter lokalt duftstof og heuristisk information. Når de kunstige agenter
når deres destination går opdateringsfasen, også kaldet den bagudrettede fase (eng. backward phase), i
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gang. Agenterne følger den valgte rute i modsat rækkefølge og evaluerer ruten i forhold til destinationen
og opdatere den lokale routingsinformation for hver knude den passerer [Di Caro, 2004, s. 201]. Denne
proces er illustreret på figur 4.1.
De kunstige agenter kan beskrives som en diskret funktion, der foregår over tid, eller en sekvens af hand-
linger eller aktiviteter. Dette betyder, at en kunstig agent kan beskrives som en proces, der modellerer en
agents livscyklus. Da målet for implementationen er en intuitiv implementation, er de kunstige agenter
derfor implementeret som processer.
Enhver proces er associeret med handlinger, der skal udføres af processen i løbet af dens livstid. Processen
kan suspenderes midlertidigt og efterfølgende genoptaget fra det punkt, hvor den blev suspenderet. Java
pakken javaSimulation er udviklet med det formål, at lave et værktøj til den procesbaseret simulering [Hels-
gaun, 2000] og benyttes derfor i implementeringen af AntNet algoritmen.
Når javaSimulation pakken bruges, beskrives en proces i en eller flere underklasser af klassen Process. Alle
simuleringens processer identificeres og deres handlinger beskrives i underklasser af klassen Process, ved at
overlæsse actions metoden [Helsgaun, 2000]. I simuleringen, der er beskrevet i denne rapport, er den første
proces der kan identificeres den kunstige agent.
Den kunstige agent er implementeret i klassen Agent. Som figur 4.2 viser, er Agent en underklasse af Packet.
Dette skyldes, at klassen Agent har visse egenskaber tilfældes med klassen DataPacket, som er en imple-
Figur 4.2 UML klassediagram der viser den kunstige agent som klassen Agent, der er implementeret som en underklasse
af klassen Packet, der igen er en underklasse af klassen Process, der er en del af pakken javaSimulation.
mentering af en almindelig datapakke. De to klassers fælles egenskaber er derfor samlet i klassen Packet,
som er en underklasse af Process.
Da de kunstige agenter, der simulerer datapakker, ikke er en del af en applikation, kan de frit udføre en
kontrolleret udforskning af netværket, som er deres formål. Ingen bruger eller applikation ville lide under
at de kunstige agenter bliver tabt eller følger en rute med store forsinkelser, i modsætning til hvis der var
tale om applikationernes datapakker. Derfor bruges datapakkerne ikke som kunstige agenter.
Datapakker routes efter en stokastisk beslutningsregel ud fra information, der opbevares og vedligeholdes
i knudernes routingstabel. Tabellen er afledt af de duftstofsmodeller, der bruges til at route de kunstige
agenter. Afledningen bevirker, at gode ruter betragtes som markant bedre i routingstabellen, end de blev
i duftstofstabellen, i forhold til de dårligste ruter. På denne måde spredes datatrafikken over de bedste
ruter således, at det er muligt, at opnå en optimal anvendelse af netværkets ressourcer og load balancing.
Routingstabellen kan implementeres således, at det kun er de bedste knuder, der i praksis opbevares i
routingstabellen [Di Caro, 2004, s. 201]. Men i dette tilfælde er det ikke valgt at implementerer routingsal-
goritmen med den sidst nævnte egenskab.
Pseudokoden på figur 4.3 viser en version af AntNet algoritmen, der beskriver algoritmen på et overordnet
niveau. Som pseudokoden på figur 4.3 viser, løber simuleringen af algoritmen over en periode med et
sluttidspunkt tslut. For hver knude ci initialiseres trafikmodellen og duftstofsmodellen, hvorefter der sendes
en kunstig agent kci→d mod en destinationsknude d med et tidsinterval ∆t. Hver kunstig agent konstruerer
en løsning, hvorefter løsningen bruges til at opdaterer datastrukturerne i netværksknuderne.
4.1 Generering af kunstige agenter
Generationsraten 1/∆t bestemmer antallet af eksperimenter, der skal udføres. Et højt antal af eksperimen-
ter er nødvendigt for at reducere variansen i estimaterne, der udgør datastrukturen, men samtidig er det
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Input: t den nuværende tid
Input: tslut tid som simuleringen tager
Input: ∆t tidsinterval mellem generationer af agenter
foreach ci ∈ C do1
M← InitialiserLokalTrafikModel;2
T ← InitialiserDuftstofsMatrix;3
while t ≤ tslut do ; /* foretages paralelt */4
5
if (t mod ∆t) = 0 then6
destination←7
VælgDestination(trafik_distribution_ved_afsenderknude);
KonstruerLøsning(afsender, destination);8
OpdaterDatastruktur();9
end10
end11
end12
Figur 4.3 Proceduren AntNet(t, tslut,∆t).
vigtigt at raten ikke bliver for høj, da det kan skabe en signifikant overhead i routingstrafikken, der kan
have en negativ påvirkning på netværkets ydelse og endda skabe en trafikprop. I AntNet algoritmen er
generationsraten en fastsat parameter, der ikke ændre eller tilpasser sig.
Genereringen af kunstige agenter er implementeret som en proces i klassen AgentGenerator. Processen
generer med et tidsinterval en ny kunstig agent. Implementeringen af processens handlinger findes i meto-
Figur 4.4 UML klassediagram der viser klassen AgentGenerator, der er implementeret som en underklasse af klassen
PacketGenerator, der igen er en underklasse af klassen Process, der er en del af pakken javaSimulation.
den actions(), for hvilken koden kan ses på figur 4.5, i klassen PacketGenerator, som klassen AgentGenerator
nedarver fra, se figur 4.4. AgentGenerator nedarver fra PacketGenerator, da genereringen af almindelige da-
tapakker, der er implementeret i klassen DataPacketGenerator, har flere egenskaber tilfældes med klassen
AgentGenerator.
Metoden time() returnerer det nuværende tidspunkt. Derfor genereres der kunstige agenter så længe det
nuværende tidspunkt befinder sig indenfor simuleringsperioden. Metoden activate(Process p) aktiverer en 
1 / * * Den t i d som s imu l e r i n g en l ø b e r i . * /
2 protected in t simTime ;
3
4 / * * T i d s i n t e r v a l l e t mel lem g en e r e r i n g en a f p a k k e r . * /
5 protected in t deltaT ;
6
7 public void ac t i ons ( ) {
8 while ( time ( ) <= simTime ) {
9 a c t i v a t e ( next ( ) ) ;
10 hold ( del taT ) ;
11 }
12 } 
Figur 4.5 Koden for metoden actions() i klassen PacketGenerator.
proces, der i dette tilfælde returneres af metoden next(), der er abstrakt og derfor implementeret i klassen
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AgentGenerator, se figur 4.6. Derefter kaldes metoden hold(double t), der suspenderer generatoren i en tids-
periode deltaT.
Metoden VælgDestination(trafik_distribution_ved_afsenderknude) i algoritmen på figur 4.3 vælger destinations-
knuden efter, hvilke destinationer der er mest efterspurgt af datapakker. Derfor vælges den kunstig agents
destination på baggrund af den følgende model
pd =
fcid
∑nd′=1 fcid′
, (4.1)
der angiver, hvor stor en sandsynlighed pd, der er for at d vælges som destination. fcid er antallet af bits
eller pakker, der er passeret forbi knuden ci på vej mod destinationen d. Denne model garanterer, at det er
ruterne til de destinationer, der er mest efterspurgt, der bliver undersøgt mest. Men modellen bevirker dog
også at ruter til mindre besøgte destinationer bliver undersøgt.
Ligning 4.1 er implementeret i metoden next(), for hvilken koden kan ses på figur 4.6, i klassen AgentGe-
nerator ved hjælp af en tilfældighedsgenerator. I den første for-løkke i metoden genereres der en kunstig
agent til destinationer, hvor der endnu ikke er sendt mere end 1 pakke til. Dette betyder, at der er en god
sandsynlighed for at ruter til alle destinationer bliver undersøgt fra starten af simuleringen. 
1 protected Agent next ( ) {
2 Lis t <Integer > packetsPassedBy = node . getListOfPacketsPassedBy ( ) ;
3 for ( in t index = 0 ; index < packetsPassedBy . s i z e ( ) ; index++) {
4 i f ( packetsPassedBy . get ( index ) < 2 )
5 / / r e t u r n e r en ny agen t
6 }
7 in t packets InAl l = 0 ;
8 for ( in t index = 0 ; index < packetsPassedBy . s i z e ( ) ; index++) {
9 packets InAl l += packetsPassedBy . get ( index ) ;
10 }
11 i f ( packets InAl l == 0 )
12 / / r e t u r n e r en ny agen t
13 double r = generator . nextDouble ( ) ;
14 in t index = 0 ;
15 double accumulatedProbabi l i ty = ( double ) packetsPassedBy . get ( index )/
packets InAl l ;
16 while ( accumulatedProbabi l i ty < r && index + 1 < packetsPassedBy . s i z e ( ) ) {
17 accumulatedProbabi l i ty += ( double ) packetsPassedBy . get ( index +1)/
packets InAl l ;
18 index ++;
19 }
20 countAgents ( index ) ;
21 / / r e t u r n e r en ny agen t
22 } 
Figur 4.6 Koden for metoden next() i klassen AgentGenerator.
4.2 Generelle overvejelser omkring implementationen af processer
Implementationen af pakker og generatorer af pakker benytter designmønstret template method. Design-
mønstret definerer et skelet af en algoritme i en klasses metode, hvor definitionen af nogle af skridtene i
algoritmen overlades til metoder i underklasser. Formålet med denne fremgangsmåde er, at implementere
de invariante dele af en algoritme én gang og overlade det til underklasser, at implementere den adfærd,
der kan variere. Denne fremgangsmåde har den fordel, at duplikation af kode undgås, hvis to klasser har
dele af en algoritme tilfælles [Jia, 2003, s. 266].
Genereringen af datapakker og kunstige agenter har den samme algoritmiske grundstruktur, der derfor
er defineret i den abstrakte klasse PacketGenerator i metoden actions, se figur 4.5. Men genereringen af
datapakker og kunstige agenter adskiller sig fra hinanden i deres valg af den specifikke pakke, der skal
genereres. Derfor benytter implementationen template method designmønstret. Metoden next er en hook
metode, mens metoden actions er template metoden, se figur 4.7. De konkrete generatorer, implementeret
i klasserne DataPacketGenerator og AgentGenerator, nedarver fra PacketGenerator og definere valget af den
næste pakke, ved at overlæse metoden next.
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 
1 public abs t r a c t c l a s s PacketGenerator extends Process {
2 / / hook metoden
3 protected abs t r a c t Packet next ( ) ;
4
5 / / t emp l a t e metoden
6 public void ac t i ons ( ) {
7 while ( time ( ) <= simTime ) {
8 a c t i v a t e ( next ( ) ) ;
9 hold ( del taT ) ;
10 }
11 }
12 } 
Figur 4.7 Designmønstret template method, der er benyttet ved implementationen af genereringen af pakker.
Implementeringen af pakker benytter også designmønstret template method, da dele af livscyklusen for
datapakker er den samme for de kunstige agenter. Dette gælder f.eks. når pakkerne skal passere over en
forbindelse mellem to netværksknuder. I modsætning til PacketGenerator definere klassen Packet ikke en de-
taljeret, overordnet struktur i metoden actions, se figur 4.8. Dette skyldes, at underklasserne DataPacket og
Agent har forskellige overordnede strukturer, men deler visse dele af strukturen. Derfor indeholder Packet
en anden template metode processPacket, der kaldes i underklasserne inde i deres overlæssede version af
metoden propagatePacket.
Metoden processPacket er, sammen med metoden crossLink i Packet, de delalgoritmer som datapakkerne og
de kunstige agenter har tilfælles. Derfor kaldes disse to metoder fra underklassernes implementation af
metoden propagatePacket. Metoden processPacket er implementeret som en template metode, da valget af
den næste knude, som er en del af metoden, kræver forskellig implementation i underklasserne. Derfor har
Packet hook metoden routePacket, se figur 4.8. 
1 public abs t r a c t c l a s s Packet extends Process {
2 / / hook metode
3 protected abs t r a c t void propagatePacket ( ) ;
4
5 / / t emp l a t e metode
6 public void ac t i ons ( ) {
7 propagatePacket ( ) ;
8 }
9
10 / / hook metode
11 protected abs t r a c t NetworkVertex routePacket ( ) ;
12
13 / / t emp l a t e metode
14 protected NetworkVertex processPacket ( boolean high ) {
15 . . .
16 NetworkVertex nextHop = routePacket ( ) ;
17 . . .
18 }
19 } 
Figur 4.8 Designmønstret template method implementeret i pakkernes livscyklus.
4.3 Myrekoloniens mekanismer i AntNet
Det følgende tager fat på mekanismerne, der gør sig gældende i myrekoloniernes organisering, og kigger
på, hvorledes disse mekanismer fungerer i AntNet algoritmen. Myrekoloniernes adfærd, når koloniens
individer indsamler føde, afhænger, som nævnt i afsnit 3.1.1, primært af følgende mekanismer:
• Indirekte kommunikation
• Positiv feedback
• Negativ feedback
• Selvorganisation
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• Tilfældighed
Disse fem forskellige mekanismer diskuteres i forhold til AntNet algoritmen i det følgende.
4.3.1 Indirekte kommunikation
De kunstige agenter i AntNet algoritmen kommunikerer indirekte med hinanden igennem duftstofsmodel-
len, der findes i hver knude i netværket. De kunstige agenter kan opdatere duftstofsværdierne i modellen
ud fra simple regler. Opdateringen af duftstofsmodellen er en form for kommunikation til de næste myrer,
der rejse gennem netværket i et forsøg på at konstruere en løsning.
Som det senere vil blive beskrevet, er duftstofsmodellen langt fra den eneste model som de kunstige agenter
opdaterer. Routingstabellen opdateres også, men denne benyttes kun af almindelige datapakker. Derimod
findes der en statistisk trafikmodel på hver knude, der opdateres af de kunstige agenter. Denne trafikmodel
bruges af agenterne til at bestemme, hvor stor vægt de skal tillægge en opdatering af duftstofsmodellen.
Den bruges således til udregning af en form for forstærkningsværdi, der angiver, hvor stor en effekt en
opdatering skal have.
De kunstige agenter er de eneste brugere af den statistiske trafikmodel. Dette betyder, at deres opdaterin-
ger af modellen er en form for indirekte kommunikation til de andre kunstige agenter, der senere benytter
modellen til at bestemme, hvor meget de skal opdatere duftstofsmodellen.
4.3.2 Positiv feedback
Positiv feedback foregår, som i så mange andre ACO algoritmer, ved opdatering af en enkelt duftstofsværdi
i duftstofsmodellen. Vægtningen af opdateringen foregår, som tidligere nævnt, ved hjælp af den statistiske
trafikmodel, der benyttes til at vægte agentens løsning i forhold til tidligere løsninger.
4.3.3 Negativ feedback
Negativ feedback i form af forduftning af duftstof, som en funktion over tid, benytter AntNet algoritmen
ikke. AntNet algoritmen benytter normalisering af duftstofsværdierne. Der er derfor en vis mængde duft-
stof, der kan deles ud mellem en knudens kanter når algoritmen initialiseres. Ved hver opdatering vil der
foregå en omfordeling af duftstof. For hver gang en kant opdateres med en mængde duftstof, vil den til-
svarende mængde duftstof blive fratrukket de andre kanter.
Da routingsproblemet består af flere små korteste-vej-problemer, vil der være n− 1 duftstofsværdier tilknyt-
tet hver kant for hver af kantens retninger. Dette betyder, at duftstofsværdierne er normaliseret i grupper,
hvor værdierne er tilknyttet samme destination og knude.
4.3.4 Selvorganisation
De kunstige agenter i AntNet algoritmen tager udelukkende beslutninger på grundlag af lokale informa-
tioner. Agenterne benytter på intet tidspunkt globale oplysninger, da de ville være meget svære at skaffe og
opdaterer korrekt i en distribueret struktur, hvor de enkelte elementer, knuderne på grafen, er fysisk adskilt.
De kunstige agenter er derfor tvunget til at være helt uafhængige af globale oplysninger og algoritmens
selvorganiserende struktur kan således bibeholdes.
4.3.5 Tilfældighed
Tilfældighed skal sikre, at nye ruter bliver udforsket med jævne mellemrum. I starten af algoritmens liv
vil udforskningen være stor, men udforskningen skal gerne være vedvarende og forekomme forholdsvis
ofte senere i algoritmens liv. Opretholdelsen af en vis tilfældighed kan implementeres, ved at lægge en
begrænsning på størrelsen af duftstofsværdierne, der vil betyde at alle ruter er et sandsynligt valg.
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Dette kapitel beskriver den valgte model af netværket og AntNet algoritmens datastrukturer. Undervejs i
kapitlet beskrives implementationen af netværksmodellen og algoritmens datastrukturer. Det gælder gene-
relt for implementationen at pakkestørrelser er angivet i bit, længder i meter og tid i sekunder.
5.1 Netværksmodellen
Inden AntNet algoritmen beskrives og implementeres, er det nødvendigt at definere problemet, der skal
overvejes. Det vil i dette tilfælde betyde, at netværksarkitekturen skal defineres, da den er udgangspunktet
for implementationen. Derfor defineres en abstrakt netværksmodel1. Denne model og dens parametre, der
defineres her, er således udgangspunktet for implementationen af datapakkerne og de kunstige agenters
bevægelse gennem netværket.
Der tages udgangspunkt i et datagram packet-switching datanetværk med et simpelt netværkslag, der
benytter IP-adresser til at route efter. Dette giver et netværk der i høj grad kan udnytte den fleksibilitet og
hurtig tilpasning af routingstabeller, som en ACO routingsalgoritme kan bidrage med.
Netværket er i implementationen repræsenteret ved en grafrepræsentation, hvor hver knude er en router,
gatewayrouter eller slutbruger (eng. end-hosts). Kanterne på grafen repræsenterer hver halvdelen af et
kabel mellem to knuder i netværket. Hver kant er retningsorienteret og der skal således to kanter til at
repræsentere et kabel. Figur 5.1 illustrerer denne repræsentation. Retningerne på pilene indikerer til dels
kantens retning og til dels referencer mellem elementerne på grafen.
Den retningsorienterede kant i netværket er repræsenteret i klassen NetworkEdge, der nedarver fra klassen
Edge, der repræsenterer en retningsorienteret kant på et mere generelt og overordnet niveau. Netværks-
Figur 5.1 Figuren er en illustration af, hvorledes netværksgrafen er repræsenteret. Hver kant i på grafen er retnings-
orienteret. Derfor skal der to kanter til at repræsentere et kabel. Retningerne på pilene indikerer to ting. 1) Kantens
retning, og dermed retningen i hvilken trafikken flyder 2) Referencer fra et element til et andet. Dette betyder, at alle
netværksknuder indeholder referencer til de kanter, hvis retning udgør fra den pågældende knude, mens hver kant
indeholder en reference til den netværksknude som deres retning går mod.
knuden er repræsenteret i klassen NetworkVertex, der nedarver fra en mere generel repræsentation af en
knude i en graf, klassen Vertex. Alle grafens knuder kan samles i klassen Graph2 eller dennes underklasse
NetworkGraph, men det er ikke en nødvendighed, da hver knude kender de kanter, der udgår fra knuden,
mens alle kanter kender deres destination. Dette gør det muligt for en proces, at bevæge sig på grafen uden
at have kendskab til en instans af Graph eller en underklasse af denne.
Netværket har ikke noget transportlag eller applikationslag, da netop dette er irrelevant for illustrationen
af, hvordan AntNet virker. Alle knuder i netværket behandles derfor ens, hvad end de er routere, gateway-
routere eller slutbrugere. Derfor kan en knude i netværket i princippet være hvad som helst med en IP-
adresse.
For at illustrere, hvorledes AntNet algoritmen virker, er det nødvendigt at have datapakker i netværket.
1 Netværksmodellen er inspireret af [Bundgaard et al., 2002, s. 25-31], [Stützle, 2004, s. 226-228] og [Di Caro, 2004, kapitel 7.1.1], men
ingen af de deri beskrevne netværksmodeller er identisk med den, der er defineret her.
2 Klasserne Edge, Vertex og Graph er de tre klasser i pakken graph.
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Figur 5.2 UML klassediagram, der viser forholdet mellem klasserne NetworkGraph, NetworkVertex og NetworkEdge i
pakken network.
Da netværksmodellen ikke indbefatter et transportlag, er generering af pakker implementeret på en simpel
facon i klassen DataPacketGenerator. DataPacketGenerator nedarver fra PacketGenerator, se figur 4.5. Derfor
foregår genereringen af datapakker på nogle punkter på samme måde, som det er tilfældet for de kunstige
agenter. DataPacketGenerator indeholder en implementation af metoden next(), der afviger fra genereringen
af kunstige agenter, ved at datapakkernes afsenderknude og destination vælges semi-tilfældigt3, se figur
5.3. Dette betyder, at DataPacketGenerator, i modsætning til AgentGenerator, ikke er tilknyttet en bestemt
knude i netværket. 
1 protected DataPacket next ( ) {
2 NetworkVertex source = nodes . get ( generator . nex t In t ( nodes . s i z e ( ) ) ) ;
3 NetworkVertex des t ina t i on = nodes . get ( generator . nex t In t ( nodes . s i z e ( ) ) ) ;
4 return new DataPacket ( ge tPacke tS ize ( ) , source , des t ina t ion , maxHops) ;
5 } 
Figur 5.3 Koden for metoden next() i klassen DataPacketGenerator.
Netværket kan repræsenteres, som en orienteret vægtet graf med n knuder, der kan sende IP datagrammer,
se grafrepræsentation i afsnit 3.3.2. Alle forbindelser mellem par af knuder betragtes som en bit-tunnel
karakteriseret ved en båndbredde, en tilhørende udbredelsesforsinkelse (eng. propagation delay) og en
transmissionsforsinkelse. Forsinkelserne udregnes ud fra henholdsvis kablets længde, implementeret som
variablen lenght i klassen NetworkEdge og angivet i meter, og pakkernes størrelse, samt en angiven hastig-
hed. Variablerne propagationSpeed og transmissionRate i klassen NetworkEdge indeholder henholdsvis udbre-
delseshastigheden, angivet i meter pr. sekund, og transmissionshastigheden, angivet i Mbps (megabit pr.
sekund).
Netværket har nødvendigvis nogle underliggende lag, såsom et data-link lag, men disse tages ikke i be-
tragtning her, da de umiddelbart er irrelevante for, hvorledes der routes i netværket. Der kan naturligvis
findes f.eks. switche mellem knuderne, men disse, og deres indvirkning på hastigheden af en forbindelse
mellem to forbundet knuder ci og cj, ses der umiddelbart bort fra i denne model.
Forsinkelsen, som et underliggende lag giver, kan dog forsøges implementeret, i den angivne transmissions-
hastighed på en kant, af brugeren af det simuleringsværktøj som den simple implementering af AntNet
algoritmen er. Dette skyldes, at de kunstige agenter får et tidsstempel, når de sendes fra knuden ci, der
bruges til at udregne forsinkelsen mellem de to knuder når agenten ankommer til knude cj. Således bliver
eventuelle forsinkelser mellem de to knuder, pga. en switch eller lignende, automatisk medregnet, hvis den
ekstra forsinkelse er indarbejdet i transmissionshastigheden. Det er dog ikke anbefalelsesværdigt at gøre
dette, da resultatet vil være en meget grov tilnærmelse af, hvorledes datapakker bevæger sig gennem et
netværk.
Alternativt kan brugeren af koden angive en udbredelseshastighed, der medregner forsinkelser, der er
udtryk for tilstedeværelsen af f.eks. switche på en forbindelse. Dette kræver en vurdering af hvor store for-
sinkelser der er tale om, set i forhold til den normale hastighed i kablet, der kan forventes at være mellem
200.000.000 og 300.000.000 meter pr. sekund, da lyset rejser med lidt under 300.000.000 meter i sekundet.
Hver knude har en buffer tilknyttet til hver forbindelse, der udgår fra denne knude. En router har for hver
port en input- og en outputkø, der hver har en maksimal kapacitet, angivet ved Kind og Kud for henholdsvis
inputkøen og outputkøen. Ydermere har hver kø en belastning, angivet ved Bind og Bud for henholdsvis
inputkøen og outputkøen, tilknyttet, der er det antal af pakker der befinder sig i køens buffer. Til hver port
3 Med semi-tilfældigt menes der, at der benyttes en tilfældighedsgenerator med en ensartet fordeling.
30
Netværksmodellen
er der desuden knyttet to forsinkelser. En forsinkelse, Dind, på forbindelsen der leder til routeren og en
Figur 5.4 Figuren er en illustration af en router med 4 porte. Til hver port er tilknyttet en inputkø og en outputkø,
der hver især har en kapacitet og en belastning. Hvis to routere, s og r, er forbundet vil det gælde for forsinkelsen på
forbindelsen mellem dem, at Dind for router s er lig Dud for router r. Ligeledes gælder det at Dud for router s er lig Dind
for router r.
forsinkelse, Dud, på forbindelsen der leder væk fra routeren. Denne routerarkitektur er illustreret på figur
5.4. Det er denne forsimplede routerarkitektur, der modelleres efter.
Alle pakker der sendes fra en knude kan deles op i to grupper; datapakker og kunstige agenter. Ydermere
kan pakkerne deles op i to prioritetsniveauer. Almindelige datagrammer tilhører den laveste prioritet, mens
kunstige agenter kan deles op i lav-prioritets- og høj-prioritetspakker. Hvorfor dette er tilfældet vil blive
forklaret når der kigges nærmere på de kunstige agenter.
For at kunne simplificere modelleringen af netværket som en graf, er de følgende antagelser foretaget:
• Størrelsen af alle datapakker er den samme og alle knuder kan håndtere denne pakkestørrelse. Derfor
forbliver transmissionsforsinkelsen også den samme for en port.
• Alle knuder har en buffer, der har en kapacitet der garantere at mindst en pakke kan befinde sig i
pakkekøen.
• Det antages, at routing af en pakke tager den tilnærmelsesvis samme tid fra gang til gang. Routing
indebære i denne sammenhæng opslag i routingstabel, bestemmelse af link som pakken skal sendes
fra og transporten gennem routerens switching fabric, dvs. det der kaldes behandlingsforsinkelse
(eng. processing delay).
• Det antages at to pakker fra samme inputbuffer ikke kan routes samtidig. Derudover er der ingen
begrænsninger på, hvordan pakker kommer igennem routerens switching fabric.
• Netværket er statisk. Dette betyder, at netværkets topologi ikke ændrer sig under simuleringen.
Figur 5.5 viser proceduren for en datapakke, der routes gennem netværket. Proceduren består hovedsa-
geligt i to skridt (1) Vælg den naboknude, som pakken skal routes til ud fra den lokale routingstabel og
pakkens destination (2) Kryds forbindelsen til den valgte knude. Metoderne SætIKø(ci, cj), VentPåDataKø(ci,
ci ← a f sender;1
hop = 0;2
while (ci 6= destination & hop < maxhop) do3
cj ← VælgNæsteKnude(destination, Ri);4
SætIKø(ci , cj);5
VentPåDataKø(ci , cj);6
KrydsForbindelse(ci , cj);7
ci ← cj ;8
hop = hop+ 1;9
end10
Figur 5.5 Proceduren DataPacket(afsender, destination, maxhop) der beskriver datapakkens vej gennem netværket
cj) og KrydsForbindelse(ci, cj) på figur 5.5 er implementeret i metoden crossLink() i klassen Packet. Både im-
plementationen af de kunstige agenter og datapakkerne benytter denne metode, når de skal krydse en
forbindelse mellem to netværksknuder. For at kunne beskrive, hvorledes de enkelte pakker krydser for-
bindelsen mellem to netværksknuder, er det først nødvendigt at præsentere datastrukturerne, der udgør
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pakkekøerne. Disse datastrukturer bliver præsenteret i det følgende, hvor netværksknudernes og kanternes
datastrukturer bliver præsenteret.
5.2 Datastrukturer
Den endelige kvalitet af routingspolitikken er afhængig af karakteristiske egenskaber ved de informationer,
der vedligeholdes i hver af netværkets knuder ci og de kunstige k, der benyttes. Derfor gives der her en
præsentation af datastrukturerne i AntNet algoritmen.
5.2.1 Datastrukturer vedligeholdt i knuderne
En netværksknude indeholder pakkekøer, en routingstabel, en statistisk trafikmodel og en duftstofsmatrix,
også kaldet en duftstofsmodel. Figur 5.6 viser grafisk de datastrukturer, der benyttes af AntNet algoritmen
i hver knude ci. Pakkekøerne og duftstofsmodellen er implementeret således, at de er tilknyttet en specifik
Figur 5.6 Datastrukturen i knuderne der bruges af agenterne i AntNet for det tilfælde hvor der er en knude i med L
naboer og et netværk med n knuder.
kant, mens routingstabellen og den statistiske trafikmodel er implementeret således, at de er knyttet til en
specifik knude. De enkelte dele af routingstabellen kan tilknyttes de kanter, der udgår fra den knude rou-
tingstabellen er tilknyttet. Denne fremgangsmåde for implementationen er ikke valgt, da routingstabellen
primært bruges af datapakker, der skal bestemme den næste netværksknude de skal bevæge sig mod og
derfor ikke kender den kant de skal bruge. Derfor er routingstabellen tilknyttet netværksknuden.
Duftstofsmatrix
Oplysninger om de kunstige duftstoffer vedligeholdes i en duftstofsmatrix Ti, der associeres med en knude
ci i netværket. Elementerne i Ti, angivet ved udtrykket τjd, indeholder et mål for hvor ønskværdigt det er
for en kunstig agent, der befinder sig på knuden ci, at bevæge sig mod destinationsknuden d over knuden
cj. Værdierne for en knude vedligeholdes i den pågældende knude de tilhører. Værdierne for τjd ligger i
intervallet [0,1] og giver til sammen 1 for hver destination d:
∑
j∈Ni
τjd = 1, hvor d ∈ [1, n] (5.1)
Således kan værdierne i duftstofstabellen Ti betragtes som sandsynligheden for, at en specifik udadgående
forbindelse vælges for en specifik endelig destination, på grundlag af den viden, der er opnået gennem de
kunstige agenter.
Duftstofsmatrixen, der er tilknyttet en specifik knude, består, i implementationen af AntNet algoritmen,
af et antal objekter af klassen Pheromone. Antallet af objekter svarer til antallet af naboknuder, og dermed
antallet af udgående kanter, som knuden har. Hvert objekt af Pheromone er derfor tilknyttet en bestemt
naboknude cj, ved at tilknytte objektet til den kant, der udgår fra knuden ci mod cj, se figur 5.7.
Klassen Pheromone, se bilag B.2.5, indeholder en arrayliste med n− 1 duftstofsværdier. En duftstofsværdi for
hver af de andre knuder i netværket. Duftstofsmatrixen kan først initialiseres, når alle knuder i netværket
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og kanter til knudernes naboknuder er oprettet. Når netværkets struktur er på plads kan duftstofsvær-
dierne initialiseres ved hjælp af metoden initializePheromone(int, int), der fordeler duftstoffet lige mellem
duftstofsværdier med samme destination. Dette betyder, at alle duftstofsværdier sættes til 1antal naboknuder
ved oprettelsen.
Figur 5.7 UML klassediagram, der viser, hvorledes pakkekøerne, den statistisk trafikmodel duftstofsmatrixen og
routingstabellen er implementeret.
Routingstabel
Routingstabellen Ri bruges til at route datapakker efter. Ri er en stokastisk matrix, der har den sam-
me struktur som Ti, se figur 5.6. Elementerne i Ri findes ved en ekspotentiel transformering og re-
normalisering til 1 ud fra de tilsvarende elementer i Ti. Den ekspotentielle transformering af værdierne
i duftstofstabellen Ti er nødvendig for at undgå, at pakker routes langs meget dårlige ruter.
Routingstabellen for en knude er implementeret i klassen RoutingTable, se bilag B.2.4, hvor værdierne i
tabellen er implementeret i en matrix, eller rettere en array af arrays. Klassen indeholder også en matrix
med transformerede duftstofsværdier, da disse bruges ved opdatering af routingstabellen.
I konstruktøren i RoutingTable initialiseres værdierne i routingstabellen og de transformerede duftstofsvær-
dier. Alle værdierne i routingstabellen sættes til 1antal naboknuder , som det også er gældende for duftstofsma-
trixen. De transformerede værdier initialiseres ud fra værdierne i duftstofsmatrixen.
Pakkekøer
Pakkekøerne Li i en knude ci er datastrukturer, der er delvist uafhængige af AntNet, da de altid er til stede
i knuden ci, hvis den knude er designet med bufferegenskaber. Pakkekøerne, der er tilknyttet en kant, er
implementeret i klassen LinkQueue. Alle pakkekøer er implementeret som en instans af klassen Head, der er
en del af pakken javaSimulation. Head repræsenterer en liste, hvor processer, implementeret som instanser
af klassen Process i pakken javaSimulation, kan sættes i kø.
I LinkQueue findes der fire instanser af Head, en for hver pakkekø. To udadgående pakkekøer, highPriori-
tyLinkQueueOut og linkQueueOut, er tilknyttet en port på den pågældende kants udgangspunkt, dvs. den
netværksknude som kanten udgår fra, se figur 5.8. To indadgående pakkekøer, highPriorityLinkQueueIn og
linkQueueIn, er tilknyttet en port på den pågældende kants destinationsknude, se figur 5.8. Dette betyder,
Figur 5.8 Et objekt af LinkQueue er tilknyttet en kant. Dette betyder, at de udgående pakkekøer er tilknyttet kantens
udgangspunkt, mens de indgående pakkekøer er tilknyttet kantens destination.
at pakkekøerne i en port, der tilhører en bestemt netværksknude, er tilknyttet to forskellige objekter af
LinkQueue. Dermed er portens pakkekøer også tilknyttet to forskellige objekter af klassen NetworkEdge.
Status for de lokale køer er et billede af, hvad der i dette øjeblik foregår lokalt. Denne oplysning kan bruges
når der skal foretages en routingsbeslutning. Værdierne i duftstofstabellen Ti indeholder informationer om,
hvad de kunstige agenter over længere tid har lært om ruter i netværket. Li er således en form for kort-
tidshukommelse for trafiksituationen, mens Ti er en hukommelse, der går længere tilbage. Denne brug, af
en kombination af de to hukommelser, er vigtigt for algoritmens evne til at finde de bedste ruter.
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Den statistiske trafikmodel
Den statistiske trafikmodelMi repræsenterer et lokalt billede af trafiksituationen på ruterne, der bruges
til at nå hver destination d. Al statistik iMi er baseret forsinkelser der opleves af agenterne, der rejser fra
deres afsenderknude til deres destination.
Mi er en vektor af n− 1 datastrukturer (µd, σ2d ,Wd), hvor µd og σ2d henholdsvis repræsenterer den gennem-
snitlige forsinkelse og variansen i forsinkelsen fra den nuværende knude ci til destinationsknuden d. Den
mindste forsinkelse til d er den mindste forsinkelse, der er blevet registreret over et vindue af observationer
Wd, der indeholder de w seneste observationer af forsinkelser til d.
For hver destination d i netværket antages det, at gennemsnittet µd og variansen σ2d giver en tilstrækkelig
repræsentation af den forventede tid, det vil tage en pakke at nå destinationen d, og dette estimats stabili-
tet.
Datastrukturerne i (µd, σ2d ,Wd) er implementeret i klassen StatisticalTraficModel. Den gennemsnitlige for-
sinkelse µd er implementeret i variablen sampleMean, mens variansen i forsinkelsen σ2d er implementeret i
variablen variance. Observationsvinduet Wd er repræsenteret som arrayliste observationWindow af værdier
for rejsetiderne. Variablen bestTimeInWindow holder styr på, hvor den bedste værdi i observationsvinduet
befinder sig. Den gennemsnitlige forsinkelse initialiseres, ved oprettelse af et objekt af typen StatisticalTra-
ficModel, til den største positive værdi af typen double, mens variansen sættes til 0.
Da den statistiske trafikmodel udgøres af en vektor af n− 1 datastrukturer (µd, σ2d ,Wd), skal der flere ob-
jekter af typen StatisticalTraficModel til at repræsenterer den statistiske trafikmodel. Derfor er der tilknyttet
en arrayliste traficModel, med n− 1 objekter af typen StatisticalTraficModel til hver netværksknude, se figur
5.7.
T og M kan betragtes som en lokal langtidshukommelse, der fanger forskellige aspekter af det globale
netværks dynamik. Modellen Mi vedligeholder et estimat af distancer i tid, og disses stabilitet, mens
duftstofstabellen, for hver mulig destination, indeholder estimater af den relative godhed af at vælge en
specifik naboknude for at nå destinationen. Status i pakkekøerne Li er derimod en korttidshukommelse af,
hvad der forventes i forhold til ventetid for, at nå en naboknude.
5.2.2 Datastrukturer vedligeholdt i de kunstige agenter
De kunstige agenter har deres egen private hukommelse. Således har den kunstige agent k tilknyttet
hukommelsen Hk. Hukommelsen indeholder agentens personlige historie, i form af oplysninger om besøg-
te knuder, ventetider, udbredelsesforsinkelser osv., der vedligeholdes undervejs, se figur 5.9. Hk indeholder
to ordnede lister.
Listen xc0→cm = [c0, c1, ..., cm] vedligeholder en ordnet mængde af knuder, der er besøgt indtil videre. Knu-
den, der er besøgt som nummer i af agenten, er identificeret ved ci. xc0→cm svarer stort set til sekvensen
x = 〈ci, cj, ..., ch, ...〉 fra problemrepræsentationen i afsnit 3.2. Listen af netværksknuder, der er besøgt, er
Figur 5.9 Den kunstige agent opbevarer oplysninger, om hver besøgt knude og rejsetiden imellem dem, i sin
hukommelse Hk .
implementeret som arraylisten nodes, der indeholder objekter af typen NetworkVertex. Denne listes første
element vil altid være agentens afsenderknude, mens det sidste element der tilføjes, vil være agentens
destinationsknude.
Listen Tc0→cm = [tc0→c1 , tc1→c2 , ..., tcm−1→cm ] vedligeholder værdierne for rejsetiderne, der opleves af den
kunstige agent, når den flytter sig fra knude ci til knude ci+1. Denne liste er implementeret som arraylisten
travellingtime, der indeholder værdier, der svare til rejsetiderne. Den først tilføjede rejsetid vil altid være 0,
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da det ønskes at indekset i de to arrayliste er ens for hvert skridt i løsningskonstruktionen. Hvis den første
værdi ikke bliver indsat i travellingtime samtidig med at afsenderknuden bliver indsat i nodes, vil listernes
indeks være forskudt, da der for en rute med m knuder vil være m− 1 rejsetider.
5.3 En pakke krydser en forbindelse
I det følgende beskrives det, hvorledes datapakker og kunstige agenter krydser en forbindelse mellem to
netværksknuder. Derudover gøres der rede for, hvorledes dette er implementeret i metoden crossLink i klas-
sen Packet, se figur 5.10.
Når en pakke skal krydse en forbindelse mellem to netværksknuder, vil den kende sin nuværende position
og den næste knude som den skal til. I implementationen af pakken er pakkens nuværende position i form
af objektet current, mens pakkens næste position er objektet nextHop. Derfor er det pakkens første opgave,
at finde den kant, implementeret i objektet edge, som vil føre pakken til den næste knude i netværket. Pak-
ken, og ikke knuden, foretager sig denne opgave, da pakken er implementeret som en proces. I en rigtig
router vil det være routeren, der sender pakken videre, da pakker kun er en serie af bytes uden nogen reel
mulighed for, at udføre nogen handling.
Når pakken har fundet den port, den skal sendes videre fra, sættes pakken ind i den udgående buffer. Dette
gøres ved hjælp af metoden waitInQueue(LinkQueue, boolean, boolean). Den første boolske værdi angiver om
pakken er en høj-prioritetspakke, der derfor skal sættes i køen for høj-prioritetspakker, eller en almindelig
pakke, der skal sættes i den almindelige pakkekø. Den anden boolske værdi sættes til false, da det dermed
angives, at det er en af de udadgående pakkekøer, som pakken skal sættes i. Hvis en pakke ankommer til 
1 protected boolean crossLink ( boolean high , NetworkVertex nextHop ) throws NullPointerExcept ion {
2 i f ( nextHop . equals ( null ) ) throw new NullPointerExcept ion ( "Naboknuden er nul l " ) ;
3 NetworkEdge edge = current . getEdge ( nextHop ) ;
4 boolean t ransmiss ionS ta tus = edge . getLinkQueue ( ) . ge tTransmi t t ingSta tus ( ) ;
5 i f ( ! t ransmiss ionS ta tus ) {
6 sendPacketAcrossLink ( edge ) ;
7 } e lse {
8 i f ( ! waitInQueue ( edge . getLinkQueue ( ) , high , f a l s e ) ) {
9 edge . getLinkQueue ( ) . packetDropped ( f a l s e ) ;
10 return fa l s e ;
11 }
12 sendPacketAcrossLink ( edge ) ;
13 }
14 boolean process ingS ta tus = edge . getLinkQueue ( ) . ge tProcess ingS ta tus ( ) ;
15 i f ( process ingS ta tus )
16 i f ( ! waitInQueue ( edge . getLinkQueue ( ) , high , t rue ) ) {
17 edge . getLinkQueue ( ) . packetDropped ( t rue ) ;
18 return fa l s e ;
19 }
20 return true ;
21 } 
Figur 5.10 Metoden crossLink i klassen Packet. Metoden er implementationen af, hvorledes en pakke krydser en
forbindelse mellem to netværksknuder.
en fuld buffer smides den pågældende pakke væk. Derfor kan metoden waitInQueue returnere false, hvis
det ikke var muligt, at indsætte pakken i den pågældende pakkekø. Metoden vil derudover sætte pakkens
boolske værdi alive til false. Dette gøres for at indikere, at pakken er mistet. For at kunne opretholde en
statistik over, hvor mange pakker der er tabt, tælles antallet af tabte pakker op, hvis waitInQueue returnere
false.
Metoden waitInQueue benytter LinkQueue-klassens metode setIntoQueue, se bilag B.2.6, til at forsøge, at ind-
sætte pakken i den rigtige pakkekø. I LinkQueue består begrænsningen på længden af pakkekøerne i to
værdier maxQueueLenghtIn og maxQueueLenghtOut, som metoden setIntoQueue sørger for ikke overskrides.
Således er der ikke nogen direkte begrænsning på længden af de fire Head objekter, som repræsenterer
pakkekøerne.
Når pakkerne skal krydse forbindelsen behandles de i den rækkefølge de ankommer, med den undtagelse
at høj-prioritetspakker altid behandles før de almindelige pakker. Når den pågældende forbindelses res-
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sourcer er ledige, reserveres de til den næste pakke i køen og transmissionen sættes op. Da pakkerne skal
aktiveres i pakkekøerne af et andet objekt af en klasse, der nedarver fra Process, aktiveres den næste pakke
i bufferen af den forrige pakke, der er blevet transmitteret videre til kantens destination. Dette foregår i
metoden activateNextPacketInQueue, som kaldes i metoden sendPacketAcrossLink, se bilag C.2.1.
Da pakkerne skal aktiveres af et andet objekt af en klasse, der nedarver fra Process, vil pakker, der indsæt-
tes i en pakkekø, hvor der ikke er en anden pakke der transmitteres eller behandles, aldrig blive aktiveret.
Derfor opretholdes der en status i alle LinkQueue-objekter, ved hjælp af de boolske værdier transmitting og
processing. Værdien transmitting angiver om, der sendes en pakke fra de udadgående pakkekøer. Værdien
processing angiver om, der behandles en pakke (den næste destination for den pågældende pakke bestem-
mes) fra de indgående pakkekøer. Er den rette status negativ, kan pakkerne sendes videre uden de skal
indsættes i en pakkekø.
Tiden det tager, at flytte pakken fra en knude til en naboknude, afhænger af pakkestørrelsen og forbindel-
sens transmissionskarakteristika. Størrelsen af denne tid udregnes i metoden sendPacketAcrossLink. Pakken
sættes til at vente i denne tidsperiode for, at illustrere at tiden går.
Når pakken ankommer til den næste netværksknude, indsættes pakken i en kø, hvor den opbevares indtil
den kan behandles. Hvis der ikke er nok plads i bufferen, som pakken ankommer til, smides pakken væk
på samme måde, som den smides væk i den udgående pakkekø, hvis der ikke er plads nok der.
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De kunstige agenter er processer og er derfor implementeret som sådanne, som tidligere nævnt. Processen
består i, at konstruerer en løsning og efterfølgende opdaterer netværkets datastrukturer, herunder routings-
tabeller. De to delprocesser beskrives nærmere i dette kapitel.
6.1 Løsningskonstruktion
Figur 6.1 indeholder pseudokode for den del af AntNet algoritmen, som løsningskonstruktionen består af.
Den kunstige agent indsamler to forskellige oplysninger undervejs. De passerede knuders identitet opsam-
les i listen x og rejsetider opsamles i listen T. Algoritmen, der beskriver den kunstige agents konstruerende
opførsel, minder meget om algoritmen, der beskriver datapakken vej gennem netværket, se figur 5.5. Der
hvor den kunstige agent primært adskiller sig, er dens forsøg på, at detekterer og eliminerer løkker i dens
egen rute og valget af næste knude, der skal besøges. Hvor datapakkerne benytter den lokale routingstabel
til at vælge den næste knude, benytter den kunstige agent status for pakkekøer og den lokale duftstofsma-
trix.
Rejsetiden er, som det kan ses på figur 6.1, defineret som tiden fra agenten ankommer til en knude til den
har krydset forbindelsen til den næste knude. Dette betyder, at tiden indbefatter den tid det tager agenten
at vælge den næste knude, som den skal besøge, samt tiden det tager agenten, at krydse kablet. Detektering
og håndtering af løkker i pakkens rute foretages ikke af almindelige datapakker. Derfor er denne operation
ikke medregnet som en del af rejsetiden. I det følgende forklares det, hvorledes den næste knude findes
blandt naboknuderne og hvordan løkker håndteres.
i← 0;1
ci ← afsender;2
x[i]← ci ;3
T[i]← 0;4
while (ci 6= destination) do5
tankomst ← NuværendeTid();6
cj ← VælgNæsteKnude(x, destination, Ti , Li);7
SætAgentIKø(ci , cj);8
VentPåDataKø(ci , cj);9
KrydsForbindelse(ci , cj);10
Tci→cj ← NuværendeTid() −tankomst ;11
if cj ∈ x then12
FjernLoop(cj , x);13
else14
ci ← cj ;15
x[i]← ci ;16
T[i]← Tci→cj17
end18
end19
Figur 6.1 Proceduren KonstruerLøsning(afsender, destination).
6.1.1 Valg af naboknude
Ved hver knude ci må den kunstige løsningskonstruerende agent ks→d, der har afsender s og destination
d, vælge en naboknude cj ∈ Ni, som den næste knude. Når agenten skal vælge den næste knude, er der to
scenarier den skal tage hensyn til på forskellig vis. Valget af den næste knude er implementeret i metoden
chooseNextNode i klassen Agent.
Hvis cj ∈ xs→ci , ∀cj ∈ Ni, dvs. at alle naboknuder har været besøgt af den pågældende agent, vælges den
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næste knude tilfældigt. Da løkker i ruten helst ikke skal opstå, betyder dette, at knuden, som agenten kom
fra, ikke kan vælges. Hvis den nuværende knude er ci og den er blevet besøgt som nummer i af agenten,
er sandsynligheden pcjd for at en knude cj bliver valgt som den næste knude, givet ved:pcjd = 1|Ni |−1 ∀cj ∈ Ni ∧ (cj 6= ci−1 ∨ |Ni| = 1)pcjd = 0 ellers (6.1)
Formel 6.1 udtrykker, at under forudsætning af at en knude er en naboknude til knuden ci og ikke er
den naboknude som agenten kommer fra, er sandsynligheden for at knuden vælges den samme som for
alle andre knuder, der opfylder kravene. Denne mulighed er implementeret i den første del af metoden
chooseNextNode, se figur 6.2.
 
1 private NetworkVertex chooseNextNode ( ) {
2 double random = randomG . nextDouble ( ) ;
3 double ac cP robab i l i t y = 0 ;
4 Lis t <NetworkVertex> neighbours = getCurrentVertex ( ) . getListOfNeighbours ( ) ;
5 double numberOfNeighbours = neighbours . s i z e ( ) ;
6
7 i f ( a l lNeighboursVis i ted ( ) ) {
8 double probab i l i t y = 1 / ( numberOfNeighbours − 1 ) ;
9 ac cP robab i l i t y = probab i l i t y ;
10 in t index = 0 ;
11 while ( a c cP robab i l i t y < random && index + 1 < neighbours . s i z e ( ) ) {
12 index ++;
13 i f ( ! neighbours . get ( index ) . equals ( getPrevious ( ) ) )
14 ac cP robab i l i t y += probab i l i t y ;
15 }
16 return neighbours . get ( index ) ;
17 }
18 . . .
19 } 
Figur 6.2 Den første del af metoden chooseNextNode i klassen Agent. Denne første del af metoden er implementationen
af valget af den næste knude under forudsætning af, at alle naboknuder til agentens nuværende position er besøgt af
agenten.
I langt de fleste tilfælde vil der være mindst en naboknude, der endnu ikke er besøgt af agenten. I det
tilfælde benytter agenten en stokastisk beslutningspolitik der benytter de følgende parametre:
• Lokalt duftstof i form af værdierne τcjd fra matrixen Ti.
• Lokal heuristisk information i form af værdierne ηcj baseret på status af den lokale pakkekø Li:
ηcj = 1−
qcj
∑
|Ni |
c′j=1
qc′j
, (6.2)
hvor qcj er antallet er bits, der venter på at blive sendt fra ci til naboknuden cj. I denne sammenhæng
er det udelukkende antallet af bits, der venter på de udadgående pakkekøer med normal prioritet,
der er interessante.
• Agentens hukommelse Hk, der indeholder listen xs→ci .
Ligning 6.2 er implementeret i metoden getHeuristics i klassen NetworkVertex, se figur 6.3. I den første del
af koden beregnes det, hvor mange pakker der i alt venter på, at blive sendt fra den pågældende net-
værksknude. Oplysningen om resultatet af denne beregning opbevares i variablen allPQLenghts, der stort
set svare til resultatet af udtrykket ∑
|Ni |
c′j=1
qc′j i ligning 6.2. Den eneste afvigelse er, at allPQLenghts er antallet
af pakker og ikke bits. Men da alle pakker har samme størrelse i implementationen, er antallet af pakker
ligeså brugbart et mål, som antallet af bits er i dette tilfælde.
Efterfølgende findes længden af pakkekøen qcj til den næste destination cj. Denne værdi opbevares i vari-
ablen neighbourPQLenght. Til sidst benyttes ligning 6.2 til at returnere den heuristiske information.
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 
1 public double ge tHeur i s t i c s ( NetworkVertex neighbour ) throws NullPointerExcept ion {
2 . . .
3 double allPQLenghts = 0 ;
4 for (NetworkEdge edge : edges ) {
5 allPQLenghts += edge . getLinkQueue ( ) . getQueueLenght ( fa lse , f a l s e ) ;
6 }
7 double neighbourPQLenght = getEdge ( neighbour ) . getLinkQueue ( ) . getQueueLenght ( fa lse , f a l s e ) ;
8 i f ( allPQLenghts == 0 ) return 1/edges . s i z e ( ) ;
9 return 1 − ( neighbourPQLenght / allPQLenghts ) ;
10 } 
Figur 6.3 Metoden getHeuristics i klassen NetworkVertex. Metoden beregner den lokale heuristiske information for en
specifik naboknude.
De tre elementer, duftstof, heuristisk information og agentens hukommelse, tages i betragtning når beslut-
ningspolitikken, defineret i formel 6.3, benyttes til at vælge en naboknude cj. Beslutningspolitikken definere
en sandsynlighed for at en naboknude vælges.pcjd =
τcjd+αηcj
1+α(|Ni |−1) ∀cj ∈ Ni ∧ cj 6∈ xs→ci
pcjd = 0 ellers
(6.3)
Sandsynligheden pcjd, som tilskrives hver naboknude, er et mål for, hvor relativ godt et valg det er, at vælge
knuden cj i forhold til de andre naboknuder, når destinationen er d. Værdien α ∈ [0, 1] vægter den relative
vigtighed af den heuristiske information i forhold til duftstofsværdierne i Ti.
Formel 6.3 er implementeret i anden del af metoden chooseNextNode, se figur 6.4. Denne del af metoden 
1 private NetworkVertex chooseNextNode ( ) {
2 . . .
3 e lse {
4 Lis t <Double> p r o b a b i l i t i e s = new ArrayList <Double > ( ) ;
5 for ( NetworkVertex neighbour : neighbours ) {
6 double probab i l i t y = 0 ;
7 i f ( ! inMemory ( neighbour ) ) {
8 double pheromone = getCurrentVertex ( ) . getPheromone ( ge tDes t ina t ion ( ) , neighbour ) ;
9 double heu r i s t i c s = getCurrentVertex ( ) . g e tHeur i s t i c s ( neighbour ) ;
10 probab i l i t y = pheromone + ( alpha * h eu r i s t i c s ) / (1 + ( alpha * ( numberOfNeighbours −
1 ) ) ) ;
11 }
12 p r ob a b i l i t i e s . add ( p robab i l i t y ) ;
13 }
14 double t o t a l p r o b ab i l i t y = 0 ;
15 for ( double prob : p r o b a b i l i t i e s ) {
16 t o t a l p r o b ab i l i t y += prob ;
17 }
18 in t index = −1;
19 while ( a c cP robab i l i t y < random && index < ( neighbours . s i z e ( ) −1) ) {
20 index ++;
21 ac cP robab i l i t y += p r o b a b i l i t i e s . get ( index )/ t o t a l p r o b a b i l i t y ;
22 }
23 return neighbours . get ( index ) ;
24 }
25 } 
Figur 6.4 Den anden del af metoden chooseNextNode i klassen Agent. Denne anden del af metoden er implementationen
af valget af den næste knude under forudsætning af, at alle naboknuder til agentens nuværende position ikke er besøgt
af agenten.
udregner i den første for-løkke sandsynligheder for alle naboknuder, ved hjælp af formel 6.3, hvorefter
værdierne indsættes i en midlertidig arrayliste probabilities. I den næste for-løkke udregnes den samlede
sandsynlighed og gemmes i variablen totalprobability. I den efterfølgende while-løkke vælges en af na-
boknuderne, ved hjælp af en tilfældig genereret værdi random.
Værdien α repræsentere et valgt forhold mellem estimater, der stammer fra henholdsvis en lang kollektiv
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læringsproces og en heuristisk forudsigelse, der baserer sig på noget meget lokalt og kortvarigt. Hvis vær-
dien af α er tæt på 1, vil trafikken udelukkende følge fluktuationerne i den lokale trafik på knuden. På
denne måde ignoreres den langvarige kollektive indlæring. Hvis værdien af α derimod er tæt på 0, bliver
beslutningerne, der tages, fuldstændig afhængig af den langvarige kollektive indlæring. Det resulterer i,
at AntNet bliver ude af stand til hurtigt at følge ændringer i trafikdistributionen. I begge tilfælde kan det
forventes, at resultatet af routingen bliver langt fra tilfredsstillende.
Afhængig af netværkets karakteristika, kan den bedste værdi for α varierer. Ifølge Di Caro [Di Caro, 2004,
s. 212] har nogle af de bedste værdier for α, vist sig at befinde sig i intervallet [0,2; 0,5]. Ydelsen i dette in-
terval er god og ændrer sig ikke meget indenfor intervallet. Værdien af α er implementeret i variablen alpha
i klassen Agent. Værdien vælger brugeren af den implementerede kode selv. Der er således ikke sat anden
begrænsning på værdien, end den skal være i intervallet [0, 1], men det anbefales, at Di Caros anbefaling
følges.
6.1.2 Håndtering af løkker i agenternes ruter
Når ACO bruges på kombinatoriske optimeringsproblemer, er agenternes private hukommelse et værktøj,
der kan bruges til, at garantere en anvendelig løsning under selve opbygningen. I routingsspørgsmål er
anvendelighed et utryk for en løkke-fri (eng. loop free) løsning. Da AntNet er tænkt til bedste-indsats (eng.
best-effort) trafik, håndteres løkker først, når de opstår. Der foregår således ikke noget præventivt arbejde.
Hvis en løkke opstår, tages de knuder, der indgår i den pågældende løkke, ud af den kunstige agents
hukommelse således, at det ser ud som om der aldrig har været en løkke.
Hvis agenten har bevæget sig på en løkke i et tidsinterval, der er større end halvdelen af dens alder,
ødelægges agenten helt. Dette skyldes, at der er en god sandsynlighed for, at den information, som agenten
bæger rundt på, er forældet.
Håndteringen af løkker i agentens rute er implementeret i metoden propagatePacket, se bilag C.2.3, som er
implementationen af agentens livscyklus. Derfor er den første del af strukturen i denne metode stort set
identisk med algoritmen på figur 6.1. Selve fjernelsen af en løkke er implementeret i metoden removeLoop,
der kaldes fra metoden propagatePacket.
Ofte forsøges løkker undgået i netværk, ved at give datapakker en time-to-live-værdi (TTL). En lignende
værdi får de kunstige agenter, når de sendes af sted. Hvis agenten ikke når sin destination inden tiden
er løbet ud, ødelægges den. De kunstige agenters TTL måles i sekunder1, hvor det mest almindelige er
antal af routere. De kunstige agenter er i klassen Agent implementeret med en TTL værdi i variablen
timeToLive, hvor datapakkerne i klassen DataPacket har en TTL værdi maxHops, der angiver, hvor mange
knuder datapakkerne kan besøge på deres rute.
6.2 Opdatering af datastrukturer
Når destinationen d nås af den kunstige agent ks→d, transformeres den til en anden agent ud→s, der arver
al den forrige agents hukommelse. Denne nye agents formål er, at varetage opdateringsfasen, der, pga.
netværks distribuerede natur, kræver, at den fulgte vej under ks→d’s rejse følges fra destinationen. Agenten
ud→s vandre således tilbage og opdatere for hver passeret knude dennes estimater. Opdateringen foregår
uafhængigt af den opdatering agenten foretager ved andre knuder.
De opdaterende agenter deler ikke pakkekøer med almindelige datapakker. Da de løsningskonstrueren-
de agenters formål er, at simulere datapakker, deler de opdaterende agenter heller ikke pakkekø med de
konstruerende agenter. Derimod benytter de opdaterende agenter en pakkekø til høj-prioritetspakker, så
de hurtigt kan sende de akkumulerede informationer fra de konstruerende agenter igennem netværket.
Definitionen af agenterne skelner således mellem de to typer af agenter. Det gør implementationen ikke
direkte, da begge typer er implementeret i den samme klasse, Agent.
Figur 6.5 viser algoritmen for den opdaterende agent i pseudokode. Denne algoritme er implementeret i
den anden del af metoden propagatePacket i klassen Agent, se bilag C.2.3, hvor algoritmen for den konstru-
erende agent er implementeret i den første del af metoden. Algoritmen for den opdaterende agent minder
på nogle punkter om algoritmen for den konstruerende agent, se figur 6.1. Dette skyldes, at agenterne
begge skal bevæge sig fra knude til knude for, at udføre deres opgaver. Den opdaterende agents eneste
1 Di Caro omtaler eksperimenter med en TTL-værdi på 15 sekunder i [Di Caro, 2004, s. 213]
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while (ci 6= destination) do1
ci−1 ← HentFraHukommelsen;2
SætAgentIKø(ci , ci−1);3
VentPåHøjPrioritetsKø(ci , ci−1);4
KrydsForbindelse(ci , ci−1);5
cj ← ci ;6
ci ← ci−1;7
OpdaterLokalTrafikModel(M, ci , cj , afsender, T);8
r ← UdregnForstærkningsværdi(M, ci , cj , afsender, T);9
OpdaterLokalRoutingstabel(T , ci , afsender, r);10
end11
Figur 6.5 Proceduren OpdaterDatastruktur(). Agentens nuværende knude betegnes ci , hvor i er knudens position i listen
x, som den konstruerende agent har opbygget. Da den opdaterende agent bevæger sig baglæns af den rute, som listen
x indeholder, vil den opdaterende agents næste knude altid være knuden ci−1 i listen x. Agentens forrige position i
netværket betegnes cj.
opgave er, at opdatere alle datastrukturer på knuden ci, som agenten ankommer til fra en naboknude cj.
Selve opdateringen udføres, ved at benytte hukommelsen, i form af listerne xc0→cm og Tc0→cm , der er arvet
fra den løsningskonstruerende agent. Agenten foretager følgende sekvens af operationer under opdaterin-
gen: (1) Opdatering af den lokale modelMi i forhold til rejsetiden mellem ci og d, (2) Evaluering af ruten
ci → d, som et forhold mellem rejsetiden tci→d, der blev oplevet af den løsningskonstruerende agent, og
den forventede rejsetid opbevaret iMdi : Jo mindre tci→d er i forhold til den forventede rejsetid, jo større er
den værdi, som tilskrives ruten, (3) Bruge den før nævnte værdi til at forstærke ruten, dvs. valget af cj, som
næste knude, forstærkes, når destinationen er d, i både duftstofstabellen Ti og routingstabellen Ri.
6.2.1 Opdatering af de lokale modeller for netværkstrafik
Gennemsnittet µd og variansen σ2d er begge parametre, der skal estimeres. Dette findes der forskellige
strategier for, men den der har givet de bedste resultater, er den ekspotentielle model [Di Caro, 2004, s.
206]:
µd ←µd + δ(oi→d − µd) (6.4)
σ2d ←σ2d + δ((oi→d − µd)2 − σ2d ) (6.5)
hvor oi→d er den nye observation, dvs. den rejsetid, som den kunstige agent reporterer at den har oplevet
på rejsen mellem ci og destinationen d. Faktoren δ vægter antallet af seneste observationer, der vil påvirke
gennemsnittet2.
Efter hver ny observation øges længden w af vinduet modulus wmax, hvor wmax er den maksimalt tilladte
størrelse af observationsvinduet. Dette betyder, at når vinduet har nået længden wmax, vil vinduet blive
rykket en observation frem i tiden for hver ny observation, der registreres. Den mindste forsinkelse til d
repræsenterer en korttidshukommelse, der giver udtryk for en empirisk nedre grænse på et estimat af den
tid, det tager en pakke at nå d. Dette estimat kan ændre sig efterhånden som observationsvinduet flytter
sig [Di Caro & Dorigo, 1998].
Mi opdateres, ved at konsultere listen Ta→d og tage rejsetiden tci→d, som den løsningskonstruerende agent
har oplevet, i betragtning. Først sættes oci→d = tci→d, hvorefter formel 6.5 benyttes til at opdatere µd og σ
2
d .
Hvis oci→d < Wd, så opdateres Wd således at værdien bliver oci→d. Ligeledes opdateres Wd, når Wd ikke
længere befinder sig i observationsvinduet. Figur 6.6 viser implementationen af denne opdatering, i form af
metoden updateModel i klassen StatisticalTraficModel. Metoden updateModel benytter først formel 6.5 til at op-
datere gennemsnittet µd og variansen σ2d . Efterfølgende opdateres den bedste værdi i observationsvinduet
og observationsvinduet selv.
6.2.2 Evaluering af ruten og generering af forstærkelsessignal
Evalueringen af ruten ci → d, fulgt af den kunstige agent, sker oftest på basis af den oplevede rejsetid
tci→d. Formålet med denne evaluering er, at generere et forstærkningssignal r, der benyttes til at opdatere
2 se [Di Caro, 2004, s. 207] for uddybelse.
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 
1 public void updateModel ( double t r ave l t ime ) throws I l legalArgumentException {
2 . . .
3 i f ( observationWindow . isEmpty ( ) ) sampleMean = t rave l t ime ;
4 sampleMean += eta * ( t r ave l t ime − sampleMean ) ;
5 var iance += eta * (Math .pow( t rave l t ime − sampleMean , 2 ) − var iance ) ;
6 observationWindow . add ( t rave l t ime ) ;
7 i f ( t r ave l t ime < bestTimeInWindow ) {
8 bestTimeInWindow = t rave l t ime ;
9 bestTimePosInWindow = observationWindow . indexOf ( t r ave l t ime ) ;
10 }
11 i f ( observationWindow . s i z e ( ) > widthWindow) {
12 observationWindow . remove ( 0 ) ;
13 bestTimePosInWindow−−;
14 i f ( bestTimePosInWindow == −1) {
15 bestTimeInWindow = Double .MAX_VALUE;
16 for ( double time : observationWindow ) {
17 i f ( time < bestTimeInWindow ) {
18 bestTimeInWindow = time ;
19 bestTimePosInWindow = observationWindow . indexOf ( time ) ;
20 }
21 }
22 }
23 }
24 } 
Figur 6.6 Metoden updateModel i klassen StatisticalTraficModel. Metoden er implementationen af hvorledes den statistiske
trafikmodel opdateres.
duftstofstabellen og routingstabellen. Værdien r bruges af den nuværende knude ci, som en positiv for-
stærkning af ruten til naboknuden cj, som den opdaterende agent kommer fra. Værdien af r bestemmes
således af rejsetiden, der er observeret indtil nu, set i forhold til tci→d. Konsekvensen af dette er, at jo min-
dre værdien af tci→d er, jo større vil værdien af r være.
Den oplevede rejsetid tci→d kan ikke sættes i forhold til en præcis referenceværdi. Det er således ikke mu-
ligt at finde ud af præcis, hvor god eller dårlig en løsning er. Dette skyldes, at den mest optimale rejsetid
mellem to netværksknuder i et netværk, med en bestemt trafiksituation, ikke er kendt [Di Caro, 2004, s.
223]. Ingen strategi vil kunne ændre dette, da trafiksituationen afhænger af mange forskellige variable.
Derfor kan hver rejsetid kun bruges til udregning af en forstærkningsværdi, der er vejledende.
Der findes flere forskellige strategier for bestemmelse af forstærkningsværdien r. Hvilken, der vælges, har
stor indflydelse på AntNet algoritmens ydelse. Ifølge [Di Caro, 2004, s. 223] bør værdien r opfylde de
følgende krav:
• En rute skal modtage en forøgelse i sandsynligheden for at den vælges, der er proportional med, hvor
relativ god ruten er.
• Hvor god en rute er, er et relativt mål, der afhænger af trafiksituationen. Hvor god en rute er, kan
bestemmes ved hjælp af den statistiske trafikmodelM.
• Modeller skal være robuste i forhold til små fluktuationer i trafikken, da oscillation3 i routingstabellen
er et af de største problemer i adaptiv routing, som AntNet algoritmen er et eksempel på. Der skal
således findes en afvejning af stabilitet og adaption for at opnå en god ydelse.
Forstærkningsværdien r kan implementeres som en konstant. Denne strategi kan give nogle rimelige resul-
tater under de rette omstændigheder, se [Di Caro, 2004, s. 224]. For at opnå en ydelse, der gør at AntNet
algoritmen kan konkurrere med de bedste, etablerede routingsalgoritmer, skal informationer om rejsetider
benyttes [Di Caro, 2004, s. 224]. Denne erkendelse har ført til udviklingen af en forholdsvis kompliceret
strategi for adaptiv forstærkning4. Men i forsøget på at holde implementationen af AntNet algoritmen, i
forbindelse med denne rapport, på et forholdsvist simpelt niveau, er der valgt en simpel strategi for udreg-
ningen af forstærkningsværdien r.
Forstærkningsværdien udregnes og returneres af metoden calcReinforcement i klassen Agent. I metoden
udregnes forstærkningsværdien efter formel 6.6, der udtrykker, at r er lig den bedste rejsetid mod destina-
3 Oscillation i en routingstabel er gentagende udsving i værdierne i routingstabellen.
4 Se eventuelt [Di Caro, 2004, s. 224] formel 7.12 og den tilhørende forklaring.
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tionen d i observationsvinduet delt med den nye rejsetid.
r =
Wd
tci→d
(6.6)
Den strategi ligning 6.6 giver udtryk for, opfylder som minimum de første to krav, som Di Caro opstiller.
Strategien er valgt, da den er en forsimplet udgave af den, før nævnte, adaptive strategi.
6.2.3 Opdatering af duftstofsmodellen
Til opdatering af duftstofmodellen Ti benyttes den forstærkningsværdi, der er udregnet. Når opdateringen
skal ske for duftstofværdien, der tilhøre kanten til naboknuden cj og destinationen d, sker det følgende.
Sandsynligheden τjd, i duftstofsmodellen Ti, for at vælge naboknuden cj når destination er d, forøges ved
hjælp af formel 6.7.
τjd ← τjd + r(1− τjd) (6.7)
På denne måde vil værdien af τjd øges med en værdi, der er proportional med forstærkningsværdien r og
den tidligere duftstofsværdi. Kombinationen betyder, at den samme forstærkningsværdi r, vil favorisere de
mindre duftstofsværdier, da små duftstofsværdier forøges proportionalt mere end de store duftstofsværdi-
er. For at vise dette, gives der et eksempel. Hvis r = 0, 7 i to forskellige tilfælde, hvor τjd er henholdsvis 0, 1
og 0, 5, bliver de nye duftstofsværdier 0, 73 og 0, 95. Favoriseringen af den mindste duftstofsværdi består i
en procentvis stigning i duftstofværdien, der er meget markant i forhold til stigningen for den største af de
to duftstofsværdier. Den procentvise stigning er henholdsvis 630 og 90 procent. Dette giver en favorisering
af en hurtig udforskning af nyopdagede ruter, der viser sig at være relativt gode.
Formel 6.7 betyder, at det ikke kun er forstærkningsværdien r, der spiller en rolle for værdien af en duft-
stofsværdi. Agenternes ankomstrate har også en betragtelig betydning. Dette skyldes, at en duftstofsværdi
τijd får en positiv opdatering hver gang en agent, der har valgt ruten over knuden cj mod destinationen
d, ankommer til knuden ci. Så jo flere af denne slags agenter der ankommer til knuden ci, jo større vil
duftstofsværdien τijd være. Dette betyder, at det er ruter, der modtager en stor forstærkningsværdi eller
små, men ofte forstærkninger, der tillægges den største tillid [Di Caro, 2004, s. 217]. Denne forøgelse af
duftstofsværdien er implementeret i metoden updatePheromone i klassen Pheromone, se bilag B.2.5. Metoden 
1 private double updatePheromone ( double re inforcement ) throws I l legalArgumentException {
2 . . .
3 in t des t ina t ionIndex = getCurrentVertex ( ) . getDestIndex ( ge tDes t ina t ion ( ) ) ;
4 double pheromone = getCurrentVertex ( ) . getEdge ( getPrevious ( ) ) . getPheromoneModel ( ) .
updatePheromone ( dest inat ionIndex , re inforcement ) ;
5 for (NetworkEdge edge : getCurrentVertex ( ) . getNetworkEdges ( ) ) {
6 i f ( edge != getCurrentVertex ( ) . getEdge ( getPrevious ( ) ) ) {
7 edge . getPheromoneModel ( ) . negativeUpdatePheromone ( dest inat ionIndex ,
re inforcement ) ;
8 }
9 }
10 return pheromone ;
11 } 
Figur 6.7 Metoden updatePheromone i klassen Agent. Metoden er implementationen af, hvorledes duftstofsværdien, der
er tilknyttet en bestemt destination og naboknude, opdateres og duftstofsmodellen efterfølgende normaliseres.
kaldes af agenten gennem et kald til metoden updatePheromone i klassen Pheromone, se figur 6.7 linie 4.
Da værdierne i duftstofsmodellen skal normaliseres, kræves det, at de resterende duftstofsværdier τld i
duftstofsmodellen, der er tilknyttet destinationen d, formindskes. Dette foregår ved hjælp af formel 6.8, så
alle duftstofsværdierne i Ti, der er tilknyttet destinationen d, tilsammen giver 1.
τld ← τld − rτld, ∀cl ∈ N (i), cl 6= cj (6.8)
Formel 6.8 er implementeret i metoden negativeUpdatePheromone i klassen Pheromone, se bilag B.2.5, således
at én duftstofsværdi formindskes ved hjælp af metoden. For at alle de, i formel 6.8 angivne duftstofsvær-
dier, opdateres, skal agenten kalde sin metode updatePheromone, se figur 6.7. I metoden updatePheromone
gennemløbes alle de duftstofsværdier, der er tilknyttet agentens destination, således at metoden negati-
veUpdatePheromonemodificere alle de duftstofsværdier, der skal ændres i forbindelse med normaliseringen.
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6.2.4 Opdatering af routingstabellen
Routingstabellen Ri opdateres for hver opdatering i duftstofsmodellen Ti. Routingstabellen betragtes som
et resumé af al den nødvendige information om duftstofsværdier og lokale pakkekøer. Derfor routes data-
pakker udelukkende efter informationerne i routingstabellen.
Værdierne i routingstabellen er defineret, som resultatet af en ekspotentiel transformation af de tilsvaren-
de værdier i duftstofsmodellen. Formålet med transformationen består i, at favorisere mulighederne med
høj sandsynlighed på bekostning af mulighederne med lav sandsynlighed. Transformationen er defineret i
ligning 6.95.
Rijd = (τijd)ε (6.9)
hvor τijd er duftstofsværdien, der skal transformeres til den tilsvarende værdi Rijd i routingstabellen. Eks-
ponenten ε skal være over 1 før transformationen opnår det tiltænkte formål. I [Di Caro, 2004] omtales
ε = 1, 4, som et godt kompromis imellem risikoen for at route pakker langs relativt dårlige ruter, og mulig-
heden for at sprede data over flere ruter, dvs. muligheden for load balancing. Derfor benyttes denne værdi
i implementationen af routingstabellen. Opdateringen af routingstabellen foregår i metoden updateRouting- 
1 protected void updateRoutingTable ( in t destIndex , in t nextIndex , double pheromone ) throws
IndexOutOfBoundsException , I l legalArgumentException {
2 . . .
3 transformedPheromones [ destIndex ] [ nextIndex ] = Math .pow(pheromone , exponent ) ;
4 double accumulatedPheromone = 0 ;
5 for ( in t nextHopIndex = 0 ; nextHopIndex < transformedPheromones [ destIndex ] . length ;
nextHopIndex++) {
6 accumulatedPheromone += transformedPheromones [ destIndex ] [ nextHopIndex ] ;
7 }
8 for ( in t nextHopIndex = 0 ; nextHopIndex < transformedPheromones [ destIndex ] . length ;
nextHopIndex++) {
9 rout ingTable [ destIndex ] [ nextHopIndex ] = transformedPheromones [ destIndex ] [
nextHopIndex ] / accumulatedPheromone ;
10 }
11 } 
Figur 6.8 Metoden updateRoutingTable i klassen RoutingTable. Metoden er implementationen af, hvorledes en værdi i
routingstabellen, der er tilknyttet en bestemt destination og naboknude, opdateres.
Table i klassen RoutingTable. Først opdateres matrixen indeholdende transformerede duftstofsværdier med
duftstofsværdien τjd i henhold til ligning 6.9. Resultatet er en ny værdi til routingstabellen, men inden den
sættes ind i routingstabellen, skal den normaliseres ved hjælp af ligning 6.10.
Rijd =
Rijd
∑cl∈N (i)Rild
(6.10)
6.2.5 Opdatering af delmængder af ruten
Den sekvens af opdateringer der foretages i forhold til destinationen d ved hver knude, kan udføres i
forhold til alle knuder på ruten mellem afsenderknuden a og destinationen d, ved at behandle de mellem-
liggende knuder som destinationsknuder. Dette betyder, at hvis der er m knuder på ruten, er det muligt at
opdatere m(m− 1)/2 delruter. Der er bare et problem. Den løsningskonstruerende agent søgte en rute til
destinationen d og ikke en af de andre knuder i løsningen x. Derfor er alle routingsbeslutninger taget med
d som destination. Hvis løsningen bruges til at opdatere for delruter, risikeres det, at løsningen er misvi-
sende, hvis mellemliggende knuder betragtes som destinationer [Di Caro, 2004, s. 219]. Derfor er denne
mulighed ikke implementeret i programmellet, der er tilknyttet denne rapport. Delruterne kan dog under
visse omstændigheder benyttes. Hvis en delrute er god kan den benyttes til opdatering af datastrukturerne
på knuderne6.
5 Dette er min fortolkning af formel 7.10 i [Di Caro, 2004].
6 Se [Di Caro, 2004, s. 220] for en nærmere uddybelse af problemstillingen.
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Med agenter, datapakker, generationen af pakkerne og netværket, og dets datastrukturer, præsenteret, skal
disse dele sættes sammen til en simulation af AntNet algoritmen. Til at opbygge et netværk og en simulation
af AntNet algoritmen benyttes to klasser, NetworkGraph og AntNet, hvis brug præsenteres i det følgende.
Efterfølgende omtales afprøvningen af simuleringen og de resultater, der er opnået under afprøvningen.
7.1 Opbygning af et netværk og simulering
Klassen NetworkGraph repræsentere en netværksgraf, der indeholder en liste af NetworkVertex-objekter, som
repræsenterer alle knuder i netværket. Da knuderne selv kender deres forbindelser, i form af NetworkEdge-
objekter, til andre knuder i netværket, har NetworkGraph ikke behov for at kende forbindelserne.
Hovedformålet med klassen NetworkGraph er en opbevaringsfunktion, der muliggør en forholdsvis nem
initialisering af alle datastrukturer i netværket. Derudover afhjælper metoden makeEdge et koordinerings-
problem mellem netværksknuderne. Når en forbindelse mellem to knuder skal oprettes, er det vigtigt, at
der oprettes to kanter mellem knuderne, da kanterne er retningsorienteret. Dette kræver en koordinering
mellem knuderne, således at længden af kanten, pakkekøer og andre egenskaber ved de to kanter stemmer
overens, hvor det er nødvendigt. En simpel måde hvorpå denne koordinering kan klares, er implementeret
i metoden makeEdge i NetworkGraph, se bilag B.2.1.
Klassen NetworkGraph stiller således de værktøjer til rådighed, som er nødvendige for at implementere en
netværksgraf. Hvorledes en netværksgraf oprettes med kanter, illustreres med et eksempel, hvor netværks-
grafen vist på figur 7.1 oprettes, ved hjælp af koden på figur 7.2.
Et objekt af klassen NetworkGraph oprettes med to parametre - en behandlingstid og det antal knuder, som
netværket indeholder. I konstruktøren i NetworkGraph oprettes det angivne antal netværksknuder med den
Figur 7.1 Figuren viser et netværk med fire netværksknuder og forbindelserne imellem dem.
pågældende behandlingstid. I dette tilfælde opretter vi fire netværksknuder med en behandlingstid på 0, 2
sekunder. Derfor specificeres en parameter processTime med værdien 0, 2.
For at kunne oprette kanter mellem knuderne, skal der specificeres en længde af kablet, to maksimale
kølængder - en for hver ende af kanten - en transmissionshastighed og en udbredelseshastighed for hver
kant. I dette tilfælde specificeres de samme parametre for alle kanter, se figur 7.2. Med de specificerede
parametre og et kald til metoden makeEdge i NetworkGraph kan en kant mellem to knuder nu oprettes, ved
at opgive hvilke to knuder kanten skal oprettes imellem.
Hvilke knuder en kant skal oprettes imellem indikeres, ved at angive knudernes indeksnumre. Den første
knude, der er oprettet, vil have indeksnummer 0 og navnet 10.0.0.1, mens den tredje knude, der er oprettet,
vil have indeksnummeret 2 og navnet 10.0.0.3. Disse indeksnumre og navne er tildelt knuderne ved opret-
telsen af NetworkGraph-objektet.
Når alle kanter er oprettet, kan grafen initialiseres, da viden om kanterne er nødvendige for at initialisere
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nogle af knudernes datastrukturer. Initialiseringen foregår ved hjælp af et kald til metoden initializeGraph. 
1 in t numberOfNodes = 4 ;
2 double processTime = 0 . 2 ;
3 in t maxQueueLenght = 1000 ;
4 in t propagationSpeed = 200000000 ;
5 in t edgeLenght = 20 ;
6 double transmissionSpeed = 0 . 3 ;
7
8 NetworkGraph graph = new NetworkGraph (numberOfNodes , processTime ) ;
9 graph .makeEdge (0 , 1 , maxQueueLenght , maxQueueLenght , edgeLenght ,
transmissionSpeed , propagationSpeed ) ;
10 graph .makeEdge (0 , 2 , maxQueueLenght , maxQueueLenght , edgeLenght ,
transmissionSpeed , propagationSpeed ) ;
11 graph .makeEdge (1 , 3 , maxQueueLenght , maxQueueLenght , edgeLenght ,
transmissionSpeed , propagationSpeed ) ;
12 graph .makeEdge (2 , 3 , maxQueueLenght , maxQueueLenght , edgeLenght ,
transmissionSpeed , propagationSpeed ) ;
13 graph . i n i t i a l i z eGraph ( ) ; 
Figur 7.2 Kode der opretter en simpel graf med forbindelser mellem knuderne.
For at kunne simulere AntNet algoritmen er det nødvendigt, at oprette og aktivere mindst en generator
af datapakker og en generator af kunstige agenter for hver netværksknude på netværksgrafen. Til dette
formål er der brug for en klasse, der kan kæde netværksgrafen og generatorerne sammen, samt aktivere
genereringen af pakker. Til det sidste formål er der brug for en klasse, der nedarver fra klassen Process, da
kun underklasser af Process kan aktivere actions-metoden i andre underklasser af Process [Helsgaun, 2000].
Derfor er der implementeret en klasse AntNet, der nedarver fra Process.
Når et AntNet-objekt oprettes, skal der defineres et antal parametre. Antallet af netværksknuder og net-
værksknudernes behandlingstid af pakker skal defineres, så en netværksgraf kan oprettes i konstruktøren
i AntNet. Derudover skal der defineres en pakkestørrelse for alle pakker, en tid, angivet i sekunder, som
simuleringen skal tage og en værdi for α, der er omtalt i afsnit 6.1.1.
Til klassen AntNet er tilknyttet et objekt af typen DataPacketGenerator og en arrayliste indeholdende objekter
af typen AgentGenerator. Disse generatorer kan oprettes ved hjælp af metoderne createDataPacketGenerator
og createAgentGenerator. Begge metoder kræver, at det specificeres, hvor ofte pakker skal generes og hvilken
TTL værdi pakkerne har. Hvor ofte pakker skal genereres, angives ved et tidsinterval, der i dette tilfælde 
1 in t numberOfNodes = 4 ;
2 double processTime = 0 . 2 ;
3 . . .
4 double alpha = 0 . 4 ;
5 double simTime = 1000 ;
6 in t packetS ize = 12000 ; / / = 1500 by t e
7 double de l taPacke t s = 1 ;
8 in t maxHops = 15 ;
9 double deltaAgents = 3 ;
10 double t t l = 15 ;
11
12 AntNet antnet = new AntNet ( numberOfNodes , packetSize , simTime , alpha , processTime ) ;
13 NetworkGraph graph = antnet . getNetworkGraph ( ) ;
14 / / o p r e t k a n t e r og i n i t i a l i s e r g r a f
15
16 antnet . createDataPacketGenerator ( de l taPackets , maxHops) ;
17 antnet . createAgentGenerator ( graph . getNetworkVertices ( ) . get ( 0 ) , deltaAgents , t t l ) ;
18 antnet . createAgentGenerator ( graph . getNetworkVertices ( ) . get ( 1 ) , deltaAgents , t t l ) ;
19 antnet . createAgentGenerator ( graph . getNetworkVertices ( ) . get ( 2 ) , deltaAgents , t t l ) ;
20 antnet . createAgentGenerator ( graph . getNetworkVertices ( ) . get ( 3 ) , deltaAgents , t t l ) ;
21
22 a c t i v a t e ( antnet ) ; 
Figur 7.3 Kode der opretter og aktivere et AntNet-objekt og de tilknyttede generatorer af pakker.
er specificeret i parametrene deltaPackets for genereringen af datapakker og deltaAgents for genereringen
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af kunstige agenter, se figur 7.3. Metoden createAgentGenerator kræver desuden, at det specificeres hvilke
NetworkVertex-objekt generatoren skal tilknyttes.
Når netværksgrafen og generatorer af pakker er oprettet og initialiseret, kan generatorerne af pakker ak-
tiveres, ved at aktivere AntNet-objektet antnet, se figur 7.3. Ved at aktivere antnet kaldes metoden actions i
AntNet, der aktivere generatorerne, se bilag C.2.7. Koden for eksemplet, der her er beskrevet, kan ses i sin
fulde længde i bilag D.1.
Når en simulering af AntNet algoritmen er færdig, udskrives der en rapport, ved et kald til metoden report.
Denne rapport giver et billede af trafikdistributionen i netværket under simuleringen. Rapporten er langt
fra dækkende, men den rapportere f.eks. størrelsen af pakketab og tidsafstande mellem knuder.
7.2 Generelle overvejelser i opbygningen af en simulering
Når de, i denne rapport, beskrevne klasser skal benyttes til implementation af en simulering, er det vigtigt
at overveje parametrenes størrelse inden simuleringen implementeres. Der bør tages to aspekter i betragt-
ning - hvor sandsynlig parametrene gør simuleringen af netværket, samt hvorledes forholdet mellem para-
metrene påvirker simuleringen.
For at opnå en realistisk simulering af AntNet algoritmen, skal de specificere parametre være realistiske.
Derfor er der i implementationen sat begrænsninger på flere parametre. Størrelsen af alle pakker skal være
mellem 64 og 9.000 byte, dvs. mellem 512 og 72.000 bit, da de mest almindelige pakkestørrelser ligger
i dette interval. Den maksimale transmissionshastighed er 10Gbps, en hastighed de færreste almindelige
forbindelser overskrider. Den maksimale udbredelseshastighed er 300.000.000 meter pr. sekund, da lyset
rejser med knap 300.000.000 meter i sekundet og ingen data kan sendes hurtigere end lysets hastighed.
Ydermere er det en god idé, at tage de følgende anbefalinger i betragtning. Netværkets størrelse bør være
begrænset til et forholdsvist lille antal netværksknuder. Hvor stort et antal, der bør være tale om, er uklart,
men algoritmen kan ikke klare et ubegrænset antal netværksknuder, da hver knude i netværket skal kende
til alle andre knuder i netværket. Hvor ofte der genereres pakke har stor indflydelse på, om der opstår
congestion i netværket. Derfor skal genereringen af pakker begrænses til et acceptabelt niveau. Hvad dette
niveau består i, er op til brugeren at definere eller afprøve. Størrelsen af α, der benyttes ved de kunstige
agenters valg af rute, bør, for at opnå et godt resultat, ligge i intervaller [0,2; 0,5], som anbefalet i afsnit
6.1.1.
I et lille netværk er det en fordel at vælge en forholdsvis lav transmissionshastighed, da den vil give et tyde-
ligere billede af trafikdistributionen på netværket, end en meget høj transmissionshastighed. Hastigheder
mellem 0,1 og 5Mbps kan i denne forbindelse anbefales. Uafhængigt af den specifikke transmissionshastig-
hed er det vigtigt, at behandlingstiden for datapakker på netværksknuderne ikke bliver for stor i forhold
til transmissionshastigheden. Skulle det ske, at behandlingstiden bliver for stor i forhold til transmissions-
hastigheden, vil resultatet være et voldsomt pakketab, som resultat af lange indadgående pakkekøer.
7.3 Afprøvning
Med udgangspunkt i definitionen af white-box-test, som test af programmel ved hjælp af viden om struk-
turen i programmellet [Horstmann, 2006, s. 384], og definitionen af statement coverage-test, som test af
programmel, der skal sikre at alle scenarier udføres mindst én gang [Tremblay & Cheston, 2003, s. 685], er
der udført tests af dele af implementationen af AntNet algoritmen. Da de tests, der er udført, ikke dækker
alle klasser og metoder, er test af klasserne Agent, Packet, DataPacket, PacketGenerator, DataPacketGenerator,
AgentGenerator, LinkQueue og StatisticalTraficModel kun stærk inspireret af disse to test-metoder. De øvrige
klasser er i en vis udstrækning testet løbende, samt under visse scenarier i afprøvningen af klassen Agent.
De udførte white-box inspirerede tests af programmellet er ikke tilstrækkelig dækkende. Yderligere tests af
de forskellige klasser er nødvendige for endeligt at kunne verificere, hvor korrekt programmet er imple-
menteret.
Under en stor del af projektforløbet, der er resulteret i denne rapport, var det idéen, at sammenligne re-
sultatet af simuleringer ved hjælp af det udviklede programmel, med resultatet af simuleringer ved hjælp
af en anden implementering af AntNet algoritmen. Denne fremgangsmåde blev fravalgt af de tre følgende
årsager:
• Implementationen, der er præsenteret i denne rapport, er en afgrænset implementation af AntNet
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algoritmen. Hvori afgrænsningen består, er til dels beskrevet under præsentationen af implementa-
tionen. Der er foretaget nogle få yderligere afgrænsninger, som bliver beskrevet i kapitel 8.
Hypotesen, at afgrænsningen påvirker AntNet algoritmens effektivitet i en negativ retning, er op-
stået under projektforløbet. Vurderingen har derfor været, at de rette betingelser for at udføre en
sammenligning med en anden implementation ikke er til stede.
• Ydermere har det ikke været muligt, at finde dokumentation for en grundig afprøvning af de få im-
plementationer, der findes af AntNet algoritmen, som også er offentlig tilgængelige og dokumenteret.
I et tilfælde er afprøvningen af den pågældende implementation endda omtalt som mangelfuld.
• Definitionen af AntNet algoritmen varierer fra kilde til kilde. F.eks. er der forskel på, om datastruk-
turerne Li og Ri betegnes som selvstændige datastrukturer og begreber, og om duftstofsmodellen
konverteres til en routingstabel. I denne rapport er det Di Caros beskrivelse i [Di Caro, 2004], der er
benyttet pga. detaljeniveau, der gjorde en implementation mulig. I andre implementationer er der be-
nyttet andre definitioner. Dette forhold gør sammenligning mellem de forskellige implementationer
endnu mere vanskelig.
For at supplere de før omtalte afprøvninger, der ikke kan stå alene, er der opstillet nogle testscenarier,
der hver er defineret med et bestemt formål. Hvert af disse testscenarier, som beskrives i det følgende, er
afprøvet. Resultatet af afprøvningen er efterfølgende analyseret med det formål, at vurdere, hvorledes im-
plementationen af AntNet algoritmen påvirker routingen i netværket. Resultatet af denne analyse beskrives
efter en definition af testscenarierne.
7.3.1 Testscenarier
Der er skabt tre forskellige, simple testscenarier, der har til formål, at afprøve den implementerede algorit-
mes evne til at route trafik. Den konkrete kode, der er benyttet til implementering af de tre scenarier, kan
findes i bilag D. I alle testscenarier er længden af simuleringen 1000 sekunder.
Testscenario 1 er et netværk med fire knuder, der danner en kvardrat med forbindelserne imellem dem.
Netværket svare til netværket, der er illustreret på figur 7.1. Parametrene i netværket er identiske med de
parametre, der er defineret i koden på figur 7.2 og 7.3. Dette betyder, at alle fire forbindelser i netværket har
den samme transmissionshastighed – 300 Kbps. Testscenario 1 er defineret med det formål, at undersøge
om nogle forbindelser favoriseres på trods af, at de alle har ens forhold.
Testscenario 2 er et netværk med seks knuder, hvor en knude i midten af netværket er den eneste forbin-
delse mellem to dele af netværket, se figur 7.4. Dette scenario tvinger meget trafik igennem den midterste
knude. I netværket er der syv forbindelser, hvis transmissionshastigheder ligger mellem 56 Kbps og 2 M-
Figur 7.4 Testscenario 2: Et netværk med seks netværksknuder. Forbindelserne imellem netværksknuderne har
forskellige transmissionshastigheder.
bps, mens behandlingstiden er 0, 02 sekunder for alle netværksknuder. De resterende, konkrete parametre
for testscenariet kan findes i koden, der implementere testscenariet, se bilag D.2. Testscenario 2 er defineret
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med det formål, at fremprovokere fejl og mangler i routingen i den afprøvede kode.
Testscenario 3 er et netværk med fem knuder, hvor en knude i midten af netværket er den eneste forbindel-
se mellem netværket andre fire netværksknuder, således at den midterste netværksknude har forbindelse
til alle de fire andre netværksknuder. Dette giver fem forbindelser, se figur 7.5, med transmissionshastighe-
der imellem 100 Kbps og 1Mbps. Behandlingstiden for pakker er ved alle netværksknuder 0, 005 sekunder.
De resterende, konkrete parametre for testscenariet kan findes i koden, der implementerer testscenariet, se
bilag D.3.
Testscenario 3 tvinger alt trafik igennem den midterste knude. Dette betyder, at der altid kun vil være en
korrekt rute til en pakkes destination. Formålet er således at afprøve routingsalgoritmens evne til, ikke
alene at finde en korrekt rute, men også dens evne til at finde den eneste og bedste rute.
Figur 7.5 Testscenario 3: Et netværk med fem netværksknuder. Forbindelserne imellem netværksknuderne har
forskellige transmissionshastigheder.
7.3.2 Resultater af afprøvning af testscenarier
Testscenario 1 er afprøvet under forhold, hvor belastningen på netværket er så lille, at det vurderes, at de
enkelte pakker ikke oplever en betydelig forsinkelse som resultat af et ophold i pakkekøer. Denne vurde-
ring er foretaget på baggrund af, at både den bedste og den gennemsnitlige rejsetid mellem to knuder, der
er direkte forbundet til hinanden, er ca. pakkestørrelsetransmissionshastighed + behandlingstid =
12.000
300.000 + 0, 2 = 0, 24, som
er den forventede rejsetid, når pakkerne ikke skal vente i en pakkekø.
I de fleste afprøvninger af testscenario 1 er der mindst en direkte forbindelse mellem to knuder, der har
en bedste og en gennemsnitlig rejsetid på ca. 3 · 0, 24 = 0, 72. Dette tal er meget sigende om, hvad der
formentlig er årsagen til dette fænomen. De kunstige agenter, der rejser mellem de to knuder, har med stor
sandsynlighed valgt den lange vej, der netop vil give rejsetiden 0, 72.
Fænomenet skyldes en kendsgerning, som blev omtalt i afsnit 6.2.3, der omhandler opdatering af duft-
stofsmodellen. For hver knude vil duftstofsmodellen bestå af seks værdier, der alle har den oprindelige
duftstofsværdi 0, 5, fordi hver knude har 2 naboer. Forstærkningsværdien r vil første gang duftstofsmo-
dellen opdateres, for en specifik kombination af destination og naboknude, være 1, da den nye rejsetid og
den bedste rejsetid vil være den samme værdi, jf. ligning 6.6 i afsnit 6.2.2. I dette tilfælde vil en oprindelig
duftstofsværdi på 0, 5 blive forstærket til 1, jf. ligning 6.7 i afsnit 6.2.3, mens duftstofsværdien tilknyttet den
anden naboknude og samme destination, vil få værdien 0, jf. formel 6.8 i afsnit 6.2.3.
Da kunstige agenter genereres med 3 sekunders mellemrum, vil den første kunstige agent have konstrueret
den lange løsning og opdateret datastrukturerne på tilbagevejen, lang tid inden den næste agent genereres.
Når den anden kunstige agent skal til at vælge en rute, vil den vælge den samme første knude på ruten,
som den første agent valgte, da agentens beslutningspolitik, jf. formel 6.3 i afsnit 6.1.1, foreskriver dette
valg. Dette er en konsekvens af, at der ikke er nogen heuristiske værdier at tage i betragtning, når alle
pakkekøers længde er 0.
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Flere forsøg med testscenario 1 viser, at den lange rejsetid oftest opleves for et sted mellem en og tre kanter,
ud af 2 · 4 = 8 i netværket. Årsagen til at fænomenet ikke forekommer i flere tilfælde er til dels, at det må
forventes at halvdelen af den første generation af agenter vælger den korteste vej, og til dels, at to agenter,
der har samme destination men forskellige afsendere, vil opdatere datastrukturerne for den samme desti-
nation på flere forskellige netværksknuder.
Hvis disse antagelser skal holde, må det betyde, at, hvis genereringsraten for kunstige agenter øges til en
agent hvert sekund eller belastningen på pakkekøerne øges med flere pakker, vil den høje bedste rejsetid
forsvinde for alle kanter. Den sidste del af hypotese har bl.a. vist sig at holde stik ved kombinationen af en
genereringsrate af kunstige agenter på 4 og en genereringsrate af datapakker på 0, 5. Forsøg viser derimod,
at en høj genereringsrate for kunstige agenter, sat til omkring en agent hvert sekund, giver et voldsomt
pakketab, der kun forværre problemet. Pakketabet skyldes en for stor belastning på pakkekøerne. Derfor
løser en højere genereringsrate for kunstige agenter ikke nødvendigvis det før omtalte problem med de
lange omveje.
Resultaterne af afprøvning af testscenario 1 tyder på, at valget af ligning for udregning af forstærknings-
værdien er alt for simpel. Ligningen bevirker en alt for hurtig tilpasning af duftstofsværdierne. Endvidere
er manglen på begrænsninger på størrelsen af duftstofsværdierne problematisk.
Ved flere kombinationer af værdier for de to genereringsrater, i testscenario 1, er der observeret fænomener,
hvor flere værdier i den statistiske model aldrig opdateres og pakketab ikke er forklaringen. Fænomenet
opstår i testscenario 1 ofte ved lave genereringsrater for de kunstige agenter. Ved meget lave genererings-
rater for de kunstige agenter kan fænomenet forklares, som resultatet af alt for få kunstige agenter. Men
problemet opstår også ved lidt højere genereringsrater, hvor genereringsraten for datapakker er høj. Det
sidste problem er der ikke fundet nogen forklaring på. Afprøvning af testscenario 2 viser problemet endnu
tydeligere.
I testscenario 2 opstår der ofte problemer omkring opdatering af knudernes statistiske trafikmodel, hvor
knude 10.0.0.6 er destinationen. Problemet består i at denne del af den statistiske trafikmodel aldrig op-
dateres. I et meget tydeligt eksempel, for hvilket statistikken kan findes i bilag D.2, har 33 procent af de
pakker der genereres knude 10.0.0.6 som destination. Af disse 33 procent er 81 procent kunstige agenter.
Dette giver en voldsom overvægt af kunstige agenter, der rejser mod knuden 10.0.0.6. De manglende op-
dateringer af de andre knuders statistiske trafikmodeller tyder på, at ingen af disse mange agenter, helt
præcist 716 agenter, når både frem til knude 10.0.0.6 og tilbage til afsenderen.
Dele af dette problem skyldes, at agenterne laver løkker i deres ruter. F.eks. er der fra starten 50 procents
sandsynlighed for, at en agent afsendt fra knude 10.0.0.4 ved første rutevalg vælger en naboknude, der vil
resultere i løkker i agentens rute. Resultatet af dette vil være agentens endeligt. Men denne forklaring er
langt fra tilstrækkelig. Dette fremgår tydeligt af resultatet af agenter, der sendes fra knude 10.0.0.6, mod
naboknuden 10.0.0.3. I det omtalte eksempel sendes der 12 agenter af denne rute, men ingen af disse a-
genter resulterer i en opdatering af den statistiske trafikmodel for knude 10.0.0.6. Dette er på trods af, at
agenten kun kan vælge den direkte rute til naboknuden 10.0.0.3 og der ikke er registreret noget pakketab
på forbindelsen.
I et forsøg, hvor netværksknudernes behandlingstid af pakker er nedsat fra 0, 02 sekunder til 0, 002 sekun-
der, er en voldsom forbedring i opdateringen af den statistiske trafikmodel observeret. Hvad dette skyldes,
er uvist. Routingen er dog ikke blevet markant bedre, da der er eksempler på agenter fra knuden 10.0.0.2,
der udelukkende vælger den meget langsomme rute over knuden 10.0.0.4 til destinationen 10.0.0.5, i ste-
det for den markant kortere og direkte forbindelse til 10.0.0.5. Dette skyldes formentlig det før omtalte
problem med en forsimplet implementering af beregningen af forstærkningsparameteren r og manglende
størrelsesbegrænsninger på duftstofsværdierne.
I testscenario 3 benyttes en forholdsvis lille behandlingstid. Valget af de andre parametre i scenariet bevir-
ker, at pakkekøerne i netværket ikke er belastet. Afprøvninger af testscenariet giver nogle pæne resultater.
Dvs. umiddelbart virker det som om agenterne kan finde den rigtige vej. Da der kun er en rute, der kan
bringe agenterne hen til den rette destination, ville det være optimalt for routingen, hvis denne rute blev
fundet hurtigt. Ved at betragte antallet af pakker, der har passeret knuderne 10.0.0.1, 10.0.0.2, 10.0.0.4 og
10.0.0.5, og sammenligne dette antal med antallet af pakker, der er sendt fra de pågældende knuder, kan
der konstateres en tydelig forskel i antallet af pakker, der burde have passeret knuderne, og antallet af pak-
ker, der har passeret knuderne. Antallet af pakker, der har passeret knuderne, er langt højere end det burde
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være. Dette tyder på, at et større antal kunstige agenter har valgt den forkerte rute til deres destination. På
denne baggrund kan det konkluderes, at etableringen af de korrekte ruter, som de bedste ruter, har taget
alt for lang tid.
Ud fra de beskrevne afprøvninger af testscenarier, kan det konkluderes, at implementationen af AntNet
algoritmen kan benyttes til at route trafik i et netværk under de rette omstændigheder. Der er dog en
række mangler og begrænsninger i implementationen. Nogle af manglerne er begrænsninger, der er årsag
til en dårligere routing, mens andre mangler er konsekvensen af begrænsningerne.
• Implementering af beregningen af forstærkningsparameteren r er så stærkt forsimplet, at det giver en
upålidelig routing.
• Størrelsen af duftstofsværdierne i duftstofsmodellerne mangler begrænsninger, der forhindrer en for
hurtig tilpasning af duftstofsværdierne eller oscillation i routingstabellen. En begrænsning på størrel-
sen ville fremme udforskning.
• Et overvældende antal agenter laver løkker i deres ruter. Dette skyldes, at knuderne ikke indeholder
nogen oplysninger, om hvilke forbindelser en anden knude kan nås igennem. Resultatet er at gode
ruter tager meget lang tid at etablere.
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8 En diskussion af AntNet
Dette kapitel har til formål, at diskutere AntNet algoritmen set i forhold til andre routingsalgoritmer. Det
gøres med det formål, at sætte AntNet algoritmen ind i en større sammenhæng. Algoritmen har allerede
bevist sin styrke i simuleringer [Di Caro, 2004], men algoritmens muligheder udenfor forskningskredse er
mindre undersøgt og diskuteret. Derfor diskuteres AntNet algoritmens muligheder som routingsalgoritme
i en kommerciel sammenhæng. Diskussionen tager udgangspunkt i de designkrav, der kan opstilles for
en routingsalgoritme, og vil med dette udgangspunkt kigge nærmere på AntNet algoritmens styrker og
begrænsninger.
De mange routingsalgoritmer, der findes, forsøger alle at løse routingsproblemet. Ofte forsøger de, at løse
problemet på forskellige måder, da det endelige mål med routingsalgoritmernes design kan variere kraftigt.
Om langt de fleste routingsalgoritmer kan det dog konstateres, at de har en eller flere af de følgende mål
med deres design [Cisco Systems, 2006]:
• Optimalitet – routingsalgoritmens evne til at finde den bedste rute, skal være god.
• Enkelthed og lille overhead – routingsalgoritmen må tilbyde sin funktionalitet effektivt med et mini-
mum af overhead i software. Dette er specielt vigtigt, når implementationen af routingsalgoritmen
skal køre på en maskine med begrænsede ressourcer.
• Robusthed og stabilitet – algoritmen skal opføre sig korrekt, når der opstår uforudsete hændelser
og betingelser, såsom hardwarefejl og stor belastning på forbindelser i netværket. Fordi routere er
lokaliseret centralt i netværket, kan det skabe alvorlige problemer, hvis de fejler.
• Hurtig konvergens – både pludselige ændringer i netværkets topologi og belastningen på netvær-
kets forbindelser skal resultere i en ny kalkulering af de optimale router. Routingsalgoritmer, der
konvergere langsomt, kan forårsage løkker i routingen.
• Fleksibilitet – routingsalgoritmer bør kunne tilpasse sig variation i netværkets tilstand hurtigt og
korrekt.
Fokus for designet af AntNet algoritmen er en optimal løsning, hurtig konvergens ved ændringer i belast-
ningen på linierne og fleksibilitet. Designets fokus på disse forhold gør algoritmen effektiv i simuleringer,
der sammenligner AntNet algoritmens effektivitet med andre algoritmers effektivitet.
Ideen, der ligger bag AntNet algoritmen, er enkelt, men selve AntNet algoritmen og dens implementation
er langt fra enkel. Når en simpel implementation, som den der er foretaget i forbindelse med denne rapport,
langt fra kan give en tilfredsstillende routing, er AntNet algoritmen ikke en god kandidat til en simpel løs-
ning på routingsproblemet. Hvad angår, hvor robust og stabil AntNet algoritmen er, kræves der formentlig
en implementation af AntNet algoritmen, som routingsalgoritme i et rigtigt netværk, for at afsløre.
8.1 Optimeringsperspektivet
Routingsalgoritmer har alle til formål, at finde den bedste route gennem et netværk. Derfor er optimerings-
perspektivet meget centralt i enhver diskussion af routingsalgoritmer. Inden det kan konkluderes om en
routingsalgoritme, at den er effektiv eller ineffektiv, er det vigtigt at forstå og overveje den sammenhæng,
som den pågældende routingsalgoritme virker i.
Ikke alene løser routingsalgoritmerne routingsproblemet på forskellig vis, deres definition af optimal vari-
ere også. Typisk vil den bedste rute være den med den laveste omkostning, men i praksis er der politiske
og kommercielle hensyn at tage, der komplicere de simple koncepter, der ligger bag mange routingsalgo-
ritmer [Kurose & Ross, 2005, s. 351].
AntNet algoritmen tager udelukkende hensyn til længden af en rute, rutens pålidelighed, samt forsinkelse
og belastning på forbindelsen, når en routingsbeslutning skal tages. AntNet algoritmen tager på intet tids-
punkt hensyn til politiske eller økonomiske hensyn, som f.eks. routingsalgoritmen BGP4 (Border Gateway
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Protocol version 4) gør.
Computernetværk kan have et meget stort antal af knuder. Derfor kan vi ikke forlange, at alle knuder
skal opbevare informationer om den hurtigste vej til alle andre knuder i netværket. Kritikere af AntNet
algoritmen [Liang et al., 2002] har da også argumenteret for, at AntNet algoritmens strategi for oprettelse
af et fuldt topologisk kort over netværket, er uholdbart i store netværk. Men den strategi, som designerne
bag AntNet algoritmen har valgt, er langt fra ukendt. Den benyttes derimod af flere routingsalgoritmer,
heriblandt den populære protokol OSPF, og er kendt som link-state algoritmer. Da link-state algoritmer be-
nytter globale oplysninger om netværket [Kurose & Ross, 2005, s. 353], kan kritikken af AntNet algoritmen
tilbagevises så længe algoritmen benyttes i et hierarkisk organiseret netværk. Dette argumenterer Di Caro
også for i [Di Caro, 2004, s. 209].
Kritik af AntNet algoritmen, som den fornævnte, vil uundgåeligt opstå, hvis forventningerne til algoritmen
ikke begrænses til et realistisk niveau. AntNet algoritmen er som de fleste andre routingsalgoritmer opti-
meret til et formål. For AntNet algoritmens vedkommende er dette formål effektivitet. Dette gør algoritmen
stærk i nogle sammenhænge og uduelig i andre, som vil vise sig af den følgende diskussion.
Den hierarkiske struktur er specielt en fordel i store netværk, hvor ejerskabet af netværket deles mel-
lem mange organisationer og en opdeling af netværket derfor er nødvendig. Knuder i netværket bliver
derfor organiseret i autonome systemer (AS’er), hvor knuderne oftest er under den samme administrative
kontrol. Knuder indenfor det samme AS vil benytte den samme routingsalgoritme, også kaldet en intra-AS-
routingsalgoritme, mens en anden routingsalgoritme, også kaldet en inter-AS-routingsalgoritme, bruges til
routing af trafik mellem AS’erne via gateway routere i alle AS’er.
Kendetegnende for inter-AS-routingsalgoritmer er, at de tager større hensyn til politiske og økonomiske
forhold, når de tager en routingsbeslutning, end en rutes tids-omkostninger. En begrænsning der ofte
forekommer, er, at trafik fra eller til brugere, der ikke er kunder hos den ISP, der ejer netværket, er en
omkostning og derfor ikke ønsket. Denne kendsgerning gør AntNet algoritmen til en meget dårlig inter-
AS-routingsalgoritme.
Intra-AS-routingsalgoritmer har ofte færre politiske og økonomiske hensyn at tage. For intra-AS-routings-
algoritmer er det vigtigste at udnytte netværkets kapacitet optimalt og route trafikken således, at den følger
den hurtigste vej. I denne sammenhæng er AntNet algoritmen et optimalt valg af routingsalgoritme. Rou-
ting indenfor AS’er er dog ofte underlagt en grad af routingspolitik, der betyder, at det er en fordel for en
netværksadministrator at have en vis kontrol over routingsalgoritmen. Med OSPF har administratoren mu-
lighed for at definere omkostninger på kanter i netværksgrafen [Kurose & Ross, 2005, s. 375]. Administra-
toren har med AntNet algoritmen nogle muligheder, f.eks. kan værdien af α varieres, men konsekvenserne
af at variere parametrene for AntNet algoritmen, er meget svære at forudsige for administratoren.
8.2 Hvor adaptiv er AntNet algoritmen?
Når hovedformålet bag designet af AntNet algoritmen er, at opnå en effektiv adaptiv algoritme, er det me-
get oplagt at kigge nærmere på de designvalg, der er foretaget for, at bestyrke algoritmens evne til hurtig
konvergens. Et emne der ikke er diskuteret i introduktionen til AntNet algoritmen.
Ændringer i trafikbelastningen på kanterne på netværksgrafen vil automatisk komme til udtryk i en æn-
dring af længden af pakkekøerne tilknyttet kanterne. Men for at ændringen i trafikbelastningen skal have
nogen indflydelse på måden, hvorpå der routes, skal der ske ændringer i den statistiske trafikmodel og
duftstofstabellen. Hvis ændringerne i trafikbelastningen for en kant går i en positiv retning, vil de ruter,
der benytter kanten, modtage en høj forstærkningsværdi [Di Caro, 2004, s. 217], der resulterer i en højere
værdi for den pågældende rute i routingstabellen.
Anderledes ser det ud, hvis der forekommer en pludselig forøgelse i trafikbelastning. I det tilfælde vil de
fleste ruter få lange rejsetider i forhold til de rejsetider, som den statistiske trafikmodel husker. Problemet
er her, at de lange rejsetider kan dække over ruter, der er gode under omstændighederne. Så længe den
statistiske trafikmodel stadig husker de gamle, gode rejsetider, vil de ellers gode ruter ikke modtage en
høj forstærkningsværdi [Di Caro, 2004, s. 217]. Derfor vil den nye situation ikke umiddelbart afspejle sig i
routingstabellen.
Som tidligere nævnt, vil en ændring afspejle sig i længden af pakkekøerne. Idéen er derfor, at disse læng-
der i en vis grad afspejler, hvilke ruter der er bedst. Derfor benyttes længden af pakkekøerne til at opnå
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den nødvendige tilpasning. Jo kortere en udadgående pakkekø er, jo større vil sandsynligheden være for
at mange agenter vælger kanten med den pågældende pakkekø, se formel 6.3 i afsnit 6.1.1. Samtidig tages
duftstofsværdierne også i betragtning, med udgangspunkt i, at ruter, der før var gode, stadig har en rimelig
sandsynlighed for at være gode. Resultatet af dette er, at de ruter, der indeholder den pågældende kant, vil
blive opdateret oftere. Dette betyder, at kanterne på disse ruter modtager mere duftstof end andre ruter,
se diskussion om ankomstrate i afsnit 6.2.3, og de gamle gode rejsetider bliver skubbet ud af de påvirkede
statistiske trafikmodeller, så de gode ruter kan modtage den rette forstærkning [Di Caro, 2004, s. 217-218].
Hvis den rette tilpasning skal foregå tilstrækkelig hurtigt, er det vigtigt at der er et fornuftigt forhold mel-
lem længden af observationsvinduet og genereringsraten af agenter. Hvis observationsvinduet er for langt
i forhold til genereringsraten af agenter, vil det tage lang tid at skubbe den gamle gode tid ud af vinduet, i
tilfælde af at trafikbelastningen stiger.
For at opretholde et godt niveau af udforskning, som er nødvendig for at algoritmen kan opføre sig flek-
sibelt og adaptivt, kan der sættes begrænsninger på duftstofsværdierne. Dette kan f.eks. både være en
maksimal værdi og et minimum, der afhænger af antallet naboknuder [Di Caro, 2004, s. 218].
AntNet algoritmen tillader en form for load balancing, hvor pakkerne sendes over flere ruter proportionalt
med ruternes estimerede kvalitet. Dette giver en load balancing, der er effektiv og gør routingen mere
robust [Di Caro, 2004, s. 219]. Hvis load balancing ikke blev benyttet, ville en knude kunne vælge, at sende
trafikken skiftevis via to lige gode ruter. Knuden ville skiftevis vælge mellem de to ruter, da ruterne ville
skiftes til at være den bedste pga. den skiftende belastning på knudernes pakkekøer. Fænomenet er kendt
som route flapping og kan true stabiliteten i et netværk. Derfor er det nødvendigt at AntNet algoritmen
undgår dette fænomen, som ellers kan opstå som resultat af algoritmens adaptive opførsel. Til dette formål
er både load balancing og begrænsninger på duftstofsværdierne effektive midler.
Det kan altså konkluderes, at hvis de rette parametre vælges for AntNet algoritmen, har algoritmen de ret-
te værktøjer til at opnå en hurtig tilpasning af routingstabellerne. Dette underbygges af sammenlignelige
simuleringer af AntNet algoritmen og andre routingsalgoritmer, der er udført og beskrevet i [Stützle, 2004,
s. 249].
8.3 Håndtering af topologiændringer
I AntNet er en identifikator (dvs. IP-adresser) for alle knuderne ci, i = 1, ..., n, der er en del af netvær-
ket, kendt. Der tages udgangspunkt i at netværkets topologi er stabil og der derfor ikke forekommer
topologiændringer. Dette argumentere Di Caro for er en fornuftig antagelse i et kabelbaseret hierarkiske
IP-netværk i [Di Caro, 2004, s. 209]. Der skulle derfor ikke være behov for en reaktiv strategi for håndtering
af topologiændringer. Dette er en god antagelse, så længe AntNet algoritmen stadig kun afprøves på simu-
leringer af netværk, da det begrænser det umiddelbare problemfelt. Men for at AntNet algoritmen, eller
en lignende algoritme, kan være brugbar som routingsalgoritme i et rigtigt netværk, hvor en stabil forbin-
delse gennem netværket er altafgørende, er det nødvendigt at implementere en protokol, der kan varetage
topologiændringer på en fornuftig vis. Dette skyldes, at routere kan gå ned som resultat af hardwarefejl,
softwarefejl, eksterne faktorer som strømafbrydelse og kabelbrud eller f.eks. DOS-angreb. Men som Di Ca-
ro også understreger så findes der en løsning, der er blevet udviklet til AntHocNet, som er tæt beslægtet
med AntNet algoritmen og udviklet til mobile netværk, hvor topologiændringer snarere er normen end
undtagelsen.
AntHocNet adskiller sig fra AntNet algoritmen, ved at AntHocNet algoritmen ikke opretholder viden om
netværkets fulde topologi. Dette designvalg skyldes den store udskiftning af knuder i netværket. Dette be-
tyder nødvendigvis, at AntHocNet algoritmens måde at håndtere topologiændringer på, ikke kan overføres
direkte til AntNet algoritmen. Men ændringerne, der kræves, burde være meget begrænset.
Når en forbindelse svigter, kan en knude detektere dette ved at en transmission fejler [Di Caro, 2004, s.
244]. Som udgangspunkt vil AntHocNet algoritmen reagere meget lig en link-state routingsprotokol. Dette
betyder, at knuden der oplever fejlen generere en link status update på hver af sine aktive porte. Meddelelsen
sendes ved hjælp af flooding1, som resulterer i ændringer i alle knuder i netværket. AntHocNet algoritmen
følger denne fremgangsmåde med nogle få undtagelser, der er baseret på, hvor vigtig den tabte route var
[Di Caro, 2004, s. 244].
1 Flooding er processen, hvor afsenderknuden sender en kopi af en pakke til alle sine naboer. Når en knude modtager sådan en pakke,
duplikere knuden pakken og sender den til alle dens naboknuder, med undtagelse af den knude den modtog pakken fra.
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Når data skal sendes til en destination d, for hvilken en rute ikke er kendt, sender afsenderen en pakke af
sted, der har til formål, at søge efter ruter mellem afsenderen og d. Måden hvorpå denne pakke sendes vi-
dere gennem netværket, er en blanding af flooding og den løsningskonstruerende agents opførsel. Hvilken
opførsel der vælges afhænger af, hvorvidt knuden, der videresender pakken, har informationer om d.
8.4 Fra tegnebord til virkelighed
Den netværksmodel, der er benyttet i forbindelse med denne rapport, er en grov tilnærmelse til virkelighe-
den på mange punkter. Pakkernes størrelse i et netværk ville f.eks. ikke altid være den samme. I tilfældet
med AntNet algoritmen giver det ikke mening, at agenterne er ligeså store som de almindelige datapakker.
Der er udført bedre og langt mere præcise simuleringer af AntNet algoritmen, men en simulering af en
netværksmodel vil altid være en model, og derfor en tilnærmelse til virkeligheden. Af denne grund er det
i sidste ende nødvendigt, at implementere AntNet algoritmen og benytte den til routing i et kommercielt
netværk for, at afprøve algoritmen.
Selvom formålet med AntNet algoritmen er effektivitet, hurtig konvergens og fleksibilitet, må AntNet al-
goritmen vurderes i andre sammenhænge og som minimum klare sig acceptabelt. Som Cisco understreger
i [Cisco Systems, 2006] er de bedste routingsalgoritmer ofte dem som har modstået ’the test of time’ og
vist, at de er stabile under et bredt udsnit af netværksbetingelser. Stabilitet og robusthed er således ikke
begreber uden betydning for AntNet algoritmens mulige kommercielle succes.
Enkelthed kan der nødvendigvis gås på kompromis med under nogle omstændigheder, men i forhold til
brugeren af algoritmen er enkelthed en vigtig egenskab. Fra en systemadministrators synspunkt er en god
routingsalgoritme ikke bare en effektiv algoritme, men også en algoritme der gør fejlfinding og tilpasning
af algoritmen enkel. For at algoritmen skal kunne tilpasses, kræves det, at ændringer i parametre resultere
i en tilnærmelsesvis forudsigelig opførsel. Dette skyldes, at ingen administrator vil lave ændringer i køren-
de netværk, for hvilke en opførsel ikke kan forudsiges. Som AntNet algoritmen ser ud i dag, er den ikke
nået til et punkt, hvor den kan gøre administratorens liv tåleligt. Hvad er f.eks. den rette genereringsrate
af agenter? Hvad afhænger den af og hvordan skal den udregnes? Derfor er der lang vej fra en effektiv
algoritme til en implementation, der kan benyttes kommercielt.
Nogle af de spørgsmål, der skal tages stilling til inden en implementation kan benyttes kommercielt er de
følgende:
• Hvordan kan en systemadministrator få kontrol over algoritmen? Hvordan kan parametre nemt til-
passes så effekten er den ønskede? Kan der opstilles nogen regler for dette?
• Hvordan kan fejlfinding gøres simpel?
• Kan lokal routingspolitik implementeres på nogen måde i algoritmen?
• Skal der implementeres nogen form for sikkerhed?
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I det følgende diskuteres det udviklede programmel og resultaterne af de afprøvninger, der er foretaget,
af de tre testscenarier. I diskussionen tages der både stilling til, hvorvidt den simple udgave af AntNet
algoritmen kan route trafik og hvor godt den gør det, såvel som der tages stilling til, hvor effektiv den er
i forhold til AntNet algoritmen i sin fulde implementering. Endvidere diskuteres aspekter, der er relateret
til AntNet algoritmens håndtering af topologiændringer, eller mangel på samme.
9.1 Implementering af en simple AntNet algoritme
I det følgende diskuteres resultaterne af afprøvningen af den simple implementering af AntNet algoritmen.
Der argumenteres løbende for den simple algoritmes mangler og hvorledes disse kan udbedres. Dette skal
gerne skabe forståelse for, hvorfor en mere kompleks implementation af AntNet algoritmen er nødvendig
for at opnå en effektiv routing.
Den simple version af AntNet algoritmen benytter de samme mekanismer som AntNet algoritmen, men
flere af disse mekanismer er forsimplet. De mekanismer der er berørt af denne forsimpling er de følgende
• Manglende begrænsninger på størrelsen af duftstofsværdierne i duftstofsmodellerne.
• Beregningen af forstærkningsparameteren r.
• De mindste værdier i routingstabellen udelukkes ikke helt.
• Udelukkelsen af brugen af agenternes delruter, se afsnit 6.2.5, til opdatering af datastrukturerne i
netværksknuderne.
I det følgende diskuteres hver af disse fire begrænsningers indvirkning på den simple routingsalgoritmes
evne til, at route trafik.
Den manglende implementering af grænser for størrelsen af duftstofsværdierne, giver meget markante til-
pasninger af duftstofsværdierne fra opdatering til opdatering. Dette giver i flere tilfælde en alt for hurtig
tilpasning og har potentielt mulighed for at resultere i en voldsom oscillation i duftstofstabellen og dermed
også i routingstabellen. Se eksempler fra afsnit 6.2.3. Da oscillationer i routingstabeller er en af de største
problemer, der kan opstå for adaptive routingstabeller, er dette et meget alvorligt problem, der gør den
simple AntNet algoritme til en meget ringe adaptiv routingsalgoritme.
Implementering af beregningen af forstærkningsparameteren r er stærkt forsimplet. Den mere præcise
fremgangsmåde, der er beskrevet i [Stützle, 2004, s. 237-238] og [Di Caro, 2004], benytter en række af pa-
rametre, der skal medvirke til at påvirke forstærkningsparametren. Blandt disse parametre er bl.a. den
gennemsnitlige forsinkelse og variansen i forsinkelsen, der findes i den statistiske trafikmodel. I implemen-
teringen af den simple AntNet algoritme udregnes disse værdier, men de tillægges ingen betydning, da de
ikke benyttes til noget formål i implementation.
Den fremgangsmåde, der er beskrevet i [Stützle, 2004, s. 237-238] og [Di Caro, 2004], kan reduceres til den
ligning for r, som den simple implementation benytter. På trods af dette kan det forventes, at fremgangs-
måden, i samspil med indførslen af begrænsninger på størrelsen af duftstofsværdierne, vil resultere i en
mere adaptiv algoritme.
Under afprøvningen af den simple AntNet algoritme, er der primært kigget på agenternes evne til at finde
gode veje. Derfor er kvaliteten af de veje datapakkerne vælger ikke nærmere undersøgt. I den valgte imple-
mentation af routingstabellen har agenterne mulighed for, at vælge de mindste værdier i routingstabellen.
Dette kan forhindres, ved at tilpasse implementationen af routingstabellen. En simpel ændring der kan løse
problemet, er en arrayliste for hver destination, eller lignende, med boolske værdier, der angiver hvilke veje
en datapakke kan vælge.
Problemet opstår når de pågældende veje skal udvælges, ved at sortere værdier i routingstabellen fra og til.
Hvilken strategi der er den bedste for denne fremgangsmåde, er uvist1. En simpel formel, der f.eks. angiver
1 Jeg har endnu ikke fundet litteratur, der angiver en strategi for løsning af dette problem.
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alle ruter med routingsværdier over en vis grænse, kan ikke benyttes, da route flapping gerne vil undgås.
En alternativ strategi er, at kigge på forskellen mellem den bedste rute til en destination d og den næst
bedste route til d. Hvis forskellen er lille bør begge router være mulige at følge for at opnå load balancing
og undgå route flapping. Det samme er gældende for forskellen mellem den anden bedste og den tredje
bedste rute, osv.
Udelukkelsen af brugen af agenternes delruter til opdatering af datastrukturerne i netværksknuderne på-
virker den nødvendige genereringsraten af agenter i en positiv retning. Dette er den eneste betydning
denne parameter har for AntNet algoritmen. For den simple AntNet algoritme ville brugen af delruterne
formentlig betyde en bedre routing. Dette er udelukkende fordi den routing den simple AntNet algoritme
udfører, ikke er optimal. Brugen af delruter vil kunne forbedre routingen i de situationer, hvor duftstof-
sværdierne fra starten er blevet så lave, at en kant udelukkes for destinationen d. Hvis en agent til en
anden destination benytter den pågældende kant, vil kanten til d stadig have en sandsynlighed for at blive
opdateret med duftstof en gang imellem, under forudsætning af at agenten passere d.
Ved hjælp af klassen DataPacketGenerator er den simple version af AntNet algoritmen afprøvet under nogle
forholdsvis ensartede forhold, hvor mønstret i datastrømmen ikke ændre sig drastisk. Dette betyder, at det
ikke har været nødvendigt for algoritmen at håndtere situationer, hvor en hurtig og omfattende tilpasning
var nødvendig.
Resultaterne af afprøvningen af implementeringen har vist en utilfredsstillende routing under ensartede
trafikforhold. Dette resultat taler for, at resultatet af en afprøvning under trafikforhold, der konstant er un-
der stor forandring, vil give det samme resultat. Der er flere aspekter, der taler for denne konklusion. Først
og fremmest er det, ud fra et logisk synspunkt, usandsynligt, at en ineffektiv algoritme under stabile for-
hold kan være en effektiv algoritme under ustabile forhold. Dette er en hypotese, der underbygges af den
implementerede algoritmes evne til at tilpasse duftstofsværdier i duftstofsmodellen. En rimelig tilpasning
af duftstofsværdierne er essentiel for, at algoritme kan fungere effektivt under alle former for trafikbelast-
ning og variationer i disse belastninger. Da tilpasningen af duftstofsværdierne har vist sig, at være meget
mangelfuld i vurderingen af, hvor store ændringer der skal og kan tilskrives til duftstofsværdierne, er det
usandsynligt, at den implementerede algoritme vil være effektiv under mere ustabile forhold.
9.2 Håndtering af topologiændringer i AntNet algoritmen
Enhver routingsalgoritme har brug for, at kunne håndtere topologiændringer, som der tidligere er argu-
menteret for i denne rapport. Algoritmen AntHocNet, der er udviklet til mobile netværk, håndtere topolo-
giændringer på en måde, der minder meget om andre routingsalgoritmers håndtering af topologiændrin-
ger. Derfor er det sandsynligt, at denne fremgangsmåde kan benyttes på AntNet algoritmen med nogle få
ændringer.
Når AntNet algoritmen benyttes i sin fulde implementation, vil tilpasningen af duftstofsværdierne betyde,
at retningsorienterede kanter, der ikke kan føre en agent eller datapakke til en bestemt destination, vil
få en meget lav duftstofsværdi. Ved at sætte begrænsninger på duftstofsværdiernes størrelse, vil værdien
aldrig blive nul, som den måske burde være i denne situation, hvor et valg af denne kant kun kan føre
til løkker i agenter og datapakkers ruter. En duftstofsværdi på nul vil begrænse udforskningen af de ruter
mod en destination d, hvor den pågældende kant indgår i, til resultater opnået fra delruter. Hvis AntNet
algoritmen tog hensyn til topologiændringer, ville dette være et problem, da topologiændringer bl.a. ville
kunne betyde, at en god rute over den pågældende kant til destination d opstår. Derfor er en nedre grænse
på nul på duftstofsværdierne ikke en løsning på problemet med løkker i agenternes ruter.
Der er en mulighed for, at antallet af løkker i agenternes ruter kan nedsættes drastisk, ved at benytte me-
kanismerne i håndteringen af topologiændringer. Hvis en ny knude ci, eller en eksisterende knude med
en ny forbindelse, meddeler resten af netværket om den pågældende ændring ved hjælp af en form for
flooding, vil denne oplysning kunne benyttes til at bestemme fra hvilken retning knuden ci kan nås. Dette
skyldes, at de retninger, hvori den pågældende knude ci befinder sig og derfor kan findes igennem, vil
være identisk med de retninger fra hvilke meddelelsen om ændringen kommer.
Afprøvninger af testscenario 2 viste en del problemer med antallet af dannede løkker i agenternes ruter.
Problemet i denne forbindelse er, at mange agenter bliver sendt til den forkerte del af netværket, hvorfra
deres destination ikke kan nås uden dannelsen af løkker i deres rute. Problemet skyldes, at knuderne ikke
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indeholder nogen oplysninger, om hvilke forbindelser en anden knude kan nås igennem. Da etableringen
af gode ruter tager lang tid med den simple implementering af AntNet algoritmen, er der en vis sand-
synlighed for at oplysninger på knuderne, om hvilke forbindelser en anden knude kan nås igennem, vil
være gavnlige for den simple version af AntNet algoritmen. Hvorvidt oplysningerne er til stor nytte for
den fulde implementation af AntNet algoritmen afhænger af, hvor stor en andel af de kunstige agenter der
danner løkker i deres ruter.
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10 Konklusion
En simpel udgave af AntNet algoritmen er implementeret med følgende begrænsninger; beregningen af
forstærkningsparameteren r, manglende begrænsninger på størrelsen af duftstofsværdierne i duftstofsmo-
dellerne, de mindste værdier i routingstabellen udelukkes ikke helt, udelukkelsen af brugen af agenternes
delruter, se afsnit 6.2.5, til opdatering af datastrukturerne i netværksknuderne. Ved hjælp af tre testscena-
rier, er det vist, at den simple algoritme kan route trafik i små netværk, men kvaliteten af routingen er
tvivlsom. Under afprøvningen af implementationen og en senere diskussion af den, er det desuden vist,
at de fire begrænsninger med god sandsynlighed forhindre en effektiv routing, som andre simuleringer
af AntNet algoritmen viser. De fire begrænsninger kan dog ikke umiddelbart forklare alle problemer med
routingen i implementationen.
Det er nødvendigt at AntNet algoritmen kan håndtere topologiændringer. Dette er derfor en af de ting, der
bør inkorporeres i AntNet algoritmen, inden den forsøges afprøvet i netværk med rigtige routere. Det er
vist, af forskerne der har udviklet AntNet algoritmen, at algoritmen er effektiv til at finde de korteste ruter
i et netværk. Men i konkurrence med andre routingsalgoritmer er der andre perspektiver, der ligeledes er
vigtige for AntNet algoritmens mulige kommercielle succes.
AntNet algoritmens ensidige satsning på effektivitet, fleksibilitet og hurtig tilpasning gør algoritmen til en
mulig kandidat som intra-AS-routingsalgoritme. Rollen som inter-AS-routingsalgoritme er AntNet algorit-
men derimod udelukket fra, da algoritmen ikke kan tage højde for politiske og økonomiske forhold. Dette
er routingsalgoritmer, såsom BGP4, meget bedre til. Men inden AntNet algoritmen kan komme så langt er
der andre krav, der skal overvejes og muligvis inkorporeres i algoritmen.
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A Pakken graph
Pakken graph indeholder tre klasser Graph, Vertex og Edge. I dette bilag findes et klassediagram, der illu-
strerer forholdet mellem de tre klasser. Derefter følger kildekoden for de tre klasser.
A.1 UML klassediagram for pakken graph
Det følgende klassediagram viser de tre klasser Graph, Vertex og Edge i pakken graph og relationerne mellem
de tre klasser.
A.2 Kildekode til pakken graph
Det følgende indeholder kildekoden for klasserne i pakken graph.
A.2.1 Graph.java 
1 package graph ;
2
3 import j ava . u t i l . * ;
4
5 / * *
6 * Denne k l a s s e e r en s imp e l imp l emen t a t i on a f en g r a f .
7 * Gra f en i n d e h o l d e r en l i s t e a f knuder ( v e r t i c e s ) .
8 * @author Sanne B j e r g
9 * /
10 public c l a s s Graph {
11
12 / * * En l i s t e med a l l e knuder i g r a f e n . * /
13 private Lis t <Vertex > v e r t i c e s ;
14
15 / * *
16 * Denne k o n s t r u k t ø r o p r e t t e r e t < t t >Graph </ t t > o b j e k t med e t a n t a l knuder og e t p r æ f i k s t i l
knudernes navne .
17 * Knudernes navn e r en komb ina t i on a f p r æ f i k s e t og e t t a l .
18 * @param numberOfVer t i c e s a n t a l l e t a f knuder på g r a f e n .
19 * @param name p ræ f i k s t i l knudernes navne .
20 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s d e t ang ivne a n t a l a f knuder e r mindre end 2 .
21 * /
22 public Graph ( in t numberOfVertices , S t r ing name) throws I l legalArgumentException {
23 i f ( numberOfVertices < 2 )
24 throw new I l legalArgumentException ( " Antal a f knuder på grafen kan ikke være mindre end 2 "
) ;
25 ve r t i c e s = new ArrayList <Vertex > ( ) ;
26 for ( in t i = 1 ; i <= numberOfVertices ; i ++) {
27 ve r t i c e s . add (new Vertex (name + i ) ) ;
28 }
29 }
30
31 / * *
32 * Metoden o p r e t t e r en f o r b i n d e l s e mel lem t o knuder . De t t e b e t yd e r , a t d e r o p r e t t e s t o k a n t e r .
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33 * En kant d e r udgår f r a den ene knude , mod den anden . Og en kant d e r udgår f r a den anden knude ,
mod den f ø r s t e knude .
34 * @param one i n d e k s i l i s t e n a f knuder , hvor den ene knude f i n d e s .
35 * @param two i n d e k s i l i s t e n a f knuder , hvor den anden knude f i n d e s .
36 * @throws IndexOutOfBoundsExcept ion hv i s knudernes i n d e k s i k k e e r g y l d i g t .
37 * /
38 public void makeEdge ( in t one , in t two ) {
39 i f ( one < 0 || one >= ve r t i c e s . s i z e ( ) || two < 0 || two >= ve r t i c e s . s i z e ( ) )
40 throw new IndexOutOfBoundsException ( "Mindst e t a f knudernes indeks er ikke gy ld ig t " ) ;
41 ve r t i c e s . get ( one ) . addEdge ( v e r t i c e s . get ( two ) ) ;
42 ve r t i c e s . get ( two ) . addEdge ( v e r t i c e s . get ( one ) ) ;
43 }
44
45 / * *
46 * Metoden r e t u r n e r e r a n t a l l e t a f knuder i g r a f e n .
47 * @return a n t a l a f knuder på g r a f e n .
48 * /
49 public in t getNumberOfVertices ( ) {
50 return ve r t i c e s . s i z e ( ) ;
51 }
52
53 / * *
54 * Metoden r e t u r n e r e r en l i s t e med a l l e knuder på g r a f e n .
55 * @return en l i s t e med a l l e knuder på g r a f e n .
56 * /
57 public Lis t <Vertex > ge tVe r t i c e s ( ) {
58 return ve r t i c e s ;
59 }
60
61 / * *
62 * Metoden r e t u r n e r e r en l i s t e med navnene på a l l e knuder på g r a f e n .
63 * @return en l i s t e med navnene på a l l e knuder på g r a f e n .
64 * /
65 public Lis t <Str ing > getNamesOfVertices ( ) {
66 Lis t <Str ing > namesOfVertices = new ArrayList <Str ing >( ) ;
67 for ( Vertex ver tex : v e r t i c e s ) {
68 namesOfVertices . add ( ver tex . getName ( ) ) ;
69 }
70 return namesOfVertices ;
71 }
72
73 / * *
74 * Metoden sæ t t e r l i s t e n a f knuder .
75 * @param v e r t i c e s den nye l i s t e med knuder .
76 * /
77 public void s e tVe r t i c e s ( L i s t <Vertex > v e r t i c e s ) {
78 th i s . v e r t i c e s = v e r t i c e s ;
79 }
80 } 
A.2.2 Vertex.java 
1 package graph ;
2
3 import j ava . u t i l . * ;
4
5 / * *
6 * Denne k l a s s e e r imp l emen t e r ing en a f en knude i en o r i e n t e r e t g r a f .
7 * @author Sanne B j e r g
8 * /
9 public c l a s s Vertex {
10
11 / * * Knudens navn . * /
12 private S t r ing name ;
13
14 / * * L i s t e med a l l e t i l k n y t t e d e kan t e r , d e r udgår f r a knuden . * /
15 private Lis t <Edge> edges ;
16
17 / * *
18 * Denne k o n s t r u k t ø r o p r e t t e r e t < t t >Vertex </ t t > o b j e k t med e t navn .
19 * @param name navnet på knuden .
20 * /
21 public Vertex ( S t r ing name) {
22 th i s . name = name ;
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23 edges = new ArrayList <Edge >( ) ;
24 }
25
26 / * *
27 * Metoden o p r e t t e r en r e t n i n g s o r i e n t e r e t kan t d e r udgår f r a knuden .
28 * @param t o k an t en s d e s t i n a t i o n .
29 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s den ang ivne d e s t i n a t i o n f o r kan t en e r nu l l .
30 * /
31 public void addEdge ( Vertex to ) throws NullPointerExcept ion {
32 i f ( to == null )
33 throw new NullPointerExcept ion ( "Den angivne des t ina t i on fo r kanten er nul l " ) ;
34 edges . add (new Edge ( to ) ) ;
35 }
36
37 / * *
38 * Metoden r e t u r n e r e r navne t på knuden .
39 * @return navn på knuden .
40 * /
41 public S t r ing getName ( ) {
42 return name ;
43 }
44
45 / * *
46 * Metoden r e t u r n e r e r a l l e k a n t e r udgående f r a den pågældende knude .
47 * @return l i s t e med a l l e k an t e r , d e r udgår f r a knuden .
48 * /
49 public Lis t <Edge> getEdges ( ) {
50 return edges ;
51 }
52 } 
A.2.3 Edge.java 
1 package graph ;
2
3 / * *
4 * Denne k l a s s e e r imp l emen t e r ing en a f en kant mel lem t o knuder i en o r i e n t e r e t g r a f .
5 * @author Sanne B j e r g
6 * /
7 public c l a s s Edge {
8
9 / * * Den anden knude på kanten , d e s t i n a t i o n e n . * /
10 private Vertex des t ina t i on ;
11
12 / * *
13 * Denne k o n s t r u k t ø r o p r e t t e r e t < t t >Edge </ t t > o b j e k t med en d e s t i n a t i o n .
14 * @param d e s t i n a t i o n den r e t n i n g s o r i e n t e r e d e k an t s d e s t i n a t i o n .
15 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s den ang ivne d e s t i n a t i o n e r nu l l .
16 * /
17 public Edge ( Vertex des t ina t i on ) {
18 i f ( de s t ina t i on . equals ( null ) )
19 throw new NullPointerExcept ion ( "Den angivne des t ina t i on er nul l " ) ;
20 th i s . d e s t ina t i on = des t ina t i on ;
21 }
22
23 / * *
24 * Denne metode r e t u r n e r e r k an t en s d e s t i n a t i o n .
25 * @return kan t en s d e s t i n a t i o n .
26 * /
27 public Vertex ge tDes t ina t ion ( ) {
28 return des t ina t i on ;
29 }
30
31 / * *
32 * Denne metode r e t u r n e r e r navnet på k an t en s d e s t i n a t i o n .
33 * @return navnet på k an t en s d e s t i n a t i o n .
34 * /
35 public S t r ing getNameOfDestination ( ) {
36 return des t ina t i on . getName ( ) ;
37 }
38 } 
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Pakken graph indeholder syv klasser NetworkGraph, NetworkVertex, NetworkEdge, RoutingTable, Pheromone,
LinkQueue og StatisticalTraficModel. I dette bilag findes et klassediagram, der illustrerer forholdet mellem de
syv klasser og klassernes forhold til pakken graph. Derefter følger kildekoden for de syv klasser.
B.1 UML klassediagram for pakken network
Det følgende klassediagram viser de syv klasser NetworkGraph, NetworkVertex, NetworkEdge, RoutingTable,
Pheromone, LinkQueue og StatisticalTraficModel i pakken network og relationerne mellem de syv klasser.
Det følgende klassediagram viser klassernes forhold til de tre klasser i pakken graph.
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B.2 Kildekode til pakken network
Det følgende indeholder kildekoden for klasserne i pakken network.
B.2.1 NetworkGraph.java 
1 package network ;
2
3 import j ava . u t i l . * ;
4 import graph . * ;
5
6 / * *
7 * K l a s s en e r en imp l emen t a t i on a f en n e t væ r k s g r a f .
8 * @author Sanne B j e r g
9 * /
10 public c l a s s NetworkGraph extends Graph {
11
12 / * * L i s t e med ne tværk sknude r på g r a f e n . * /
13 private Lis t <NetworkVertex> networkver t i ces ;
14
15 / * *
16 * Denne k o n s t r u k t ø r o p r e t t e r e t < t t >NetworkGraph </ t t > o b j e k t med e t a n t a l knuder .
17 * @param numberOfVer t i c e s a n t a l l e t a f n e tværk sknude r på g r a f e n .
18 * @param pro c e s sT ime ne tværk s knude rn e s b e h a n d l i n g s t i d a f p a k k e r .
19 * /
20 public NetworkGraph ( in t numberOfVertices , double processTime ) {
21 super ( numberOfVertices , " 1 0 . 0 . 0 . " ) ;
22 S t r ing name = " 1 0 . 0 . 0 . " ;
23 i f ( numberOfVertices < 2 ) throw new I l legalArgumentException ( " Antal a f knuder på grafen kan
ikke være mindre end 2 " ) ;
24 networkver t ices = new ArrayList <NetworkVertex > ( ) ;
25 for ( in t i = 1 ; i <= numberOfVertices ; i ++) {
26 networkver t ices . add (new NetworkVertex (name + i , processTime ) ) ;
27 }
28 }
29
30 / * *
31 * Metoden o p r e t t e r en f o r b i n d e l s e mel lem t o knuder . De t t e b e t yd e r , a t d e r o p r e t t e s t o k a n t e r .
32 * En kant d e r udgår f r a den ene knude , mod den anden . Og en kant d e r udgår f r a den anden knude ,
mod den f ø r s t e knude .
33 * @param one i n d e k s i l i s t e n a f knuder , hvor den ene knude f i n d e s .
34 * @param two i n d e k s i l i s t e n a f knuder , hvor den anden knude f i n d e s .
35 * @param maxQueueLenght1 den maks ima le længde a f p a k k e k ø e r n e t i l k n y t t e t den f ø r s t e knude .
36 * @param maxQueueLenght2 den maks ima le længde a f p a k k e k ø e r n e t i l k n y t t e t den anden knude .
37 * @param l e n g h t længde a f d e t f y s i s k e k a b e l som kant en mel lem knuderne r e p r æ s e n t e r e r a n g i v e t i
me t e r .
38 * @param t r a n sm i s s i o nRa t e r a t e n hvormed en pakk e t r a n sm i t t e r e s a n g i v e t i Mbps ( mega b i t pr .
sekund ) .
39 * @param p r op ag a t i o nSp e e d p r o p a g a t i o n s h a s t i g h e d e n ( hvor h u r t i g t e t b i t t r a n s p o r t e r e s ) a n g i v e t i
me t e r pr . sekund .
40 * @throws IndexOutOfBoundsExcept ion hv i s knudernes i n d e k s i k k e e r g y l d i g t .
41 * /
42 public void makeEdge ( in t one , in t two , in t maxQueueLenght1 , in t maxQueueLenght2 , in t lenght ,
double t ransmissionRate ,
43 in t propagationSpeed ) throws IndexOutOfBoundsException , I l legalArgumentException {
44 i f ( one < 0 || one > getNumberOfVertices ( ) || two < 0 || two > getNumberOfVertices ( ) )
45 throw new IndexOutOfBoundsException ( " Knudeindeks er ugyldige . " ) ;
46 getNetworkVertices ( ) . get ( one ) . addEdge ( getNetworkVertices ( ) . get ( two ) , maxQueueLenght2 ,
maxQueueLenght1 , lenght , transmissionRate , propagationSpeed ) ;
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47 getNetworkVertices ( ) . get ( two ) . addEdge ( getNetworkVertices ( ) . get ( one ) , maxQueueLenght1 ,
maxQueueLenght2 , lenght , transmissionRate , propagationSpeed ) ;
48 }
49
50 / * *
51 * Metoden i n i t i a l i s e r e r a l l e g r a f e n s ne tværk sknude r .
52 * Netværksknuderne kan i k k e i n i t i a l i s e r e s f ø r a l l e k a n t e r e r o p r e t t e t .
53 * /
54 public void i n i t i a l i z eGraph ( ) {
55 for ( NetworkVertex ver tex : getNetworkVertices ( ) ) {
56 ver tex . i n i t i a l i z eV e r t e x ( getNetworkVertices ( ) ) ;
57 }
58 }
59
60 / * *
61 * Metoden r e t u r n e r e r en l i s t e med a l l e n e tværk sknude r på g r a f e n .
62 * @return en l i s t e med a l l e n e tværk sknude r på g r a f e n .
63 * /
64 public Lis t <NetworkVertex> getNetworkVertices ( ) {
65 return networkver t ices ;
66 }
67 } 
B.2.2 NetworkVertex.java 
1 package network ;
2
3 import graph . * ;
4 import antnets imula t ion . * ;
5 import j ava . u t i l . * ;
6
7 / * *
8 * K l a s s en r e p ræ s e n t e r e en ne tværksknude i n e t væ r k e t .
9 * @author Sanne B j e r g
10 * /
11 public c l a s s NetworkVertex extends Vertex {
12
13 / * * R o u t i n g s t a b e l l e n f o r knuden . * /
14 private RoutingTable rout ingTable ;
15
16 / * * L i s t e ov e r de k an t e r d e r udgår f r a knuden . * /
17 private Lis t <NetworkEdge> edges ;
18
19 / * * L i s t e ov e r d e s t i n a t i o n e r i n e t væ r k e t . * /
20 private Lis t <NetworkVertex> des t i na t i ons ;
21
22 / * * L i s t e d e r i n d e h o l d e r i n f o rm a t i o n e r om hvor mange p a k k e r d e r e r p a s s e r e t f o r b i knuden . De e r
g rupp e r e t e f t e r d e s t i n a t i o n . * /
23 private Lis t <Integer > packetsPassedBy ;
24
25 / * * L i s t e d e r i n d e h o l d e r s t a t i s t i s k e t r a f i k m o d e l l e r f o r a l l e d e s t i n a t i o n e r . * /
26 private Lis t <S t a t i s t i c a lT r a f i cMode l > tra f i cModel ;
27
28 / * * B e h a n d l i n g s t i d . Den t i d d e t b l . a . t a g e r a t bestemme den knude en pakk e s k a l b e s ø g e e f t e r
denne knude . * /
29 private double processTime ;
30
31 / * *
32 * Denne k o n s t r u k t ø r o p r e t t e r e t < t t >NetworkVertex </ t t > o b j e k t med e t navn .
33 * @param name navnet på knuden .
34 * @param pro c e s sT ime ne tværksknudens b e h a n d l i n g s t i d a f p a k k e r .
35 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s b e h a n d l i n g s t i d e n e r ugy l d i g .
36 * /
37 public NetworkVertex ( S t r ing name , double processTime ) throws I l legalArgumentException {
38 super (name) ;
39 i f ( processTime <= 0 || processTime > 1 ) throw new I l legalArgumentException ( " Behandlingst iden
er ugyldig . Den ska l være mellem 0 og 1 sekunder . " ) ;
40 th i s . processTime = processTime ;
41 edges = new ArrayList <NetworkEdge >( ) ;
42 t ra f i cModel = new ArrayList <S t a t i s t i c a lT r a f i cMode l > ( ) ;
43 }
44
45 / * *
46 * Metoden i n i t i a l i s e r e r knuden og a l l e dens t i l k n y t t e d e d a t a s t r u k t u r e r .
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47 * @param name sO fA l lVe r t i c e s l i s t e n a f navne på a l l e knuder i n e t væ r k e t .
48 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s l i s t e n a f d e s t i n a t i o n e r e r nu l l
49 * /
50 public void i n i t i a l i z eV e r t e x ( L i s t <NetworkVertex> a l l V e r t i c e s ) throws NullPointerExcept ion {
51 i f ( a l l V e r t i c e s . equals ( null ) ) throw new NullPointerExcept ion ( " L i s ten af de s t i na t i one r er nu l l "
) ;
52 i n i t i a l i z e L i s tO fDe s t i n a t i o n s ( a l l V e r t i c e s ) ;
53 i n i t i a l i z ePacke t sPas s edBy ( ) ;
54 rout ingTable = new RoutingTable ( de s t i na t i ons . s i z e ( ) , edges . s i z e ( ) ) ;
55 in i t ia l izePheromoneMatr ix ( ) ;
56 i n i t i a l i z eT r a f i cMode l ( ) ;
57 }
58
59 / * *
60 * Metoden o p r e t t e r en ny kant mel lem netværksknuden og en anden ne tværksknude .
61 * @param d e s t k an t en s d e s t i n a t i o n s k n u d e .
62 * @param maxQueueLenghtIn den maks ima le længde a f de indgå ende p a k k e k ø e r .
63 * @param maxQueueLenghtOut den maks ima le længde a f de udgående p a k k e k ø e r .
64 * /
65 public void addEdge ( NetworkVertex dest , in t maxQueueLenghtIn , in t maxQueueLenghtOut , in t lenght ,
double t ransmissionRate , in t propagationSpeed ) {
66 edges . add (new NetworkEdge ( dest , maxQueueLenghtIn , maxQueueLenghtOut , lenght , transmissionRate
, propagationSpeed ) ) ;
67 }
68
69 / * *
70 * Denne metode b e s l u t t e r på baggrund a f en d e s t i n a t i o n den næste ne tværksknude ,
71 * som en d a t a p a k k e med den pågældende d e s t i n a t i o n s k a l r e j s e t i l .
72 * @param d e s t i n a t i o n ne tværksknuden som e r d a t a p a k k en s e n d e l i g e d e s t i n a t i o n .
73 * @return den næste ne tværksknude .
74 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s d e s t i n a t i o n e n e r nu l l
75 * /
76 public NetworkVertex routePacket ( NetworkVertex des t ina t i on ) throws NullPointerExcept ion {
77 i f ( de s t ina t i on == null ) throw new NullPointerExcept ion ( " Dest inat ionen er nul l " ) ;
78 in t nextIndex = rout ingTable . routeDataPacket ( getDestIndex ( des t ina t i on ) ) ;
79 return getListOfNeighbours ( ) . get ( nextIndex ) ;
80 }
81
82 / * *
83 * Metoden o p d a t e r e r r o u t i n g s t a b e l l e n ud f r a en d u f t s t o f s v æ r d i .
84 * Forudsætn ingen f o r a t bruge metoden e r a t d u f t s t o f sm a t r i x e n f o r i n d e n e r b l e v e t o p d a t e r e t .
85 * @param d e s t i n a t i o n d e s t i n a t i o n e n .
86 * @param nex t kan t en som d u f t s t o f s v æ r d i e n t i l h ø r e .
87 * @param pheromone d u f t s t o f s v æ r d i e n .
88 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s d e s t i n a t i o n e n e l l e r naboknuden e r nu l l .
89 * /
90 public void updateRoutingTable ( NetworkVertex des t ina t ion , NetworkEdge next , double pheromone )
throws NullPointerExcept ion {
91 i f ( de s t ina t i on == null || next == null ) throw new NullPointerExcept ion ( " Dest inat ionen og/
e l l e r naboknuden er nul l " ) ;
92 rout ingTable . updateRoutingTable ( getDestIndex ( des t ina t i on ) , getEdgeIndex ( next ) , pheromone ) ;
93 }
94
95 / * *
96 * Denne metode t æ l l e r a n t a l l e t a f p a s s e r e d e p a k k e r op med en f o r en b e s t em t d e s t i n a t i o n .
97 * @param d e s t i n a t i o n d e s t i n a t i o n e n .
98 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s d e s t i n a t i o n e n e r nu l l .
99 * /
100 public void countPackets ( NetworkVertex des t ina t i on ) throws NullPointerExcept ion {
101 i f ( de s t ina t i on == null ) throw new NullPointerExcept ion ( " Dest inat ionen er nul l " ) ;
102 in t count = packetsPassedBy . get ( getDestIndex ( des t ina t i on ) ) + 1 ;
103 packetsPassedBy . s e t ( getDestIndex ( des t ina t i on ) , count ) ;
104 }
105
106 / * *
107 * Denne metode b e r e gn e r den l o k a l e h e u r i s t i s k e i n f o rma t i o n f o r en nabo .
108 * @param ne ighbour den nabo som den h e u r i s t i s k e i n f o rma t i o n e r t i l k n y t t e t .
109 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s n e i ghbour e r nu l l .
110 * /
111 public double ge tHeur i s t i c s ( NetworkVertex neighbour ) throws NullPointerExcept ion {
112 i f ( neighbour == null ) throw new NullPointerExcept ion ( "Naboknuden er nul l " ) ;
113 / / b e r e gn ing a f den saml ed e længde a f p a k k e k ø e r d e r udgår f r a knuden .
114 double allPQLenghts = 0 ;
115 for (NetworkEdge edge : edges ) {
116 allPQLenghts += edge . getLinkQueue ( ) . getQueueLenght ( fa lse , f a l s e ) ;
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117 }
118 / / b e r e gn ing a f h e u r i s t i s k i n f o rma t i o n på baggrund a f p a k k e k ø t i l naboknuden og den saml ed e
længde a f p a k k e k ø e r .
119 double neighbourPQLenght = getEdge ( neighbour ) . getLinkQueue ( ) . getQueueLenght ( fa lse , f a l s e ) ;
120 i f ( allPQLenghts == 0 ) return 1/edges . s i z e ( ) ;
121 return 1 − ( neighbourPQLenght / allPQLenghts ) ;
122 }
123
124 / * *
125 * Metoden r e t u r n e r e r d u f t s t o f s v æ r d i e n t i l k n y t t e t en b e s t em t komb ina t i on a f d e s t i n a t i o n og
naboknude .
126 * @param d e s t i n a t i o n d e s t i n a t i o n e n .
127 * @param ne ighbour naboknuden .
128 * @return d u f t s t o f s v æ r d i e n t i l k n y t t e t en b e s t em t komb ina t i on a f d e s t i n a t i o n og naboknude .
129 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s d e s t i n a t i o n e l l e r n e i ghbour e r nu l l .
130 * /
131 public double getPheromone ( NetworkVertex des t ina t ion , NetworkVertex neighbour ) throws
NullPointerExcept ion {
132 i f ( neighbour == null || des t ina t i on == null ) throw new NullPointerExcept ion ( "Naboknuden e l l e r
des t ina t i on er nul l " ) ;
133 return getEdge ( neighbour ) . getPheromoneModel ( ) . getPheromone ( getDestIndex ( des t ina t i on ) ) ;
134 }
135
136 / * *
137 * Metoden r e t u r n e r e r l i s t e n a f p a k k e r som e r p a s s e r e t f o r b i ne tværksknuden .
138 * @return l i s t e n a f p a k k e r som e r p a s s e r e t f o r b i ne tværksknuden .
139 * /
140 public Lis t <Integer > getListOfPacketsPassedBy ( ) {
141 return packetsPassedBy ;
142 }
143
144 / * *
145 * Metoden r e t u r n e r e r l i s t e n a f d e s t i n a t i o n e r .
146 * @return l i s t e n a f d e s t i n a t i o n e r .
147 * /
148 public Lis t <NetworkVertex> ge tL i s tOfDes t ina t ions ( ) {
149 return des t i na t i ons ;
150 }
151
152 / * *
153 * Metoden r e t u r n e r e r r o u t i n g s t a b e l l e n .
154 * @return r o u t i n g s t a b e l l e n .
155 * /
156 public RoutingTable getRoutingTable ( ) {
157 return rout ingTable ;
158 }
159
160 / * *
161 * Metoden r e t u r n e r e r d e t < t t > S t a t i s t i c a l T r a f i cM o d e l </ t t > o b j e k t d e r e r t i l k n y t t e t en d e s t i n a t i o n
.
162 * @param d e s t i n a t i o n den d e s t i n a t i o n som den øn s k ed e t r a f i km o d e l e r t i l k n y t t e t .
163 * @return den s t a t i s t i s k e t r a f i km o d e l , d e r e r t i l k n y t t e t en b e s t em t d e s t i n a t i o n .
164 * @see S t a t i s t i c a l T r a f i cM o d e l
165 * /
166 public S t a t i s t i c a l T r a f i cMode l getTraf icModel ( NetworkVertex des t ina t i on ) {
167 in t index = getDestIndex ( des t ina t i on ) ;
168 return t ra f i cModel . get ( index ) ;
169 }
170
171 / * *
172 * Metoden r e t u r n e r e r kan t en med en b e s t em t d e s t i n a t i o n .
173 * Hvis d e r i k k e f i n d e s en kant d e r har den pågældende d e s t i n a t i o n r e t u r n e r e s nu l l .
174 * @param d e s t ne tværksknuden t i l h v i l k e n en kant s ø g e s .
175 * @return kan t en med den pågældende d e s t i n a t i o n .
176 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s d e s t i n a t i o n e n e r nu l l .
177 * /
178 public NetworkEdge getEdge ( NetworkVertex dest ) throws NullPointerExcept ion {
179 i f ( dest == null ) throw new NullPointerExcept ion ( " Dest inat ionen er nul l " ) ;
180 for (NetworkEdge edge : edges ) {
181 i f ( dest . equals ( edge . ge tDes t ina t ion ( ) ) ) {
182 return edge ;
183 }
184 }
185 return null ;
186 }
75
B. Pakken network
187
188 / * *
189 * Metoden r e t u r n e r e r d e t i n d e k s som en g i v e t d e s t i n a t i o n har i n e t op denne knude .
190 * @param d e s t d e s t i n a t i o n e n .
191 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s d e s t i n a t i o n e n i k k e f i n d e s i l i s t e n ov e r d e s t i n a t i o n e r .
192 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s d e s t i n a t i o n e n e r nu l l .
193 * /
194 public in t getDestIndex ( NetworkVertex dest ) throws I l legalArgumentException , Nul lPointerExcept ion
{
195 i f ( dest == null ) throw new NullPointerExcept ion ( " Dest inat ionen er nul l " ) ;
196 i f ( ! de s t i na t i ons . conta ins ( dest ) ) throw new I l legalArgumentException ( " Dest inat ionen er ugyldig
. " ) ;
197 return des t i na t i ons . indexOf ( dest ) ;
198 }
199
200 / * *
201 * Metoden r e t u r n e r e r d e t i n d e k s som en g i v e t kan t har i n e t op denne knude .
202 * @param edge kan t en .
203 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s kan t en i k k e f i n d e s i l i s t e n ov e r k a n t e r .
204 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s kan t en e r nu l l .
205 * /
206 public in t getEdgeIndex (NetworkEdge edge ) throws I l legalArgumentException , Nul lPointerExcept ion {
207 i f ( edge == null ) throw new NullPointerExcept ion ( " Kanten er nul l " ) ;
208 i f ( ! edges . conta ins ( edge ) ) throw new I l legalArgumentException ( " Kanten er ugyldig . " ) ;
209 return edges . indexOf ( edge ) ;
210 }
211
212 / * *
213 * Metoden r e t u r n e r e r a l l e k a n t e r udgående f r a den pågældende knude .
214 * @return l i s t e med a l l e k a n t e r udgående f r a den pågældende knude .
215 * /
216 public Lis t <NetworkEdge> getNetworkEdges ( ) {
217 return edges ;
218 }
219
220 / * *
221 * Metoden r e t u r n e r e r a l l e naboknuder t i l den pågældende knude .
222 * @return l i s t e med a l l e naboknuder t i l den pågældende knude .
223 * /
224 public Lis t <NetworkVertex> getListOfNeighbours ( ) {
225 Lis t <NetworkEdge> networkedges = getNetworkEdges ( ) ;
226 Lis t <NetworkVertex> nextHops = new ArrayList <NetworkVertex > ( ) ;
227 for ( in t edgeNum = 0 ; edgeNum < getNetworkEdges ( ) . s i z e ( ) ; edgeNum++) {
228 nextHops . add ( networkedges . get (edgeNum) . ge tDes t ina t ion ( ) ) ;
229 }
230 return nextHops ;
231 }
232
233 / * *
234 * Metoden r e t u r n e r e r knudens b e h a n d l i n g s t i d a f p a k k e r a n g i v e t i s e kunde r .
235 * @return knudens b e h a n d l i n g s t i d a f p a k k e r .
236 * /
237 public double getProcessTime ( ) {
238 return processTime ;
239 }
240
241 / * *
242 * Metoden r e t u r n e r e r en s t r e n g med s t a t i s t i s k e i n f o rm a t i o n e r .
243 * @return s t r e n g s t a t i s t i s k e i n f o rm a t i o n e r .
244 * /
245 public S t r ing g e t S t a t i s t i c s ( ) {
246 S t r ing s t a t = " S t a t i s t i k f r a : " + getName ( ) + "\n" ;
247 s t a t += " Pakker der har passe re t knuden med des t ina t ionerne \n" ;
248 for ( in t index = 0 ; index < des t i na t i ons . s i z e ( ) ; index++) {
249 s t a t += des t i na t i ons . get ( index ) . getName ( ) + " : " + packetsPassedBy . get ( index ) + "\n" ;
250 }
251 for (NetworkEdge edge : edges ) {
252 s t a t += edge . g e t S t a t i s t i c s ( ) ;
253 s t a t += " Antal pakker mis te t i den udgående pakkekø : " + edge . getLinkQueue ( ) .
getPacketsDropped ( f a l s e ) + "\n" ;
254 s t a t += " Antal pakker mis te t i den indgående pakkekø : " + edge . ge tDes t ina t ion ( ) . getEdge (
th i s ) . getLinkQueue ( ) . getPacketsDropped ( t rue ) + "\n" ;
255 }
256 for ( NetworkVertex des t ina t i on : de s t i na t i ons ) {
257 s t a t += " Re j s e t i d e r fo r des t ina t ionen : " + des t ina t i on . getName ( ) + "\n" ;
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258 in t index = getDestIndex ( des t ina t i on ) ;
259 s t a t += " Bedste r e j s e t i d : " + tra f i cModel . get ( index ) . getBestTravelTime ( ) + "\n" ;
260 s t a t += " Variansen i r e j s e t i d en : " + tra f i cModel . get ( index ) . getVariance ( ) + "\n" ;
261 s t a t += "Den gennemsnit l ige r e j s e t i d : " + tra f i cModel . get ( index ) . getSampleMean ( ) + "\n" ;
262 }
263 return s t a t ;
264 }
265
266 / * *
267 * Metoden i n i t i a l i s e r e r l i s t e n a f d e s t i n a t i o n e r .
268 * @param name sO fA l lVe r t i c e s l i s t e n a f navne på a l l e knuder i n e t væ r k e t .
269 * /
270 private void i n i t i a l i z e L i s tO fDe s t i n a t i o n s ( L i s t <NetworkVertex> a l l V e r t i c e s ) {
271 des t i na t i ons = new ArrayList <NetworkVertex > ( ) ;
272 for ( NetworkVertex ver tex : a l l V e r t i c e s ) {
273 i f ( ! ver tex . equals ( th i s ) ) {
274 des t i na t i ons . add ( ver tex ) ;
275 }
276 }
277 }
278
279 / * *
280 * Metoden sæ t t e r a n t a l l e t a f f o r b i p a s s e r e n d e p a k k e r t i l 0 f o r a l l e d e s t i n a t i o n e r .
281 * /
282 private void i n i t i a l i z ePacke t sPas s edBy ( ) {
283 packetsPassedBy = new ArrayList <Integer > ( ) ;
284 for ( in t dest = 0 ; dest < des t i na t i ons . s i z e ( ) ; dest ++) {
285 packetsPassedBy . add ( 0 ) ;
286 }
287 }
288
289 / * *
290 * Metoden i n i t i a l i s e r e r a l l e knudens t i l k n y t t e d e k a n t e r s d u f t s t o f sm o d e l .
291 * /
292 private void in i t ia l izePheromoneMatr ix ( ) {
293 for (NetworkEdge edge : edges ) {
294 edge . init ial izePheromoneModel ( de s t i na t i ons . s i z e ( ) , edges . s i z e ( ) ) ;
295 }
296 }
297
298 / * *
299 * Metoden i n i t i a l i s e r e r knudens t i l k n y t t e d e s t a t i s t i s k e t r a f i km o d e l .
300 * /
301 private void i n i t i a l i z eT r a f i cMode l ( ) {
302 for ( NetworkVertex des t ina t i on : de s t i na t i ons ) {
303 t ra f i cModel . add (new S t a t i s t i c a l T r a f i cMode l ( ) ) ;
304 }
305 }
306 } 
B.2.3 NetworkEdge.java 
1 package network ;
2
3 import graph . * ;
4 import j ava . u t i l . * ;
5
6 / * *
7 * Denne k l a s s e e r imp l emen t e r ing en a f en kant mel lem t o ne tværk sknude r i en o r i e n t e r e t n e t væ r k s g r a f .
8 * @author Sanne B j e r g
9 * @see Edge
10 * /
11 public c l a s s NetworkEdge extends Edge {
12
13 / * * Det t i l k an t en t i l k n y t t e d e o b j e k t , d e r i n d e h o l d e r de t i l k n y t t e d e p a k k e k ø e r . * /
14 private LinkQueue linkQueue ;
15
16 / * * Kantens t i l k n y t t e d e d u f t s t o f sm o d e l . * /
17 private Pheromone pheromone ;
18
19 / * * Længden a f d e t f y s i s k e k a b e l som kant en r e p r æ s e n t e r e r a n g i v e t i me t e r . * /
20 private in t lenght ;
21
22 / * * P r o p a g a t i o n s h a s t i g h e d e n ( hvor h u r t i g t e t b i t t r a n s p o r t e r e s ) a n g i v e t i met e r pr . sekund . * /
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23 private in t propagationSpeed ;
24
25 / * * T r an sm i s s i o n s r a t e n : Raten hvormed en pakk e t r a n sm i t t e r e s a n g i v e t i Mbps ( mega−b i t pr . sekund )
* /
26 private double t ransmiss ionRate ;
27
28 / * *
29 * Denne k o n s t r u k t ø r o p r e t t e r e t < t t >NetworkEdge </ t t > o b j e k t med en d e s t i n a t i o n , maks ima le
længder på pa k k e k ø e r ,
30 * en t r a n sm i s s i o n s r a t e , en p r o p a g a t i o n s h a s t i g h e d og en længde a f d e t f y s i s k e k a b e l som kant en
r e p r æ s e n t e r e r .
31 * T i l k an t en k n y t t e s en du f t s t o f sm o d e l , p a k k e k ø e r og s t a t i s t i s k t r a f i km o d e l .
32 * @param d e s t i n a t i o n den r e t n i n g s o r i e n t e r e d e k an t s d e s t i n a t i o n .
33 * @param maxQueueLenghtIn den maks ima le længde a f de indadgående p a k k e k ø e r a n g i v e t i a n t a l l e t a f
p a k k e r .
34 * @param maxQueueLenghtOut den maks ima le længde a f de udadgående p a k k e k ø e r a n g i v e t i a n t a l l e t a f
p a k k e r .
35 * @param l e n g h t længde a f d e t f y s i s k e k a b e l som kant en r e p r æ s e n t e r e r a n g i v e t i met e r .
36 * @param t r a n sm i s s i o nRa t e r a t e n hvormed en pakk e t r a n sm i t e r e s a n g i v e t i Mbps ( mega b i t pr .
sekund ) .
37 * @param p r op ag a t i o nSp e e d p r o p a g a t i o n s h a s t i g h e d e n ( hvor h u r t i g t e t b i t t r a n s p o r t e r e s ) a n g i v e t i
me t e r pr . sekund . Værdien må i k k e være mere end 300000000 .
38 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s længden a f k a b l e t e r f o r k o r t .
39 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s t r a n sm i s s i o n s r a t e n i k k e e r ov e r 0Mbps og maks ima l t 10
Gbps .
40 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s p r o p a g a t i o n s h a s t i g h e d e n e r f o r l a n g t ov e r l y s e t s
h a s t i g h e d .
41 * /
42 public NetworkEdge ( NetworkVertex des t ina t ion , in t maxQueueLenghtIn ,
43 in t maxQueueLenghtOut , in t lenght , double t ransmissionRate , in t propagationSpeed ) throws
I l legalArgumentException {
44 super ( de s t ina t i on ) ;
45 i f ( lenght <= 0 ) throw new I l legalArgumentException ( "Længden af kab le t er fo r kort . " ) ;
46 i f ( t ransmiss ionRate <= 0 || transmiss ionRate > 10000 )
47 throw new I l legalArgumentException ( " Transmiss ionsraten ska l være over 0Mbps og maksimalt
10Gbps" ) ;
48 i f ( propagationSpeed <= 0 || propagationSpeed > 300000000 )
49 throw new I l legalArgumentException ( " Propagationshast igheden er fo r langt over l y s e t s
hast ighed e l l e r under 0 " ) ;
50 linkQueue = new LinkQueue (maxQueueLenghtIn , maxQueueLenghtOut ) ;
51 pheromone = new Pheromone ( ) ;
52 th i s . lenght = lenght ;
53 th i s . propagationSpeed = propagationSpeed ;
54 th i s . t ransmiss ionRate = transmiss ionRate ;
55 }
56
57 / * *
58 * Metoden r e t u r n e r e r d e t < t t >Pheromone </ t t > o b j e k t d e r e r t i l k n y t t e t kan t en .
59 * @return kan t en s t i l k n y t t e d e d u f t s t o f sm o d e l .
60 * @see Pheromone
61 * /
62 public Pheromone getPheromoneModel ( ) {
63 return pheromone ;
64 }
65
66 / * *
67 * Metoden r e t u r n e r e r d e t < t t >LinkQueue </ t t > o b j e k t d e r e r t i l k n y t t e t kan t en .
68 * @return d e t t i l k n y t t e d e < t t >LinkQueue </ t t > o b j e k t , d e r i n d e h o l d e r de t i l k n y t t e d e p a k k e k ø e r .
69 * @see LinkQueue
70 * /
71 public LinkQueue getLinkQueue ( ) {
72 return linkQueue ;
73 }
74
75 / * *
76 * Metoden r e t u r n e r e r t r a n sm i s s i o n s h a s t i g h e d e n ang i v e t i b i t / s ( b i t r a t e ) .
77 * @return h a s t i g h e d e n hvormed e t b i t kan s end e s a f s t e d .
78 * /
79 public double getTransmissionRate ( ) {
80 return t ransmiss ionRate * 1000000 ;
81 }
82
83 / * *
84 * Metoden r e t u r n e r e r p r o p a g a t i o n s h a s t i g h e d e n ( hvor h u r t i g t e t b i t t r a n s p o r t e r e s ) a n g i v e t i met e r
pr . sekund .
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85 * @return s e l v e l e dn i n g en s h a s t i g h e d .
86 * /
87 public in t getPropagationSpeed ( ) {
88 return propagationSpeed ;
89 }
90
91 / * *
92 * Metoden r e t u r n e r e r længden a f d e t f y s i s k e k a b e l som kant en r e p r æ s e n t e r e r a n g i v e t i met e r .
93 * @return s e l v e l e dn i n g en s længde .
94 * /
95 public in t getLenght ( ) {
96 return lenght ;
97 }
98
99 / * *
100 * Metoden r e t u r n e r e r d e t < t t >NetworkVertex </ t t > o b j e k t d e r e r k an t en s d e s t i n a t i o n s k n u d e .
101 * @return kan t en s d e s t i n a t i o n s k n u d e
102 * @see Edge# g e tD e s t i n a t i o n ( )
103 * /
104 public NetworkVertex ge tDes t ina t ion ( ) {
105 return ( NetworkVertex ) super . ge tDes t ina t ion ( ) ;
106 }
107
108 / * *
109 * Metoden r e t u r n e r e r en s t r e n g med s t a t i s t i s k e i n f o rm a t i o n e r .
110 * @return s t r e n g s t a t i s t i s k e i n f o rm a t i o n e r .
111 * /
112 public S t r ing g e t S t a t i s t i c s ( ) {
113 S t r ing s t a t = " S t a t i s t i k f r a port med des t ina t i on : " + ge tDes t ina t ion ( ) . getName ( ) + "\n" ;
114 return s t a t ;
115 }
116
117 / * *
118 * Metoden i n i t i a l i s e r e r den t i l k n y t t e d e d u f t s t o f sm o d e l .
119 * @param numberOfDes t ina t i ons a n t a l l e t a f d e s t i n a t i o n e r
120 * @param numberOfNeighbours a n t a l l e t a f nabo e r som den t i l k n y t t e d e knude har .
121 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s a n t a l l e t a f d e s t i n a t i o n e r e l l e r a n t a l l e t a f naboknuder ,
122 * som d u f t s t o f sm o d e l l e n f o r s ø g e s i n i t i a l i s e r e t med , e r mindre end 1 .
123 * @see Pheromone# i n i t i a l i z e P h e r om o n e ( i n t numberOfDes t ina t i ons , i n t numberOfNeighbours )
124 * /
125 protected void ini t ial izePheromoneModel ( in t numberOfDestinations , in t numberOfNeighbours ) throws
I l legalArgumentException {
126 t ry {
127 pheromone . in i t ia l izePheromone ( numberOfDestinations , numberOfNeighbours ) ;
128 } catch ( I l legalArgumentException e ) {
129 throw new I l legalArgumentException ( " An ta l l e t a f de s t i na t i one r e l l e r a n t a l l e t a f
naboknuder er mindre end 1 " ) ;
130 }
131 }
132 } 
B.2.4 RoutingTable.java 
1 package network ;
2
3 import j ava . u t i l . * ;
4
5 / * *
6 * K l a s s en r e p r æ s e n t e r e r en r o u t i n g s t a b e l , d e r kan o p d a t e r e s på baggrund a f d u f t s t o f s v æ r d i e r .
7 * R o u t i n g s t a b e l l e n kan bruge s t i l a t r o u t e d a t a p a k k e r e f t e r .
8 * @author Sanne B j e r g
9 * @see NetworkVertex
10 * /
11 public c l a s s RoutingTable {
12
13 / * * Matrix d e r i n d e h o l d e r værd i e rn e i r o u t i n g s t a b e l l e n . * /
14 private double [ ] [ ] rout ingTable ;
15
16 / * * Matrix d e r i n d e h o l d e r værd i e rn e f o r de t r a n s f o rm e r e d e d u f t s t o f s v æ r d i e r . * /
17 private double [ ] [ ] transformedPheromones ;
18
19 private Random generator ;
20
21 / * * Eksponenten de r b e n y t t e s t i l a t t r a n s f o rm e r e d u f t s t o f s v æ r d i e r . * /
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22 s t a t i c pr ivate double exponent = 1 . 4 ;
23
24 / * *
25 * Denne k o n s t r u k t ø r o p r e t t e r e t < t t >Rout ingTab l e </ t t > o b j e k t med e t a n t a l a f d e s t i n a t i o n e r og
naboknuder .
26 * @param numberOfDes t ina t i ons a n t a l l e t a f d e s t i n a t i o n e r d e r s k a l være i r o u t i n g s t a b e l l e n .
27 * @param numberOfNextHops a n t a l l e t a f naboknuder d e r s k a l være i r o u t i n g s t a b e l l e n .
28 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s a n t a l l e t a f d e s t i n a t i o n e r e l l e r a n t a l l e t a f naboknuder
e r mindre end 1 .
29 * /
30 public RoutingTable ( in t numberOfDestinations , in t numberOfNextHops ) throws
I l legalArgumentException {
31 i f ( numberOfDestinations < 1 || numberOfNextHops < 1 ) throw new I l legalArgumentException ( "
An ta l l e t a f de s t i na t i one r og naboknuder ska l være mindst 1 " ) ;
32 rout ingTable = new double [ numberOfDestinations ] [ numberOfNextHops ] ;
33 transformedPheromones = new double [ numberOfDestinations ] [ numberOfNextHops ] ;
34 double in i tRout ingValue = 1/numberOfNextHops ;
35 double initPheromoneValue = Math .pow(1/numberOfNextHops , exponent ) ;
36 for ( in t destNumber = 0 ; destNumber < numberOfDestinations ; destNumber++) {
37 for ( in t nextHopNum = 0 ; nextHopNum < numberOfNextHops ; nextHopNum++) {
38 rout ingTable [ destNumber ] [ nextHopNum] = ini tRout ingValue ;
39 transformedPheromones [ destNumber ] [ nextHopNum] = initPheromoneValue ;
40 }
41 }
42 generator = new Random( ) ;
43 }
44
45 / * *
46 * Metoden r e t u r n e r e r i n d e k s på den naboknude , som den næste d a t a p a k k e med d e t pågældende
d e s t i n a t i o n s i n d e k s s k a l r o u t e s t i l .
47 * @param d e s t I n d e x i n d e k s f o r d e s t i n a t i o n e n .
48 * @throws IndexOutOfBoundsExcept ion hv i s d e s t i n a t i o n s i n d e k s e t i k k e e r g y l d i g t .
49 * @see NetworkVertex # r o u t e P a c k e t ( NetworkVertex d e s t i n a t i o n )
50 * /
51 protected in t routeDataPacket ( in t destIndex ) throws IndexOutOfBoundsException {
52 i f ( destIndex < 0 || destIndex >= rout ingTable . length ) throw new IndexOutOfBoundsException ( "
Des t ina t ions indekse t er ikke gy ld ig t " ) ;
53 double random = generator . nextDouble ( ) ;
54 double accumulatedValue = 0 ;
55 in t nextHopIndex = 0 ;
56 while ( nextHopIndex < rout ingTable [ destIndex ] . length && accumulatedValue < random) {
57 accumulatedValue += rout ingTable [ destIndex ] [ nextHopIndex ] ;
58 nextHopIndex++;
59 }
60 return nextHopIndex−1;
61 }
62
63 / * *
64 * Metoden o p d a t e r e r r o u t i n g s t a b e l l e n .
65 * @param d e s t I n d e x i n d e k s f o r d e s t i n a t i o n e n .
66 * @param nex t Ind ex i n d e k s f o r naboknuden .
67 * @param pheromone d u f t s t o f s v æ r d i e n som e r udgangspunkt e t f o r o p d a t e r i n g en a f r o u t i n g s t a b e l l e n .
68 * @throws IndexOutOfBoundsExcept ion hv i s d e s t i n a t i o n s i n d e k s e t e l l e r i n d e k s e t f o r naboknuden i k k e
e r g y l d i g t .
69 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s værd i en a f d u f t s t o f f e t l i g g e r uden f o r i n t e r v a l l e t [ 0 ; 1 ]
som d u f t s t o f s v æ r d i e r n e l i g g e r i .
70 * @see NetworkVertex # upda t eRou t ingTab l e ( NetworkVertex d e s t i n a t i o n , NetworkEdge next , d oub l e
pheromone )
71 * /
72 protected void updateRoutingTable ( in t destIndex , in t nextIndex , double pheromone ) throws
IndexOutOfBoundsException , I l legalArgumentException {
73 i f ( destIndex < 0 || destIndex >= rout ingTable . length ) throw new IndexOutOfBoundsException ( "
Des t ina t ions indekse t er ikke gy ld ig t " ) ;
74 i f ( nextIndex < 0 || nextIndex >= rout ingTable [ 0 ] . length ) throw new IndexOutOfBoundsException
( " Indekset fo r naboknuden ikke er gy ld ig t " ) ;
75 i f ( pheromone < 0 || pheromone > 1 ) throw new I l legalArgumentException ( "Værdien af
du f t s t o f f e t l i gg e r uden for i n t e r v a l l e t [ 0 ; 1 ] " ) ;
76 transformedPheromones [ destIndex ] [ nextIndex ] = Math .pow(pheromone , exponent ) ;
77 double accumulatedPheromone = 0 ;
78 for ( in t nextHopIndex = 0 ; nextHopIndex < transformedPheromones [ destIndex ] . length ;
nextHopIndex++) {
79 accumulatedPheromone += transformedPheromones [ destIndex ] [ nextHopIndex ] ;
80 }
81 / / Opda t e r e r r o u t i n g s t a b e l l e n og n o rma l i s e r værd i e rn e f o r d e s t i n a t i o n e n med i n d e k s d e s t I n d e x
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82 for ( in t nextHopIndex = 0 ; nextHopIndex < transformedPheromones [ destIndex ] . length ;
nextHopIndex++) {
83 rout ingTable [ destIndex ] [ nextHopIndex ] = transformedPheromones [ destIndex ] [ nextHopIndex ] /
accumulatedPheromone ;
84 }
85 }
86 } 
B.2.5 Pheromone.java 
1 package network ;
2
3 import j ava . u t i l . * ;
4
5 / * *
6 * Den k l a s s e i n d e h o l d e r en model a f d e t d u f t s t o f , d e r e r t i l k n y t t e t en e n k e l t kan t ( i den ene
r e t n i n g ) på n e t væ r k s g r a f e n .
7 * Mode l l en r e p r æ s e n t e r e r kun en d e l a f d u f t s t o f sm a t r i x e n f o r en knude .
8 * @author Sanne B j e r g
9 * /
10 public c l a s s Pheromone {
11
12 / * * L i s t e n d e r i n d e h o l d e r d u f t s t o f s v æ r d i e r f o r en e n k e l t kan t ( i den ene r e t n i n g ) på
n e t væ r k s g r a f e n . * /
13 private Lis t <Double> pheromone ;
14
15 / * *
16 * Metoden o p d a t e r e r d u f t s t o f s v æ r d i e n f o r en d e s t i n a t i o n ud f r a en g i v e t f o r s t æ r k n i n g s p a r am e t e r .
17 * @param r e i n f o r c em e n t f o r s t æ r k n i n g s p a r am e t e r i i n t e r v a l l e t [ 0 ; 1 ] .
18 * @param d e s t i n a t i o n i n d e k s i l i s t e n a f d u f t s t o f s v æ r d i e r , hvor d u f t s t o f v æ r d i e n f o r en b e s t em t
d e s t i n a t i o n b e f i n d e r s i g .
19 * @return ny f o r s t æ r k e t d u f t s t o f s v æ r d i .
20 * @throws IndexOutOfBoundsExcept ion hv i s d e s t i n a t i o n s i n d e k s e t i k k e e r g y l d i g t .
21 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s f o r s t æ r k n i n g s p a r am e t r e n e r e r ugy l d i g .
22 * /
23 public double updatePheromone ( in t des t ina t ion , double re inforcement ) throws
IndexOutOfBoundsException , I l legalArgumentException {
24 i f ( de s t ina t i on < 0 || des t ina t i on >= pheromone . s i z e ( ) ) throw new IndexOutOfBoundsException ( "
Des t ina t ions indekse t ikke er gy ld ig t " ) ;
25 i f ( re inforcement < 0 ) throw new I l legalArgumentException ( " Forstærkningsparametren er ugyldig .
" ) ;
26 double tau = pheromone . get ( de s t ina t i on ) ;
27 double newTau = tau + ( re inforcement *(1− tau ) ) ;
28 pheromone . s e t ( des t ina t ion , newTau) ;
29 return newTau ;
30 }
31
32 / * *
33 * E f t e r en d u f t s t o f s v æ r d i e r o p d a t e r e t f o r e t par a f d e s t i n a t i o n og naboknude ,
34 * s k a l de andre d u f t s t o f s v æ r d i e r f o r d e s t i n a t i o n e n , men med en anden naboknude t i l k n y t t e t ,
35 * o p d a t e r e s med en n e g a t i v f o r s t æ r k n i n g f o r a t n o rm a l i s e r e d u f t s t o f t i l en d e s t i n a t i o n t i l 1 .
36 * S e l v e den n e g a t i v e f o r s t æ r k n i n g a f den e n k e l t e d u f t s t o f s v æ r d i f o r e t a g e s a f denne metode .
37 * @param r e i n f o r c em e n t f o r s t æ r k n i n g s p a r am e t e r
38 * @param d e s t i n a t i o n i n d e k s i l i s t e n a f d u f t s t o f s v æ r d i e r , hvor d u f t s t o f v æ r d i e n f o r en b e s t em t
d e s t i n a t i o n b e f i n d e r s i g .
39 * @throws IndexOutOfBoundsExcept ion hv i s d e s t i n a t i o n s i n d e k s e t i k k e e r g y l d i g t .
40 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s f o r s t æ r k n i n g s p a r am e t r e n e r l i g g e r ud en f o r i n t e r v a l l e t
[ 0 ; 1 ] .
41 * /
42 public void negativeUpdatePheromone ( in t des t ina t ion , double re inforcement ) throws
IndexOutOfBoundsException , I l legalArgumentException {
43 i f ( de s t ina t i on < 0 || des t ina t i on >= pheromone . s i z e ( ) ) throw new IndexOutOfBoundsException ( "
Des t ina t ions indekse t ikke er gy ld ig t " ) ;
44 i f ( re inforcement < 0 || reinforcement > 1 ) throw new I l legalArgumentException ( "
Forstærkningsparametren er ikke indenfor i n t e r v a l l e t [ 0 ; 1 ] " ) ;
45 double tau = pheromone . get ( de s t ina t i on ) ;
46 pheromone . s e t ( des t ina t ion , tau − ( re inforcement * tau ) ) ;
47 }
48
49 / * *
50 * Metoden r e t u r n e r e r d u f t s t o f s v æ r d i e n de r e r t i l k n y t t e t en b e s t em t d e s t i n a t i o n
51 * @param d e s t i n a t i o n index i l i s t e n a f d u f t s t o f s v æ r d i e r , hvor d u f t s t o f v æ r d i e n f o r en b e s t em t
d e s t i n a t i o n b e f i n d e r s i g .
52 * @throws IndexOutOfBoundsExcept ion hv i s d e s t i n a t i o n s i n d e k s e t i k k e e r g y l d i g t .
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53 * /
54 public double getPheromone ( in t des t ina t i on ) throws IndexOutOfBoundsException {
55 i f ( de s t ina t i on < 0 || des t ina t i on >= pheromone . s i z e ( ) ) throw new IndexOutOfBoundsException ( "
Des t ina t ions indekse t ikke er gy ld ig t " ) ;
56 return pheromone . get ( de s t ina t i on ) ;
57 }
58
59 / * *
60 * Metoden i n i t i a l i s e r e r l i s t e n med d u f t s t o f s v æ r d i e r f o r en kant s å l e d e s a t a l l e nabo e r t i l
knuden ,
61 * som d u f t s t o f sm o d e l l e n e r t i l k n y t t e t , med en b e s t em t d e s t i n a t i o n , har samme d u f t s t o f s v æ r d i .
62 * @param numberOfDes t ina t i ons a n t a l l e t a f d e s t i n a t i o n e r
63 * @param numberOfNeighbours a n t a l l e t a f nabo e r som den t i l k n y t t e d e knude har .
64 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s a n t a l l e t a f d e s t i n a t i o n e r e l l e r a n t a l l e t a f naboknuder
e r mindre end 1 .
65 * /
66 protected void in i t i a l izePheromone ( in t numberOfDestinations , in t numberOfNeighbours ) throws
I l legalArgumentException {
67 i f ( numberOfDestinations < 1 || numberOfNeighbours < 1 ) throw new I l legalArgumentException ( "
An ta l l e t a f de s t i na t i one r e l l e r a n t a l l e t a f naboknuder er mindre end 1 " ) ;
68 pheromone = new ArrayList <Double > ( ) ;
69 for ( in t index = 0 ; index < numberOfDestinations ; index++) {
70 pheromone . add ( ( double ) 1/numberOfNeighbours ) ;
71 }
72 }
73 } 
B.2.6 LinkQueue.java 
1 package network ;
2
3 import j avaSimulat ion . * ;
4 import j avaSimulat ion . Process ;
5
6 / * *
7 * K l a s s en r e p r æ s e n t e r e r f i r e p a k k e k ø e r d e r e r t i l k n y t t e t en kant .
8 * Der e r t o indgå ende k ø e r d e r e r t i l k n y t t e t k an t en s d e s t i n a t i o n og t o udgående k an t e r d e r e r
t i l k n y t t e t k an t en s udgangspunkt .
9 * Køerne e r s å l e d e s t i l k n y t t e t t o f o r s k e l l i g e knuder i n e t væ r k e t .
10 * En a f de indgående , s å v e l som en a f de udgående , p a k k e k ø e r e r en kø t i l h ø j p r i o r i t e t s p a k k e r .
11 * @author Sanne B j e r g
12 * @see NetworkEdge
13 * /
14 public c l a s s LinkQueue {
15
16 / * * Høj p r i o r i t e t s k ø e n de r e r t i l k n y t t e t t i l k an t en s d e s t i n a t i o n . * /
17 private Head highPriorityLinkQueueIn ;
18
19 / * * Høj p r i o r i t e t s k ø e n de r e r t i l k n y t t e t t i l k an t en s udgangspunkt . * /
20 private Head highPriorityLinkQueueOut ;
21
22 / * * A lm inde l i g p a k k e k ø d e r e r t i l k n y t t e t t i l k an t en s d e s t i n a t i o n . * /
23 private Head linkQueueIn ;
24
25 / * * A lm inde l i g p a k k e k ø d e r e r t i l k n y t t e t t i l k an t en s udgangspunkt . * /
26 private Head linkQueueOut ;
27
28 / * * Den maks ima l e længde a f de indgående p a k k e k ø e r mål t i a n t a l l e t a f p a k k e r . * /
29 private in t maxQueueLenghtIn ;
30
31 / * * Den maks ima l e længde a f de udgående p a k k e k ø e r mål t i a n t a l l e t a f p a k k e r . * /
32 private in t maxQueueLenghtOut ;
33
34 / * * B o o l s k værd i d e r h o l d e r s t y r på om de r s end e s p a k k e r a f s t e d f r a de udadgående p a k k e k ø e r . * /
35 private boolean t r ansmi t t ing ;
36
37 / * * B o o l s k værd i d e r h o l d e r s t y r på om de r b e h and l e s p a k k e r ved de indgå ende p a k k e k ø e r . * /
38 private boolean process ing ;
39
40 / * * Anta l p a k k e r d e r e r m i s t e t i de indgående p a k k e k ø e r . * /
41 private in t droppedIn ;
42
43 / * * Anta l p a k k e r d e r e r m i s t e t i de udgående p a k k e k ø e r . * /
44 private in t droppedOut ;
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45
46 / * *
47 * Denne k o n s t r u k t ø r o p r e t t e r e t < t t >LinkQueue </ t t > o b j e k t
48 * med en maks imal længde på de indadgå ende p a k k e k ø e r og en maks imal længde på de udadgående
p a k k e k ø e r .
49 * @param maxQueueLenghtIn den maksimal længde på de indadgående p a k k e k ø e r mål t i a n t a l l e t a f
p a k k e r .
50 * @param maxQueueLenghtOut den maksimal længde på de udadgående p a k k e k ø e r mål t i a n t a l l e t a f
p a k k e r .
51 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s den maks ima le længde a f en pak k e k ø ang i v e s som mindre
end 1 .
52 * /
53 public LinkQueue ( in t maxQueueLenghtIn , in t maxQueueLenghtOut ) throws I l legalArgumentException {
54 i f (maxQueueLenghtIn < 1 || maxQueueLenghtOut < 1 ) throw new I l legalArgumentException ( "Den
maksimale længde af mindst en pakkekø er angivet som mindre end 1 " ) ;
55 th i s . maxQueueLenghtIn = maxQueueLenghtIn ;
56 th i s . maxQueueLenghtOut = maxQueueLenghtOut ;
57 t r ansmi t t ing = f a l s e ;
58 process ing = f a l s e ;
59 highPriorityLinkQueueIn = new Head ( ) ;
60 highPriorityLinkQueueOut = new Head ( ) ;
61 linkQueueIn = new Head ( ) ;
62 linkQueueOut = new Head ( ) ;
63 droppedIn = 0 ;
64 droppedOut = 0 ;
65 }
66
67 / * *
68 * Metoden t æ l l e r a n t a l l e t a f p a k k e r d e r e r m i s t e t i p a k k e k ø e r n e op med en .
69 * @param in en b o o l s k værd i d e r ang i v e r om de r s k a l t æ l l e s op f o r de indgå ende e l l e r de udgående
p a k k e k ø e r .
70 * /
71 public void packetDropped ( boolean in ) {
72 i f ( in ) droppedIn++;
73 e lse droppedOut++;
74 }
75
76 / * *
77 * Metoden r e t u r n e r e r a n t a l l e t a f p a k k e r d e r e r m i s t e t i p a k k e k ø e r n e .
78 * @param in en b o o l s k værd i d e r ang i v e r om t a l l e t øn s k e s f o r de indgå ende e l l e r de udgående
p a k k e k ø e r .
79 * @return a n t a l l e t a f p a k k e r d e r e r m i s t e t i p a k k e k ø e r n e .
80 * /
81 public in t getPacketsDropped ( boolean in ) {
82 i f ( in ) return droppedIn ;
83 e lse return droppedOut ;
84 }
85
86 / * *
87 * Metoden r e t u r n e r e r en a f de f i r e p a k k e k ø e r .
88 * @param in en b o o l s k værd i d e r ang i v e r om d e t e r den indgå ende e l l e r udgående kø d e r øn s k e s .
89 * @param high en b o o l s k værd i d e r ang i v e r om d e t e r h ø j p r i o r i t e t s k ø e n e l l e r den normale p a k k e k ø
d e r øn s k e s
90 * /
91 public Head getQueue ( boolean high , boolean in ) {
92 i f ( high == t rue ) {
93 i f ( in == t rue ) return highPriori tyLinkQueueIn ;
94 e lse return highPriorityLinkQueueOut ;
95 } e lse {
96 i f ( in == t rue ) return linkQueueIn ;
97 e lse return linkQueueOut ;
98 }
99 }
100
101 / * *
102 * Metoden r e t u r n e r e r den maks ima le længde a f de indgå ende e l l e r udgående p a k k e k ø e r mål t i
a n t a l l e t a f p a k k e r .
103 * @param in en b o o l s k værd i d e r ang i v e r om d e t e r den maks imal e længde a f den indgå ende e l l e r
udgående kø d e r øn s k e s .
104 * /
105 public in t getMaxQueueLenght ( boolean in ) {
106 i f ( in == t rue ) return maxQueueLenghtIn ;
107 e lse return maxQueueLenghtOut ;
108 }
109
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110 / * *
111 * Metoden r e t u r n e r e r længden , mål t i a n t a l l e t a f pakke r , a f en a f de f i r e p a k k e k ø e r .
112 * @param in en b o o l s k værd i d e r ang i v e r om d e t e r længden a f den indgå ende e l l e r udgående kø d e r
øn s k e s .
113 * @param high en b o o l s k værd i d e r ang i v e r om d e t e r længden a f h ø j p r i o r i t e t s k ø e n e l l e r den
normale p a k k e k ø d e r øn s k e s
114 * /
115 public in t getQueueLenght ( boolean high , boolean in ) {
116 i f ( high == t rue ) {
117 i f ( in == t rue ) return highPriori tyLinkQueueIn . ca rd ina l ( ) ;
118 e lse return highPriorityLinkQueueOut . ca rd ina l ( ) ;
119 } e lse {
120 i f ( in == t rue ) return linkQueueIn . ca rd ina l ( ) ;
121 e lse return linkQueueOut . ca rd ina l ( ) ;
122 }
123 }
124
125 / * *
126 * Metoden r e t u r n e r e r t r a n sm i s s i o n s s t a t u s f o r de udadgående p a k k e k ø e r .
127 * @return s t a t u s f o r om de r t r a n sm i t t e r e s en pakk e .
128 * /
129 public boolean getTransmi t t ingSta tus ( ) {
130 return t r ansmi t t ing ;
131 }
132
133 / * *
134 * Metoden r e t u r n e r e r s t a t u s f o r h v o r v i d t d e r b e h and l e s p a k k e r ved den indgå ende pa k k e k ø .
135 * @return s t a t u s f o r h v o r v i d t d e r b e h and l e s p a k k e r
136 * /
137 public boolean ge tProcess ingS ta tus ( ) {
138 return process ing ;
139 }
140
141 / * *
142 * Metoden g i v e r mul ighed f o r a t sæ t t e t r a n sm i s s i o n s s t a t u s f o r de udadgående p a k k e k ø e r .
143 * @param t r an sm i t en b o o l s k værd i d e r ang i v e r om de r t r a n sm i t t e r e s en pakk e .
144 * /
145 public void se tTransmi t t ingS ta tus ( boolean t ransmit ) {
146 t r ansmi t t ing = transmit ;
147 }
148
149 / * *
150 * Metoden g i v e r mul ighed f o r a t sæ t t e s t a t u s f o r h v o r v i d t d e r b e h and l e s p a k k e r ved den indgå ende
pa k k e k ø .
151 * @param p r o c e s s i n g en b o o l s k værd i d e r ang i v e r h v o r v i d t d e r b e h and l e s p a k k e r ved den indgå ende
pa k k e k ø .
152 * /
153 public void s e tP roce s s ingS ta tus ( boolean process ing ) {
154 th i s . process ing = process ing ;
155 }
156
157 / * *
158 * Metoden f o r s ø g e r a t sæ t t e p r o c e s s e n i en a f p a k k e k ø e r n e .
159 * Hvis den pågældende pa k k e k ø e r f u l d m i s l y k k e s f o r s ø g e t .
160 * @param p p r o c e s s e n de r s k a l s æ t t e s i en a f p a k k e k ø e r n e .
161 * @param in en b o o l s k værd i d e r ang i v e r om d e t e r den indgå ende e l l e r udgående kø p r o c e s s e n s k a l
s æ t t e s i .
162 * @param high en b o o l s k værd i d e r ang i v e r om d e t e r h ø j p r i o r i t e t s k ø e n e l l e r den normale p a k k e k ø
p r o c e s s e n s k a l s æ t t e s i .
163 * @return b o o l s k værd i d e r ang i v e r om p r o c e s s e n b l e v s a t i den pågældende pa k k e k ø .
164 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s p r o c e s s e n e r nu l l
165 * /
166 public boolean setIntoQueue ( Process p , boolean high , boolean in ) throws NullPointerExcept ion {
167 i f (p . equals ( null ) ) throw new NullPointerExcept ion ( " Processen er nul l " ) ;
168 in t queueLenght = getQueueLenght ( high , in ) ;
169 i f ( queueLenght < getMaxQueueLenght ( in ) ) {
170 p . wait ( getQueue ( high , in ) ) ;
171 return true ;
172 }
173 return fa l s e ;
174 }
175 } 
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B.2.7 StatisticalTraficModel.java 
1 package network ;
2
3 import j ava . u t i l . * ;
4
5 / * *
6 * K l a s s en e r imp l emen t a t i on en a f en d e l a f den s t a t i s t i s k e t r a f i km o d e l . Imp l emen t a t i on en e r kun f o r
en d e s t i n a t i o n .
7 * F l e r e sådanne d e l v i s e t r a f i k m o d e l l e r s am l e s f o r f l e r e d e s t i n a t i o n e r f o r a t samle en h e l s t a t i s t i s k
t r a f i km o d e l .
8 * @author Sanne B j e r g
9 * /
10 public c l a s s S t a t i s t i c a l T r a f i cMode l {
11
12 / * * Gennemsn i t t e t a f r e j s e t i d e n . * /
13 private double sampleMean ;
14
15 / * * Var i ansen i r e j s e t i d e n . * /
16 private double var iance ;
17
18 / * * En værd i d e r b ruge s under o p d a t e r i n g en a f mode l l en . * /
19 s t a t i c pr ivate double e ta = 0 . 1 ;
20
21 / * * En værd i i i n t e r v a l l e t [ 0 , 1 ] . * /
22 s t a t i c pr ivate double c = 1 ;
23
24 / * * Længden på o b s e r v a t i o n s v i n d u e t . * /
25 private in t widthWindow = ( in t ) ( 5 * ( c/e ta ) ) ;
26
27 / * * Ob s e r v a t i o n s v i n du e t med de o b s e r v e r e d e værd i e r . * /
28 private Lis t <Double> observationWindow ;
29
30 / * * Den minds t e / b e d s t e værd i i o b s e r v a t i o n v i n d u e t a n g i v e t i s e kunde r . * /
31 private double bestTimeInWindow ;
32
33 / * *
34 * P l a c e r i n g e n a f den b e d s t e t i d i o b s e r v a t i o n s v i n d u e t .
35 * J o t æ t t e r e værd i en e r på 0 j o t æ t t e r e e r o b s e r v a t i o n s v i n d u e t på a t
36 * p a s s e r e værd i en f o r den b e d s t e t i d .
37 * /
38 private in t bestTimePosInWindow ;
39
40 / * *
41 * Denne k o n s t r u k t ø r o p r e t t e r e t < t t > S t a t i s t i c a l T r a f i cM o d e l </ t t > o b j e k t og i n i t i a l i s e r e r
t r a f i k m o d e l l e n s værd i e r .
42 * /
43 public S t a t i s t i c a l T r a f i cMode l ( ) {
44 var iance = 0 ;
45 sampleMean = Double .MAX_VALUE;
46 ini t ia l izeObservat ionWindow ( ) ;
47 }
48
49 / * *
50 * Metoden o p d a t e r e r t r a f i k m o d e l l e n . De t t e b e t y d e r a t v a r i an s en , g enn emsn i t t e t og den b e d s t e
r e j s e t i d o p d a t e r e s .
51 * Desuden r y k k e s o b s e r v a t i o n s v i n d u e t .
52 * @param t r a v e l t i m e den r e j s e t i d som en agen t har o p l e v e t a n g i v e t i s e kunde r .
53 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s r e j s e t i d e n e r mindre end 0 s e kunde r .
54 * /
55 public void updateModel ( double t r ave l t ime ) throws I l legalArgumentException {
56 i f ( t r ave l t ime < 0 ) throw new I l legalArgumentException ( " Re j se t iden kan ikke være mindre end 0
sekunder " ) ;
57 i f ( observationWindow . isEmpty ( ) ) {
58 sampleMean = t rave l t ime ;
59 }
60 sampleMean += eta * ( t r ave l t ime − sampleMean ) ;
61 var iance += eta * (Math .pow( t rave l t ime − sampleMean , 2 ) − var iance ) ;
62
63 / / Opdat e r ing a f o b s e r v a t i o n s v i n d u e t og den b e d s t e t i d i o b s e r v a t i o n s v i n d u e t
64 observationWindow . add ( t rave l t ime ) ;
65 i f ( t r ave l t ime < bestTimeInWindow ) {
66 bestTimeInWindow = t rave l t ime ;
67 bestTimePosInWindow = observationWindow . indexOf ( t r ave l t ime ) ;
68 }
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69 i f ( observationWindow . s i z e ( ) > widthWindow) {
70 observationWindow . remove ( 0 ) ;
71 bestTimePosInWindow−−;
72 i f ( bestTimePosInWindow == −1) {
73 bestTimeInWindow = Double .MAX_VALUE;
74 for ( double time : observationWindow ) {
75 i f ( time < bestTimeInWindow ) {
76 bestTimeInWindow = time ;
77 bestTimePosInWindow = observationWindow . indexOf ( time ) ;
78 }
79 }
80 }
81 }
82 }
83
84 / * *
85 * Metoden r e t u r n e r e r g enn emsn i t t e t a f r e j s e t i d e n .
86 * @return g enn emsn i t t e t a f r e j s e t i d e n .
87 * /
88 public double getSampleMean ( ) {
89 return sampleMean ;
90 }
91
92 / * *
93 * Metoden r e t u r n e r e r v a r i a n s e n i r e j s e t i d e n .
94 * @return v a r i a n s en i r e j s e t i d e n .
95 * /
96 public double getVariance ( ) {
97 return var iance ;
98 }
99
100 / * *
101 * Metoden r e t u r n e r e r den b e d s t e r e j s e t i d i n d e n f o r o b s e r v a t i o n s v i n d u e t .
102 * @return den b e d s t e r e j s e t i d .
103 * /
104 public double getBestTravelTime ( ) {
105 return bestTimeInWindow ;
106 }
107
108 / * *
109 * Metoden i n i t i a l i s e r e r o b s e r v a t i o n s v i n d u e t .
110 * /
111 protected void ini t ia l izeObservat ionWindow ( ) {
112 observationWindow = new LinkedList <Double > ( ) ;
113 bestTimePosInWindow = 0 ;
114 bestTimeInWindow = Double .MAX_VALUE;
115 }
116 } 
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C Pakken antnetsimulation
Pakken antnetsimulation indeholder syv klasser Packet, DataPacket, Agent, PacketGenerator, DataPacketGenera-
tor, AgentGenerator og AntNet. I dette bilag findes et klassediagram, der illustrerer forholdet mellem de syv
klasser. Derefter følger kildekoden for de syv klasser.
C.1 UML klassediagram for pakken antnetsimulation
De følgende klassediagramer viser de syv klasser Packet, DataPacket, Agent, PacketGenerator, DataPacketGene-
rator, AgentGenerator og AntNet i pakken antnetsimulation og relationerne mellem de syv klasser. Det første
klasse diagram viser relationerne mellem klasserne Packet, DataPacket og Agent.
Det følgende klassediagram viser klasserne PacketGenerator, DataPacketGenerator, AgentGenerator og AntNet
og relationerne mellem disse klasser.
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C.2 Kildekode til pakken antnetsimulation
Det følgende indeholder kildekoden for klasserne i pakken antnetsimulation.
C.2.1 Packet.java 
1 package antnets imula t ion ;
2
3 import network . * ;
4 import j avaSimulat ion . * ;
5 import j avaSimulat ion . Process ;
6
7 / * *
8 * Denne k l a s s e r e p r æ s e n t e r e r en pakk e .
9 * Pakke rne har en p a k k e s t ø r r e l s e h v i s s t ø r r e l s e e r a n g i v e t i b i t .
10 * S t ø r r e l s e n a f p a k k e rn e e r b eg ræns e t t i l i n t e r v a l l e t mel lem 64 og 9000 by t e ( mel lem 512 og 7200 b i t
) .
11 * @author Sanne B j e r g
12 * /
13 public abs t r a c t c l a s s Packet extends Process {
14
15 / * * S t ø r r e l s e n a f pakken i b i t s . * /
16 private in t s i z e ;
17
18 / * * Pakkens a f s e nd e r knud e . * /
19 private NetworkVertex source ;
20
21 / * * Pakkens d e s t i n a t i o n . * /
22 private NetworkVertex des t ina t i on ;
23
24 / * * Pakkens nuværende p l a c e r i n g i n e t væ r k e t . * /
25 private NetworkVertex current ;
26
27 / * * Pakkens f o r r i g e p l a c e r i n g i n e t væ r k e t . * /
28 private NetworkVertex previous ;
29
30 / * * B o o l s k værd i d e r ang i v e r om pakken e r på v e j igennem ne t væ r k e t e l l e r om den e r b l e v e t d r o pp e t
und e r v e j s . * /
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31 private boolean a l i v e ;
32
33 / * *
34 * Denne k o n s t r u k t ø r o p r e t t e r e t < t t >Packe t </ t t > o b j e k t med en p a k k e s t ø r r e l s e ,
35 * en d e s t i n a t i o n og en a f s e nd e r knud e .
36 * @param s i z e p a k k e s t ø r r e l s e a n g i v e t i b i t .
37 * @param s ou r c e a f s end e r knud en .
38 * @param d e s t i n a t i o n d e s t i n a t i o n e n .
39 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s den ang ivne p a k k e s t ø r r e l s e e r ugy l d i g .
40 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s a f s end e r knud en e l l e r d e s t i n a t i o n e n e r nu l l .
41 * /
42 public Packet ( in t s ize , NetworkVertex source , NetworkVertex des t ina t i on ) throws
I l legalArgumentException , Nul lPointerExcept ion {
43 i f ( s i z e < 512 || s i z e > 72000 ) throw new I l legalArgumentException ( "Den angivne pakkes tør re l se
er ugyldig . " ) ;
44 i f ( source . equals ( null ) || des t ina t i on . equals ( null ) ) throw new NullPointerExcept ion ( "
Afsenderknuden e l l e r des t ina t ionen er nul l . " ) ;
45 th i s . s i z e = s i z e ;
46 th i s . source = source ;
47 th i s . d e s t ina t i on = des t ina t i on ;
48 th i s . current = source ;
49 previous = null ;
50 a l i v e = t rue ;
51 }
52
53 / * *
54 * Metoden e r pakk ens l i v s c y k l u s .
55 * /
56 public void ac t i ons ( ) {
57 propagatePacket ( ) ;
58 }
59
60 / * *
61 * Metoden s end e r pakken gennem ne t væ r k e t .
62 * /
63 protected abs t r a c t void propagatePacket ( ) ;
64
65 / * *
66 * Metoden r e t u r n e r e r den næste knude , som pakken s k a l r e j s e t i l .
67 * @return næste knude .
68 * /
69 protected abs t r a c t NetworkVertex routePacket ( ) ;
70
71 / * *
72 * Metoden s imu l e r e r b e h and l i ng en a f en pakk e i en r o u t e r og f i n d e r den næste knude på pakk ens
r u t e .
73 * @param high b o o l s k værd i d e r ang i v e r om pakken s k a l b e h and l e s som h ø j p r i o r i t e t s p a k k e .
74 * @return naboknude , som e r den næste knude pakken s k a l t i l .
75 * /
76 protected NetworkVertex processPacket ( boolean high ) {
77 i f ( previous != null ) previous . getEdge ( getCurrentVertex ( ) ) . getLinkQueue ( ) . s e tP roce s s ingS ta tus (
t rue ) ;
78 i f ( ! high ) getCurrentVertex ( ) . countPackets ( ge tDes t ina t ion ( ) ) ;
79 NetworkVertex nextHop = routePacket ( ) ;
80 double processingTime = getCurrentVertex ( ) . getProcessTime ( ) ;
81 hold ( processingTime ) ;
82 i f ( previous != null ) {
83 i f ( ! act ivateNextPacketInQueue ( previous . getEdge ( getCurrentVertex ( ) ) . getLinkQueue ( ) , t rue ) )
84 previous . getEdge ( getCurrentVertex ( ) ) . getLinkQueue ( ) . s e tP roce s s ingS ta tus ( f a l s e ) ;
85 }
86 return nextHop ;
87 }
88
89 / * *
90 * Metoden s imu l e r e r pakk ens f o r s ø g på a t p a s s e r e r k a b l e t mel lem t o ne tværk sknude r .
91 * @param high b o o l s k værd i d e r ang i v e r om pakken s k a l b e n y t t e h ø j p r i o r i t e t s p a k k e k ø e n , e l l e r den
a lm i n d e l i g e p a k k e k ø .
92 * @param nextHop naboknuden som pakken s k a l k r yd s e k a b l e t t i l .
93 * @return <t t >t rue </ t t > hv i s d e t l y k k e s f o r pakken a t p a s s e r e r og < t t > f a l s e </ t t > hv i s d e t i k k e
l y k k e s .
94 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s naboknuden e r nu l l .
95 * /
96 protected boolean crossLink ( boolean high , NetworkVertex nextHop ) throws NullPointerExcept ion {
97 i f ( nextHop . equals ( null ) ) throw new NullPointerExcept ion ( "Naboknuden er nul l " ) ;
98 NetworkEdge edge = current . getEdge ( nextHop ) ;
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99 boolean t ransmiss ionS ta tus = edge . getLinkQueue ( ) . ge tTransmi t t ingSta tus ( ) ;
100 i f ( ! t ransmiss ionS ta tus ) {
101 sendPacketAcrossLink ( edge ) ;
102 } e lse {
103 i f ( ! waitInQueue ( edge . getLinkQueue ( ) , high , f a l s e ) ) {
104 edge . getLinkQueue ( ) . packetDropped ( f a l s e ) ;
105 return fa l s e ;
106 }
107 sendPacketAcrossLink ( edge ) ;
108 }
109 boolean process ingS ta tus = edge . getLinkQueue ( ) . ge tProcess ingS ta tus ( ) ;
110 i f ( process ingS ta tus )
111 i f ( ! waitInQueue ( edge . getLinkQueue ( ) , high , t rue ) ) {
112 edge . getLinkQueue ( ) . packetDropped ( t rue ) ;
113 return fa l s e ;
114 }
115 return true ;
116 }
117
118 / * *
119 * Metoden r e t u r n e r e r s t a t u s f o r h v o r v i d t pakken e r på v e j igennem ne t væ r k e t e l l e r om den e r
b l e v e t d r o pp e t und e r v e j s .
120 * @return <t t >t rue </ t t > pakken e r på v e j igennem ne t væ r k e t og < t t > f a l s e </ t t > pakken e r b l e v e t
d r o pp e t .
121 * /
122 public boolean a l i v e ( ) {
123 return a l i v e ;
124 }
125
126 / * *
127 * Metoden r e t u r n e r e r pakk ens s t ø r r e l s e a n g i v e t i b i t .
128 * @return pakk ens s t ø r r e l s e .
129 * /
130 public in t ge tS ize ( ) {
131 return s i z e ;
132 }
133
134 / * *
135 * Metoden r e t u r n e r e r pakk ens a f s e nd e r knud e .
136 * @return a f s e nd e r knud e .
137 * /
138 public NetworkVertex getSource ( ) {
139 return source ;
140 }
141
142 / * *
143 * Metoden r e t u r n e r e r pakk ens d e s t i n a t i o n .
144 * @return d e s t i n a t i o n e n .
145 * /
146 public NetworkVertex ge tDes t ina t ion ( ) {
147 return des t ina t i on ;
148 }
149
150 / * *
151 * Metoden r e t u r n e r e r pakk ens nuværende p l a c e r i n g i n e t væ r k e t i form a f en ne tværksknude .
152 * @return pakk ens nuværende p l a c e r i n g i n e t væ r k e t .
153 * /
154 public NetworkVertex getCurrentVertex ( ) {
155 return current ;
156 }
157
158 / * *
159 * Metoden r e t u r n e r e r pakk ens s i d s t e p l a c e r i n g f ø r den nuværende i n e t væ r k e t i form a f en
ne tværksknude .
160 * @return pakk ens f o r r i g e p l a c e r i n g i n e t væ r k e t .
161 * /
162 public NetworkVertex getPrevious ( ) {
163 return previous ;
164 }
165
166 / * *
167 * Metoden sæ t t e r pakk ens nuværende p o s i t i o n i n e t væ r k e t og o p d a t e r e r den f o r r i g e knude .
168 * @param cu r r e n t den nye nuværende knude .
169 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s < t t >cur r en t </ t t > e r nu l l .
170 * /
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171 public void setCurrentVertex ( NetworkVertex current ) throws NullPointerExcept ion {
172 i f ( current . equals ( null ) ) throw new NullPointerExcept ion ( "Den nye nuværende knude er nul l " ) ;
173 previous = th i s . current ;
174 th i s . current = current ;
175 }
176
177 / * *
178 * Metoden sæ t t e r s t a t u s f o r h v o r v i d t pakken e r på v e j igennem ne t væ r k e t e l l e r om den e r b l e v e t
d r o pp e t und e r v e j s .
179 * @param s t a t u s f o r h v o r v i d t pakken e r på v e j igennem ne t væ r k e t .
180 * /
181 public void se tAl ive ( boolean a l i v e ) {
182 th i s . a l i v e = a l i v e ;
183 }
184
185 / * *
186 * Metoden sæ t t e r pakk ens s i d s t e p l a c e r i n g f ø r den nuværende i n e t væ r k e t i form a f en
ne tværksknude .
187 * @param p r e v i o u s den nye f o r r i g e knude .
188 * /
189 protected void se tPrev ious ( NetworkVertex previous ) {
190 th i s . previous = previous ;
191 }
192
193 / * *
194 * Denne metode s æ t t e r pakken t i l a t v en t e den t i d d e t t a g e r a t p a s s e r e r igennem den f y s i s k e
l e dn i ng .
195 * Dvs . både t r a n sm i s s i o n d e l a y og p r o p a g a t i o n d e l a y .
196 * @param edge kan t en som pakken s end e s ad .
197 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s kan t en e r nu l l .
198 * /
199 private void sendPacketAcrossLink (NetworkEdge edge ) throws NullPointerExcept ion {
200 i f ( edge . equals ( null ) ) throw new NullPointerExcept ion ( " Kanten er nul l " ) ;
201 edge . getLinkQueue ( ) . s e tTransmi t t ingS ta tus ( t rue ) ;
202 double t r ansmiss ionra te = edge . getTransmissionRate ( ) ;
203 double transmissionDelay = s i z e/t ransmiss ionra te ;
204 hold ( transmissionDelay ) ;
205 i f ( ! act ivateNextPacketInQueue ( edge . getLinkQueue ( ) , f a l s e ) )
206 edge . getLinkQueue ( ) . s e tTransmi t t ingS ta tus ( f a l s e ) ;
207 double propagationDelay = edge . getLenght ( ) /edge . getPropagationSpeed ( ) ;
208 hold ( propagationDelay ) ;
209 }
210
211 / * *
212 * Denne metode a k t i v e r e r den næste pakk e i p a k k e k ø en og
213 * r e t u r n e r e r en b o o l s k værd i d e r ang i v e r om de r b l e v a k t i v e r e t en pakk e .
214 * @param l inkQueue < t t >LinkQueue </ t t > o b j e k t f r a h v i l k e t en ny pakk e s k a l a k t i v e r e s .
215 * @in b o o l s k værd i d e r ang i v e r om d e t e r de udadgående p a k k e k ø e r e l l e r de indadgående p a k k e k ø e r
f r a h v i l k e d e r s k a l a k t i v e r e s en pakk e .
216 * @return <t t >t rue </ t t > hv i s en pakk e a k t i v e r e s og < t t > f a l s e </ t t > hv i s p a k k e k ø e r n e e r tomme .
217 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s l i n k qu eu e e r nu l l .
218 * /
219 private boolean activateNextPacketInQueue ( LinkQueue linkqueue , boolean in ) throws
NullPointerExcept ion {
220 i f ( l inkqueue . equals ( null ) ) throw new NullPointerExcept ion ( " Pakkekø ob j ek t e t er nu l l " ) ;
221 i f ( l inkqueue . getQueueLenght ( true , in ) > 0 ) {
222 Agent nextPacket = ( Agent ) l inkqueue . getQueue ( true , in ) . f i r s t ( ) ;
223 nextPacket . out ( ) ;
224 a c t i v a t e ( nextPacket ) ;
225 return true ;
226 }
227 e lse i f ( l inkqueue . getQueueLenght ( fa lse , in ) > 0 ) {
228 Packet nextPacket = ( Packet ) l inkqueue . getQueue ( fa lse , in ) . f i r s t ( ) ;
229 nextPacket . out ( ) ;
230 a c t i v a t e ( nextPacket ) ;
231 return true ;
232 }
233 return fa l s e ;
234 }
235
236 / * *
237 * Denne metode f o r s ø g e r a t sæ t t e pakken ind i en pak k e k ø .
238 * Metoden r e t u r n e r e r s t a t u s f o r h v o r v i d t d e t l y k k e d e s a t sæ t t e en pakk e i en pa k k e k ø .
239 * @param in en b o o l s k værd i d e r ang i v e r om d e t e r den indgå ende e l l e r udgående kø som pakken
øn s k e s i n d s a t i .
91
C. Pakken antnetsimulation
240 * @param high en b o o l s k værd i d e r ang i v e r om d e t e r h ø j p r i o r i t e t s k ø e n e l l e r den normale p a k k e k ø
som pakken øn s k e s i n d s a t i .
241 * @return t r u e h v i s d e t l y k k e s a t i n d sæ t t e pakken og f a l s e h v i s d e t i k k e l y k k e d e s a t i n d sæ t t e
pakken .
242 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s l i n k qu eu e e r nu l l .
243 * /
244 private boolean waitInQueue ( LinkQueue linkqueue , boolean high , boolean in ) throws
NullPointerExcept ion {
245 i f ( l inkqueue . equals ( null ) ) throw new NullPointerExcept ion ( " Pakkekø ob j ek t e t er nu l l " ) ;
246 i f ( l inkqueue . setIntoQueue ( this , high , in ) ) return true ;
247 e lse {
248 se tAl ive ( f a l s e ) ;
249 return fa l s e ;
250 }
251 }
252 } 
C.2.2 DataPacket.java 
1 package antnets imula t ion ;
2
3 import network . * ;
4
5 / * *
6 * Denne k l a s s e e r imp l emen t a t i on en a f en d a t a p a k k e .
7 * @author Sanne B j e r g
8 * @Packet
9 * /
10 public c l a s s DataPacket extends Packet {
11
12 / * * Det maks imal e a n t a l a f n e tværk sknude r som da t apa k k en kan b e s ø g e . * /
13 private in t maxHops ;
14
15 / * * An t a l l e t a f n e tværk sknude r d e r e r b l e v e t b e s ø g t i n d t i l v i d e r e . * /
16 private in t hops ;
17
18 / * *
19 * Denne k o n s t r u k t ø r o p r e t t e r e t < t t >DataPacke t </ t t > o b j e k t med en p a k k e s t ø r r e l s e ,
20 * en d e s t i n a t i o n , en a f s e nd e r knud e og e t maks ima l t a n t a l a f n e tværk sknude r som da t ap a k k en kan
b e s ø g e .
21 * @param s i z e p a k k e s t ø r r e l s e a n g i v e t i b i t .
22 * @param s ou r c e a f s end e r knud en .
23 * @param d e s t i n a t i o n d e s t i n a t i o n e n .
24 * @param maxHops d e t maks ima le a n t a l a f n e tværk sknude r som da t apa k k en kan b e s ø g e .
25 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s d e t maks ima l e a n t a l a f n e tværk sknude r som da t apa k k en kan
b e s ø g e e r u g y l d i g t .
26 * /
27 public DataPacket ( in t s ize , NetworkVertex source , NetworkVertex des t ina t ion , in t maxHops) throws
I l legalArgumentException {
28 super ( s ize , source , de s t ina t i on ) ;
29 i f (maxHops < 0 || maxHops > 100 ) throw new I l legalArgumentException ( "Det maksimale an ta l a f
netværksknuder som datapakken kan besøge er ugyldigt . " ) ;
30 th i s .maxHops = maxHops ;
31 hops = 0 ;
32 }
33
34 / * *
35 * Metoden s end e r pakken gennem ne t væ r k e t .
36 * /
37 public void propagatePacket ( ) {
38 while ( getCurrentVertex ( ) != ge tDes t ina t ion ( ) && a l i v e ( ) ) {
39 NetworkVertex nextHop = processPacket ( f a l s e ) ;
40 i f ( crossLink ( fa lse , nextHop ) ) {
41 setCurrentVertex ( nextHop ) ;
42 hops++;
43 }
44 i f ( hops >= maxHops) se tAl ive ( f a l s e ) ;
45 }
46 }
47
48 / * *
49 * Metoden r e t u r n e r e r den næste knude , som pakken s k a l r e j s e t i l .
50 * @return næste knude .
51 * /
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52 public NetworkVertex routePacket ( ) {
53 return getCurrentVertex ( ) . routePacket ( ge tDes t ina t ion ( ) ) ;
54 }
55 } 
C.2.3 Agent.java 
1 package antnets imula t ion ;
2
3 import network . * ;
4 import j ava . u t i l . * ;
5
6 / * *
7 * K l a s s en e r imp l emen t a t i on en a f en kun s t i g ag en t .
8 * @author Sanne B j e r g
9 * @Packet
10 * /
11 public c l a s s Agent extends Packet {
12
13 / * * D e f i n e r e r de mul ige t y p e r a f k un s t i g e a g e n t e r . * /
14 private enum AntType {FORWARD, BACKWARD} ;
15
16 / * * L i s t e ov e r a l l e de ne tværk sknude r som den kun s t i g e ag en t har b e s ø g t * /
17 private Lis t <NetworkVertex> nodes ;
18
19 / * * L i s t e ov e r r e j s e t i d e r mel lem de f o r s k e l l i g e ne tværk sknude r * /
20 private Lis t <Double> t r ave l l i ng t ime ;
21
22 / * * Den kun s t i g e a g en t s maks ima l e l e v e t i d . * /
23 private double timeToLive ;
24
25 / * * En værd i d e r vægte r den r e l a t i v e v i g t i g h e d a f h e u r i s t i s k i n f o rma t i o n i f o r h o l d t i l
d u f t s t o f s v æ r d i e r . * /
26 private double alpha ;
27
28 / * * En g e n e r a t o r a f t i l f æ l d i g e t a l . * /
29 private Random randomG ;
30
31 / * * Den kun s t i g e a g en t s nuværende t yp e . * /
32 private AntType antType ;
33
34 / * * Tiden d e t t a g e r den kun s t i g e ag en t a t unde r s øg e og f j e r n e l ø k k e r i dens r u t e . * /
35 s t a t i c pr ivate double checkLoopTime = 0 . 0 5 ;
36
37 / * *
38 * Denne k o n s t r u k t ø r o p r e t t e r e t < t t >Agent </ t t > o b j e k t med en p a k k e s t ø r r e l s e ,
39 * en d e s t i n a t i o n , en a f s e nd e r knud e og en TTL .
40 * @param s i z e p a k k e s t ø r r e l s e a n g i v e t i b i t .
41 * @param s ou r c e a f s end e r knud en .
42 * @param d e s t i n a t i o n d e s t i n a t i o n e n .
43 * @param t imeToL iv e den kun s t i g e a g en t s maks ima le l e v e t i d .
44 * @param a l ph a værd i en de r vægte r den r e l a t i v e v i g t i g h e d a f h e u r i s t i s k i n f o rma t i o n i f o r h o l d t i l
d u f t s t o f s v æ r d i e r .
45 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s den ang ivne TTL e r ugy l d i g .
46 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s værd i en a f < t t >a lpha </ t t > e r ugy l d i g .
47 * /
48 public Agent ( in t s ize , NetworkVertex source , NetworkVertex dest , double timeToLive , double alpha )
throws I l legalArgumentException {
49 super ( s ize , source , dest ) ;
50 i f ( alpha < 0 || alpha > 1 ) throw new I l legalArgumentException ( "Værdien af alpha er ugyldig . " )
;
51 i f ( timeToLive <= 0 || timeToLive > 1000 ) throw new I l legalArgumentException ( "Den angivne TTL
er ugyldig . " ) ;
52 nodes = new ArrayList <NetworkVertex > ( ) ;
53 nodes . add ( source ) ;
54 t r ave l l i ng t ime = new ArrayList <Double > ( ) ;
55 t r ave l l i ng t ime . add ( 0 . 0 ) ;
56 th i s . timeToLive = time ( ) + timeToLive ;
57 th i s . alpha = alpha ;
58 randomG = new Random( ) ;
59 antType = AntType .FORWARD;
60 }
61
62 / * *
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63 * Metoden s end e r pakken gennem ne t væ r k e t .
64 * /
65 public void propagatePacket ( ) {
66 while ( getCurrentVertex ( ) != ge tDes t ina t ion ( ) && a l i v e ( ) ) {
67 double a r r i v a l = time ( ) ;
68 NetworkVertex nextHop = processPacket ( f a l s e ) ;
69 boolean l inkCrossed = crossLink ( fa lse , nextHop ) ;
70 i f ( l inkCrossed ) {
71 double t r ave l t ime = time ( ) − a r r i v a l ;
72 i f ( checkForLoops ( nextHop ) ) {
73 i f ( nodes . s i z e ( ) − nodes . indexOf ( nextHop ) > ( nodes . s i z e ( ) + 1 ) /2)
74 se tAl ive ( f a l s e ) ;
75 e lse {
76 removeLoop ( nextHop ) ;
77 }
78 } e lse {
79 setCurrentVertex ( nextHop ) ;
80 nodes . add ( getCurrentVertex ( ) ) ;
81 t r ave l l i ng t ime . add ( t rave l t ime ) ;
82 }
83 hold ( checkLoopTime ) ;
84 }
85 i f ( time ( ) >= timeToLive ) se tAl ive ( f a l s e ) ;
86 }
87 antType = AntType .BACKWARD;
88 while ( getCurrentVertex ( ) != getSource ( ) && a l i v e ( ) ) {
89 NetworkVertex nextHop = processPacket ( t rue ) ;
90 boolean l inkCrossed = crossLink ( true , nextHop ) ;
91 i f ( l inkCrossed ) {
92 setCurrentVertex ( nextHop ) ;
93 updateDatastructures ( ) ;
94 }
95 }
96 }
97
98 / * *
99 * Metoden r e t u r n e r e r den næste knude , som den kun s t i g e ag en t s k a l r e j s e t i l .
100 * Udregningen a f den næste knude a fhænger a f a g en t en s t yp e .
101 * @return næste knude .
102 * /
103 public NetworkVertex routePacket ( ) {
104 NetworkVertex nextHop ;
105 switch ( antType ) {
106 case FORWARD:
107 nextHop = chooseNextNode ( ) ;
108 break ;
109 case BACKWARD:
110 nextHop = nodes . get ( nodes . indexOf ( getCurrentVertex ( ) )−1) ;
111 break ;
112 default : nextHop = null ;
113 }
114 return nextHop ;
115 }
116
117 / * *
118 * Metoden r e t u r n e r e r en b o o l s k værd i på baggrund a f om s p e c i f i k knude e r i a g en t en s hukommelse .
119 * @param node knuden .
120 * @return <t t >t rue </ t t > hv i s knuden e r i a g en t en s hukommelse og < t t > f a l s e </ t t > hv i s knuden i k k e
e r i a g en t en s hukommelse
121 * /
122 public boolean inMemory ( NetworkVertex node ) {
123 i f ( nodes . indexOf ( node ) == −1) return fa l s e ;
124 e lse return true ;
125 }
126
127 / * *
128 * Metoden r e t u r n e r e r den næste knude som den l ø s n i n g s k o n s t r u e r e n d e ag en t s k a l b e s ø g e .
129 * @return den næste knude som den l ø s n i n g s k o n s t r u e r e n d e ag en t s k a l b e s ø g e .
130 * /
131 private NetworkVertex chooseNextNode ( ) {
132 double random = randomG . nextDouble ( ) ;
133 double ac cP robab i l i t y = 0 ;
134 Lis t <NetworkVertex> neighbours = getCurrentVertex ( ) . getListOfNeighbours ( ) ;
135 double numberOfNeighbours = neighbours . s i z e ( ) ;
136
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137 i f ( a l lNeighboursVis i ted ( ) ) {
138 double probab i l i t y = 1 / ( numberOfNeighbours − 1 ) ;
139 ac cP robab i l i t y = probab i l i t y ;
140 in t index = 0 ;
141 while ( a c cP robab i l i t y < random && index + 1 < neighbours . s i z e ( ) ) {
142 index ++;
143 i f ( ! neighbours . get ( index ) . equals ( getPrevious ( ) ) ) a c cP robab i l i t y += probab i l i t y ;
144 }
145 return neighbours . get ( index ) ;
146 }
147 e lse {
148 Lis t <Double> p r o b a b i l i t i e s = new ArrayList <Double > ( ) ;
149 for ( NetworkVertex neighbour : neighbours ) {
150 double probab i l i t y = 0 ;
151 i f ( ! inMemory ( neighbour ) ) {
152 double pheromone = getCurrentVertex ( ) . getPheromone ( ge tDes t ina t ion ( ) , neighbour ) ;
153 double heu r i s t i c s = getCurrentVertex ( ) . g e tHeur i s t i c s ( neighbour ) ;
154 probab i l i t y = pheromone + ( alpha * h eu r i s t i c s ) / (1 + ( alpha * (
numberOfNeighbours − 1 ) ) ) ;
155 }
156 p r ob a b i l i t i e s . add ( p robab i l i t y ) ;
157 }
158 double t o t a l p r o b ab i l i t y = 0 ;
159 for ( double prob : p r o b a b i l i t i e s ) {
160 t o t a l p r o b ab i l i t y += prob ;
161 }
162 in t index = −1;
163 while ( a c cP robab i l i t y < random && index < ( neighbours . s i z e ( ) −1) ) {
164 index ++;
165 ac cP robab i l i t y += p r o b a b i l i t i e s . get ( index )/ t o t a l p r o b a b i l i t y ;
166 }
167 return neighbours . get ( index ) ;
168 }
169 }
170
171 / * *
172 * Metoden unde r s øg e r om agen t en har b e s ø g t a l l e nabo e r t i l en knude .
173 * @return <t t >t rue </ t t > hv i s a l l e nabo e r e r b e s ø g t a f den kun s t i g e ag en t og < t t > f a l s e </ t t > hv i s
a l l e nabo e r i k k e e r b e s ø g t a f den kun s t i g e ag en t .
174 * /
175 private boolean a l lNeighboursVis i ted ( ) {
176 for ( NetworkVertex neighbour : getCurrentVertex ( ) . getListOfNeighbours ( ) ) {
177 i f ( ! inMemory ( neighbour ) ) return fa l s e ;
178 }
179 return true ;
180 }
181
182 / * *
183 * Metoden unde r s øg e r om de r e r l ø k k e r i a g en t en s r u t e .
184 * Det e r en f o rud sæ tn ing f o r a t metoden v i r k e r , a t t j e k k e t s k e r hve r gang en
185 * ny knude s æ t t e s ind i a g en t en s rut e , da metoden kun t j e k k e r om en b e s t em t
186 * knude a l l e r e d e e r i a g en t en s r u t e .
187 * @param node som bruge s t i l t j e k k e t .
188 * @return <t t >t rue </ t t > hv i s knuden e r i a g en t en s r u t e og < t t > f a l s e </ t t > hv i s knuden i k k e e r i
a g en t en s r u t e
189 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s < t t >node </ t t > e r nu l l .
190 * /
191 private boolean checkForLoops ( NetworkVertex node ) throws NullPointerExcept ion {
192 i f ( node . equals ( null ) ) throw new NullPointerExcept ion ( "Knuden er nul l " ) ;
193 i f ( nodes . indexOf ( node ) == −1) return fa l s e ;
194 e lse return true ;
195 }
196
197 / * *
198 * Metoden f j e r n e r en l ø k k e i a g en t en s r u t e med udgangspunkt i < t t >node </ t t > , d e r e r s l u t og
s t a r t knude i l ø k k e n .
199 * @param node s l u t og s t a r t knude i l ø k k e n .
200 * @throws Nu l l P o i n t e rEx c e p t i o n hv i s < t t >node </ t t > e r nu l l .
201 * /
202 private void removeLoop ( NetworkVertex node ) throws NullPointerExcept ion {
203 i f ( node . equals ( null ) ) throw new NullPointerExcept ion ( "Knuden er nul l " ) ;
204 in t nodeIndex = nodes . indexOf ( node ) ;
205 for ( in t index = nodes . s i z e ( ) −1; index > nodeIndex ; index−−){
206 nodes . remove ( index ) ;
207 t r ave l l i ng t ime . remove ( index ) ;
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208 }
209 setCurrentVertex ( node ) ;
210 se tPrev ious ( nodes . get ( nodes . s i z e ( ) − 2 ) ) ;
211 }
212
213 / * *
214 * Metoden b e n y t t e s a f den o pd a t e r e n d e ag en t t i l a t o p d a t e r e a l l e d a t a s t r u k t u r e r f o r en knude .
215 * /
216 private void updateDatastructures ( ) {
217 updateTraficModel ( ) ;
218 double re inforcement = calcReinforcement ( ) ;
219 double pheromone = updatePheromone ( re inforcement ) ;
220 updateRoutingTable ( pheromone ) ;
221 }
222
223 / * *
224 * Metoden o p d a t e r e r den s t a t i s k e t r a f i km o d e l d e r e r t i l k n y t t e t t i l a g en t en s nuværende knude .
225 * /
226 private void updateTraficModel ( ) {
227 in t currentIndex = nodes . indexOf ( getCurrentVertex ( ) ) ;
228 in t index = nodes . s i z e ( ) −1;
229 double t r ave l t ime = 0 ;
230 while ( index > currentIndex ) {
231 t r ave l t ime += t r ave l l i ng t ime . get ( index ) ;
232 index−−;
233 }
234 getCurrentVertex ( ) . getTraf icModel ( th i s . ge tDes t ina t ion ( ) ) . updateModel ( t r ave l t ime ) ;
235 }
236
237 / * *
238 * Metoden b e r e gn e r og r e t u r n e r e r f o r s t æ r k n i n g s væ r d i e n de r b ruge s t i l a t o p d a t e r e
d u f t s t o fm a t r i x e n .
239 * /
240 public double calcReinforcement ( ) {
241 in t currentIndex = nodes . indexOf ( getCurrentVertex ( ) ) ;
242 in t index = nodes . s i z e ( ) −1;
243 double t r ave l t ime = 0 ;
244 while ( index > currentIndex ) {
245 t r ave l t ime += t r ave l l i ng t ime . get ( index ) ;
246 index−−;
247 }
248 double bestTravelTime = getCurrentVertex ( ) . getTraf icModel ( th i s . ge tDes t ina t ion ( ) ) .
getBestTravelTime ( ) ;
249 return bestTravelTime / t rave l t ime ;
250 }
251
252 / * *
253 * Metoden o p d a t e r e r d u f t s t o f sm a t r i x e n med udgangspunkt i f o r s t æ r k n i n g s væ r d i e n .
254 * @param r e i n f o r c em e n t f o r s t æ r k n i n g s væ r d i e n .
255 * @return den f o r s t æ r k e d e d u f t s t o f s v æ r d i .
256 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s f o r s t æ r k n i n g s væ r d i e n e r ugy l d i g .
257 * /
258 private double updatePheromone ( double re inforcement ) throws I l legalArgumentException {
259 i f ( re inforcement < 0 ) throw new I l legalArgumentException ( " Forstærkningsværdien er ugyldig " ) ;
260 in t des t ina t ionIndex = getCurrentVertex ( ) . getDestIndex ( ge tDes t ina t ion ( ) ) ;
261 double pheromone = getCurrentVertex ( ) . getEdge ( getPrevious ( ) ) . getPheromoneModel ( ) .
updatePheromone ( dest inat ionIndex , re inforcement ) ;
262 for (NetworkEdge edge : getCurrentVertex ( ) . getNetworkEdges ( ) ) {
263 i f ( edge != getCurrentVertex ( ) . getEdge ( getPrevious ( ) ) ) {
264 edge . getPheromoneModel ( ) . negativeUpdatePheromone ( dest inat ionIndex , re inforcement ) ;
265 }
266 }
267 return pheromone ;
268 }
269
270 / * *
271 * Metoden o p d a t e r e r r o u t i n g s t a b e l l e n .
272 * @param pheromone d u f t s t o f d e r s k a l b e n y t t e s t i l o p d a t e r i n g en .
273 * @throws I l l e g a lA r gumen tEx c e p t i o n hv i s d u f t s t o f s v æ r d i e n e r ugy l d i g .
274 * /
275 private void updateRoutingTable ( double pheromone ) throws I l legalArgumentException {
276 i f ( pheromone < 0 || pheromone > 1 ) throw new I l legalArgumentException ( " Duftstofsværdien er
ugyldig " ) ;
277 getCurrentVertex ( ) . updateRoutingTable ( ge tDes t ina t ion ( ) , getCurrentVertex ( ) . getEdge (
getPrevious ( ) ) , pheromone ) ;
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278 }
279 } 
C.2.4 PacketGenerator.java 
1 package antnets imula t ion ;
2
3 import j avaSimulat ion . Process ;
4
5 / * *
6 * K l a s s en e r imp l emen t a t i on en a f en p a k k e g e n e r a t o r .
7 * @author Sanne B j e r g
8 * /
9 public abs t r a c t c l a s s PacketGenerator extends Process {
10
11 / * * P a k k e s t ø r r e l s e n . * /
12 private in t packetS ize ;
13
14 / * * Den t i d som s imu l e r i n g en l ø b e r i . * /
15 private double simTime ;
16
17 / * * T i d s i n t e r v a l l e t mel lem g en e r e r i n g en a f p a k k e r . * /
18 private double deltaT ;
19
20 / * *
21 * Denne k o n s t r u k t ø r o p r e t t e r e t < t t >Pa c k e tGen e r a t o r </ t t > o b j e k t .
22 * @param p a c k e t S i z e p a k k e s t ø r r e l s e n på a l l e p a k k e r g e n e r e r e s a f denne g e n e r a t o r .
23 * @param simTime den t i d som s imu l e r i n g en l ø b e r i .
24 * @param d e l t aT t i d s i n t e r v a l l e t mel lem g en e r e r i n g en a f p a k k e r .
25 * /
26 public PacketGenerator ( in t packetSize , double simTime , double deltaT ) {
27 th i s . packetS ize = packetS ize ;
28 th i s . simTime = simTime ;
29 th i s . del taT = del taT ;
30 }
31
32 / * *
33 * Gen e r a t o r en s l i v s c y k l u s .
34 * /
35 public void ac t i ons ( ) {
36 while ( time ( ) <= simTime ) {
37 a c t i v a t e ( next ( ) ) ;
38 hold ( del taT ) ;
39 }
40 }
41
42 / * *
43 * Metoden væ lg e r den næste pakke , d e r s k a l g e n e r e r e s og a k t i v e r e s .
44 * @return næste pakk e d e r s k a l a k t i v e r e s .
45 * /
46 protected abs t r a c t Packet next ( ) ;
47
48 / * *
49 * Metoden r e t u r n e r e r p a k k e s t ø r r e l s e n på pakke rne , d e r g e n e r e r e s .
50 * @return p a k k e s t ø r r e l s e n .
51 * /
52 public in t getPacke tS ize ( ) {
53 return packetS ize ;
54 }
55 } 
C.2.5 DataPacketGenerator.java 
1 package antnets imula t ion ;
2
3 import network . * ;
4 import j ava . u t i l . * ;
5
6 / * *
7 * Denne k l a s s e s t å r f o r g e n e r e r i n g a f a lm i n d e l i g e d a t a p a k k e r d e r s k a l r o u t e s gennem ne t væ r k e t .
8 * @author Sanne B j e r g
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9 * /
10 public c l a s s DataPacketGenerator extends PacketGenerator {
11
12 / * * L i s t e ov e r a l l e d e s t i n a t i o n e r / a f s e n d e r k nud e r i n e t væ r k e t * /
13 private Lis t <NetworkVertex> nodes ;
14
15 / * * Det maks imal e a n t a l a f n e tværk sknude r som da t apa k k en kan b e s ø g e . * /
16 private in t maxHops ;
17
18 / * * En g e n e r a t o r a f t i l f æ l d i g e t a l . * /
19 private Random generator ;
20
21 / * *
22 * Denne k o n s t r u k t ø r o p r e t t e r e t < t t >DataPack e tGene ra t o r </ t t > o b j e k t .
23 * @param nodes l i s t e a f n e tværk sknude r som pak k e r kan s end e s f r a og t i l .
24 * @param p a c k e t S i z e p a k k e s t ø r r e l s e n på a l l e p a k k e r g e n e r e r e s a f denne g e n e r a t o r .
25 * @param simTime den t i d som s imu l e r i n g en l ø b e r i .
26 * @param d e l t aT t i d s i n t e r v a l l e t mel lem g en e r e r i n g en a f p a k k e r .
27 * @param maxHops d e t maks ima le a n t a l a f n e tværk sknude r som da t apa k k en kan b e s ø g e .
28 * /
29 public DataPacketGenerator ( L i s t <NetworkVertex> nodes , in t packetSize , double simTime , double
deltaT , in t maxHops) {
30 super ( packetSize , simTime , del taT ) ;
31 th i s . nodes = nodes ;
32 generator = new Random( ) ;
33 th i s .maxHops = maxHops ;
34 }
35
36 / * *
37 * Metoden væ lg e r den næste da t apakk e , d e r s k a l g e n e r e r e s og a k t i v e r e s .
38 * @return næste pakk e d e r s k a l a k t i v e r e s .
39 * /
40 protected DataPacket next ( ) {
41 NetworkVertex source = nodes . get ( generator . nex t In t ( nodes . s i z e ( ) ) ) ;
42 NetworkVertex des t ina t i on = nodes . get ( generator . nex t In t ( nodes . s i z e ( ) ) ) ;
43 return new DataPacket ( ge tPacke tS ize ( ) , source , des t ina t ion , maxHops) ;
44 }
45 } 
C.2.6 AgentGenerator.java 
1 package antnets imula t ion ;
2
3 import network . * ;
4 import j ava . u t i l . * ;
5
6 / * *
7 * K l a s s en e r imp l emen t a t i on en a f en g e n e r a t o r a f k un s t i g e a g e n t e r .
8 * @author Sanne B j e r g
9 * /
10 public c l a s s AgentGenerator extends PacketGenerator {
11
12 / * * Den ne tværksknude som g en e r a t o r e n a f k un s t i g e a g e n t e r e r t i l k n y t t e t . * /
13 private NetworkVertex node ;
14
15 / * * Den kun s t i g e a g en t s maks ima l e l e v e t i d . * /
16 private double timeToLive ;
17
18 / * * En g e n e r a t o r a f t i l f æ l d i g e t a l . * /
19 private Random generator ;
20
21 / * * En værd i d e r vægte r den r e l a t i v e v i g t i g h e d a f h e u r i s t i s k i n f o rma t i o n i f o r h o l d t i l
d u f t s t o f s v æ r d i e r . * /
22 private double alpha ;
23
24 / * * L i s t e d e r i n d e h o l d e r i n f o rm a t i o n e r om hvor mange a g e n t e r d e r e r s end t t i l h v i l k e
d e s t i n a t i o n e r . * /
25 private Lis t <Integer > dest inat ionCount ;
26
27 / * *
28 * Denne k o n s t r u k t ø r o p r e t t e r e t < t t >AgentGenera tor </ t t > o b j e k t .
29 * @param node ne tværksknuden som g en e r a t o r e n e r t i l k n y t t e t .
30 * @param p a c k e t S i z e p a k k e s t ø r r e l s e n på a l l e p a k k e r g e n e r e r e s a f denne g e n e r a t o r .
31 * @param simTime den t i d som s imu l e r i n g en l ø b e r i .
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32 * @param d e l t aT t i d s i n t e r v a l l e t mel lem g en e r e r i n g en a f p a k k e r .
33 * @param t imeToL iv e den kun s t i g e a g en t s maks ima le l e v e t i d .
34 * /
35 public AgentGenerator ( NetworkVertex node , in t packetSize , double simTime , double deltaT , double
timeToLive , double alpha ) {
36 super ( packetSize , simTime , del taT ) ;
37 th i s . node = node ;
38 th i s . timeToLive = timeToLive ;
39 th i s . alpha = alpha ;
40 Random genSeed = new Random( ) ;
41 long seed = genSeed . nextLong ( ) ;
42 generator = new Random( seed ) ;
43 dest inat ionCount = new ArrayList <Integer > ( ) ;
44 for ( in t index = 0 ; index < node . ge tL i s tOfDes t ina t ions ( ) . s i z e ( ) ; index++) {
45 dest inat ionCount . add ( 0 ) ;
46 }
47 }
48
49 / * *
50 * Metoden r e t u r n e r e r med en s t r e n g med en r a p p o r t ov e r hvor mange p a k k e r d e r e r s end t t i l de
f o r s k e l l i g e d e s t i n a t i o n e r .
51 * /
52 public S t r ing repor t ( ) {
53 S t r ing s t a t = " Rapport f r a agent−generator t i l netværksknuden " + node . getName ( ) + "\n" ;
54 for ( in t index = 0 ; index < dest inat ionCount . s i z e ( ) ; index++) {
55 s t a t += " Agenter sendt t i l : " + node . ge tL i s tOfDes t ina t ions ( ) . get ( index ) . getName ( ) + " " +
dest inat ionCount . get ( index ) + " agenter . \n" ;
56 }
57 return s t a t ;
58 }
59
60 / * *
61 * Metoden bestemmer h v i l k e n d e s t i n a t i o n den næste k un s t i g e ag en t s k a l s e nd e s t i l og o p r e t t e r
ag en t en .
62 * /
63 protected Agent next ( ) {
64 Lis t <Integer > packetsPassedBy = node . getListOfPacketsPassedBy ( ) ;
65 for ( in t index = 0 ; index < packetsPassedBy . s i z e ( ) ; index++) {
66 i f ( packetsPassedBy . get ( index ) < 2 )
67 return new Agent ( ge tPacke tS ize ( ) , node , node . ge tL i s tOfDes t ina t ions ( ) . get ( index ) ,
timeToLive , alpha ) ;
68 }
69 in t packets InAl l = 0 ;
70 for ( in t index = 0 ; index < packetsPassedBy . s i z e ( ) ; index++) {
71 packets InAl l += packetsPassedBy . get ( index ) ;
72 }
73 i f ( packets InAl l == 0 ) return new Agent ( ge tPacke tS ize ( ) , node , node . ge tL i s tOfDes t ina t ions ( ) .
get ( 0 ) , timeToLive , alpha ) ;
74 double r = generator . nextDouble ( ) ;
75 in t index = 0 ;
76 double accumulatedProbabi l i ty = ( double ) packetsPassedBy . get ( index )/packets InAl l ;
77 while ( accumulatedProbabi l i ty < r && index + 1 < packetsPassedBy . s i z e ( ) ) {
78 accumulatedProbabi l i ty += ( double ) packetsPassedBy . get ( index +1)/packets InAl l ;
79 index ++;
80 }
81 countAgents ( index ) ;
82 return new Agent ( ge tPacke tS ize ( ) , node , node . ge tL i s tOfDes t ina t ions ( ) . get ( index ) , timeToLive ,
alpha ) ;
83 }
84
85 / * *
86 * Metoden t æ l l e r a n t a l l e t a f a g e n t e r t i l en b e s t em t d e s t i n a t i o n op med en .
87 * @param index i n d e k s i l i s t e n hvor d e r s k a l f ø j e s en t i l .
88 * /
89 private void countAgents ( in t index ) {
90 in t count = dest inat ionCount . get ( index ) + 1 ;
91 dest inat ionCount . s e t ( index , count ) ;
92 }
93 } 
C.2.7 AntNet.java 
1 package antnets imula t ion ;
2
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3 import network . * ;
4 import antnets imula t ion . * ;
5 import j avaSimulat ion . Process ;
6 import j ava . u t i l . * ;
7
8 / * *
9 * Denne k l a s s e s am l e r n e t væ r k s g r a f og p r o c e s s e r ( k un s t i g e a g e n t e r og d a t a p a k k e r )
10 * t i l en s imp e l udgave a f AntNet a l g o r i tm en .
11 * @author Sanne B j e r g
12 * /
13 public c l a s s AntNet extends Process {
14
15 / * * Ne tværk sg r a f en som AntNet a l g o r i tm en bruge r som netværk . * /
16 private NetworkGraph graph ;
17
18 / * * L i s t e med g e n e r a t o r e r a f k un s t i g e a g e n t e r . * /
19 private Lis t <AgentGenerator> agentGenerators ;
20
21 / * * Da t a p a k k e g en e r a t o r e n de r e r t i l k n y t t e t AntNet a l g o r i tm en . * /
22 private DataPacketGenerator packetGenerator ;
23
24 / * * Den t i d som s imu l e r i n g en t a g e r . * /
25 private double simTime ;
26
27 / * * S t ø r r e l s e n på a l l e p a k k e r i s imu l a t i o n en * /
28 private in t packetS ize ;
29
30 / * * Værdi d e r vægte r den r e l a t i v e v i g t i g h e d a f h e u r i s t i s k i n f o rma t i o n i f o r h o l d t i l
d u f t s t o f s v æ r d i e r . * /
31 private double alpha ;
32
33 / * *
34 * Denne k o n s t r u k t ø r o p r e t t e r e t < t t >AntNet </ t t > o b j e k t .
35 * @param numberOfVer t i c e s a n t a l l e t a f n e tværk sknude r på n e t væ r k s g r a f e n .
36 * @param p a c k e t S i z e p a k k e s t ø r r e l s e n på a l l e p a k k e r i s imu l e r i n g en .
37 * @param simTime t i d e n som s imu l a t i o n en l ø b e r i .
38 * @param d e l t a P a c k e t s t i d s i n t e r v a l mel lem g en e r e r i n g a f p a k k e r .
39 * @param maxHops d e t maks ima le a n t a l a f n e tværk sknude r som da t apa k k en kan b e s ø g e .
40 * @param a l ph a værd i d e r vægte r den r e l a t i v e v i g t i g h e d a f h e u r i s t i s k i n f o rma t i o n i f o r h o l d t i l
d u f t s t o f s v æ r d i e r .
41 * @param pro c e s sT ime ne tværk s knude rn e s b e h a n d l i n g s t i d a f p a k k e r .
42 * /
43 public AntNet ( in t numberOfVertices , in t packetSize , double simTime , double alpha , double
processTime ) {
44 graph = new NetworkGraph ( numberOfVertices , processTime ) ;
45 th i s . simTime = simTime ;
46 th i s . alpha = alpha ;
47 th i s . packetS ize = packetS ize ;
48 agentGenerators = new ArrayList <AgentGenerator > ( ) ;
49 }
50
51 / * *
52 * Metoden i n i t i a l i s e r e r g e n e r a t o r e n a f k un s t i g e a g e n t e r .
53 * @param node ne tværksknuden som g en e r a t o r e n a f k un s t i g e a g e n t e r s k a l t i l k n y t t e s .
54 * @param d e l t aT t i d e n de r går mel lem kun s t i g e a g e n t e r s e nd e s a f s t e d .
55 * @param t imeToL iv e de k un s t i g e a g e n t e r s t ime−to− l i v e .
56 * /
57 public void createAgentGenerator ( NetworkVertex node , double deltaT , double timeToLive ) {
58 AgentGenerator agentGenerator = new AgentGenerator ( node , packetSize , simTime , deltaT ,
timeToLive , alpha ) ;
59 agentGenerators . add ( agentGenerator ) ;
60 }
61
62 / * *
63 * Metoden i n i t i a l i s e r e r g e n e r a t o r e n a f d a t a p a k k e r .
64 * @param d e l t a P a c k e t s t i d e n de r går mel lem d a t a p a k k e r s end e s a f s t e d .
65 * @param maxHops d a t a p a k k e r n e s t ime−to− l i v e .
66 * /
67 public void createDataPacketGenerator ( double del taPackets , in t maxHops) {
68 packetGenerator = new DataPacketGenerator ( graph . getNetworkVertices ( ) , packetSize , simTime ,
de l taPackets , maxHops) ;
69 }
70
71 / * *
72 * Metoden a k t i v e r e r a l g o r i tm en s p r o c e s s e r .
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73 * /
74 public void ac t i ons ( ) {
75 a c t i v a t e ( packetGenerator ) ;
76 for ( AgentGenerator generator : agentGenerators ) {
77 a c t i v a t e ( generator ) ;
78 }
79 hold ( simTime + 10000 ) ;
80 repor t ( ) ;
81 }
82
83 / * *
84 * Metoden r e t u r n e r e r n e t væ r k s g r a f e n .
85 * @return n e t væ r k s g r a f e n .
86 * /
87 public NetworkGraph getNetworkGraph ( ) {
88 return graph ;
89 }
90
91 / * *
92 * Metoden u d s k r i v e r en r a p p o r t som g e n e r e r e s a f n e t væ r k s g r a f e n s knuder og
93 * g e n e r a t o r e r n e a f d a t a p a k k e r og kun s t i g e a g e n t e r .
94 * /
95 public void repor t ( ) {
96 System . out . p r i n t l n ( " Simulat ion færdig . " ) ;
97 for ( NetworkVertex node : graph . getNetworkVertices ( ) ) {
98 System . out . p r i n t l n ( node . g e t S t a t i s t i c s ( ) ) ;
99 }
100 for ( AgentGenerator generator : agentGenerators ) {
101 System . out . p r i n t l n ( generator . repor t ( ) ) ;
102 }
103 }
104
105 / * *
106 * Main metoden .
107 * /
108 public s t a t i c void main ( S t r ing [ ] args ) {
109 / / F a s t l a g t e p a r ame t r e .
110 / / Opret en i n s t a n s a f AntNet
111
112 / / Opret k a n t e r .
113 / / I n i t i a l i s e r g r a f e n .
114
115 / / Opret g e n e r a t o r a f d a t a p a k k e r og kun s t i g e a g e n t e r .
116 / / a k t i v e r i n s t a n s e n a f AntNet .
117 }
118 } 
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D Omtalte main-metoder til klassen AntNet
I det følgende findes de main-metoder, der er implementationen af de tre testscenarier, der er omtalt i
kapitel 7. For hver main-metode er der en tilhørende illustration, der viser hvilket netværk koden resultere
i.
D.1 Testscenario 1: Netværk med fire netværksknuder
Det følgende bilag indeholder koden for main-metoden, der opretter og simulerer de kunstige agenters og
datapakkernes bevægelser på netværket, der er illustreret her.
 
1 public s t a t i c void main ( S t r ing [ ] args ) {
2 in t numberOfNodes = 4 ;
3 double processTime = 0 . 2 ;
4 in t maxQueueLenght = 1000 ;
5 in t propagationSpeed = 200000000 ;
6 in t edgeLenght = 20 ;
7 double transmissionSpeed = 0 . 3 ;
8 double alpha = 0 . 4 ;
9 double simTime = 1000 ;
10 in t packetS ize = 12000 ; / / = 1500 by t e
11 double de l taPacke t s = 1 ;
12 in t maxHops = 15 ;
13 double deltaAgents = 3 ;
14 double t t l = 15 ;
15
16 AntNet antnet = new AntNet ( numberOfNodes , packetSize , simTime , alpha , processTime ) ;
17 NetworkGraph graph = antnet . getNetworkGraph ( ) ;
18 graph .makeEdge (0 , 1 , maxQueueLenght , maxQueueLenght , edgeLenght , transmissionSpeed ,
propagationSpeed ) ;
19 graph .makeEdge (0 , 2 , maxQueueLenght , maxQueueLenght , edgeLenght , transmissionSpeed ,
propagationSpeed ) ;
20 graph .makeEdge (1 , 3 , maxQueueLenght , maxQueueLenght , edgeLenght , transmissionSpeed ,
propagationSpeed ) ;
21 graph .makeEdge (2 , 3 , maxQueueLenght , maxQueueLenght , edgeLenght , transmissionSpeed ,
propagationSpeed ) ;
22 graph . i n i t i a l i z eGraph ( ) ;
23
24 antnet . createDataPacketGenerator ( de l taPackets , maxHops) ;
25 antnet . createAgentGenerator ( graph . getNetworkVertices ( ) . get ( 0 ) , deltaAgents , t t l ) ;
26 antnet . createAgentGenerator ( graph . getNetworkVertices ( ) . get ( 1 ) , deltaAgents , t t l ) ;
27 antnet . createAgentGenerator ( graph . getNetworkVertices ( ) . get ( 2 ) , deltaAgents , t t l ) ;
28 antnet . createAgentGenerator ( graph . getNetworkVertices ( ) . get ( 3 ) , deltaAgents , t t l ) ;
29
30 a c t i v a t e ( antnet ) ;
31 } 
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D.2 Testscenario 2: Netværk med seks netværksknuder
Det følgende bilag indeholder koden for main-metoden, der opretter og simulerer de kunstige agenters og
datapakkernes bevægelser på netværket, der er illustreret her.
 
1 public s t a t i c void main ( S t r ing [ ] args ) {
2 in t numberOfNodes = 6 ;
3 double processTime = 0 . 0 2 ;
4 in t maxQueueLenght = 400 ;
5 in t propagationSpeed = 200000000 ;
6 in t edgeLenght = 20 ;
7 double alpha = 0 . 4 ;
8 double simTime = 1000 ;
9 in t packetS ize = 12000 ; / / = 1500 by t e
10 double de l taPacke t s = 1 ;
11 in t maxHops = 15 ;
12 double t t l = 15 ;
13
14 AntNet antnet = new AntNet ( numberOfNodes , packetSize , simTime , alpha , processTime ) ;
15 NetworkGraph graph = antnet . getNetworkGraph ( ) ;
16 graph .makeEdge (0 , 2 , maxQueueLenght , maxQueueLenght , edgeLenght , 2 , propagationSpeed ) ;
17 graph .makeEdge (0 , 3 , maxQueueLenght , maxQueueLenght , edgeLenght , 0 . 2 , propagationSpeed ) ;
18 graph .makeEdge (1 , 3 , maxQueueLenght , maxQueueLenght , edgeLenght , 1 , propagationSpeed ) ;
19 graph .makeEdge (1 , 4 , maxQueueLenght , maxQueueLenght , edgeLenght , 0 . 5 , propagationSpeed ) ;
20 graph .makeEdge (2 , 3 , maxQueueLenght , maxQueueLenght , edgeLenght , 1 , propagationSpeed ) ;
21 graph .makeEdge (2 , 5 , maxQueueLenght , maxQueueLenght , edgeLenght , 0 . 5 , propagationSpeed ) ;
22 graph .makeEdge (3 , 4 , maxQueueLenght , maxQueueLenght , edgeLenght , 0 .056 , propagationSpeed ) ;
23 graph . i n i t i a l i z eGraph ( ) ;
24
25 antnet . createDataPacketGenerator ( de l taPackets , maxHops) ;
26 antnet . createAgentGenerator ( graph . getNetworkVertices ( ) . get ( 0 ) , 3 , t t l ) ;
27 antnet . createAgentGenerator ( graph . getNetworkVertices ( ) . get ( 1 ) , 3 , t t l ) ;
28 antnet . createAgentGenerator ( graph . getNetworkVertices ( ) . get ( 2 ) , 3 , t t l ) ;
29 antnet . createAgentGenerator ( graph . getNetworkVertices ( ) . get ( 3 ) , 3 , t t l ) ;
30 antnet . createAgentGenerator ( graph . getNetworkVertices ( ) . get ( 4 ) , 5 , t t l ) ;
31 antnet . createAgentGenerator ( graph . getNetworkVertices ( ) . get ( 5 ) , 8 , t t l ) ;
32
33 a c t i v a t e ( antnet ) ;
34 } 
D.2.1 Statistik fra en afprøvning af testscenario 3
Den følgende simulering er en af de afprøvninger af testscenario 3, der viser hvor galt resultatet af den
implementerede algoritme kan være.
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Testscenario 2: Netværk med seks netværksknuder
Statestik fra: 10.0.0.1
Pakker der har passeret knuden med destinationerne
10.0.0.2: 205
10.0.0.3: 80
10.0.0.4: 39
10.0.0.5: 262
10.0.0.6: 311
Statistik fra port med destination: 10.0.0.3
Antal pakker mistet i den udgående pakkekø: 0
Antal pakker mistet i den indgående pakkekø: 0
Statistik fra port med destination: 10.0.0.4
Antal pakker mistet i den udgående pakkekø: 0
Antal pakker mistet i den indgående pakkekø: 82
Rejsetider for destinationen: 10.0.0.2
Bedste rejsetid: 0.11199999999999832
Variansen i rejsetiden: 0.0
Den gennemsnitlige rejsetid: 0.11199999999999832
Rejsetider for destinationen: 10.0.0.3
Bedste rejsetid: 0.025999999999953616
Variansen i rejsetiden: 1.3294061636520363E-28
Den gennemsnitlige rejsetid: 0.02599999999995661
Rejsetider for destinationen: 10.0.0.4
Bedste rejsetid: 0.05799999999987904
Variansen i rejsetiden: 2.83766339179056E-27
Den gennemsnitlige rejsetid: 0.05799999999992792
Rejsetider for destinationen: 10.0.0.5
Bedste rejsetid: 0.31428571428571317
Variansen i rejsetiden: 0.016692464529263797
Den gennemsnitlige rejsetid: 0.44798942885714454
Rejsetider for destinationen: 10.0.0.6
Bedste rejsetid: 1.7976931348623157E308
Variansen i rejsetiden: 0.0
Den gennemsnitlige rejsetid: 1.7976931348623157E308
Statistik fra: 10.0.0.2
Pakker der har passeret knuden med destinationerne
10.0.0.1: 144
10.0.0.3: 60
10.0.0.4: 72
10.0.0.5: 47
10.0.0.6: 488
Statistik fra port med destination: 10.0.0.4
Antal pakker mistet i den udgående pakkekø: 0
Antal pakker mistet i den indgående pakkekø: 0
Statistik fra port med destination: 10.0.0.5
Antal pakker mistet i den udgående pakkekø: 0
Antal pakker mistet i den indgående pakkekø: 0
Rejsetider for destinationen: 10.0.0.1
Bedste rejsetid: 0.11199999999999832
Variansen i rejsetiden: 3.9849416479316295E-31
Den gennemsnitlige rejsetid: 0.1119999999999997
Rejsetider for destinationen: 10.0.0.3
Bedste rejsetid: 0.13799999999999812
Variansen i rejsetiden: 2.591531333167465E-31
Den gennemsnitlige rejsetid: 0.13799999999999973
Rejsetider for destinationen: 10.0.0.4
Bedste rejsetid: 0.03199999999992542
Variansen i rejsetiden: 6.8409031464115515E-28
Den gennemsnitlige rejsetid: 0.031999999999938314
Rejsetider for destinationen: 10.0.0.5
Bedste rejsetid: 0.2662857142856865
Variansen i rejsetiden: 2.105504915811945E-28
Den gennemsnitlige rejsetid: 0.26628571428570813
Rejsetider for destinationen: 10.0.0.6
Bedste rejsetid: 1.7976931348623157E308
Variansen i rejsetiden: 0.0
Den gennemsnitlige rejsetid: 1.7976931348623157E308
Statistik fra: 10.0.0.3
Pakker der har passeret knuden med destinationerne
10.0.0.1: 45
10.0.0.2: 161
10.0.0.4: 109
10.0.0.5: 131
10.0.0.6: 486
Statistik fra port med destination: 10.0.0.1
Antal pakker mistet i den udgående pakkekø: 0
Antal pakker mistet i den indgående pakkekø: 0
Statistik fra port med destination: 10.0.0.4
Antal pakker mistet i den udgående pakkekø: 0
Antal pakker mistet i den indgående pakkekø: 0
Statistik fra port med destination: 10.0.0.6
Antal pakker mistet i den udgående pakkekø: 0
Antal pakker mistet i den indgående pakkekø: 0
Rejsetider for destinationen: 10.0.0.1
Bedste rejsetid: 0.025999999999953616
Variansen i rejsetiden: 1.6511844616794885E-4
Den gennemsnitlige rejsetid: 0.028355462334219338
Rejsetider for destinationen: 10.0.0.2
Bedste rejsetid: 0.13799999999999812
Variansen i rejsetiden: 0.0
Den gennemsnitlige rejsetid: 0.13799999999999812
Rejsetider for destinationen: 10.0.0.4
Bedste rejsetid: 0.03199999999992542
Variansen i rejsetiden: 1.6460394656084565E-28
Den gennemsnitlige rejsetid: 0.03199999999992839
Rejsetider for destinationen: 10.0.0.5
Bedste rejsetid: 0.43057142857142594
Variansen i rejsetiden: 0.0014174603265306944
Den gennemsnitlige rejsetid: 0.44379999999999775
Rejsetider for destinationen: 10.0.0.6
Bedste rejsetid: 1.7976931348623157E308
Variansen i rejsetiden: 0.0
Den gennemsnitlige rejsetid: 1.7976931348623157E308
Statistik fra: 10.0.0.4
Pakker der har passeret knuden med destinationerne
10.0.0.1: 207
10.0.0.2: 133
10.0.0.3: 180
10.0.0.5: 97
10.0.0.6: 774
Statistik fra port med destination: 10.0.0.1
Antal pakker mistet i den udgående pakkekø: 0
Antal pakker mistet i den indgående pakkekø: 140
Statistik fra port med destination: 10.0.0.2
Antal pakker mistet i den udgående pakkekø: 0
Antal pakker mistet i den indgående pakkekø: 0
Statistik fra port med destination: 10.0.0.3
Antal pakker mistet i den udgående pakkekø: 0
Antal pakker mistet i den indgående pakkekø: 0
Statistik fra port med destination: 10.0.0.5
Antal pakker mistet i den udgående pakkekø: 0
Antal pakker mistet i den indgående pakkekø: 0
Rejsetider for destinationen: 10.0.0.1
Bedste rejsetid: 0.0799999999999983
Variansen i rejsetiden: 3.0093272449004743E-30
Den gennemsnitlige rejsetid: 0.08000000000000027
Rejsetider for destinationen: 10.0.0.2
Bedste rejsetid: 0.03199999999992542
Variansen i rejsetiden: 1.8716132935461625E-28
Den gennemsnitlige rejsetid: 0.03199999999992895
Rejsetider for destinationen: 10.0.0.3
Bedste rejsetid: 0.1059999999999981
Variansen i rejsetiden: 5.639633248601089E-31
Den gennemsnitlige rejsetid: 0.1059999999999994
Rejsetider for destinationen: 10.0.0.5
Bedste rejsetid: 0.23428571428570422
Variansen i rejsetiden: 0.010878322900752767
Den gennemsnitlige rejsetid: 0.2721447367693004
Rejsetider for destinationen: 10.0.0.6
Bedste rejsetid: 1.7976931348623157E308
Variansen i rejsetiden: 0.0
Den gennemsnitlige rejsetid: 1.7976931348623157E308
Statistik fra: 10.0.0.5
Pakker der har passeret knuden med destinationerne
10.0.0.1: 50
10.0.0.2: 72
10.0.0.3: 48
10.0.0.4: 35
10.0.0.6: 567
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Statistik fra port med destination: 10.0.0.2
Antal pakker mistet i den udgående pakkekø: 0
Antal pakker mistet i den indgående pakkekø: 0
Statistik fra port med destination: 10.0.0.4
Antal pakker mistet i den udgående pakkekø: 0
Antal pakker mistet i den indgående pakkekø: 0
Rejsetider for destinationen: 10.0.0.1
Bedste rejsetid: 0.15600000000000003
Variansen i rejsetiden: 0.0
Den gennemsnitlige rejsetid: 0.15600000000000003
Rejsetider for destinationen: 10.0.0.2
Bedste rejsetid: 0.2662857142855728
Variansen i rejsetiden: 2.1461020491836202E-4
Den gennemsnitlige rejsetid: 0.26906517956531095
Rejsetider for destinationen: 10.0.0.3
Bedste rejsetid: 1.7976931348623157E308
Variansen i rejsetiden: 0.0
Den gennemsnitlige rejsetid: 1.7976931348623157E308
Rejsetider for destinationen: 10.0.0.4
Bedste rejsetid: 0.23428571428570422
Variansen i rejsetiden: 0.001157830530612362
Den gennemsnitlige rejsetid: 0.3083428571428508
Rejsetider for destinationen: 10.0.0.6
Bedste rejsetid: 1.7976931348623157E308
Variansen i rejsetiden: 0.0
Den gennemsnitlige rejsetid: 1.7976931348623157E308
Statistik fra: 10.0.0.6
Pakker der har passeret knuden med destinationerne
10.0.0.1: 38
10.0.0.2: 124
10.0.0.3: 43
10.0.0.4: 36
10.0.0.5: 82
Statistik fra port med destination: 10.0.0.3
Antal pakker mistet i den udgående pakkekø: 0
Antal pakker mistet i den indgående pakkekø: 0
Rejsetider for destinationen: 10.0.0.1
Bedste rejsetid: 0.07
Variansen i rejsetiden: 2.9159999999745976E-6
Den gennemsnitlige rejsetid: 0.07059999999999739
Rejsetider for destinationen: 10.0.0.2
Bedste rejsetid: 1.7976931348623157E308
Variansen i rejsetiden: 0.0
Den gennemsnitlige rejsetid: 1.7976931348623157E308
Rejsetider for destinationen: 10.0.0.3
Bedste rejsetid: 1.7976931348623157E308
Variansen i rejsetiden: 0.0
Den gennemsnitlige rejsetid: 1.7976931348623157E308
Rejsetider for destinationen: 10.0.0.4
Bedste rejsetid: 1.7976931348623157E308
Variansen i rejsetiden: 0.0
Den gennemsnitlige rejsetid: 1.7976931348623157E308
Rejsetider for destinationen: 10.0.0.5
Bedste rejsetid: 1.7976931348623157E308
Variansen i rejsetiden: 0.0
Den gennemsnitlige rejsetid: 1.7976931348623157E308
Rapport fra agent-generator til netværksknuden 10.0.0.1
Agenter sendt til: 10.0.0.2 65 agenter.
Agenter sendt til: 10.0.0.3 41 agenter.
Agenter sendt til: 10.0.0.4 14 agenter.
Agenter sendt til: 10.0.0.5 123 agenter.
Agenter sendt til: 10.0.0.6 85 agenter.
Rapport fra agent-generator til netværksknuden 10.0.0.2
Agenter sendt til: 10.0.0.1 62 agenter.
Agenter sendt til: 10.0.0.3 28 agenter.
Agenter sendt til: 10.0.0.4 35 agenter.
Agenter sendt til: 10.0.0.5 20 agenter.
Agenter sendt til: 10.0.0.6 184 agenter.
Rapport fra agent-generator til netværksknuden 10.0.0.3
Agenter sendt til: 10.0.0.1 12 agenter.
Agenter sendt til: 10.0.0.2 90 agenter.
Agenter sendt til: 10.0.0.4 35 agenter.
Agenter sendt til: 10.0.0.5 68 agenter.
Agenter sendt til: 10.0.0.6 125 agenter.
Rapport fra agent-generator til netværksknuden 10.0.0.4
Agenter sendt til: 10.0.0.1 38 agenter.
Agenter sendt til: 10.0.0.2 50 agenter.
Agenter sendt til: 10.0.0.3 58 agenter.
Agenter sendt til: 10.0.0.5 11 agenter.
Agenter sendt til: 10.0.0.6 173 agenter.
Rapport fra agent-generator til netværksknuden 10.0.0.5
Agenter sendt til: 10.0.0.1 14 agenter.
Agenter sendt til: 10.0.0.2 24 agenter.
Agenter sendt til: 10.0.0.3 8 agenter.
Agenter sendt til: 10.0.0.4 3 agenter.
Agenter sendt til: 10.0.0.6 149 agenter.
Rapport fra agent-generator til netværksknuden 10.0.0.6
Agenter sendt til: 10.0.0.1 9 agenter.
Agenter sendt til: 10.0.0.2 59 agenter.
Agenter sendt til: 10.0.0.3 12 agenter.
Agenter sendt til: 10.0.0.4 6 agenter.
Agenter sendt til: 10.0.0.5 34 agenter.
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D.3 Testscenario 3: Netværk med fem netværksknuder
Det følgende bilag indeholder koden for main-metoden, der opretter og simulerer de kunstige agenters og
datapakkernes bevægelser på netværket, der er illustreret her.
 
1 public s t a t i c void main ( S t r ing [ ] args ) {
2 in t numberOfNodes = 5 ;
3 double processTime = 0 . 0 0 5 ;
4 in t maxQueueLenght = 1000 ;
5 in t propagationSpeed = 200000000 ;
6 in t edgeLenght = 20 ;
7 double alpha = 0 . 4 ;
8 double simTime = 1000 ;
9 in t packetS ize = 12000 ; / / = 1500 by t e
10 double de l taPacke t s = 1 ;
11 in t maxHops = 15 ;
12 double t t l = 15 ;
13
14 AntNet antnet = new AntNet ( numberOfNodes , packetSize , simTime , alpha , processTime ) ;
15 NetworkGraph graph = antnet . getNetworkGraph ( ) ;
16
17 graph .makeEdge (0 , 2 , maxQueueLenght , maxQueueLenght , edgeLenght , 0 .1 , propagationSpeed ) ;
18 graph .makeEdge (1 , 2 , maxQueueLenght , maxQueueLenght , edgeLenght , 0 .2 , propagationSpeed ) ;
19 graph .makeEdge (2 , 3 , maxQueueLenght , maxQueueLenght , edgeLenght , 0 .5 , propagationSpeed ) ;
20 graph .makeEdge (2 , 4 , maxQueueLenght , maxQueueLenght , edgeLenght , 1 , propagationSpeed ) ;
21 graph . i n i t i a l i z eGraph ( ) ;
22
23 antnet . createDataPacketGenerator ( de l taPackets , maxHops) ;
24 antnet . createAgentGenerator ( graph . getNetworkVertices ( ) . get ( 0 ) , 3 , t t l ) ;
25 antnet . createAgentGenerator ( graph . getNetworkVertices ( ) . get ( 1 ) , 3 , t t l ) ;
26 antnet . createAgentGenerator ( graph . getNetworkVertices ( ) . get ( 2 ) , 5 , t t l ) ;
27 antnet . createAgentGenerator ( graph . getNetworkVertices ( ) . get ( 3 ) , 3 , t t l ) ;
28 antnet . createAgentGenerator ( graph . getNetworkVertices ( ) . get ( 4 ) , 3 , t t l ) ;
29
30 a c t i v a t e ( antnet ) ;
31 } 
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E CD
Dette bilag beskriver den vedlagte CD, og dens indhold. CD’en er vedlagt hovedsagelig med det formål at
læseren kan afprøve koden selv, for derved at danne sin egen vurdering af programmerne. Nedenstående
ses en komplet liste over hvad der findes på den vedlagte CD:
• Kildekode for det udviklede programmel (se også bilag A, B, C og D).
• Kildekode for pakken javaSimulation udviklet af Keld Helsgaun.
• Seperat udskrift af javadoc’en for pakkerne graph, network, antnetsimulation og javaSimulation.
• Denne rapport i pdf-format.
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