Stimulus information is encoded in the spatial-temporal structures of external inputs to the neural system. The ability to extract the temporal information of inputs is fundamental to brain function. It has been found that the neural system can memorize temporal intervals of visual inputs in the order of seconds. Here we investigate whether the intrinsic dynamics of a large-size neural circuit alone can achieve this goal. The network models we consider have scale-free topology and the property that hub neurons are difficult to be activated. The latter is implemented by either including abundant electrical synapses between neurons or considering chemical synapses whose efficacy decreases with the connectivity of the postsynaptic neuron. We find that hub neurons trigger synchronous firing across the network, loops formed by low-degree neurons determine the rhythm of synchronous firing, and the hardness of exciting hub neurons avoids epileptic firing of the network. Our model successfully reproduces the experimentally observed rhythmic synchronous firing with long periods and supports the notion that the neural system can process temporal information through the dynamics of local circuits in a distributed way.
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reservoir network | temporal information processing | scaled chemical synapse O ver the last decades, our knowledge of how the neural system extracts the spatial structures of visual stimuli has advanced considerably, as is well documented by the receptive field properties of visual neurons (1) . The equally important issue of how the neural system processes temporal information remains much less understood (2) (3) (4) (5) . A central issue that has been widely debated is whether timing in the brain relies on a centralized clock, such as a dedicated pacemaker that counts the lapse of time, or whether timing is achieved distributively in local circuits (2, 5, 6) . Previous studies have shown that a recurrent network with random connections, diversified single neuron dynamics, and synaptic short-term plasticity (STP) can use time-varying states to retain the memory traces of external inputs (7, 8) . However, limited by the network structure, this type of model can only represent temporal information up to hundreds of milliseconds (8) .
Notably, in their experimental study, Sumbre et al. (9) found that the neural circuit in the optic tectum of zebrafish can memorize temporal intervals of visual inputs in the time order of seconds. In this experiment, a visual stimulation was first presented to a zebrafish periodically for 20 times. After this conditioning stimulation (CS), the neural circuit of the optic tectum of the zebrafish displayed self-sustained synchronous firing with the same rhythm as that of the CS pattern. This sustained rhythmic activity induced regular tail flipping in the zebrafish, suggesting that it may serve as a substrate for perceptual memory of rhythmic sensory experience. The longest period that the neural circuit was able to memorize was up to 20 s.
How does a neural system acquire and memorize this longperiod rhythm? An easy solution is perhaps that a clock in the brain counts the time and guides the rhythmic response of the neural circuit. However, the evidence accumulated thus far tends to suggest that timing in the brain is not controlled by a centralized clock (4, 5) . It therefore prompts an important question: is the intrinsic dynamics of a neural circuit alone sufficient to generate these rhythmic synchronous firings? Computationally, the difficulty for a homogeneous neural network implementing this task lies on the fact that the time constants of single neurons and neuronal synapses are too short (in the order of 10-1,000 ms) to hold the stimulation information for sufficiently long time to establish associative learning.
To tackle this challenging issue, we propose a unique mechanism relying on a special topology of the network and an appropriate interaction between neurons. In particular, we consider a network model with scale-free structure (10, 11) , i.e., the fraction of neurons in the network with k connections satisfies PðkÞ ∼ k −γ , with a constant γ. In practice, we do not require the network topology to be perfectly scale free, but rather that the network consists of a few neurons having many connections and a large number of neurons with few connections. Neurons with k > k th are called hubs and others with k ≤ k th are of lower degree (depending on the parameter setting, k th ¼ 6 is used in this study).
The dynamics of a single neuron are given by (12)
where u i and v i are variables describing the state of the neuron, u i is analogous to the membrane potential, and v i the recovery
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1 current. τ is the time constant, and N is the number of neurons. The term F ij denotes the neuronal interaction. Fig. 1A shows the evolution of uðtÞ and vðtÞ in an excitation process, mimicking the generation of an action potential. Apart from scale-free topology, another key character of our model is the hardness of activating a hub neuron in comparison with exciting a low-degree neuron. This property is crucial for avoiding epileptic firing and can be realized in two ways. One way is to consider electrical coupling between neurons (13), implementable by setting F ij ¼ C 0 J ij ðu j − u i Þ, which is also called diffusive coupling. The weights are set J ij ¼ J ji ¼ 1 if the two neurons i and j have a connection, and J ij ¼ J ji ¼ 0 otherwise. Diffusive coupling, which can be regarded as a constant electrical resister linking two neurons, has the effect of equating the potentials of connected neurons. It is known that electrical synapses have the role of enhancing synchronous firing in a neural network (13) . Here, they have also the important role of increasing the difficulty of activating a hub neuron, because a hub neuron has many connections so that the excitation current it receives is easily leaked to connected neighbors. We choose the coupling strength C 0 , so that a single spike is adequate to activate a low-degree neuron (Fig. 1B) , whereas two or more simultaneously arriving spikes are needed to excite a hub neuron ( Fig. 1 C and D) .
Alternatively, the hardness of activating a hub neuron can be implemented by considering that the efficacy of a chemical synapse decreases with the connectivity of the postsynaptic neuron. This property is realized by setting F ij ¼ C i J ij Hðu j − θÞ, where H(u j −θ) = u j for u j > θ and H(u j −θ) = 0 otherwise, mimicking that neuron i receives input from neuron j only when j fires (this occurs when u j > θ, the firing threshold). J ij ¼ 1 or 0 depends on whether there is a chemical synapse from neuron j to i or not. The parameter setting C i ¼ C 0 = ffiffiffiffi k i p with k i the connectivity of neuron i implies that the more connections a neuron has, the weaker the synaptic efficacy is. We choose the value of C 0 , so that a single spike is adequate to activate a lowdegree neuron (Fig. 1E) , whereas two or more simultaneously arriving spikes are needed to excite a hub neuron (Fig. 1F) .
Results
Rhythmic Synchronous Firing in a Scale-Free Network. We first demonstrate that our network model has the capacity of retaining rhythmic synchronous firing. Because the network behaviors for electrical and chemical synapses are qualitatively the same, we will present the results for electrical synapses here. The results for chemical synapses are shown in SI Text, unless stated specifically.
For illustration, an arbitrary scale-free network with γ ¼ 3, number of neurons N ¼ 210, and mean connectivity hki ¼ 4 is generated, as shown in Fig. 2A . The neurons are indexed according to the order of their generation by the preferentialattachment rule (11) . Beginning with a random initial condition (by setting u i and v i , for i ¼ 1; . . . ; N, to be uniformly distributed random numbers between 0 and 1), we evolve the network state according to Eqs. 1 and 2 and find that with a probability of around 10%, the network evolves into a self-sustained periodically oscillatory stationary state (i.e., an attractor), whereas in other cases, the initial activity of the network fades away rapidly. Measured by the mean activity of all neurons, i.e., huðtÞi ¼ ∑ N i¼1 u i ðtÞ=N, the oscillatory attractor is characterized by bursts of synchronous firing across the network that are interrupted by a rather long interbursting interval during which only a small number of neurons fire ( Fig. 2B and Movie S1). Thus, the network can maintain rhythmic synchronous firing.
Mechanism for Long-Period Rhythmic Synchronous Firing. To unveil the mechanism underlying the network behavior, we investigate the activities of individual neurons during rhythmic firing and find that they can be roughly divided into two groups: those that fire only once in a single period, referred to as T 1 neurons hereafter (Fig. 2C) , and those that fire twice in a single period, referred to as T 2 neurons hereafter ( Fig. 2D ) (there are very few neurons firing more than twice in a single period and they are attributed to T 2 neurons for simplicity). The different behaviors of T 1 and T 2 neurons disclose the secret of the network dynamics. We redraw the network diagram in Fig. 2A by separating all T 2 neurons into the center of the figure, as shown in Fig. 2E . Interestingly, we find that all T 2 neurons have low-degree connectivity and form a loop. We call such a loop formed by lowdegree neurons a low-degree loop.
The picture of the network dynamics now becomes clear as described in the following. For illustration, let us consider that neuron 91 on the loop (marked red in Fig. 2E ) is excited first and that the activity propagates along the loop in an anticlockwise direction (Movie S2). Initially, the firing of low-degree neurons in the loop is not sufficient to generate synchronous firing of the network and the network state remains silent. The situation starts to change when the excitation propagates to neuron 36 from which hub neuron 4 becomes activated. This hub neuron fires because it receives two spikes around the same time through two transmission routes (see red edges in Fig. 2E ). Many other hubs are also connected to the loop; however, they do not fire because they do not receive two or more synchronized spikes from the loop. The firing of hub neuron 4 subsequently induces synchronous firing in the network due to its massive connections to others. After synchronous firing, the network returns to the interbursting period because the majority of the neurons are now in the refractory state. Thus, in generating rhythmic synchronous firing, the role of a hub neuron is to rapidly spread excitation across the network, and the role of a low-degree loop is to retain the activity during the interbursting interval, with the length of the loop determining the rhythm. Neurons on the loop fire twice in a single period: once in the interbursting interval and once during the hub-induced synchronous burst. Other neurons fire only once during the synchronous firing. Electrical synapses (or scaled chemical synapses) between neurons play a critical role, ensuring that only one or very few hub neurons are activated during the propagation of excitation along the low-degree loop, which protects against epileptic firing of the network.
After synchronous firing, the majority of neurons are in the refractory period and thus cannot be activated immediately again. However, there are exceptions. In the example network of Fig. 2E , the five neurons on the loop marked green (their indexes are 91, 153, 59, 202, and 201) are activated by the excitation propagating along the loop at around the same time when hub neuron 4 is excited. Therefore, they are not involved in the hubinduced synchronous burst because of their refractory period. This property means that they recover earlier than others from the refractory period. As a result, neuron 91 can be activated by the activity of the network at the end of the synchronous phase and the propagation of the excitation wave along the loop begins again. Thus, the low-degree loop plays another important role of retaining the excitation seed against a hub-induced synchronous firing so that a rhythmic network activity can be maintained. This property is clearly displayed in Movie S2.
As a comparison, we also studied network models with nonscale-free topology, including regular, random, and small-world networks, and found that they all fail to retain long-period rhythmic synchronous firing, either due to lacking hub neurons to trigger synchronous firing or due to short of low-degree neurons to retain long-period low-level activities (Figs. S1-S3 ).
Reservoir Nature of a Scale-Free Network. In the above, we demonstrated that a scale-free network has the capacity of retaining periodical synchronous firings and the length of a low-degree loop determines the period of the rhythm. We further check whether a scale-free network has resources to maintain a broad range of rhythmic activities. The statistical distribution of the lengths of low-degree loops in a scale-free network with 300 neurons is measured. As Fig. 3A shows, the length of low-degree loops has a broad distribution, indicating that the network is like a reservoir having the potential to maintain rhythms with a wide range of time periods. The longest period is determined by the length of the longest low-degree loop. We measure how the latter, referred to as L max , scales up with the network size. Fig.  3B shows that it increases linearly with the number of neurons (see theoretical analysis for larger networks in Fig. S4 ). Fitted by Consider that the membrane time constant of individual neurons is in the order of 10 ms and the transmission delay between neurons is in the order of 1 ms, the time consumed for excitation propagating along the longest lowdegree loop is therefore in the range of 13-130 s, which fully covers the period of 20 s observed in the experiment (9) .
Matching the Rhythm of External Input. The above analysis suggests that to retain long-period rhythmic synchronous firing in a network, the key is to have a low-degree loop of proper size and a hub neuron "hooked" on that loop that can be activated by the excitation of the loop. However, how does the neural system acquire the necessary structure from a given external rhythmic input? Here, we argue that this could be achieved through a learning process. To demonstrate this idea, we carry out the following simulation.
A conventional scale-free network has only topology without a geometrical structure. To incorporate the property that a neural circuit is essentially embedded in a 2D cortical sheet with inhomogeneous connection density in distance, we build up a scale-free network in 2D space accommodating the biological feature that neurons tend to have more connections locally (Fig.  4 A and B; for details, see Materials and Methods).
To extract the rhythm of periodical stimulation, the key is to establish association between consecutive stimulations, which requires the network to hold the stimulation information (memory trace) for a duration longer than the interstimulation interval. Consider that at t ¼ 0, a stimulation is first presented to a portion of neurons in the network (4% used in our simulation to ensure the initial synchronous firing of the network), referred to as neural cluster A, whose activation triggers a strong transient response in the network. Subsequently, the residue of the stimulus-induced activity is propagating in the network along various paths, which effectively holds a memory trace of the preceding stimulation (Fig. 4C) and provides a cue for associative learning. Around time T, the period of the rhythmic input, the residual activity reaches a neural cluster B, and meanwhile, a new round of stimulation is applied to neural cluster A. According to the idea of Hebbian learning (14) (15) (16) , the synapses from neural clusters B to A are potentiated. This learning process occurs repeatedly at each period of the stimulation presentation. Finally, the connections from neural cluster B to A are strengthened to the extent that the excitation of B can activate A, and thus a closed loop of size T is formed. Note that because the stimulation induces initial synchronous firing, this means that neural cluster A contains hub neurons and these hub neurons are hooked on the loop after learning. The network can now hold synchronous firing with the same rhythm as the input. Fig. 4D displays the simulation result for the case of electrical synapses. The result for chemical synapses is shown in Fig. S5 .
The range of rhythmic inputs a network can learn is determined by the lifetime of a memory trace elicited by the stimulation. We measured how the latter scales up with the network size (Materials and Methods). Fig. 5 A and B shows that the mean value of the lifetime of a memory trace, referred to as ht trace i, increases linearly with the number of neurons, and can be approximated to be ht trace i ≈ ð0:036N þ 29Þτ for electrical synapses (Fig. 5A) and ht trace i ≈ ð0:030N þ 29Þτ for chemical synapses (Fig. 5B) , where τ is the time constant of the single neuron dynamics. Fig. 5 C and D demonstrates that a scale-free network with electrical synapses is able to learn a broad range of rhythmic inputs once the interstimulation interval is smaller than the lifetime of a memory trace the network can hold. The result for chemical synapses is similar and is shown in Fig. S5 . 
Discussion
In summary, we proposed a very simple, yet effective, mechanism to generate and maintain long-period rhythmic synchronous firing in the neural system. The network has scale-free topology and contains low-degree loops and chains of various sizes, which endows the neural system with the capacity to process a broad range of rhythmic inputs. In the presence of a rhythmic external input, the neural system selects a low-degree loop from its reservoir with the loop size matching the input rhythm, and this matching operation can be achieved by a learning process. Scale-free topology and the hardness of activating a hub neuron are two fundamental elements of our model. Strictly speaking, we do not need the network structure to be perfectly scale free but rather that it contains a few hubs and a large number of lowdegree neurons. This type of connection pattern has been suggested to achieve a good balance between communication efficiency and wiring economy in neural networks (17) . A number of experimental studies also support the existence of scale-free networks in the neural system. For instance, it was found that the topology of developing hippocampal networks in rats and mice (18) and the topology of functional networks in the human brain based on functional MRI data (19, 20) are scale free. The experimental data also showed that stimulating a single or a few cortical neurons could significantly modulate perception and motor output (21, 22) and the global state of the brain (23, 24) , indicating the potential presence of hub neurons.
To implement the hardness of activating a hub neuron in comparison with exciting a low-degree one, we proposed two potential mechanisms. One is that neurons are connected by electrical synapses. Electrical coupling has been found to exist abundantly between ganglion cells in the retina and between interneurons in the cortex. It is unclear yet whether, in some cortical regions, electrical synapses may exist in abundance between excitatory neurons (25) .
The other mechanism is that neurons are connected by chemical synapses with their strengths decreasing with the degree of connectivity of postsynaptic neurons. In contrast, if the strengths of chemical synapses are homogeneous (by setting C i ¼ C 0 independent of k i ), then a scale-free network is unable to retain long-period rhythmic synchronous firing due to that hub neurons induce high-frequency oscillating responses (Fig. S6) . We found that if the synaptic strength scales inversely with the square-root of neuronal connectivity, i.e., C i ¼ C 0 = ffiffiffiffi k i p , long-period rhythms are well retained. Notably, this relationship is also the condition for a balanced network producing irregular neural responses (26) . The experimental data also showed that synaptic efficacy can decrease with the connectivity of a postsynaptic neuron (27) .
We also tested the robustness of our model to noise. Two noise sources were explored. One is introducing heterogeneity in neuronal connections, and the other is the injection of background noisy input. We measured how these two forms of noise affect the network responses to an external strong transient stimulation, including (i) the reliability of the network generating synchronous firing followed by long-lasting residual activity, and (ii) the lifetime of a memory trace elicited by the stimulation. We found that over a wide range of noise amplitudes, the network performance is robust (Fig. S7) .
In general, if a network system has the scale-free type of topology, i.e., it consists of a few hub nodes and a large number of low-degree nodes, and the property that hub nodes are difficult to be activated in comparison with low-degree ones (irrespective of the mechanism of how this is achieved), then we would expect that the main findings in this work will still be applicable. It will be interesting to explore whether other dynamic systems hold these properties.
Synchronous oscillation has been suggested to play important roles in brain functions. Different mechanisms have been proposed to generate rhythms in neural responses, ranging from single cell properties (e.g., pacemaker or resonance) to neural population dynamics (e.g., a network of interneurons or a loop of reciprocally coupled excitatory and inhibitory neurons) (28) . A challenging issue to these proposed mechanisms is to reconcile the notion of regular oscillation and the seemly contradictory behavior of irregular responses of individual neurons. Here, the mechanism we propose for generating slow oscillation depends on the propagation of neural activity along a loop of low-degree neurons. Thus, it does not contradict the phenomenon that individual neurons can respond irregularly to a constant stimulus (29) .
Finally, our study has some far-reaching implications on neural information processing. It suggests that a neural system can use loops and chains of connected neurons to hold the memory trace of input information and that the latter might serve as the substrate to process temporal events. The neural model we propose here agrees with the idea of a reservoir network (8, 30) , which states that the neural system is like a large repertoire with complete or even redundant resources for implementing a brain function, in which simplicity, rather than the efficiency of using resources, matters. Our study also supports the notion that the neural system can process temporal information by using the dynamics of a local circuit in a distributed way.
Materials and Methods
Generation of a Scale-Free Network in 2D Space. A neural circuit is essentially embedded in 2D space, and neurons tend to have more connections locally. To accommodate this feature, we generate a scale-free network in 2D space. First, we use the preferential-attachment rule (11) to generate a preliminary scale-free network and assign neurons' positions as follows: starting from the center to the peripheral regions, neurons are added one by one clockwise in a 2D lattice (Fig. 4A) . Denote n i to be the neuron added at the ith step. For a newly added neuron, it has one connection with probability P ¼ 0:4 and two connections with probability P ¼ 0:6 linked to the existing neurons. The chance for an existing neuron n i linking to the new neuron is given by k i =∑ j k j , where k i is the current connectivity of neuron n i , and the summation runs over all existing neurons. This preferential-attachment rule leads to fact that hub neurons tend to be located at the central area, because earlier added neurons have more chances to be connected to others. This structure agrees with the property in the visual system (e.g., the retina) that neurons tend to have higher density, and hence higher connectivity, in the fovea than in the peripheral region. Second, for neuron n i having large enough connectivity (we choose those neurons with index i < 100 in the preliminary network), we remove its connection to neuron n j with a probability, P ¼ 1 − expð − βd ij Þ, with β ¼ 0:9 and d ij is the Euclidean distance between the neurons in the 2D lattice. The connections of low-connectivity neurons are unchanged. A large d ij implies that the two neurons are well separated in the space and hence have high probability to be disconnected. This pruning rule achieves the goal that neurons tend to have more connections locally. By using the above method, we generate a network as shown in Fig. 4A , and we confirm that it has the scale-free topology in terms of the distribution of neurons' connectivity satisfying the power law (Fig. 4B) .
Learning Algorithm. We consider a simple learning rule (14-16), which states that if a neuron i fires in advance of a neuron j within a short-time window Δt ðΔt ¼ 2τÞ, then there is a chance (with the probability P ¼ 0:1) that the synapse from neurons i to j is established. Analogy to the experimental setting, we consider an external stimulation is applied to the network repeatedly with an interval T. This stimulation is able to activate 4% of the neurons in the network instantly, referred to as neural cluster A (these neurons are randomly and uniformly chosen from the network). Suppose that the first-round stimulation is applied at t ¼ 0, which triggers a strong transient response of the network, implying that at least one hub neuron is activated. Subsequently, the residual activity of the transient response is propagating in the network along various paths. Denote those neurons that happen to be active after the first-round stimulation in the time window ðT − Δt,TÞ to be neural cluster B, which holds the memory trace of the stimulation. At time T, the second-round simulation is applied, which activates neural cluster A again. According to the aforementioned learning rule, the couplings from clusters B to A are strengthened. This learning process occurs repeatedly at each round of presenting the same simulation. Finally, the connections from clusters B to A become sufficiently strong, and the excitation of B can activate A. Thus, a closed loop of size T is formed, and the network is able to generate rhythmic activity with the same period as the input.
Lifetime of Memory Trace. We calculate how the lifetime of residual activity elicited by synchronous firing of a network scales up with the network size. For a given size N, we randomly generate 100 networks with long low-degree chains and scale-free topology. For each network, we stimulate hub neurons, whose excitations trigger synchronous firing of the network followed by longlasting residual activity. The lifetime of the memory trace is measured from the onset of synchronous firing to the moment when all neurons are inactive. The statistics of the memory trace lifetime for a given network size is obtained by averaging over 100 random networks. We carry out simulations for the network sizes of 500, 1,000 and 1,500 and interpret the relationship between the lifetime of the memory trace and the network size by a linear curve (Fig. 5 A  and B) .
