Spectre du Laplacien singulier associ\'e aux m\'etriques canoniques sur
  $\mathbb{P}^1$ by Hajli, Mounir
ar
X
iv
:1
30
1.
17
86
v4
  [
ma
th.
SP
]  
13
 M
ar 
20
14
Spectre du Laplacien singulier associé aux métriques canoniques
sur P1
Mounir Hajli
Saturday 3rd November, 2018, 16:32
Abstract
Nous construisons un opérateur différentiel associé à une classe de métriques singulières sur les
fibrés en droites sur P1. Cet opérateur étend la notion du Laplacien classique (voir, par exemple [2]).
Nous établissons qu’il admet un spectre positif, discret et infini, qu’on calcule explicitement.
Ce calcul sera une application d’une théorie des séries de Fourier-Bessel généralisée que nous
développons dans ce texte.
Introduction
Soit X une variété kählérienne compacte munie une forme de Kähler ωX de classe C∞ et E = (E, hE)
un fibré vectoriel holomorphe muni de hE , une métrique hermitienne de classe C∞. À cette donnée on
attache un opérateur différentiel ∆q
E
appelé l’opérateur Laplacien agissant sur l’espace des (0, q)-formes
différentielles de classe C∞ à coefficients dans E pour q = 0, 1, . . . , n. Alors, il est bien connu que cet
opérateur admet un spectre positif, infini et discret.
Le calcul explicite du spectre est un probème intéressant. Il y a peu de cas pour les quels on sait
calculer explicitement le spectre de ∆∗
E
.
Lorsque X = Pn est muni de la métrique de Fubini-Study et E est le fibré en droites hermitien triv-
ial, Ikeda et Taniguchi calculent explicitement le spectre du Laplacien ∆q
E
, voir [9, théorème 5.2]. Ces
calculs ont été utilisés par Gillet et Soulé afin de calculer explicitement la torsion analytique holomorphe
correspondante et par suite établir un théorème de Riemann-Roch arithmétique, voir [5, théorème 2.1.1
et §2.3.2]. L’idée d’Ikeda et Taniguchi consiste à utiliser la compatibilité de la structure de Pn ,vu comme
variété homogène, avec la métrique de Fubini-Study et d’appliquer ensuite la théorie des représentations.
Plus concrètement, si X = G/K est une variété riemannienne homogène telle que G agit transitivement
sur X , et g une métrique riemannienne G-invariante sur X . Alors, ∆ le Laplacien associé est G-invariant,
et donc ses espaces propres sont des G-modules. D’après Ikeda et Taniguchi, le calcul du spectre de ∆
se ramène donc à un problème de la théorie des representations.
Motivation
Dans ce texte, nous nous intéressons à une classe de métriques singulières sur les fibrés en droites sur
P1, l’espace projectif complexe de dimension 1, appelées les métriques canoniques. Ce sont des métriques
continues mais pas C∞ en général, déterminées uniquement par la structure combinatoire de P1, vu
comme variété torique. Pour tout m ∈ N∗, la métrique canonique sur O(m) est donnée comme suit:
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h
O(m)∞
(s, s)(x) =
|s(x)|2
max(|x0|, |x1|)2m (1)
où x = [x0 : x1] ∈ P1 et s est une section locale holomorphe de O(m) autour de x. Comme TP1 ≃ O(2),
alors on peut munir P1 de la forme de Kähler singulière suivante:
ω∞ :=
i
2pi
dz ∧ dz
max(1, |z|)4 ,
et on note par h
TP1∞
la métrique sur TP1 correspondante.
À priori, il n’est pas clair si la théorie classique du Laplacien peut être étendue à ce genre de métriques.
Le but de cet article est double: Nous montrons qu’on peut associer aux métriques canoniques sur P1
une théorie d’opérateurs singuliers généralisant formellement la théorie classique du Laplacien, et nous
établissons ensuite que ces opérateurs possédent des propriétés analogues au cas classique.
Plus concrètement, nous montrons qu’on peut associer à ω∞ et à h
O(m)∞
un opérateur Laplacien
singulier que nous noterons par ∆O(m)
∞
qui étend la notion classique du Laplacien. Nous établissons
qu’il possède un spectre, noté Spec(∆O(m)
∞
), que nous calculons explicitement. On notera, comme dans
le cas classique, que Spec(∆O(m)
∞
) est discret, infini et positif.
Remarque 0.1. Nous utiliserons ces calculs afin de définir une fonction Zêta associée à ∆O(m)
∞
et à son
étude (voir [8]), aussi pour définir une torsion analytique holomorphe canonique associée aux métriques
canoniques, avec applications à la géométrie d’Arakelov (voir [6]).
Résultats et organisation de l’article
Soit (·, ·)L2,∞ le produit hermitien sur A0,0(P1,O(m)) associé à ω∞ et à hO(m)
∞
(voir §2). On note par
H(m) la complétion de cet espace par (·, ·)L2,∞. Comme les métriques sont singulières alors la construction
classique du Laplacien (voir rappel §1) n’est plus valable ici.
Malgré cela, nous construisons (voir §2) un opérateur différentiel singulier ∆O(m)
∞
, en associant à
tout élément de A0,0(P1,O(m)) de la forme f ⊗ zk, l’élément ∆O(m)
∞
(f ⊗ zk) défini sur P1 \ S1 comme
suit:
∆O(m)
∞
(f ⊗ zk) = −h
TP1∞
( ∂
∂z
,
∂
∂z
)−1
h
O(m)∞
(
zk, zk
)−1 ∂
∂z
(
h
O(m)∞
(zk, zk)
∂f
∂z
)
⊗ zk.
Observons que lorsque les métriques sont C∞, alors on vérifie que le Laplacien possède cette expression
locale. Nous vérifions ensuite que définition s’étend par linéarité pour tout élément ξ ∈ A0,0(P1,O(m)).
Contrairement au cas classique, on n’a pas ∆O(m)
∞
(
A0,0(P1,O(m))) = A0,0(P1,O(m)), cela est dû bien
évidemment au caractr`e singulier des métriques. Mais nous établissons dans le théorème ci-dessous que
∆O(m)
∞
est à valeurs dans H(m), et qu’il possède quelques propriétés analogues au cas classique:
Définition-Proposition 0.2 (voir proposition 2.1). On a ∆O(m)
∞
: A(0,0)(P1,O(m)) −→ H(m) est
un opérateur linéaire, on l’appelle le Laplacien canonique associé à ω∞ et à hO(m)
∞
. Soient ξ, η ∈
A(0,0)(P1,O(m)), on a:
1.
ker∆O(m)
∞
= H0(P1,O(m)).
2
2. (
ξ,∆O(m)
∞
η
)
L2,∞
=
(
∆O(m)
∞
ξ, η
)
L2,∞
3. (
ξ,∆O(m)
∞
ξ
)
L2,∞
≥ 0.
Comme dans le cas classique, ∆O(m)
∞
admet une extension maximale auto-adjointe et positive:
Théorème 0.3 (voir théorème 2.2). Pour tout m ∈ N, l’opérateur ∆O(m)
∞
admet une extension maxi-
male auto-adjointe et positive.
La suite de l’article est dédiée à l’étude des propriétés spectrales de ∆O(m)
∞
. Bien évidemment la
théorie classique du Laplacien n’est plus applicable ici.
Soient n ∈ Z et m ∈ N. Nous introduisons la fonction Lm,n définie sur C∗ comme suit:
Lm,n(z) = −zm d
dz
(
z−mJn(z)Jn−m(z)
)
1
et on note par Zm,n l’ensemble des zéros de Lm,n. Nous verrons que Lm,n et Zm,n jouent un rôle
fondamental dans l’étude de l’opérateur ∆O(m)
∞
. Notre principal résultat de cet article s’énonce comme
suit:
Théorème 0.4 (voir théorème 4.1). Pour tout m ∈ N, ∆O(m)
∞
admet un spectre discret, positif et infini,
et on a
Spec(∆O(m)
∞
) =
{
0
}⋃{λ2
4
∣∣∣ ∃n ∈ N, λ ∈ Zm,n},
En plus, on a
1. Lorsque m est pair, alors la multiplicité de λ
2
4 est égale à 2 si λ ∈ Zm,n si n ≥ m + 1 ou 0 ≤ n ≤
m
2 − 1, et de multiplicité 1 si λ ∈ Zm,m2 .
2. Si m est impair, alors λ
2
4 est de multiplicité 2 si n ≥ m+ 1, et vaut 1 si 0 ≤ n ≤ m.
Le cas m=0, c-à-d l’étude du ∆O∞ , constitue une situation relativement facile à traitée. En effet,
nous démontrons que le résultat ci-dessus pour m = 0 résulte du théorème 4.4 dont la preuve est une
conséquence de la théorie classique des séries de Fourier Bessel, (voir [11, §18], ou le paragraphe 4.1
pour un bref rappel sur cette théorie). En d’autres termes, nous avons montré que l’étude des propriétés
spectrales de ∆O∞ est équivalente à la théorie des séries de Fourier-Bessel classique.
Idée de la preuve: Nous établissons que l’étude de l’opérateur ∆O(m)
∞
est équivalente à une théorie
des séries de Fourier-Bessel généralisée que nous allons développer dans cet article.
Stratégie de la preuve: La preuve du théorème ci-dessus sera une conséquence d’une suite de résultats.
Ces derniers sont répartis en deux sections §3 et §4.
Le but de la section 3 consiste à construire explicitement une famille de vecteurs propres pour∆O(m)
∞
.
Nous commençons tout d’abord par étudier les fonctions Lm,n et les ensembles Zm,n (voir lemme 3.2).
Après, nous associons à tout λ ∈ Zm,n un élément ϕ(m)n,λ ∈ H(m) (voir 25), et nous établissons que la
1 Jn désigne la fonction de Bessel d’ordre n.
3
famille {ϕ(m)n,λ |n ∈ Z, λ ∈ Zm,n} est orthogonale par rapport à (, )L2,∞, nous déduisons alors que Zm,n est
un sous-ensemble discret de R2 (voir théorème 3.3). Le résultat majeur de cette section est le théorème
suivant, dans lequel on montre que les fonctions Lm,n génèrent des vecteurs propres pour le Laplacien
∆O(m)
∞
:
Théorème 0.5 (voir théorème 3.4). Soit m ∈ N, on a pour tout n ∈ Z, λ ∈ Zm,n et k ∈ {0, 1, . . . ,m}:(
1⊗ zk,∆O(m)
∞
ξ
)
L2,∞
= 0,
(
ϕ
(m)
n,λ ,∆O(m)
∞
ξ
)
L2,∞
=
λ2
4
(
ϕ
(m)
n,λ , ξ
)
L2,∞
,
et (
ϕ(m)
−n+m,λ
,∆O(m)
∞
ξ
)
L2,∞
=
λ2
4
(
ϕ(m)
−n+m,λ
, ξ
)
L2,∞
,
pour tout ξ ∈ A(0,0)(P1,O(m)). En particulier,{
0
}⋃{λ2
4
∣∣∣∃n ∈ N, λ ∈ Zm,n} ⊂ Spec(∆O(m)
∞
).
Nous terminons cette section par une formule reliant la norme L2 de ϕ(m)n,λ et la dérivée de Lm,n en λ
(voir théorème 3.5). Ce résultat est crucial pour la suite (voir page 31).
La section 4 constitue le noyau de ce travail, à savoir que l’opérateur∆O(m)
∞
admet un spectre discret,
positif et infini, et qu’il est complétment déterminé par les ensembles Zm,n, n ∈ Z. Plus concrétement,
nous étabissons dans cette section le théorème:
Théorème 0.6 (cf. Théorème 4.1). Pour tout m ∈ N, ∆O(m)
∞
admet un spectre discret, positif et infini,
et on a
Spec(∆O(m)
∞
) =
{
0
}⋃{λ2
4
∣∣∣ ∃n ∈ N, λ ∈ Zm,n},
En plus, on a
1. Lorsque m est pair, alors la multiplicité de λ
2
4 est égale à 2 si λ ∈ Zm,n si n ≥ m + 1 ou 0 ≤ n ≤
m
2 − 1, et de multiplicité 1 si λ ∈ Zm,m2 .
2. Si m est impair, alors λ
2
4 est de multiplicité 2 si n ≥ m+ 1, et vaut 1 si 0 ≤ n ≤ m.
Ce théorm`e sera une conséquence du résultat suivant:
Théorème 0.7 (voir théorème 4.2).{
1⊗ 1, 1⊗ z, . . . , 1⊗ zm
}⋃{
ϕ
(m)
ν,λ
∣∣∣ ν ∈ Z, λ ∈ Zm,ν}, (2)
est une base hilbertienne pour H(m).
2Notons que lorsque m = 0, on a Z0,n = {λ ∈ C|Jn(λ)J ′n(λ) = 0}. Il est bien connu que les zéros des fonctions de Bessel
d’ordre entier et leurs dérivées sont réels. Notre résultat 3.3 4. peut être vu comme une généralisation: Les zéros de Lm,n
sont réels.
4
Ce théorème affirme que les vecteurs propres calculés théorème 3.4 sont les uniques vecteurs propres
possibles. Le théorème 4.4 traite le cas m = 0, nous montrons qu’il découle de la théorie classique des
séries de Fourier-Bessel.
La théorie des séries de Fourier-Bessel généralisée Dans §4.2, nous développons une
théorie des séries de Fourier-Bessel généralisée qui étend la théorie classique. Comme application, nous
établissons les résultats cités plus haut.
Soit E le sous-espace vectoriel des fonctions complexes sur R+ défini comme suit: f ∈ E si les fonctions
suivantes x ∈ [0, 1] 7→ f(x) et x ∈]0, 1] 7→ f( 1
x
) sont continues et bornées. Soit m ∈ N. On munit E de la
norme scalaire ‖ · ‖m suivante:
‖f‖2m :=
∫ 1
0
|f(x)|2xdx +
∫ ∞
1
|f(x)|2 dx
x3+2m
∀ f ∈ E,
et nous notons par Em la complétion de E pour cette norme. Nous montrons par exemple que E0 est
isométrique à L2([0, 1]) ⊕ L2([0, 1]) 3 (Cet espace joue un rÃ´le important dans la théorie des séries
de Fourier-Bessel) et que la suite (Em)m∈N forme une suite strictement croissante pour l’inclusion (voir
proposition 4.8). Nous expliquons dans 4.9, le lien entre Em et H(m).
Nous établissons que pour tout m ∈ N, il existe une théorie des séries de Fourier-Bessel généralisée
sur Em. Par définition, la théorie classique des séries de Fourier-Bessel est associée à E0 (voir la remarque
4.11). Avec les notations de §4.2, le théorème 4.10 établit l’existence d’une telle théorie:
Théorème 0.8 (voir théorème 4.10). La famille suivante:{
ϕ
(m)
ν,k | k ∈ N
} (
resp.
{
1, x, . . . , xm
} ∪ {ϕ(m)ν,k | k ∈ N}),
est une base hilbertienne dans Em lorsque ν ≤ −1 ou ν ≥ m+ 1 (resp. si ν ∈ {0, 1, . . . ,m}).
La preuve de ce résultat suit la démarche dans [11, §18], dont un aperçu est donné au §4.1. Nous
adaptons les techniques de la théorie des séries de Fourier-Bessel (voir [11, §.18]) à notre situation, par
exemple, les fonctions Lm,n joueront ici le rÃ´le des fonctions de Bessel.
En utilisant le lien existant entre Em et H(m) (remarque 4.9), nous déduisons le théorème 4.2 et par
suite le théorème 4.1.
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1 Rappel sur la théorie classique du Laplacien
Dans cette section, on rappelle quelques éléments de la théorie classique des opérateurs Laplaciens (voir
[2]).
Soit (X,hX) une variété kählérienne compacte de dimension n et E := (E, hE) un fibré hermitien muni
d’une métrique de classe C∞ surX . Pour p, q = 0, 1, . . . , n, on note par Ω(p,q)(X,E) (resp. A(p,q)(X,E)) le
fibré vectoriel des (p, q)−formes de classe C∞ à coefficients dans E (resp. l’espace des sections globales de
Ω(p,q)(X,E)). La métrique de hX sur T (1,0)X induit par dualité une métrique hermitienne Ω(1,0)X et par
conjugaison une métrique sur Ω(0,1)(X). En prenant les différents produits extérieurs de cette métrique
et en les tensorisant avec la métrique de E, on construit un produit hermitien ponctuel
(
s(x), t(x)
)
pour deux sections s et t de A(0,q)(X,E) = A(0,q)(X) ⊗C∞(X) A(0,0)(X,E). Soit ω0 la forme de Kähler
normalisée, donnée dans chaque carte locale (zα) sur X par
ω0 =
i
2pi
∑
α,β
h
( ∂
∂zα
,
∂
∂zβ
)
dzα ∧ dzβ.
Le produit scalaire L2 de deux sections s, t ∈ A(0,q)(X,E) est défini par la formule suivante:
(s, t)L2 =
∫
X
(s(x), t(x))
ωn0
n!
. (3)
On dispose du complexe suivant appelé complexe de Dolbeault:
0 −→ A(0,0)(X,E) ∂
0
E−→ A(0,1)(X,E) ∂
1
E−→ . . . ∂
n−1
E−→ A(0,n)(X,E) −→ 0.
L’opérateur de Cauchy-Riemann ∂E , admet un adjoint formel pour la métrique L2, c’est à dire un
opérateur
∂
∗
E : A
(0,q+1)(X,E) −→ A(0,q)(X,E)
qui vérifie
(s, ∂
∗
Et)L2 = (∂Es, t)L2
pour tout s ∈ A(0,q)(X,E) et t ∈ A(0,q+1)(X,E).
Pour q = 0, . . . , n, l’opérateur
∆q
E
= ∂
q−1
E ∂
q∗
E + ∂
q+1∗
E ∂
q
E , (4)
agissant sur A(0,q)(X,E) est appelé l’opérateur Laplacien. On sait (voir par exemple [2], [10]) que ∆q
E
est
un opérateur positif, autoadjoint et qu’il admet un spectre positif, discret et infini. En plus, les vecteurs
propres associés sont dans A0,q(X,E).
2 Le Laplacien canonique
Dans ce paragraphe nous introduisons la notion du Laplacien canonique associé à des métriques canon-
iques sur P1. Nous montrerons qu’il admet une extension maximale autoadjointe, ce résultat sera une
combinaison des théorèmes 3.4, 4.2 et le lemme 5.3. Cette notion étend celle du Laplacien associé aux
métriques de classe C∞.
6
Soit (P1, ω∞) l’espace projectif complexe de dimensionn 1, muni de la forme Kähler suivante ω∞
donnée sur C par:
ω∞ =
i
2pi
dz ∧ dz
max(1, |z|2)2 .
C’est la métrique induite par la métrique canonique de O(2) via l’isomorphisme TP1 ≃ O(2). On
l’appellera la forme de Kähler canonique de P1. On note par O(m)∞ = (O(m), hO(m)
∞
) muni de sa
métrique canonique.
Cette donnée induit un produit hermitien L2∞ sur A
(0,0)(P1,O(m)) définie comme suit:(
ξ, ξ′
)
L2,∞
=
∫
P1
h
O(m)
∞
(ξ, ξ′)ω∞,
pour tous ξ, ξ′ ∈ A(0,0)(P1,O(m)). On note par H(m) le completé de A(0,0)(P1,O(m)) par rapport à ce
produit hermitien.
Nous allons définir un opérateur linéaire ∆O(m)
∞
défini sur A(0,0)(P1,O(m)) à valeurs dans H(m)
associé aux métriques canoniques, et qui étend la notion classique du Laplacien.
Soit ξ ∈ A(0,0)(P1,O(m)). Comme O(m) est engendré par ses sections globales, et par une partition
de l’unité, alors ξ peut s’écrire comme une combinaison linéaire d’éléments de la forme f ⊗ zk où f ∈
A(0,0)(P1) et zk est le polynôme monomial de degré k ≤ m. On commence d’abord par poser ∆O(m)
∞
(f⊗
zk), la fonction à coefficients dans O(m) définie sur P1 \ S1 comme suit:
∆O(m)
∞
(f ⊗ zk) = −h
TP1∞
( ∂
∂z
,
∂
∂z
)−1
h
O(m)∞
(
zk, zk
)−1 ∂
∂z
(
h
O(m)∞
(zk, zk)
∂f
∂z
)
⊗ zk45 (5)
On étend par linéarité cette définition à tout élément de A(0,0)(P1,O(m)).
Cet élément représente un élément de H(m). En d’autres termes, ∆O(m)
∞
(f ⊗ zk) ∈ H(m). En effet,
on a∥∥∆O(m)
∞
(f ⊗ zk)∥∥2
L2,∞
=
i
2pi
∫
P1\S1
h
TP1∞
( ∂
∂z
,
∂
∂z
)−1
h
O(m)∞
(
zk, zk
)−1∣∣∣ ∂
∂z
(
h
O(m)∞
(zk, zk)
∂f
∂z
)∣∣∣2dz ∧ dz
=
i
2pi
∫
P1\S1
max(1, |z|4)max(|z|−2k, |z|2m−2k)
∣∣∣ ∂
∂z
( |z|2k
max(1, |z|2m)
∂f
∂z
)∣∣∣2dz ∧ dz
=
i
2pi
∫
|z|<1
|z|−2k
∣∣∣ ∂
∂z
(
|z|2k ∂f
∂z
)∣∣∣2dz ∧ dz
+
i
2pi
∫
|z|>1
|z|4+2m−2k
∣∣∣ ∂
∂z
(
|z|2k−2m ∂f
∂z
)∣∣∣2dz ∧ dz,
donc,∥∥∆O(m)
∞
(f⊗zk)∥∥2
L2,∞
=
i
2pi
∫
|z|<1
|z|−2k
∣∣∣ ∂
∂z
(
|z|2k ∂f
∂z
)∣∣∣2dz∧dz+ i
2pi
∫
|z|>1
|z|4+2m−2k
∣∣∣ ∂
∂z
(
|z|2k−2m ∂f
∂z
)∣∣∣2dz∧dz,
(6)
et puisque f est A(0,0)(P1), alors on vérifie que
∣∣∣ ∂∂z(|z|2k ∂f∂z)∣∣∣2 = O(|z|2k−1) au voisinage de z = 0, donc∫
|z|<1
|z|−2k
∣∣∣ ∂
∂z
(
|z|2k ∂f
∂z
)∣∣∣2dz ∧ dz ≤ i
2pi
∫
|z|<1
O(|z|−1)dz ∧ dz <∞,
4Notons que h
O(m)
∞
(zk, zk)(z) = |z|
2k
max(1,|z|)2m
, ∀z ∈ C, donc C∞ par morceaux et ses dérivées sont bornées localement.
5Lorsque les métriques sont de classe C∞ alors on vérifie que le Laplacien (voir 4) possède la même expression locale.
7
En faisant le changement de variables y = 1
z
dans la deuxième intégrale, on conclut avec le même
raisonnement que
i
2pi
∫
|z|>1
|z|4+2m−2k
∣∣∣ ∂
∂z
(
|z|2k−2m ∂f
∂z
)∣∣∣2dz ∧ dz <∞.
Donc,
∆O(m)
∞
(f ⊗ zk) ∈ H(m) ∀ f ∈ A(0,0)(P1), ∀ k = 0, . . . ,m. (7)
Si l’on considère g ∈ A(0,0)(P1) et l ∈ {0, 1, . . . ,m}. On a,
(f ⊗ zk,∆O(m)
∞
(g ⊗ zl))L2,∞ =
∫
P1
hO(m)
∞
(zl, zl)−1hO(m)
∞
(zk, zl)f
∂
∂z
(
h
O(m)∞
(zl, zl)
∂g
∂z
)
ω∞
=
i
2pi
∫
|z|≤1
zk
zl
f
∂
∂z
(
|z|2l ∂g
∂z
)
dz ∧ z + i
2pi
∫
|z|≥1
zk
zl
f
∂
∂z
( |z|2l
|z|2m
∂g
∂z
)dz ∧ z
|z|4
=
i
2pi
∫
|z|≤1
f
∂
∂z
(
zkzl
∂g
∂z
)
dz ∧ z + i
2pi
∫
|z|≥1
f
∂
∂z
( zkzl
|z|2m
∂g
∂z
)dz ∧ z
|z|4 .
En utilisant la formule de Stokes, on peut déduire que
(f⊗zk,∆
O(m)
∞
(g⊗zl))L2,∞ = i
2pi
∫
|z|≤1
zkzl
∂f
∂z
∂g
∂z
dz∧z+ i
2pi
∫
|z|≥1
zkzl
|z|2m
∂f
∂z
∂g
∂z
dz ∧ z
|z|4 =
∫
P1
h
O(m)
∞
(
∂f
∂z
zk,
∂g
∂z
zl)ω∞.
(8)
Par conséquent,
(f ⊗ zk,∆O(m)
∞
(g ⊗ zl))L2,∞ = (∆O(m)
∞
(f ⊗ zk), g ⊗ zl)L2,∞. (9)
Définition-Proposition 2.1. On a ∆O(m)
∞
: A(0,0)(P1,O(m)) −→ H(m) est un opérateur linéaire, on
l’appelle le Laplacien canonique associé à ω∞ et à hO(m)
∞
. Soient ξ, η ∈ A(0,0)(P1,O(m)), on a:
1.
ker∆O(m)
∞
= H0(P1,O(m)).
2. (
ξ,∆O(m)
∞
η
)
L2,∞
=
(
∆O(m)
∞
ξ, η
)
L2,∞
3. (
ξ,∆O(m)
∞
ξ
)
L2,∞
≥ 0
Proof. Soit ξ ∈ A(0,0)(P1,O(m)). Il existe f0, f1, . . . , fm ∈ A0,0(P1) tels que ξ =
∑m
k=1 fk⊗zk. On vérifie
facilement que sur P1 \ S1,
∆O(m)
∞
ξ =
m∑
k=0
∆O(m)
∞
(fk ⊗ zk).
D’après 7, on conclut que
∆O(m)
∞
ξ ∈ H(m). (10)
En utilisant 8, nous avons(
ξ,∆O(m)
∞
ξ
)
L2,∞
=
∑
0≤k,j≤m
(
fk ⊗ zk,∆O(m)
∞
(fj ⊗ zj)
)
L2,∞
=
∑
0≤k,j≤m
∫
P1
hO(m)
∞
(
∂fk
∂z
zk,
∂fj
∂z
zj)ω∞.
(11)
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1. Si ξ ∈ ker∆O(m)
∞
. Donc, par ce qui précède, et par continuité de la métrique hO(m)
∞
:
0 =
∑
0≤k,j≤m
hO(m)
∞
(
∂fk
∂z
zk,
∂fj
∂z
zl) = hO(m)
∞
(
m∑
k=0
∂fk
∂z
zk,
m∑
k=0
∂fk
∂z
zk).
Donc,
∑m
k=0
∂fk
∂z
zk = 0 pour tout z ∈ C. Par conséquent, z 7→ ∑mk=0 fkzk est holomorphe sur C.
Comme les fonctions fk sont bornées sur P1, alors par un argument classique d’analyse complexe,
il existe a0, . . . , am des constantes telles que
∑m
k=0 fkz
k =
∑m
k=0 akz
k, ∀ z ∈ C. On vérifie que
‖ξ −∑mk=0 ak ⊗ zk‖L2,∞ = 0. On conclut que
ker∆O(m)
∞
= H0(P1,O(m)).
2. Par linéarité, cela résulte du 9.
3. C’est une conséquence immédiate de 11.
On se propose dans la suite d’établir que l’opérateur ∆O(m)
∞
admet un spectre discret, infini et
positif. Nous allons adopter la définition fonctionnelle pour parler d’un vecteur propre, c-à-d que α est
une valeur propre de ∆O(m)
∞
s’il existe ϕ ∈ H(m), tel que
(ϕ,∆O(m)
∞
ξ)L2,∞ = α(ϕ, ξ)L2,∞, ∀ ξ ∈ A0,0(P1,O(m)). (12)
On note par Spec(∆O(m)
∞
) l’ensemble des valeurs propres.
Théorème 2.2. Pour tout m ∈ N, l’opérateur ∆O(m)
∞
admet une extension maximale auto-adjointe et
positive. Si l’on note par Dom(∆O(m)
∞
) le domaine de ∆O(m)
∞
, alors
Dom(∆
O(m)
∞
) =
{
ξ ∈ H(m)|
∑
n∈Z,λ∈Zm,n
λ4
16
∣∣(ξ, ϕ(m)n,λ )∣∣2 <∞}.
Proof. Montrons que A0,0(P1,O(m)) ⊂ Dom(∆
O(m)
∞
). Soit ξ ∈ A0,0(P1,O(m)). D’après le théorème
4.2, il existe a0, . . . , am ∈ C et (an,λ)n∈Z,λ∈Zm,n une suite de nombres complexes telles que ξ =
∑m
k=0 ak(1⊗
zk) +
∑
n∈Z,λ∈Zm,n
an,λϕ
(m)
n,λ dans H(m). Or, on a montré dans 2.1, que ∆O(m)
∞
ξ ∈ H(m). Il ex-
iste alors b0, . . . , bm ∈ C et (bn,λ)n∈Z,λ∈Zm,n une suite de nombres complexes telles que ∆O(m)
∞
ξ =∑m
k=0 bk(1 ⊗ zk) +
∑
n∈Z,λ∈Zm,n
bn,λϕ
(m)
n,λ dans H(m). En utilisant le théorème 3.4, on obtient que
b0 = · · · = bm = 0 et bn,λ = λ24 an,λ pour tout n ∈ Z et λ ∈ Zm,n. Par conséquent, ξ ∈ Dom(∆O(m)
∞
).
On applique le lemme 5.3 pour conclure.
3 Sur le Spectre de ∆O(m)∞ (I)
Cette section constitue la première partie dans notre étude de l’opérateur ∆
O(m)
∞
. Nous introduisons
une famille de fonctions (Lm,n)n∈Z et nous expliquerons son lien avec l’étude de l’opérateur ∆O(m)
∞
. À
cette famille, nous associons une famille d’éléments de H(m) orthogonale pour le produit (, )L2,∞ (voir
théorème 3.3). Le résultat majeur de cette section établit que cette famille génère une partie du spectre
de ∆O(m)
∞
(théorème 3.4).
Soit m un entier positif.
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Définition 3.1. Pour tout ν ∈ Z, on considère Lm,ν, la fonction définie par:
Lm,ν(z) = −zm d
dz
(
z−mJν(z)Jν−m(z)
)
, ∀ z ∈ C,
et on pose
Zm,ν :=
{
λ ∈ C∗
∣∣∣Lm,ν(λ) = 0}6. (13)
Notons que pour m = 0, L0,ν = −2JνJ ′ν .
Soit ν ∈ Z. L’ensemble des zéros de Jν , et plus généralement ceux de Jν+HJ ′ν (avec H une constante
réelle) a été étudié de manière intense dans la littérature (voir par exemple [11]). On montre par exemple,
que ces zéros sont simples et réels, et que {r 7→ Jν(λr)| Jν (λ) = 0} forme un sysème orthogonal dans
L2([0, 1], rdr) (voir [11, §15]).
Notre but ici est d’étendre cette théorie à cette nouvelle classe de fonctions Lm,ν pour tout m ≥ 1 et
ν ∈ Z. Par exemple, on va établir que les zéros de Lm,ν sont réels et simples (voir 4. théorème 3.3 et
théorème 3.5).
Nous commenÃ§ons d’abord par étudier les propriétés de Lm,ν et de Zm,ν :
Lemme 3.2. ∀m ∈ N, ∀ ν ∈ Z, Lm,ν est une fonction analytique sur C entier qui vérifie les propriétés
suivantes:
1.
Lm,ν(z) = Jν+1(z)Jν−m(z)− Jν(z)Jν−m−1(z), ∀ z ∈ C, (14)
2.
Lm,−ν(z) = (−1)mLm,ν+m(z) ∀ z ∈ C, (15)
3.
Lm,ν(−z) = (−1)m+1Lm,ν(z) ∀ z ∈ C, (16)
4. On a pour z assez petit,
Lm,ν(z) = − z
2ν−m−1
22ν−m−1n!(n−m− 1)! + o(z
2ν−m−1) si ν ≥ m+ 1, (17)
et
Lm,ν(z) = (−1)m+ν m+ 2
(m− ν + 1)!(ν + 1)!z
m+1 + o(zm+1) si 0 ≤ ν ≤ m. (18)
En particulier, Zm,ν est un sous-ensemble infini et discret de C∗ et on a
5.
Zm,−ν = Zm,ν+m, (19)
6. Si m 6= 0,
Zm,ν ∩ {λ ∈ R| Jν−m(λ)Jν (λ) = 0} = ∅. (20)
7. Si m 6= 0
Zm,ν 6= Z0,ν .
Proof. En utilisant les relations de récurrences des fonctions de Bessel, voir appendice 5.1,
6Lorsque m = 0, on a Z0,ν est formé par les zéros de Jν et ceux de J ′ν .
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1. nous montrons que pour tout z ∈ C∗:
d
dz
(
z−mJν(z)Jν−m(z)
)
=
d
dz
(
z−νJν(z)z
ν−mJν−m(z)
)
=
d
dz
(z−νJν(z))z
ν−mJν−m(z) + z
−νJν(z)
d
dz
(zν−mJν−m(z))
= −z−νJν+1(z)zν−mJν−m(z) + z−νJν(z)zν−mJν−m−1(z) par 67 et 68
= −z−mJν+1(z)Jν−m(z) + z−mJν(z)Jν−m−1(z).
Par suite,
Lm,ν(z) = Jν+1(z)Jν−m(z)− Jν(z)Jν−m−1(z), ∀ z ∈ C, ∀ ν ∈ Z.
2. De cette identité, nous déduisons que pour tout z ∈ C et ν ∈ Z:
Lm,−ν(z) = J(−ν)+1(z)J(−ν)−m(z)− J(−ν)(z)J(−ν)−m−1(z)
= (−1)m+1Jn−1(z)Jν+m(z)− (−1)m+1Jν(z)Jν+m+1(z) car J−p = (−1)pJp
= (−1)m
(
J(ν+m)+1(z)J(ν+m)−m(z)− J(ν+m)(z)J(ν+m)−m−1(z)
)
= (−1)mLm,ν+m(z).
3. Comme Jp(−z) = (−1)pJp(z), ∀ z ∈ C et ∀p ∈ N, alors la fonction z(∈ C∗) 7→ z−mJν(z)Jν−m(z)
est paire. On en déduit que
Lm,ν(−z) = (−1)m+1Lm,ν(z) ∀ z ∈ C, ∀ ν ∈ Z.
4. Evaluons maintenant l’ordre de Lm,ν en z = 0 en fonction de ν ∈ N. D’après l’appendice 5.1, on a
lorsque p ≥ 0,Jp(z) = 12pp!zp + o(zp) pour tout z assez petit.
(a) Si ν ≥ m + 1. On peut écrire, en utilisant les identités précédentes et le développement
ci-dessus, que pour tout z assez petit:
Lm,ν(z) = Jν+1(z)Jν−m(z)− Jν(z)Jν−(m+1)(z)
=
z2ν−m+1
22ν−m+1(ν + 1)!(ν −m)! −
z2ν−m−1
22ν−m−1ν!(ν −m− 1)! + o(z
2ν−m−1)
= − z
2ν−m−1
22ν−m−1ν!(ν −m− 1)! + o(z
2ν−m−1).
(b) Si 0 ≤ ν ≤ m. Comme Lm,ν(z) = Jν+1(z)Jν−m(z) − Jν(z)Jν−m−1(z), et puisque J−p =
(−1)pJp alors pour tout z ∈ C et en particulier pour z assez petit, nous avons:
Lm,ν(z) = (−1)m−nJν+1(z)Jm−n(z)− (−1)m+1−nJν(z)Jm+1−n(z)
= (−1)m−n(Jν(z)Jm+1−n(z)− Jν+1(z)Jm−n(z))
= (−1)m+ν
( zm+1
2m+1n!(m+ 2− ν)! +
zm+1
2m+1(ν + 1)!(m+ 1− ν)! + o(z
m+1)
)
= (−1)m+ν m+ 2
(m− ν + 1)!(ν + 1)!z
m+1 + o(zm+1).
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Nous déduisons que dans tous les cas, Lm,ν est une fonction analytique avec un zéro d’ordre au
moins m + 1 en z = 0. Donc Zm,ν est discret et non vide. On sait que les fonctions de Bessel
d’ordre supérieur à 12 ont une infinité de zéros et qui sont en plus tous réels, voir par exemple [11,
§15]. Nous pouvons donc affirmer à l’aide du théorème de accroissements finis, que la fonction
z 7→ d
dz
(z−mJν(z)Jν−m(z)) restreinte à R∗, s’annule entre deux zéros de Jν (resp. de Jν−m). On
conclut que Zm,ν est un sous-ensemble discret et infini de C∗.
5. Le point (5.) se déduit du (2.).
6. Montrons par l’absurde que
Zm,ν ∩ {λ ∈ C| Jν−m(λ) = 0} = ∅.
Rappelons que {λ ∈ C| Jν−m(λ) = 0} = {λ ∈ R| Jν−m(λ) = 0}, puisque les zéros de Jp sont réels
lorsque |p| ∈ N). Soit λ un élément de Zm,ν ∩ {λ ∈ C| Jν−m(λ) = 0}, alors on obtient:
0 = Lm,ν(λ) = Jν+1(λ)Jν−m(λ)− Jν(λ)Jν−m−1(λ) = −Jν(λ)Jν−m−1(λ),
donc,
Jν(λ)Jν−m−1(λ) = 0.
D’après [11, §15.22], deux fonction de {Jν−m−1, Jν−m, Jν}7 n’ont pas de zéros non nuls communs,
lorsque ν > −1. Donc on a nécessairement
Jν(λ) = 0.
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Montrons que cela est impossible, pour cela on va montrer que si ν > 1 alors les dérivées supérieures
de Jν s’écrivent en fonction de Jν et J ′ν , plus précisément on montre facilement par récurrence que
pour tout k ≥ 1, il existe Pk et Qk deux fractions rationnelles avec au plus un pÃ´le en zéro, telles
que
J (k)ν (z) = Pk(z)Jν(z) +Qk(z)J
′
ν(z), ∀ z ∈ C \ {0}. (21)
Pour k = 1, l’égalité précédente est triviale. Si k = 2, c’est une conséquence immédiate de l’équation
de Bessel cf. 66 et on a P2(z) = −
(
1− ν2
z2
)
et Q2(z) = − 1z .
On sait que
d
dz
(
z−νJν(z)
)
= −z−νJν+1(z), ∀ z ∈ C \ {0},
donc
d
dz
(
z−1
d
dz
(
z−νJν(z)
))
=
d
dz
(
z−(ν+1)Jν+1(z)
)
= z−ν−1Jν+2(z),
et on montre par récurrence que
d
dz
(
z−1
d
dz
(
z−1
d
dz
· · ·
(
z−1
d
dz
(
z−νJν(z)
))
= (−1)kz−ν−k+1Jν+k(z).
Alors, il existe des fonctions rationnelles R0, . . . , Rk, ayant un éventuel pÃ´le en z = 0, telles que:
Jν+k(z) =
k∑
j=0
Rj(z)J
(j)
ν (z) ∀ z ∈ C∗.
7Comme on a supposé que m ≥ 1, alors cet ensemble est de cardinal 3
8Notons que |ν −m − 1| ∈ N, donc on peut supposer que ν −m − 1 ≥ −1. l’autre cas se traite de la même manière en
utilisant la formule J−p = (−1)pJp.
12
De cette égalité et par 21, on déduit l’existence deux fractions rationnelles P et Q avec un éventuel
pÃ´le en z = 0 telles que:
Jν+k(z) = P (z)Jν(z) +Q(z)J
′
ν(z) ∀ z ∈ C∗.
Donc si l’on prend ν = ν −m et k = m, on obtient:
P (z)Jν−m(z) +Q(z)J
′
ν−m(z) = Jν(z), ∀ z 6= 0.
Or on sait (par hypothèse) que Jν−m(λ) = 0 et Jν(λ) = 0 donc
J ′ν−m(λ) = 0,
ce qui impossible car les zéros non nuls des fonctions de Bessel sont simples.
Or, Zm,−ν+m = Zm,ν d’après 19, et comme J−ν = Jν , on conclut que
Zm,ν ∩ {λ ∈ R| Jν−m(λ)Jν (λ) = 0} = ∅.
7. Cela découle directement du (6.).
Dans la suite, on construit à partir de la famille (Zm,n)n∈Z une famille
{
ϕn,λ
∣∣n ∈ Z, λ ∈ Zm,n}
d’éléments de H(m) orthogonale pour le produit L2∞. Soient n ∈ Z et λ ∈ Zm,n. On considère f (m)n,λ , la
fonction définie sur R+ × R comme suit:
1. Si m ≥ 1, on pose:
f
(m)
n,λ (r, θ) :=
{
Jn(λr)e
inθ si r ∈ [0, 1[, θ ∈ R,
Jn(λ)
Jn−m(λ)
rmJn−m(
λ
r
)einθ si r ∈]1,∞[, θ ∈ R, (22)
(Notons que cette fonction est bien définie au voisinage 0, puisque on a J|n−m|(x) = O(x|n−m|)
pour x assez petit (voir 65)).
2. Si m = 0, on pose:
(a) Si λ ∈ Z0,n avec J ′n(λ) = 0,
f
(0)
n,λ(r, θ) :=
{
Jn(λr)e
inθ si r ∈ [0, 1[, θ ∈ R,
Jn(
λ
r
)einθ si r ∈]1,∞[, θ ∈ R, (23)
(b) Si λ ∈ Z0,n avec Jn(λ) = 0
f
(0)
n,λ(r, θ) :=
{
−Jn(λr)einθ si r ∈ [0, 1[, θ ∈ R,
Jn(
λ
r
)einθ si r ∈]1,∞[, θ ∈ R, (24)
On vérifie que f (m)n,λ définit une fonction continue sur C, qu’on va noter par la même notation et on pose
ϕ
(m)
n,λ := f
(m)
n,λ ⊗ 1. (25)
où 1 désigne la section globale 1 de O(m).
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Théorème 3.3. ∀m ∈ N, ∀n ∈ Z, ∀λ ∈ Zm,n. On a
1.
ϕ
(m)
n,λ ∈ H(m),
2. ∥∥ϕ(m)
n,λ
∥∥2
L2,∞
=
Jn(λ)
2
2
(J ′n(λ)2
Jn(λ)2
+
J ′n−m(λ)
2
Jn−m(λ)2
)
+
Jn(λ)
2
2
(
2− (n−m)
2 + n2
λ2
)
.
3. (
ϕ(m)
n,λ
, ϕ(m)
n′,λ′
)
L2,∞
= δn,n′δλ,λ′
(
ϕ(m)
n,λ
, ϕ(m)
n,λ
)
L2,∞
, ∀n, n′ ∈ Z, ∀λ ∈ Zm,n, λ′ ∈ Zm,n′9.
4. Zm,n est un sous-ensemble discret et infini de R∗.
Proof.
1. Comme f (m)n,λ est continue sur P
1. Alors, par compacité, on peut approcher ϕ(m)n,λ uniformément par
une suite d’éléments de A0,0(P1,O(m)). On déduit que ϕ(m)n,λ ∈ H(m).
2. Soit n ∈ Z et λ ∈ Zm,n. Calculons la norme L2∞ de ϕ(m)n,λ :∥∥ϕ(m)n,λ ∥∥2L2,∞ = ∫
x∈P1
|fn,λ(x)|2hO(m)
∞
(1, 1)(x)ω∞
=
∫
R+
|fn,λ(r, θ)| 1
max(1, |r|2m)
rdr
max(1, |r|4)
=
∫ 1
0
Jn(λr)
2rdr +
Jn(λ)
2
Jn−m(λ)2
∫ ∞
1
Jn−m(
λ
r
)2
rdr
r4
=
∫ 1
0
Jn(λr)
2rdr +
Jn(λ)
2
Jn−m(λ)2
∫ 1
0
Jn−m(λr)
2rdr
=
1
2
(
J ′n(λ)
2 + (1 − n
2
λ2
)Jn(λ)
2
)
+
Jn(λ)
2
Jn−m(λ)2
(
J ′n−m(λ)
2 + (1− (n−m)
2
λ2
)Jn−m(λ)
2
)
par 70
=
Jn(λ)
2
2
(J ′n(λ)2
Jn(λ)2
+
J ′n−m(λ)
2
Jn−m(λ)2
)
+
Jn(λ)
2
2
(
2− (n−m)
2 + n2
λ2
)
.
(Notons que le dernier terme est bien défini puisque Jn−m(λ)Jn(λ) 6= 0 d’après le lemme 3.2).
3. (a) Supposons d’abord que m ≥ 1. Soient n, n′ ∈ Z, λ ∈ Zm,n et λ′ ∈ Zm,n′ . On a(
ϕ
(m)
n,λ , ϕ
(m)
n′,λ′
)
L2,∞
=
∫
P1
f (m)
n,λ
f
(m)
n′,λ′
‖1‖2∞ω∞
= δn,n′
∫
r≤1
Jn(λr)Jn(λ
′r)rdr + δn,n′
∫
r≥1
Jn(λ)Jn(λ
′)
Jn−m(λ)Jn−m(λ′)
Jn−m(
λ
r
)Jn−m(
λ′
r
)
rdr
r4
= δn,n′
∫
r≤1
Jn(λr)Jn(λ
′r)rdr + δn,n′
∫
r≤1
Jn(λ)Jn(λ
′)
Jn−m(λ)Jn−m(λ′)
Jn−m(λr)Jn−m(λr)rdr
9δ∗,∗′ par définition égale à 0 si ∗ 6= ∗′, 1 sinon.
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Si λ 6= λ′, on a d’après 69:(
ϕ
(m)
n,λ , ϕ
(m)
n′,λ′
)
L2,∞
=
1
λ′2 − λ2
(
λJn(λ
′)J ′n(λ)− λ′Jn(λ)J ′n(λ′)
)
+
1
λ′2 − λ2
Jn(λ)Jn(λ
′)
Jn−m(λ)Jn−m(λ′)
(
λJn−m(λ
′)J ′n−m(λ)− λ′Jn−m(λ)J ′n−m(λ′)
)
si λ 6= λ′
=
1
λ′2 − λ2
λJn(λ
′)
Jn−m(λ)
(
J ′n(λ)Jn−m(λ) + Jn(λ)J
′
n−m(λ)
)
− 1
λ′2 − λ2
λ′Jn(λ)
Jn−m(λ′)
(
J ′n(λ
′)Jn−m(λ
′) + Jn(λ
′)J ′n−m(λ
′)
)
=
1
λ′2 − λ2
λJn(λ
′)
Jn−m(λ)
m
λ
Jn(λ)Jn−m(λ) − 1
λ′2 − λ2
λ′Jn(λ)
Jn−m(λ′)
m
λ′
Jn(λ
′)Jn−m(λ
′)
=
mJn(λ
′)Jn(λ)
λ′2 − λ2 (1− 1)
= 0.
(On a utilisé l’égalité suivante J ′n(λ)Jn−m(λ) + Jn(λ)J
′
n−m(λ) =
m
λ
Jn(λ)Jn−m(λ) qui résulte
du fait λ ∈ Zm,n).
(b) le cas m = 0. Il suffit de traiter le cas de ϕ(0)n,λ et ϕ
(0)
n,λ′ avec Jn(λ) = 0 et J
′
n(λ
′) = 0. On a,
(
ϕ
(0)
n,λ, ϕ
(0)
n,λ′
)
L2,∞
=
∫
P1
f (0)
n,λ
f
(0)
n,λ′
‖1‖2∞ω∞
= −
∫
r≤1
Jn(λr)Jn(λ
′r)rdr +
∫
r≥1
Jn(
λ
r
)Jn(
λ′
r
)
rdr
r4
= −
∫
r≤1
Jn(λr)Jn(λ
′r)rdr +
∫
r≤1
Jn(λr)Jn(λr)rdr
= 0.
4. On a déjà montré que Zm,n est discret et infini (voir lemme 3.2). Montrons que Zm,n ⊂ R. On
procède par l’absurde: Soit λ ∈ Zm,n et supposons que λ 6= λ. On a Lm,n(λ) = Lm,n(λ) = 0,
(puisque Lm,n est une fonction analytique à coefficients réels). Si l’on note par fn,λ la fonction
définie par
f
(m)
n,λ
:=
{
Jn(λr) exp(inθ) si r ≤ 1,
Jn(λ)
Jn−m(λ)
rmJn−m(
λ
r
) exp(inθ) si r > 1,
et on pose
ϕ
(m)
n,λ
:= f
(m)
n,λ
⊗ 1.
Alors on a,
(
ϕ
(m)
n,λ , ϕ
(m)
n,λ
)L2,∞ =
∫
P1
fn,λfn,λ‖1‖2∞ω∞
=
∫
r≤1
Jn(λr)Jn(λr)rdr +
∫
r≥1
Jn(λ)Jn(λ)
Jn−m(λ)Jn−m(λ)
Jn−m(
λ
r
)Jn−m(
λ
r
)
rdr
r4
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=∫
r≤1
Jn(λr)Jn(λr)rdr +
∫
r≤1
Jn(λ)Jn(λ)
Jn−m(λ)Jn−m(λ)
Jn−m(λr)Jn−m(λr)rdr
=
1
λ
2 − λ2
(
λJn(λ)J
′
n(λ)− λJn(λ)J ′n(λ)
)
+
1
λ
2 − λ2
Jn(λ)Jn(λ)
Jn−m(λ)Jn−m(λ)
(
λJn−m(λ)J
′
n−m(λ) − λJn−m(λ)J ′n−m(λ)
)
par 69
=
1
λ
2 − λ2
λJn(λ)
Jn−m(λ)
(
J ′n(λ)Jn−m(λ) + Jn(λ)J
′
n−m(λ)
)
− 1
λ
2 − λ2
λJn(λ)
Jn−m(λ)
(
J ′n(λ)Jn−m(λ) + Jn(λ)J
′
n−m(λ)
)
=
1
λ
2 − λ2
λJn(λ)
Jn−m(λ)
m
λ
Jn(λ)Jn−m(λ)− 1
λ
2 − λ2
λJn(λ)
Jn−m(λ)
m
λ
Jn(λ)Jn−m(λ)
=
mJn(λ)Jn(λ)
λ
2 − λ2
(1− 1)
= 0.
Notons que la deuxième égalité nous donne que
(
ϕ
(m)
n,λ , ϕn,λ)L2,∞ est un réel strictement positif
(puisque c’est une somme de deux intégrales positives non nulles et que λ 6= 0 par hypothèse). Cela
aboutit à une contradiction. On conclut que
λ = λ.
Dans ce théorème, nous montrons que les fonctions Lm,n génèrent des vecteurs propres pour le Lapla-
cien ∆O(m)
∞
.
Théorème 3.4. Soit m ∈ N, on a pour tout n ∈ Z, λ ∈ Zm,n et k ∈ {0, 1, . . . ,m}:(
1⊗ zk,∆O(m)
∞
ξ
)
L2,∞
= 0,
(
ϕ
(m)
n,λ ,∆O(m)
∞
ξ
)
L2,∞
=
λ2
4
(
ϕ
(m)
n,λ , ξ
)
L2,∞
,
et (
ϕ(m)
−n+m,λ
,∆O(m)
∞
ξ
)
L2,∞
=
λ2
4
(
ϕ(m)
−n+m,λ
, ξ
)
L2,∞
, 10
pour tout ξ ∈ A(0,0)(P1,O(m)) . En particulier,{
0
}⋃{λ2
4
∣∣∣∃n ∈ N, λ ∈ Zm,n} ⊂ Spec(∆O(m)
∞
).
Proof. La première assertion est une conséquence immédiate du 2.1.
10Notons que la deuxième égalité est bien définie, puisqu’on a montré dans 3.2 que Zm,n = Z−n+m.
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Notons que ϕ(m)n,λ et ϕ
(m)
−n+m,λ sont linéairement dépendants si et seulement si m est pair et que n =
m
2 .
En effet, (par définition de ϕ(m)n,λ , voir 25), ces deux vecteurs sont liés s’il existe c ∈ C tel que
Jn(λr)e
inθ = cJ−n+m(λr)e
i(−n+m)θ ,
et
Jn(λ)
Jn−m(λ)
Jn−m(λr)e
inθ = c
J−n+m(λ)
J−n(λ)
J−n(λr)e
i(−n+m)θ ∀ r ∈ [0, 1] ∀ θ ∈ R.
Donc,
Jn(λr) = (−1)m−ncJn−m(λr)ei(−2n+m)θ etJn−m(λr) = (−1)n−mcJn−m(λ)
2
Jn(λ)2
Jn(λr)e
i(−2n+m)θ ,
pour tout r ∈ [0, 1] et pour tout θ ∈ R. On déduit que m est pair et que n = m2 .
Afin de montrer que ϕ(m)n,λ est un vecteur propre, on aura besoin de l’expression locale de ∆O(m)
∞
sur
P1 \ S1. Soit f ∈ A0,0(P1) et k ∈ {0, . . . ,m}. D’après 5, on a sur {z ∈ C| |z| < 1},
∆O(m)
∞
(f ⊗ zk) = −|z|−2k ∂
∂z
(|z|2k ∂
∂z
f
)⊗ zk = −z−k ∂2
∂z∂z
(zkf)⊗ zk, (26)
et sur {|z| > 1},
∆O(m)
∞
(f ⊗ zk) = −|z|2m−2k+4 ∂
∂z
(|z|2k−2m ∂
∂z
f
)⊗ zk = − |z|4
zk−m
∂2
∂z∂z
(
f
zm−k
)⊗ zk. (27)
Fixons n ∈ Z et soit λ ∈ R∗ \ {x| Jn−m(x) = 0}. Soient c, d ∈ R deux constantes non nulles et posons
f˜n,λ la fonction sur C donnée comme suit:
f˜n,λ(r, θ) :=
{
f˜n,λ,−(r, θ) := c Jn(λr)e
inθ si r ≤ 1, θ ∈ R
f˜n,λ,+(r, θ) := d
Jn(λ)
Jn−m(λ)
rmJn−m(
λ
r
)einθ si r > 1, θ ∈ R. (28)
et on considère l’élément ϕ˜(m)n,λ défini presque partout sur P
1 par:
ϕ˜
(m)
n,λ := f˜n,λ ⊗ 1 (29)
On va montrer l’équivalence suivante:
λ ∈ Zm,n ⇔
(
ϕ˜
(m)
n,λ ,∆O(m)
∞
ξ
)
∞
=
λ2
4
(
ϕ˜
(m)
n,λ , ξ
)
∞
∀ ξ ∈ A0,0(P1,O(m))
avec
{
c = d , lorsquem ≥ 1
c = d si J ′n(λ) = 0 et c = −d siJn(λ) = 0, lorsquem = 0.
.
Pour cela, nous allons établir que pour tout n ∈ Z et tout λ ∈ R∗ \ {x| Jn−m(x) = 0}, on a:
(f˜n,λ ⊗ 1,∆O(m)
∞
(g ⊗ zl))L2,∞ = λ
2
4
(f˜n,λ ⊗ 1, g ⊗ zl)L2,∞ +
∫
|z|=1
(
f˜n,λ,+ − f˜n,λ,−
)
dc(zlg)
+
∫
|z|=1
(
dcf˜n,λ,− − dcf˜n,λ,+)zlg,
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pour tout g ∈ A0,0(P1) et l ∈ {0, 1, . . . ,m}.
On a
(f˜n,λ ⊗ 1,∆O(m)
∞
(g ⊗ zl))L2,∞ = −
∫
|z|≤1
f˜n,λz
−l ∂
2
∂z∂z
(zlg)zldz ∧ dz
−
∫
|z|≥1
f˜n,λz
m−l ∂
2
∂z∂z
(
g
zm−l
)z−mzl−mdz ∧ dz
= −
∫
|z|≤1
f˜n,λ
∂2
∂z∂z
(zlg)dz ∧ dz −
∫
|z|≥1
f˜n,λz
−m ∂
2
∂z∂z
(
g
zm−l
)dz ∧ dz.
Par la formule de Green 5.1,
−
∫
|z|≤1
f˜n,λ
∂2
∂z∂z
(zlg)dz ∧ dz = −
∫
|z|≤1
∂2
∂z∂z
(f˜n,λ,−)z
lgdz ∧ dz −
∫
|z|=1
f˜n,λ,−d
c(zlg)
+
∫
|z|=1
dc(fλ,n,−)z
lg
= −
∫
|z|≤1
∂2
∂z∂z
(f˜n,λ,−)z
lgdz ∧ dz −
∫
|z|=1
f˜n,λ,−d
c(zlg)
+
∫
|z|=1
dc(f˜n,λ,−)z
lg,
et
−
∫
|z|≥1
f˜n,λz
−m ∂
2
∂z∂z
(
g
zm−l
)dz ∧ dz =
−
∫
|z|≥1
∂2
∂z∂z
(
f˜n,λ,+
zm
)
g
zm−l
dz ∧ dz +
∫
|z|=1
f˜n,λ,+
zm
dc
( g
zm−l
)
−
∫
|z|=1
dc
( f˜n,λ,+
zm
) g
zm−l
=−
∫
|z|≥1
∂2
∂z∂z
(
f˜n,λ,+
zm
)
g
zm−l
dz ∧ dz +
∫
|z|=1
f˜n,λ,+d
c(zlg)
+
∫
|z|=1
zlgf˜n,λ,+
( 1
zm
dc(
1
zm
)− 1
zm
dc(
1
zm
)
)− ∫
|z|=1
dc(f˜n,λ,+)z
lg
=−
∫
|z|≥1
∂2
∂z∂z
(
f˜n,λ,+
zm
)
g
zm−l
dz ∧ dz +
∫
|z|=1
f˜n,λ,+d
c(zlg)−
∫
|z|=1
dc(f˜n,λ,+)z
lg
(On a utilisé le fait que dz
z
= − dz
z
sur S1).
Observons que par 26 et 27, on a sur P1 \ S1:
∆O(m)
∞
(f˜n,λ ⊗ zk) = λ
2
4
f˜n,λ ⊗ zk. (30)
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En regroupant tout cela, et après des simplifications évidentes, il vient que:
(f˜n,λ ⊗ 1,∆O(m)
∞
(g ⊗ zl))L2,∞ =
−
∫
|z|≤1
∂2
∂z∂z
(f˜n,λ,−)z
lgdz ∧ dz −
∫
|z|≥1
∂2
∂z∂z
(
f˜n,λ,+
zm
)
g
zm−l
dz ∧ dz∫
|z|=1
(
f˜n,λ,+ − f˜n,λ,−
)
dc(zlg) +
∫
|z|=1
(
dcf˜n,λ,− − dcf˜n,λ,+)zlg
=
λ2
4
∫
|z|≤1
f˜
n,λ,−
zlgdz ∧ dz + λ
2
4
∫
|z|≥1
f˜n,λ,+
zm|z|4
g
zm−l
dz ∧ dz par 30
+
∫
|z|=1
(
f˜n,λ,+ − f˜n,λ,−
)
dc(zlg) +
∫
|z|=1
(
dcf˜n,λ,− − dcf˜n,λ,+)zlg
=
λ2
4
(f˜n,λ ⊗ 1, g ⊗ zl)L2,∞ +
∫
|z|=1
(
f˜n,λ,+ − f˜n,λ,−
)
dc(zlg) +
∫
|z|=1
(
dcf˜n,λ,− − dcf˜n,λ,+)zlg.
Donc pour que λ
2
4 ∈ Spec(∆O(m)
∞
) il faut et il suffit que∫
|z|=1
(
f˜n,λ,+ − f˜n,λ,−
)
dc(zlg) +
∫
|z|=1
(
dcf˜n,λ,− − dcf˜n,λ,+)zlg = 0 ∀ g ∈ A0,0(P1), ∀ l ∈ {0, 1, . . . ,m}.
(31)
Ce qui est équivalent à:
f˜n,λ,+ = f˜n,λ,− et dc(fn,λ,−) = dc(fn,λ,+) sur S1.11 (32)
Pour simplifier les notations on pose
ψ−(r) = cJn(λr) et ψ+(r) = d
Jn(λ)
Jn−m(λ)
rmJn−m(
λ
r
).
Donc, f˜n,λ,−(z) = ψ−(|z|)( z|z| )n lorsque |z| ≤ 1 et f˜n,λ,+(z) = ψ+(|z|)( z|z|)n si |z| ≥ 1.
1. Soit 0 < |z| ≤ 1. Par un simple calcul, on a ∂f˜n,λ,−
∂z
(z) = ∂
∂z
((
z
|z|
)n)
ψ−(|z|) +
(
z
|z|
)n z
2|z|
∂ψ−
∂r
(|z|) et
∂f˜n,λ,−
∂z
(z) = ∂
∂z
((
z
|z|
)n−k)
ψ−(|z|) +
(
z
|z|
)n−k z
2|z|
∂ψ−
∂r
(|z|). Sur S1, on a alors
dcfn,λ,− = nψ−(1)e
i(n−1)θdθ +
∂ψ−
∂r
(1)einθdθ. (33)
Par un calcul semblable au précédent, on obtient sur S1:
dcfn,λ,+ = nψ+(1)e
i(n−1)θdθ +
∂ψ+
∂r
(1)einθdθ (34)
Donc 32 est équivalente à:
ψ−(1) = ψ+(1) et
∂ψ−
∂r
(1) =
∂ψ+
∂r
(1). (35)
11Notons que l’équation 31 peut s’écrire sous la forme suivante
∫
S1
φ0d
cφ−φdcφ0 = 0 où φ0 = f˜n,λ,+− f˜n,λ,− et φ = zlg.
Le fait que λ
2
4
∈ Spec(∆
O(m)
∞
) revient à établir que la fonction nulle est l’unique fonction sur S1, solution de l’équation
fonctionnelle
∫
S1
φ0d
cφ − φdcφ0 = 0 pour toute fonction φ de classe C∞ au voisinage de S1. Ce qui est le cas, en effet, il
suffit de considérer la fonction |z|φ, ce qui nous donne
∫
S1
φ0φd
c|z| = 0 pour tout φ.
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On a ∂ψ+
∂r
(1) = d Jn(λ)
Jn−m(λ)
d
dr
(rm−kJn−m(
λ
r
))|r=1 = dmJn(λ) − dλ
J′n−m(λ)
Jn−m(λ)
Jn(λ),
∂ψ−
∂r
(1) = cλJ ′n(λ)
et cJn(λ) = dJn(λ). Par suite, 35 devient:
(c− d)Jn(λ) = 0 et dmJn(λ) − dλJ
′
n−m(λ)
Jn−m(λ)
Jn(λ) = cλJ
′
n(λ).
(a) Si m ≥ 1, on en déduit que c = d (En effet, si Jn(λ) = 0, l’équation ci-dessus donne que
J ′n(λ) = 0. Ce qui est impossible) par suite λ ∈ Zm,n.
(b) Si m = 0, alors λ ∈ Z0,n avec c = d si λ vérifie J ′n(λ) = 0, et c = −d si J − n(λ) = 0.
On a donc montré que λ ∈ Zm,n si et seulement si(
ϕ
(m)
n,λ ,∆O(m)
∞
ξ
)
L2,∞
=
λ2
4
(
ϕ
(m)
n,λ , ξ
)
L2,∞
∀ ξ ∈ A0,0(P1,O(m)).
Si l’on remplace n par −n+m, alors la dernière assertion devient: λ ∈ Zm,−n+m si et seulement si(
ϕ
(m)
−n+m,λ,∆O(m)
∞
ξ
)
L2,∞
=
λ2
4
(
ϕ
(m)
−n+m,λ, ξ
)
L2,∞
∀ ξ ∈ A0,0(P1,O(m)).
Or Zm,−n+m = Zm,n (voir 19). Cela complète la preuve du théorème.
Le théorème suivant sera utilisé de manière crucial dans l’étude du spectre du Laplacien ∆O(m)
∞
:
Théorème 3.5. Soit ν ∈ Z et λ ∈ Zm,ν . On a
L′m,ν(λ) = 2
Jν−m(λ)
Jν(λ)
(
ϕ(m)
ν,λ
, ϕ(m)
ν,λ
)
L2,∞
,
en particulier λ est un zéro simple de Lm,ν .
Proof. Notons par Km,ν la fonction définie sur C∗ comme suit:
Km,ν(z) =
d
dz
(
z−mJν−m(z)Jν(z)
)
.
On a K ′m,ν(z) = m(m+1)z
−m−2Jν−m(z)Jν(z)− 2mz−m−1 ddz
(
Jν−m(z)Jν(z)
)
+ z−m d
2
dz2
(
Jν−m(z)Jν(z)
)
.
Sachant que Jν vérifie J ′′ν (z) +
1
z
J ′ν(z) + (1 − ν
2
z2
)Jν(z) = 0, ∀ z ∈ C∗, alors par un simple calcul, on a
d2
dz2
(
Jν−m(z)Jν(z)
)
= − 1
z
(
J ′ν(z)Jν−m(z)+J
′
ν−m(z)Jν(z)
)−(2− (ν−m)2+ν2
z2
)
Jν−m(z)Jν(z)+2J
′
ν(z)J
′
ν−m(z).
En remplaÃ§ant dans l’expression de K ′m,ν , on obtient:
K ′m,ν(z) = z
−m−2
((
2m2 + 2(ν −m)2 + (2(ν −m) + 1)m− 2z2)Jν−m(z)Jν(z)
− (2m+ 1)zJ ′ν(z)Jν−m(z)− (2m+ 1)zJν(z)J ′ν−m(z) + 2z2J ′ν−m(z)J ′ν(z)
)
∀ z ∈ C∗.
(36)
Si l’on considère λ ∈ Zm,ν (c-à-d ddz (z−mJν(z)Jν−m(z)) = 0). Cela donne les deux identités suivantes:
λ
(
Jν−m(λ)J
′
n(λ) + Jν(λ)J
′
ν−m(λ)
)
= mJν(λ)Jν−m(λ), (37)
et
J ′ν(λ)
2
Jν(λ)2
+
J ′ν−m(λ)
2
Jν−m(λ)2
+ 2
J ′ν(λ)J
′
ν−m(λ)
Jν(λ)Jν−m(λ)
=
(
J ′ν(λ)
Jν(λ)
+
J ′ν−m(λ)
Jν−m(λ)
)2
=
m2
λ2
12 (38)
12Rappelons que Jν(λ)Jν−m(λ) 6= 0 lorsque λ ∈ Zm,n (voir 20).
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En utilisant 37, la formule 36 devient:
K ′m,ν(λ) = λ
−m−2
(
2
(
(ν −m)ν − λ2)Jν−m(λ)Jν(λ) + 2λ2J ′ν−m(λ)J ′ν(λ)). (39)
De 37 on en tire: Ce qui nous permet d’écrire que
K ′m,ν(λ) = λ
−m−2
(
2
(
(ν −m)ν − λ2)Jν−m(λ)Jν(λ) + 2λ2J ′ν−m(λ)J ′ν(λ))
= λ−mJν−m(λ)Jν(λ)
(
2
((ν −m)2 + (ν −m)m
λ2
− 1
)
+ 2
J ′ν(λ)J
′
ν−m(λ)
Jν(λ)Jν−m(λ)
)
= λ−mJν−m(λ)Jν(λ)
(
2
((ν −m)2 + (ν −m)m
λ2
− 1
)
+
m2
λ2
− J
′
ν(λ)
2
Jν(λ)2
− J
′
ν−m(λ)
2
Jν−m(λ)2
)
par 38
= λ−mJν−m(λ)Jν(λ)
(
−J
′
ν(λ)
2
Jν(λ)2
− J
′
ν−m(λ)
2
Jν−m(λ)2
+
( (ν −m)2 + ν2
λ2
− 2
))
Or on a déjà montré que (voir théorème 3.3):
(
ϕ
(m)
ν,λ , ϕ
(m)
ν,λ )L2,∞ =
Jν(λ)
2
2
(J ′ν(λ)2
Jν(λ)2
+
J ′ν−m(λ)
2
Jν−m(λ)2
)
+
Jν(λ)
2
2
(
2− (ν −m)
2 + ν2
λ2
)
.
Donc,
K ′m,ν(λ) = −2λ−m
Jν−m(λ)
Jν(λ)
(
ϕ
(m)
ν,λ , ϕ
(m)
ν,λ )L2,∞.
Par suite,
L′m,ν(λ) = −mλm−1Km,ν(λ)− λmK ′m,ν(λ) = −λmK ′m,ν(λ) = 2
Jν−m(λ)
Jν(λ)
(
ϕ
(m)
ν,λ , ϕ
(m)
ν,λ )L2,∞.
Montrons maintenant que λ est un zéro simple de Lm,ν. Cela découle du 20 et de la formule précédente.
4 Sur le Spectre de ∆O(m)∞ (II)
Dans ce paragraphe on se propose de prouver que les valeurs propres de∆O(m)
∞
calculées dans le théorème
3.4 sont les uniques valeurs propres possibles, en d’autres termes, on a:
Théorème 4.1. Pour tout m ∈ N, ∆O(m)
∞
admet un spectre discret, positif et infini, et on a
Spec(∆
O(m)
∞
) =
{
0
}⋃{λ2
4
∣∣∣ ∃ν ∈ N, λ ∈ Zm,ν}, (40)
En plus, on a
1. Lorsque m est pair, alors la multiplicité de λ
2
4 est égale à 2 si λ ∈ Zm,n si n ≥ m + 1 ou 0 ≤ n ≤
m
2 − 1, et de multiplicité 1 si λ ∈ Zm,m2 .
2. Si m est impair, alors λ
2
4 est de multiplicité 2 si n ≥ m+ 1, et vaut 1 si 0 ≤ n ≤ m.
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Dans le théorème 3.4, nous avons associé à tout élément de Zm,ν un vecteur propre non nul pour le
Laplacien ∆O(m)
∞
. Ce qui nous a permis de déduire une partie du spectre.
Afin, d’établir le théorème 2, il suffira alors d’établir le théorème suivant:
Théorème 4.2. {
1⊗ 1, 1⊗ z, . . . , 1⊗ zm
}⋃{
ϕ
(m)
ν,λ
∣∣∣ ν ∈ Z, λ ∈ Zm,ν}, (41)
est une base hilbertienne pour H(m).
Remarque 4.3. Notons que la famille
{
1⊗ 1, 1⊗ z, . . . , 1⊗ zm
}⋃{
ϕ
(m)
ν,λ
∣∣∣ ν ∈ Z, λ ∈ Zm,ν} est orthog-
onale pour le produit (, )L2,∞. En effet, nous avons établi que
{
ϕ
(m)
ν,λ
∣∣∣ ν ∈ Z, λ ∈ Zm,ν} est orthogonale
(voir théorème 3.3), il reste à établir que (1⊗ zk, ϕ(m)ν,λ )L2,∞ = 0, ∀ k ∈ {0, 1, . . . ,m}, ∀ ν ∈ Z, ∀λ ∈ Zm,ν .
D’après 3.4, (ϕ(m)ν,λ ,∆O(m)
∞
(1 ⊗ zk))L2,∞ = λ
2
4 (ϕ
(m)
ν,λ , 1 ⊗ zk)L2,∞. Or, le terme à gauche est nul (voir
proposition 2.1). On conclut en rappelant que λ 6= 0.
Nous commençons par montrer que le cas m = 0 découle de la théorie des séries de Fourier-Bessel
classique [11, §. 18] ou le paragraphe 4.1 pour un bref rappel.
Quant au cas m ≥ 1, il sera l’application d’une théorie de séries de Fourier-Bessel généralisée adaptée
que nous allons développer au paragraphe 4.2.
Le cas m = 0 est facile à traiter. En effet, on verra que l’étude du Laplacien ∆O∞ est équivalente à
deux problèmes avec conditions au bord sur le disque unité classiques:
Théorème 4.4 (le cas m = 0). {
1
}⋃{
ϕ
(0)
ν,λ | ν ∈ Z, λ ∈ Z0,ν
}
,
est une base hilbertienne pour H(0).
Proof. Soit f ∈ H(0). Supposons que:
(f, 1)L2,∞ = (f, ϕ
(0)
ν,λ)L2,∞ = 0 ∀ ν ∈ Z, ∀λ ∈ Z0,ν ,
et montrons qu’on a nécessairement f = 0 dans H(0).
Fixons ν ∈ Z. Soit λ ∈ Z0,ν , on a (voir notations 25):
(f, 1)L2,∞ =
∫ 1
0
(
fν(r) + fν(
1
r
)
)
rdr
(f, ϕ
(0)
ν,λ)L2,∞ =
∫ 1
0
(
fν(r) + fν(
1
r
)
)
Jν(λr)rdr si J ′ν(λ) = 0
(f, ϕ
(0)
ν,λ)L2,∞ =
∫ 1
0
(
fν(r)− fν(1
r
)
)
Jν(λr)rdr si Jν(λ) = 0,
(où on a posé fν(r, θ) :=
∫ 2pi
0
f(r, θ)e−iνθdθ).
Il est bien connu que la famille {1, Jν(λr))| J ′ν (λ) = 0} (resp. {Jν(λr)| Jν (λ) = 0}) forme un système
total pour l’espace des fonctions L2 sur [0, 1] vérifiant la condition de Neumann (resp. la condition de
Dirichlet), voir par exemple [12, p.381]. On déduit que
∫ 1
0 |fν(r)|2rdr =
∫ 1
0 |fν(1r )|2rdr = 0 pour tout
ν ∈ Z. On conclut que:
‖f‖L2,∞ = 0.
(on a utilisé 43, voir 4.9 pour les notations.)
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Établir le théorème 4.2 revient à montrer que pour toute fonction f sur P1 vérifiant ‖f⊗1‖L2,∞ <∞,
alors on a
f ⊗ 1 =
m∑
k=0
ak
(
1⊗ zk)+∑
ν∈Z
∑
λ∈Zm,ν
aν,λϕ
(m)
ν,λ ,
dans H(m) où ak = (f⊗1,1⊗z
k)
L2,∞
‖1⊗zk‖2
L2,∞
pour k ∈ {0, 1, . . . ,m} et aν,λ = (f⊗1,ϕ
(m)
ν,λ
⊗1)
L2,∞
‖ϕ
(m)
ν,λ
⊗1‖2
L2,∞
∀ ν ∈ Z, ∀λ ∈ Zm,ν .
Une autre manière équivalente est de montrer que 0 est l’unique élément de H(m) orthogonal à cette
famille (voir 5.2). C-à-d, si:
ak = aν,λ = 0, ∀ k ∈ {0, 1, . . . ,m}, ∀ ν ∈ Z, ∀λ ∈ Zm,ν ,
alors,
f ⊗ 1 = 0 dans H(m).
Il est naturel de commencer par étudier le terme suivant:(
f ⊗ 1, ϕ(m)ν,λ
)
L2,∞
.
Observons que
(
f ⊗ 1, ϕ(m)ν,λ
)
L2,∞
=
∫ 1
0
(∫ 2pi
0
f(r, θ)e−iνθdθ
)
Jν(λr)rdr
+
Jν(λ)
Jν−m(λ)
∫ ∞
1
(∫ 2pi
0
f(r, θ)e−iνθdθ
)
Jν−m(
λ
r
)
rdr
r4+m
=
(
eiνθfν ⊗ 1, ϕ(m)ν,λ
)
L2,∞
,
(où on a noté par fν la fonction définie presque partout par fν(r, θ) :=
∫ 2pi
0 f(r, θ)e
−iνθdθ). Cela nous
amène à fixer le paramètre ν et de montrer le résultat suivant: Si pour tout λ ∈ Zm,ν on a
(
eiνθfν ⊗
1, ϕ
(m)
ν,λ ⊗ 1
)
L2,∞
= 0 alors
fν ⊗ 1 = 0.
En effet, cela est équivalent à notre problème de départ puisque
(
fν ⊗ 1, ϕν′,λ′
)
L2,∞
= 0 si ν 6= ν′ et
qu’on dispose d’une correspondance bijective: f 7→ (fν)ν∈Z (voir 4.9 pour plus de détails).
La théorie des séries de Fourie-Bessel généralisée : Fixons ν ∈ Z. On sait que Zm,ν est
un sous-ensemble discret de R∗ (voir théorème 3.3). On ordonne
{
λ2
4 |λ ∈ Zm,ν
}
par ordre croissant,
et on note par λk le k-ème élément de cet ensemble et par ϕ
(m)
ν,k , le vecteur ϕ
(m)
ν,λ tel que λk =
λ2
4 . Au
paragraphe 4.2 nous introduisons un nouveau espace hilbertien Em. Nous expliquons dans 4.9, son lien
avecH(m) et nous établissons un résultat précis (voir théorème 4.10) généralisant ainsi la théorie classique
des séries de Fourier-Bessel. Ce théorème sera une conséquence du théorème 4.12 dont la preuve est une
adaptation de la théorie classique à notre situation.
Le théorème 4.10 va nous permettre d’obtenir 4.2 comme un corollaire. En effet, soit f une fonction
définie presque partout sur P1, avec ‖f ⊗ 1‖L2,∞ <∞. Si(
f ⊗ 1, ϕ(m)ν,λ
)
L2,∞
=
(
f ⊗ 1, 1⊗ zk)L2,∞ = 0 ∀ k ∈ {0, 1, . . . ,m}, ∀ ν ∈ Z, ∀λ ∈ Zm,ν ,
Par les notations du 4.2, en particulier 45, nous avons:
(fν ,ϕ
(m)
ν,k )m =
(
fk, x
k)m = 0 ∀ k ∈ {0, 1, . . . ,m}, ∀ ν ∈ Z, ∀λ ∈ Zm,ν ,
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Nous déduisons le théorème 4.2, en appliquant 4.10, combiné avec la remarque 4.9.
Afin de démontrer ce résultat, notre stratégie consiste à developper une théorie des séries de Fourier-
Bessel généralisée adaptée au cas m ≥ 1. Nous commençons par faire un rappel sur la théorie des séries
de Fourier-Bessel classique en suivant la présentation du [11, §. 18].
4.1 Théorie des séries Fourier-Bessel classique
Les fonctions de Bessel jouent un rÃ´le analogue à celui des fonctions trigonométriques dans la théorie
des séries de Fourier. Dans cette première partie on va rappeler la théorie des séries de Fourier-Bessel et
on énoncera le résultat principal de cette théorie à savoir une condition suffisante pour qu’une fonction f
admet un développement en série en fonctions de Bessel. On suivra la présentation faite dans [11, §18].
Soit f une fonction réelle définie sur [0, 1] et on suppose que
∫ 1
0
|f(t)|t 12 dt converge. Soit ν un réel
supérieur à 12 . On appelle série de fonctions de Bessel, la fonction qui à tout x réel associe la somme
suivante (lorsqu’elle converge):
∞∑
k=1
akJν(jkx),
où (ak)k≥1 est une suite de constantes indépendante de x et (jk)k≥1 est la suite des zéros positifs de Jν
ordonnée par ordre croissant. Si les coefficients de cette série sont données par
ak =
2
Jν+1(jk)2
∫ 1
0
f(t)Jν(jkt)tdt,
alors cette série est dite la série de Fourier-Bessel associée à f(x). Si, en plus, cette série converge vers
f(x) en tout point de l’intervalle ouvert ]0, 1[ alors on parle du développement de Fourier-Bessel de f .
On peut aussi étudier la série:
∑∞
k=1 bkJν(λkx) où λ1, λ2, λ3, . . . sont les zéros positifs non nuls de
z 7→ zJ ′ν(z) + HJν(z) appelée la série de Dini des fonctions de Bessel. Lorsque les coefficients bk sont
donnés par la formule suivante: ((λ2k − ν2) + λ2kJ ′ν(λk)2)bk = 2λ2k
∫ 1
0 f(t)Jν(λkt)tdt alors on dit que c’est
la série de Dini associée à f(x).
Remarque 4.5. Notons que Watson étudie le développement de fonctions en série de Fourier-Bessel
et affirme dans [11, p. 582] que le cas général des développements en séries de Dini se traite de la
même manière. Par analogie avec la théorie des séries de Fourier, il donne une condition suffisante pour
l’existence du développement en série de Fourier-Bessel qu’on énoncera dans la suite et on en rappellera
l’idée de la preuve.
Rappelons qu’une fonction réelle f sur un intervalle [a, b] est dite à variation bornée si:
V ba (f) := sup
σ∈S([a,b])
V (f, σ) <∞
où S([a, b]) est l’ensemble des subdivisions de [a, b] de la forme σ = (x0 = a, x1, . . . , xn = b) et
V (f, σ) =
∑n−1
i=0
∣∣f(xi+1)− f(xi)∣∣.
D’après Watson, on dispose de quatre résultats majeurs sur la théorie des séries de Fourier-Bessel, à
savoir une condition suffisante pour la convergence simple en un point intérieur de [0, 1], la convergence
uniforme sur un sous-intervalle fermé propre de ]0, 1[, le comportement de la série de Fourier-Bessel aux
voisinages de 0 (resp. de 1) et enfin l’unicité du développement en série de Fourier-Bessel. Ce dernier
point s’interprète en langage moderne en disant que les fonctions de Bessel forment une une famille totale
dans un espace hilbertien donné.
24
Rappelons donc les principaux résultats de la théorie des séries de Fourier-Bessel.
Le résultat suivant nous fournit une condition suffisante pour la convergence simple de la série de
Fourier-Bessel:
Proposition 4.6. Soit f une fonction définie sur [0, 1] et on suppose que
∫ 1
0 |f(t)|t
1
2 dt converge. Soit
ak :=
2
J2ν+1(jk)
∫ 1
0
f(t)Jν(jkt)tdt,
avec ν ≥ − 12 .
Soit x ∈]a, b[ avec 0 < a < b < 1 et que f soit à variation bornée sur [a, b]. Alors la série
∞∑
k=1
akJν(jkx),
est convergente, de somme égale à 12
(
lim
y 7→x+
f(y) + lim
y 7→x−
f(y)
)
13.
Proof. Voir [11, §18.24].
En gardant les mêmes hypothèses et si l’on suppose en plus que f est continue sur [a, b] alors on a
convergence uniforme. Précisément, on a le résultat suivant
Proposition 4.7. Si f est continue et vérifie les hypothèses de la proposition précédente, alors la série
de Fourier-Bessel associée à f converge uniformément vers f sur l’intervalle [a + δ, b − δ], où δ est un
réel positif non nul arbitraire.
Proof. Voir [11, §18.25].
Comme les sommes partielles de la série de Fourier-Bessel associée à une fonction f continue sont
nulles en x = 1. Il est donc nécessaire de supposer que limx 7→1− f(x) = 0 si l’on veut garantir la con-
vergence uniforme de la série de Fourier-Bessel au voisinage de x = 1. On montre dans [11, §18.26] que
la continuité de f sur [a, 1], avec a ≥ 0 et la condition f(1) = 0 suffissent pour assurer la convergence
uniforme sur un intervalle de la forme [a+ δ, 1] pour δ > 0.
Le dernier résultat fondamental de la théorie des séries de Fourier-Bessel exposée dans [11, §18] est
l’unicité du développement en série de Fourier-Bessel. On montre dans [11, §18.6], sous la condition de la
convergence absolue de
∫ 1
0 t
1
2 f(t)dt, que f est nulle presque partout si et seulement si tous les coefficients
de la série de Fourier-Bessel associée sont nuls.
Le point clé de la théorie des séries de Fourier-Bessel classique réside en l’étude de la suite de fonctions
suivante:
(x, t)(∈ [0, 1]2) 7−→ Tn(t, x) =
n∑
k=1
2Jν(jkx)Jν(jkt)
Jν+1(jk)2
.
Notons d’abord que:
n∑
k=1
akJν(jkx) =
∫ 1
0
f(t)Tn(t, x)tdt ∀n ∈ N≥1.
13Comme f est à variation bornée alors on peut montrer (par l’absurde) que f admet une limite à droite et à gauche de x
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Les fonction Tn jouent le même rÃ´le que
(x, t) 7→ sin
(
(n+ 12 )(x− t)
)
sin(x− t) , x 6= t
pour la théorie des séries de Fourier.
Il est commode d’exprimer Tn comme étant l’intégrale sur le contour d’un rectangle contenant seule-
ment j1, . . . , jn d’une fonction auxiliaire méromorphe dont les uniques pÃ´les sont les zéros de Jν et
ayant un comportement asymptotique adéquat. Ce dernier point nous permettra d’étudier Tn pour n
assez grand et de déduire la plupart des résultats de la théorie classique.
Nous allons rappeler quelques points techniques du [11, §18] dont le but de les adapter et les appliquer
ultérieurement à notre situation. Dans les pages pp. 583-584, pour tous 0 < t 6= x < 1, on introduit la
fonction g donnée par
g(w) =
2w
t2 − x2
(
tJν(xw)Jν+1(tw) − xJν(tw)Jν+1(xw)
)
, ∀w ∈ C,
et on montre que le résidu de w 7→ g(w)
wJν(w)2
en w = jk est égal à 2
Jν(xjk)Jν(tjk)
Jν+1(jk)2
14.
D’un autre coté, on a ∀w ∈ C:
d
dw
(
wJν(xw)Jν+1(tw)
)
=
d
dw
(
(xw)−νJν(tw)(tw)
ν+1Jν+1(tw)
) xν
tν+1
= −x
ν+1
tν+1
(xw)−νJν+1(xw)(tw)
ν+1Jν+1(tw) +
xν
tν
(xw)−νJν(xw)(tw)
ν+1Jν(tw) par 67 et 68
= −xwJν+1(xw)Jν+1(tw) + twJν(xw)Jν (tw),
et par symétrie, on en déduit que
d
dw
(
wJν(tw)Jν+1(xw)
)
= −twJν+1(tw)Jν+1(xw) + xwJν(tw)Jν (xw), ∀w ∈ C.
En regroupant tout cela on obtient:
g′(w) = 2wJν(xw)Jν (tw), ∀w ∈ C.
On conclut que le résidu de w 7→ g(w)
wJν(w)2
en jk est
2
Jν(xjk)Jν(tjk)
Jν+1(jk)2
.
On considère maintenant le rectangle de sommets iB, −iB, An + iB et An − iB où B > 0 et An est un
réel tel que jn < An < jn+1. Remarquons enfin que w 7→ g(w)wJν(w)2 est d’ordre 1 en w = 0 (on le vérifie
14On commence par noter que le résidu de w 7→ g(w)
wJν (w)2
en jk est
g′(jk)
jkJ
′2
ν (jk)
. Cela résulte du fait suivant: Si ϕ1 et ϕ2
sont deux fonctions holomorphes sur C et λ est un zéro simple de ϕ2 alors on peut montrer à l’aide d’un développement
limité convenable au voisinage de λ que
Resj
(
w 7→
ϕ1(w)
wϕ22(w)
)
=
( ϕ′1(j)
jϕ′2(j)
2
−
ϕ1(j)
ϕ′2(j)
2
(
1 + j
ϕ′′2 (j)
ϕ′2(j)
))
.
Mais on a ici Jν(j) = 0 et Jν vérifie J ′′ν (z) +
1
z
J ′ν(z) + (1−
ν2
z2
)Jν(z) = 0, donc 1 + j
J′ν(j)
J′′ν (j)
= 0.
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en utilisant 65 ). Donc par cette discussion on peut affirmer que l’intégrale de w 7→ g(w)
wJν(w)2
le long de ce
contour est égale à Tn(t, x).
La suite utilise de manière cruciale les propriétés asymptotiques des fonctions de Bessel. En fait, le
développement asymptotique des fonctions de Bessel, voir [11, §7.21], nous permet d’assurer que l’intégrale
sur les cotés inférieurs et supérieurs du rectangle s’annulent si B tends vers l’infini, aussi puisque les
intégrands sont impairs et sans singularités sur [−Bi,Bi] donc leur intégrale sur ce segment est nulle. On
conclut qu’on a
Tn(t, x) =
1
2pii
∫ An+∞i
An−∞i
g(w)
wJν(w)2
dw, ∀ 0 < x+ t < 2, x 6= t.
En utilisant les deux inégalités suivantes:∣∣Jν(θw)∣∣ ≤ c1 exp(|Im(θw)|)√|θw| , ∣∣Jν(w)∣∣ ≥ c2 exp(|Im(w)|)√|w| , (42)
(ils découlent de l’expression du développement asymptotique donnée dans [11, §7.21]), avec θ est un
réel positif non nul fixé, on déduit la plupart des inégalités énoncées dans la suite.
4.2 Théorie des séries de Fourier-Bessel généralisée
Soit m un entier positif. Soit E le sous-espace vectoriel des fonctions complexes sur R+ défini comme
suit: f ∈ E si les fonctions suivantes x ∈ [0, 1] 7→ f(x) et x ∈]0, 1] 7→ f( 1
x
) sont continues et bornées. On
munit E de la norme scalaire ‖ · ‖m suivante:
‖f‖2m :=
∫ 1
0
|f(x)|2xdx +
∫ ∞
1
|f(x)|2 dx
x3+2m
∀ f ∈ E,
et nous notons par Em la complétion de E pour cette norme. Nous avons alors les propriétés suivantes:
Proposition 4.8. On a,
1. E0 est isométrique à L2([0, 1])⊕ L2([0, 1]) 15.
2. (Em)m∈N forme une suite d’espaces hilbertiens strictement croissante pour l’inclusion.
3. Soit ν ∈ Z. On considère la fonction Pν définie presque partout sur R+ comme suit: Pν(x) = xν
pour tout x ∈ R+∗. Alors Pν ∈ Em si et seulement si ν ∈ {0, 1, . . . ,m}.
Proof. 1. On considère l’application suivante Φ : f(∈ E) 7→ Φ(f) = (f1, f2) où f1 et f2 sont deux
fonctions définies presque partout sur [0, 1] données par f1(x) = f(x) et f2(x) = f( 1x ) pour tout
x ∈]0, 1]. Φ définit alors une isométrie entre E0 et L2([0, 1])⊕2.
2. Soit m < m′ ∈ N. Donc ‖ · ‖m′ ≤ ‖ · ‖m, par conséquent Em ⊆ Em′ . Soit α un réel strictement
positif et gα l’élément de E défini par: g(x) = 0 si x ∈ [0, 1] et g(x) = x−α si x ≥ 1. En choisissant
m < α < m′, alors on vérifie gα ∈ Em′ \ Em.
3. Soit ν ∈ Z et on considère Pν , la fonction définie presque partout sur R+, par Pν(x) = xν pour
tout x 6= 0. On a ‖Pν‖2m =
∫ 1
0 x
2ν+1dx +
∫∞
1 x
2ν−3−2mdx. Cette quantité est finie si et seulement
si ν ∈ {0, . . . ,m}.
15 Ici, L2([0, 1]) désigne l’espace des fonctions complexes carré intégrables pour la mesure x dx sur [0, 1]. Cet espace joue
un rÃ´le important dans la théorie des séries de Fourier-Bessel.
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Remarque 4.9. Soit ξ ∈ A(0,0)(P1,O(m)). Il existe une fonction complexe g sur P1 telle que ξ = g⊗116.
On vérifie que
‖ξ‖2L2,∞ =
i
2pi
∫
|z|≤1
|g(z)|2dz ∧ dz + i
2pi
∫
|z|≥1
|g(z)|2 dz ∧ dz|z|4+2m
= 2
∫ 1
0
1
2pi
(∫ 2pi
0
|g(xeiθ)|2dθ)xdx + 2 ∫ ∞
1
1
2pi
(∫ 2pi
0
|g(xeiθ)|2dθ) dx
x3+2m
= 2
∑
ν∈Z
∫ 1
0
|gν(x)|2xdx+ 2
∑
ν∈Z
∫ ∞
1
|gν(x)|2 dx
x3+2m
= 2
∑
ν∈Z
‖gν‖2m,
La 3ème égalité résulte de la théorie des séries de Fourier appliquée à la fonction θ 7→ g(xeiθ) qui est
carré intégrable pour tout x 6= 0 (Ce dernier point provient du fait que g est continue sur P1 \ {0,∞}).
On peut alors écrire que:
‖g ⊗ 1‖2L2,∞ = 2
∑
ν∈Z
‖gν‖2m. (43)
Donc si g ⊗ 1 ∈ Hm alors gν ∈ Em pour tout ν ∈ Z. Réciproquement, si l’on se donne (gν)ν∈Z une suite
d’éléments de Em telle que
∑
ν∈Z ‖gν‖2m <∞, alors cette suite définit un élément de Hm.
Fixons ν ∈ Z. Comme Zm,ν est un sous-ensemble discret de R∗ alors on peut ordonner l’ensemble{
λ2
4 |λ ∈ Zm,ν
}
et on note par λk la k-ème valeur de cet ensemble pour l’ordre croissant. On pose ϕ
(m)
ν,k
la fonction sur R+ définie comme suit:
ϕ
(m)
ν,k (x) =
{
Jn(λkx) si 0 ≤ x ≤ 1,
Jn(λk)
Jn−m(λk)
xmJn−m(
λk
x
) si x > 1.
(44)
On vérifie que:
ϕ
(m)
ν,k ∈ Em, ‖ϕ(m)ν,k ‖2L2,∞ = ‖ϕ(m)ν,k ‖2m et (f ⊗ 1, ϕ(m)ν,k )L2,∞ = (fν ,ϕ(m)ν,k )m ∀ f ⊗ 1 ∈ H(m). (45)
Le théorème 4.2 sera un corollaire d’un résultat plus précis, à savoir le le théorème suivant:
Théorème 4.10. En gardant les mêmes notations et hypothèses, la famille suivante:{
ϕ
(m)
ν,k | k ∈ N
} (
resp.
{
1, x, . . . , xm
} ∪ {ϕ(m)ν,k | k ∈ N}),
forme une base hilbertienne dans Em lorsque ν ≤ −1 ou ν ≥ m+ 1 (resp. si ν ∈ {0, 1, . . . ,m}).
Remarque 4.11. Notons que le cas m = 0 est équivalent à la théorie classique des séries de Fourier-
Bessel. Par cela, on veut dire que la famille {1, Jν(λr))| J ′ν (λ) = 0} (resp. {Jν(λr)| Jν (λ) = 0}) forme
un système total pour l’espace des fonctions L2 sur [0, 1] vérifiant la condition de Neumann (resp. la
condition de Dirichlet) (voir la preuve du 4.4).
Afin d’établir le théorème 4.10, alors il suffira de démontrer le théorème ci-dessous:
16Comme O(m) est engendré par ses sections globales, alors par une partition de l’unité on peut écrire ξ =
∑m
j=0 gj ⊗ z
j
où gj ∈ A(0,0)(P1). On pose alors g =
∑m
j=0 gjz
j .
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Théorème 4.12. Soient m ∈ N≥1, ν ∈ Z et p, q deux entiers ≥ |ν|. Il existe deux suites réelles (lk)k∈N
et (l′k)k∈N telles que pour tout f ∈ Em, on a:
δν(f, x
ν)m =
∞∑
k=1
l′k
(f,ϕ
(m)
ν,k )m
2‖ϕ(m)ν,k ‖2m
−
∫ 1
0
(
x2p+2m−ν+1 − x2q+2m−ν+1)f( 1
x
)dx
δν(f, x
ν)m =
∞∑
k=1
lk
(f,ϕ
(m)
ν,k )m
2‖ϕ(m)ν,k ‖2m
−
∫ 1
0
(
x2p+ν+1 − x2q+ν+1)f(x)dx,
où δν = 0 si ν ≤ −1 ou ν ≥ m+ 1.
En effet, si l’on fixe m ∈ N et ν ∈ Z, alors si f ∈ Em tel que:
(f, xk)m = (f,ϕ
(m)
ν,λ )m = 0 ∀ k ∈ {0, 1, . . . ,m}, ∀λ ∈ Zm,ν ,
alors par ce dernier théorème 4.12, nous déduisons que:∫ 1
0
(
x2p+2m−ν+1 − x2q+2m−ν+1)f( 1
x
)dx =
∫ 1
0
(
x2p+ν+1 − x2q+ν+1)f(x)dx = 0,
et cela pour tous p et q assez grand (pour ν fixé). Un théorème classique d’analyse nous permet alors
de conclure que les deux fonctions définies presque partout sur [0, 1]: x 7→ f( 1
x
) et x 7→ f(x) sont nulles
presque partout sur [0, 1], ce qui est équivalent à:
f = 0,
dans Em.
La suite a pour but d’établir le théorème 4.12 ci-dessus. Soit f ∈ Em une fonction sur R. Nous
considèrons la somme partielle suivante:
Sn(x) :=
n∑
k=1
(ϕ
(m)
ν,k , f)m
‖ϕ(m)ν,k ‖2m
ϕ
(m)
ν,k (x) ∀x ∈ R, n ∈ N∗,
On pose pour tous 0 < t < 1 et 0 < x < 1:
κ+n (t, x) :=
n∑
k=1
Jν(tλk)Jν(xλk)
2‖ϕ(m)ν,k ‖2m
,
κ−n (t, x) :=
n∑
k=1
Jν(λk)
Jν−m(λk)
Jν(xλk)Jν−m(λkt)
‖ϕ(m)ν,k ‖2m
,
τ+n (t, x) :=
n∑
k=1
Jν(λk)
2
Jν−m(λk)2
Jν−m(tλk)Jν−m(xλk)
‖ϕ(m)ν,k ‖2m
,
τ−n (t, x) :=
n∑
k=1
Jν(λk)
Jν−m(λk)
Jν−m(λkx)Jν(λkt)
‖ϕ(m)ν,k ‖2m
.
On vérifie que
Sn(x) =
∫ 1
0
f(t)κ+n
(
t, x
)
tdt+
∫ ∞
1
f(t)
tm
κ−n
(1
t
, x
) tdt
t4
, si 0 ≤ x ≤ 1,
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et
Sn(x) =
∫ 1
0
f(t)xmτ−n
(
t,
1
x
)
tdt+
∫ ∞
1
f(t)
tm
xmτ−n
(1
t
,
1
x
) tdt
t4
, si x ≥ 1,
Donc, il est naturel d’étudier les fonctions κ+n , κ
−
n , τ
+
n et τ
−
n . Pour cela nous allons introduire les
quatres fonctions méromorphes sur C suivantes:
t+,ν(w) =
Jν(tw)Jν (xw)Jν−m(w)
Jν(w)Lm,ν(w)
,
t−,ν(w) =
Jν(xw)Jν−m(wt)
Lm,ν(w)
,
s+,ν(w) =
Jν(w)
Jν−m(w)
Jν−m(xw)Jν−m(tw)
Lm,ν(w)
,
s−,ν(w) =
Jν−m(xw)Jν (tw)
Lm,ν(w)
.
où 0 < t < 1 et 0 < x < 1.
Si l’on note par An un réel compris strictement entre λn et λn+1 deux éléments consécutifs de Zm,ν .
Alors nous avons le théorème suivant:
Théorème 4.13. Soit ν ∈ Z.
1. Si ν ≤ −1 ou ν ≥ m+ 1, alors on a pour tout n≫ 1:
i
2pi
∫ An+∞i
An−∞i
t+,ν(w)dw = κ
+
n (t, x)−
∑
α|Jν(α)=0
0<α<An
Jν(tα)Jν(xα)
Jν+1(α)2
, (46)
i
2pi
∫ An+∞i
An−∞i
t−,ν(w)dw = κ
−
n (t, x), (47)
i
2pi
∫ An+∞i
An−∞i
s+,ν(w)dw = τ
+
n (t, x)−
∑
γ|Jν−m(α)=0
0<γ<An
Jν−m(tγ)Jν−m(xγ)
Jν−m+1(γ)2
, (48)
i
2pi
∫ An+∞i
An−∞i
s−,ν(w)dw = τ
−
n (t, x). (49)
2. Si 0 ≤ ν ≤ m, on a pour tout n≫ 1:
i
2pi
∫ An+∞i
An−∞i
t+,ν(w)dw = −2(m− ν + 1)(ν + 1)
(m+ 2)
tνxν + κ+n (t, x) −
∑
α|Jν(α)=0
0<α<An
Jν(tα)Jν(xα)
Jν+1(α)2
,
i
2pi
∫ An+∞i
An−∞i
t−,ν(w)dw = −2(m− ν + 1)(ν + 1)
(m+ 2)
tm−νxν + κ−n (t, x),
i
2pi
∫ An+∞i
An−∞i
s+,ν(w)dw = −2(m− ν + 1)(ν + 1)
(m+ 2)
tm−νxm−ν + τ+n (t, x)−
∑
α|Jν(α)=0
0<α<An
Jν−m(tγ)Jν−m(xγ)
Jν−m+1(γ)2
,
i
2pi
∫ An+∞i
An−∞i
s−,ν(w)dw = −2(m− ν + 1)(ν + 1)
(m+ 2)
tνxm−ν + τ−n (t, x).
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Afin de démontrer ce théorème 4.13, nous commençons par calculer les résidus des fonctions t+,ν, t−,ν , s+,ν
et s−,ν aux pÃ´les respectifs et nous représenterons κ+(t, x), κ−(t, x), τ+(t, x) et τ−(t, x) comme intégrales
des quatre premières fonctions le long d’un chemin précis. Nous aurons besoin de quelques estimations
sur Lm,ν du type:∣∣Lm,ν(θw)∣∣ ≤ cν
(θ|w|) exp
(
2θ
∣∣Im(w)∣∣), ∣∣Lm,ν(w)∣∣ ≥ c′ν|w| exp(2∣∣Im(w)∣∣), (50)
avec cν et c′ν deux constantes réelles positives non nulles et w appartient à un ouvert contenant la droite
verticale d’abscisse An (avec 0 < θ < 1). Cela sera une conséquence du lemme suivant:
Lemme 4.14. On note par Iν la fonction de Bessel modifiée d’ordre ν et on pose
Gν(z) := Iν+1(z)Iν−m(z) + Iν(z)Iν−m−1(z) ∀ z ∈ C.
1. On a pour tout z ∈ C et tout ν ∈ Z
G−ν(z) = Gm+ν(z), (51)
Lm,ν(iz) = i
2ν−m−1Gν(z). (52)
2. Pour z assez large avec | arg(z)| < pi2 , on a
Gν+m(z) =
e2z
2piz
(
1− 4ν
2 + 2m2 + 4νm+ 2m+ 1
2z
+O(
1
z2
)
)
si ν ∈ N∗, (53)
et
Gν(z) =
e2z
2piz
(
2− 2ν
2 +m2 − 2νm+m
z
+O(
1
z2
)
)
si ν ∈ {0, 1, . . . ,m}. (54)
Proof.
1. En utilisant les propriétés de recurrence des fonctions de Bessel, nous avons:
Gν(z) = Iν+1(z)Iν−m(z) + Iν(z)Iν−m−1(z)
= I−ν−1(z)I−ν+m(z) + I−ν(z)I−ν+m+1(z), puisque I−n = In, cf.[1, 9.6.6]
= I(m−ν)+1(z)I(m−ν)−m(z) + I(m−ν)(z)I(m−ν)−m−1(z)
= Gm−ν(z).
Quant à l’identité 52, elle se déduit aisément de l’expression de Gν et de la relation In(iz) = inIn(z).
2. Soit n ∈ N fixé. On a pour z assez grand avec | arg(z)| < pi2 :
In(z) =
ez√
2piz
(
1− 4n
2 − 1
8z
+O(
1
z2
)
)
(voir par exemple [1, 9.7.1]) (55)
Soit ν ∈ N. En utilisant 55, nous avons:
(a)
Gν+m(z) =
e2z
2piz
(
1− 4ν
2 + 2m2 + 4νm+ 2m+ 1
2z
+O(
1
z2
)
)
∀ |z| ≫ 1, | arg(z)| < pi
2
.
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(b) Si ν ∈ {0, 1, . . . ,m}, on écrit Gν(z) = Iν+1(z)Im−ν + Iν(z)Im+1−ν(z) (on a utilisé que I−n =
In). Alors on vérifie que:
Gν(z) =
e2z
2piz
(
2− 2ν
2 +m2 − 2νm+m
z
+O(
1
z2
)
)
∀ |z| ≫ 1, | arg(z)| < pi
2
.
Maintenant on peut déduire les estimations 50 en utilisant 52, 53, 54 et 16.
Nous allons dresser la liste de tous les résidus possibles des fonctions t+,ν , t−,ν , s+,ν et s−,ν en leurs
éventuels pÃ´les en fonction de ν (voir 1., 2. et 3. ci-dessous):
1. Soit ν ∈ Z. Afin de simplifier les notations, on note par λ un zéro positif de Lm,ν , par α un zéro
positif non nul de Jν et par γ un zéro positif non nul de Jν−m. On sait que ces zéros sont simples
et on vérifie que Lm,ν(α) = −Jν−m(α)J ′ν (α) et Lm,ν(γ) = −Jν(γ)J ′ν−m(γ). Par conséquent:
Resλ(t+,ν) =
Jν(tλ)Jν(xλ)Jν−m(λ)
Jν(λ)L′m,ν(λ)
=
Jν(tλ)Jν (xλ)
2‖ϕ(m)ν,λ ‖2m
(on a utilisé 3.5 et 45),
Resα(t+,ν) =
Jν(xα)Jν(tα)Jν−m(α)
J ′ν(α)Lm,ν(α)
= −Jν(tα)Jν(xα)
J ′ν(α)
2
,
Resλ
(
t−,ν
)
=
Jν(xλ)Jν−m(tλ)
L′m,ν(λ)
=
Jν(λ)
Jν−m(λ)
Jν(xλ)Jν−m(λt)
‖ϕ(m)ν,λ ‖2m
,
Resλ(s+,ν) =
Jν(λ)
Jν−m(λ)
Jν−m(tλ)Jν−m(xλ)
L′m,ν(λ)
=
Jν(λ)
2
Jν−m(λ)2
Jν−m(tλ)Jν−m(xλ)
‖ϕ(m)ν,λ ‖2m
Resγ(s+,ν) = − Jν(γ)
J ′ν−m(γ)
2
Jν−m(tγ)Jν−m(xγ)
Jν(γ)
= −Jν−m(tγ)Jν−m(xγ)
Jν−m+1(γ)2
,
Resλ(s−,ν) =
Jν(λ)
Jν−m(λ)
Jν−m(λx)Jν (λt)
L′ν(w)
=
Jν(λ)
Jν−m(λ)
Jν−m(λx)Jν (λt)
‖ϕ(m)ν,λ ‖2m
.
(56)
2. Par contre ces fonctions ci-dessus peuvent, en fonction de ν, avoir un pÃ´le en w = 0. Comme Jp
est d’ordre |p| en zéro et en utilisant lemme 3.2, alors on peut calculer explicitement l’ordre de ces
fonctions en w = 0 en fonction de ν. En effet, lorsque ν ≤ −1 ou ν ≥ m+ 1, on a:
Ord0(t+,ν) = (2ν + ν +m)− (ν + 2ν +m− 1) = 1,
Ord0(t−,ν) = (2ν + ν +m)− (2ν +m− 1) = 1,
Ord0(s+,ν) = 1,
Ord0(s−,ν) = 1.
3. Si ν ∈ {0, 1, . . . ,m}. Nous montrons que t+,ν , t−,ν , s+,ν et s−,ν sont d’ordre −1 en w = 0 pour
cela on va calculer leur résidu en w = 0. Les calculs suivants découlent directement de la formule
65 et du lemme 3.2. On établit que:
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Res0(t+,ν) = 2
(m− ν + 1)(ν + 1)
(m+ 2)
tνxν ,
Res0(t−,ν) = 2
(m− ν + 1)(ν + 1)
(m+ 2)
tm−νxν ,
Res0(s+,ν) = 2
(m− ν + 1)(ν + 1)
(m+ 2)
tm−νxm−ν ,
Res0(s−,ν) = 2
(m− ν + 1)(ν + 1)
(m+ 2)
tνxm−ν .
(57)
Maintenant on se propose de démontrer le théorème 4.13. Soit ν ∈ Z. CommenÃ§ons par exemple
par t+,ν (avec ν un entier quelconque). Soit An un réel positif strictement compris entre λn et λn+1
deux zéros consécutifs de Lm,ν, B > 0 et 0 < ε ≪ 1. On considère Rn le chemin fermé dans C suivant:
[iB,An + iB] ∪ [An + iB,An − iB] ∪ [−iB,An − iB] ∪ [−iB,−iε]∪Dε ∪ [iε, iB] où Dε est le demi-cercle
de centre w = 0 à gauche de l’axe imaginaire et de rayon ε. On a par un simple calcul de résidus et en
utilisant 56:∫
Rn
t+,ν(w)dw = −Res0(t+,ν) +
n∑
k=1
Jν+m(tλk)Jν+m(xλk)
2‖ϕ(m)ν,k ‖2m
−
∑
α|Jν+m(α)=0
0<α<An
Jν+m(tα)Jν+m(xα)
Jν+m+1(α)2
.
On pose w = u + iv avec u, v ∈ R et on suppose que t, x > 0 avec 0 < t + x < 2. On obtient, en
utilisant 50 et 42:
|t+,ν(w)| =
∣∣∣Jν+m(tw)Jν+m(xw)Jν (w)
Jν+m(w)Lm,ν(w)
∣∣∣
≤ c+,ν√
tx
exp
(−(2− (t+ x))|v|), (58)
pour tout w dans un voisinage ouvert de la droite verticale d’abscisse An (c+,ν une constante réelle). Par
conséquent
lim
B 7→∞
∫ An−Bi
−Bi
t+,ν(w)dw = lim
B 7→∞
∫ An+Bi
Bi
t+,ν(w)dw = 0
Quant à la contribution de t+,ν sur la partie [−iB,−iε] ∪ Dε ∪ [iε, iB], nous utilisons le fait que t+,ν
est une fonction impaire
(
cela résulte de la relation 16 et que Jp(−z) = (−1)pJp(z), ∀ p ∈ N, ∀ z ∈ C
)
.
Cela implique que l’intégrale le long du segment [−Bi,−εi]∪Dε ∪ [iε, iB] est donnée par Res0(t+,ν). En
combinant tout cela, nous obtenons:
1
2pii
∫ An+∞i
An−∞i
t+,ν(w)dw = −Res0(t+,ν) +
n∑
k=1
Jν+m(tλk)Jν+m(xλk)
2‖ϕ(m)ν,k ‖2m
−
∑
α|Jν+m(α)=0
0<α<An
Jν+m(tα)Jν+m(xα)
Jν+m+1(α)2
.
Et en utilisant 57 cela termine la preuve du théorème pour les formules en t+,ν pour ν ∈ Z quelconque.
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De la même manière on peut établir qu’il existe des constantes réelles c−,ν , d+,ν et d−,ν telles que:
|t−,ν(w)| ≤ c−,ν√
tx
exp
(−(2− (t+ x))|v|),
|s+,ν(w)| ≤ d+,ν√
tx
exp
(−(2− (t+ x))|v|),
|s−,ν(w)| ≤ d−,ν√
tx
exp
(−(2− (t+ x))|v|),
valables pour tout w dans un domaine contenant la droite verticale d’abscisse An et on suit le même
raisonnement pour trouver les formules restantes. Ce qui termine la preuve du théorème 4.13.
Lemme 4.15. Soient n ∈ N et k ∈ N. Si k−24 ∈ N alors il existe des réels b1,k, . . . , b k−24 ,k tels que
∫ 1
0
tk+1+nJn(tw)dt =
Jn+1(w)
w
− kJn+2(w)
w2
+
k−2
4∑
i=1
bi,k
Jn+i+2(w)
wi+2
, ∀w ∈ C∗.
Proof. En utilisant la formule 68, on a par une intégration par parties:17∫ w
0
tk+n+1Jn(t)dt =
[
tk+n+1Jn+1(t)
]w
0
− k
∫ w
0
tk+nJn+1(t)dt
= wk+n+1Jn+1(w) − k
[
tk+nJn+2(t)
]w
0
+ k(k − 2)
∫ w
0
tk+n−1Jn+2(t)dt
= wk+n+1Jn+1(w) − kwk+nJn+2(w)
+ k(k − 2)[tk+n−1Jn+3(t)]w0 − k(k − 2)(k − 4)∫ w
0
tk+n−2Jn+3(t)dt
= wk+n+1Jn+1(w) +
p∑
i=0
(−1)i+1k(k − 2)(k − 4) · · · (k − 2i)wk+n−iJn+i+2(w)
+ (−1)p+1k(k − 2) · · · (k − 2(i+ 1))
∫ w
0
tk+n−p−1Jn+p+2(t)dt.
On s’arrête lorsque (k + n− p− 1)− 1 = n+ p+ 2, c’est à dire lorsque p = k−42 . On termine la preuve
en notant que
∫ 1
0 t
k+n+1Jn(tw)dt =
1
wk+n+2
∫ w
0 t
k+n+1Jn(t)dt pour tout w 6= 0.
Corollaire 4.16. Soient p et q deux entiers positifs supérieurs à 2. Il existe des constantes réelles
c1, c2, . . . , cmax(p−2,q−2) telles que∫ 1
0
(
t2p+n+1 − t2q+n+1)Jn(tw)dt = 2q − p
w2
Jn+2(w) +
max(p−2,q−2)∑
i=1
ci
Jn+i+2(w)
wi+2
.
Proof. C’est une conséquence immédiate du lemme précédent.
En fonction de ν, nous allons établir que la fonction réelle x 7→ x2p+ν+1−x2q+ν+1 admet un développe-
ment de type Bessel-Fourier dans le contexte de cet article. C’est l’objet des théorèmes 4.17 et 4.18 qui
constitueront le noyau de la preuve du théorème 4.12.
17Le signe
∫ w
0 signifie l’intégration le long du segment [0, w] dans le plan complexe.
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Théorème 4.17. Soit ν ∈ Z. Si ν ≤ −1 ou ν ≥ m + 1 alors pour p, q ∈ N assez grands, il existe
des constantes réelles lk et l
′
k pour tout k ∈ N∗ telles qu’on a convergence uniforme sur [0, 1] des séries
suivantes:
1. (a)
∞∑
k=1
lkx
1
2
Jν(xλk)
2‖ϕ(m)ν,k ‖2m
= x2p+ν+
1
2 − x2q+ν+ 12 ,
(b)
∞∑
k=1
l′kx
1
2
Jν(xλk)
2‖ϕ(m)ν,k ‖2m
= 0,
2. (a)
∞∑
k=1
l′k
Jν(λk)
Jν−m(λk)
x
1
2
Jν−m(xλk)
‖ϕ(m)ν,k ‖2m
= x2p+ν−m+
1
2 − x2q+ν−m+ 12 ,
(b)
∞∑
k=1
lk
Jν(λk)
Jν−m(λk)
x
1
2
Jν−m(xλk)
‖ϕ(m)ν,k ‖2m
= 0.
Proof. Soit ν ∈ Z. On fixe p et q deux entiers supérieurs à |ν|.
1. (a) D’après le corollaire 4.16, il existe des constantes réelles ci,ν telles que pour tout w dans un
ouvert ne contenant pas les pÃ´les de t+,ν , on a∫ 1
0
(
t2p+ν+1 − t2q+ν+1)t+,ν(w)dt = ∫ 1
0
(
t2p+ν+1 − t2q+ν+1)Jν(tw)dtJν (xw)Jν−m(w)
Jν(w)Lm,ν(w)
,
= 2
q − p
w2
Jν+2(w)
Jν (xw)Jν−m(w)
Jν(w)Lm,ν(w)
+
max(p−2,q−2)∑
i=1
ci,ν
Jn+i+2(w)
wi+2
Jν(xw)Jν−m(w)
Jν(w)Lm,ν(w)
.
En utilisant 50, il existe une constante cν,++ telle que:∣∣∣∣∣
∫ An+i∞
An−i∞
Jn+i+2(w)
wi+2
Jν(xw)Jν−m(w)
Jν(w)Lm,ν(w)
dw
∣∣∣∣∣ ≤
∫ An−i∞
An−i∞
cν,++√
x|w|i+2 exp
(−(1− x)|v|)|dw|
≤ cν,++√
x
∫ ∞
−∞
1
(A2n + v
2)
dv, puisque 0 < x < 1
=
picν,++√
xAn
.
Par suite, il existe une constante Cν telle que∣∣∣∣∣
∫ An+i∞
An−i∞
∫ 1
0
(
t2p+ν+1 − t2q+ν+1)x 12 t+,ν(w)dt
∣∣∣∣∣ ≤ CνAn , ∀n ∈ N∗, x ∈ [0, 1[. (59)
Notons que
∫ An+i∞
An−i∞
∫ 1
0
(
t2p+ν+1−t2q+ν+1)t+,ν(w)dt = ∫ 10 (t2p+ν+1−t2q+ν+1) ∫ An+i∞An−i∞ t+,ν(w)dt.
En effet, pour x ∈]0, 1[ fixé, on a t+,ν considérée comme une fonction en t et w est absolument
intégrable (d’après 58).
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On suppose que ν ≤ −1 ou ν ≥ m+ 1. En utilisant 46 du théorème 4.13, 59 devient:∣∣∣∫ 1
0
(
t2p+ν+1−t2q+ν+1)x 12 κ+n (t, x)dt− ∑
α|Jν(α)=0
0<α<An
∫ 1
0
(
t2p+ν+1−t2q+ν+1)x 12 Jν(tα)Jν(xα)
Jν+1(α)2
∣∣∣ ≤ Cν
An
,
(60)
pour tout x ∈ [0, 1] et n ∈ N.
Montrons que la somme
∑
α|Jν(α)=0
0<α<An
∫ 1
0
(
t2p+ν+1 − t2q+ν+1)x 12 Jν(tα)Jν (xα)
Jν+1(α)2
,
converge uniformément vers la fonction x 7→ x2p+ν+ 12 − x2q+ν+ 12 sur [0, 1] lorsque n tend vers
l’infini. En effet, on a d’une part la fonction x 7→ x2p+ν − x2p+ν est dérivable sur ]0, 1] et
s’annule en x = 1 alors (d’après [11, §18.26]) son développement en série de Fourier-Bessel
converge uniformément vers cette fonction sur un intervalle de la forme [1 − δ, 1] avec δ > 0
quelconque. D’autre part, le résultat du ([11, p. 617] voir premier paragraphe) nous fournit la
convergence sur [0, 1− δ], avec δ > 0 arbitraire. En combinant cela avec 60, on déduit que:
lim
n7→∞
∫ 1
0
(
t2p+ν+1 − t2q+ν+1)x 12κ+n (t, x)dt = x2p+ν+ 12 − x2p+ν+ 12 , (61)
uniformément sur [0, 1].
Si l’on pose lk :=
∫ 1
0
(
t2p+ν+1 − t2q+ν+1)Jν(tλk)dt. Alors, l’assertion précédente devient:
∞∑
k=1
lkx
1
2
Jν(xλk)
2‖ϕ(m)ν,k ‖2m
= x2p+ν+
1
2 − x2q+ν+ 12 ,
uniformément sur [0, 1].
(b) Si l’on considère t−,ν et en utilisant le même raisonnement précédent et 47, on obtient avec le
même raisonnement précédent que:
lim
n7→∞
∫ 1
0
(
t2p+ν+1 − t2q+ν+1)x 12κ−n (t, x)dt = 0, (62)
uniformément sur [0, 1]. En posant l′k :=
Jν(λk)
Jm−ν(λk)
∫ 1
0
(
t2p+ν+1 − t2q+ν+1)Jm−ν(tλk)dt, la
dernière assertion devient:
∞∑
k=1
l′kx
1
2
Jν(xλk)
2‖ϕ(m)ν,k ‖2m
= 0, ∀x ∈ [0, 1].
uniformément sur [0, 1].
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2. (a) Par application du 4.16, on montre aussi que:∫ 1
0
(
t2p+ν+1 − t2q+ν+1)s+,ν(w)dt = ∫ 1
0
(
t2p+ν−m+1 − t2q+ν−m+1)Jν−m(tw)dt Jν(w)
Jν−m(w)
Jν−m(xw)Jν−m(w)
Jν−m(w)Lm,ν(w)
,
= 2
q − p
w2
Jν−m+2(w)
Jν(w)
Jν−m(w)
Jν−m(xw)Jν−m(w)
Jν−m(w)Lm,ν(w)
+
max(p−2,q−2)∑
i=1
ci,ν−m
Jn+i+2(w)
wi+2
Jν(w)
Jν−m(w)
Jν−m(xw)Jν−m(w)
Jν−m(w)Lm,ν(w)
.
Et comme avant, on peut trouver C′ν une constante réelle telle que:∣∣∣∣∣
∫ An+i∞
An−i∞
∫ 1
0
(
t2p+ν−m+1 − t2q+ν−m+1)s+,ν(w)dt
∣∣∣∣∣ ≤ Cν√xAn , ∀n ∈ N∗, ∀x ∈]0, 1[.
Cette dernière inégalité combinée avec 48, nous permet de déduire que:
lim
n7→∞
∫ 1
0
(
t2p+ν−m+1 − t2q+ν−m+1)x 12 τ+n (t, x)dt
=
∑
γ|Jν−m(γ)=0
0<γ
∫ 1
0
(
t2p+ν−m+1 − t2q+ν−m+1)Jν−m(tγ)dtx 12 Jν−m(xγ)
Jν−m+1(γ)2
dt
= x2p+ν−m+
1
2 − x2q+ν−m+ 12 ,
uniformément sur [0, 1]. En d’autres termes, la somme suivante converge uniformément vers
x2p+ν−m+
1
2 − x2q+ν−m+ 12 sur [0, 1]:
∞∑
k=1
l′k
Jν(λk)
Jν−m(λk)
x
1
2
Jν−m(xλk)
‖ϕ(m)ν,k ‖2m
= x2p+ν−m+
1
2 − x2q+ν−m+ 12 , ∀x ∈ [0, 1].
où l′k =
Jν(λk)
Jν−m(λk)
∫ 1
0
(
t2p+m−ν+1 − t2q+m−ν+1)Jm−ν(tλk)dt.
(b) Pour la dernière formule, on considère s−,ν et on montre comme avant que (en utilisant 49):
∞∑
k=1
lk
Jν(λk)
Jν−m(λk)
Jν−m(xλk)
‖ϕ(m)ν,k ‖2m
= 0, ∀x ∈ [0, 1].
avec convergence uniforme sur [0, 1].
Le théorème suivant traite le cas restant, c-à-d ν ∈ {0, 1, . . . ,m}:
Théorème 4.18. Pour tout ν ∈ {0, 1, . . . ,m}, il existe δν ∈ R∗ tel que pour tout x ∈ [0, 1]:
1. (a)
δνx
ν+ 12 =
∞∑
k=1
lkx
1
2
Jν(xλk)
2‖ϕ(m)ν,k ‖2m
− (x2p+ν+ 12 − x2q+ν+ 12 ),
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(b)
δm−νx
ν+ 12 =
∞∑
k=1
l′kx
1
2
Jν(xλk)
2‖ϕ(m)ν,k ‖2m
.
2. (a)
δm−νx
m−ν+ 12 =
∞∑
k=1
l′kx
1
2
Jν(λk)
Jν−m(λk)
Jν−m(xλk)
2‖ϕ(m)ν,k ‖2m
− (x2p+m−ν+ 12 − x2q+m−ν+ 12 ),
(b)
δνx
m−ν+ 12 =
∞∑
k=1
lkx
1
2
Jν(λk)
Jν−m(λk)
Jν−m(xλk)
2‖ϕ(m)ν,k ‖2m
,
En plus, on a convergence uniforme de ces sommes sur [0, 1]. (Les constantes lk et l
′
k sont les mêmes
qu’au théorème 4.17.)
Proof. Soit ν ∈ {0, 1, . . . ,m}. En utilisant (2.) du théorème 4.13, alors la preuve de ce théorème suit le
même raisonnement fait pour établir théorème 4.17. On trouve:
2
(ν + 1)(m− ν + 1)(q − p)
(m+ 2)(p+ ν + 1)(q + ν + 1)
xν+
1
2 =
∞∑
k=1
lkx
1
2
Jν(xλk)
2‖ϕ(m)ν,k ‖2m
− (x2p+ν+ 12 − x2q+ν+ 12 ),
2
(ν + 1)(m− ν + 1)(q − p)
(m+ 2)(p+m− ν + 1)(q +m− ν + 1)x
ν+ 12 =
∞∑
k=1
l′kx
1
2
Jν(xλk)
2‖ϕ(m)ν,k ‖2m
,
2
(ν + 1)(m− ν + 1)(q − p)
(m+ 2)(p+m− ν + 1)(q +m− ν + 1)x
m−ν+ 12 =
∞∑
k=1
l′kx
1
2
Jν(λk)
Jν−m(λk)
Jν−m(xλk)
2‖ϕ(m)ν,k ‖2m
− (x2p+m−ν+ 12 − x2q+m−ν+ 12 ),
2
(ν + 1)(m− ν + 1)(q − p)
(m+ 2)(p+ ν + 1)(q + ν + 1)
xm−ν+
1
2 =
∞∑
k=1
lkx
1
2
Jν(λk)
Jν−m(λk)
Jν−m(xλk)
2‖ϕ(m)ν,k ‖2m
,
avec convergence uniforme sur [0, 1]. On pose δν = 2
(ν+1)(m−ν+1)(q−p)
(m+2)(p+ν+1)(q+ν+1) , ∀ ν ∈ {0, 1, . . . ,m}.
Maintenant, on se propose d’établir le théorème 4.12. Soit ν ∈ Z. Si ν ≤ −1 ou ν ≥ m + 1 on pose
δν = 0, sinon δν est le réel dans 4.18.
Soit f ∈ Em. D’après 4.17 et 4.18, nous avons montré qu’il existe des constantes réelles δν qui ne
dépendent pas de f vérifiant δν = 0 si ν ≤ −1 ou ν ≥ m+ 1 telles que:
D’après 1.(a) et 2.(b) du théorème 4.17 (resp. 1.(a) et 2.(b) du théorème 4.18), on a pour tout ν ≤ −1
ou ν ≥ m+ 1 (resp. pour tout ν ∈ {0, 1, . . . ,m}):
δν
∫ 1
0
xν+1f(x)dx =
∞∑
k=1
lk
∫ 1
0
f(x)Jν(xλk)xdx
2‖ϕ(m)ν,k ‖2m
−
∫ 1
0
(
x2p+ν+1 − x2q+ν+1)f(x)dx,
δν
∫ 1
0
x2m−ν+1f(
1
x
)dx =
∞∑
k=1
lk
Jν(λk)
Jν−m(λk)
∫ 1
0 x
mf( 1
x
)Jν−m(xλk)xdx
2‖ϕ(m)ν,k ‖2m
,
(63)
D’après 1.(b) et 2.(a) du théorème 4.17 (resp. 1.(b) et 2.(a) du théorème 4.18), on a pour tout ν ≤ −1
ou ν ≥ m+ 1 (resp. pour tout ν ∈ {0, 1, . . . ,m}):
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δm−ν
∫ 1
0
x2m−ν+1f(
1
x
)dx =
∞∑
k=1
l′k
Jν(λk)
Jν−m(λk)
∫ 1
0 x
mf( 1
x
)Jν−m(xλk)xdx
2‖ϕ(m)ν,k ‖2m
−
∫ 1
0
(
x2p+2m−ν+1 − x2q+2m−ν+1)f( 1
x
)dx,
δm−ν
∫ 1
0
xν+1f(x)dx =
∞∑
k=1
l′k
∫ 1
0
f(x)Jν(xλk)xdx
2‖ϕ(m)ν,k ‖2m
,
(64)
(Rappelons que si ν ∈ {0, 1, . . . ,m}, on a (f, xν)m =
∫ 1
0 x
ν+1f(x)dx +
∫ 1
0 x
2m−ν+1f(x)dx. Par contre
lorsque ν ≤ −1 ou ≥ m + 1, on fait la convention suivante (f, xν)m := 0). En additionnant les deux
équations du 63 (resp 64), on obtient:
δν(f, x
ν)m =
∞∑
k=1
lk
(f,ϕ
(m)
ν,k )m
2‖ϕ(m)ν,k ‖2m
−
∫ 1
0
(
x2p+ν+1 − x2q+ν+1)f(x)dx,
δν−m(f, x
ν)m =
∞∑
k=1
l′k
(f,ϕ
(m)
ν,k )m
2‖ϕ(m)ν,k ‖2m
−
∫ 1
0
(
x2p+2m−ν+1 − x2q+2m−ν+1)f( 1
x
)dx.
Ce termine la preuve du théorème 4.12.
5 Annexe
On rappelle le résultat suivant:
Proposition 5.1. (Formule de Green) Soit X une variété complexe de dimension d et A ⊂ X un ouvert
relativement compact tel que A soit une sous-variété réelle à coins de X. Soient f et g deux formes
différentielles de classes C2 au voisinage de A de bidegrés (p, p) et (q, q) telles que p+ q = d− 1. On a:∫
A
(fddcg − gddcf) =
∫
∂A
(fdcg − gdcf)
Proof. Voir par exemple [4].
On rappelle qu’un ensemble {ϕn}n∈N de vecteurs orthogonaux deux à deux dans H, un espace hilber-
tien, est dit total si et seulement si l’ensemble S formé des combinaisons linéaires finies
∑n
k=1 akϕk des
ϕk est dense dans H.
Proposition 5.2. Une suite orthogonale (φj)j∈N de vecteurs d’un espace de Hilbert H est totale si et
seulement si le vecteur nul est l’unique vecteur orthogonal à tous les φj .
Proof. Voir par exemple [3, théorème 12, p.366].
La proposition suivante donne une description d’une extension maximale autoadjointe associée à un
opérateur positif admettant une famille de vecteurs propres formant un système total.
Lemme 5.3. Soit H un espace de Hilbert avec produit hermitien noté (·, ·).
Soit ∆ : D ⊂ H −→ H un opérateur linéaire, où D est un sous-espace linéaire dense de H. Soit
(φk)k∈N une base orthonormale de H, et on suppose qu’il existe 0 ≤ λ0 ≤ λ1 ≤ . . . une suite croissante
de réels positifs tels que: (
φk,∆ψ
)
= λk(φk, ψ) ∀ψ ∈ D, ∀ k ∈ N.
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On pose H2 :=
{
ψ =
∑∞
k=0 akφk ∈ H
∣∣ak ∈ C, ∀k ∈ C,∑∞k=0 λ2k|ak|2 < ∞} et soit Q l’opérateur
linéaire défini sur H2 en posant:
Q(ψ) =
∞∑
k=0
λkakφk,
pour ψ =
∑∞
k=0 akφk ∈ H2.
Si D ⊂ H2, alors Q est une extension maximale autoadjointe de ∆ dans H2.
Proof. Vérifions d’abord queQ est une extension de∆, soit ψ ∈ D et montrons queQ(ψ) = ∆(ψ). Il existe
deux suites de nombres complexes (ak)k∈N et (bk)k∈N telles que ψ =
∑∞
k=0 akφk et ∆ψ =
∑∞
k=0 bkφk.
Donc, bk = (φk,∆ψ) = λk(φk, ψ) = λkak, par suite ∆ψ =
∑∞
k=0 λkakψk = Q(ψ).
(Q(ψ), ψ′) =
∞∑
k=0
λkaka
′
k = (ψ,Q(ψ
′)), ∀ψ, ψ′ ∈ H2.
donc Q est autoadjoint.
Maintenant, soit T : D′ ⊂ H −→ H est un opérateur linéaire autoadjoint qui étend Q (c’est à dire
H2 ⊂ D′ et T|D = ∆). Soit ψ ∈ D′, il existe deux suites de nombres complexes (ak)k∈N et (bk)k∈N telles
que ψ =
∑∞
k=0 akφk et Tψ =
∑
k∈N bkφk. Comme T est autoadjoint, alors (Tw, ψ) = (w, Tψ) pour tout
w ∈ D′. En particulier, (Tψk, ψ) = (ψk, Tψ) pour tout k ∈ N. On en tire que λkak = bk. Par suite,∑
k∈N λ
2
k|ak|2 =
∑
k∈N |bk|2 <∞, donc ψ ∈ H2. On a donc montré que D′ = H2.
5.1 Rappels sur la théorie des fonctions de Bessel
Quelques propriétés de fonctions de Bessel utilisées dans cet article. Dans cette introduction à la théorie
des fonctions de Bessel, la principale référence sera le chapitre 17 du [12], on s’intéressera à une sous-classe
de fonctions de Bessel à savoir les fonctions de Bessel d’ordre un entier.
Pour tout z ∈ C fixé, la fonction:
t 7→ e 12 z(t− 1t ), t 6= 0,
admet un développement en série de Laurent en t. Soit n ∈ Z. Par définition, la fonction de Bessel
d’ordre n est la fonction qui à tout z ∈ C, associe le coefficient de tn dans ce développement, on le note
par Jn(z). énonÃ§ons quelques propriétés de la fonction Jn:
• Jn est une fonction analytique sur C telle que J−n = (−1)nJn et
Jn(z) =
∞∑
r=0
(−1)r(12z)n+2r
Γ(r + 1)Γ(n+ r + 1)
, si n ∈ N (65)
• Jn est une solution de l’équation différentielle linéaire suivante:
d2y
d2z
+
1
z
dy
dz
+
(
1− n
2
z2
)
y = 0 (66)
On a les relations de récurrence suivantes:
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•
d
dz
(z−nJn(z)) = −z−nJn+1(z). (67)
•
d
dz
(znJn(z)) = z
nJn−1(z) (68)
• Les zéros de Jn sont réels.
• Pour tous a 6= b, on a:∫ 1
0
xJn(ax)Jn(bx)dx =
1
b2 − a2
(
aJn(b)J
′
n(a)− bJn(a)J ′n(b)
)
, (69)
et ∫ 1
0
xJn(ax)
2dx =
1
2
(
J ′n(a)
2 + (1 − n
2
a2
)Jn(a)
2
)
. (70)
voir par exemple [12, p. 381, 18.]
Soient Zm = {jm,1 < jm,2 < . . .} l’ensemble des zéros positifs non nuls de Jm ordonnés par ordre
croissant, voir par exemple [11, §15]. Soient Dm := {cm,1 < cm,2 < . . .} les zéros positifs non nuls de J ′m
ordonnés par ordre croissant. Comme les zéros de Jm sont simples, voir par exemple [11, §15.21], alors
Zm ∩Dm = ∅. (71)
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