A predrill estimate of pore pressure can be obtained from seismic velocities using a velocity-to-pore-pressure transform, but the seismic velocities need to be derived using methods having sufficient resolution for well planning purposes. For a deepwater Gulf of Mexico example, significant differences are found between the velocity field obtained using reflection tomography and that obtained using a conventional method based on the Dix equation. These lead to significant differences in the predicted pore pressure. Parameters in the velocityto-pore-pressure transform are estimated using seismic interval velocities and pressure data from nearby calibration wells. The uncertainty in the pore pressure prediction is analyzed by examining the spread in the predicted pore pressure obtained using parameter combinations which sample the region of parameter space consistent with the available well data. If calibration wells are not available, the ideas proposed in this paper can be used with measurements made while drilling to predict pore pressure ahead of the bit based on seismic velocities.
INTRODUCTION
A knowledge of formation pore pressure is required for the safe and economic drilling of deepwater wells. Pore pressure can be estimated from elastic wave velocities using a velocityto-pore-pressure transform. Early examples include the work of Hottman and Johnson (1965) using sonic velocities and that of Pennebaker (1968) using interval velocities obtained from stacking velocities. For predrill pore-pressure prediction, velocities obtained from processing seismic reflection data are clearly required, but these often lack the spatial resolution needed for accurate pore-pressure prediction. This low spatial resolution results from assumptions such as layered media and Manuscript hyperbolic moveout. Reflection tomography gives improved spatial resolution of the velocity field by using a more accurate ray-based approach.
Given seismic velocities with sufficient spatial resolution, a seismic velocity-to-pore pressure transform is required in order to predict pore pressure. Existing approaches include the empirical methods of Eaton (1975) and Bowers (1995) , which are widely used in the industry. In this paper, the problem of determining the parameters in such methods using pressure measurements in wells close to the proposed drilling location is investigated. Sensitivity analysis is used to evaluate the uncertainty in the pore-pressure prediction. The approach is illustrated using a deepwater Gulf of Mexico example. If pressure data from nearby wells are not available, the method proposed can be used with measurements made while drilling to predict pore pressures ahead of the bit based on seismic velocities.
SEISMIC PORE-PRESSURE PREDICTION
Although the use of elastic wave velocities for porepressure prediction is well known (Hottman and Johnson, 1965; Pennebaker, 1968) , conventional seismic-velocity analysis assumes that the velocity varies slowly both laterally and in depth. The resulting resolution is usually too low for accurate pore-pressure prediction. Reflection tomography (Stork, 1992; Wang et al., 1995; Woodward et al., 1998) replaces the low-resolution layered medium and hyperbolic moveout assumptions of conventional methods with a more accurate raytrace modeling-based approach. Completely general moveout curves are calculated by ray tracing through background models of arbitrary complexity. Lee et al. (1998) give an example of the use of tomographic velocity inversion for pore-pressure prediction in the south Caspian Sea.
In this paper, common image point (CIP) tomography is used. CIP tomography (Stork, 1992; Wang et al., 1995; Woodward et al., 1998) is based on the observation that if the correct velocity model is used, prestack depth migration (PSDM) maps a reflector to a common depth for all offsets at which it is illuminated. Variations in migrated reflector depth with offset in CIP gathers given by PSDM using an initial velocity model are used to refine the model in an iterative manner. This gives an improved spatial resolution of the seismic velocity field and thus allows a more reliable predrill pore-pressure estimate to be obtained.
Having obtained seismic velocities with sufficient spatial resolution, estimates of pore pressure can be made if a method for transforming seismic velocity to pore pressure is available. In the following, it is assumed that the elastic wave velocities depend on the pore pressure, p, and the total stress tensor, S i j , through the combination
where α is a coefficient, and δ i j = 1 if i = j and 0 otherwise. The parameter σ i j is referred to as the effective stress tensor. It will be assumed below that the parameter α takes the value α = 1, as assumed in the methods of Eaton (1975) and Bowers (1995) . With this assumption, σ i j is equal to the effective stress defined by Terzaghi (1943) :
This combination of the pore pressure p and the total stress tensor S i j will be referred to below as the differential stress tensor. During burial, the porosity of shales decreases, and the contact between clay particles increases as the plate-shaped clay particles become aligned by the in-situ stress field. As a result, the elastic wave velocity increases. For uniaxial compaction, it is usually assumed that the porosity and velocity depend only on the vertical component of the differential stress defined by σ = S − p.
(
Here, σ is the vertical component of the differential stress tensor σ i j defined by equation (2), and S is the vertical component of the total stress tensor S i j . If the vertical component of the total stress S is known and the seismic velocity has been determined, the pore pressure can be predicted from equation (3), given a relation between the seismic interval velocity and the vertical differential stress. The vertical component of the total stress S at any point is assumed to be given by the combined weight of the water column above the sea floor, the rock matrix, and the fluids in the pore space overlying the interval of interest. This may be calculated from an integral of density as follows:
where ρ(z) is the density at depth z below the sea surface, and g is the acceleration due to gravity. In the absence of a density log, the sediment density can be estimated from the depth below the sea floor using empirical relations such as
suggested by Traugott (1997) . Here, ρ(h) is the average sediment density in pounds per gallon (ppg) mud weight equivalent between the sea floor and depth h (in feet) below the sea floor. Note that a mud weight of 1 ppg is equivalent to a density of 0.1198 g/cm 3 and a pressure gradient of 1.17496 kPa/m. An alternative is the empirical relation ρ = av b (6) (Gardner et al., 1974) , which allows the sediment density to be estimated from the seismic velocity v, given parameters a and b. With density measured in grams/cubic centimeter and velocity in meters/second, typical values of a and b for Gulf Coast sediments are a = 0.31 and b = 0.25 (Gardner et al., 1974) . If the relation between elastic-wave velocity and vertical differential stress is known, the pore pressure p may be calculated from equation (3) using equation (4) to calculate the total vertical stress. Examples of the use of the vertical differential stress to predict pore pressures include the methods of Bowers (1995) and Eaton (1975) . The method of Bowers (1995) is based on the following assumed empirical relation between the vertical differential stress and the velocity:
Here, v 0 is the velocity of unconsolidated fluid-saturated sediments (taken in this paper to be 1500m/s), and A and B describe the variation in velocity with increasing differential stress. If B < 1, the velocity versus differential-stress curve is concave down, in agreement with laboratory measurements. The differential stress may be estimated from this equation as follows:
The pore pressure can then be calculated using equations (3) and (4). Bowers (1995) obtained the values A = 4.4567 and B = 0.8168 for a Gulf Coast well studied by Hottman and Johnson (1965) and the values A = 28.3711 and B = 0.6207 for a deepwater Gulf of Mexico well. Eaton's method (1975) is widely used in the industry and estimates the vertical component of the differential stress σ from the seismic velocity v using the relation
where σ Normal and v Normal are the vertical-differential stress and seismic velocity that would occur if the sediment was normally pressured, respectively, and n is an exponent which describes the sensitivity of velocity to differential stress. Following Eaton, n is normally set equal to 3 in the Gulf of Mexico. The pore pressure can then be calculated from equation (3), given a knowledge of the vertical component of the total stress S, which can be calculated from equation (4). If pressure data from wells close to the proposed well are available, the exponent n can be adjusted until the predicted pressures at the calibration well match pressure-control data such as sudden changes in drillingfluid pressure (kicks) or formation-pressure measurements. Alternatively, keeping n fixed at 3, the parameters describing the depth variation of the velocity in normally pressured sediments v Normal can be varied until agreement is obtained between the predicted and observed pressures at the calibration well location (Weakley, 1989 (Weakley, , 1991 Bowers, 1995) . To use Eaton's (1975) method, the deviation of the velocity from the velocity in normally pressured sediments v Normal needs to be estimated. This can be difficult in deep water areas, since overpressures can begin at shallow depths below the seafloor (Dutta, 1997) . Following Hottman and Johnson (1965) , the variation of velocity with depth in normally pressured shales (the normal trend) is often assumed to take the form of a linear relation between the logarithm log dt Normal of the interval transit time, dt Normal = 1/v Normal , and depth z, which gives the following empirical relationship:
This implies that v Normal increases exponentially with increasing depth, and this unphysical behavior can cause problems if a prediction of pore pressure is required below the depth interval over which equation (10) is calibrated using fits of local field data. Several other analytic expressions have been proposed to describe the variation in seismic velocity with depth. The oldest, simplest, and most widely used represents the seismic velocity as a linear function of depth (Slotnick, 1936) :
where z is measured from the sea floor, and v 0 is the velocity of sediments at the sea floor. Typical values of the vertical velocity gradient k lie in the range 0.6−1.0 s −1 (Xu et al., 1993) . In the following section, it is shown how the parameters in the methods of Eaton (1975) and Bowers (1995) can be estimated using seismic interval velocities and pressure measurements FIG. 1. Initial stacking velocities converted to interval velocity using the Dix equation. Note the general blocky appearance of the velocity field due to the undersampling and oversmoothing typical of production-stacking velocities.
FIG. 2. Final interval velocity-depth model after grid-based global tomography. The velocity field now contains the detail necessary to derive an accurate pore-pressure prediction away from the well control to the next drilling location.
in wells close to the proposed drilling location. A sensitivity analysis demonstrates the existence of a range of parameter combinations, all of which provide a satisfactory fit to the data. All parameter combinations within the acceptable region of parameter space can then be used to predict pore pressure in order to examine the uncertainty in the pore-pressure prediction. It should be noted that, in general, a different velocity-topore-pressure transform should be used for layers of different lithology or geological age. Usually, however, a single velocityto-pore-pressure transform is used (see, e.g., Eaton, 1975, and Bowers, 1995) , and this is the approach followed below. This is equivalent to using an average lithology response to changes in effective stress. This limitation can be removed given logs from nearby wells sufficient to differentiate between different lithologies.
DEEPWATER GULF OF MEXICO EXAMPLE
This example is located in the deepwater Gulf of Mexico. Existing 2-D seismic data were used to predict pore pressure FIG. 4. Dix converted interval-velocity field after a highly detailed analysis procedure. This is used as a quality control step to the CIP tomography. The low velocity anomaly at around 2.75 km is also present here, adding to the confidence that this is a real geological feature within the basin.
in the region of interest using 2-D CIP tomography to refine the velocities. The velocities obtained were then used to derive a predrill pore pressure estimate using the methods of Eaton (1975) and Bowers (1995) . Figure 1 shows stacking velocities converted to interval velocities using the Dix equation. The blocky appearance of the velocity field is typical of production-stacking velocities. For pore-pressure prediction, interval velocities obtained from stacking velocities are often smoothed to remove the blocky appearance seen in Figure 1 . However, the velocity field that results represents the true velocity field averaged twice; the first is due to the average over the range of source/receiver offsets used in the analysis, and the second is due to any smoothing used. The interval velocities that result often lack the spatial resolution required for pore pressure prediction in overpressured deepwater environments. Figure 2 shows the interval velocities obtained using reflection tomography. In contrast to the interval velocities obtained from stacking velocities, these velocities provide more detail necessary for predrill porepressure prediction. Of interest for drilling in the region of CIP 1200 is the low velocity anomaly at a depth of 2.75 km, which may indicate the presence of overpressure in this area. The spatial extent of this anomaly is very poorly defined based on interval velocities calculated from stacking velocities (see Figure 1 ). By contrast, reflection tomography (Stork, 1992; Wang et al., 1995; Woodward et al., 1998) gives improved spatial resolution of the seismic velocity field. Figure 3 shows the final prestack depth-migrated section showing one selected CIP near the proposed drilling location. The overall flatness of the seismic events within the CIP indicates that tomography has produced an acceptable velocity model for imaging, which is more likely to be accurate than velocity models obtained by conventional velocity analysis.
To check the presence of the interval velocity anomaly shown in Figure 2 at around 2.75 km, a more detailed stacking velocity analysis was made in the time domain using the original common-midpoint (CMP) gathers. Figure 4 shows the Dix converted interval-velocity field derived from this detailed analysis. Although we again see the blocky look of this rudimentary velocity model, we now do see that there is a lowvelocity pocket in a similar location as in our final velocity model. The events appear as primary reflection energy within the CMP gathers and were picked accordingly. This lends confidence that the CIP tomography has indeed performed properly in locating and adding detail to an anomaly that has now been verified through an additional independent method.
It should be noted that the accuracy of the tomographic inversion of surface seismic data is limited by several factors, one of which is the maximum source-receiver offset used in recording the seismic data. Reliable estimates of pore pressure cannot be expected at depths exceeding the maximum source-receiver offset used. In addition, velocities close to salt bodies are very difficult to derive reliably using 2-D seismic data because of out-of-plane scattering. Therefore any pore-pressure prediction close to the salt bodies shown in Figure 2 is not considered to be reliable; 3-D seismic data would be required to improve its accuracy.
Pore-pressure prediction
For this deepwater Gulf of Mexico example, no direct measurements of formation pore pressure were available. How-ever, drilling-fluid pressures (i.e. mud weights) were available for two wells that are reasonably close to the plane of Figures 1 and 2 . The projection of the two well trajectories are in the vicinity of the schematic well trajectory indicated in these figures near CIP 1952. The pore pressure in the formations encountered by these wells is assumed to be given (to a reasonable approximation) by the mud weights used in drilling the wells, because in oilfield drilling operations the mud weight is increased to prevent the flow of fluids from the formation into the well and therefore provides an estimate of pore pressure. In order to calibrate the velocity-to-pore-pressure transform, the misfit between the predicted pore pressure and the pressure exerted by the mud weight on the formation was quantified in terms of the root mean square (rms) of the residuals p = p mw − p pred defined by
Here, p pred is the predicted pore pressure, p mw is the mud weight at the calibration well location, and N is the number of mud weights used in the inversion. This approach will be demonstrated first using equation (7) (Bowers, 1995) . The application of this approach using equation (9) (Eaton, 1975) will then be discussed.
Because of errors in the data, there are many (A, B) pairs in equation (7) consistent with the tomographic interval velocities and mud weights at the calibration wells, and the inversion for A and B is nonunique. This can be seen in Figure 5 , which shows contours of p rms in units of pounds per gallon mud weight equivalent obtained using the mud weights shown in Figure 6b that were used in drilling the calibration wells for depths between 0.9 and 2.6 km. All ( A, B) pairs consistent with the data can be used in predicting the pore pressure at a proposed drilling location in order to quantify the error in the prediction. For example, all (A, B) pairs within the innermost contour correspond to p rms ≤ 0.4 ppg and therefore agree to FIG. 5. Contours of p rms as a function of A and B in equation (7) calculated using mud weights between depths of 0.9 and 2.6 km in the two calibration wells. this accuracy with the observed mud weights from between 0.9 and 2.6 km. If the rms error in the mud weights is believed to be 0.4 ppg, then the (A, B) pairs within the innermost contour should be used to predict the mud weight at a proposed drilling location. If the rms error in the mud weights was greater, a larger region of (A, B) parameter space should be used for the prediction, corresponding to a greater uncertainty. Pressure information obtained while drilling can be used to refine the acceptable region of parameter space, so that the best pos- 6. (a) The tomographically refined velocity at CIP 1952 and the normal trend v Normal given by equation (7) for (A, B) pairs corresponding to p rms ≤ 0.4 ppg using mud weights from between 0.9 and 2.6 km in the two calibration wells. The outer curves correspond to B = 0.7 and 1.0. (b) Pore pressure predictions compared with the mud weights used for the two calibration wells (dots) and the overburden stress gradient. 7. (a) The tomographically refined velocity at CIP 1192 and the normal trends v Normal given by equation (7) for ( A, B) pairs corresponding to p rms ≤ 0.4 ppg using mud weights from between 0.9 and 2.6 km in the two calibration wells. The outer curves correspond to B = 0.7 and 1.0. (b) Pore-pressure predictions compared with the overburden stress and the mud weights used at the new well location (dots). sible pore-pressure prediction can be made ahead of the bit based on drilling information and seismic velocities. Figure 6b shows pore pressure predictions at CIP 1952, estimated using equations (3)-(5) and (7) for ( A, B) pairs corresponding to p rms ≤ 0.4 ppg using mud weights from the two calibration wells for depths between 0.9 and 2.6 km. Also shown is the overburden stress gradient calculated using equations (4) and (5), and the mud weights used in the two calibration wells (dots). A comparison of the velocity variation with depth obtained at CIP 1952 using tomography with the velocity that would occur at this location if the sediments were normally pressured is shown in Figure 6a . The tomographic FIG. 8. Pore-pressure prediction for the seismic line using the tomographically refined velocities and equation (7) with parameters determined by inverting the mud weights from the two calibration wells.
FIG.
FIG. 9. Contours of p rms as a function of v 0 and k in equation (11) calculated using Eaton's (1975) method with n = 3 and mud weights from between depths of 0.9 and 2.6 km in the two calibration wells. velocity is seen to increase very little below 1.5 km, corresponding to the increase in pore pressure below this depth. The velocities corresponding to normally pressured sediments were calculated from equation (7) and the ( A, B) pairs that correspond to p rms ≤ 0.4 ppg. Although these (A, B) pairs give pore-pressure predictions that agree within 0.4 ppg with the measured mud weights for depths between 1 and 2.5 km, the predictions do not agree with the mud weights used for depths greater than 2.6 km, where the calibration wells are close to salt. The agreement with these deeper values is found to increase as the exponent B increases, but for large values of B the velocity predicted for normally pressured sediments is larger than expected. In the Gulf of Mexico, normally pressured sediment velocities vary approximately linearly with depth [see equation (11)]. Since the water bottom at CIP 1952 is at 770 m, a vertical velocity gradient k of 0.6 s −1 in equation (11) would imply a normally pressured velocity of 2.84 kms −1 at 3 km, assuming v 0 = 1500 ms −1 , whereas a gradient of 1.0 s −1 would imply a normally pressured velocity of 3.73 kms −1 at 3 km. Since the predicted normal velocities for B = 1 are greater than these values, a value of B greater than 1 appears to be unrealistic.
One possible reason for the inability of equation (7) to explain the mud weights used at depths greater than 2.6 km in the calibration wells could be that at these depths the mud weights used are significantly larger than the formation pressure. However, at these depths, the calibration wells are close to the salt flank. Any mispositioning of the salt boundary in the model can translate into a traveltime error and hence a miscalculation of the sediment velocity in this region. In addition, velocities close to salt are difficult to derive reliably using 2-D seismic data because of out-of-plane scattering. For an accurate pore-pressure prediction close to the salt flank, 3-D seismic data is required. Figure 7 shows the variation with depth of the tomographically determined seismic velocity and the predicted pore pressure at CIP 1192, close to the position of a well that was drilled after the tomographic inversion. This location is in the region of the low velocity zone at 2.75 km in Figure 2 . The predictions were based on the values of A and B determined from the mud weights used in the two calibration wells. By comparing Figure 7 with Figure 6 , one can see that, at this location, higher pore pressures are predicted at shallower depths than in the vicinity of the calibration wells, in agreement with the mud weights used (see Figure 7b ). The predicted pore pressures are in good agreement with the mud weights used, with the exception of the shallowest value. This disagreement arises from the presence of a high velocity layer at about 1.2 km depth, and because the calibration wells are probably significantly overbalanced in the shallow section. The pore pressure prediction along the seismic line is shown in Figure 8 . It is seen in this figure that, at the location of the new well, the high overpressures begin at about 0.5 km shallower than at the location of the calibration wells. This information could not be obtained from the interval velocities obtained from stacking velocities, and represents important information for the driller.
Consider now the use of Eaton's (1975) relation. Figure 9 shows contours of p rms in units of pounds per gallon mud weight equivalent using mud weights from the calibration wells for depths between 0.9 and 2.6 km for n = 3 in equation (9), and the normal trend of equation (11). As before, all parameter combinations consistent with the data can be used to pre-dict the pore pressure at a proposed drilling location in order to quantify the error in the prediction. For example, all (v 0 , k) pairs within the contour labelled 0.4 ppg correspond to p rms ≤ 0.4 ppg and therefore agree to this accuracy with the observed mud weights from between 0.9 and 2.6 km. If the rms error in the mud weights is believed to be 0.4 ppg, then the (v 0 , k) pairs within this contour should be used to predict the   FIG. 10. (a) The tomographically refined velocity at CIP 1952, and the normal trend v Normal given by equation (11) for (v 0 , k) pairs corresponding to p rms ≤ 0.4 ppg using mud weights from between 0.9 and 2.6 km in the two calibration wells. The outer curves correspond to k = 0.66 and 1.26 s −1 (values indicated on the curves). (b) Pore-pressure predictions compared with the mud weights used for the two nearby wells (dots) and the overburden stress gradient. 11. (a) The tomographically refined velocity at CIP 1192, and the normal trends v Normal given by equation (11) for (v 0 , k) pairs corresponding to p rms ≤ 0.4 ppg using mud weights from between 0.9 and 2.6 km in the two calibration wells. The outer curves correspond to k = 0.66 and 1.26 s −1 (values indicated on the curves). (b) Pore-pressure predictions compared with the overburden stress and the mud weights actually used near this location (dots). mud weight at a proposed drilling location. If the rms error in the mud weights was greater, a larger region of (v 0 , k) parameter space can be used for the prediction, corresponding to a greater uncertainty. Again, pressure information obtained while drilling can be used to refine the acceptable region of parameter space, so that the best possible pore-pressure prediction can be made ahead of the bit based on drilling information and seismic velocities. Figure 10a compares the tomographically refined velocities at the approximate location of the calibration wells with the normal trends determined using Eaton's (1975) relation with n = 3. The normal trend given by equation (11) was used for (v 0 , k) pairs corresponding to p rms ≤ 0.4 ppg using mud weights from between 0.9 and 2.6 km in the two calibration wells. The normal trend curves plotted in Figure 10a correspond to the pore-pressure predictions shown in Figure 10b . The predicted mud weight at the drilling location midway between the two vertical lines in Figures 1 and 2 in the region of the low velocity anomaly at a depth of 2.75 km is shown in Figure 11 . It can be seen that the mud weights used at this location are predicted best for lower values of k in the range 0.66 and 1.26 s −1 , in contrast to the larger values of k required to predict the mud weights used in the calibration wells for depths greater than 2.6 km. Xu et al. (1993) state that, in the Gulf of Mexico, the vertical velocity gradient k is commonly around 0.6 s −1 . It seems possible, therefore, that either the wells below 2.6 km were drilled significantly overbalanced, or that the velocities close to the salt flank are in error for the reasons discussed earlier.

CONCLUSION
A predrill estimate of formation pore pressure can be obtained from seismic velocities using a velocity-to-porepressure transform. However, the seismic-interval velocities need to be derived using a method capable of giving a spatial resolution sufficient for predrill well planning. The problem of determining the parameters defining the velocity-to-porepressure transform using pressure measurements in nearby wells was examined. A sensitivity analysis demonstrates the existence of a range of parameter combinations, all of which provide a satisfactory fit to the data. All parameter combinations within the acceptable region of parameter space can be used to predict pore pressure in order to examine the uncertainty in the prediction. Pressure information obtained while drilling may then be used to refine the acceptable region of parameter space, so that the best possible pore-pressure prediction can be made ahead of the bit based on drilling information and seismic velocities.
It is important to point out the limitations of the present analysis. In general, a different velocity-to-pore-pressure transform should be used for layers of different lithology or geological age. Usually, however, a single velocity-to-porepressure transform is used (see, for example, Eaton, 1975, and Bowers, 1995) , which is the approach followed in this paper. This is equivalent to using an averaged lithological response to changes in effective stress. This limitation could be removed given a suite of logs from nearby wells sufficient to differentiate between different lithologies. Another limitation is that seismic velocities can be influenced by changes in lithology and fluid content, as well as by changes in pore pressure. One possibility for reducing this ambiguity might be to use both Pand S-wave data, which can be acquired in the marine environment using multicomponent receivers at the sea floor. The additional information provided by the S-wave velocity may help to reduce the ambiguity between variations in pore pressure and variations in lithology and fluid content. Finally, the overall flatness of the seismic events within a CIP gather (such as that shown in Figure 3) indicates that tomography has produced an acceptable velocity model for imaging, which is more likely to be accurate than velocity models obtained by conventional velocity analysis. It is not possible at present, however, to provide quantitative estimates of the error in the velocity field. This requires further research.
