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An elementary proof of the Weil conjectures is given for the special case of a 
non-singular pair of diagonal equations over a tinite field. The number of simul- 
taneous solutions to an arbitrary number of diagonal equations over GF(q) is also 
estimated by the same classical methods. 
1. INTRODUCTION 
The famous Weil conjectures (see Weil [5]) for varieties over finite fields 
have been settled through the contributions of numerous authors, most 
notably through the deep work of Dwork [2] and Deligne [l]. The methods 
used for the proofs of the “Riemann hypothesis” and the “functional 
equation” in general, and of the rationality of the zeta function in particular, 
include excursions into complex as well as p-adic analysis and the develop- 
ment of a cohomology theory for varieties over fields of arbitrary charac- 
teristic paralleling the classical theory. It therefore remains of interest to 
continue to explore the extent to which elementary methods can be forced to 
yield the same results. In this context elementary methods shall mean the 
approach inspired by Gauss and developed mainly by Hasse and Weil; 
namely, the direct expression of the number of points on a variety by charac- 
ter sums including Gaussian sums, the use of the classical theory of equations, 
the elementary theory of finite groups and finite fields, and elementary linear 
algebra. 
This paper does not contain an elementary proof of the Weil conjectures 
in all generality. What is done here is to adapt elementary methods to study 
systems of n diagonal equations and to give an elementary proof of the Weil 
conjectures when iz = 2. It is hoped that the methods used herein may 
* The intersection of the contents of this article and the author’s Ph.D. Dissertation 
(University of Colorado, 1977), which was written under the direction of Professor Wolfgang 
M. Schmidt, is substantial. 
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contain the germ of an idea which may be employed to obtain similar results 
when n > 2, although the author does not presently see how to do this. 
Let 4 , dz ,..., dt be positive integral divisors of q - 1, where q = pf is a 
prime power. Let A = [aij] be an n x t (t >, n) matrix over GF(q) (hereafter 
denoted by F, , except to simplify notation we shall write k, instead of FQy 
and k,t for the t-fold Cartesian product). Let NV denote the number of 
simultaneous solutions (x1, x, ,..., XJ E kVt to the system of diagonal 
equations: 
ailx~ + ai2x2 + ... + aitxzt = 0 (i = 1, 2 ,..., n). (1) 
Set N = IV1 . 
THEOREM 1.1. If n >, 2 and every n x n submatrix of A is non-singular, 
then 
N = qt-* + O(q(t-uP). 
The implied constant depends only on n, t, dI ,..., dt . 
This estimate is deduced from a precise formula for NV by recognizing the 
well-known size of Gaussian sums and by application of a theorem of Hasse 
and Weil concerning the size of character sums with polynomial arguments. 
From the same formula follow elementary proofs of the Weil conjectures 
for a variety defined by a pair of diagonal equations. More precisely, 
it is our principal goal to give an elementary proof of the following theorem. 
THEOREM 1.2. Let n = 2 and suppose every 2 x 2 submatrix of A is non- 
singular. 
(a) (Rationality of the zeta function.) There exist finite sets {mi : i E I$ 
and (13j : j E .JJ of algebraic integers, each closed under rational conjugation, 
such that 
for each natural number v. 
(b) (Riemann hypothesis.) Set m, = (N, - l)l(q” - 1). Then for some 
Jinite set K of natural numbers, 
m, = c (i-1)” yk”, 
kEK 
where / yk / = qcla and e = k(mod 2). 
(c) (Functional equation.) The map SE-+ qt-36-1 induces a permutation 
of the set (yle : k E K, k = O(mod 2)) and of the set {ylc : k E K, k = l(mod 2)). 
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The estimate of Theorem 1.1 is obtained in $3 directly from a complicated 
character sum formula for NV. A detailed analysis of the consequences of this 
formula, in the form of a segmented proof of Theorem 1.2, is given in $5. In 
order to verify the rationality conjecture for a pair of diagonal equations, 
some results concerning sequences of complex numbers which behave as 
differences of power sums are derived in $4. 
2. PRJZLIMJNARJES 
Since the number N, of solutions to the system of equations 
ailx2 + ai2x2d, + e-e + aitxzt = bi (i = 1, 2,..., n) 
is related in a very simple way to the number of solutions to the special 
system (Eq. (1)) obtained by setting each bi = 0 (see Weil [5] or Schmidt [3]), 
questions concerning No can be answered when the corresponding answer is 
known for N. Hence exclusion of the possibility that some di = 0 in Eq. (1) is 
not a significant restriction. Also since if dj is replaced by 4’= gcd(d, , 
q - I), then the number NI remains unchanged, we may assume that dj I 
(q - 1) for each j. However, the assumption that each exponent is a fixed 
divisor of q - I is retained under extensions of the ground field to k, , 
A character of a finite group G is a member of the group of homomor- 
phisms from G to the multiplicative group of complex numbers, necessarily 
of modulus one. The characters of the additive group of Fg will be denoted 
by AFQ and the characters of the multiplicative group of F, by MF* . The 
identity elements of AF, and MF, are termed principal characters and will be 
written z& and x0 , respectively. It is convenient to set x(O) = 0 for x0 # 
x E MF, and x0(O) = 1. Gaussian sums 
play a central role in the methods to follow, and the well-known observations 
that 
G(x, A) = 0 ifx f x0, 
G(xo > #I= 0 if # # &, and 
I G(x, $11 = ql” ifxfxoand~#~,, 
will be used routinely. A character x E MF, is said to be of exponent d if and 
only if the order of x as an element of the group MF, divides d, whence 
x”(x) = x0(x) for all 0 # x E FQ . When d 1 (q - 1) there are precisely d 
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multiplicative characters of exponent d, indeed, if E is a generator of the 
cyclic group of non-zero elements of FU, they are given by 
p&(c) = e(a) = tea, 
where 0 < cx -=c 1 and da ZE O(mod 1). If d [(q - l), then the d multiplicative 
characters of k, of exponent d are all of the form xy = x o %, , where 
!I& : k, -+ Fa is the norm and x E MFQ has exponent d. 
The results of this paper are based largely on the following theorem of 
Hasse and Weil. For a proof of this theorem as well as a list of references and 
an excellent exposition of the related theory, see Schmidt [3]. It is stated here 
for purposes of later reference. 
THEOREM HW. Let x E MF, be non-principal and of order d. If f(X) E 
FJX] has m distinct zeros in the algebraic closure FQ , but is not a dth power in 
K[X], then there exist algebraic integers w1 , w2 ,..., o,-~ such that j wi / = 
q1’2(i= 1,2 ,-.*, m - 1) and for every natural number v, 
2; X,(f(X)) = -w1y - w2y - ... - qL1' 
LY 
Finally, a remark concerning the hypotheses of Theorems 1.1 and 1.2 is in 
order. At least when each exponent dj >, 2, for every non-trivial solution 
x E Fqt to be non-singular (rank (8fi/axj), = n), it is necessary and sufficient 
that every n x n submatrix of A be non-singular. Verification of this observa- 
tion is straightforward and is left to the reader. 
3. CHARACTER SUM FORMULAS FOR N 
Let {fi(x),fi(x),..., fn(x)> be any set of functions Fgt + F, and let M be the 
number of distinct simultaneous zeros of these functions. The initial step 
which characterizes the classical approach to the problem of estimating M is 
given by the following lemma. 
LEMMA 3.1. 
Proof. The sum over x E FPt can be split into two sums: a sum over those 
x E Fgt which are simultaneous zeros for the functions fi , f2 ,..., fn , and a 
sum over those which are not. It is routine to verify that the former sum 
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consists of M summands each of which is q*, and that each summand of the 
latter sum is zero. The well-known fact that 
c w = 1; 
Jre AFP 
is the key to the evaluation of the latter sum. 
If # E AF, is non-principal, then as X ranges over Fp , +A (defined by 
#,&Y) = I/J&C), VX E FJ ranges over all of AF* . It is convenient to fix such 
a non-principal additive character Z,LJ and rewrite Lemma 3.1 in the form: 
(2) 
To treat the system of diagonal equations (l), we useh(x) = uilx$ + 0.. + 
dt aitxt . 
For an n-tuple h = (h, , A2 ,..., &J E F,*, define 
For a fixed u-subset U = {j, , j, ,..., j,} which is a subset of T = (1, 2 ,..., t}, 
set 
(1,={h~F,~: h # 0 and 4(h) = 0 iffj$ U}. 
Also, for such a fixed u-subset U, let 
au = {u = (olj, )...) ocjU)~QU:O < 01~ < l,djolj = O(modl)V’~Uj. 
Then for fixed U C T and a E aLI, let 
Finally if u is fixed, 1 < u < C, define 
R(u) = C C Sda). 
UCT aEaU 
j  (II=?4 
LEMMA 3.2. The number N of simultaneous solutions to the system (1) 
whose coefficient matrix A has rank n satisfies 
q*N = qt + i qt-“R(u). 
U=.l 
Proof. By the additivity of # and the field properties of the complex 
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numbers (to interchange sums, to interchange products, and to factor a sum 
of products as a product of sums), a straightforward computation produces 
the following formula directly from Eq. (2): 
(3) 
The summand for which A = 0 is q t. Moreover, for each n-tuple h f 0, 
there corresponds a unique u-subset (1 < u < t) U of T so that Lj(h) f 0 
precisely if ,j E U. The fact that u f 0 when A f 0 follows from the hypo- 
thesis that rank A = n, since then the row vectors of the coefficient matrix 
are linearly independent. Conversely, for each u (1 < II < t) there exists a 
collection of n-tuples h for which precisely u of the sums L,(A) (1 .< j < t) 
are non-zero. For each such ZJ we may further partition the corresponding 
n-tuples A according to the particular u-subset U which has the property 
that L,(h) i 0 precisely ifje U. These observations are reflected in Eq. (3) 
as follows: 
q“N = qt + i qt-u c c rl; c +(x~T.j(~)). 
u=1 UCT klo jell xj’Fu 
1 UI--u 
To complete the proof, then, it will suffice to show that for fixed U LZ 7; 
1 -i: j U! .< 1, 
(4) 
The introduction of Gaussian sums is accomplished via the equation 
z$ 
a 
#(axd) = xEEF, 264 G(x, $4 
which holds provided # E AF, , $J # &, , d j(q - l), 0 f a EF~, and where 
M,F, denotes the set of multiplicative characters of F, of exponent d. (For a 
proof of this fact, see Schmidt [3, p. 481.) An application of this formula to 
the situation under consideration yields, for each j E U. 
the possibility that aj = 0 having been excluded since G(xo , #) = 0. Sub- 
stitution of this expression in Eq. (4) yields an identity and the proof is 
therefore complete. 
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Let .Z* denote a sum over the set au as before with the additional restriction 
that 
>Fu aj z 0 (mod 1). 
For a E aII (while q and # remain fixed), set 
God = I-I G(x., , $1. 
isu 
Let d = km [c& , d, ,..., dt] and define x = zI16 . Finally, for a polynomial 
f(X) E F*rx, 3 x2 ,**-, Xu--b+n-II, put 
M,(f) = c x(f m xe(fp)w-t+n-l 
where F$ denotes the multiplicative group of FG . 
LEMMA 3.3. If t b n 2 2 and every n x n submatrix of A is non-singular, 
then for each u-subset U with % # U C T and each a E CQ, there exists a 
polynomialf,(X) E F,[X, , X, ,..., Xu-t+n--l] so that 
N = p + (q - 1) i qt-n-u c c* (34 Mdf,). 
u=t--n+1 t/CT aEoU 
1 q=u 
Proof. With the restriction that every n x n submatrix of A is non- 
singular, the set A, is non-empty only if t - n + 1 < u < t. Fix a subset 
U C T with 1 U 1 = u 2 t - n + 1. Let U,, consist of the complement of U 
in T augmented by the first u - t + IZ elements of U. That is, if U = (j, , 
j, ,..., jG} and j, <j, < ..* <j, , then 
u, = IT - u> u {A ,h ,...&-t+& 
Hence U,, consists of n elements and U n U, consists of u - t + n > 1 
elements. 
For fixed j E T - U,, , the system of linear equations 
C airb,j = aij (i = 1, 2,..., n) 
kE U, 
has a unique solution b3 , a column vector with components (bkj : k E U,). 
The non-singularity condition guarantees the existence and uniqueness of 
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such a solution. In fact, it also follows that bkj # 0 for k E U, and j E T - U,. 
HenceforjE7’- U,, 
Further observe that if j E T - U,, and x E At, , then 
ke Un fJ,, 
It is now possible to rewrite S,(u) as a sum over (U - t + n)-tuples c = 
‘x”f:i E U n. U,) of non-zero elements of Fg rather than as a sum over 
u . This can be done since the function L = @I, : k E U n U,J, acting 
componentwise on Au, is an injection (1, -j (F$)U-I+“. Moreover, for each 
c E (F$)uWt+=, there exists a unique Ir # 0 such that Lj(l) = cj for all j E U n 
u, ) L&L) = 0 f or all j E U, - U, and such a c contributes a non-zero 
summand to the following expression if and only if h E A, (or, equivalently, 
c keUnU,, bk&k f 0, vj E u - U,>: 
Since each u-subset U under consideration has U n U, # EY, in the estab- 
lished notation the set V =( U n U,) - (jJ is well-defined. If c E (F$)u--tfn, 
then c51 # 0 and we may write xk = c&;’ for each k E V. Then each xk 1 0 
and 
by making the change of variable ck + xkcj, and observing that 
q-1 if 
2 %jl*~-~+aj,(CjJ = 
i 
c (xj = 0 (mod 1) 
jGU 
crl”T 0 otherwise. 
If we set ei = cx,$d for j, E U and define, for each choice of U and a E a,, : 
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then 
c Sda> = (9 - 1) c* G(a) WLAJ. aEa” (IEOL” 
The desired result now follows from Lemma 3.2. 
Proof of Theorem 1.1. If d = 1, the estimate is trivial since N = qt-n. 
Otherwise, d > 1 and x = xlld is non-principal of order d. Fix o # V C T 
and a E (11~. If 1 V 1 = u = t - n + 1, then 1 MU(&)1 = 1. Jfu > t - n + 1, 
view f, as a polynomial in the single variable Xs,. For a momentarily fixed 
tuple (4, ,..., xj,+,), set 
Bj = bj,i + C bkjxk 
ksV 
Wi, 
(j E v - V,). 
Either(i)forsomejoV- V,,,Bi=O;or(ii)foreachjEV- U,,,B, #O. 
There are O(g”-t+n-3) tuples (Xj, ,..., Xj,-t+n ) satisfying (i) for fixed V with 
1 V 1 = u and fixed a. In the second case, the monomial off, of lowest 
degree (in XJa) has exponent e, , sofa is not a dth power (0 < e2 < d), There- 
fore the contribution to the sum M,(f,) from the first case is O(q”--t+n-z) and 
from the second case, O(q”-t+n-3/2), by Theorem HW. Summarizing, then, 
w4wJ = /gg-t+.-B,2) if u=t--n+l if u>t--n+l. 
So far, the implied constants depend only on n and t; now observe that if 
t - 12 + 1 < u < t, the number of u-subsets of T with / V 1 = u depends 
only on t and for such a V, the number of a E (11~ depends only on 4, d, ,..., dt . 
Then using the fact that ) G(a)1 = q u/2, it follows from Lemma 3.3 that 
N- qt-n = o(q't-fi+l'/2) + i 0(~(u-1)/2) 
u=t--n-+2 
= O(q't-l'/2). 
It follows from the work of Deligne [I] that 
M,(f) = O(q(u-f+n-1)/2), 
whence 
N = qt-" + O(q't-"+1'/2 
1. 
Therefore the exponent in the error term of Theorem 1.1 is certainly not best 
possible when n > 2. The exponent is, however, best possible in the case 
IZ = 2 (when the estimate of Theorem 1.1 and Deligne’s estimate agree). 
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4. POWER SUMS AND THE ZETA FUNCTION 
The zeta function for the system (1) is defined by the formal power series 
It is not difficult to show by formal power series manipulations that l(T) is a 
rational function of T, specifically 
n(l - I&‘-> 
5(T) = J&l - ol,T) ’ 
if and only if 
NV = 1 oliy - c /$jy (5) 
for all natural v (where the implied product and summation ranges are 
finite). The formulation of Eq. (5) is more appropriate to the present context. 
Dwork [2] showed, by altogether different methods than those employed in 
this paper, that the zeta function corresponding to an arbitrary variety over 
F* is a rational function; in fact, it is the quotient of polynomials in 2[7J with 
constant terms one. This is equivalent to statement (a) of Theorem 1.2; in 
particular, Eq. (5) holds with the cy( and /$ algebraic integers and the sets (ai) 
and {/Ii} each closed under rational conjugation. These facts will be deduced 
for the system (1) when n = 2 from Lemma 3.3, Theorem HW, and the 
following properties of power sums of complex numbers. 
LEMMA 4. I. suppose wl , w2 ,..., uk ; $hl , $2 ,..., & are non-zero complex 
numbers with the property that for every integer v  satisfving 1 < v  < max 
{k, 0, 
WI” + 02” + **. + wlcv = a& + lJ2y + *** + t@. 
Then L = k and after relabelling, if necessary, wi = #i , i = 1, 2 ,..., k. 
Proof. The proof is a straightforward exercise in the classical theory of 
equations. One shows that the elementary symmetric functions in w1 ,..., ok 
and in #r ,..., & are identical by an application of Newton’s equations, which 
permit their successive determination in terms of the given power sums. The 
lemma then follows as a consequence of unique factorization in @[Xl. 
COROLLARY 4.2. If a sequence (c,} of complex numbers has a representa- 
tion of the form 
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where {(Ye : 1 < i < r} n {/$ : 1 <j < s} = D and each 0~~ and flj is non-zero, 
then that representation is unique, except for permutations of the (Y~‘s and of 
the flj’s. 
Proof. If there were two such representations with, say, 
where the c?s and /3’s are distinct, the y’s and 6’s are distinct, and all are non- 
zero, then 
for each natural Y. The result now follows immediately from Lemma 4.1. 
COROLLARY 4.3. If A = {a1 ,..., OIL} and B = {pl ,..., ps} are non- 
intersecting sets of non-zero algebraic numbers such that 
for each natural v, then the sets A and B are each closed under rational con- 
jugation. 
Proof. Let K be the normal closure of Q(ol, ,..., 01~) fir ,..., BS). By nor- 
mality, the Galois group Gal(K/Q) is transitive on the rational conjugates of 
any element of A u B. But if u E Gal(K/Q), then 
for all natural v. The result follows easily from the uniqueness of such 
expressions (Corollary 4.2). 
THEOREM 4.4. Let 01~ , 01~ ,..., (xk be complex numbers. If cq’ + azy + -** + 
old is an algebraic integer for each natural number v, then 01~ , 01~ ,..., 01~ are 
algebraic integers. 
Proof. We first establish that 01~ , 01~ ,..., ak must be algebraic. Let 
s, = alh + azh + .*a + aKl’(l < h < k) 
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and let u1 , cr2 ,..., uk be the elementary symmetric functions in 01~ , 01~ ,..., 01~ 
defined by 
XL + 5 qXk-i = fi (X - CQ). 
i=l i=l 
We show by induction on j that oj is algebraic over Q for j = 1, 2,..., k. 
Since u1 = -s1 and s1 is algebraic by hypothesis, (TV is algebraic. Suppose 
that crl , (TV ,..., ue are algebraic for 1 < G < k. By Newton’s equation, 
at+1 = - 
s&+u,s~i-~~-+~cs,~ 
et- 1 9 
hence al+, is algebraic by the hypothesis of the theorem together with the 
induction hypothesis. But if u1 , uz ,..., ulc are algebraic, Eq. (6) requires that 
01~ , 01~ ,..., ak are also algebraic. 
The theorem can now be rephrased in the context of the number field 
Q(% 9 012 ,***, 01~) and the associated ring A of algebraic integers in this field; 
namely, oil” + o12y + **. + olky E A for each natural v implies 01~ , 01~ ,..., 
ale E A. We make use of the fact that A is a Dedekind domain. For each 
i = 1, 2,..., k, write the principal fractional ideal (ai) as the quotient of 
coprime integral ideals: (& = ‘Ll&Bi . It will suffice to show that each !B3, is 
the unit ideal, for then each (c+) is an integral ideal and, in particular, ai E A. 
Suppose, to the contrary, that there is a prime ideal ‘$ which divides 23+B2 ... 
bl, . Let s > 1 be the largest power of !$I which divides at least one Bi and 
reindex the oli’s (if necessary) so that for some r, 1 < r < k, 
while 
Set 
113 = Zcm[?&q3-I)...) !&y--l, 23,+, )...) B)r]. 
By the theory of Dedekind domains, there exist elements /3 E 23 and r E ‘$3 
and integral ideals U and 50, with y 7 II and ‘$ f 93, such that II!.?3 = @) and 
!B’$? = (r). If we set Pi = aifl for i = 1, 2 ,..., k, then clearly pIV + ..* + 
jgrY E A; in fact, since /3T+1 ,..., & E A, ,B1” + ‘3. + &.” E A for all natural v. 
Also define yi = pin, i = I,2 ,..., r. Then for each i = 1, 2 ,..., r, since 
(/3J = &‘Q-‘, where Ci is an integral ideal and ‘$I r C:, , it follows that 
(ri) = &II, whence yi E A and p 7 (ri). Then 
641/11/r-S 
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and so 
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Yl" + *** + yr’ E O(mod ‘!JY) (7) 
for all natural Y. Let Z(V) denote the order of the group of units in the (finite) 
ring A/‘@“. Since p f (ri), yi is such a unit for each i = 1,2,..., r. Hence 
@’ s 1 (mod ‘$P’) and therefore 
$4 + .  .  .  + yy s r 
(mod ‘$9 
for all natural v. But according to (7), 
p + . . . + yy s 0 (mod ‘$z(“)). 
This forces 
r E 0 (mod pminb.#(v))) 
for all natural v. But since Z(V) tends to infinity with v, the ideal (r) must be 
divisible by arbitrarily high powers of ‘$. Since this cannot happen for non- 
zero r, no such prime ideal !JJ can exist and the theorem is established. 
5. THE CASE n = 2 
If i? = 2 then the u-subsets U of Lemma 3.3 can have just two sixes: 
u = t - 1 or u = t. It follows from the observations in the proof of 
Theorem 1.1 that the polynomials f,(X) are non-constant only when u = t, 
when&(x)is a polynomial in one variable and is not a dth power (necessarily 
d > 1). In each such case, Theorem HW applies to f, to yield algebraic 
integers WI(a), We,..., q&a) such that 
W(f,) dLf 1 xy(fa(x)) = -wl(a>y - c+.(Ol>Y - ... - 04a)Y. 
oek, 
Furthermore, 1 q(a)/ = qli2 for each 1 < i < t - 2. Notice that for each 
(I, f, does indeed have t - 1 distinct zeros by the non-singularity condition 
on the 2 x 2 submatrices of A, and therefore the set (WI(a),..., w&a)) is 
well-defined by Lemma 4.1. 
A straightforward combination of these remarks, Lemma 3.3, the formula 
W, = (NV - l)/(q” - l), and the Davenport-Hasse relation (the extended 
Gaussian sum 
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has GV(xY, &) = (- l)y--l (G(x, #))“, where 4” = $0 2, and 2, : k, -+Fq is the 
trace), yields 
t-3 
fl, = c qi” + (--lY-l c C* ((-l)t-l q-lG(a) Mt-.I(fa))” 
i=O UCT aooly 
/u/=--l 
t-2 
+ (--I)“-’ c* 1 ((-l)t q-2G(a) w!(a))“. 
(LEClr e=1 
(8) 
Observe that this formula expresses X, as a difference of finite power sums. 
In order to ensure that these power sums are of the desired type by using the 
results of &4, the following lemma is required. Recall that 
where U is understood to be fixed, a E au, and # is a fixed non-principal 
additive character of F, . 
LEMMA 5.1. Let dI , d, ,..., d, be s > 2 positive integers. Let a = (aI , 
a2 .,,,, a,) be an s-tuple of rational numbers with the following properties: 
(i) 0 < ffj < 1 forj = 1, 2,..., s; 
(ii) djaj = O(mod 1)forj = 1, 2,..., s; 
(iii) CIzl ai = 0 (mod 1). 
Then 
(a) q-‘G(a) is an algebraic integer, and 
(b) G(a) is independent of the additive character $I # $. . 
Proof. If d = lcm [dI , d, ,..., dS] and ej = ivjd for j = 1, 2 ,.,., s, then a 
routine calculation shows that 
G(a) = Ii Ix xJ-u> $xX> 
j=lseF, 
c Xl,&? ... x:p> #(x1 + ... t XJ lrl....,Zs)EF*8 
Since all summands for which x1 = 0 vanish, we may assume x1 # 0. After 
making the linear change of variable xj = yjx, for each j, we may write 
(9) 
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since x1,&$+“- +‘a) = 1 by assumption (iii), 
c Xl,dM . . . y:") = 0 
(Y,,...,ar,w,d-' 
by assumption (i), and 
& $N%(l + Y2 + *.* + YJ) 
1 * 
vanishes unless 1 + y, + .a* + ys = 0 in which case it equals q. From 
Eq. (9) it is clear that q-lG(u) is a sum of dth roots of unity, hence an algebraic 
integer. Moreover, conclusion (b) of the lemma also follows from Eq. (9) in 
conjunction with the observation that its derivation depended only on the 
additivity and non-principality of $, 
Proof of Theorem 1.2(a). (Rationality of the zeta function.) Let (ye : 
6’~ L} consist of the set of all complex numbers whose vth power appears as 
a summand of either of the two double sums of Eq. (8). Then 
N” = qv+2) It c (weye)” F eFL Ye”. 
dSL 
Since for all v, NV and q+--l) are rational integers and since for each e, qyl is 
an algebraic integer by Lemma 5.1 and Theorem HW, it follows from 
Theorem 4.4 that each 3/t is an algebraic integer. Moreover, Corollary 4.3 is 
sufficient (since ye # 0 and I q’yfl I Z ( ye, 1) to conclude that the set (ye) is 
closed under rational conjugation. 
Remark. While it is not obvious a priori that NV is in general an integer 
(unless, for example, dI = d, = **a = dt in which case NV represents the 
number of k,-rational points on a projective variety), it does follow from the 
above remarks and Eq. (8) that NV is at once a rational number and an 
algebraic integer, whence (qv - l)I(N, - 1). 
Proof of Theorem 1.2(b). (Riemann hypothesis.) For v = 1, the sum- 
mands of Eq. (8) have the following sizes: 
/ 4% 1 = qw (i = 0, I,..., t - 3); 
I(- I)t-l q-lG(a) M&f,)] = q(t-S)/2 (I U 1 = t - 1, a E au); 
I(- l)t q-2G(a) w!(a)/ = q(t-3)/2 (I u [ = t, 1 < e < t - 2). 
The proof is complete since 2i = O(mod 2) and t - 3 = t - I(mod 2). 
Proof of Theorem 1.2(c). (Functional equation.) The map 6 H qt-36-l 
clearly permutes the set { 1, q,..., qt-3}. Since every remaining summand 
6 (6 = ‘yc, lo L, 6’ = t - l(mod 2)) satisfies 
ss = 1 6 12 = qt-3, 
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it is enough to see that complex conjugation permutes these elements. This is 
indeed the case, as one notices immediately upon applying Corollary 4.3 to 
Eq. (8). 
The obstacle which presently prevents one from extending the methods of 
this paper to the case n > 2 is the lack of an elementary proof of a “gen- 
eralized Hasse-Weil Theorem”; that is, one for polynomials in several 
variables. Of course, such a theorem exists by the marvelous work of Dwork 
and Deligne, but it is precisely their methods which one wishes to avoid. 
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