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ABSTRACT 
 
 Networked control systems have attracted a great attention in the last decade, and 
their applications in distributed energy systems have been addressed by many researchers. 
Replacing the complex wiring system with a shared network can improve the system per-
formance, reliability and stability. When a shared network is adopted in the control loops, 
the control signals will suffer time delays or data dropouts which may destabilize the sys-
tem. So it is necessary to find the maximum time delay that the system can withstand. The 
methods available in the literature either are an extension from those designed for time de-
lay systems or are too complex to be used in practice.  
 This thesis reports a new method for stability analysis and maximum time delay 
estimation in networked control systems with applications to distributed energy systems. 
The proposed new method is based on using finite difference approximation for the delay 
term and then the Lyapunov system stability theorem is applied to derive the time delay 
boundary allowed to the system. The proposed method has been applied to networked con-
trol systems with state feedback controllers, with dynamic controllers, and to multi-units 
interconnected networked control systems. The proposed method is then extended to a 
class of networked control system with bounded nonlinearity and uncertainties. Compared 
with most of the methods reported in the published literature, the new method is simple to 
use while the results are comparable. 
 The characteristics of time delays are analyzed in this thesis, and the results show 
that time delays can be constant, periodic, random and bounded, random governed by 
Markov Chain and in some cases the time delay may be unbounded. The proposed method 
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is suitable for systems with bounded time delays which is required in networked control 
systems. The method is applied to analyze the stability of a system with parallel connec-
tions of DC/DC buck converters where the control signals are exchanged through the 
shared network. With the proposed method, the parameters that affect the maximum allow-
able delay boundary are investigated.  
 When the time delay can be modelled using Markov Chain the Markovian jump 
system approach is used to study the stability of the networked control system. With this 
approach, the stability of the networked control system is formulated as finding the solu-
tions for a Bilinear Matrix Inequality. In this thesis, an improved V-K iteration algorithm is 
used to solve the Bilinear Matrix Inequality in order to derive a controller to stabilize the 
systems. This approach is used to study the stability of the parallel DC/DC converters with 
stochastic time delays. 
 The proposed method is extended for a class of nonlinear networked control sys-
tems  and uncertain networked control systems. This extension has resulted in two theo-
rems to determine the stability of such a networked control system. The method supported 
by the theorem for the nonlinear networked control system involves less computation com-
pared with the methods published in the literature, and the designed controller has estab-
lished the relationship between the maximum allowable delay bound and the maximum 
nonlinearity. It is found that increasing the nonlinearity in the system will result in decreas-
ing the maximum allowable time delay. The proposed method in this thesis is simple in 
structure and applications with comparable performance to most of the published methods 
in the literature. With the increase reliance on shared networks in industry and distributed 
energy systems in control engineering practice the method can be used as a fast and simple 
design tool. 
 iii 
 
 
ACKNOWLEDGEMENT 
 
 
 
I am grateful to Allah the Almighty who gives me all what I need, who guides and helps 
me during my journey in this life. 
I would like to express my gratitude to my supervisor Prof. Jihong Wang, who guided me 
during my research, and I appreciate her patience and advice. Her encouragement and sup-
port were really great motivation for me. I really have benefited from each minute of dis-
cussion with Prof. Jihong Wang. The suggestions, criticisms and the guidance I received 
from her were valuable, which made this thesis possible. 
To Dr. Mourad Oussalah and Dr. Stuart Hillmansen thank you for your suggestions and 
criticisms. The comments which I received from Dr. Mourad were very important for im-
proving this work. 
I am really grateful for the scholarship I received from the ministry of the higher education 
in Libya. 
Thanks to my parents, brothers, sisters and friends for their encouragement and support. I 
am really grateful to my wife for her patience during my research. I would like to thank her 
for the endless love and support. And finally to her and my kids Mouhanad, Khalid, Son-
des and Malik I dedicate my thesis. 
 
 iv 
 
Table of Contents 
 
CHAPTER ONE: INTRODUCTION................................................................................1 
1.1 MOTIVATION OF THE RESEARCH................................................................................................... 2 
1.2 REVIEW OF THE PREVIOUS RESEARCH IN NCSS................................................................................... 6 
1.3 DESCRIPTION OF NETWORKED CONTROL SYSTEMS..............................................................................12 
1.3.1 Network-Induced Delays in Networked Control System ......................................................16 
1.3.2 Packets Dropouts: ......................................................................................................17 
1.3.3 NCSs Structures: .........................................................................................................18 
1.3.4 Networked Control System Stability: ..............................................................................19 
1.4 MAIN CONTRIBUTIONS OF THE THESIS ...........................................................................................21 
1.5 THESIS OUTLINE......................................................................................................................................... 24 
1.6 SUMMARY..........................................................................................................................26 
CHAPTER TWO: TIME DELAYS IN SHARED NETWORKS .................................27 
2.1 INTRODUCTION ....................................................................................................................27 
2.2 TIME DELAYS.......................................................................................................................28 
2.2.1 Network Schedule.......................................................................................................29 
2.2.2 Network Utilization.....................................................................................................29 
2.3 CONTROL NETWORKS .............................................................................................................30 
2.3.1 Controller Area Network (CAN) .....................................................................................31 
2.3.2 Ethernet ...................................................................................................................32 
2.4 TRUETIME 1.5 SIMULATOR .......................................................................................................34 
2.5 SIMULATION RESULTS FOR THE CAN AND THE ETHERNET ......................................................................35 
2.5.1 The Time Delay Analysis in the CAN................................................................................35 
2.5.2 The Time Delay Analysis in the Ethernet..........................................................................47 
2.6 DISCUSSIONS.......................................................................................................................52 
2.7 SUMMARY..........................................................................................................................54 
CHAPTER 3: MAXIMUM ALLOWABLE DELAY ESTIMATION FOR 
NETWORKED CONTROL SYSTEMS..........................................................................55 
3.1 INTRODUCTION ....................................................................................................................55 
3.2 TIME DELAYS IN NETWORKED CONTROL SYSTEMS................................................................................56 
3.3 MAXIMUM ALLOWABLE DELAY BOUND ESTIMATION FOR NCSS................................................................59 
3.3.1 The mathematical model of a single unit NCS ..................................................................59 
3.3.2 Maximum allowable delay bound estimation in the time domain ........................................61 
3.3.3 Maximum allowable delay bound estimation in the s-domain .............................................65 
3.3.4 Numerical examples for estimating the maximum allowable delay bound .............................69 
3.4 MAXIMUM ALLOWABLE DELAY BOUND ESTIMATION FOR NCSS WITH DYNAMIC CONTROLLERS..............................74 
3.4.1 The mathematical model of NCSs with dynamic controllers ................................................74 
3.4.2 Case I: Neglecting 
ca
τ .................................................................................................75 
3.4.3 Case II: Taking 
ca
τ into consideration:.............................................................................78 
3.4.4 Maximum allowable delay bound estimation in the s-domain .............................................79 
3.5 CONTROLLER DESIGN USING THE FINITE DIFFERENCE APPROXIMATION: ........................................................84 
3.6 NETWORKED CONTROL OF DISTRIBUTED INTERCONNECTED UNITS ............................................................87 
3.6.1 Mathematical model of n-connected networked control systems.........................................88 
3.6.2 Example: A three synchronous generators controlled over network ......................................91 
3.7 SUMMARY..........................................................................................................................99 
 
 v 
 
CHAPTER 4: ROBUST STABILIZATION OF NETWORKED CONTROL 
SYSTEM USING MARKOVIAN JUMP SYSTEM APPROACH .............................100 
4.1 INTRODUCTION ..................................................................................................................100 
4.2 JUMP LINEAR SYSTEMS..........................................................................................................101 
4.3 MATHEMATICAL MODELLING OF NCSS WITH TIME DELAY...................................................................106 
4.3.1 Modelling of a Class of Networked Control Systems ........................................................106 
4.3.2 Modelling Time Delays Using Markov Chains .................................................................111 
4.4 THE STABILITY OF LINEAR JUMP SYSTEM.......................................................................................112 
4.5 THE V-K ITERATION .............................................................................................................114 
4.5.1 The Feasibility Problem (FP)........................................................................................116 
4.5.2 The Eigenvalue Problem (EVP) ....................................................................................116 
4.5.3 The Generalized Eigenvalue Problem (GEVP)..................................................................118 
4.5.4 The V-K Iteration Algorithm: .......................................................................................120 
4.6 EXAMPLE 4.1: THE CART AND INVERTED PENDULUM: ........................................................................123 
4.7 SUMMARY........................................................................................................................131 
CHAPTER FIVE: NETWORKED CONTROL OF PARALLEL DC/DC BUCK 
CONVERTERS................................................................................................................132 
5.1 INTRODUCTION: .................................................................................................................132 
5.2 PARALLEL DC/DC BUCK CONVERTERS.........................................................................................135 
5.2.1 The Parallel DC/DC Buck Converters Mathematical Model................................................135 
5.2.2 The Controller Model ................................................................................................137 
5.3 NETWORKED CONTROL OF PARALLEL DC/DC CONVERTERS WITH CONSTANT TIME DELAY ...............................139 
5.4 NETWORKED CONTROL OF THE PARALLEL DC/DC CONVERTERS WITH RANDOM TIME DELAY GOVERNED BY MARKOV 
CHAINS................................................................................................................................144 
5.5 CASE STUDY: THREE PARALLEL DC/DC CONVERTERS ........................................................................146 
5.5.1 Networked control of parallel DC/DC buck converter with the constant time delay model:......148 
5.5.2 Networked Control with Constant Time Delay ................................................................157 
5.5.3 Networked Control with Periodic Time Delay .................................................................160 
5.5.4 Networked Control with Independent Random Time Delay ...............................................163 
5.5.5 Networked Control withRandom Time Delay Governed by Markov Chain: ...........................167 
5.6 SUMMARY........................................................................................................................176 
CHAPTER SIX: TIME DELAY TOLERANCE ESTIMATION FOR A CLASS OF 
NONLINEAR AND UNCERTAIN NETWORKED CONTROL SYSTEMS ...........177 
6.1 INTRODUCTION ..................................................................................................................177 
6.2 RECENT STUDY ON NONLINEAR NETWORKED CONTROL SYSTEMS WITH TIME DELAYS.....................................178 
6.3 STABILITY OF A CLASS OF NONLINEAR NETWORKED CONTROL SYSTEMS: .....................................................180 
6.3.1 Mathematical Model of Networked Control System with Nonlinearity ................................180 
6.3.2 Estimation of Domain of Attraction..............................................................................187 
6.3.3 Examples of applications............................................................................................189 
6.4 STABILITY OF UNCERTAIN NETWORKED CONTROL SYSTEM ...................................................................200 
6.4.1 Mathematical Model of Uncertain Networked Control System ..........................................201 
6.4.2 Examples of Applications ...........................................................................................205 
6.5 SUMMARY........................................................................................................................209 
CHAPTER SEVEN: CONCLUSIONS AND FUTURE WORK.................................210 
7.1 MAIN CONCLUSIONS ............................................................................................................210 
7.2 SUGGESTED FUTURE WORK ....................................................................................................215 
REFERENCES.................................................................................................................216 
APPENDIX A...................................................................................................................228 
 vi 
 
 List of Figures 
 
Figure 1.1 A Fully Centralized Controller ......................................................................... 4 
Figure 1.2 A Decentralized Control System....................................................................... 4 
Figure 1.3 A Quasi-Centralized Control System ................................................................ 5 
Figure 1.4 The AGC with bilateral contract (Bhowmik et al. 2004). .................................. 8 
Figure 1.5 A Typical Networked Control System ............................................................ 13 
Figure 1.6 Time Delay in NCS ........................................................................................ 16 
Figure 1.7 Packets Dropouts in NCS ............................................................................... 17 
Figure 1.8 Packets out-of-order in NCS ........................................................................... 18 
Figure 1.9 (a) Direct Structure of NCS, (b) Hirarchical Structure of NCS ........................ 19 
Figure 2.1 The message frame format of CAN (Lian et al. 2001)..................................... 32 
Figure 2.2 The message frame format of Ethernet (Lian et al. 2001) ................................ 33 
Figure 2.3 The TrueTime Block Library. ......................................................................... 34 
Figure 2.4 The CAN with seven nodes ............................................................................ 36 
Figure 2.5 The time delay in the CAN with low load, solid-line 94 bit message, dashed-line 
128 bit message. .............................................................................................................. 37 
Figure 2.6 The Network Schedule ................................................................................... 38 
Figure 2.7 The time delay with periodic load messages ................................................... 39 
Figure 2.8 The network schedule with periodic messages load. ....................................... 40 
Figure 2.9 The time delay with random messages and middle priority ............................. 42 
Figure 2.10 The histogram of the time delay in Figure 2.9 ............................................... 42 
Figure 2.11 The network schedule with random messages load. ...................................... 43 
Figure 2.12 The time delay with random messages and middle priority and 0.012 s load 
message........................................................................................................................... 44 
Figure 2.13 The histogram of the time delay in Figure 2.12 ............................................. 44 
Figure 2.14 The network schedule with random messages load. ...................................... 45 
Figure 2.15 The time delay with random messages and middle priority with 0.009 s load 
message........................................................................................................................... 46 
 vii 
 
Figure 2.16 The histogram of the time delay in Figure 2.15 ............................................. 46 
Figure 2.17 The network schedule with random messages load. ...................................... 47 
Figure 2.18 The Ethernet with seventeen nodes ............................................................... 48 
Figure 2.19 The time delay in the Ethernet with low load ................................................ 49 
Figure 2.20 The network schedule in the Ethernet with low load ..................................... 49 
Figure 2.21 The time delay in the Ethernet with medium load ......................................... 50 
Figure 2.22 The histogram of the time delay in Figure 2.21 ............................................. 51 
Figure 2.23 The time delay in the Ethernet with medium utilization ................................ 52 
Figure 3.1 A Typical Networked Control System ............................................................ 57 
Figure 3.2 An NCS with time delay between the sensor and the controller ...................... 60 
Figure 3.3 A Networked Control System ......................................................................... 74 
Figure 3.4 The response of the CH-47 with 0.0018 s time delay ...................................... 84 
Figure 3.5 The system response with 0.2 s time delay...................................................... 87 
Figure 3.6 A networked system consists of n sub-systems. .............................................. 89 
Figure 3.7 Three synchronous generators controlled over network................................... 92 
Figure 3.8 Three machine interconnected power system .................................................. 93 
Figure 3.9 The rotor angle deviation of the first generator. .............................................. 96 
Figure 3.10 The speed deviation of the first generator. .................................................... 96 
Figure 3.11 The rotor angle deviation of the second generator. ........................................ 97 
Figure 3.12 The speed deviation of the second generator. ................................................ 97 
Figure 3.13 The rotor angle deviation of the third generator. ........................................... 98 
Figure 3.14 The speed deviation of the third generator. ................................................... 98 
Figure 4.1 An example of a Markov chain load modelling, the three network loads: low 
(L), medium (M), and high (H). ijp  where { }HMLUji ,,, =∈  is the probability of the 
transition from mode i to j ............................................................................................. 103 
Figure 4.2 The Networked Control System.................................................................... 106 
Figure 4.3 Networked Control System with both time delays from the sensor to the 
controller and from the controller to the actuator are taking into account ....................... 109 
Figure 4.4 The V-K iteration algorithm………………………………………………….122 
 viii 
 
Figure 4.5 The cart and inverted pendulum.................................................................... 123 
Figure 4.6 The Simulink implementation of example 4.1............................................... 126 
Figure 4.7 (a) The random time delay, (b) The response of the system in example 4.1 
without time delay compensation (c) The response with time delay compensation......... 127 
Figure 4.8 (a) The random time delay, (b) The response of the system in example 4.1 
without time delay compensation (c) The response with time delay compensation......... 128 
Figure 4.9 (a) The random time delay, (b) The response of the system in example 4.1 
without time delay compensation (c) The response with time delay compensation......... 130 
Figure 4.10 (a) The random time delay, (b) The response of the system in example 4.1 
without time delay compensation (c) The response with time delay compensation......... 131 
Figure 5.1 A parallel DC/DC Buck Converter system.................................................... 136 
Figure 5.2 Master-slave control strategy for two DC/DC parallel converters.................. 137 
Figure 5.3 The master controller with both voltage and current controller...................... 138 
Figure 5.4 The parallel DC/DC converters communicating through control network. .... 141 
Figure 5.5 The Simulink implementation of the parallel DC/DC converters................... 148 
Figure 5.6 The output voltage with different values of time delay.................................. 149 
Figure 5.7 The master, slave (1) and slave (2) currents .................................................. 150 
Figure 5.8 The Maximum allowable delay bound verses the voltage controller gain: 
dashed-line: the method in (Gu et al. 2003), solid-line: the proposed method................. 153 
Figure 5.9 The MADB for different values of the voltage controller gain ...................... 153 
Figure 5.10 The Output Voltage Response with different voltage gains, ........................ 154 
Figure 5.11 The MADB for different values of the output voltage feedback factor k...... 154 
Figure 5.12 The Output Voltage Responses with different values of the output voltage 
feedback factors, k......................................................................................................... 155 
Figure 5.13 The MADB for different values of the load resistance ................................ 155 
Figure 5.14 The Output Voltage Responses with different values of resistances ............ 156 
Figure 5.15 The MADB as function of the output voltage feedback gain, k, and the voltage 
controller vK ................................................................................................................ 156 
Figure 5.16 The parallel DC/DC converters controlled over CAN bus ........................... 158 
Figure 5.17 The time delay in CAN with low load......................................................... 158 
Figure 5.18 The output Voltage of the system under low load CAN .............................. 159 
 ix 
 
Figure 5.19 (dashed line): The master reference current at the sending node, (solid line): 
The reference current signal at the slave node. ............................................................... 160 
Figure 5.20 The time delay with periodic messages in the CAN .................................... 161 
Figure 5.21 The output Voltage of the system under low load CAN .............................. 162 
Figure 5.22 (dashed line): The master reference current at the sending node, (solid line): 
the reference current signal at the slave node. ................................................................ 162 
Figure 5.23 The Parallel DC/DC buck converter system controlled over Ethernet.......... 163 
Figure 5.24 The Ethernet with seventeen nodes ............................................................. 164 
Figure 5.25 The time delay in the Ethernet with seventeen nodes .................................. 165 
Figure 5.26 The probability distribution function of the time delay in Figure 5.25 ......... 165 
Figure 5.27 The output voltage of the system controlled over the Ethernet .................... 166 
Figure 5.28 (dashed line): The master reference current at the sending node, (solid line): 
the reference current signal at the slave node ................................................................. 167 
Figure 5.29 The random time delay between the master controller and the slaves controller
...................................................................................................................................... 168 
Figure 5.30 The output voltage with random time delay and 125=vK .......................... 169 
Figure 5.31 (dashed line): The master reference current at the sending node, (solid line): 
the reference current signal at the slave node. ................................................................ 169 
Figure 5.32 The random time delay between the master controller and the slaves controller
...................................................................................................................................... 170 
Figure 5.33 The output voltage with random time delay and 125=vK .......................... 171 
Figure 5.34 The time delay from the master controller to the slaves controllers ............. 171 
Figure 5.35 The histogram of the time delay in Figure 5.34 ........................................... 172 
Figure 5.36 The random time delay generated by the transition probability, P ............... 173 
Figure 5.37 The histogram of the network time delay generated by the TrueTime 1.5 
simulator and the modelled random time delay .............................................................. 173 
Figure 5.38 The output voltage of the system with 250=vK  and  5=k ....................... 174 
Figure 5.39 The output voltage of the system with 225=vK  and 2=k ....................... 175 
Figure 6.1 The region of attraction ................................................................................ 188 
Figure 6.2 The system response with zero time delay (solid-line) and 0.2509 s time delay 
(dashed-line) ................................................................................................................. 191 
 x 
 
Figure 6.3 The MADB as a function of the nonlinearity bound using Theorem 6.1 ........ 191 
Figure 6.4 The MADB as a function of the maximum nonlinearity bound using Theorem 
6.1 ................................................................................................................................. 192 
Figure 6.5 The system response with 0.03 s time delay and 3=α ................................. 193 
Figure 6.6 The system response with 0.0801 s time delay and 0=α ............................. 194 
Figure 6.7 The MADB as a function of the maximum nonlinearity bound using Theorem 
6.1 ................................................................................................................................. 194 
Figure 6.8 The system response with 0.04 s time delay and 3=α ................................. 195 
Figure 6.9 The response of the system in Example 6.3 with 0.15 initial condition.......... 198 
Figure 6.10 The system response with 0.76 s time delay and 0.15 initial condition ........ 199 
Figure 6.11 The system response with 0.76 s time delay and 0.5 initial condition. ......... 199 
Figure 6.12 The uncertain NCS with 0.8356 s time delay, solid-line x1, dashed-line x2 .. 206 
Figure 6.13 The uncertain NCS with 0.6667 s time delay, solid-line x1 and dashed-line x2.
...................................................................................................................................... 207 
Figure 6.14 The uncertain system with 0.907 s time delay, solid-line x1 and dashed-line x2.
...................................................................................................................................... 208 
 
 
 
 
 
 
 
 
 
 
 
 
 
 xi 
 
List of Abbreviations 
 
 
AC  Alternating Current 
ACE  Area Control Error 
AGC  Automatic Gain Control 
AWSS  Asymptotic Wide Sense Stationary Stability 
BMI  Bilinear Matrix Inequality 
CAN  Controlled Area Network 
CCL  Cone Complementary Linearization 
CSMA/AMP  Carrier-Sense Multiple Access Protocol with Arbitration on Message 
   Priority  
CSMA/CD  Carrier-Sense Multiple Access with Collision Detection 
DC  Direct Current 
DES  Distributed Energy System 
DTMJLS Discrete-Time Markovian Jump Linear System 
EVP  Eigenvalue Problem 
FIB  Field Bus 
FP  Feasibility Problem 
GCE  Generator Control Error 
GEVP  Generalized Eigenvalue Problem 
ICCI   Integrated Communication and Control Systems 
JLS  Jump Linear System 
LAN  Local Area Network 
LQG  Linear Quadratic Gaussian 
LQR  Linear Quadratic Regulator 
LMI  Linear Matrix Inequality 
MADB Maximum Allowable Delay Bound 
NCS  Networked Control System 
PID  Proportional-Integral-Derivative Controller 
PROFIBUS Process Field Bus 
PSS  Power System Stabilizer 
SCADA Supervisory Control And Data Acquisition 
UPS  Uninterruptable Power Supply 
VSI  Voltage Source Inverter 
 
 
 
 
 
 xii 
 
List of Symbols 
 
A
 
State matrix ( nn ×  matrix).
 
cA  The controller state matrix ( cc nn ×  matrix). 
dsA   State matrix of the discrete system ( nn ×  matrix).  
dA   Delayed states matrix ( nn ×  matrix).  
ijA  A matrix describes how the dynamics of the i
th
 unit can be influenced by the jth unit.
 
iiA  State matrix of the i
th
 unit.
 
pA   The plant state matrix ( pp nn ×  matrix). 
A
 The augmented state matrix.   
clA
 
The augmented state matrix of the closed loop Markovian jump system. 
B
 
Input matrix ( mn ×  matrix).
 
cB   The controller input matrix ( rnc ×  matrix). 
dsB   Input matrix of the discrete system ( mn ×  matrix). 
iB  The input matrix of the i
th
 plant.
 
pB   The plant input matrix ( mnp ×  matrix). 
B
 The augmented input matrix.  
C
 
Output matrix ( np ×  matrix).
 
cC   The controller output matrix ( pnm ×  matrix). 
pC   The plant output matrix ( pnr ×  matrix).
 
)(krsC
 
  The output matrix of the augmented state vector.
 
xiC
 
  The output matrix of the ith plant.
 
ziC
 
  The output matrix of the ith controller.
 
 xiii 
 
D
 
Direct transmission matrix ( mp ×  matrix). 
cD   The controller direct transmission matrix ( rm×  matrix). 
d   The number of dropouts. 
kd
 
The data dropouts at the instant k. 
scd  The number of dropouts between the sensor and the controller.  
cad  The number of dropouts between the controller and the actuator. 
sd  The finite delay bound. 
F  The controller state matrix. 
iiF
 
The state matrix of the ith controller. 
ijF   A matrix represents how the dynamic of the jth controller affects the dynamics of 
 the ith controller 
F
 
The controller augmented state matrix. 
G  The controller input matrix. 
iG  The ith controller input matrix. 
G
 
The controller augmented input matrix. 
h  The sampling period. 
H  The controller output matrix. 
iH  The i
th
 controller output matrix. 
H
 
The controller augmented output matrix. 
),( xh t
 
A piecewise-continuous function of both t and x.
 
nn×I  The identity matrix ( nn ×  matrix).  
sI   The reference current. 
Lii  The inductor current of the i
th
 converter. 
J  The controller feed-forward matrix.  
 xiv 
 
K   The controller gain.
 
K
 
The controller state feedback gain matrix. 
vK  The voltage controller gain. 
iK  The current controller gain. 
k  The output voltage feedback gain. 
1k  Constant derived from the electric torque. 
2k
 
Constant derived from the electric torque. 
3k  Constant derived from field voltage. 
4k
 
Constant derived from field voltage. 
5k  Constant derived from terminal voltage.  
6k  Constant derived from terminal voltage.  
Ak  The voltage regulator gain. 
K
 
The controller augmented feed-forward matrix. 
M  The inertia moment coefficient. 
)(im   The number of the messages. 
nodeN   The number of the nodes in the network. 
P
 
A positive definite symmetric matrix. 
0P
 
The initial transition probability. 
ijp  The probability of the jump from mode i to mode j. 
scP
 
The probability transition matrix for the sensor to the controller time delay.  
caP
 
The probability transition matrix for the controller to the actuator time delay.
 
Q  A positive definite symmetric matrix. 
AR
 
The domain of attraction. 
 xv 
 
ℜ
 
The set of real numbers. 
nm×ℜ
 
The vector space of nm × real matrices.
 
)(krs
 
A bounded random integer sequence governed by Markov Chain. 
)(krca
 
A bounded random integer sequence governed by Markov Chain.
 
 
iS
 
A positive symmetric constant matrix. 
AT   The voltage regulator time constant. 
totalT
 
The total time delay induced in the network. 
preT  The pre processing time delay. 
dnT
 
The network time delay. 
0dT  The d-axis transient open circuit time constant. 
postT
 
The post processing time delay. 
wT
 
The waiting time delay. 
trT
 
The transmission time delay. 
retrT
 
The retransmission time delay. 
),( ji
trT   The time required to transmit the (i,j)th message from node i to node j. 
),( ji
retrT   The time required to retransmit the (i,j)th message if a collision has been detected. 
maxT   The period of messages transmission. 
sT
 
The sampling time. 
TU  The utilization. 
)(tu
 
The control input vector ( m-vector). 
Eu  The excitation control input. 
)(iu
 
The control input vector of the ith plant. 
iu l       The local control input vector. 
 xvi 
 
i
gu       The global control input vector. 
)(ku    The control input vector at instant k. 
)(tpu
 
The input vector of the plant (m-vector). 
mV   The amplitude of the pulse width modulator signal. 
refV   The reference voltage. 
)(xV
 
Lyapunov function. 
)(kv
 
The controller output vector at instant k.
 
 
)(kx   The state vector at instant k.  
)(tx
 
State vector (n-vector) or state variable. 
)(tcx  The state vector of the controller (nc-vector). 
)(x i
 
The state vector of the ith plant. 
)(tpx  The state vector of the plant (np-vector). 
)(kx
 
The augmented state vector ((ds+1)n-vector). 
)(~ kx   The augmented state vector for the system with dynamic controller. 
)(ky  The output vector at the instant k. 
)(ty
 
The output vector (p-vector). 
)(tpy
 
The output vector of the plant (r-vector). 
)(i
xy
 
The output vector of the ith. 
)(kz  The controller state vector at instant k. 
)()( tiz  The controller state vector of the ith controller. 
)(kz
 
The controller augmented state vector. 
α
 
A positive number. 
β
 
The decay rate of the DSTMJLS.   
 xvii 
 
iδ
 
 The duty cycle of the ith converter. 
ω∆
 
The angular velocity. 
 δ∆  The torque angle.  
qe∆  The quadrature transient voltage.  
FDe∆  The exciter output variation. 
ε
  A small positive number. 
Φ  The closed-loop system matrix ( )()( cpcp nnnn +×+  matrix). 
Γ
 
The closed-loop matrix. 
ϕ
 A small positive number. 
γ   A positive scalar. 
η  A postive number. 
Λ  The closed-loop system matrix ( )()( cpcp nnnn +×+  matrix). 
iλ
 
The ith eigenvalue of a matrix.
 
µ  A small positive number. 
iΠ   A positive definite matrix of appropriate dimension, where i = 1,2,3. 
Θ   The closed-loop system matrix ( )()( cpcp nnnn +×+  matrix). 
ρ  A small positive number. 
iΣ   A real nonsingular matrix with appropriate dimension. 
τ
 The time delay. 
cτ  The controller time delay. 
)(ksτ
 
The time delay at the instant k.  
scτ  The time delay between the sensor and the controller including the data dropouts. 
scmτ
 
The maximum bound for the sensor to the controller time delay.
 
 xviii 
 
scτ ′  The time delay between the sensor and the controller. 
caτ  The time delay from the controller to the actuator including the data dropouts. 
caτ ′  The time delay from the controller to the actuator. 
camτ  The maximum bound for the controller to the actuator time delay. 
kτ  The time delay at instant k. 
zω  The compensator zero., 
pω  The compensator pole. 
Ω  A nonsingular real matrix. 
11Ω  A square matrix.  
12Ω  Block matrix. 
22Ω  Block matrix. 
cΩ
 
The estimate of the domain of attraction 
ξ  A small positive number. 
)(tξ  The state vector for the parallel DC/DC buck converter system. 
)(tξ  The augmented state vector for the parallel DC/DC buck converter system. 
iΞ     A positive definite matrix of appropriate dimension, where i = 1,2,3. 
Ψ  The closed-loop system matrix ( nn ×  matrix). 
∈
  A small positive number.
 
A
  The induced 2-norm of a matrix A.
 
x
  The norm of a vector x.
 
∀
  for all.
 
⇒
  implies.
 
 
 
 xix 
 
 
 
 
 
 
 
 
 
 
 
 
 
 1 
 
 
 
 
 
CHAPTER ONE: INTRODUCTION 
 
 Networked control systems (NCS) refer to the system in which the information of 
sensors, commands, control signals are transmitted through a network. The NCS is a mul-
tidisciplinary subject area that integrates control engineering, communication, computer 
science and physical plants together. Networked control system is a very promising and 
challenging new control technology and very active research area. NCS applications in-
clude many research areas such as manufacturing plants, automobiles and aircrafts. Be-
cause of the widespread of the shared networks, for example the Internet and the Ethernet, 
NCS attracted many researchers especially for large systems with distributed structure such 
as the power systems and the distributed energy systems. The classical control view that 
relies on point-to-point control connection can face many obstacles for large and complex 
distributed energy systems. In the last decade, many researchers have reported that NCS 
can be used to enhance the stability and the performance of the distributed energy systems 
(Vesely et al. 2011; Casavola et al. 2008; Shaobu et al. 2012; Yang 2006).  
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 In the next section, the research motivation and the literature review are given. The 
literature review is devoted to distributed energy systems that have already started to im-
plement control strategies over a shared network. One section in the chapter is dedicated to 
define and describe the main fundamental issues in NCSs which are the time delay and the 
data dropouts. In the last section of this chapter, the outline of the thesis and the main con-
tributions are given. 
 
1.1 Motivation of the Research 
 Distributed energy systems have emerged as alternative energy sources for conven-
tional power generation. In the distributed energy system, a number of distributed energy 
sources are dispersed on a geographical area and interconnected to supply a specific 
amount of energy to clustered or dispersed loads. As the number of the installed energy 
sources and the number of the loads is increasing, these systems are evolving in a way that 
will make them large and complex systems. The control of such large and complex sys-
tems brought many challenges. Implementing the ideal centralized control strategy will not 
achieve the future energy system requirements such as the flexibility, expandability and 
high reliability.  
 For example, if we look at the power system, it used to be an ideal centralized con-
trol system before the 1970s  (Yang 2006). The supervisory control and data acquisition 
system (SCADA) is used to fuse the sensors’ information in the large network into the cen-
tralized controller where they are processed and the proper commands are sent back to the 
widespread system actuators (Mak et al. 2002). As the system is becoming more complex, 
the pure centralized control strategy is no longer a suitable choice for many reasons:  
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1) Collecting large quantity of data spread on a large physical area through communication 
links takes a long processing time that affects the global stability of the system; 2) The re-
liability concerns: the main feature in any centralized system is the single point of failure. 
The number of the blackouts around the world where the cost was billions of pounds is the 
evidence that highlighted the weaknesses of the centralization control. 3) Another reason is 
the market driving force which requires an efficient system operation where the system has 
to supply the loads according to the market prices. Due to these reasons, the power system 
started to move toward the decentralization in the early 1970s (Yang 2006). The decentral-
ized control is one of the solutions of the problem of the control system complexity be-
cause the interconnections between the distributed units are neglected, but the stability of 
the overall system cannot be guaranteed. 
Both centralized and decentralized systems have their own unique advantages and disad-
vantages so the proposed system control architecture should take the benefits of the both 
(Beccuti et al. 2006). Among many possible applications, quasi-decentralized control is 
particularly attractive to distributed energy systems (Yang et al. 2006). The quasi-
decentralized control provides a compromise between the centralized and the decentralized 
control (Yang et al. 2000;Sun et al. 2008). The term quasi-decentralized control refers to a 
situation in which part of information  used for control are collected and processed locally 
although some information needs to be transferred between local plants and/or controllers 
through the network connection, in which the total number of such signal transmission is 
kept at the minimum (Yang 2006). The block diagrams for centralized, decentralized and 
quasi-decentralized control systems are shown in Figure 1.1, 1.2, and 1.3, respectively 
(Yang 2006). 
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With the advances in the network technology and in the networked control system, the 
quasi-decentralized control strategy can be implemented where the control signals are ex-
changed over the shared networks. This can reduce the complexity caused by the compli-
cated and space taking wiring.  
 
  
Figure 1.1 A Fully Centralized Controller 
 
 
 
Figure 1.2 A Decentralized Control System 
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Figure 1.3 A Quasi-Decentralized Control System 
 
Recently, many researchers pointed out the challenges arise from the distributed energy 
systems evolution and discussed the future communication requirement and specially the 
relying on the shared networks, see for example, (Beccuti et al. 2006;Bhowmik et al. 
2004;Bose 2004;Bose 2005;Chenine et al. 2007;Cory et al. 1993;Ericsson 1998;Fardanesh 
2002;Guerrero et al. 2006;Hauser et al. 2005;Holbert et al. 2005;Kok et al. 2005;Mak et al. 
2002;Lachs et al. 1996;Mazumder et al. 2005;Moore et. al 1999;Naduvathuparambil et al. 
2002;Sidhu et al. 2004;St Iliescu et al. 2008;Tomsovic et al. 2005;Xiaoyang et al. 
2005;Ukai et al. 2003;Yongqing et al. 2008;Wu et al. 2005;Zhu et al. 2007;Sun et al. 
2008;Wei 1993). 
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works for control coordination, they become multi-units interconnected networked control 
Inter-Connection 
Distributed 
Generator 1 
Local 
Controller 1 
Local 
Controller 2 
 
Local 
Controller n 
 
Distributed 
Generator 2 
Distributed 
Generator n 
 6 
 
system. Replacing the point to point control strategy with shared network will bring up 
new challenging problems that must be solved in order to exploit all benefits of using the 
shared network. Sending the control signals through a shared network will introduce time 
delay, and some of the data will be lost. The time delay degrades the performance of the 
system, or it may at the worse lead to instability. When using a shared network rather than 
a point-to-point communication, it is important either to design a stabilizing controller that 
takes the time delay into account or to estimate the maximum allowable delay bound 
(MADB) under which the system is stable and then the network is scheduled to do not ex-
ceed the MADB. Even though these two approaches have been used in the literature, there 
is no relatively simple method to be used in practice for large interconnected system be-
cause most of the recent methods concentrate on reducing the conservativeness of the re-
sults while the complexity is increased dramatically. The thesis proposes a new method for 
estimating the MADB in networked control systems with application to the distributed en-
ergy systems. The method is based on using the finite difference approximation for the de-
lay term. The proposed method is simpler than the recent published methods while giving 
comparable results.  
 
1.2 Review of the Previous Research in NCSs 
 The current trend in distributed energy system control strategies is moving toward 
implementing the quasi-decentralized control strategy where the control signals are ex-
changed over communication networks. In the following, we will describe some distrib-
uted energy systems that have already started to implement the quasi-decentralized control 
strategy over a shared communication network.  
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 The power system stabilizer (PSS) implements the decentralized control where the 
interactions between the units are neglected, and the local controller relies only on the local 
data  (Yang et al. 2006). In order to achieve more robust stability control under a wide 
range of operating conditions, the quasi decentralized control structure using the available 
network technology is proposed (Yang et al. 2006). In (Ganjefar et al. 2009) the authors 
proposed the use of the Internet to improve the dynamic stability of the power system. In 
their proposal, the PSSs are communicating through the Internet and the problem of the 
Internet disruption is discussed. The maximum time delay guarantees the stability of the 
system is estimated through the simulation to be 0.72 sec. The system they are studying is 
really a NCS but the authors do not use the available methods in the literature for analyzing 
the NCSs in order to analyze the stability of the proposed control system. 
The load frequency is one of the classical centralized power system control problems. The 
load frequency is achieved by the Automatic Generation Control (AGC) where the fre-
quency deviation is used to sense the change in the load demand. In the AGC, a dedicated 
communication link is used to send the AGC signals as shown in Figure 1.4. In the case of 
fault in the dedicated communication link, other communication links are used usually the 
telephone lines. Because of the increased number of ancillary services, the need for a du-
plex and distributed communication links becomes more pronounced (Bhowmik et al. 
2004).  
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Figure 1.4 The AGC with bilateral contract (Bhowmik et al. 2004). 
 
The system shown in Figure 1.4 consists of three areas with bilateral contracts between the 
different areas. To guarantee that the frequency is within the limited range the Area Con-
trol Error (ACE) and the Generator Control Error (GCE) signals are distributed between 
the different areas as shown in Figure 1.4. The ACE and the GCE are used to increase or 
decrease the generated power. Sending these signals through the communication link will 
introduce time delay and some of these data will be lost. The authors in (Yu et al. 2004) 
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used a simple stability criteria but rather conservative that was reported in the 1980s and 
introduced in (Mori 1985;Mori et al. 1989). In (Bhowmik et al. 2004) the authors used the 
simulation to study the effect of the time delay on the load frequency control system. They 
considered constant and random time delay and studied the effects of the time delay on the 
stability of the system although they do not give any method to estimate the control system 
requirements in terms of the maximum time delay. In (Yu et al. 2004) the problem of the 
load frequency control is formulated as a general time delay problem which is then solved 
in Linear Matrix Inequality (LMI) form, but it is only applicable to constant time delays.  
 Power electronic systems are among the distributed energy systems that the use of 
shared network can reduce the complexity in the control interconnections. With the ad-
vances in power electronic and the hybrid vehicles these systems will become complex 
systems and hence the use of the wiring will be complex, expensive, less reliable and 
bulky. In addition to that a failure in one connection may lead to the failure of the whole 
system, and hence a suitable communication method is a mandatory. In power electronic 
system usually many converters are connected in parallel. The main reason for paralleling 
many converters is to increase the output power while increasing the reliability and reduc-
ing the cost and the size of the system. The main issue is to maintain regulated output volt-
age while achieving a good current sharing. Many control strategies have been proposed 
and implemented in real applications. These methods can be put under two categories; 1) 
Communication less methods, 2) Communication based methods. In the communication 
less method, there is no information transfer between the local converters’ controllers, and 
the controllers are fully decentralized. These methods cannot guarantee an equal active 
current sharing between the modules. In the communication based method such as the mas-
ter-slave control strategy, the modules communicate with each other, and the control tasks 
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are distributed between the local controllers. In large-scale systems, the most complex task 
is the wiring, and the use of shared network can solve this problem, but the stability of the 
system must be first analyzed. The most widely used control strategy is the master-slave 
control strategy which is implemented in (Lai et al. 2009;Mazumder et al. 2005;Mazumder 
et al. 2008) for a parallel DC/DC buck converter system where a communication network 
is used to transfer the control signals. Parallel DC/DC buck converter can be found in 
many applications such as the UPS (Uninterruptible Power Supply) (Shanxu et al. 1999). 
In parallel DC/DC converters, all the converters should share the load current equally by 
control connections between the converters. To achieve the active current sharing the ref-
erence current signal is broadcast to all the slaves in the system, and hence no direct con-
trol connection is required (Lai et al. 2009;Mazumder et al. 2005;Mazumder et al. 2008). 
The wireless communication is used in an interactive power network in (Acharya et al. 
2006) where the authors studied the effects of the network characteristics on the stability 
and performance of the control system. They proposed that the power network could have 
three states, which are; nominal, rerouting and clustered state. In the nominal mode, the 
power modules communicate through the network. When a fault occurs in one of the chan-
nels, the signals are rerouted, if the rerouting cannot achieve the stability; then the units 
enter the clustered mode that implements the decentralized control. In (Zhang et al. 2007) 
the authors are trying to treat the power electronic modules as communication nodes. The 
required bandwidth for the different control tasks is estimated, and they are classified into 
fast, medium-speed and eruptive control loop and depending on these estimations the suit-
able network is chosen. The authors mentioned that there is a trend towards the integration 
of both the power electronic and the communication. 
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 The Microgrid is one of the possible forms of the power system evolution (Katiraei 
et al. 2008;Lasseter 2001;Lasseter et al. 2004;Markvart 2006). The Microgrid can be a sys-
tem of parallel DC/DC converters or parallel DC/AC inverters. In the AC Microgrid in ad-
dition to the current sharing requirement the synchronization between the parallel inverters 
is necessary to eliminate the circulating currents. A good survey on the control techniques 
and the problem of the communication in parallel three-phase inverters is given in (Mohd 
et al. 2010;Prodanovic et al. 2000). In the Microgrid there are three different views, two of 
these views adopt the use of the communication while the other view adopts the decentral-
ized control (Prodanovic et al. 2006). The authors in (Pogaku et al. 2007) claims that the 
communications based methods can be implemented if the microsources are in close prox-
imity, and the communication link must meet the system bandwidth requirement with a 
good reliability. With the advances in the network theory and the network technology, the 
assumption of the small area or close proximity is not required. The communication prob-
lem in the Microgrid is discussed in (Green et al. 2007) where the communication link is 
used for power sharing and synchronization, and the required bandwidth is estimated to be 
around 100 kbit/s. In the parallel inverters, both the current sharing signal and the synchro-
nization signals are sent through the communication link. Because of the complexity in the 
wiring, some researchers suggested control strategies without any communication between 
the converters. All of these methods depend on the so-called droop control method where 
the active power is used to modulate the voltage and the frequency is modified through the 
real power (De Brabandere et al. 2004;Ju et al. 2007;Tuladhar et al. 1997). The main 
drawbacks are the slow dynamic, sharing error, and the method cannot be implemented if 
the loads are nonlinear. Moreover, since the droop control is a fully decentralized control 
method it is not superior to the centralized control method because of the slow dynamic 
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and the sharing error. Some researchers suggested the use of low bandwidth communica-
tion links to reduce this error, which makes the control system quasi-decentralized. For ex-
ample, in (Marwali et al. 2004) two control loops are used; one implements the droop con-
trol, which is local, and the other loop implements the average power control through a low 
bandwidth communication link. In the recent years, the Microgrid attracted more attention 
and the use of shared networks has been considered in many papers. In (Yongqing et al. 
2008) a system of two parallel three-phase inverters driving a motor is controlled over 
CAN (Controlled Area Network) bus where the master-slave control strategy is used to 
distribute the control tasks between the different inverters. 
 When the distributed energy system implements the quasi-decentralized control 
strategy over a shared network, it will form a networked control system. From the previous 
literature, I found that either no method for the stability of the system is given or the au-
thors use some stability analysis methods that are rather complex. In the following section, 
the basic definitions and issues in NCSs are briefly described.  
 
1.3 Description of Networked Control Systems 
When a traditional feedback control system is closed via a communication channel, which 
may be shared with other nodes outside the control system, then the control system is 
called an NCS (Networked Control System). An NCS can also be defined as a feedback 
control system wherein the control loops are closed through a real-time network (Wang, F. 
Y et al. 2008). The defining feature of an NCS is that information (reference input, plant 
output, control input, etc.) is exchanged using a network among control system compo-
nents (sensors, controllers, actuators, etc., as shown in Figure 1.5). 
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Figure 1.5 A Typical Networked Control System 
 
The NCS notation used for the first time by Gregory C. Walsh (Walsh al. 1999). Some re-
searchers refer to NCSs as distributed real-time control systems (Nilsson 1998). Because 
NCS integrates control systems, communication networks, information theory and com-
puter science, some references refer to NCSs as Integrated Communication and Control 
Systems ICCSs (Ling et al. 2007) but the NCS notation is used in this thesis. 
In NCS, the information exchange has various time delays, which are defined as the net-
worked induced delay. This delay may be constant, varied or even random and the time 
delay modelling is a very challenging research area. This induced delay may degrade the 
performance of the system or may destabilize the control system. Another point that should 
be pointed out is the Packet Dropouts which means some data may not have the chance to 
reach their destination and the question that should be asked here is to what extent can the 
distributed system survive in the cases of time delay or losing some data? 
 Closing the loop through the shared communication network makes the analysis 
and design of NCSs complex and the conventional control theory assumptions (such as 
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zero time delay from the sensor to the controller and from the controller to the actuator) 
became void.  
 Communication networks have been utilized in real-world applications for about 
thirty years (Baillieul et al. 2007). The main difference between these systems and the net-
worked control systems is that the communication networks were dedicated, while in 
NCSs they are general-purpose, and the new concepts in communications and networks 
have been merged with the control concepts, and it became a complete system (single en-
tity) (Wang, F. Y. et al. 2007). 
NCS is not only a multidisciplinary area closely affiliated with computer networking, 
communication, signal processing, robotics, information technology, and control theory, 
but it also puts all these together beautifully to achieve a single system which can effi-
ciently work over a network ( Wang, F. Y. et al. 2008). In addition, NCS has many advan-
tages such as modularity, low costs, reduced weight, decentralization of control, integrated 
diagnosis, simple installation, quick and easy maintenance, and expandability (it is easy to 
add/remove sensor, actuator or controller with low cost). NCS can be easily modified or 
upgraded. NCSs are able to fuse global information to make intelligent decisions over large 
physical spaces. These points make the NCSs suitable for distributed energy system appli-
cations. On the other hand, we have communication constraints, delay, which may be 
fixed, varied or even random. The absence of a universal clock makes the assumption of 
constant sampling intervals unrealistic (Ling et al. 2007). Losing some data and the latency 
of arriving the data due to the network nature makes the system stochastic (Ling et al. 
2007). 
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 In the classical control theory, the control signals and the sensor signals are point-
to-point connected. In the NCS, the situation is quite different because both the actuator 
and the sensor signals are transmitted through a communication network, and the control 
system performance will depend strongly on the characteristics of the communication net-
work. The random time delay may cause another problem in the control system which is 
the packets-out-of-order. The researchers in the last few years concentrated on the follow-
ing issues: 
1- NCS analysis and design. 
2- Network architecture, protocols and scheduling. 
3- Experimental and simulation studies. 
4- NCS modelling (especially time-delay and data dropout modelling). 
5- Stability analysis. 
 Non-linear NCS has not been studied extensively (Jiang et al. 2008b). Furthermore, 
the study of NCSs for a particular application and the use of a specific communication 
network have not been considered in many papers. The time delay and packet dropouts are 
characteristics of the network, and even if they can be kept very low with good scheduling 
and reducing network traffic they cannot be totally eliminated. Therefore, new methods for 
compensating these two imperfections are very important research areas. 
 There are also other issues such as protocols, scheduling, communication con-
straints, etc., but these issues affect the time delay and packet dropouts so from control sys-
tem view point our interest will be in the time delay and data dropouts. In the following 
section, a brief description of the basic problems concerning NCS is given. 
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1.3.1 Network-Induced Delays in Networked Control Systems: 
As we discussed previously the network-induced delay may degrade the performance of 
the system and even may lead to system instability. In the analysis of the NCS, the assump-
tion of constant sampling is not always valid (Ling et al. 2007). Figure 1.6 shows a system 
with varying time delays. 
 
Figure 1.6 Time Delay in NCS 
 
 Time delay can be made small and deterministic by good scheduling and giving 
some signals high priority, and the system can be treated as an ordinary deterministic time 
delay system (Nilsson 1998). Time delay affects the performance and the stability. The 
factors that affect the time delay are: the network load, the network scheduling, the net-
work bandwidth, the message size and the message priority. 
 The time delay in NCSs can be modelled based on the statistics of the time delay. A 
model that exactly characterizes the network induced delay is difficult to obtain but gener-
ally, a good and reliable model can be obtained. Time delay can be dealt with as a constant 
if the delay introduced by the network is less than the application’s delay (Nilsson 1998).  
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 Many researchers proposed control methods to compensate the time delay effects. 
In (Sadeghzadeh et al. 2008) they solve the time delay problem by using a variable sam-
pling period approach, and a neural network was developed to estimate the time delay. 
Next, this estimated time delay is taken as the sampling period. However, they restricted 
their models to time delays less than one sampling period, and they assumed that the time 
delay is governed by some function. In (Liu et al. 2005) the authors consider random time 
delay governed by Markov Chains. Some papers proposed fuzzy compensators for the time 
delays, for example, in (Jiang et al. 2008b) they use T-S fuzzy model for the NCS. Also the 
model predictive control and the Markovian jump system approach are addressed in many 
papers. A detailed review on the time delay problem in NCS is presented in Chapter 3. 
1.3.2 Packets Dropouts: 
In some cases due to bandwidth or communication constraints, the message may not be 
transmitted in a single packet but split into multiple packets. Due to the network nature, 
these packets may be delayed, or they may be even lost as shown in Figure 1.7 or may ar-
rive but out-of-order as shown in Figure 1.8. Packet dropouts may be considered as a spe-
cial case of an infinite time delay. 
 
Figure 1.7 Packets Dropouts in NCS 
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Figure 1.8 Packets out-of-order in NCS 
 
When a packet is lost there is no need to retransmit it again, an acknowledgement must be 
sent to transmit a new data. In (Wang, Y.-L et al. 2008) the design of a networked control 
system based on Lyapunov function is addressed where they took the packet out-of-order 
into account. In (Millan et al. 2008) the development of a generalized predictive control 
scheme to overcome the high dropout levels is presented.  
1.3.3 NCSs Structures: 
Networked control system can have one of the following structures (Wang F. Y et al 2008) 
as shown in Figure 1.9: Direct Structure and Hierarchical Structure. These two structures 
are found in many distributed energy systems. In the direct structure, the sensors and the 
actuators are directly connected to the network (and the plant), but the controller is con-
nected to them through the network. Using shared network to transfer the measurements, 
from sensors to controllers and control signals from controllers to actuators, can greatly 
reduce the complexity of the connections.  
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Figure 1.9 (a) Direct Structure of NCS, (b) Hirarchical Structure of NCS 
 
In the hierarchical structure, the system is divided into subsystems; with each subsystem 
has sensor, actuator and controller in a hierarchical structure. In this structure, the local 
controllers can communicate with each other and with the central controller to achieve the 
global goals of the system. This structure can be found in parallel DC/DC and parallel 
DC/AC converters in Microgrid. 
1.3.4 Networked Control System Stability: 
The stability is a crucial part in designing any control system. In NCS, the main causes of 
instability are the time delay and the data dropouts. The stability analysis is very complex 
in the presence of the time delay because the latter introduces an exponential term in the 
characteristics equation which replaces the algebraic equation with transcendental equa-
tion. 
The control system designer should take the induced time delay and packet dropouts ef-
fects into account. An accurate model for the time delay should be obtained in order to in-
corporate its effect in the control system performance. The time delay depends on many 
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factors such as the network type; the protocol used, the bandwidth and the packet size and 
as a result the time delay may have one of the following forms; Constant (Fixed) Time De-
lay, Varied Time Delay and Random Time Delay. In designing NCSs a stability criterion 
has to be made to ensure system stability under some time delay conditions. The stability 
theory that has to be applied depends on the network characteristics and hence on the time 
delay. 
If the sampling time is equal or larger than the maximum time delay, then the time delay 
can be treated as a constant time delay and the existing time delay control methodology 
can be used. The simple stability theories for discrete systems can be applied in this case. 
In some networks, the time delay may be time varied but periodic and in this case more 
difficult methods have to be applied. 
In some cases, the time delay may be random due to the network and protocol characteris-
tics. These random time delays can be modelled based on probabilistic methods, and 
Markov Chains is one of these methods.  The stability analysis of this type of time delay is 
the most challenging because more advanced and sophisticated techniques must be used to 
formulate the random delay and nonlinear control theories must be applied. Nilsson 
(Nilsson 1998) proposed an optimal stochastic control method to control NCSs with ran-
dom time delay, which is modelled using Markov Chains. Also the Markovian Jump Lin-
ear System approach and the model predictive control have been reported in many papers 
(Liu, Lei-Ming et al. 2005;Liu et al. 2008;Xiao et al. 2000;Yu et al. 2008; Zhang, Guofeng 
et al. 2008;Wu et al. 2009;Jing et al. 2007). 
In most of the stability and stabilization control problems, the final stability or controller 
design is in the form of Linear Matrix Inequality (LMI) which has to be solved numeri-
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cally. The LMI arises in many control design and stability problems. The applications of 
LMI in control theory are reported in (Boyd et al. 1995). The LMI has the following form: 
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is the variable and 0>= Tii SS  is a positive symmetric constant matrix. The 
strict LMI in (1.2) is a set of polynomial inequalities in the variable x . The LMI (1.2) is a 
convex problem that can be solved efficiently using the Matlab toolbox. This form appears 
in many control problems (Boyd et al. 1995). The advances in convex optimization algo-
rithms made the LMI a powerful design tool. The Matlab developed the LMI toolbox 
(Gahinet et al. 1995) that implements interior-point algorithms for solving the LMI prob-
lems. If the LMI problem can be solved, we say that the LMI is feasible if not it is infeasi-
ble. The solution of (1.2) is called the feasible set. 
 
1.4 Main Contributions of the Thesis 
The contributions of the thesis can be summarized into the following: 
• For NCSs with bounded time delays, a new stability and maximum allowable delay 
bound estimation method has been proposed. The method adopts the finite differ-
ence approximation for the delay term in the analysis. A theorem is derived for es-
timation of the maximum allowed time delay to maintain the system stability.  A 
further derived corollary (Corollary 3.1) has a simple structure in a scalar inequality 
form for MADB estimation.  The results of the estimated MADB obtained through 
Theorem 3.1 and Corollary 3.1 are comparable with the results obtained through 
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the methods in the previous published literature, however, the method proposed in 
this thesis has a much simpler procedure in applications. Furthermore, the method 
links the controller parameters to the MADB and can be used to guide in the proc-
ess of choosing the controller parameters. The same methodology has been applied 
to NCS with dynamic controller. Theorem 3.4 and Corollary 3.5 are derived while 
neglecting the actuator to the controller time delay. While Theorem 3.5 and Corol-
lary 3.6 are derived when the actuator to the controller time delay is not neglected. 
Theorem 3.7 is proposed for multi-units interconnected system and applied to three 
generator power system, and the value of the MADB is estimated. It is found that 
the MADB can be achieved with the current network technology. 
• The proposed method has been extended to study the stability and maximum allow-
able delay bound for a class of nonlinear NCS. A new stability criterion is derived 
for a class of nonlinear NCS with norm bounded nonlinearity. The theorem is based 
on writing the norm bounded constraint as LMI and use of the finite difference ap-
proximation for the delay term and then the quadratic Lyapunov function is used to 
derive theorem in LMI form. The results of the theorem have been compared with 
some of the published results, and the method is simpler while giving comparable 
results.  
• Due to the component aging, noise in measurements, and slowly time varying pa-
rameters all the system performances are subject to uncertainties. A new stability 
theorem for uncertain NCS with norm bounded uncertainties has been derived. 
Again, the proposed method is much simpler in applications than those previously 
published methods. 
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• When the time delay is governed by Markov Chains the NCS can be modelled as 
discrete-time Markovian jump system and the stability of the system is formulated 
as Bilinear Matrix Inequality (BMI). The BMI is not a convex problem and cannot 
be solved directly. In this thesis, the V-K iteration algorithm is used to solve the 
BMI where the BMI is divided into three basic LMI problems that can be solved 
using the Matlab LMI toolbox. The problems to be solved can be considered as 
three types: feasibility problem, eigenvalue problem and generalized eigenvalue 
problem. We proposed improved V-K algorithm by maximizing the decay rate in 
both the V- and K-iteration loops. 
• A parallel DC/DC buck converter system implements master-slave control strategy 
through a shared network is modelled as NCS, and it is used as one of the case 
studies. The stability of the system in the presence of the time delay is analyzed. 
The MADB is estimated, and it is found that the parameters that affect the MADB 
strongly are the voltage controller gain, the output feedback gain factor, and the 
load resistance. The stochastic stability of the parallel DC/DC buck converters is 
analyzed. The range of the voltage controller parameters that achieves the stochas-
tic parameters is determined. 
The list of the published papers is given below: 
[1]  A. F. Khalil and J. Wang, “Time Delay Tolerance Estimation for Linear Control Sys-
tem Stability Analysis using a Finite Difference Method”, In the Proceedings of the 
15th International Conference on Automation and Computing, 2009, Luton, UK,  pp. 
70-75. 
[2]   A. F. Khalil and W. Jihong, "A new stability and time-delay tolerance analysis ap-
proach for Networked Control Systems," In the Proceeding of the 49th IEEE confer-
ence on Control and Decision 2010, pp. 4753-4758. 
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[3] A. F. Khalil and J. Wang, "A New Stability Analysis and Time-Delay Tolerance Esti-
mation Approach for Output Feedback Networked Control Systems," In the Proceed-
ing of the United Kingdom International Control Conference, 2010 pp. 4753-4758. 
[4] A. F. Khalil and J. Wang, "A New Method for Estimating the Maximum Allowable De-
lay in Networked Control of bounded nonlinear systems," The 17th International Con-
ference on Automation and Computing (IEEE), Huddersfield, UK 2011, pp. 80-85. 
 
1.5 Thesis Outline 
The thesis is organised into seven chapters. Chapter 1 is an introductory chapter, and the 
rest of the thesis chapters are summarized below: 
Chapter 2 is dedicated to time delay analysis in two control networks which are the CAN 
and the Ethernet. The time delay modelling is based on the time delay analysis and is cru-
cial part in studying the stability of NCS. We chose the CAN and the Ethernet because 
they are among the widely used computer networks for control systems. The description of 
the CAN and the Ethernet with a brief review on the control networks is given in this chap-
ter. The time delay simulation analysis has been carried out using the TrueTime 1.5 simu-
lator whose basic blocks are briefly summarized. A simulation study has been carried out 
to study the characteristics of the time delay in the CAN and the Ethernet. Different scenar-
ios have been simulated with different message priority, message length, bit rate and net-
work load.  
Chapter 3 reports the proposed new method for stability analysis and MADB estimation 
for NCS. The chapter starts with literature review on the time delay problem in NCS. Then 
the mathematical model for NCS with state feedback controller is represented, and Theo-
rem 3.1 and Corollary 3.1 are derived. Theorem 3.1 and Corollary 3.1 are used to estimate 
the MADB. Many examples are picked-up from the literature, and the results are compared 
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with those obtained using the proposed method. The same methodology for the NCS with 
state feedback controller has been applied to NCS with dynamic controller and to multi-
units interconnected NCS. For the NCS with dynamic controller, two cases are studied; the 
first with neglecting the time delay between the controller and the actuator and the second 
case when the time delay from the controller to the actuator is considered. The results of 
the theorem and the corollary derived for the multi-units interconnected systems have been 
applied to a power system consist of three synchronous generators. The MADB for the 
three generators system is estimated, and the simulation results for the system are carried 
out to show that the MADB lies within the stability margin. 
Chapter 4 deals with the stochastic stability of NCS when the time delay is modelled using 
Markov Chains. At first the jump system is described with a short review on its application 
in NCS. Then the NCS with both state feedback and dynamic controller are modelled as a 
Markovian jump system. The sufficient conditions for the stability of the system are given, 
and the problem is formulated as BMI. The V-K iteration algorithm for solving the BMI is 
described with the details of solving the three basic problems in the V-K algorithm using 
the LMI matlab toolbox. The V-K iteration algorithm is applied to the cart and the inverted 
pendulum problem. 
Chapter 5 reports the stability analysis and MADB estimation for parallel DC/DC buck 
converter controlled through a shared network. The model of the parallel DC/DC buck 
converter is presented in this chapter, and the master-slave control strategy is explained. 
Then a case study system consists of three parallel DC/DC buck converters is analyzed 
where the MADB is estimated. The proposed method is compared with one of the pub-
lished methods. Using the proposed method in chapter 3 the parameters that affect the 
MADB are studied. Under the bounded time delay assumption, the proposed method for 
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estimating the MADB is used to find the range of the voltage controller gain that gives 
MADB larger than the worst-case time delay in the CAN and the Ethernet with constant, 
periodic, and random but bounded time delay. The last section of this chapter is devoted to 
design a stochastic stabilizing controller for the parallel converters system when the time 
delay is modelled using Markov Chains.  
Chapter 6 proposes two new stability and MADB estimation methods, one for a class of 
NCS with norm bounded nonlinearity and the second method for uncertain NCS. The 
mathematical model for a class of nonlinear NCS is presented in the chapter, and two sta-
bility criteria are derived. The first stability theorem is in LMI form and is based on using 
the finite difference approximation for the time delay term and writing the nonlinear con-
straint as LMI. Another stability criterion in scalar inequality form is derived, and the re-
sults of the estimated MADB are compared with the results available in the literature. Then 
the stability of uncertain NCS is studied and a method for estimating the MADB for the 
uncertain NCS is presented. The stability theorem is in LMI form, and many examples 
picked from the literature for comparison.   
Chapter 7 is the concluding chapter where the conclusions drawn from this research are 
summarized along with some suggested future projects.   
 
1.6 Summary 
This chapter introduces the thesis from its background, motivation, and main contributions 
to review of the concepts and current methods. The chapter serves a preparation and over-
view to the whole thesis.   
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CHAPTER TWO: TIME DELAYS IN SHARED NETWORKS 
 
 
2.1 Introduction 
Control networks are the backbone for any networked control system, for instance, a dis-
tributed energy system is controlled through a shared network. The induced time delay in a 
network can degrade the performance of the system or destabilize the system. In networked 
control systems, the control network is defined as the medium by which the sensors, the 
actuators and the controllers can exchange their information. The main difference between 
control networks and data networks is that the control networks can support real-time con-
straint (the guarantee of receiving the message within a bounded time) which may not be 
achieved in data networks. Another difference that can designate between these two net-
works is that both the message length and the bit rate are high in data networks while in 
control networks, the messages are bursted and short. In this chapter, the time delay is ana-
lysed in two candidate control networks, the CAN and the Ethernet. The CAN implements 
a deterministic protocol where the time delay can be made constant or bounded. On the 
other hand, the Ethernet is a non deterministic protocol because the network cannot be pri-
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oritized. In this study TrueTime 1.5 simulator is used. The TrueTime 1.5 simulator oper-
ates in Matlab/Simulink environment but m-files for configuring the blocks must be writ-
ten. A brief description of the simulator is presented in this chapter. The features associated 
with the time delays in these two networks are studied with different message length, prior-
ity, and load. Furthermore, the time delay characteristics are investigated for transmitting 
either periodic or random messages. 
 
2.2 Time Delays 
The time delay is defined as the difference between the time of receiving the message and 
the time of sending the message (Lian et al. 2001). The total time delay, totalT , consists of 
pre processing time delay, preT , network time delay, dnT , and post processing time delay, 
postT . The pre-processing time delay is composed of analogue to digital conversion, com-
putation time and encoding time. The post processing time delay is composed of digital to 
analogue conversion, computation time delay and decoding time delay. The network time 
delay is the time when the data are ready for transmission until the data are received by the 
designated destination. The network time delay consists mainly of 1) Waiting time delay, 
wT , the sending node has to wait a specific time until the network becomes idle then it 
starts transmission. 2) Retransmission time delay, 
retrT , if a collision occurs the sending 
node should wait for a random time then it starts retransmission. 3) Transmission time de-
lay, trT , the time required to transmit the message and it depends on the message length 
and the bit rate. The time delay is given by: 
wretrtrdn TTTT ++=         (2.1) 
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postdnpretotal TTTT ++=        (2.2) 
To understand the time delay in computer networks a statistical analysis should be con-
ducted in order to derive the time delay characteristics from their probabilistic distribution. 
According to (Lian et al. 2001) the parameters that affect the time delay are the access de-
lay, transmission time, response time, message delay, message collisions, message 
throughput, packet size, network utilization, and determinism boundaries. In this work, we 
use simple models for the time delay and the network utilization to estimate the time delay 
and network load. In this case, the time queuing and buffering time delay are represented 
by the waiting time delay. 
2.2.1 Network Schedule 
Scheduling algorithms are constructed to handle the flow of messages among the network 
nodes. The performance of the NCS depends strongly on the network scheduling (Branicky 
et al. 2002). This means to assign a time schedule for all the components in the control sys-
tems, which are the sensors, the actuators and the plants. The network scheduling algo-
rithm assigns the message priorities in the network. The NCS can be schedulable if all the 
tasks within the NCS can be accomplished before the deadline (Branicky et al. 2002). 
2.2.2 Network Utilization 
The network utilization can be defined as the percentage of the total message lengths over 
the period time or running time, the utilization is given by (Lian et al. 2001): 
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where ),( jitrT  is the time required to transmit the (i,j)th message from node i to node j. ),( jiretrT  
is the time required to retransmit the (i,j)th message if a collision has been detected. 
maxT  is 
the period of messages transmission. TU   is the utilization. )(im   is the number of the mes-
sages to be sent by the ith node. The utilization is used to describe the network load level. 
Under low load the utilization approaches zero and when the utilization approaches one or 
larger than one then the network is said to be saturated or overloaded. Different networks 
can show different time delay characteristics under high utilization load.  
 
2.3 Control Networks 
Computer networks can be classified into data networks and control networks. Data net-
works are intended for transmitting data messages such as video, audio, text messages, etc. 
The Internet and the Ethernet are two of the most well-known examples of data networks. 
The data networks implement protocols that do not support real time control tasks but in-
tended for transmitting long messages with high bit rate. Although the data networks are 
characterized by high bit rates and long messages, the receiving of the message within a 
bounded time slot is not guaranteed. On contrast, control networks implement protocols 
that support real time constraints and in many cases, the network can be made determinis-
tic. The control networks such as the CAN, Field buses (FIB), and PROFIBUS (Process 
Field Bus) are found in the industry, and the messages are bursted with relatively slow data 
rates. 
Due to the availability of data networks almost in everywhere they gathered a lot of atten-
tion to be used as a communication medium for NCS (Montestruque et al. 2004;Chow et 
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al. 2001). One of the candidate networks is the Ethernet that implements the CSMA/CD 
(carrier-sense multiple access with collision detection) protocol set by the IEEE 802.3 net-
work standard and can support real time constraints.  
2.3.1 Controller Area Network (CAN) 
The motive for developing CAN was from the car industry in order to reduce the cost,  
weight and complexity in the wiring in a vehicle (Baillieul et al. 2007). The CAN is a se-
rial communication bus developed in 1983 at Robert Bosch GmbH and realized in 1986 
(Baillieul et al. 2007). The CAN implements the carrier-sense multiple access protocol 
with arbitration on message priority (CSMA/AMP) where each node must listen to the 
network before trying to transmit. The CSMA/AMP is a prioritized deterministic protocol 
where the nodes or the messages can be assigned to a priority, and the arbitration is used to 
win the access to the network. The message of the CAN is shown Figure 2.1.  The CAN 
message or frame can be divided into the data frame (broadcast a message to the CAN 
bus), remote frame (Requests transmission of message), error frame (Signals error condi-
tion) and overload frame (Special error frame). The total overhead is 47 bits, and the data 
message can be from zero to 8 bytes. The identifier in the arbitration field is 11-bit in the 
standard CAN while it is 29-bit in the extended CAN, which allows 229 priority levels.  
The abbreviations in Figure 2.1 are: SOF (Start of Frame), RTR (Remote Transmission 
Request), the DLC (Data Length Code) and the two bits r0 and r1 forms the control field, 
CRC (Cycling Redundant Code), ACK (Acknowledgement), EOF (End of Frame), int (In-
terface Space). For more detailed description for the CAN frame the reader can refer to 
(Bosch 1991). 
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Figure 2.1 The message frame format of CAN (Lian et al. 2001) 
 
When a node tries to transmit it listens to the network if it is idle, then the node starts to 
transmit directly. If many nodes are trying to transmit at the same time the arbitration is 
used to gain access to the network. When two nodes are transmitting at the same time the 
identifiers are sent if one node receives the same bit it has sent, then that node will win the 
arbitration. Depending on the bus length the maximum bit rate in the CAN can be up to 1 
Mbit/s. The bit rate with different bus lengths is given in Table 2.1. The number of the 
nodes in the CAN depends on the network utilization and for a higher number of nodes; the 
multilevel network approach can be used. However, the CAN is a deterministic protocol 
that guarantees a fixed time delay for the highest priority node; the bit rate is low compared 
to other networks such as the Ethernet. 
Table 2.1 The bit rate with different bus lengths (Corrigan 2008) 
Bus Length/ m 25 50 100 250 500 1000 2500 5000 
Bit Rate Mbit/s 1 0.8 0.5 0.25 0.125 0.05 0.02 0.01 
 
2.3.2 Ethernet 
The Ethernet is one of the most widely used local area networks (LANs). The Ethernet is 
mainly intended for transmitting large data messages and was introduced in beginning of 
the 1980s. In contrast to the CAN, the Ethernet is not a deterministic protocol because it 
Arbitration 
Field 
Control Data Field CRC Field ACK EOF Bus 
idle 
int Bus 
idle 
SOF RTR 
r1 r0 10-bit identifier DLC 
Data (0-8) 
Bytes 15 Bits 
Delimiter Delimiter 
Slot 
Message Frame 
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implements the carrier-sense multiple access with collision detection (CSMA/CD). The bit 
rate in the Ethernet can be ranged from the standard 10 Mbit/s up to 100 Gbit/s. The 
Ethernet message is shown in Figure 2.2.  The Preamble bits for synchronization and the 
start of delimiter are 8 bytes, and the minimum message length is 64 bytes.  
 
Figure 2.2 The message frame format of Ethernet (Lian et al. 2001) 
 
The minimum packet size in the Ethernet is 46 bytes and if the data message is less than 46 
bytes padded bits are automatically added to make the data message 46 bytes. Including 
the overhead and checksums bits, the minimum Ethernet message is 72 bytes. When any 
node starts to initiate a transmission, it listens to the network if a collision is detected the 
node waits for a random time specified by the binary exponential back of algorithm (BEF) 
(Lian et al. 2001). This random time is randomly chosen between zero and (2n-1) slot time 
(Ethernet message transmission time), where n is the number of collisions detected by the 
node. For a 10 Mbit/s Ethernet the slot time is 51.2 µs (=512/10,000,000). After ten colli-
sions the retransmission time is fixed to 1023 slot time (Lian et al. 2001). As the number of 
the collisions exceeds sixteen, the network reports transmission error to the sending node. 
The main disadvantage in the Ethernet is the unfairness in the Ethernet protocol. Under 
heavy load the number of collisions will be high, and the protocol cannot guarantee an 
equal chance to all the nodes, and the time delay in this case may not be bounded which 
violates one of the networked control system requirements. 
Overhead = 22 Bytes 
Preamble Start of 
Delim-
iter 
Destination 
Address 
Source 
Address 
Data 
Length 
Data Pad Checksum 
46-1500 Bytes 
Bytes 7               1                  6                     6             2         0-1500   0-46           4 
OH=4 Bytes 
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2.4 TrueTime 1.5 Simulator 
TrueTime 1.5 is a software based on Matlab/Simulink, and it is dedicated to the simulation 
of real-time control systems (Andersson et al. 2005;Henriksson et al. 2004;Henriksson et 
al. 2006;Sui et al. 2010). The software is based on Matlab/Simulink but source code pro-
grams in Matlab or C++ (needs a compiler) must be written to initialize the TrueTime 
blocks and to be executed during the run. TrueTime 1.5 simulator is freeware developed in 
Lund University and can be downloaded free from http://www.control.lth.se/truetime. The 
TrueTime Library is shown in Figure 2.3. The TrueTime 1.5 simulator contains six basic 
blocks, which are the kernel, the network, the wireless network, the battery, the sending 
and the receiving blocks.  
 
Figure 2.3 The TrueTime Block Library. 
 
 
The TrueTime 1.5 simulator blocks are connected with the ordinary Simulink blocks to 
form a real-time control system such as the networked control system. Before a simulation 
can be run, however, it is necessary to initialize kernel blocks and network blocks, and to 
create tasks, interrupt handlers, timers, events, monitors, etc., for the simulation. The 
TrueTime 1.5 supports networked control system simulation. In the following section, the 
time delay is studied in the CAN and the Ethernet using the TrueTime 1.5 simulator. 
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2.5 Simulation Results for the CAN and the Ethernet 
Different scenarios have been implemented in the TrueTime 1.5 simulator to study the time 
delay in two popular control networks, which are the Ethernet and the CAN. The simulator 
supports only packet level simulation so the parameters that will be considered are the bit 
rate, the message size, the priority and the utilization. 
2.5.1 The Time Delay Analysis in the CAN 
The CAN is a deterministic protocol intended for short messages. In this simulation study, 
the CAN has seven nodes that represent the load and the system nodes. Three nodes repre-
sent the system while the other four simulate the load on the network. The parameters that 
affect the time delay are investigated; these are the priority, the bit rate, the message 
length, the utilization, and the message type (periodic messages or random messages). The 
TrueTime 1.5 Simulink implementation of the CAN with seven nodes is shown in Figure 
2.4. The system node has middle priority on the network, but the system nodes are the only 
active nodes in the network. The system nodes are actuator1, actuator2 and the sensor. This 
simulates a distributed energy system implementing the master-slave control strategy. The 
following cases are considered: 
• Under no Load: The system nodes are the only active nodes in the network. 
• Periodic Load: All the nodes in the network are periodic. 
• Random Load: The load nodes are random.  
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Figure 2.4 The CAN with seven nodes 
 
 
1) Under no load condition: 
The sampling period for the system node is 0.01 s and only the system node is active on 
the network. The time delay with four byte and eight byte messages is shown in Figure 2.5. 
The bit rate is 100 Kbit/s and the total message length is 94 bits for the four bytes message 
and 128 bits for the eight byte message. As can be seen from Figure 2.5 the time delay is 
almost constant under low load condition. With four byte message, the time delay consists 
of the transmission time which is 0.94 ms in addition to 0.1 ms analogue to digital conver-
sion time delay and actuator time delay, then the total time delay is 1.04 ms. With eight 
byte message the total time delay is 1.38 ms because the waiting time delay, and the re-
transmission time delay are also zero. 
 
 
 
Sensor 
 
 
 
 
Actuator 1 
 
 
 
 
Actuator 2 
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Figure 2.5 The time delay in the CAN with low load, solid-line 94 bit message, dashed-
line 128 bit message. 
 
 
The network schedule in Figure 2.6 shows that the system node is the only active node in 
the network, and it has the second priority in the network. Since only the system node is 
active then the utilization with 128 bits message is given by: 
0128.0
01.0
000,100/128
==TU  
This shows very low network utilization. Two different simulations with the system node 
has a high and low priority, and we observed no change to the time delay characteristics, 
and it is almost constant. 
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Figure 2.6 The Network Schedule 
 
 
2) The Load is Periodic: 
In the second scenario, all the activities on the network are periodic. The system nodes use 
5 ms period for the transmission while the period of the load messages is 0.1 s. As ex-
pected the time delay will be periodic because all the activities on the network are periodic, 
and the CAN implements a deterministic protocol. The time delay is shown in Figure 2.7. 
From Figure 2.7 the time delay is periodic with 0.1 s period. The time delay has three dif-
ferent values, which are 1.48 ms, 1.58 ms and 5.2 ms. The time delay behaviour can be ex-
plained by looking at the scheduling in Figure 2.8. 
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Figure 2.7 The time delay with periodic load messages 
 
 
Since the system node has a middle priority on the network, there are mainly three possible 
states for the network. The first state is when the system node starts to transmit, the net-
work is idle and so the time delay will only have transmission time delay component which 
is 1.48 ms (in addition to the pre, and post processing time delay). The second state occurs 
as the system node starts to broadcast, the lower-priority node that has already occupied 
the network and hence the system node will wait until that node finishes the transmission. 
Then it starts to transmit and in this case we will have a small waiting time delay compo-
nent in addition to the transmission time delay, and the total time delay in this case is 1.58 
ms. 
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Figure 2.8 The network schedule with periodic messages load. 
 
The sensor scheduling signal has three different values, which are low, medium and high. 
When the signal is low, the sensor node is idle and when it is medium then the sensor node 
is waiting for the network to become idle. The signal becomes high when it is already oc-
cupied the network. The last state has a time delay of 5.2 ms, in this case the system node 
will wait for the higher-priority node to finish its activity in the network, and the system 
node should wait until the network becomes idle, the total time delay is then: 
msTTTTTT wtrwretrtrd 1.5000,100
12830
000,100
1280 =⋅++=++=++=
 
In addition to 0.1 ms pre- and post-processing time delay, the total time delay is 5.2 ms as 
shown in Figure 2.8. The network utilization is given by: 
Interference 1 
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Interference 3 
Interference 4 
Sensor 
 41 
 
( )
3328.0
1.0
000,100/1283
005.0
000,100/128
1.0
000,100/1283
max
1
),(),(
)(
=
⋅
++
⋅
=
+
=
∑ ∑∈ =
T
TT
U node
i
Ni
m
j
ji
retr
ji
tr
T
 
The network utilization is still medium. With different priorities, we noticed that with in-
creasing the load with periodic messages the time delay is periodic with different periodic 
forms even with high utilization. As the network utilization is less than one then the receiv-
ing of the message is guaranteed, and this is the advantage of the deterministic protocol. 
 
3) The Load is Random 
When all the messages are random, the time delay is expected to be random even with de-
terministic network. In this scenario, we have a CAN with seven nodes; three are assigned 
as the system nodes and four as the load nodes which are random. In (Nilsson 1998) the 
message length is chosen to have a uniform distribution but in our case, the activities of the 
four nodes are random with constant message length, which simulates the non periodic ac-
tivity on the network. The bit rate is 500 kbit/s and the message’s length is 94 bits. The 
load messages have 0.01 s period while the system node has 5 ms period. The time delay 
when the system node has a middle priority is shown in Figure 2.9. The time delay has 
three different states, which are 0.1 ms, 5 ms and 9.8 ms. The histogram of the time delay 
in Figure 2.9 is shown in Figure 2.10. The time delay has three states that can be modelled 
using Markov Chain. The network schedule is shown in Figure 2.11.  
 In many simulations with different message lengths and priorities, the time delay is 
random with different distribution functions due to the random messages in the network.  
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Figure 2.9 The time delay with random messages and middle priority 
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Figure 2.10 The histogram of the time delay in Figure 2.9 
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Figure 2.11 The network schedule with random messages load. 
 
 
From the network schedule in Figure 2.11 we noticed in many cases when the sensor node 
starts to transmit the network is idle, and the time delay will only have transmission time 
delay component. The idle network can represent the low state in Markov chain. Another 
interesting property is that when the current state is the low state then the next state will be 
either the high state or the low state as can be seen from Figure 2.9. In the medium state 
when the sensor node starts to transmit the higher priority is already occupied the network. 
The time delay when the load message has a period of 0.012 s is shown in Figure 2.12, and 
the distribution function is shown in Figure 2.13. We found that in some cases the time de-
lay can be modelled using Markov Chains. 
 
Interference 1 
Sensor 
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Figure 2.12 The time delay with random messages and middle priority and 0.012 s 
load message 
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 Figure 2.13 The histogram of the time delay in Figure 2.12 
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From the distribution in Figure 2.13 it can be seen that the time delays are mostly distrib-
uted around 1 ms with some time delays are uniformly distributed in the interval [2 ms, 9 
ms].  The average time delay is 2.5 ms and the maximum time delay is 9.8 ms, this can be 
explained by looking at the scheduling in Figure 2.14. 
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Figure 2.14 The network schedule with random messages load.  
 
 
In most of the time, the network is idle and there is no waiting time delay and hence the 
time delay will have only transmission time delay, which is 1.04 ms and this explains the 
large distribution around 1 ms. The load message is a random signal with 9.5 ms width. In 
some cases when the sensor node is trying to transmit, the load message is already occu-
pied the network which causes the time delay to be distributed between 2 ms and 9 ms. The 
time delay and the distribution function when the load message has 0.009 s period are 
shown in Figure 2.15 and Figure 2.16. 
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Figure 2.15 The time delay with random messages and middle priority with 0.009 s 
load message 
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Figure 2.16 The histogram of the time delay in Figure 2.15 
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From the distribution in Figure 2.16 the time delay distribution has a Dirac shape with 9.8 
ms average values. The network scheduling is shown in Figure 2.17. 
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Figure 2.17 The network schedule with random messages load. 
 
It can be seen from Figure 2.17 that the load occupies the network most of the time which 
increases the time delay. With different priorities we found that the priority affects the av-
erage time delay. Increasing the priority reduces the average time delay. 
 
2.5.2 The Time Delay Analysis in the Ethernet 
The Ethernet is a non deterministic protocol and even with periodic messages on the net-
work the time delay is not expected to show any periodicity. The simulated Ethernet con-
sists of seventeen nodes three of which are the system nodes while the other fourteen nodes 
are assigned as the load nodes. The TrueTime 1.5 Simulink implementation of the network 
is shown in Figure 2.18. 
Sensor 
Interference 1 
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Figure 2.18 The Ethernet with seventeen nodes 
 
The bit rate is the standard 10 Mbits/s bit rate, and the system message length is 576 bits 
with 5 ms period. All the load messages are periodic with different message lengths. The 
time delay under low load is shown in Figure 2.19. The periods of the messages are 5 ms, 
which makes the utilization 0.1728. The network schedule is shown in Figure 2.20, which 
shows that the system node has assigned the number fifteen because the Ethernet does not 
support any prioritization. Since the protocol is nondeterministic we can see that under low 
load, there are no collisions in the network and hence the time delay is constant and can be 
calculated as: 
51067.500
000,000,10
5670 −⋅=++=++=++= wtrwretrtrdn TTTTTT
 
sec10676.10001.01067.500001.0 45 −− ⋅=+⋅+=++= postdnpretotal TTTT  
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Figure 2.19 The time delay in the Ethernet with low load 
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Figure 2.20 The network schedule in the Ethernet with low load 
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When the load messages have a period of 2 ms, the utilization is 0.4147 s. At this utiliza-
tion level the time delay and the histogram are shown in Figure 2.21 and Figure 2.22. 
When the network is loaded, we can see that there is a considerable time delay because 
many messages are trying to transmit at the same time. Both the time delay and the histo-
gram proves that the time delay is random but bounded and in this case, we have not ob-
served any correlation between the previous, current and next time delay.      
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Figure 2.21 The time delay in the Ethernet with medium load 
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Figure 2.22 The histogram of the time delay in Figure 2.21  
 
The main disadvantage in the Ethernet appears when the network is nearly loaded. With 1 
ms load period the utilization is 0.8179 and the time delay is shown in Figure 2.23. In this 
case, the time delay may not be bounded because the network is loaded. Due to the large 
number of collisions at this utilization level the retransmission time is increasing dramati-
cally, and the Ethernet protocol cannot guarantee a fair bandwidth distribution between the 
nodes. When a collision occurs in the Ethernet, the node waits for a random time after ten 
collisions the waiting time is fixed and after sixteen collisions, a transmission error is sent 
back to the sending node. The main disadvantage for this protocol is that it cannot guaran-
tee receiving the messages within a bounded time. 
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Figure 2.23 The time delay in the Ethernet with medium utilization 
 
 
2.6 Discussions 
In both the Ethernet and the CAN under very low load conditions, the time delay is almost 
constant and depends only on the message length and the network bit rate. With prioritized 
network even when a node has a low priority the time delay is constant under low network 
utilization levels. When all the activities on the network are periodic, the time delay will 
also be periodic in a deterministic network. The node priority does not affect the character-
istics of the time delay but when the network is overloaded the node with the higher prior-
ity will have a guaranteed transmission while the transmission of the lower-priority nodes 
will not be guaranteed. In the CAN with random messages the time delay is random, and in 
some cases it can be governed by Markov Chain when the network utilization is low or 
medium. When the messages are random in the CAN, the time delay can show different 
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probability distribution functions. Increasing the utilization increases the average time de-
lay, and reducing the priority increases the average time delay. 
Although the Ethernet protocol is not a deterministic protocol, the time delay is constant 
with periodic messages under very low load condition. Under the condition of low network 
utilization the time delay becomes periodic even though the protocol is random because the 
number of collisions is still very low. At the medium and high utilization the time delay is 
random. When the network is nearly overloaded, the transmission is not guaranteed.  
From the previous discussion, the following can be concluded: 
• The time delay has five different patterns: Constant, Periodic, Random but 
bounded, Random governed by Markov Chains and random but unbounded. The 
constant time delay model can be used if the maximum time delay of the system is 
much larger than the worst-case time delay. 
• The time delay can be affected by the bit rate, message length, priority and utiliza-
tion. 
Depending on the time delay analysis in this chapter two proposed methods will be intro-
duced in the next chapters. In the first method, the time delay is assumed to be bounded 
and this is the case when the time delay is constant, periodic or random. The worst-case 
time delay is used to model the time delay under the assumption that the time delay is con-
stant, and this can be achieved through using a buffer. On the other hand, when the time 
delay is random and governed by Markov Chain the discrete time Markovian jump system 
approach is used to study the stochastic stability of the system. 
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2.7 Summary 
In this chapter, a brief introduction to control networks was given. Mainly, two candidates 
of control networks are discussed; they are the CAN, which is a deterministic network, and 
the Ethernet, which is a non deterministic network. As the Ethernet was originally intended 
for data transmission, it is characterized by long data message and high bit rate compared 
to the CAN. Control networks are the backbone for all the networked control systems and 
in order to design a networked control system the time delay induced with these networks 
needs to be pre-analyzed. To characterize the time delay TrueTime 1.5 Simulator is used, 
which is intended for real time control systems simulation. Different scenarios have been 
simulated, and it is found that the time delay can be constant, periodic and bounded, ran-
dom and bounded, random governed by Markov Chain and in some cases, the time delay 
can be random and unbounded. The main difference between the CAN and the Ethernet 
appears under high utilization where the time delay can be unbounded in the Ethernet. De-
pending on these models for the time delay, two analysis methods for NCSs have been 
proposed in this thesis. The first method is introduced in Chapter 3 and is based on the as-
sumption that the time delay is either constant or bounded.  The second method in Chapter 
4 can be used whenever the time delay is random and governed by Markov chain. 
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CHAPTER 3: MAXIMUM ALLOWABLE DELAY ESTIMA-
TION FOR NETWORKED CONTROL SYSTEMS 
 
3.1 Introduction  
Time delays may degrade the performance of NCSs or may lead to system instability. 
There are many methods reported in the literature for analyzing the stability of time delay 
systems. However, most of them are very complex to use in practice. Therefore, there is a 
need for a simple and easy method in terms of engineering design and using by practical 
engineers. From the analysis in Chapter 2 the time delay can be constant, periodic, or ran-
dom but bounded. This chapter presents a new method for analyzing the stability of NCSs 
that can be used as a guideline tool for designing the controller. The detailed description of 
the proposed method for estimating the maximum time delay in NCSs is presented in this 
chapter. At first, the method is applied to a single-unit NCS with a state feedback control-
ler (Khalil et al. 2010a). A few examples are illustrated, and the results are compared with 
that proposed in the previously published literature. The method is then extended to an 
NCS with a dynamic controller (Khalil et al. 2010b) with an application to a multi-units 
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distributed interconnected NCS, which are used in many distributed energy system applica-
tion cases such as electrical power systems, parallel DC/DC converters, parallel DC/AC 
inverters, and Microgrids. A small-scale power system consisting of three generators is 
studied as a demonstration example and the MADB for the system is estimated using the 
proposed method. 
 
3.2 Time delays in networked control systems 
A typical organization of an NCS is shown in Figure 3.1.  As the control loop is closed 
through a communication network, the time delay and data dropout are unavoidable. This 
may degrade the performance of the NCS or even destabilize the system. In general, the 
control systems with time delays can be classified into time delay independent (where the 
stability is not affected by the time delay) and time delay dependent (where the time delay 
does affect the stability) (Mahmoud 2000). Time delay, no doubt, increases complexity in 
the process of  analysis and design of NCSs. Conventional control theories built on a num-
ber of standing assumptions, including synchronized control and non delayed sensing and 
actuation must be re-evaluated before they can be applied for NCSs (Mahmoud et al. 
2003). Analytical and graphical methods have been studied in (Marshall et al. 1992). The 
stability criteria for NCSs based on Lyapunov-Krasovskii functional approach has been 
reported in (Tang et al. 2008;Yue et al. 2004a;Yue et al. 2004b;Liu 2003). 
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Figure 3.1 A Typical Networked Control System 
 
The main goal of the most-recent work in this field is to reduce the conservativeness of the 
stability region by using Lyapunov-Krasovskii functional approach with improved algo-
rithms for solving the Linear Matrix Inequality (LMI) set although, at expense of increased 
complexity and computation time. In (Yue et al. 2004a;Yue et al 2004b), a Lyapunov-
Krasovskii function is used to derive a set of LMIs and the stability problem is then for-
malized as a feasibility LMI problem. In many of the previously reported works, the con-
troller is designed in the absence of the time delay. In (Jian et al. 2008), an improved 
Lyapunov-Krasovskii function is used with triple integral terms. The LMI methods require 
that the closed-loop system to be Hurwitz (De Souza et al. 1995;Liu 2003;Zhang et al. 
2001). In (Wu et al. 2007), a modified Cone Complementary linearization algorithm based 
on the Lyapunov-Krasovskii approach is implemented. The method reported in (Zhu et al. 
2008) is claimed to be less conservative, and the computational complexity is reduced. An 
LMI method in the frequency domain is derived in (Jun et al. 2000), which is then  trans-
formed on to an equivalent non-frequency domain LMI by applying Kalman-Yakubovich-
Popov Lemma. It has been reported that the ordinary Lyapunov stability analysis is linked 
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by a suggested variable to state vectors through convolution (Kim 2005), and the stability 
analysis is simplified to only require solving a nonlinear algebraic matrix equation.   
In (Zhang et al. 2001), the hybrid system technique is used to derive a stability region, and 
an upper bound is derived for the time delay in an inequality form. Comparing with the 
other published results, the results are rather conservative. The hybrid system stability 
analysis technique has also been used in (Branicky et al. 2000). A simple analytical rela-
tion is derived between the sampling period, the time delay and the controller gains. The 
same approach is used in (Xei et al. 2002) with more conservative stability region results. 
The model-based approach for deriving necessary and sufficient conditions for the stability 
is presented in (Montestruque et al. 2004). The stability criteria are derived in terms of the 
update time and the parameters of the model. The model-based approach is then extended 
to study the stability of a distributed interconnected NCS in (Sun et al. 2008). The optimal 
stochastic control was studied in (Nilsson 1998) with a discrete time system model where 
the random time delays are modelled using Markov Chains, and the controller uses the 
knowledge of the past state time delays by involving time stamping.  
Most of the previously developed approaches require excessive load of computations, and 
also for higher-order systems; the load of computations will increase dramatically. In prac-
tice, engineers may find it difficult to apply those available methods in control systems de-
sign because of the complexity of the methods and lack of a guideline in linking the design 
parameters to the system performance. Almost all the design procedures highly depend on 
the post-design simulation to determine the design parameters. So there is a demand for a 
simple design approach with clear guidance for practical applications. In this chapter, a 
new stability analysis and controller design method is proposed, in which the design ap-
proach is simpler and a clearer design procedure is given.  
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3.3 Maximum allowable delay bound estimation for NCSs 
 Although the issues involved with time delays in control systems have been studied 
for a long time, it is difficult to find a method simple enough to be accepted by control sys-
tem design engineers in industry. It is found that the most previously reported methods rely 
on LMI techniques, and they are generally too complicated for practical engineers to use 
and also involve heavy load of numerical calculations and computation time. A new 
method is proposed in this chapter, which has a simple structure and is used for estimating 
the maximum time delay allowed while the system stability can still be maintained.  In 
control systems, the sampling time is preferred to be small (Park et al. 2002). The Maxi-
mum Allowable Delay Bound (MADB) (Yang et al. 2007;Khalil et al. 2010a;Khalil et al. 
2010b;Khalil et al. 2011;Kim et al. 2003;Cheng et al. 2007) can be defined as the maxi-
mum time delay presented to the system while the system stability is retained if without 
considering the system performance.  
3.3.1 The mathematical model of a single unit NCS 
A continuous-time invariant linear system is given by: 
)()()(
)()()(
ttt
ttt
DuCxy
BuAxx
+=
+=&
             (3.1) 
where nt ℜ∈)(x  is the system state vector, mt ℜ∈)(u   is the system control input and 
pt ℜ∈)(y  is the system output. nn×ℜ∈A , B mn×ℜ∈ , C np×ℜ∈  and D mp×ℜ∈  are constant 
matrices with appropriate dimensions. 
 60 
 
Suppose that the control signals are connected to the control plant through a kind of net-
work, so the time delay is inevitable to be involved in the feedback loop as shown in Fig-
ure 3.2. The state feedback can therefore be written as: 
)()( τ−= tt Kxu                 (3.2) 
 
Figure 3.2 An NCS with time delay between the sensor and the controller 
 
where τ  is the equivalent time delay and K  represents the feedback control gains with 
appropriate size. The time delay may be constant, variable or even random. In NCSs, the 
time delay is composed of delays from sensors to controllers, in controller and controllers 
to actuators, which can be expressed by: 
cacsc ττττ ++=         (3.3) 
where scτ  is the time delay between the sensor and the controller, cτ  is the time delay in 
the controller, caτ  is the time delay from the controller to the actuator.  For a general for-
mulation, the packet dropouts can be incorporated into (3.3): 
dhcacsc +++= ττττ                (3.4) 
Plant Sensor Actuator 
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)(tx
 
)( τ−tx
 )( τ−tKx
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where d is the number of dropouts and h is the sampling period. In (3.4) the data dropouts 
can be considered as a special case of time delay (Zhang et al. 2008a;Zhang et al. 2008b). 
It is supposed that the following hypotheses hold.  
Hypothesis 3.1 (H 3.1): 
i. Sensors are clock driven. 
ii. The controllers and the actuators are event driven. 
iii. The data are transmitted as a single packet. 
iv. The old packets are discarded. 
v. The matrix 1)( −× + BKI τnn  is non-singular. 
vi. All the states are available for the measurement and hence for the transmission.  
Hypothesis 3.2 (H 3.2): 
The time delay τ  is small enough for the finite difference approximation to be held.  
Definition 1 (D1): 
For a function )(tf , the nth order reminder for its Taylor’s series expansion is defined by 
(Meyer 2000) 
n
n
n
n
n
ffR ττ ∑
∞
=
!
)()),((
)( x
x  
3.3.2 Maximum allowable delay bound estimation in the time domain 
Applying the state feedback proposed in (3.2) to the system (3.1), we have: 
)()()( τ−+= ttt BKxΑxx&               (3.5) 
Equation (3.5) can be rearranged as: 
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)]()([)(()( tttt xxBKBK)xAx −−++= τ&       (3.6) 
Theorem 3.1: 
Suppose that H 3.1 and H 3.2 hold.  For System (3.1) with the feedback control of (3.2), 
the closed-loop system is globally asymptotically stable if −∈ C)(Ψiλ  ni ,,2,1for L=  
and all the state variables’ 2nd order reminders are small enough for the given value of τ, 
where Ψ  is given by: 
)]()[( 1 BKABKIΨ ++= −× τnn                 (3.7) 
Proof: 
The expression for )( τ−tx  can be obtained by Taylor Expansion as (Meyer 2000): 
∑
∞
=
−=−
0
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)1()(
n
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n
n t
n
t xx
τ
τ
          (3.8) 
or  )(x,R)(x)x()x(t τtτtτ 2+−=− &                       (3.9) 
From (3.9) it can be seen that ),(2 τxR  depends on the time delay, τ , and the higher-order 
derivatives of )(tx . If τ  is small enough, all the elements of ),(2 τxR are small enough to 
be ignored. Then we have:  
)()()( ttt xxx &ττ −≅−−         (3.10) 
Substituting (3.10) into (3.6), the following can be derived: 
)()(()( ttt xBKBK)xAx && τ−+≈                 (3.11)    
)(()()( tt BK)xAxBKI +≈+ &τ     
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)(()[()( 1 tt BK)]xABKIx ++≈ −τ&              (3.12) 
)]()[( 1 BKABKIΨ ++= −τ                  (3.13) 
Therefore, the system (3.12) will be globally asymptotically stable if  
−∈ C)(Ψiλ  ni ,,2,1for L=          □ 
Corollary 3.1: 
Suppose H 3.1 and H 3.2 hold. For the control system (3.1) with the control law (3.2), the 
closed-loop system is globally asymptotically stable if    
   
BK
1
<τ
 
Proof: 
For System (3.1), suppose that the state feedback has been designed to ensure 
−
∈+ C)( BKA
i
λ ni ,,2,1for L= . Therefore, for a chosen positive definite matrix 
TPP = ,  it will find a positive definite matrix TQQ =  to have:  
QPBK)(ABK)P(A T −=+++                (3.14) 
Choosing a Lyapunov functional candidate as: 
0)( >= PxxV Tx      0x ≠∀                (3.15) 
The objective for the next step is to find the range of τ  that will ensure 0)(V <x& , 0x ≠∀  
(Goodall et al. 2001;Wang et al. 1998;Wang, J. et al. 2007). Taking the derivative of (3.15) 
along with the trajectory (3.12),  
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P]xBK)(ABK)[P(AxP]xBK)(ABK)[P(Ax
BK)]xP(APBK)P(IPBK)(IPPBK)[(Ax
xPxPxxV
TTTT
11T1TT
TT
+++++++−
+++++≅
+=
−−−− ττ
&&& )(x
             
        PBK)(APBK)(IPPBK)[(Ax TT1TT +−++≅ −− τ
 
 
BK)]xP(ABK)P(APBK)P(I 11 +−+++ −−τ Qxx T−  
Rearranging the terms in the above equation, then we have 
QxxxBK)]I]P(APBK)[P(I
IPBK)(IP[PBK)(AxxV
T11
T1TT
−+−++
−++≅
−−
−−
}
]{)(
τ
τ&
        (3.16) 
If IIPBK)P(I 11 =−+ −−τ  then (3.16) will become 
0=−+++ QxxP]xBK)(ABK)[P(Ax TTT  
Move the last term to the right hand side, the following will be derived: 
QxxP]xBK)(ABK)[P(Ax TTT =+++  
So 2xQxPBK)(ABK)P(A 2T ⋅=⋅+++  
Assuming that we can find a positive number to make the following hold:  
QPBK)(APBK)(ABK)P(A TT =+=+++ γ2
 
Then γ  is the norm of IPBK)(IP 11 −+ −− τ . Therefore, we have 
BK)]]xI]P(APBK)P(I
IPBK)(IP[PBK)[(Ax
11
T1TT
+−++
−++
−−
−−
τ
τ
[
]
 
2)(2 xBKI)P(APBK)(IP T1 ⋅+−+≤ −− τ  
Choose 
 65 
 
1≤−+ −− IPBK)(IP 11 τ
              (3.17) 
Using Neumann Series formula for the inverse of the sum of two matrices (Meyer 2000): 
−+−+−=+ − ...)()()( 33221 BKBKBKIBKI ττττ          (3.18) 
If τ  is small enough then (3.18) can be given as: 
BKIBKI ττ −≈+ −1)(             (3.19) 
Applying (3.19) into (3.17) then we have, 
1<=−−≈−+ −−− BKIBK)P(IPIPBK)(IP 111 τττ
 
And finally we get 
BK
1
<τ           (3.20) 
That is, for any BK/1<τ , 0)(V <x& , the system will be globally asymptotically stable. □ 
Theorem 3.1 and Corollary 3.1 give us a much simpler tool compared to other methods 
published previously in estimating the maximum allowable time delay for NCSs.  Further 
analysis using the Frequency Domain method is described in the next subsection.   
3.3.3 Maximum allowable delay bound estimation in the s-domain 
Taking Laplace Transform of (3.11), we have: 
0)(])([ =++− sss XBKBKAI τ               (3.21) 
The characteristics equation is defined as: 
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0])([ =++− BKBKAI ss τ              (3.22) 
For a stable system the roots of the characteristics equation (3.22) must lie in the left hand 
side of the s-plane. From the characteristics equation, it is clear that the term BKsτ   influ-
ences the system performance and the stability, as the term of BKsτ  may push the closed-
loop system poles towards the right hand side of the s-plane. As we have seen the system 
characteristic is determined by the term )(txBK &τ  in a certain level, this term can be re-
garded as a differentiator in the feedback loop; in turn it will introduce extra zeros to the 
closed-loop system and the time delay can be considered to have resulted in a variable gain 
to the feedback path. When we use the second-order difference approximation (3.22) be-
comes: 
0])2/()([ 22 =−++− BKBKBKAI sss ττ  
Preliminary 3.1 (Meyer 2000): (Inverse Eigenvalues Theorem) 
Given a matrix Ω  that is nonsingular, with eigenvalues 0,,1 >nλλ L . Then nλλ ,,1 L  are 
eigenvalues of Ω  if and only if 111 ,, −− nλλ L  are eigenvalues of 1−Ω .  
Corollary 3.2 
If the system (3.1) with the controller (3.2) is asymptotically stable for )(/1 min BKλτ < , 
where )()(min BKBK Tr=λ , then nii ,,2,1for,])[(
1
L=∈−+ +CBKI τλ .  
Proof: 
From Corollary 3.2 we can see that if Corollary 3.1 is satisfied, then all the eigenvalues of 
1)( −× + BKI τnn  are positive. 
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From Preliminary 3.1, the signs of the eigenvalues of 1)( −× + BKI τnn  and )( BKI τ+×nn  are 
the same. For a single-input-single-output control system the matrix BK  can be written as: 
[ ]












=












=
nnnn
n
n
n
n kbkbkb
kbkbkb
kbkbkb
kkk
b
b
b
L
MOMM
L
L
L
M
21
22212
12111
21
2
1
BK
    (3.23) 
The interesting property of BK  is that it is singular. The eigenvalues of BK  are given by: 












−
−
−
=− ×
λ
λ
λ
λ
nnnn
n
n
nn
kbkbkb
kbkbkb
kbkbkb
L
MOMM
L
L
21
22212
12111
IBK
     (3.24) 
The characteristics equation of BK  is given by the determinant of (3.24): 
[ ]222 )()(
2
1)( BKBKBK TrTrTr −+− λλ  
 . . . 
[ ] [ ]222221 )()(
2
1)()(
2
1)( BKBKBKBKBK TrTrTrTrTr nnn −++−+− −− Lλλλ   (3.25) 
Because BK  is singular 0)det( =BK  and hence; 
[ ] 0)()(
2
1)det( 22 =−= BKBKBK TrTr   
22 )()( BKBK TrTr =                   (3.26) 
Substituting (3.26) into (3.25) then (3.25) becomes: 
λλ )(2 BKTr−   →  ))(( BKTr−λλ                
. . .             . . . 
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1)()1( −−− nnn Tr λλ BK  →  ))(()1( 1 BKTrnn −− − λλ           (3.27) 
Finally, the eigenvalues of BK  are: 
0,, 11 =−nλλ L  0)( <= BKTrnλ       (3.28) 
Equation (3.28) shows that the minimum eigenvalue of BK  equals )(BKTr . If the eigen-
values of )( BKI τ+×nn  are: nss ,,1 L . Then the eigenvalues of 1)( −× + BKI τnn  are: 
nss
1
,,
1
1
L . The eigenvalues of )( BKI τ+×nn  are given by: 












−+
−+
−+
=−+⋅ ××
skbkbkb
kbskbkb
kbkbskb
s
nnnn
n
n
nnnn
1
1
1
21
22212
12111
τττ
τττ
τττ
τ
L
MOMM
L
L
IIBK
  (3.29) 
The characteristics equation is given by the determinant of (3.29), after solving the charac-
teristics equation it can be found that; 
1,, 11 =−nss L   )(1)(1 min BKBK λττ ⋅+=⋅+= Trsn  
If )(
1
BKTr
<τ  →  0>ns   →  0,,1 >nss L  
0)( >+× BKI τnn  →  0)( 1 >+ −× BKI τnn       □ 
From Corollary 3.2 a simpler stability criterion can be derived as follows. 
Corollary 3.3  
Suppose that H 3.1 and H 3.2 hold. For system (3.1) with the control law (3.2), the closed-
loop system is globally asymptotically stable if 
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)(
1
KBabs
<τ   (where abs is the absolute value) 
Proof: 
Corollary 3.3 can be easily proved by using the following Preliminary: 
Preliminary 3.2: (Mahmoud 2000) 
For any nonsingular matrices, 1Σ , 3Σ  and real matrices 2Σ , 4Σ  with appropriate dimen-
sions, it follows that 
( ) [ ] 11412114132111114321 −−−−−−− +−=+ ΣΣΣΣΣΣΣΣΣΣΣΣΣ  
Choosing IΣ =1 , BΣ =2 , τ=3Σ  and KΣ =4 , then: 
[ ] [ ] KKBBIIKBIKBIIBKI 1111111 /1/1)( −−−−−−− +−=⋅⋅⋅+−=+ τττ
 
BK
KB
IBKI
+
−=+ −
τ
τ
/1
1)( 1        (3.30) 
For 1)( −+ BKI τ  to be positive definite, )(/1 KBabs<τ ( )(KBKB Tr= ). Equation (3.30) 
can be used as a simple and fast tool for estimating the MADB in NCS. 
3.3.4 Numerical examples for estimating the maximum allowable delay 
bound 
In general, two approaches are applied to controller design for NCSs. The first approach is 
to design a controller without considering the time delay and then the MADB for the sys-
tem is estimated in the second step. Based on the estimated MADB,  a communication pro-
tocol will be designed or chosen to guarantee that the induced time delay is less than the 
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MADB (Kim et al. 2003). The second approach is to design the controller while taking the 
time delay and data dropouts into account from the very first step of design (Yang et al. 
2007;Zhang et al. 2001). In this section, a number of examples are studied to demonstrate 
the approach proposed and compare it with the previously published methods.  In particu-
lar, the results derived using the method proposed in this thesis have been compared with 
the results using the LMI method given in (Zhang et al. 2008b).  
In the comparisons in the following examples, the fourth-order pade approximation is used 
for the delay term in the s-domain, and is defined as (Golub et al. 1989): 












−==≈ ∑∑
==
−
n
k
kk
k
n
k
kk
k
k
d
d
d
s scsc
sD
sN
sPe
00
/)1()(
)()( τττ     (3.31) 
The coefficients are given by: 
( ) ( ))!(!!2/!)!2( knknnknck −−=   k = 0,1,..., n  (n = 6)    (3.32) 
With the fourth-order Pade approximation, the truncation error in the time delay is less 
than 0.0001. The LMI based method, which has been used for the comparisons is based on 
using Lyapunov-Krasovskii functional and can be summarized as follows: 
Corollary 3.4: (Yue et al. 2004a) 
For a given scalar τ   and a matrix K , if there exist matrices 0>P , 0>Q , 0>iΠ and 
0>iΞ   )3,2,1( =i ) of appropriate dimension such that: 
0
***
**
)()(*
333
23232222
113312121111
<














−
++
−+−−−−−
++−−−−−−+
Q
ΞQΠΠ
ΞΠBKΠΞΠBKBKΠΞΞ
ΞPΠΠAΞBKΠΠAΞΞΠAAΠΞΞ
τ
ττ
τ
τ
T
TTTTTT
TTTTTTTTT
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ητ ≤+− ++ 11 )( kkk hii  L,2,1=k       (3.33) 
Then the system (3.1)- (3.2) is exponentially asymptotically stable. 
With a given controller gain K , solving (3.33) using the LMI Matlab Toolbox the 
maximum time delay can be computed.  
Example 3.1: 
The system in this example is most widely used in the literature and is described by the 
following equation:  
)(
1.0
0)(
1.00
10)( tutxtx 





+





−
=&      
In previously reported work (Yue et al. 2004b;Jiang et al. 2008a), the feedback control was 
chosen as: 
  [ ] )(5.1175.3)( txtu −−=       
From Corollary 3.1, 8695.0/1 =BK , Theorem 3.1 and Corollary 3.3 both give 0.8696 s, 
so the MADB is estimated to be 0.8695 s. The same result can be obtained through Corol-
lary 3.4 as reported in (Yue et al. 2004b;Naghshtabrizi 2007;Zhang et al. 2008a;Zhang et 
al. 2008b). In (Branicky et al. 2000;Zhang et al. 2001),  the value reported for the MADB 
is 4105.4 −× s and in (Park et al. 2002) it is 0.0538 s. In (Yang et al. 2007), the MADB is 
0.785 s. It has been reported in (Jian et al. 2008), where an improved Lyapunov-Krasovskii 
approach has been used, that the MADB is 1.0551 s, also 1.05 s reported in (Zhang et al. 
2008a;Zhang et al. 2008b) with improved algorithm for solving the LMI. In (Jiang et al. 
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2008a), the MADB is 1.0081 s. Using the proposed method with second order finite differ-
ence approximation we can obtain 1.13 s as the MADB.  
Example 3.2: (Ogata 1996)  
 
)(
1
0
0
)(
320
100
010
)( tutxtx










+










−−
=&
   [ ] )(1154160)( txtu −−−=  
For this third-order system, using either the LMI method or the method specified in Theo-
rem 3.1 and Corollary 3.3, 0.0909 s can be obtained as the MADB. 
Example 3.3: (Ogata 1996) 
 
)(
5.0
0
1
0
)(
0004905.0
1000
000601.20
00000.10
)( tutxtx


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

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−
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
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

−
=&
 
 [ ] )(3945.730989.1636972.601504.298)( txtu =  
This is the fourth-order model of the inverted pendulum which, in many papers, is reduced 
to a second-order description in order to verify the stability of NCSs. Using the LMI 
method the MADB is 0.0416 s and Theorem 3.1 gives 0.0416 s while Corollary 3.3 gives 
0.0147 s. It is noticed that there is good agreement between our method and the LMI 
method because τ  is small enough to make the finite difference approximation hold. 
 Many examples have been studied to compare the results obtained using the proposed 
method with the results obtained using the LMI method (Yue et al. 2004a) and the fourt-
order Pade approximation method. The calculation results for eleven examples are summa-
rized in Table 3.1. The examples are given in Appendix A.  
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Table 3.1The MADB (seconds) using the proposed method with 1st, 2nd, 3rd order finite 
difference approximation for the delay term, the LMI method, the fourth-order Pade Ap-
proximation method and the simulation based method. 
 
The Finite Difference Method 
 
1st Order 2nd Order 3rd Order 
The LMI Pade 
Approximation 
Simulation 
Based 
1 0.8695 0.8427 1.1321 0.8696 1.1672 1.180 
2 0.1000 0.0995 0.1421 0.1000 0.1475 0.149 
3 0.0100 0.0099 0.0149 0.0100 0.0156 0.0157 
4 0.1428 0.1385 0.1808 0.1429 0.1855 0.1860 
5 0.8217 0.8489 0.9085 0.8217 0.9091 0.9140 
6 0.5000 0.4816 0.6303 0.5000 0.6474 0.6510 
7 0.9940 0.9940 0.9960 0.9940 0.9960 0.9970 
8 0.0856 0.0854 0.1192 0.0856 0.1230 0.1230 
9 0.0909 0.0919 0.1251 0.0909 0.1284 0.1285 
10 0.0416 0.0400 0.0496 0.0416 0.0505 0.0505 
11 ∞ * ∞ * ∞ * 3.0934 ∞ * ∞ * 
 
Remark:     
* The system is time delay independent with our method the system is stable for any 
positive time delay while the LMI gives 3.0934 s, which shows that the resutls of the 
proposed method are less conservative.  
From Table 3.1, it can be seen that the proposed new method can give values of MADB 
similar to the values obtained using the LMI method and the other methods, however, the 
method proposed in this thesis has a much simpler procedure, and it should have no diffi-
culties for practical design engineers to accept this approach. Clearly, the MADB with the 
first-order finite difference approximation is comparable with the LMI method. Further-
more, we found good agreement between the third-order finite difference approximation 
and the fourth-order Pade approximation. The simulation based results for the MADB 
show that the estimated MADB through the proposed method sufficiently achieves the sys-
tem stability. 
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3.4 Maximum allowable delay bound estimation for NCSs with 
dynamic controllers 
3.4.1 The mathematical model of NCSs with dynamic controllers 
A continuous-time networked control system is shown in Figure 3.3; the continuous-time 
invariant linear plant model is given by: 




=
+=
)()(
)(ˆ)()(
tt
ttt
ppp
ppppp
xCy
uBxAx&
        (3.34)      
where pnp t ℜ∈)(x , mp t ℜ∈)(uˆ   and rp t ℜ∈)(y  are the state of the plant, the input of the 
plant and the output respectively. pp nnp
×ℜ∈A , mnp p
×ℜ∈B ,  pnrp
×ℜ∈C  are factor matri-
ces. 
 
Figure 3.3 A Networked Control System 
 
As shown in Figure 3.3 the time delay from the controller output to the plant ( caτ ) is inevi-
table to be involved in the feedback loop. Also, there is a time delay between the measured 
feedback signals to the controller input ( scτ ). The dynamic controller is given by: 




+=
+=
)(ˆ)()(
)(ˆ)()(
ttt
ttt
pcccp
pcccc
yDxCu
yBxAx&
        (3.35) 
Plant Sensor  Actuator 
Controller 
τsc τca 
)(tpy 
)( scp t τ−y )(tpu 
)( cap t τ−u 
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where cnc t ℜ∈)(x , mp t ℜ∈)(u   and rp t ℜ∈)(yˆ are the state of the controller, the input of 
the controller and the output respectively. cc nnc
×ℜ∈A , rnc c ×ℜ∈B ,  cnmc ×ℜ∈C and 
rm
c
×ℜ∈D  are factor matrices. Both the controller and the plant will receive a delayed ver-
sion as follows: 
)()(ˆ sctt pp τ−= yy  
)()(ˆ catt pp τ−= uu          (3.36) 
For a general formulation, the packet dropouts can be incorporated in (3.4): 
hd scscsc +′= ττ  
hd cacaca +′= ττ                  (3.37) 
where  scd  and cad  are the number of dropouts between the sensor and the controller, and 
between the controller and the actuator. h is the sampling period. For the following analy-
sis it is supposed that H 3.1 and H 3.2 hold.  Two cases are considered in the discussion, 
one with neglecting the controller to actuator time delay and in the second case the control-
ler to the actuator time delay is taken into account.  
3.4.2 Case I: Neglecting caτ  
A simplification can be made by considering only the sensor to the controller time delay. 
In this simplified model, we assume that all the delays and dropouts are lumped between 
the sensor and the controller (Yue et al. 2004b). Applying the dynamic controller proposed 
in (3.35) to the plant (3.34) and setting 0=caτ , and ττ =sc ,   we have: 
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)(ˆ)()( ttt ppppp uBxAx +=&                
)](ˆ)([)()( tttt pcccpppp yDxCBxAx ++=&  
)()()()( τ−++= tttt pcpccpppp yDBxCBxAx&  
)()()()( τ−++= tttt ppcpccpppp xCDBxCBxAx&          (3.38) 
The controller dynamic is given by: 
)(ˆ)()( ttt pcccc yBxAx +=&  
)()()( τ−+= ttt pcccc yBxAx&  
)()()( τ−+= ttt ppcccc xCBxAx&        (3.39) 
The plant and the controller then become: 

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       (3.40) 
Theorem 3.4: 
Suppose that H 3.1 and H 3.2 hold.  For system (3.34) with the dynamic controller of 
(3.35), the closed-loop system is globally asymptotically stable if 
,)( −∈ CΛiλ ni ,,2,1for L=  and all the state variables’ 2nd order reminders are small 
enough for the given value of τ, where Λ  is given by: 
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Proof: 
Recall; 



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
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 Then (3.40) becomes: 
)()()( τ−+= ttt d xAΑxx&         (3.42) 
Substituting (3.10) into (3.42), the following can be derived: 
)()(()( ttt dd xA)xAAx && τ−+=                  (3.43) 
)(()[()( 1 tt dd )]xAAAIx ++= −τ&             (3.44) 
)]()[( 1 dd AAAIΛ ++= −τ                     (3.45) 





 +














+=
−
cpc
cppcpp
pc
pcp
ACB
CBCDBA
CB
CDB
IΛ
1
0
0
τ
τ
      (3.46) 
The system (3.40) will be globally asymptotically stable if 
nii ,,2,1for,C)( L=∈
−
Λλ .       □ 
Corollary 3.5: 
Suppose H 3.1 and H 3.2 hold. For the control system (3.34) and (3.35) the closed-loop 
system is globally asymptotically stable if  
 
)/(1 pcpcp CBCDB +<τ . 
Proof: Straight forward as Corollary 3.1. 
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3.4.3 Case II: Taking caτ into consideration: 
In this case, the controller to actuator time delay has been taken into consideration. Apply-
ing the dynamic controller proposed in (3.35) to the plant (3.34),   we have: 
)()()()( ττ −+−+= tttt ppcpcaccpppp xCDBxCBxAx&   
)()()( scppcccc ttt τ−+= xCBxAx&             (3.47) 
Theorem 3.5: 
Suppose that H 3.1 and H 3.2 hold.  For system (3.34) with the dynamic controller of 
(3.35), the closed-loop system is globally asymptotically stable if 
,)( −∈CΦiλ ni ,,2,1for L=  and all the state variables’ 2nd order reminders are small 
enough for the given value of  τsc and τca,  where Φ  is given by: 
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Proof: Straight forward as Theorem 3.1. 
Corollary 3.6: 
Suppose H 3.1 and H 3.2 hold. For the plant (3.34) with controller (3.35) the closed-loop 
system is globally asymptotically stable if  
( ) ( ) 1<+++ cppcpcapcpcpsc CBCDBCBCDB ττ  
Proof: Straight forward as Corollary 3.1. 
Substituting with τsc =τ  and 0=caτ  in either Theorem 3.5 or Corollary 3.6 they are re-
duced to Theorem 3.4 or Corollary 3.5 respectively. 
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3.4.4 Maximum allowable delay bound estimation in the s-domain 
Corollary 3.7 
If system (3.34) with controller (3.35) is asymptotically stable for )(/1 min dAλτ <  then 
niI di ,,2,1for,C])[( 1 L=∈+ +−Aτλ . This means: 
 )(
1
min dAλ
τ <   →  0)( 1 >+ −× dnni AI τλ  
Proof: 
For more general case for time delay systems with dynamic controller, multi-Input-multi-
output systems and system with delayed states. These systems can be modelled as: 
)()()( τ−+= ttt d xAAxx&         (3.48) 
The main assumption is that the eigenvalues of dA  are all negative, 0,,01 << nss L ,  and 
are given by; 
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     (3.49) 
The characteristic equation is the determinant of the above equation. Assume that the ei-
genvalues are given by: 
nnss αα == ,,11 L   0,,01 << nαα L      (3.50) 
The eigenvalues of )( dnn AI τ+×  are given by: 
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











−+
−+
−+
=−+⋅ ××
λτττ
τλττ
ττλτ
λτ
1
1
1
21
22221
11211
nnnn
n
n
nnnnd
aaa
aaa
aaa
L
MOMM
L
L
IIA
   (3.51) 
The characteristic equation is the determinant of (3.51); 
0
/)1(
/)1(
/)1(
det
1
1
1
det
21
22221
11211
21
22221
11211
=


























−+
−+
−+
=


























−+
−+
−+
τλ
τλ
τλ
τ
λτττ
τλττ
ττλτ
nnnn
n
n
n
nnnn
n
n
aaa
aaa
aaa
aaa
aaa
aaa
L
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L
L
L
MOMM
L
L
    (3.52) 
Replacing τλ /)1( −  by s−  in (3.52) we get; 


























−
−
−
=
saaa
asaa
aasa
nnnn
n
n
n
L
MOMM
L
L
21
22221
11211
detτ       (3.53) 
From (3.53) we can find that: 
nn ατλατλ =−=− /)1(,,/)1( 11 L   0,,01 << nαα L  
nn ταλταλ +=+= 1,,1 11 L    0,,01 << nαα L    (3.54) 
If min/1 ατ <  then all the eigenvalues are positive, and if min/1 ατ >  at least one of the 
eigenvalues will be negative so if )(
1
min dAλ
τ <  then 1)( −+ dAI τ is positive definite. 
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Example 3.4:  






−
=
1.00
10
pA 





=
1.0
0
pB  





=
10
01
pC 





=
00
00
cA 





=
00
00
cB [ ]32=cC  
[ ]5.1175.3 −−=cD  
This example appeared in (Zhang et al. 2008a;Zhang et al. 2008b). The MADB using 
Theorem 3.4 is 0.869 s. Using Corollary 3.5 we have; 2096.1=pcp CDB  and 0=pcCB , 
so the MADB is 0.827 s. The same result can be obtained using the LMI method reported 
in ( Yue et al. 2004b ;Naghshtabrizi 2007;Zhang et al. 2008a;Zhang et al. 2008b). In 
(Branicky et al. 2000;Zhang et al. 2001),   the value reported for MADB is 4105.4 −× s and 
in (Park et al. 2002) it is 0.0538 s. In (Yang et al. 2007), the MADB is 0.785 s. It has been 
reported in (Jian et al. 2008), where an improved Lyapunov-Krasovskii approach has been 
used, that the MADB is 1.0551 s, also 1.05 s reported in (Zhang et al. 2008b) with im-
proved algorithm for solving the LMI. In (Jiang et al. 2008a), the MADB is 1.0081 s. Us-
ing the proposed method with second-order finite difference approximation we can obtain 
1.13 s as the MADB.  
Example 3.5: 






−−
=
32
10
pA 





=
1
0
pB [ ]10=pC 





−−
=
1.01.0
10
cA 





−
=
01.0
0
cB  
[ ]01.020.0=cC  0=cD  
This system appeared in (Xue et al. 2008), where they used a variable-sampling approach 
for analyzing the NCS. The MADB using Theorem 3.4 is 6002 s. The eigenvalues of the 
open-loop system are -2 and -1 and with the controller they are -2, -0.9999,                           
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-0.0501±j0.3123. We can see that the controller does not affect the system stability nor the 
performance and the system is expected to withstand very long time delay. Using Corollary 
3.5 we have 0=pcp CDB and 01.0=pcCB  so 100<scτ . We can see that Corollary 3.5 
gives more conservative result.  
Example 3.6: 
This example is unstable batch reactor (Antunes et al. 2009;Nesic et al. 2004). The two-
input-two-output linearized model of an unstable batch reactor is given by: 












−
−
−−
−−
=
104.2343.1273.4048.0
893.5654.6273.4067.1
675.0029.45814.0
676.5715.62077.038.1
pA












−
=
0136.1
146.3136.1
0679.5
00
pB





 −
=
0010
1101
pC 





=
00
00
cA 





=
01
10
cB 




−
=
80
02
cC  




 −
=
05
20
cD  
The MADB using Theorem 3.4 is 0.0635 s. With different protocols and Theorems (Nesic 
et al. 2004) obtained 0.01, 0.0082 and 0.0657 as the MADB and the simulation based ac-
tual MADB is 0.089 s. In (Naghshtabrizi 2007) with a sampling-data approach the MADB 
is 0.0405 s. Also 0.0279 s and 0.0517 s are reported in (Antunes et al. 2009). In (Tabbara et 
al. 2007), the MADB is 0.0123 s. Although our method still gives more conservative re-
sults than some published ones, it is much simpler. Using Corollary 3.5 we have; 
27.3603 =pcp CDB  and 1.7321=pcCB , so the MADB is 0.0344 s. With Corollary 3.6 
and assuming  casc ττ =  the MADB is 0.0122 s. It is noticed that using Corollary 3.6   more 
conservative results are produced. 
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Example 3.7: 
The last example is the CH-47 tandem-rotor helicopter (Tabbara et al. 2005); 












−
−−−
−−
=
0100
2.16.1018.00
303.144.014.0
324.2005.002.0
pA












−
−
=
00
009.035.0
6.836.0
12.014.0
pB 





=
3.57000
0010
pC  






=
00
00
cA 





=
0
0
cB   [ ]00=cC  




 −−
=
9144.255123.63
0824.457177.12
cD  
The maximum time delay using Theorem 3.4 is 31081.1 −× s. Using Corollary 3.5 we have 
13751=pcp CDB  and 0=pcCB  then the MADB is 510272.7 −×  s. In (Antunes,  et al. 
2009) the values reported for MADB are 41002.8 −× , 31048.1 −×  and 41021.6 −×  s. The 
MADB reported in (Tabbara et al. 2005) is 51023.4 −×  s. In (Tabbara et al. 2007) after 
some improvements to their method the MADB values are 41081.2 −×  s and 5104.5 −× s 
with different protocols. Through the simulation the system is stable even with 0.002 s. 
The system output; vertical velocity ( 2x ) and pitch altitude ( 4x ) are shown in Figure 3.4 
with 0.0018 s time delay. In this example our method gives less conservative results than 
the published ones. 
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Figure 3.4 The response of the CH-47 with 0.0018 s time delay 
 
3.5 Controller design using the finite difference approximation: 
The previous theorems and corollaries can be used to estimate the MADB in NCS or in 
other words, to study the stability of the NCS. In this section, we will present a controller 
design method assuming that H 3.1 and H 3.2 hold and both Corollary 3.1 and Corollary 
3.2 are satisfied. 
Theorem 3.6 
The system (3.1) with the linear controller (3.2) is asymptotically stable for small 0>τ  if 
there exist 0>= TQQ  such that the following LMI is feasible: 
02 <





+++
⋅−⋅−−
TTT
TT
BYQABYAQ0
0BYBYQ ττ
 
where KQY =  
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Proof 
Since the system without the time delay must be stable for 0>= TPP , we have the 
Lyapunov functional candidate as: 
PxxV T=)(x      0x ≠         (3.55) 
Taking derivative of (3.55), then we have: 
BK)]xP(APBK)[(AxV TT +++=)(x&  
Then 0)(V <x&  if: 
0<+++ BK)P(APBK)(A T  
011 <+++ −− BK)P(ABK)(AP T  
0<+++ BK)Q(ABK)Q(A T        (3.56) 
If (3.56) is satisfied, then nii ,,2,1for,C L=∈+ −BK)(Aλ . For the time delay system to 
be asymptotically stable niIi ,,2,1for,C])[( 1 L=∈++ −− BK)(ABKτλ  and from Corol-
lary 3.2, niIi ,,2,1for,C])[( 1 L=∈+ +−BKτλ , then we must have: 
01 >+++ −− PBK)(IBK)P(I Tττ        (3.57) 
01 >+++++ −− BK)P(IBK)(IBK)(IBK)P(I ττττ T  
01 >+++++++ −− BK)P(IBK)(IBK)(IBK)(IBK)P(IBK)(I ττττττ TTT  
0>+++ BK)P(IPBK)(I ττ T  
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01111 >+++ −−−− BK)PP(IPPPBK)(IP ττ T  
011 >+++ −− BK)P(IBK)(IP ττ T  
0>+++ BK)Q(IBK)Q(I ττ T        (3.58) 
Choosing KQY = , TT QKY = , and applying in (3.56) we have; 
0<+++ BKQAQBQKQA TTT  
0<+++ BYAQBYQA TTT        (3.59) 
Then (3.58) becomes; 
0>+++ BKQQBQKQ ττ TT  
02 >++ BYBYQ ττ TT         (3.60) 
Finally the system with given time delay to be stable for 0>= TQQ , we must have; 
0<+++ BYAQBYQA TTT  
02 >++ BYBYQ ττ TT         (3.61) 
The LMIs (3.61) can be written as single LMI as follows: 
02 <





+++
⋅−⋅−−
TTT
TT
BYQABYAQ0
0BYBYQ ττ
 
Example 3.8: 






−
=
1.00
10
A  





=
1.0
0
B  The time delay is 0.2 s. 
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Using Theorem 3.6 and solving the LMI we get; 
[ ]7.6449-10.0642-=Y  





=
1.02730.1854-
0.1854-1.0273Q  [ ]8.8524-11.3952-=K
 
The response of the system with 0.2 s time delay is shown in Figure 3.5 which shows the 
system is stable. 
 
Figure 3.5 The system response with 0.2 s time delay. 
 
 
3.6 Networked Control of Distributed Interconnected Units 
The distributed systems, such as power systems, Microgrids, parallel DC/DC and DC/AC 
converters are composed of n interconnected subsystems. Each subsystem can be modelled 
by a continuous-time linear or non-linear system, the n networked subsystems are shown in 
Figure 3.6.  
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-1
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0
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1
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x2 
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3.6.1 Mathematical model of n-connected networked control systems 
The mathematical model of n linear connected systems is given by (Sun et al. 2008): 
∑
∑
∑
−
=
≠=
=
++=
++=
++=
1n
1j
(j)
njn
(n)
nn
(n)
n
ij1,j
(j)
2j2
(2)
22
(2)
n
2j
(j)
1j1
(1)
11
(1)
xAuBxAx
xAuBxAx
xAuBxAx
)(
)2(
)1(
n
&
M
&
&
        (3.62) 
where: (1)x , (2)x , . . ., (n)x are the states vectors. )1(u , )2(u , . . . , )(nu  are control input vec-
tors. [ ] i
i
nT(i)
n
(i)
2
(i)
1
(i) x...xx:x ℜ∈=
 and [ ] i
i
nT(i)
n
(i)
2
(i)
1
(i) u...uu:u ℜ∈= , ni 
is the number of states in the ith subsystem. Aij (where ji ≠ ) describes how the dynamics 
of the ith subsystem can be influenced by the jth subsystem. Equation (3.62) can be written 
in general form as: 
∑
≠=
++=
n
ij1,j
(j)
ij
(i)
i
(i)
ii
(i) xAuBxAx&     ni ,,2,1 L=        (3.63) 
With quasi-decentralized control law consists of global and local controller and given by: 
∑
≠=
−+=+=
n
ij1,j
(j)
ij
(i)
ii
ii xKxKuuu )( jiigl t τ           (3.64) 
If 0=ijK , then we have full decentralized control system. 
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Figure 3.6 A networked system consists of n sub-systems. 
 
 
Theorem 3.7: 
Suppose that H 3.1 and H 3.2 hold.  For the system (3.62) with the controllers of (3.63), the 
closed-loop system is globally asymptotically stable if ,)( −∈ CΘiλ ni ,,2,1for L=  and 
all the state variables’ 2nd order reminders are small enough for the given value of τ, where 
Θ  is given by: 




















+++
+++
+++








































+=
−
×
nnnnnnnnnnn
nn
nn
nnnn
n
n
nn
KBAKBAKBA
KBAKBAKBA
KBAKBAKBA
0KBKB
0
0
0
KB0KB
KBKB0
IΘ
2211
2222222221221
1111211211111
1
22212
11121
...
......
......
......
...
...
...
.....
.....
.....
...
...
1
3
τ
 
 
 
Controller 
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System i 
Controller 
n 
Controller 
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Controller 
1 
System 1 System 2 System n 
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The Interconnected n Systems 
The Network 
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Proof: 
Substituting (3.64) into (3.62) we get: 
∑∑
∑∑
∑∑
≠=
−
=
≠=≠=
≠==
−+++=
−+++=
−+++=
n
ij1,j
(j)
jn
1n
1j
(j)
nj
)(
n
(n)
nn
(n)
n
ij1,j
(j)
j2
n
ij1,j
(j)
2j
)(
2
(2)
22
(2)
n
ij1,j
(j)
j1
n
2j
(j)
1j
)(
1
(1)
11
(1)
xKB(t)xAxKBxAx
xKB(t)xAxKBxAx
xKB(t)xAxKBxAx
)(
)(
)(
22
2
22
11
1
11
jnn
n
nn
j
j
t
t
t
τ
τ
τ
&
M
&
&
          (3.65) 
At the node i, using the following finite difference approximation: 
)()()( ttt jiji (j)(j)(j) xxx &ττ −=−         (3.66) 
Substituting (3.66) into (3.65): 
∑∑
∑∑
∑∑
≠=≠=
≠=≠=
≠=≠=
−+++=
−+++=
−+++=
n
ij1,j
(j)
jn
n
ij1,j
(j)
jnnj
)(
nnn
(n)
n
ij1,j
(j)
j2
n
ij1,j
(j)
j22j
)(
222
(2)
n
ij1,j
(j)
j1
n
ij1,j
(j)
j11j
)(
111
(1)
xKBxKBAxKBAx
xKBxKBAxKBAx
xKBxKBAxKBAx
)()()()(
)()()()(
)()()()(
222
2
22
111
1
11
tt
tt
tt
njnn
n
nn
j
j
&&
M
&&
&&
τ
τ
τ
     (3.67) 
Writing (3.67) in matrix form: 
*
...
.....
.....
.....
...
...
)
.
.
.
)
) 1
321
212
121
−
×








































+=




















0KBKB
0
0
0
KB0KB
KBKB0
I
(tx
(tx
(tx
1
22212
11121
)(
(2)
(1)
nnnnnn
nn
nn
nn
n ττ
ττ
ττ
&
&
&
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







































+++
+++
+++
)
.
.
.
)
)
...
......
......
......
...
...
(tx
(tx
(tx
KBAKBAKBA
KBAKBAKBA
KBAKBAKBA
)(
(2)
(1)
2211
2222222221221
1111211211111
n
nnnnnnnnnnn
nn
nn
  (3.68)    
Assuming ττ =ij , where ji ≠ , ni ,,2,1 L= and nj ,,2,1 L=  
*
...
.....
.....
.....
...
...
)
.
.
.
)
) 1
3
−
×








































+=




















0KBKB
0
0
0
KB0KB
KBKB0
I
(tx
(tx
(tx
1
22212
11121
)(
(2)
(1)
nnnn
n
n
nn
n ττ
ττ
ττ
&
&
&
   
  











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



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















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



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+++
+++
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.
.
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(tx
(tx
(tx
KBAKBAKBA
KBAKBAKBA
KBAKBAKBA
)(
(2)
(1)
2211
2222222221221
1111211211111
n
nnnnnnnnnnn
nn
nn
 (3.69) 
Equation (3.69) can be used as a fast and easy tool to analyze the stability of a large NCS.  
3.6.2 Example: A three synchronous generators controlled over network 
In power systems, there are two types of controllers. One is the local controller that is re-
sponsible for optimizing the performance of the system without taking the interaction from 
the network transmitted information into consideration (Hardiansyah et al. 2000). Another 
type is the global controller that is used to co-ordinate the interactions between the subsys-
tems and hence improves the performance of the overall system. These two types of con-
trollers are applied in a centralized architecture (Hardiansyah et al. 2000). In this study, a 
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quasi-decentralized control is applied to the system where there exists a transfer of infor-
mation between the subsystems through a network. As the power system is a huge system 
dispersed over a large geographical area and relies on the communication for its control it 
can be viewed as a large NCS. A power system with three machines interconnected 
through a network is studied to demonstrate how this newly proposed method can be used 
in the analysis and design of multi-units interconnected distributed NCS. 
A networked connection of three generators is shown in Figure 3.7. The three generators 
rely on the information transferred over the network to meet load demands and for control 
coordination, the use of the network can mimic the scenario of fault in the central 
controller. In this manner, the three generators exchange their states through the network.  
 
Figure 3.7 Three synchronous generators controlled over network 
 
The interconnected power system shown in Figure 3.8 is a typical three-machine/infinite 
busbar system (Chen et al. 1987;Fleming et al. 1981;Hanmandlu et al. 1993;Chan et al. 
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1983). The system consists of one thermal power plant and two hydropower plants, which 
are rated 360MVA, 503MVA and 1673MVA, respectively. The model used is the lin-
earized 3rd order linear mathematical description equipped with 1st order exciter. 
 
Figure 3.8 Three machine interconnected power system 
 
The small signal mathematical model for a synchronous generator has four state variables 
[ ]FDqT ee ∆∆∆∆= δωx , which are the angular velocity, the torque angle, the quadra-
ture transient voltage and the exciter output variation, respectively (Lee et al. 1998). The 
system model is presented below: 
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where 1k  and 2k  are constants derived from the electric torque, 3k  and 4k  are constants 
derived from field voltage, 5k  and 6k  are constants derived from terminal voltage, AT  is 
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the voltage regulator time constant, Ak  represents voltage regulator gain, 0dT  is the d-axis 
transient open circuit time constant, M  is the inertia moment coefficient, and Eu represents 
the excitation control input. The three generators are modelled as three plants with local 
quasi-decentralized controllers that exchange their states information through a network. 
The states of the three generators and their state vectors are chosen as follows: 
[ ] [ ]TFDiqiiiTiiiii eexxxxx ∆∆∆∆== δω)(4)(3)(2)(1)(   where 3,,2,1 L=i     
The controller for the ith generator is composed of a local controller that dependens on the 
states of the ith system and a global controller which depends on the states of the other 
generators, which are transmitted through the network.  
3231232221131211 ,,,,,,, AAAAAAAA  and 33A  are 4-by-4 system state matrices. 21,BB  and 
3B  are 4-by-1 vectors. These matrices are listed below (Chen et al. 1987;Fleming et al. 
1981;Hanmandlu et al. 1993;Chan et al. 1983): 












−−−−
−−−
−−−
=
20943.6014.3091.30
1922.0393.0266.0
0013.0039.0147.0
003770
11A   












−−
−
=
0501.399.91599.24
0024.0754.0087.0
00004.0022.0
0000
12A  












=
010.194-1675-62.051
00.0721.1310.025-
00.0030.020.046 
0000
13A     












=
012.55-64.47-18.48-
00.0211.1310.121
00.087-0.034-0.004
0000
21A  












=
20-21.67-516.11-106.09
10.21-1.885-1.6-
00.008-0.0320.149-
003770
22A        












=
011.41-171.91-16.99
00.060.7540.46
000.028-0.079
0000
23A  
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











=
06.78-33.93-10.1-
00.002-00.083
00.003-0.017-0.001
0000
31A                












=
02.1-46.37-1.7
00.01100.22
000.01-0.017
0000
32A  












=
20-54.4-893.49-70.1
10.197-1.131-1.2-
00.009-0.017-0.056-
003770
33A    












=
800
0
0
0
1B












=
900
0
0
0
2B  












=
1000
0
0
0
3B  
Choosing the matrices Q  and R  as in (Hanmandlu et al. 1993): 
 ,0.10,0.10,0.4,001.0,0.1,0.1,0.1(diag=Q )001.0,0.10,0.10,0.10,001.0  
 
)1000,1000,1000(diag=R
 
Following the procedure of LQR controller design, the controller gain matrix can be de-
rived, and they are listed in Table 3.2. With Theorem 3.7, the maximum allowable time 
delay between the plants communications can be estimated as 0.1823 s. Using the LMI 
method the solution takes longer time. Furthermore, the solution gives a very conservative 
result with MADB of 0.0946 s. 
Table 3.2 The Optimal Control Gains 
 The controller gains 
11K  0.016816 -1.248700 -0.112220 -0.005098 
12K  -0.107890 4.871900 -0.000435 0.000079 
13K  -0.042185 11.53600 -0.014631 -0.000649 
21K  0.006097 0.000017 0.004761 0.000089 
22K  -0.036174 -0.756290 -0.074018 -0.003454 
23K  -0.023896 -0.11324 0.003539 0.0001204 
31K  0.0035432 -0.48189 0.020087 -0.000811 
32K  0.0063483 1.5655 0.0023165 0.00013378 
33K  -0.064655 -7.2562 0.069285 -0.0032193 
 96 
 
With the optimal controller designed in the above subsection, simulation studies have been 
carried out. The responses of the three networked generators for different values of time 
delays are shown in Figures 3.9-3.14. A disturbance of 5 % has been imposed onto the me-
chanical torque in the first generator.  
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Figure 3.9 The rotor angle deviation of the first generator. 
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Figure 3.10 The speed deviation of the first generator. 
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From the simulation results in Figure 3.9-3.14, it is clearly shown that the system is stable 
if the time delay is within the estimated boundary range. When the time delay is near to or 
over the estimated boundary, the system responses are either unstable or critically stable.  
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Figure 3.11 The rotor angle deviation of the second generator. 
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Figure 3.12 The speed deviation of the second generator. 
 
 98 
 
0 1 2 3 4 5 6 7 8 9 10
-1.5
-1
-0.5
0
0.5
1
x 10-3
∆δ
3,
 
p.
u
time, s
 
 
 0.00 s Time Delay
0.10 s Time Delay
0.20 s Time Delay
0.22 s Time Delay
 
Figure 3.13 The rotor angle deviation of the third generator. 
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Figure 3.14 The speed deviation of the third generator. 
 
It can be seen from all the figures that the MADB obtained with our method is still conser-
vative because the system is still stable even with 0.2 s time delay, however, the dynamical 
performance is not acceptable. From the figures, the system is stable with 0.1 s time delay. 
In power systems, the time delay for the feedback signals is in the order of 100 ms (Holbert 
et al. 2005). The time delays in the communication links induced into the power systems is 
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within the range from few milliseconds to hundred milliseconds depending on the commu-
nication network type used, the transmission protocol, network load and other factors 
(Holbert et al. 2005;Naduvathuparambil et al. 2002). A time delay in the order of few mi-
croseconds can be attained in a small geographical area in control networks, e.g. the time 
delays in control networks such as Ethernet, ControlNet and DeviceNet is in the order of 
microseconds for the area with few kilometers (Lian et al. 2001). From the results of the 
estimated MADB for the three generators system and the values of the time delays in real 
communication networks, the networked control is applicable to control the three genera-
tors power system described in this example. It has been mentioned in (Naduvathuparambil 
et al. 2002), that the time delay in the current communication links used in the power sys-
tem can stabilize almost all real-time power system applications.  
3.7 Summary  
In this chapter, a new method for estimating the MADB in NCSs is presented. Three types 
of NCSs are studied; single-unit NCS, NCS with dynamic controller, and multi-units inter-
connected distributed NCS. The method is simple and easy to use and involves less com-
putation while gives comparable results with the methods published in the literature. An 
example system consists of three generators has been analyzed in the case the system is 
controlled over a network. The MADB value obtained for the three generators is feasible 
with the current network and communication technology. The work in this chapter can be 
applied to a network with a constant time delay and slowly time varying time delay or if 
the scheduling can guarantee that the time delay in the network does not exceed the 
MADB for the system, and this is not always the case. The time delay can be random, 
which makes the system stochastic and the following chapter deals with designing a sto-
chastic controller for NCS under random time delay governed by Markov Chains.  
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CHAPTER 4: ROBUST STABILIZATION OF NETWORKED 
CONTROL SYSTEM USING MARKOVIAN JUMP SYSTEM 
APPROACH  
 
4.1 Introduction 
The time delay in real-time networks may be constant, varied or even random. In Chapter 
3, the stability analysis and controller design problem for a class of networked control sys-
tems with constant time delay or with schedulable networks were discussed. In the ap-
proach proposed in Chapter 3 the MADB is used to schedule the network to do not exceed 
this threshold or when the time delay is bounded.  In this chapter, the stability and control-
ler design for networked control systems with a random time delay is studied where the 
random time delay is modelled using Markov Chains. The controller is designed while tak-
ing the stochastic nature of the network into account. The random time delay is assumed to 
be governed by Markov Chains, and the system is modelled as a discrete-time jump linear 
system. Both the time delay from sensors to controllers and from controllers to actuators 
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are considered for both state feedback and dynamic controllers. The controller can be 
switching (mode-dependent) or non-switching (mode-independent). The controller design 
problem is an output feedback problem in a bilinear matrix inequality (BMI) form. The 
BMI problem is not convex, which can only be solved using iterative algorithms such as 
the V-K iteration algorithm. In the V-K iteration algorithm, the BMI is divided into Eigen-
value Problem (EVP) and Generalized Eigenvalue Problem (GEVP) which are iterated to 
achieve the mean square stability and hence to derive the stabilizing controllers. The EVP 
and GEVP are solved using the Matlab LMI Toolbox.  The controller design method has 
been applied to the cart and the inverted pendulum; the derived controller was tested on the 
nonlinear model. In this chapter, a brief review on the jump linear system and their appli-
cations in NCS is given, and the discrete-time model of the networked control system is 
explained. The mean square stability is usually used to study the stability and stabilization 
of discrete-time Markovian Jump Linear System (DTMJLS). The sufficient and necessary 
conditions for the mean square stability of the DTMJLS are also reviewed. The V-K itera-
tion algorithm for solving the BMI is explained. The controller design method is applied to 
the cart and the inverted pendulum problem. 
 
4.2 Jump Linear Systems 
The Jump Linear System (JLS) is mostly used to study the stability and stabilization of a 
system with abrupt changes due to the variations in the system structure or partly system 
failure. In this way, the system will have a number of models or modes and jumps from 
one mode to another in a random fashion and in many cases, the jump parameter can be 
modelled using Markov Chains. The first report for the Jump Linear System (JLS) in a 
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continuous-time form was introduced in 1961. There are many papers in the literature dis-
cussing the stability and controller design for the Markovian Jump Linear Systems (Ait-
Rami et al. 1995;Boukas et al. 1997;De Souza 2003;De Souza et al. 1997;Shi et al. 1998). 
In (Liu, Lei-Ming et al. 2005) the robust stabilization of the continuous and discrete JLS is 
addressed where the controller design problem is solved via the LMIs. The probability dis-
tribution function is time-varying but bounded. In (De Souza et al. 1997) the problem of 
H∞ filtering for DTMJLS is presented where the robust controller design problem is formu-
lated as the problem of solving the LMI, and they assumed that the Markovian Jump pa-
rameter is accessible. In (De Souza 2003) the mode-independent H∞ filter design for 
DTMJLS is studied where the jump parameter is not accessible. The transition probability 
is unknown but belongs to a given polytope. The controller design for a DTMJLS with un-
certain parameters is studied in (Boukas et al. 1997;Shi et al. 1998). The authors in 
(Boukas et al. 1997) took the structural linear uncertainty, norm-bounded nonlinear uncer-
tainty and fractional form uncertainty into consideration. The published work focused on 
the general DTMJLS, in the following the application of the DTMJLS in NCSs will be our 
main focus.  
 In networked control systems, as discussed in Chapter 2, the time delay can be ran-
dom and because there is a correlation between the preceding, current and next time delay, 
the time delay can be modelled as a Markov Chain. The time delay changes as a result of 
the change in the network load or in the other factors, which are usually random. The net-
work state changes from one to another in a random manner governed by Markov Chain. 
An example for a network with different three load states is shown in Figure 4.1. The net-
work load changes from low to medium to high and the time delay is a Markovian process 
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and jumps between these three modes in a random manner. The jump system will have 
three modes of operations.  
 
Figure 4.1 An example of a Markov chain load modelling, the three network loads: 
low (L), medium (M), and high (H). ijp  where { }HMLUji ,,, =∈  is the probability 
of the transition from mode i to j 
   
As an example, the time delay has three different values depending on the network load, 
and the transition probability is given by: 










=
HHHMHL
MHMMML
LHLMLL
ppp
ppp
ppp
P
   
{ }ijp kkij === + ττ |1Prob { }HMLUji ,,, =∈
 
where  ijp  is the probability of the jump from mode i to mode j. In the Jump system theory 
literature, the mode means the model, i.e., if the system is said to have two modes, it means 
that the system has one jump parameter with two modes. In networked control systems, the 
use of this concept is different. If the system has one mode, it means that the system has 
one jump parameter, which is usually the sensor to the controller time delay. When both 
the sensor to the controller and the controller to the actuator time delays are considered the 
L M H 
pLL pMM pHH pLM 
pLH 
pMH 
pHM pMH 
pHL 
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system is said to have two modes, or it has two jump parameters. The controllers are classi-
fied into switching (mode-dependent) and non-switching (mode-independent). In the 
switching controller the controller changes with the jump parameter, which is the time de-
lay, and hence the time delay must be accessed at the controller node. The time delay can 
be accessed through time stamping and clock synchronization, which requires the sensor 
and the actuator nodes to be smart and embedded processors must be installed.  On the 
other hand, the system analysis becomes complex and the packet length with the time 
stamping will be larger and hence the time stamping increases the network load and in 
some networks it cannot be achieved. The non-switching controller is easy to be imple-
mented because it does not change with the jump parameter and hence the time stamping is 
not required. In networked control systems where the time delay is governed by Markov 
Chains the controller can be classified into: Non-switching (Mode-independent), switching 
with one mode (mode-dependent), and switching with two modes (mode-dependent). In all 
the three types one or two of the time delays are considered in the design. The difference in 
the performance between the switching and non-switching controller is reported to be 
small (Xiao et al. 2000). The application of the discrete-time jump system in networked 
control systems has been addressed in many papers, see, for example (Liu, Lei-Ming et al. 
2005;Liu et al. 2008;Xiao et al. 2000;Yu et al. 2008). In (Liu, Lei-Ming et al. 2005;Liu et 
al. 2008;Xiao et al. 2000) the discrete-time model is augmented, and the generated output 
feedback problem is formulated as Bilinear Matrix Inequality, which is solved using the V-
K iteration algorithm to derive the controller. In this work, we adopt the algorithm in (Xiao 
et al. 2000) with some modification to the V-K iteration loop. The method in (Xiao et al. 
2000) is limited to time delays less than the sampling period and in (Liu, Lei-Ming et al. 
2005;Liu et al. 2008) the method is extended to time delays larger than the sampling pe-
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riod. From the control point of view when the system is controlled over a network with 
time delay larger than the sampling time the system performance is not acceptable. In 
(Zhang et al. 2005a) the authors use the discrete model for the plant and both the time de-
lay from the sensor to the controller, and from the controller to the actuator are considered. 
The discrete mode dependent Lyapunov function has been used to derive a stabilizing 
switching controller. In (Yu et al. 2008) the authors concentrate on the problem of the ran-
dom data dropouts, and the sufficient conditions for the mean square stability are derived. 
The stability analysis and controller design with two random time delays are studied in 
(Yu, Bo et al. 2008;Shi et al. 2009a;Shi  et al 2009b;Zhang et al. 2005). In (Shi et al. 
2009a;Shi et al. 2009b) the NCS is modelled where both the time delays are considered. 
The controller depends on the current sensor to controller time delay and the previous con-
troller to actuator time delay and hence the controller depends on the three random vari-
ables, kτ , kd , 1+− kkd τ , which are interdependent. The resulting system cannot be regarded 
as the standard DTMJLS. The derived theorem is in a set of LMI with nonlinear matrix 
inequalities constraints, which are non-convex and can be solved by iterative algorithms 
such as the Cone Complementary Linearization (CCL) (Product Reduction). The optimal 
stochastic control is studied in (Nilsson 1998) where the optimal stochastic controller is 
derived when the time delay is random. The use of the model predictive control in NCS 
has been studied in (Zhang, Guofeng et al. 2007;Jing et al. 2007;Wu et al. 2009) where 
both the sensor to the controller and the controller to the actuator time delays are consid-
ered. 
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4.3 Mathematical Modelling of NCSs with Time Delay 
4.3.1 Modelling of a Class of Networked Control Systems 
a) NCS Systems with State Feedback Controller 
The model of a single loop networked control system is shown in Figure 4.2. The plant is 
in continuous-time and the sensors sample the plant states. The measured signals are 
transmitted through the network in a discrete form. These data will suffer random time de-
lays, and some of them may be lost when they are transmitted through the network. The 
presence of the random time delay makes the system to have the nature of a stochastic hy-
brid system.   The discrete time-invariant plant model is given by: 
)()()1( kkk dd uBxAx +=+         (4.1) 
where nk ℜ∈)(x  is the system state vector, mk ℜ∈)(u   is the system control input, and the 
matrices dA  and dB  are given by: 
h
d e
AA =  ∫
−
=
h
sh
d dse
0
)( BB A
       (4.2) 
 
Figure 4.2 The Networked Control System 
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In the model shown in Figure 4.2 the time delays are lumped together between the sensor 
and the controller. In many of the published works in the literature, the time delay between 
the controller and the actuator is neglected. For the next analysis, the following assump-
tions are required and are made: 
Assumption 4.1: 
• The sensors are clock driven. The actuator and the controller are event driven; 
which means that the sensors samples the plant states periodically and the actuators 
and the controllers use the data, as soon as they arrive. 
• The data are sent as a single packet. 
• The data are received in chronological order, which means that old data are disre-
garded. 
The mode-dependent switching state feedback control law is given by: 
))(())(()( krkkrk ss −= xKu         (4.3)  
where hkrk s ⋅= )()(τ , h is the sampling period and )(krs  is  a bounded random integer 
sequence governed by Markov Chain with ∞<≤≤ ss dkr )(0 , and ds is the finite delay 
bound. By augmenting the state variable: 
[ ]TTsTT dkkkk )()1()()( −−= xxxx L   
where ndsRk )1()( +∈x , applying the controller (4.3) into (4.1) the closed-loop system be-
comes: 
)()))(())((()1( kkrkrk ss xCKBAx +=+       (4.4) 
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where; 
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[ ]00I00C LL=))(( krs  
))(( krsC  incorporates the time delay into the model,
 
))(( krsC
 
 has all the elements being 
zero except for the )(krs th block being an identity matrix. The closed-loop system (4.4) can 
be re-written as; 
)())(()1( kkrk scl xAx =+         (4.5)  
b) NCS with Dynamic Output Feedback Controller 
Stabilizing the plant (4.1) with a dynamic controller as shown in Figure 4.3, the dynamic 
controller model is given by: 
)()()1( kkk GyFzz +=+
 
)()()( kkk JyHzv +=         (4.6) 
In the case of the dynamic controller, both the time delay from the sensors to the controller, 
and from the controller to the actuators are considered, which are illustrated in Figure 4.3. 
Augmenting the controller states as; 
[ ]TTcaTT dkkkk )()()()( −= vvzz L
 
The controller model with the augmented states is then given by: 
)()()1( kkk yGzFz +=+
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)())(()())(()( kkrkkrk caca yKzHu +=       (4.7) 
where; 
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Figure 4.3 Networked Control System with both time delays from the sensor to the 
controller and from the controller to the actuator are taking into account 
 
When the time stamping is used, F , G , H  and J  are replaced by )( scτF , )( scτG , )( scτH , 
and )( scτJ . The augmented plant model with output feedback can be described by: 
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)(~))((~)( kkrk sc xCCy =         (4.8) 
Augmenting both the plant states and controller states as: [ ]TTT kkk )(~)(~)( zxx = . The 
closed-loop system with the plant (4.8) and the controller (4.7) becomes; 
)()))(())((()1( kkrkrk scca xCKBAx +=+       (4.9) 
where; 






=
00
0AA
~






=
0I
0BB
~
 






=
0CC
0
C ))((~))(( kr
I
kr
sc
sc 





=
))((~))((~
~~
))((
krkr
kr
caca
ca KH
GFK
 
Equation (4.9) can be written as; 
)())(()())(),(()1( kkrkkrkrk sclcasccl xAxAx ==+              (4.10)  
The two time delays are random and bounded, 0≥≥ scscm ττ   and 0≥≥ cacam ττ . These 
can be modelled as two homogeneous Markov Chains, and they jump from mode to mode 
according to their transition probabilities scP  and caP  respectively. The random variable 
scτ  and caτ  can be converted to a single random variable given by ))(),(()( krkrkr cascs = , 
where the transition probability, P , is given by the Kronecker product of the sensor to the 
controller time delay transition probability, and the time delay from the controller to the 
actuator transition probability as; 
casc PPP ⊗=           (4.11)  
For simplicity (4.10) can be written as: 
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)())(()1( kkrk xAx =+
        (4.12) 
Equations (4.5) and (4.10) are standard DTMJLS. Equation (4.5) is a jump system with one 
mode, which is the sensor to the controller time delay while (4.10) represents a jump sys-
tem with two modes, which are the sensor to the controller, and the controller to the actua-
tor time delays. 
According to the Markovian integer jump parameter, { }dkr ,...,1,0)( ∈ , the system matrix 
will be { })()1()0())(( dkr clclclcl A,...,A,AA ∈ . The system jumps between the different 
modes, )()1()0( dclclcl A,...,A,A , in a random manner. In order to stabilize the system with 
mode-independent or mode-dependent controller the mean square stability must be estab-
lished.
 
4.3.2 Modelling Time Delays Using Markov Chains 
The random time delay is modelled as a finite state Markov process with the following 
properties: 
{ } ijss pikrjkrP ===+ )(|)1(   sdji ≤≤ ,0  
10 ≤≤ ijp   1
0
=∑
=
d
j
ijp        (4.13) 
where sd  is the number of modes and )(krs  is the Markovian process. The general transi-
tion probability matrix is given by: 
















=
ssdddddd ppppp
ppp
pp
P
L
MMMMM
MOMMMM
L
L
3210
121110
0100
0
00
000
      (4.14) 
 112 
 
The constraint (4.13) means the summation of the probabilities in every row is one. The 
assumption made is that the data are received in chronological order, which means that the 
old data are discarded. Suppose that at instant k, we received )(kx , at 1+k  if there is no 
new data, then the old data will be used by the controller, but if we receive )1( −kx  at 
1+k , then it will be older than )(kx  and hence )1( −kx  must be discarded, this can be in-
terpreted as; 
 0}1)()1({ =+>+ krkrP ss         (4.15) 
From (4.15) the time delay can increase only at one step, but it can decrease as many steps 
as can be seen from (4.14). The diagonal elements in (4.14) represent the probability of 
successive equal time delays or in other words, the probability that the network remains in 
the same state. The upper diagonal elements represent the possibility of receiving longer 
delays or increasing the network load. The zero elements represent the discard of the old 
data. 
 
4.4 The Stability of Linear Jump System 
The Mean Square stability is the stability criteria used to study the stability of Markovian 
Jump Systems, which is equivalent to the Asymptotic Wide Sense Stationary Stability 
(AWSS) (Costa 1993). For the jump system the stochastic stability, mean square stability 
and the exponential mean square stability are all equivalent, and every condition implies 
the almost sure (asymptotic) stability.   
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Definition 4.1: (Liu, Lei-Ming et al. 2005) 
The system (4.12) is mean square stable if for every initial condition state, ),( 00 rx , 
[ ] 0)(lim 2 =Ε
∞→
k
k
x          (4.16) 
Definition 4.2: (Liu, Lei-Ming et al. 2005)  
The system (4.12) is mean square stable with decay rate β   (El Ghaoui et al. 1996) if for 
every initial condition state, ),( 00 rx , 
[ ] 0)(lim 2 =Ε
∞→
kk
k
xβ   1>β        (4.17) 
The necessary and sufficient conditions for mean square stability for the jump system are 
derived in (Costa 1993), and they are given in the following theorem. 
Theorem 4.1: (Costa 1993) The mean square stability of system (4.12) is equivalent to the 
existence of symmetric positive definite matrices dQQQ ,,, 10 L  satisfying any one of the 
following 4 conditions: 
,
0
i
T
i
d
j
jii p QAQA j <






∑
=
  di ,,0 L=  
,
0
jj
d
j
iji
T
j p QAQA <






∑
=
  di ,,0 L=  
,
0
i
T
i
d
j
jjjip QAQA <∑
=
   di ,,0 L=  
,
0
ji
d
j
j
T
ijip QAQA <∑
=
   di ,,0 L=  
where dj ,,0 L=  represents the number of the modes. An interesting property is that the 
stability of each mode is neither sufficient nor necessary for the mean square stability.  
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4.5 The V-K Iteration 
Theorem 4.1 is essential for studying the DTMJLS. The conditions 1-4 are equivalent for 
studying the stability of the DTMJLS but for the controller design, each condition will lead 
to a different controller. Choosing condition (4) in Theorem 4.1 the closed-loop system 
becomes: 
,)()(
0
jiiii
d
j
j
T
iiiijip QCKBAQCKBA <++∑
=
      di ,,0 L=    (4.18) 
A lower bound for the decay rate (Lyapunov Exponent), αβ /1= , ( ( )2)(lim kEk
k
xβ
∞→
), can 
be obtained by replacing iQ  with iQα on the right hand side of (4.18).  
,)()(
0
jiiii
d
j
j
T
iiiijip QCKBAQCKBA α<++∑
=
     dj ,,0 L=    (4.19) 
The coupled equations (4.19) are Bilinear Matrix Inequalities, which are non convex and 
finding a global optimal solution is very difficult. However, many control problems are 
formulated as BMIs, there are a few methods for solving the BMIs. For example, the path-
following linearization method reported in (Hassibi et al. 1999) can be used, where each 
matrix is perturbed, and the higher-order terms are neglected. The most widely used tech-
nique for the solution is by iteration methods such the D-K, G-K and V-K iteration algo-
rithms (Banjerdpongchai 1997). As these are considered as Coupled Bilinear Matrix Ine-
qualities (BMI's) in α , iK  and iQ , they can be formulated into two problems as:  
1. If we fix iK  ( di ,,0 L= ), then we have a Generalized Eigenvalue Problem 
(GEVP) which is quasi-convex. 
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2. If we fix iQ ( di ,,0 L= ), then we have Eigenvalue Problem, which is convex. 
Both of these problems can be solved very efficiently using the Convex Optimization. The 
BMI problem solution can be summarized as follows: 
Equation (4.19) can be written as: 
[ ] 0
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0
1
0
00
10 >
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Using Schur complement to (4.20) then we have: 
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     (4.21) 
As it is mentioned above, (4.21) is a bilinear matrix inequality which is difficult to be 
solved. A few methods were reported for solving this problem, and the method reported in 
(Xiao et al. 2000) is adopted in this thesis, which is to divide the BMI into two LMIs and 
by solving these two LMIs a local optimal solution can be found. The problem solution 
process is divided to three basic problems, which are: Feasibility Problem, Eigenvalue 
Problem, and Generalized Eigenvalue Problem which are described in the next sub-
sections. 
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4.5.1 The Feasibility Problem (FP) 
The first step is to find an initial feasible solution to (4.19). The initial solution is to set 
1=α , KKKK == d,,0 L  and the initial transition probability, 0PP = , then solve for 
dQQ ,,0 L . The Matlab feasp function in the LMI Matlab Toolbox is used to solve this 
problem; a brief description of this function is given below: 
Syntax: [tmin,xfeas] = feasp(lmisys,options,target) 
This function finds whether the LMI system is feasible or not, if the solution is feasible the 
function returns tmin as 0 or negative (strictly feasible) and gives xfeas (called the decision 
variables), which contains the LMI variables that are dQQ ,,0 L . If tmin is a small positive 
number, then the LMI system is marginally feasible, which means it may be feasible. A 
more detailed description of this function is given in (Gahinet etal. 1995). 
4.5.2 The Eigenvalue Problem (EVP) 
Fix iQ ( di ,,0 L= ), then (4.21) becomes LMIs in α  and  iK  ( di ,,0 L= ), but (4.21) is 
not in the solvable form, and by changing the variables it can be solved efficiently using 
the Matlab LMI Toolbox: 
ddd CKYCKY == L000   
T
d
T
d
T
d
TTT KCYKCY == L000  
Then (4.21) becomes; 
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  dj ,,0 L=    (4.22) 
If we fix iQ ( di ,,0 L= ) and α , then we have a set of LMIs in iK  ( di ,,0 L= ).  
The Eigenvalue Problem EVP: 
For a given iQ ( di ,,0 L= ), solve the following LMIs for α  and iY  ( di ,,0 L= ). 
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This problem can be solved using mincx matlab function in the LMI toolbox. This function 
minimizes a linear objective under LMI constraints; the function syntax is: 
Syntax: [copt,xopt] = mincx(lmisys,c,options,xinit,target) 
The optimization variables xopt which are in our case dKK L0 and α  are stored in the 
variable vector x . The decision variables are minimized through the linear objective c . 
The mincx minimizes the linear objective xcT  over the LMI.  The variable vector is: 
[ ]Td αKKx L0=  and the linear objective is given by: [ ]T100 L=c , then: 
[ ] [ ] αα =⋅= TdT KKxc LL 0100  
It should be noted that the LMI system must be feasible before this function can be used.  
The detailed description of the mincx function is given in (Gahinet et al. 1995). 
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4.5.3 The Generalized Eigenvalue Problem (GEVP) 
If we fix iK  ( di ,,0 L= ), then we have a set of BMIs in iQ ( di ,,0 L= ), and α . In (Liu, 
Lei-Ming et al. 2008;Xiao et al. 2000) this problem is solved by setting 1=α  and solving 
the GEVP for iQ ( di ,,0 L= ). We suggest here to minimize α  while solving for 
iQ ( di ,,0 L= ) by using the following new variables: 
dddddd YBCKBWYBCKBW ==== L000000
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Then (4.21) becomes: 
0
0)(
0)(
)()(
1
0
1
0000
000
>














+
+
++
−
−
djdddd
j
d
T
dd
T
j
p
p
QWAQ
QWAQ
QWAQWAQ
L
MOMM
L
Lα
 dj ,,0 L=   (4.23) 
This is a BMI in iQ ( di ,,0 L= ), and α . The problem is to maximize the decay rate that 
is to minimize α  for a given iK  ( di ,,0 L= ); the GEVP is summarized as: 
The Generalized Eigenvalue Problem GEVP: 
For a given iY  ( di ,,0 L= ), solve the following optimization problem. 
Minimize α  
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0
0)(
0)(
)()(
1
0
1
0000
000
>














+
+
++
−
−
djdddd
j
d
T
dd
T
j
p
p
QWAQ
QWAQ
QWAQWAQ
L
MOMM
L
Lα
 
 119 
 
diiii
d
j
j
T
iiiidi
iiii
d
j
j
T
iiiii
d
p
p
QCKBAQCKBA
QCKBAQCKBA
QQQ
α
α
<++
<++
>
∑
∑
=
=
)()(
)()(
0,...,,
0
0
0
0
10
L
L
L
 
The main problem is that the first constraint is nonlinear in iQ ( di ,,0 L= ), and α  and we 
suggest the following solution algorithm: Start with 1=oldα  and solve the above GEVP 
then we will get newα . The iteration is continuing until the decay rate error is less than a 
certain value; i. e,  ααα ∆<− newold .  
The problem can be solved using gevp matlab function in the LMI Matlab toolbox. The 
function syntax is given as: 
Syntax:  [lopt,xopt] = gevp(lmisys,nlfc,options,linit,xinit,target) 
The function gevp solves the following optimization problem: 
Minimize  λ subject to: 
)()( xx DC <  
 )(0 xB<  
)()( xx BA λ<  
Where x is the decision variables vector which contains iQ ( di ,,0 L= ), and α . As with 
the mincx the LMI system and the LMI constraints must be feasible. 
Another easy way is just to solve the following problem by iteration; 
 120 
 
Minimize α  
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4.5.4 The V-K Iteration Algorithm: 
In the V-K algorithm, the problem is iterated between the EVP and the GEVP. The proof 
of the algorithm convergence is given in (Banjerdpongchai 1997). The detailed algorithm 
is shown in the flowchart in Figure 4.4, and the algorithm can be summarized as:  
1. The Initialization: Design the controller for the free delay system, i.e., LQR or 
LQG and choose an appropriate initial probability transition matrix, 0P . 
2. Set KKKK == d,,0 L  and 1=α . Solve the Feasibility Problem (FP). If the set 
of the LMIs is feasible proceed to step (3) if not go back to step (1) and try to mod-
ify K  or 0P . 
3. With the given dKK L0
 
solve the Generalized Eigenvalue Problem (GEVP). 
4. With the given dQQ ,,0 L   solve the Eigenvalue Problem (EVP). 
5.  Perturb the probability transition matrix that is: ioldnew PPP ∆+= , (if EP  is reached 
go to (6)), then go to step (3).  
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6. END. 
The initial transition probability matrix is: 
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
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where d  and ∈  are small positive numbers. It should be noted that the initial controller is 
designed for the free delay system. To get an initial feasible solution we have to start from 
small time delays and perturb the transition probability matrix toward larger time delays. 
The perturbation ∈  should be a very small positive number in the order of 0.005 or the 
next iteration will not be feasible. An example of the perturbation matrix is: 
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As can be seen, the sum of the perturbation through any row is zero. More aggressive ini-
tial transition probability matrix can be used if the solution is feasible. In (Liu, Lei-Ming et 
al. 2008;Xiao et al. 2000) the perturbation is around 0.01 but even this small perturbation 
sometimes does not usually work, and we need to use smaller perturbation around 0.005. 
Furthermore, for the two modes the two probability matrices are perturbed at the same time 
while in our algorithm, they are perturbed separately. The V-K iteration algorithm is 
shown in Figure 4.4. 
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Figure 4.4 The V-K iteration algorithm 
Initialization 
Initialize the controller, use 
LQR for static controller (K) 
or LQG for dynamic control-
ler (F, G, H and J). 
Initialize the probability tran-
sition matrix PE = P0 
Set α =1 and K0=K, . . . Kn=K, (static controller) 
or (F0=F, . . . Fn=F, G0=G, . . . Gn=G, H0=H, . . . 
Hn=H, J0=J, . . . Jn=J (for dynamic controller). 
Solve the feasibility problem (4.51) 
Is the problem 
feasible 
Modify the con-
troller or the 
initial transition 
probability 
Minimize α1 
Solve the Eigenvalue Problem 
Is ∆α < eTH 
Minimize α1 
Solve the Generalized Eigen-
value Problem 
Perturb PE; PE = P0 + ∆P 
with α=αm 
Solve the Eigenvalue Problem 
Minimize α1 
Solve the Generalized Eigen-
value Problem 
Is ∆α < eTH 
END 
Initialization 
Loop 
V-K Iteration 
Loop 
The Perturbation 
Loop 
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4.6 Example 4.1: The cart and inverted pendulum: 
The inverted pendulum over a cart is one of the most widely used examples in control sys-
tems to demonstrate the new methods or algorithms. The system is shown in Figure 4.5; 
the pendulum mass is denoted by m, and the cart mass is M; the length of the pendulum rod 
is L. 
 
Figure 4.5 The cart and inverted pendulum 
 
The model used is the fourth-order model. The open-loop system is unstable. The states are 
defined as [ ] [ ]TT xxxxxx θθ &&== 4321x  and the input as Fu = . The nonlinear 
dynamic can be written as: 
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After linearizing the system around the origin the linearized model can be given as: 
u  
x  
M  
L  
θ  
m  
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The parameters used are: 1=M  kg, 4.0=m  kg, 7.0=L  meters. The sampling time is 
1.0=h  seconds. The time delay is bounded by 2: }2,1,0{)( ∈krs .  
After sampling the system with 0.1 s sampling rate, the system matrices are given by: 

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−−
−−
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It is assumed that the transition probability is given by: 


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=
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Using the LQR Matlab function, the controller is given by: 
[ ]6.784928.73211.47450.5943=LQRK  
The required transition probability with the LQR controller does not stabilize the system 
with the time delay because the solution is infeasible. So the initial transition probability 
and the perturbation matrix are chosen as: 
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



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iP  
After 20 iterations, the desired transition matrix is reached, and the stabilizing controller is 
given as: 
[ ]5.465421.20580.79720.3181=K  
Note that the process can be started with any P  and LQRK  as long as they give feasible 
solution. The Simulink implementation of the system is shown in Figure 4.6. In the simula-
tion, we used the nonlinear dynamics of the system. In the simulations shown in Figure 
4.7, comparison is made between the controller that takes the random time delay into con-
sideration and the controller that does not take the random time delay into consideration. 
The initial condition is:  
[ ] [ ]01.000=θθ &&xx  
Using Theorem 3.1 the MADB with the LQR controller is 0.1210 s, while Corollary 3.1 
gives 0.1217 s as the MADB. With the stabilizing controller that takes the random time 
delay into consideration, Theorem 3.1 gives 0.1420 s while Corollary 3.1 gives 0.1426 s. 
This shows an improvement in the stability margin with the new controller. 
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Networked Control of cart and inverted pendulum:
By: Ashraf F. Khalil
Date: 9/5/2010
Zero -Order
Hold 2
Zero -Order
Hold 1
Zero -Order
Hold
To Workspace4
X3
To Workspace3
X2
To Workspace2
t
To Workspace1
X1
To Workspace
X
State -Space 1
x' = Ax+Bu
 y = Cx+Du
State-Space
x' = Ax+Bu
 y = Cx+Du
Scope 6
Scope 5
Scope 3
Scope 2
Scope 1
Scope
Nonlinear Model
Network random delay 2
Random Time Delay
Network random delay 1
In1Out1
Network random delay
In1Out1
Gain 1
K*u
Gain
K*u
Controller
K*u
Clock
0
 
Figure 4.6 The Simulink implementation of example 4.1 
 
 
The V-K iteration loop took 4-iterations, and the perturbation loop took 20 iterations; the 
minimum decay rate is 0.8837. By changing the Eigenvalue Problem loop by making an 
inner loop for minimizing α, the minimum attained decay rate is 0.8645. Moreover, using 
Theorem 3.1 the time delay margin increased to 0.1563 s. The system response is shown in 
Figure 4.8. The stabilizing controller with the improved algorithm is: 
[ ]4.971420.52270.70500.2823=K
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Figure 4.7 (a) The random time delay, (b) The response of the system in example 4.1 
without time delay compensation (c) The response with time delay compensation 
 
Even the system is stable in many simulation runs, with the controller that does not take 
the random time delay into account, in a few simulation runs the system is unstable. 
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Figure 4.8 (a) The random time delay, (b) The response of the system in example 4.1 
without time delay compensation (c) The response with time delay compensation 
 
With a dynamic controller and the following transition probability matrix: 










=
33.033.034.0
33.033.034.0
01.065.034.0
P
 
The initial transition probability matrix and the perturbation matrix are given by: 










=
01.001.098.0
01.001.098.0
01.001.098.0
P
 










=∆
01.001.00.02-
01.001.00.02-
00.020.02-
iP
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The sampling time is 0.05 s. The initial dynamic controller using the LQG is given by: 












=
6.9702-278.1537-7.2795-30.2555
2.836715.5496-0.0202-2.3599
7.1275164.92754.736414.5396-
0.01860.84542.04361.4684-
F
 












=
224.558032.4070-
16.26302.3303-
108.0558-16.0342
1.0050-1.4598
G
 
[ ]7.134930.46201.50870.5969=H
 
[ ]00=J
 
The controller does not stabilize the system with the given transition probability matrix. 
Starting with the initial transition probability matrix and after 32 iterations, the stabilizing 
dynamic controller is given by: 












=
0.39371.9525-0.1795-0.3277
0.07400.54680.0538-0.0619
0.47341.39341.10900.0900-
0.0193-1.5549-0.01570.2876
F
 












=
1.34480.4077-
0.9798 0.0932-
0.25970.1624
0.65060.6565
G
 
[ ]4.032119.09961.52401.1084=H
 
[ ]0.84960.0217=J
 
The system response with the initial controller and the stabilizing controller is shown in 
Figure 4.9, it is clear that the initial controller does not stabilize the system. Modifying the 
perturbation loop by maximizing the decay rate in the EVP, the controller is given as: 












=
0.57401.2304-0.0762-0.2257
0.10470.59590.0386-0.0686
0.39530.80791.05400.2237-
0.00971.3769-0.05580.1863 
F
 












=
0.87850.2569- 
1.03530.0839-
0.18560.2452
0.46230.7833
G
 
[ ]2.991813.74820.78830.5644=H
 
[ ]0.57380.1405-=J
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The system response of the system with the initial controller and with the controller gener-
ated by the modified V-K iteration is shown in Figure 4.10. 
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Figure 4.9 (a) The random time delay, (b) The response of the system in example 4.1 
without time delay compensation (c) The response with time delay compensation 
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Figure 4.10 (a) The random time delay, (b) The response of the system in example 4.1 
without time delay compensation (c) The response with time delay compensation 
 
4.7 Summary 
The issues of stability and controller design for networked control systems with random 
delays are discussed in this chapter. Both the time delays from the sensor to the controller, 
and from the controller to the actuator are modelled using Markov Chains. The resulting 
system is a standard Markovian Linear Jump System. The stability of the system is in the 
Bilinear Matrix Inequality form. A modified V-K iteration algorithm is proposed for deriv-
ing the stabilizing controller where we add another minimization loop for α instead of set-
ting it to one, which gives higher decay rate. 
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CHAPTER FIVE: NETWORKED CONTROL OF PARALLEL 
DC/DC BUCK CONVERTERS 
 
5.1 Introduction: 
Connecting DC/DC converters in parallel offers many advantages such as increased power 
processing capabilities, improved reliability, easy maintenance, future expansion, and 
modularity (Siri et al. 1990;Zhang et al. 2004). Parallel DC/DC converters can be found in 
many industrial applications. The goal of the controller in parallel DC/DC converter sys-
tems is to maintain a regulated output voltage while achieving good load current sharing.  
Voltage regulation and current sharing are among the basic control issues in UPSs (Unin-
terruptible Power Supplies) and in parallel VSIs (Voltage Source Inverters) in Microgrids 
(Pogaku et al. 2007;Yongquin et al. 2008). There are a number of control strategies that are 
commonly used, which can be classified into centralized, master-slave and distributed con-
trol strategies (Prodanovic et al. 2000). In the centralized control strategy, all the informa-
tion is sent to a centralized controller, and then the commands are sent back to the system. 
The main disadvantage of this strategy is the single point of failure and the complexity in 
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the controller design for large and complex interconnected systems. In the master-slave 
control strategy, one of the converters is known to be the master while the others are the 
slaves, the master controller contains the voltage controller while the slaves contain current 
controllers and have to track the master’s reference current. In this control strategy there 
will be a transfer of information between the master controller and the slaves’ controllers. 
Nowadays, there is an interest in controlling the DC/DC power converters through a shared 
communication network. Because it involves less information transfer, the master-slave 
control strategy is favoured for networked control system applications. In the following a 
brief review on controlling distributed power electronic systems through a shared network. 
In the last few years, the applications of NCSs in power electronic systems have been fre-
quently reported, see for example (Guerrero et al. 2006;Ren et al. 2009;Lai et al. 
2009;Mazumder et al. 2005;Mazumder et al. 2008;Mazumder et al. 2010;Yongquing et al. 
2008;Zhang et al. 2007). In (Yongquing et al. 2008), the control of parallel inverters based 
on CAN is introduced. The design is based on the maximum time delay that guarantees the 
stability, where the system composed of three three-phase DC/AC inverters driving a mo-
tor load. The authors allocated the required bandwidth based on the sampling time, and no 
method is given to estimate the MADB for the system. A new control strategy for control-
ling power electronic systems over a network was proposed in (Zhang et al. 2007). The 
work was to answer two questions: how to treat the power electronic module as communi-
cation node and how to estimate the time delay in different network types with different 
network topologies. In (Lai et al. 2009;Mazumder et al. 2005;Mazumder et al. 2008), the 
problem of controlling a parallel DC/DC converter over an RF communication interface is 
discussed. The authors in (Mazumder et al. 2005;Mazumder et al. 2008) use a method in 
the frequency domain to find the range of the system parameters and the controller parame-
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ters that guarantee the stability of the system. There are a few publications on controlling 
these systems over control networks and most of them are complex to use. In this chapter, 
the control of parallel DC/DC Buck converters over a shared network is discussed. Two 
control networks are used for this study, which are the CAN and the Ethernet. As we dis-
cussed in Chapter 2, the CAN is a deterministic network while the Ethernet is not. Depend-
ing on the network load four different time delay types have been noticed. These are con-
stant time delay, periodic time delay, random time delay with no correlation between the 
current and previous time delay and random time delay governed by Markov Chain. The 
method developed in Chapter 3 has been applied to the first three types, where the system 
is designed to have MADB larger than the worst-case time delay in the network. The pro-
posed method in Chapter 3 is used for estimating the MADB in networked parallel DC/DC 
buck converter system and to link it with the system and the controller parameters. For the 
fourth case where the time delay is governed by Markov Chain, the Markovian jump sys-
tem approach in Chapter 4 is used to design the controller that stochastically stabilizes the 
system.  
In the following sections, the modelling of the parallel DC/DC converters is briefly de-
scribed and then the master-slave control strategy, and the voltage and current controller’s 
models are explained. A case study system consists of three parallel DC/DC converters is 
studied. The controller parameters that affect the MADB are investigated, and the control-
ler parameters are used to modify the MADB to be larger than the worst-case network time 
delay. The design tools developed in Chapter 3 and Chapter 4 are used to design stabilizing 
controller under four different time delay cases, which is constant, periodic, random with-
out correlation between the current and previous time delay and random governed by 
Markov Chains. The parallel DC/DC Buck converters system simulation is carried out with 
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the Matlab/SimPowerSystem while the network simulation is done using the TrueTime 1.5 
simulator.  
 
5.2 Parallel DC/DC Buck Converters 
A system consists of n parallel connected DC/DC converters is shown in Figure 5.1. The 
converters are designed to supply power with a specified current and voltage to the load. 
These converters are expected to be identical. If these converters are not identical, a small 
difference between them can result in a large current sharing error between the converters 
(Siri et al. 1990), and hence a current sharing controller is necessary. 
 
5.2.1 The Parallel DC/DC Buck Converters Mathematical Model 
In order to design a controller, a model for the system must be provided. The most widely 
used approach for modelling power electronic systems is the time-average state-space ap-
proach (Middlebrook et al. 1976). The original model of the DC/DC Buck converters is 
nonlinear and time varying. In (Mazumder et al. 2005;Mazumder et al. 2008a;Mazumder et 
al. 2010;Mazumder et al. 2008b) the nonlinear model for the system is used and multiple 
Lyapunov functions are constructed to study the stability. In the time average model the 
nonlinear time varying model is perturbed and linearized around the equilibrium point and 
the higher-order derivatives are truncated. The state-space time average model of n parallel 
connected DC/DC converters is given by: 
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where LnL ii ,,1 L  are the inductor currents and v is the output voltage, which are chosen as 
the state variables for the system. nδδ ,,1 L
 
are the duty cycles of the converters, which are 
chosen as the control inputs. The other parameters are shown in Figure 5.1. 
 
Figure 5.1 A parallel DC/DC Buck Converter system. 
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5.2.2 The Controller Model 
A system consists of two DC/DC converters is shown in Figure 5.2. The master sends the 
reference current to the slave controller through a shared network. The slave converter will 
receive a delayed version of this signal, or it may not receive it at all where we consider the 
data loss or data dropout as a special case of the time delay. This time delay degrades the 
system performance, and it can even destabilize the system. The controller must be de-
signed to guarantee the stability of the system in the presence of the time delay. 
 
Figure 5.2 Master-slave control strategy for two DC/DC parallel converters 
 
The voltage controller has to regulate the output voltage and to produce the reference cur-
rent. The most widely used voltage and current compensator is the type II compensator 
with the following transfer function: 
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where K  is the controller gain, zω  is the compensator zero, pω  is the compensator pole. 
These parameters are tuned to give the system the required performance. This type of 
compensator is mainly used to track any changes in the input voltage or system load. The 
master controller contains both the voltage and the current controller and is shown in Fig-
ure 5.3.  
 
Figure 5.3 The master controller with both voltage and current controller 
 
The state-space representation of the master controller is given as: 
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Where k is the feedback gain of the output voltage, refV  is the reference voltage, sI  is the 
voltage controller output, which is the reference current, and )/( zvpvvv KK ωω= .  
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The output of the voltage controller is used as the reference current for the master current 
controller and to all the parallel converters. The slaves’ controllers will receive a delayed 
version of the master reference current. The model of the current controller in slave 1 is 
given by: 
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where 2pω  and 2zω  are the pole and the zero of the slave controller and 
)/( 2222 zpKK ωω= . The main difference between the classical networked control system 
and the networked parallel DC/DC buck converter is that in the traditional networked con-
trol system the sensor, the actuator and the controller exchange their states through the 
network while in this system only the controllers exchange the information.  
 
5.3 Networked Control of Parallel DC/DC Converters with 
Constant Time Delay 
In many situations, the time delay may be constant, time varied or random but bounded 
and the worst-case time delay can be used as designing guide. In this case, we follow the 
analysis in Chapter 3 where the time delay is assumed either constant or bounded. The 
state-space model of a NCS consists of n parallel DC/DC converters is given as; 
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where: )(t(1)x , )(t(2)x , . . ., )(t(n)x
 
are the states vectors of the converters. )()1( tu , )()2( tu , 
. . . , )()( tnu
 
are the control input vectors of the converters. The state vector of the ith con-
verter is [ ] i
i
nT(i)
n
(i)
2
(i)
1
(i) x...xx:x ℜ∈=
 and the control input vector is 
[ ] i
i
nT(i)(i)
2
(i)
1
(i) u...uu:u ℜ∈= m . ni is the number of states in the ith subsystem. mi is 
the order of the ith controller. ijA  (where ji ≠ ) describes how the dynamics of the ith con-
verter can be influenced by the jth converter. The networked DC/DC converters implement 
the master-slave control strategy. The master controller contains both voltage controller 
and current controller. The master voltage controller sends the reference current to all the 
converters in the system through the shared network as shown in Figure 5.4. 
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Figure 5.4 The parallel DC/DC converters communicating through control network. 
 
 
Each slave controller has a current controller to track the master current, and they receive a 
delayed version of the reference current signal. The dynamic controllers are given by: 
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ijF  (i ≠ j) represents how the dynamic of the jth controller affects the dynamics of the ith 
controller. In the master controller 01 =jF  for nj ,,2 L= , because the master controller 
dynamics depend only on local information. ijτ  is the time delay from the jth controller to 
the ith controller. iG  is the input of the i
th
 controller. Since the controllers communicate 
directly with the plants, then )()( )()( tt ii uv = . Assuming constant or bounded time delay 
transfer from the master node to all slave nodes (Mazumder et al. 2008), we have; 
djnjj ττττ ==== L21         (5.8) 
Applying the controllers in (5.7) into the plants in (5.5)-(5.6), the complete system be-
comes: 
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We have here )()()( ttt refRzz −= && , for simplicity we replaced )(tz&  by )(tz& . Writing (5.9) 
in the matrix form: 
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 (5.10) 
The system in (5.10) can be written as: 
)()()( τ−+= ttt BKξAξξ&
        (5.11) 
The system matrices A  and BK  contains the system and the controller parameters, and 
we are going to estimate the MADB for a given set of parameters and to find the parame-
ters that affect the MADB. Assuming Assumption 3.1 in Chapter 3 is valid the finite dif-
ference approximation can be used for the time delay term, and the following theorem can 
be easily derived. 
Theorem 5.1 
Suppose that H 3.1 and H 3.2 hold.  For system (5.5)-(5.6) with the dynamic controller of 
(5.7), the closed-loop system is globally asymptotically stable if 
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nii ,,2,1forC)( L=∈ −Γλ  and all the state variables’ 2nd order reminders are small 
enough for the given value of  τ,  where Γ  is given by: 
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From the matrix Γ , it is clear that the controller interactions and the output of the control-
ler can greatly affect the stability of the system under time delay.  
 
5.4 Networked Control of the Parallel DC/DC Converters with 
Random Time Delay Governed by Markov Chains 
Under random time delay the discrete-time model must be used to study the stability of the 
system. Assuming that the ith node will broadcast its data to all the nodes in the network, 
then we have; 
)()()()(
)()()()(
)()()()(
121
222321
111312
kkkk
kkkk
kkkk
nnnnn
n
n
ττττ
ττττ
ττττ
====
====
====
−
L
M
L
L
      (5.12) 
 Digitizing the plant and the controller described by (5-5)-(5-7), then applying the control-
ler into the plant and using the augmentation for both the system states and the controller 
states we get:   
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)())(,),((~)()1( kkkkk nii ξCKBξAξ ττ L+=+      
)())))(,),((~( kkk nii ξCKBA ττ L+=       (5.13)  
where; 
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[ ]00I00C LL=))(( kii τ  has all the elements zero except the )(kiτ th is the 
identity matrix and h is the sampling period. The system in (5.13) is a generalized 
DTMJLS where it is assumed that all the controllers communicate over the network, but in 
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the master-slave control strategy only the master controller communicates with the slaves’ 
controllers. The system in (5.13) is an n mode DTMJLS that can be written as: 
)())(()1( kkrk xAx =+         (5.14) 
Using the design method in Chapter 4 the controller parameters can be selected to achieve 
the stochastic stability of the system in the presence of random time delay governed by 
Markov Chain. 
 
5.5 Case Study: Three Parallel DC/DC Converters 
The system consists of three DC/DC Buck converters connected in parallel. One of the 
converters is the master, and the others are the slaves. The mater contains the voltage con-
troller which generates the current reference signal, which is then sent through the network 
to the other slaves’ current controllers. The state vectors and control inputs are chosen as: 
[ ]TL vi 1)1( =x [ ]2)2( Li=x [ ]3)3( Li=x 1)1( δ=u 2)2( δ=u 3)3( δ=u  
Since the voltage controller is in the master converter, the voltage is used to be one of the 
master states. The system model matrices are given by; 
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Combining both the voltage and the current controller, the master controller state is:  
[ ])1(4)1(3)1(2)1(1)1( zzzz=z  and the slaves current controllers for the second and third 
converters are chosen as: [ ])2(2)2(1)2( zz=z  and [ ])3(2)3(1)3( zz=z . The matrices of the 
master voltage controller, master current controller and the current controllers for the 
slaves are given by; 
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[ ]1111 00 zKK ω=H  [ ]2222 zKK ω=H  [ ]3333 zKK ω=H  
[ ]001 zvvvz KK ω=C  [ ]002 =zC   [ ]003 =zC   
where k  is the output voltage feedback gain, vK  is the voltage controller gain, zvω  and 
pvω  are the zero and the pole of the voltage controller, 1pω , 2pω  and 3pω  are the poles of 
the master and the slaves current controllers respectively, 1zω , 2zω  and 3zω  are the zeros 
of the master and the slaves current respectively 1K , 2K  and 3K  are the current controller 
gains of the master and the slave current controllers, mV  is the amplitude of the pulse width 
modulator signal. The simulation study has been conducted using the Mat-
lab/SimPowerSystem Toolbox, and the models used in the simulation are the original 
nonlinear models. The Simulink implementation of the three parallel DC/DC Buck con-
verters is shown in Figure 5.5. 
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Figure 5.5 The Simulink implementation of the parallel DC/DC converters 
 
5.5.1 Networked control of parallel DC/DC buck converter with the con-
stant time delay model:  
In control networks, the time delay in many cases can be constant or varied but bounded. 
In this case, the constant time delay assumptions made in Chapter 3 can be used. The sys-
tem parameters are HL µ1551 = , HLL µ16523 == , FCCC µ800123 === , Ω= 1R  and 
VVin 10= . The pulse-width modulator (PWM) uses a triangle signal with 4 V amplitude 
and 10 KHz switching frequency. The voltage controller has to regulate the output voltage 
at 5 V while shaping the frequency response to achieve a fast response to the change in the 
load or the input voltage, the voltage controller parameters are: 50=vK , 
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1500 −⋅= sradzvω  110 −⋅= sKradpvω . The current controllers parameters are: 
400321 === KKK ,
1
321 1000
−
⋅=== sradzzz ωωω , 
1
321 10
−
⋅=== sKradppp ωωω . 
Using Theorem 5.1 the MADB is estimated as 14.1 ms. The output voltage of the system 
for different values of time delay is shown in Figure 5.6. The system is still stable even 
with 15 ms time delay, which means the results of Theorem 5.1 are still conservative. In 
addition, the master and slaves’ currents with zero time delay are shown in Figure 5.7, 
which shows that the current controller achieved the current sharing between the parallel 
converters. Corollary 3.1 can give us a simple direct relation between the voltage controller 
gain and the MADB for the system as:  
22 1
2
1
2
zvzv KK ωω ==BK  so )2/(1 1zvK ωτ < .  
This relation shows that the MADB decreases with increasing the voltage controller gain.  
0 0.05 0.1 0.15 0.2 0.25
0
1
2
3
4
5
6
7
8
Time (sec)
Th
e 
O
ut
pu
t V
ol
ta
ge
,
 
V
 
 
0.000 s Time Delay
0.005 s Time Delay
0.010 s Time Delay
0.015 s Time Delay
 
Figure 5.6 The output voltage with different values of time delay 
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Figure 5.7 The master, slave (1) and slave (2) currents 
 
From Figure 5.6 it can be seen that the system can be maintained stable when the time de-
lay is within the estimated boundary range although the system dynamic performance is 
very much affected while the time delay is increased. Furthermore, the time delay esti-
mated sufficiently ensures the system stability. As it can be seen from Figure 5.7 the cur-
rent is shared equally between the converters but with increasing the time delay, we no-
ticed that the slave converters will supply most of the current during the transient. The 
presence of the time delay in the reference current signals makes the slave converter slowly 
track the current reference signal. 
As we have pointed out that the main feature in the proposed method is its simplicity. In 
the following, we compare our proposed method with one of the methods used in the litera-
ture. In (Mazumder et al. 2008a) the authors consider the problem of controlling parallel 
DC/DC converters system through an RF communication link where the time delay is as-
sumed to be constant. The authors in (Mazumder et al. 2008a) use the following stability 
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method, which is given in (Gu et al. 2003), to study the stability of the system with the 
presence of time delay. For comparison, the theorem in (Gu et al. 2003) is summarized as 
follows; 
Theorem 5.2: (Gu et al. 2003)  
For the system (5.11) stable at 0=dτ , i.e., BKA +  is stable and qrank =)(BK , we de-
fine 
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    (5.15)  
Then iqi ττ ≤≤= 1min: , and the system in (5.11) is stable for all  ),0[ ττ ∈d  and becomes un-
stable at ττ =d . We have { }0)det(min:),( =−= BKABKA λλρ , and ),( BKAλ  is the 
generalized eigenvalue of the matrices A  and BK . The authors in (Mazumder et al. 
2008a) use the following algorithm to find the maximum allowable time delay bound; 
• First check if the system is time delay independent or not by checking the following 
condition 
),0(1),( ∞∈∀>− ωωρ BKAIj
 
• If the above condition is satisfied, then the system is stable independent of the time 
delay, and if it is not satisfied for some value of ω, then they use this value of ω and 
solve  θωλ ji eIj −=− ),( BKA  for θ and then (5.15) is used to calculate the corre-
sponding time delay.  
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Using the data of the system given in (Mazumderet al. 2008a) for the three parallel DC/DC 
buck converter system, we have only one nonzero generalized eigenvalue: 
{ }0)det(min:),( =−−=− BKABKA λωλωρ IjIj
 
We sweep ω  from 0 to ∞ to find the value of ω  that makes 1),( ≈− BKAIjωρ , then we 
solve  θωλ ji eIj −=− ),( BKA  for θ . For 3000=vK , sweeping ω  from 0 to ∞ we find 
that 1),( ≈− BKAIjωρ  at 6.97=ω , and solving θωλ ji eIj −=− ),( BKA , we have 
j0.9085 - 0.4220),( =− BKAIji ωλ  then; 
θωλ jji eeIj −− ===− 1.13590017.1j0.9085 - 0.4220),( BKA  → 1359.1=θ  
ms11.60.0116
6.97
1359.1
===dτ  
Using Theorem 5.1 the maximum allowable time delay is  11 ms. The MADB verses the 
voltage controller gain with our method and the method in (Mazumder et al. 2008a) is 
shown in Figure 5.8. The good agreement between the two methods is extremely clear, es-
pecially at lower values for the MADB and this is because at very low values of the 
MADB, the truncation error in the finite difference approximation becomes very small and 
can be neglected. 
Then the influences of the system and controller parameters onto the MADB are studied in 
this chapter. The system parameters are the values of the inductances, capacitances, and 
loads in addition to the voltage and current controllers’ parameters. We found that the volt-
age controller parameters which are the output voltage feedback gain, k, the voltage con-
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troller gain vK  and the load resistance all affect the MADB greatly as shown in Figures 
5.9-5.15.  
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Figure 5.8 The Maximum allowable delay bound verses the voltage controller gain: 
dashed-line: the method in (Gu et al. 2003), solid-line: the proposed method 
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Figure 5.9 The MADB for different values of the voltage controller gain 
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Figure 5.10 The Output Voltage Response with different voltage gains,  
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Figure 5.11 The MADB for different values of the output voltage feedback factor k 
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Figure 5.12 The Output Voltage Responses with different values of the output voltage 
feedback factors, k 
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Figure 5.13 The MADB for different values of the load resistance 
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Figure 5.14 The Output Voltage Responses with different values of resistances 
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Figure 5.15 The MADB as function of the output voltage feedback gain, k, and the 
voltage controller vK  
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It is also found that the MADB is less dependent on the other system parameters such as 
the current controllers’ parameters. The voltage controller gain and the output voltage 
feedback gain are very important parameters in the controller design, and the MADB de-
creases with increasing the voltage controller gain or the output voltage feedback gain. In-
creasing the output voltage feedback gain makes the system response faster and hence the 
required MADB will be lower. 
For a deterministic network such as the CAN, the method can give us a guideline tool for 
assigning the priority and control tasks on the network. On the other hand, when the activi-
ties on the network are random, the time delay will be random and the jump linear system 
approach can be adapted to design a stochastic stabilizing controller for the system. This 
analysis can help the engineers to determine the range of parameter choices when the net-
work time delay is known.  
 
5.5.2 Networked Control with Constant Time Delay 
In many cases, the time delay can be constant, varied, or random but bounded as we have 
seen in Chapter 2. In these cases, the worst-case time delay (maximum network time delay) 
can be used as a designing guide. In the networks with low load, the time delay is either 
constant or varied but bounded. The first case study is the CAN with seven nodes where 
the system node, which is the master controller, has a middle priority in the network as 
shown in Figure 5.16. The time delay in the CAN with low load is shown in Figure 5.17. In 
this case only the system node occupies the CAN bus. 
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Figure 5.16 The parallel DC/DC converters controlled over CAN bus 
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Figure 5.17 The time delay in CAN with low load 
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The bit rate in the network is 100 kbit/s and the message length is 128 bits. Under low load 
conditions, the waiting time delay is zero, and the time delay will have only a transmission 
time delay component, which is 1.28 ms in addition to 0.1 ms analogue to digital conver-
sion time delay. Sampling the system with 0.01 s, the total delay becomes 11.28 ms. As it 
can be seen from Figure 5.17, the time delay is constant. For our system to be stable using 
Theorem 5.1 the voltage controller should be less than 70 because the MADB with 
70=vK  is estimated to be 11.5 ms. The output voltage of the system with 70=vK  is 
shown in Figure 5.18. The master reference current generated at the master node and the 
reference current signal received at the slaves nodes are shown in Figure 5.19.  
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Figure 5.18 The output Voltage of the system under low load CAN 
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Figure 5.19 (dashed line): The master reference current at the sending node, (solid 
line): The reference current signal at the slave node. 
  
5.5.3 Networked Control with Periodic Time Delay 
When all the activities on the network are periodic over a deterministic control network, 
the time delay is expected to be periodic. In this case, all the nodes communicate over the 
CAN bus with periodic messages. The system node has middle priority among the other 
nodes as shown in Figure 5.16. The time delay is expected to be periodic as shown in Fig-
ure 5.20. 
The CAN has seven nodes with 100 kbits/s bit rate. The length of the system node message 
is 128 bits, and the period of the load messages is 0.01 s, while the system node uses 5 ms 
sampling period. The network utilization is given by: 
0.8960
005.0
100000/128
01.0
100000/1285
=+
⋅
=TU  
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Figure 5.20 The time delay with periodic messages in the CAN 
 
Although the network is approximately loaded the time delay is periodic and bounded. The 
time delay is periodic with minimum value equals 1.28 ms, and maximum value of 6.3 ms. 
The minimum time delay occurs when the network is idle, and it involves only the network 
transmission time delay. On the other hand, the worst-case time delay occurs when the sys-
tem node just starts to send the data; the higher-priority node is already waiting for ongo-
ing message to finish transmission. With 125=vK
 
the MADB is 7.3 ms, and this control-
ler will guarantee the system stability when it is controlled over this network because the 
MADB is larger than the worst-case time delay. The output voltage response with 
125=vK  and the reference currents at the master and the slave nodes are shown in Figure 
5.21 and Figure 5.22. 
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Figure 5.21 The output voltage of the system under low load CAN 
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Figure 5.22 (dashed line): The master reference current at the sending node, (solid 
line): the reference current signal at the slave node. 
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As can be seen from Figure 5.22 the reference current signals are received with periodic 
time delay. The controller voltage is fixed in our case, and a switching controller can be 
used to improve the performance of the system when the messages are time stamped. 
5.5.4 Networked Control with Independent Random Time Delay 
In this case, the time delay is random but independent, which means there is no correlation 
between the previous, current and next time delay. In this case, we have the Ethernet with 
seventeen nodes and the speed of the network is the 10 Mbit/s standard speed.  The 
Ethernet uses non deterministic protocol, and the time delay is expected to be random un-
der medium load. The Simulink implementation of the parallel DC/DC buck converters 
controlled over Ethernet is shown in Figure 5.23 and Figure 5.24. 
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Figure 5.23 The Parallel DC/DC buck converter system controlled over Ethernet 
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Figure 5.24 The Ethernet with seventeen nodes 
 
The size of the load messages is 1526 bytes with 0.03 s period to simulate a data network. 
Even with the periodic messages the time delay is random as shown in Figure 5.25, and 
this because of the non deterministic protocol implemented by the Ethernet. The probabil-
ity distribution function is shown in Figure 5.26, and it is observed that most of the time 
delays are less than 2 ms. The master controller sends the reference current with minimum 
Ethernet message size, which is 576 bits. The utilization is given by: 
0.5812
005.0
10000000/872
03.0
10000000/8152614
=
⋅
+
⋅⋅
=TU
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Figure 5.25 The time delay in the Ethernet with seventeen nodes 
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Figure 5.26 The probability distribution function of the time delay in Figure 5.25 
 
The time delay is random and bounded by 20 ms as can be seen from Figure 5.26. Another 
interesting property in Figure 5.26 is that most of the time delays are under 2 ms with 
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bursts at higher time delays.  The worst-case time delay is 20 ms using Theorem 5.1 and 
selecting 25=vK  the MADB is 24.3 ms, which is larger than the worst-case time delay. 
The output voltage response of the system with 25=vK  controlled over the Ethernet is 
shown in Figure 5.27. The received reference current signal and the master reference cur-
rent signal are shown in Figure 5.28. When the Ethernet is loaded the time delay may be 
unbounded, and this is because of the increased number of collisions and the unfairness in 
the Ethernet protocol. 
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Figure 5.27 The output Voltage of the system controlled over the Ethernet 
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Figure 5.28 (dashed line): The master reference current at the sending node, (solid 
line): the reference current signal at the slave node 
 
5.5.5 Networked Control with Random Time Delay Governed by Markov 
Chain:  
From the analysis with the constant time delay, we found that the parameters that affect the 
time delay are the output voltage feedback gain, k , the voltage controller gain, vK , and the 
load resistance, R . Practically, the parameter that we will use to design a stabilizing con-
troller is the voltage controller gain. When the random time delay is governed by Markov 
Chain and there is only one way of transferring the data from the master controller to the 
slaves’ controllers the system in (5.14) becomes one mode DTMJLS. Assuming that the 
time delay has the following transition probability: 










=
1.06.03.0
1.06.03.0
05.05.0
P
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Since we have only one variable to be varied, we can use the method developed in Chapter 
4 to find the range of vK  that guarantees the stochastic stability of the system for the given 
transition probability matrix. The random time delay specified by the transition probability 
is shown in Figure 5.29. 
0 0.05 0.1 0.15 0.2 0.25
0
0.5
1
1.5
2
2.5
Time (sec)
Ti
m
e 
De
la
y,
 
Ts
 
Figure 5.29 The random time delay between the master controller and the slaves con-
troller 
 
The sampling time is chosen to be sTs ⋅= 005.0 . After solving the feasibility problem 
(Section 4.5.1), with the given transition probability the system is stochastically stable with 
125=vK . Under constant time delay with 125=vK , using Theorem 5.1 the MADB is 7.3 
ms. The random time delay jumps from 0 ms to 5 ms to 10 ms, which represents a network 
with different three states. As we can see from the results of Theorem 5.1, the system is 
unstable with 10 ms constant time delay, although the system is stochastically stable. From 
this we conclude that the stability of every mode is not necessary for the stochastic stability 
of the system. The output voltage of the system with the random time delay and 125=vK  
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is shown in Figure 5.30. The reference current at the master controller and the received 
reference current signals are shown in Figure 5.31.  
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Figure 5.30 The output voltage with random time delay and 125=vK . 
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Figure 5.31 (dashed line): The master reference current at the sending node, (solid 
line): the reference current signal at the slave node. 
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With 125=vK  and different transition probability with high probability of longer time de-
lays given as: 










=
5.04.01.0
5.04.01.0
05.05.0
P
 
Solving the feasibility problem in Chapter 4 the system is stochastically unstable. The ran-
dom time delay and the system output voltage with 125=vK  are shown in Figure 5.32 and 
Figure 5.33. 
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Figure 5.32 The random time delay between the master controller and the slaves con-
troller 
 
Using the TrueTime 1.5 simulator in this last example the master node has middle priority 
on the CAN bus as shown in Figure 5.16 and the load messages in the network are random 
with 0.01 s period. The time delay from the master to the slaves is shown in Figure 5.34. 
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Figure 5.33 The output voltage with random time delay and 125=vK . 
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Figure 5.34 The time delay from the master controller to the slaves controllers 
 
As can be seen from Figure 5.34 the time delay has three values 0.1 ms, 5 ms and 9.8 ms, 
which represents the three different states of the network. From the time delay analysis, it 
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can be noticed that there is a correlation between these different three states. The histogram 
of the time delay in Figure 5.34 is shown in Figure 5.35. 
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Figure 5.35 The histogram of the time delay in Figure 5.34 
 
The histogram shows that the time delay has discrete jumps between these three different 
values in a random fashion governed by Markov Chain. Many simulations carried out to 
estimate the correlation between these three different values. The resulting probability 
transition matrix is given as: 
  










=
010
5254.004746.0
2495.007505.0
P
 
This probability transition matrix represents the model of the time delay in this network. 
Using the Matlab, we can generate the random time delay governed by Markov Chain with 
the given transition probability matrix. The modelled random time delay is shown in Fig-
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ure 5.36. A comparison has been made between the time delay induced in the network by 
the TrueTime 1.5 simulator and the time delay generated by the model represented by the 
transition probability matrix. The histogram of the induced network time delay and the his-
togram of the time delay generated by the transition probability matrix are shown in Figure 
5.37.   
0 200 400 600 800 1000 1200 1400 1600 1800 2000
0
2
4
6
8
10
x 10-3
Samples, k
Ti
m
e
 
D
e
la
y 
(se
c)
 
Figure 5.36 The random time delay generated by the transition probability, P 
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Figure 5.37 The histogram of the network time delay generated by the TrueTime 1.5 
simulator and the modelled random time delay 
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The good agreement between the induced time delay in the network and the modelled time 
delay by Markov Chain is very clear in Figure 5.37. With the given transition probability 
and with 250=vK  and  5=k , solving the feasibility problem in Chapter 4 we found that 
the system is stochastically unstable. The voltage response when the system is controlled 
over CAN with random load and with 250=vK  and  5=k  is shown in Figure 5.38 which 
clearly proves that the system is stochastically unstable. Solving the feasibility problem 
with 225=vK  and 2=k  the solution is feasible and the system is stochastically stable. 
The response of the output voltage of the system controlled over the CAN with 225=vK  
and 2=k   is shown in Figure 5.39. 
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Figure 5.38 The output voltage of the system with 250=vK  and  5=k  
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Figure 5.39 The output voltage of the system with 225=vK  and 2=k    
 
With 225=vK  and 2=k , the MADB using Theorem 5.1 is 3.8 ms and the system is sto-
chastically stable even with 5 ms and 10 ms random time delay. We can choose 85<vK  
and 1<=k  and the MADB will be 10.1 ms, which will guarantee the stability of the sys-
tem. Using the proposed theorem, we can select the controller parameters to have MADB 
larger than the worst-case time delay which is simpler and takes less time than the Mark-
ovian jump system approach. For example, solving the feasibility problem for the parallel 
DC/DC converters system took more than half an hour on 2.13 GHz computer. Increasing 
the voltage controller gain and the output voltage feedback gain will improve the perform-
ance of the system as we have seen in Figure 5.10 and Figure 5.12, on the other hand, the 
robustness of the stability of the system against the time delay will decrease.   
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5.6 Summary 
In this chapter, the problem of controlling a parallel DC/DC buck converter system through 
a shared network is discussed. The system implements the master-slave control strategy 
where the reference current signal is sent through a shared network. The shared network 
will introduce time delay, and some of the data will be lost. As the time delay has four dif-
ferent types, which are the constant, periodic, random but independent and random gov-
erned by Markov Chains. The new proposed method in Chapter 3 is compared with the 
method presented in Chapter 4. The proposed method relies on using the constant time de-
lay model and was presented in Chapter 3, and the second method uses the Markovian 
jump system approach developed in Chapter 4. The method in Chapter 3 is simpler and 
requires less computation. The first method is used to estimate the MADB and to select the 
controller parameters to achieve the required MADB.  The MADB is chosen to be larger 
than the worst-case time delay for the constant, periodic and random time delay.  
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CHAPTER SIX: TIME DELAY TOLERANCE ESTIMATION 
FOR A CLASS OF NONLINEAR AND UNCERTAIN NET-
WORKED CONTROL SYSTEMS 
 
6.1 Introduction 
Although the most widely used approaches for designing a controller are developed based 
on the linearized system model, the actual systems in practice are generally nonlinear, time 
varying and uncertain. In this chapter, the stability analysis and control of a class of 
nonlinear networked control system, and uncertain networked control system are studied. 
The nonlinear system model has the structure of the linearized model with added nonlin-
earities and perturbations, which are assumed to be bounded and satisfy a quadratic matrix 
restriction inequality. Two different approaches were studied, and they have led to two sta-
bility criteria for a class of nonlinear networked control systems. A number of application 
examples are chosen to demonstrate the merit of the method described in this chapter. The 
examples are also studied by other scholars from the previous literature report. The appli-
cation demonstrated that the method developed is much simpler than those reported in the 
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literature and easier to use by the users. A class of uncertain NCS is studied in this chapter 
where the uncertainties are norm bounded. A stability theorem in the form of LMI is de-
rived based on using the finite difference approximation for the delay term. The results of 
the theorem have been compared with the published results. 
 
6.2 Recent Study on Nonlinear Networked Control Systems with 
Time Delays  
As we know, there are many reported work for the stability analysis of network control 
systems with linear plant and linear controller, the networked control system with nonlin-
ear plant seems to have not gathered much attention from research community. Lyapunov 
functional, Lyapunov-Krasovski functional and Lyapunov-Razumikhin functional based 
methods are most widely used to study the stability of networked control systems where 
the problem is usually formulated as Linear Matrix Inequalities. In (Yang et al. 2004) Ra-
zumikhin and Lyapunov Theorem are used to derive a sufficient stability condition for the 
stability of a class of nonlinear networked control systems. The system studied in (Yang et 
al. 2004) is a  nonlinear system modelled by a linearized system description combined with 
a bounded nonlinear part. The discrete-time approach for stabilizing a class of nonlinear 
systems is presented in (Ma et al. 2006) where the quadratic Lyapunov functional is used 
to derive a discrete linear controller for the affine nonlinear plant. The time delay between 
the sensor and the controller is assumed to be lumped together and to be smaller than one 
sampling period. In (Walsh et al. 2001) a multi-input-multi-output continuous system is 
studied where the effect of the network induced time delay is modelled as an error state-
vector which is regarded as a vanishing perturbation.  The switching Lyapunov functional 
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is used in (Yu et al. 2009) to derive stability conditions for a networked control system 
with bounded nonlinear uncertainty, where packet-loss dependent controllers can be de-
rived and the stability is formulated as LMI. In (Yu et al. 2005a) the sampled-data ap-
proach is used for a networked control system with nonlinearity and the stability criteria is 
formulated as LMIs. Their method can be used to calculate the maximum nonlinearity 
bound for a given time delay and controller, but their results are conservative. The maxi-
mum nonlinear bound is calculated by solving a constrained convex optimization problem.  
Additionally, in (Yu et al. 2005b) the same approach has been used to estimate the maxi-
mum nonlinear bound by solving a constrained convex optimization problem. The 
Lyapunov-Krasovski functional is used in (Sun et al. 2006) to derive an LMI to analyze the 
system stability and for designing a stabilizing controller for a networked control system 
with time-delay, drop-outs and bounded time-varying nonlinearity with control input. The 
fuzzy-logic approach has been addressed in many papers (Chang et al. 2005;Jiang et al. 
2008b;Wang et al. 2009). The most widely used approach is the Takagi-Sugeno modelling. 
The Authors in (Wang et al. 2009) modelled a class of nonlinear networked control system 
using Takagi-Sugeno model. They use the approximate model of the discrete nonlinear 
system to represent the actual system model.  
In (Siljak et al. 2000) the authors introduced new LMI method for stability analysis and 
stabilization of linear systems with norm bounded nonlinear perturbation. Although the 
results of the maximum nonlinearity bound are less conservative, the method is limited to 
free delay systems. 
In the following section, the mathematical model of the nonlinear networked control sys-
tem is given. The system is stabilized with a linear controller, and the stability problem is 
formulated as LMI using the approach in (Siljak et al. 2000). A simple and conservative 
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analytical formula relating the nonlinearity bound with the time delay is derived using 
Lyapunov theorem. 
 
6.3 Stability of a class of nonlinear networked control systems: 
6.3.1 Mathematical Model of Networked Control System with Nonlinear-
ity 
Suppose a nonlinear system can be described by a linear model with added nonlinear per-
turbations as: 
))(,()()()( ttttt xhBuAxx ++=&        (6.1) 
where nt ℜ∈)(x  is the system state vector and mt ℜ∈)(u   is the system control input. 
nn×ℜ∈A and B mn×ℜ∈  are matrices with appropriate sizes. 
The nonlinear functions as the elements in the vector field h are assumed to be piecewise-
continuous function of both t and x. ))(,( tt xh  satisfies the quadratic inequality (Yu et al. 
2005a;Yu et al. 2005b); 
)()())(,())(,( 2 tttttt TTT HxHxxhxh α≤       (6.2) 
where 0>α  is the nonlinearity bounding parameter and H is a constant matrix. For any 
given H; 
))(,())(,(|:{ 1 ttttTnn xhxhRRhH →= +α )()(2 tt TT HxHxα≤  }),( nRxt R×∈∀ +  
The constraint (6.2) can be interpreted as (Siljak et al. 2000); 
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)())(,( ttt Hxxh α≤
         (6.3) 
Definition 5.1: (Khalil 1992) 
 The equilibrium point x = 0 of (6.1) is 
• Stable, if for each 0∈> , there is 0)( >∈= ϕϕ  such that 
ϕ<)0(x
 implies that ,)( <∈tx  0≥∀t  
• Unstable, if not stable. 
• Asymptotically stable, if it is stable and φ can be chosen such that 
ϕ<)0(x
 implies that 0)(lim =
∞→
t
t
x  
Stabilizing the system with a linear controller, which is given by; 
)()( τ−= tt Kxu          (6.4) 
where τ  is given by (3.4). Applying (6.4) into (6.1); 
))(,()()()( ttttxt xhBKxAx +−+= τ&  
))(,())()(()()()( tttttxt xhxxBKBKAx +−−++= τ&     (6.5) 
If H 3.1 and H 3.2 hold then the time delay term can be approximated using the finite dif-
ference approximation by Tyler series expansion. The expression for )( τ−tx  can be ob-
tained by Taylor expansion as: 
∑
∞
=
−=−
0
)(
!
))( 1(
n
n
n t
n
t
(n)
xx
τ
τ
           (6.6) 
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The second-order approximation of the delay term is given by; 
)(x,R)(x)(x)x()x(t τttτtτ 32 )2/( ++−=− &&& τ  
)(x)(x)x()x(t ttτtτ &&& )2/( 2τ+−≈−        (6.7) 
From (6.7) it can be seen that ),(3 τxR  depends on the time delay, τ , and the higher-order 
derivatives of )x(t  which can be neglected if the time delay is small enough. For a small 
time delay and slowly time varying nonlinear perturbations the second derivative can be 
approximated as: 
)()()( tt xBKAx &&& +≈          (6.8) 
Substituting (6.7) and (6.8) into (6.5); 
))(,()))(5.0((
)()()(
2 ttttτ
txt
xh)(xBKA)(xBK
BKAx
+++−+
+≅
&&
&
τ
 
[ ] [ ]
[ ] ))(,())(5.0(
)())(5.0()(
1
1
tt
tt
xhBKAIBKI
xBKABKAIBKIx
−
−
+−++
++−+≅
ττ
ττ&
     (6.9) 
Equation (6.9) can be written as: 
[ ] ))(,()()()( tttt xgxBKANx ++≅ τ&        (6.10) 
where; 
[ ]
[ ] ))(,())(5.0(
))(,()())(,()())(,(
1
1
tt
ttttttg
xhBKAIBKI
xhMIxhNx
−
−
+−+=
+==
ττ
ττ
  
According to (6.2) with the time delay the quadratic inequality can be written as; 
)()()()())(,())(,( 2 ttttgttg TTTT HxNNHxxx ττα≤      (6.11) 
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which can be interpreted as; 
)()()()())(,( ttttg xHNHxNx τατα ≤≤
     (6.12) 
The constraint can be written as; 
0)(
0
0)()()(
2
≤




−
tt
TT
T z
I
HNNH
z
ττα
      (6.13) 
where; 





= ))(,(
)()(
txtg
t
t
x
z  
Choosing the quadratic Lyapunov functional candidate and taking its derivative;      
)()()()()( ttttx PxxxPxV TT &&& +=   
( )
( )PxxNBKAx
xxBKANPxV T
))(,()()()(
))(,()())(()(
ttgt
ttgtx
TTTT +++
++≅
τ
τ&
 
( )
))(,()()())(,(
)()()())(()()(
ttgttttg
ttx
TT
TTT
xPxPxx
xPNBKABKAPNxV
++
+++≅ ττ&
    (6.14) 
It is assumed that the linear time delay is stable; that is for TPP = and TQQ =  we have: 
0PNBKABKAPN <+++ TT )()())(( ττ  
Then (6.14) can be written as; 
0)())(()()()( <




 +++
tt
TT
T z
0P
PBKAPNPNBKA
z
ττ
    (6.15) 
Following the approach in (Siljak et al.  2000) by combining (6.13) and (6.15) we get; 
0)()())(()()(
2
<





−
++++
IP
PHNNHBKAPNPNBKA
ε
ττεαττ TTTT
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Lemma 6.1 (Schur Complement): (Mahmoud 2000) 
 
For a given symmetric matrix 






=
2212
1211
ΩΩ
ΩΩ
Ω T  
where Ω11, Ω12 and Ω22 are block matrices, and Ω11 is a square matrix. The following 
three conditions are equal in value: 
1) 0<Ω  
2) 022 <Ω , 0121221211 <− − TΩΩΩΩ  
3) 011 <Ω , 0121111222 <− − ΩΩΩΩ T  
 
Letting 1−⋅= PY ε , 0>ε , and using Lemma 6.1 we finally get; 
0
)(
)()()())((
<










−
−
+++
I0HYN
0II
NYHINBKAYYBKAN
γτ
τττ TTTT
   (6.16) 
where 2/1 αγ =  
Theorem 6.1 
System (6.1) with the linear controller (6.4) and a given time delay, τ, is robustly stable 
with degree α if the following is feasible 
Minimize γ  
Subject to 0>Y  and (6.16) 
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The optimization problem in Theorem 6.1 is quasi-convex in γ  which can be solved easily 
using the Matlab LMI Toolbox. For systems with slow dynamic and small time delays, 
where the first derivative approximation assumption can be held the matrix )(τM  can be 
approximated as BKM ττ ≈)( , which can lead to less conservative results. 
Corollary 6.1  
Let H 3.1 and H 3.2 hold, then the nonlinear system (6.1) with the controller (6.4) is robus-
tly stable with degree α  if 
   )(2
)(
22
min
τ
λ
α
NHP
Q
⋅⋅
<  
Proof 
Choosing a Lyapunov functional candidate as: 
0)( >= PxxV Tx      0x ≠∀               (6.17) 
The objective for the next step is to find the range of τ  that will ensure 0)(V <x&  for 
0x ≠∀
 (Goodall et al. 2001;Wang et al. 1998). Taking the derivative of (6.17) along with 
the system trajectory (6.10),  
)()()()()( ttttx PxxxPxV TT &&& +=  
( )
( )PxNxNBKAx
xNxBKANPxT
TTTTT ttht
ttht
)())(,()()()(
))(,()()())((
ττ
ττ
+++
++≅
 
))(,()()(2)()()()(
)())(()(
tthttt
tt
TTT xPNxPxNBKAx
xBKAPNx
T
T
ττ
τ
+++
+≅
 
( )
))(,()()(2
)()()())(()(
ttht
tt TT
xPNx
xPNBKABKAPNx
T
T
τ
ττ
+
+++≅
     (6.18) 
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If there exists 0>= TPP  and 0>= TQQ , satisfying:  
QPNBKABKAPN −=+++ TT )()())(( ττ                (6.19) 
Substituting (6.19) into (6.18) we get: 
))(,()()(2)()())(( tthtttt xPNxQxxxV TT τ+−=&      (6.20)   
For any 0>α , there exist 0>r  such that 
,)()(,( 22 ttth xHx ⋅< α  rt <∀ 2)(x  
Then; 
2)()()(,()()(,()( ttthtth xHNxNxN ⋅⋅<⋅< ταττ              (6.21) 
Also we have (Khalil 1992); 
2
2min
)()()()( tttT xQQxx λ≥         (6.22) 
Using (6.21) and (6.22) into (6.20) we finally have; 
[ ] 2
222min
)()(2)())(( tt xNHPQxV ταλ −−<&      (6.23) 
From (6.23) it can be found that if 
)(2
)(
22
min
τ
λ
α
NHP
Q
⋅
<   
then 0)(V <x& , the system will be robustly stable with degree of α . We can see from Cor-
ollary 6.1 that the MADB decreases with increasing α . Setting 0≈α  and supposing that 
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the second-order term can be neglected, then Corollary 6.1 reduces to Corollary 3.1 in 
Chapter 3 as follows; 







 ⋅
−< )(
2
11
min
22
Q
HP
BK λ
α
τ     







 ⋅
−< )(
2
011
min
22
Q
HP
BK λτ  → BK
1
<τ
 
Increasing α  means moving away from the equilibrium point. We noticed as the system 
moves away from the equilibrium point the MADB decreases. The boundary of the domain 
of attraction is when 
22
min
2
)(
HP
Q
⋅
≈
λ
α , substituting into Corollary 6.1 we have; 
BK/)11( −<τ
 that implies 00 <<τ , which means that the MADB on the boundary is 
approximately zero. 
6.3.2 Estimation of Domain of Attraction 
In nonlinear systems, we are not only interested in the asymptotic stability of the system 
but also in finding or estimating the domain of attraction. The domain of attraction is de-
fined as the region where the limit of every trajectory of the nonlinear system originating 
in AR  is the equilibrium point.  AR  is shown in Figure 6.1. It is assumed that the origin is 
asymptotically stable. In (Khalil 1992) the domain of attraction of the equilibrium point 
(the origin) is defined as: 
{ 0);(| →∈= xtRxR nA φ   as }∞→t       (6.24) 
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where );( xtφ  is the initial state at t = 0. It is difficult to find the domain of attraction but 
we can estimate a region cΩ , that is Ac R⊂Ω , using Lyapunov’s method. In this region 
)(xV  will be positive definite and )(xV&  is negative definite. 
 
Figure 6.1 The region of attraction 
 
The estimate of the domain of attraction cΩ  in (Khalil 1992) is defined as: 
{ }cxVRx nc ≤∈=Ω )(|         (6.25) 
)(min
2
xc
rx
V
=
<           (6.26)  
where c is a positive constant. Since;  
2
2min
))(()( xT τλτ PxPx ≥         (6.27) 
c can be chosen as 
2
min ))(( rc τλ P≤          (6.28)  
From (6.28) we can draw some conclusions on the relation between the time delay and the 
domain of attraction because of the dependence of  ))((min τλ P  on the time delay through 
RA 
Ωc 
x(0)
 
x(0)
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(6.19). A few references (Yu et al. 2005a;Yu et al. 2005b) reported that increasing the time 
delay decreases the nonlinearity bound.  In the following section, a number of examples 
picked from literature are studied for comparison and discussion. 
6.3.3 Examples of applications 
In general, two approaches are applied to controller design for NCSs. The first design ap-
proach is to estimate the maximum allowable delay bound for the system, and then the 
network is scheduled to limit the time delay to be less than the MADB. The second ap-
proach is to design the controller while taking the time delay and data dropouts into ac-
count. In this work, the first approach has been adopted. In this section, a number of exam-
ples are studied to demonstrate the approach proposed and compare it with the previously 
published cases.  In particular, the results derived using the method proposed in this paper 
have been compared with the results using the LMI method given in (Yu et al. 2005a;Yu et 
al. 2005b).  
Example 6.1: 
The first example has been studied in (Yu et al. 2005a;Yu et al. 2005b) with the sampled-
data approach, the system is given by 
))(,()(
10
0)(
99.00
11)( ttttt xhuxx +





+





=&  with 





=
00
01
H   
The controller is chosen in (Yu et al. 2005a;Yu et al. 2005b) to be 
[ ]2989.02999.0 −−=K . With 0≈α  and using Theorem 6.1 the MADB is 0.291 s. For 
0.2509 s time delay, the maximum nonlinearity can be estimated using Theorem 6.1, solv-
ing the optimization problem using the LMI Matlab Toolbox, we have:  
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1533.0max =α  with 





=
311.158348.094-
48.094-8.191
Y  
Using Corollary 6.1: 






=
2.44871.2213-
1.2213-0.7213
P  IQ =  3.08092 =P      3.0809)(max =Pλ  
[ ] 0.0184))(5.0(2
)(
1
22
min
max =
+−+⋅
=
−BKAIBKIHP
Q
ττ
λ
α
 
The maximum nonlinearity bound given in (Yu et al. 2005a;Yu et al. 2005b) is 0.0013, 
which shows that the results of the proposed method are less conservative. Moreover, the 
results of Theorem 6.1 are less conservative than the results of Corollary 6.1. The trajec-
tory of the system is shown in Figure 6.2. For the comparison, the nonlinear function and 
the initial conditions for the simulation are given by; 






=
0
)sin())(,( 11 xxtth αx  [ ]T1015)0( −=x  
In (Yu et al. 2005a;Yu et al. 2005b) with 0.22 s time delay and [ ]317.0359.0 −−=K , the 
maximum nonlinearity bound is 1365.0max =α , using Corollary 6.1 0.0252max =α while 
using Theorem 6.1 0.2555max =α . In (Peng et al. 2008) 0.1636max =α  with 0.2509 s time 
delay. Corollary 6.1 and Theorem 6.1 still give conservative results compared with some of 
the published ones; however, the method has its advantages over those  published methods 
previously in (Peng et al. 2008;Yu et al. 2005a;Yu et al. 2005b), where the proposed 
method is very easy and simple in application and use. The MADB as a function of the 
nonlinearity is given in Figure 6.3. It can be easily seen that as the nonlinearity increases 
the MADB decreases.  
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Figure 6.2 The system response with zero time delay (solid-line) and 0.2509 s time de-
lay (dashed-line) 
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Figure 6.3 The MADB as a function of the nonlinearity bound using Theorem 6.1 
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Example 6.2: 
This example has been studied in (Wang et al. 2009) with the sampled-data approach, the 
system is given by 










+










+










−
−=
))(sin()(
0
0
)(
6.0
1
0
)(
5.233
15.00
010
)(
11 txtx
ttt uxx&
 
The controller in (Wang et al. 2009) is designed to be [ ]1724.53741.90255.9=K . Set-
ting 0≈α  and using theorem 6.1, the MADB is estimated as 0.0601 s. The maximum 
nonlinearity bound for the delay-free system is 4.3. The MADB as a function of the 
nonlinearity is shown in Figure 6.4.  The system response with 0.03 s and 3=α  is shown 
in Figure 6.5. 
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Figure 6.4 The MADB as a function of the maximum nonlinearity bound using Theo-
rem 6.1 
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Figure 6.5 The system response with 0.03 s time delay and 3=α  
 
From Figure 6.3 and Figure 6.4 clearly with increasing the nonlinearity bound the MADB 
will be allowed to decrease. The same relation has been noticed in (Yu et al. 2005a;Yu et 
al. 2005b). Furthermore, in all our simulations, we found that increasing the nonlinearity 
reduces the MADB.  
Using the finite difference approximation with first-order approximation, the MADB with 
zero nonlinearity is 0.0801 s. The response of the system with 0.0801 s is shown in Figure 
6.6. The MADB as a function of the nonlinearity with both the first-order and the second-
order approximation is shown in Figure 6.7.  
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Figure 6.6 The system response with 0.0801 s time delay and 0=α  
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Figure 6.7 The MADB as a function of the maximum nonlinearity bound using Theo-
rem 6.1 
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From Figure 6.7 we can choose a set of nonlinearity bound and time delay under which the 
system is stable, for example, the response of the system with 0.04 s time delay and 3=α  
is shown in Figure 6.8, which proves that the system is stable. 
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Figure 6.8 The system response with 0.04 s time delay and 3=α
 
 
Example 6.3: (Estimation of Region of Attraction) 
A nonlinear system is given by: 
)()()( 2 tutxtx +=&  
In (Yang et al. 2004) the system is stabilized with a linear controller as: 
)(
2
1)( τ−−= txtu  
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In (Yang et al. 2004) the authors use Razumikhin and Lyapunov theorem and the derived 
stability criterion is given by; 
)1(
2
1
1
ε
ε
τ
+
−
=
q
 
where 
P
H
2
ε
α = ,  it is clear that increasing ε  or increasing α  decreases the MADB. 
According to (Yang et al. 2004) the maximum time delay is attained when +→ 0ε  and 
+→ 1q , substituting into the above equation we get: 
2
)01(
2
1
01
=
+
−
=τ  
The MADB reported in (Yang et al. 2004) is 2 s. Using Theorem 6.1 with 1=H  and 
2/1−=K , the MADB is 2 s. Choosing 2−=K ; from (6.19) with BKM ττ ≈)( , we have 
[ ] [ ] [ ] [ ] QPBKIBKABKABKIP −=+++++ −− TT ττ 1   
Choosing 1=Q ; 
[ ] [ ] [ ] [ ] 121202021 1 −=−−+−− −− PP TT ττ  
1
21
2
21
2
−=
−
−
+
−
−
ττ
PP
 → 1
21
4
−=
−
−
τ
P
 → )21(
4
1
τ−=P  
For P  to be positive 5.0<τ , so the MADB is 0.5 s. Using Theorem 6.1 with 1=H , the 
MADB is 0.5 s.   
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Using the first-order finite difference approximation for the delay term, the time delay 
nonlinear system is given by; 
( ) ( ))(2)(21)( 21 txtxtx −−= −τ&  
The system is stable if 5.0<τ . Choosing Lyapunov functional candidate as; 
0)( >= PxxV Tx      0x ≠∀          
xPxPxxV TT &&& +=)(x  
( ) ( ) )2)(()(212)()2)(()(212)( 211 −−=−−= −− txPtxtxtxPtxxV ττ&  
 x(t) < 2      →      0)( <xV&   
The equilibrium points of the system are: 0=x  and 2=x , we will study the domain of the 
attraction at the origin; for the system to be stable we must have; 
2)( <tx
  that implies 4)(2 <tx  
The domain of attraction is estimated through (6.28); 
 
2
min )( rc Pλ≤  where  2=r  and ( )τ214
1
−=P , 
( ) 2221
4
1
⋅−≤ τc  ( )τ21−≤c  
We can see that increasing the time delay decreases the domain of attraction and when the 
time delay approaches the MADB then the domain of attraction becomes very small.  
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The system response with different time delays is shown in Figure 6.9. From Figure 6.9 the 
system is still stable even with 0.75 s, which shows the results of Theorem 6.1 are still con-
servative. 
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Figure 6.9 The response of the system in Example 6.3 with 0.15 initial condition 
 
Figure 6.10 and Figure 6.11 show the system response with 0.76 s time delay. In Figure 
6.10 the initial condition is 0.15, and we can see that the system is stable while in Figure 
6.11 the initial condition is 0.5, and the system is unstable. Increasing the initial condition 
reduces the MADB, and this is the same conclusion obtained from Corollary 6.1. Addi-
tionally, increasing the time delay reduces the domain of attraction. 
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Figure 6.10 The system response with 0.76 s time delay and 0.15 initial condition 
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Figure 6.11 The system response with 0.76 s time delay and 0.5 initial condition. 
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6.4 Stability of Uncertain Networked Control System 
Practically, it is impossible to have an accurate model of the system and this is because of 
the noise in the measurement, the slowly varying system parameters and component aging. 
Therefore, these imperfections are represented in the system model as uncertainty. There 
are many types of uncertainty, and we are studying the norm bounded uncertainty in the 
following analysis. The uncertain NCS has been studied by many researchers, see for ex-
ample; (Peng et al. 2006;Lu et al. 2002;Yan et al. 2006;Yan et al. 2008;Huang et al. 
2006;Su 1994;Xei et al. 2002;Mahmoud 2000;Mahmoud et al. 1994;Liu et al. 
1998;Parlakci 2006;Su et al. 1992;Li et al.  1997;Cao et al. 1998;Yue et al. 2006).  
In (Peng et al. 2006) the authors consider an uncertain NCS with parameter uncertainty 
where the delays are in the states and the control signals. A multiple Lyapunov function is 
constructed, and an LMI is derived from which the MADB can be determined. In (Lu et al. 
2002) the Lyapunov-Krasovski theorem is used to derive improved delay-dependent stabil-
ity criteria in LMI form. The authors in (Yan et al. 2006; Yan et al. 2008) studied the 
multi-input-multi-output uncertain NCS, and the Lyapunov theorem is used to derive sta-
bility theorem to estimate the MADB.  
Some papers consider uncertain NCS with uncertainty only in the system matrix, see for 
example (Xei et al. 2002;Yue et al. 2006). A simple conservative analytical stability crite-
rion based on Lyapunov function is proposed in (Su et al. 1992). From the published meth-
ods in the literature, we found that the analytical stability criteria are more conservative 
than the results of the LMI methods. In the next section, the model of the uncertain NCS is 
introduced and stability theorem in LMI form is derived. 
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6.4.1 Mathematical Model of Uncertain Networked Control System 
Let us consider a class of uncertain NCS described by; 
[ ] [ ] )())(,()())(,()( τ−∆++∆+= ttttttt dd xxAAxxAAx&     (6.29) 
where nt ℜ∈)(x  is the system state vector, A  and dA  are known matrices of appropriate 
dimensions that represent the system and the controller parameters. Equation (6.29) can be 
used to model networked control system with state feedback controller, dynamic controller 
or multi-units interconnected NCS. ))(,( tt xA∆ and ))(,( ttd xA∆ characterize the uncertain-
ties in the system model and they must satisfy the following assumption (Lu et al. 
2002;Yan et al. 2006;Yan et al. 2008;Huang et al. 2006): 
 [ ] [ ]21))(,())(,())(,( EExHFxAxA tttttt d =∆∆      (6.30) 
where H , 1E  and 2E  are known real constant matrices of appropriate dimension, and  
))(,( tt xF  is an unknown matrix function with Lebesgue-measurable elements and satisfies 
the following constraint; 
IxFxF ≤⋅ ))(,())(,( ttttT         (6.31) 
Using the finite difference approximation, the delay term )( τ−tx  can be approximated as: 
)()()( ttt xxx &ττ −≅−          (6.32) 
Substituting (6.32) into (6.29): 
[ ] [ ] )())(,())(,())(,()( 1 tttttttt dddd xxAxAAAxAAIx ∆+∆++∆⋅+⋅+= −ττ&
 
(6.33) 
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For simplicity, the following matrix variables are used: dAAD += , dAIC ⋅+= τ , 
))(,( ttd xAC ∆⋅=∆ τ , ))(,())(,( tttt d xAxAD ∆+∆=∆ . Substituting these new matrix vari-
ables into (6.33) we get:  
[ ] [ ] )()( 1 tt xDDCCx ∆+∆+= −&        (6.34) 
Choosing Lyapunov functional candidate and taking its derivative; 
PxxV T=)(x  
xPxPxxV TT &&& +=)(x  
[ ] [ ] [ ] [ ]( )xDDCCPPCCDDxV T ∆+∆++∆+∆+≅ −− 1)( TTx&  
For 0)( <xV& , we must have; 
[ ] [ ] [ ] [ ] 01 <∆+∆++∆+∆+ −− DDCCPPCCDD TT  
[ ] [ ] [ ] [ ] 011 <∆+∆++∆+∆+ −− TT CCPDDDDPCC      (6.35) 
Letting 01 >= −PQ , then we have; 
[ ] [ ] [ ] [ ] 0<∆+∆++∆+∆+ TT CCQDDDDQCC  
0<∆∆+∆∆+∆+∆+
∆+∆++
TTTT
TTTT
CDQDCQCDQCQD
DQCDCQDQCCQD
     (6.36) 
Before we proceed to the analysis we will use the following lemmas: 
Lemma 6.2: (Mahmoud 2000) 
Let 1Σ , 2Σ  and 3Σ  be real constant matrices of compatible dimensions and ))(,( tt xF  be 
a real matrix function satisfying IxFxF ≤⋅ ))(,())(,( ttttT . Then the following holds; 
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2211
1
312213 ))(,())(,( ΣΣΣΣΣΣxFΣΣxFΣΣ TTTTT tttt εε ++≤++ −  0>ε  
Lemma 6.3: (Mahmoud 2000)  
Let 1Σ , 2Σ , 3Σ  and 4Σ  be real constant matrices of compatible dimensions and 
))(,( tt xF  be a real matrix function satisfying IxFxF ≤⋅ ))(,())(,( ttttT  and a scalar 0>ρ  
satisfying 022 >− ΣΣI Tρ , then the following holds: 
( )( )
( ) TTT
Ttttt
3
1
22311
1
4
2132134 ))(,())(,(
ΣΣΣIΣΣΣΣ
ΣxFΣΣΣxFΣΣΣ
−
−
−++≤
+++
ρρ
 
Equation (6.36) can be written as; 
TTTT
TTTTT
tttt
tttt
QCExHFHxFCQE
QCExHFHxFCQEGDQCDCQG
22
1111
))(,())(,(
))(,())(,(
++
++=∆+∆+
   (6.37) 
Using Lemma 6.2 into (6.37) we get: 
TTTTTT
TTTT
TTTT
tttt
tttt
QCECQEHHQCECQEHHG
QCExHFHxFCQE
QCExHFHxFCQEG
22
1
11
1
1
22
111
))(,())(,(
))(,())(,(
εερρ ++++≤
++
++
−−
   
(6.38) 
Applying Lemma 6.2 into (6.38); 
[ ]TTT
TTTT
TT
tttt
QDEDQEHHG
HxFDQEQDExHFG
CDQCQDG
22
1
2
222
2
))(,())(,(
ξξτ
ττ
+⋅+≤
⋅+⋅+
=∆+∆+
−
   
 (6.39) 
Again using Lemma 6.2 into (6.39)  
TTTTT tttt HxFQEExHFGCDQDCQG ))(,())(,( 1233 ⋅+=∆∆+∆∆+ τ  
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TTT tttt HxFQEExHF ))(,())(,( 22⋅τ  
          
TTT tttt HxFQEExHF ))(,())(,( 21⋅τ  
          
TTT tttt HxFQEExHF ))(,())(,( 22⋅τ  
        
( ) TTTT tttt HxFQEEQEExHFG ))(,())(,( 21123 +⋅+= τ  
 
TTT tttt HxFQEExHF ))(,())(,(2 22⋅+ τ
     
    (5.40) 
Assuming that TTT 222112 ΣΣQEEQEE =+ , using Lemma 6.3 with 0Σ =3 , we get; 
( )
TT
TTT
TTTT
tttt
tttt
HHGHHG
HxFQEExHF
HxFQEEQEExHFG
1
3
11
3
22
21123
)2(
))(,())(,(2
))(,())(,(
−−−
⋅+=+⋅+≤
⋅+
+⋅+=
µτβατ
τ
τ
    
(6.41) 
Using the results of (6.37)-(6.41) finally we get; 
0222211
1111
<+++
⋅+++++ −−−−
TTTTTT
TTTTTT
QDEDQEQCECQEQCECQE
HHHHHHHHDQCCQD
τξερ
µττξερ
   (6.42) 
Recall;  
HHHHHHHH
QAAAQAQAAQ
QAAQAAQAQAM
1111 −−−−
⋅++++
⋅+⋅+++
⋅+⋅++=
µττξερ
ττ
ττ
TTT
T
dd
T
dd
T
dd
T
d
T
d
T
 
Then (6.42) becomes: 
0222211 <+++
TTTTTT QDEDQEQCECQEQCECQEM τξερ       (6.43) 
Using Lemma 6.1 (Schur Complement) to (6.43) we have; 
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0
11
2
1
2
1
1
221
<














−−
−
−
I00QDE
0I0QCE
00IQCE
DQECQECQEM
ξτ
ε
ρ
T
T
T
TTT
 
Theorem 6.2 
The time delay uncertain NCS given by (6.29) is asymptotically stable if for a given 
0>= TQQ , and scalars 0>ρ , 0>ε , 0>ξ  and 0>µ , the following holds; 
Minimize 1−τ  
( )
0
)()()(
11
22
1
22
1
11
221
1111
<














+
⋅+
⋅+
+⋅+⋅+++++
−−
−
−
−−−−
I00QAEAQE
0I0QAEQE
00IQAEQE
QEAAQEAIQEAIHHM
ξτ
ετ
ρτ
τττµτξερ
T
d
T
T
d
T
d
T
d
T
d
T
d
T
 
This optimization problem can be solved using the LMI toolbox. The theorem in its current 
form is used to study the stability of the uncertain networked control system and for the 
controller design, the change of variables and using Schur complement can be used to put 
it into controller design form. In the following some numerical examples picked from lit-
erature are used for comparison. 
6.4.2 Examples of Applications 
Example 6.4 
Consider the uncertain NCS given by: 
)(
sin6.011
0cos5.01)(
sin6.05.20
0cos5.02)( τ−





+−−
+−
+





+−
+−
= t
t
t
t
t
t
t xxx&  
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





===
6.00
05.0
21 EEH  





=
t
t
tt
sin0
0cos))(,( xF  
Solving the optimization problem in Theorem 6.2 with the LMI Matlab toolbox, the 
MADB is 0.8356 s. In (Lu et al. 2002) the MADB is 10.6742 s and in (Su et al. 1992) it is 
0.857 s and in (Cao et al. 1998) the MADB is 0.1381 s. Even Theorem 6.2 still gives more 
conservative results the method is simpler and involves less computation. The system re-
sponse with 0.8356 s time delay is shown in Figure 6.12 and clearly the system is stable. 
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Figure 6.12 The uncertain NCS with 0.8356 s time delay.
 
 
Example 6.5: 
Consider the uncertain NCS given by: 
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)(
sin2.05.18.0
0cos2.04.1)(
sin2.031
0cos2.02)( τ−





+−−
+−
+


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

+−
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t
t
t
t
t
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

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=
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




==
10
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21 EE  





=
t
t
tt
sin0
0cos))(,( xF  
Using Theorem 6.2 the MADB is 0.6666 s. For the deterministic system the MADB is 
0.6666 s. In (Lu et al. 2002) the MADB is 1.3686 s. In (Li et al. 1997) the MADB is 
0.3142 s. In (Su 1994) the MADB is 0.2117 s. In (Liu et al. 1998) the MADB is 0.3025 s. 
The system response is shown in Figure 6.13 with 0.6667 s time delay. 
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Figure 6.13 The uncertain NCS with 0.6667 s time delay. 
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Example 6.6: 
Consider the uncertain following NCS: 
)(
sin3.011
0cos2.01)(
sin2.010
0cos3.02)( τ−

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
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Using Theorem 6.2 the MADB is estimated to be 0.9071 s. In (Su et al. 1992) the MADB 
is 0.1614 s. In (Cao et al. 1998) the MADB is 0.2558 s. In (Yan et al. 2008) the MADB is 
0.609 s. The system response with 0.9071 s is shown in Figure 6.14 and the system is sta-
ble.  
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Figure 6.14 The uncertain system with 0.907 s time delay. 
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6.5 Summary 
The method proposed for the networked control systems in Chapter 3 has been extended to 
study the stability of nonlinear networked control systems and uncertain networked control 
systems. The nonlinear networked control system under study has the structure of a lin-
earized system model augmented with uncertainties and nonlinear perturbations. The 
nonlinearity is assumed to be bounded and satisfy a linear quadratic restriction inequality. 
A new theorem has been derived, which is based on using the finite difference approxima-
tion for the delay term. The theorem is in LMI form, which can be easily solved using the 
Matlab LMI Toolbox. Applying the theorem, the MADB can be estimated for the nonlin-
ear system which provides the important information in scheduling the network. A number 
of examples have been studied, and the method showed comparable results with those pub-
lished previously while the method is very easy to use. It is found that the MADB de-
creases with increasing the nonlinearity boundary values, and the time delay increase will 
result in shrinking the domain of attraction for the nonlinear networked control system. A 
simple analytical relation between the maximum permissible nonlinearity and the time de-
lay bound has been derived. An NCS with norm bounded uncertainty has been studied in 
this chapter. The uncertain NCS can represent a distributed energy system with uncertain-
ties caused either from the measurement or the slowly time-varying parameters. A stability 
theorem in LMI form is derived, and the results of the method are compared with the re-
sults of the methods available in the literature. In some examples, the proposed method is 
less conservative. We noticed that the MADB decreases with increasing the uncertainty 
bound.  
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CHAPTER SEVEN: CONCLUSIONS AND FUTURE WORK 
 
The stabilization of networked distributed energy control systems is studied in this thesis. 
The two main issues in these systems are the time delay and data dropouts that can bring 
instability to the system. The data dropouts are considered as a special case of the time de-
lay. A necessary part in the controller design is to take the time delay into account and to 
identify the time delay characteristics. The work described in the thesis has reported my 
progress and contributions in this area.  
My major contributions and conclusions drawn from the study are summarized in this 
chapter and the direction of the possible future work is suggested.    
  
7.1 Main Conclusions 
It is necessary to understand the networks used in networked control systems, and the time 
delay characteristics induced in the NCSs; the first part of the thesis was dedicated to study 
the time delay characteristics in shared networks. From my study, it is found: 
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• The time delay in shared networks can be constant, periodic, random but bounded, 
random governed by Markov Chain and, in some cases, random but unbounded. In 
the cases with the first four types of delays, the controller can be designed, and the 
stability can be analyzed but in the last case where the time delay is unbounded, the 
main requirement for the NCS stability is not fulfilled, which is the guarantee of re-
ceiving the information within a bounded period of time. 
• The types of time delays depend on the network characteristics. The parameters 
that affect the time delays are: the network protocol, the bit rate, the message prior-
ity, the message length and the network utilization. 
• Two candidate control networks were chosen in my study, which are the Ethernet 
and the CAN. The transmission can be guaranteed in the CAN even with high net-
work utilization while in the Ethernet it cannot be because the Ethernet is a non 
prioritized protocol. 
 
For the case where the time delay is bounded, the worst-case time delay can be used as an 
extra factor for the controller design. The method for estimating the MADB is proposed, 
which can help in the network scheduling. The following merits have been proven in the 
research: 
 
• The method for estimating the MADB presented in Chapter 3 is built on the as-
sumption that the finite difference approximation for the delay term can be used 
without significant error, and this can be true for the following reasons: Firstly, the 
time delay in a computer network is very small in order of milli- or micro seconds 
and at the worst few tenth of the second. Secondly, in most of the real control sys-
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tem applications the linearized model is used, which is based on neglecting the 
higher-order terms. Finally, the performance of the systems with a significant 
higher-order term is not accepted from control system engineering view point. 
• The method has been used to estimate the MADB in NCSs. The results of the 
method demonstrated the advantages compared with most of the methods reported 
in the previous literature; in addition, the method has a simple structure and easy to 
use in practice. 
• The method has been applied to different types of NCSs; these are NCS with state 
feedback controller, NCS with dynamic controller and to networked control of a 
distributed interconnected system. As a case study the method has been applied to a 
power system consists of three interconnected synchronous generators, and the 
simulation results show that the estimated MADB lies within the stability margin of 
the system and can be achieved with the current network technology. 
 
It is found that the time delay of NCSs in some cases can be modelled using Markov Chain 
and in this situation, the system becomes a hybrid stochastic system, and the stochastic sta-
bility analysis approach has to be used to study the stability of the system. From the study, 
the following points are found: 
 
• For the robust stability of a networked distributed energy system with random time 
delay the controller design problem has the form of BMI, which is difficult to be 
solved directly. Using the V-K iteration algorithm the BMI problem can be solved, 
and we found that the algorithm can achieve the local optimum controller. This 
means the algorithm improves the decay rate in every iteration. 
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• In order to achieve more robustness another V-loop and K-loop are nested in the 
algorithm, this can improve the decay rate. 
• The initialization is a crucial part in solving the BMI. For the initialization, we can 
start with any aggressive initial controller and probability transition matrix as the 
problem is feasible. 
• The proposed method for estimating the MADB has been used to estimate the 
MADB with the initial and the derived controller, and we found that increasing the 
robustness of the controller results in increasing the MADB. This means choosing 
the MADB to be larger than the worst-case network time delay can achieve the 
controller robustness against the time delay. 
• When the time delay is modelled using Markov Chain, the system will have many 
modes. The stability of every node is not necessary for the mean square stability of 
the system. 
 
The parallel DC/DC converter system controlled through a shared network has been stud-
ied in Chapter 5. The method for estimating the MADB is applied to estimate the MADB 
for three parallel DC/DC buck converters, and the simulation results show that the MADB 
lies within the estimated MADB range. The parameters that affect the MADB are studied, 
and we found that the output feedback gain, the voltage controller gain and the load resis-
tance affect the MADB strongly. Three different network scenarios have been studied, 
where the time delay is constant, periodic and random but bounded. In all these cases when 
the MADB is selected to be larger than the worst-case time delay the stability of the system 
is guaranteed, which is simpler with less computation time compared with the other ap-
proaches.  
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The parameters that affect the MADB are used to study the stochastic stability of the paral-
lel DC/DC buck converters. The stochastic controller can guarantee the stability of the sys-
tem even if the MADB is less than the worst-case network time delay.   
The proposed method has been extended for NCS with norm bounded nonlinearity and to 
uncertain NCS. For the NCS with norm bounded nonlinearity two stability criteria are de-
rived. One of the stability theorems (Theorem 6.1) is in LMI form, and the other is in an 
analytical form (Corollary 6.1). We found:  
• For the NCS with bounded nonlinearity increasing the maximum nonlinearity 
bound decreases the MADB. 
• The analytical criterion, Corollary 6.1, showed that increasing the time delay de-
creases the domain of attraction. 
• A stability theorem for a class of uncertain NCS has been derived. Compared with 
the published methods the proposed method is much simpler while giving compa-
rable results. 
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7.2 Suggested Future Work 
The research work can be continued from what the thesis has achieved and the work re-
ported in the thesis led me to believe the following future work should be carried out with 
future funding support. 
• Even with the advances in network technology we believe that the doors are open 
for newer applications to NCSs. The main obstacle is the current methods for 
studying the NCS, because they still use the same classical view to the large and 
complex systems. The plug and play functionality needs more intelligent tech-
niques to deal with the control coordination between the distributed interconnected 
systems. Inventing new techniques can lead to more applications to NCSs. Improv-
ing the network protocol such as using the switching Ethernet can enhance the per-
formance of the NCSs greatly. 
• The proposed method in Chapter 3 needs more improvement to derive conditions 
for using the finite difference approximation and this of course will depend on 
studying the higher derivatives of the system. By this, the error in the method can 
be roughly estimated. 
• In the V-K iteration algorithm, the solution time is considerable long and this is be-
cause the whole system interactions need to be considered in the model. We sug-
gest using simpler models that represents the interaction between the distributed in-
terconnected units. 
• Studying the stability of the nonlinear NCS is very rich research area. For distrib-
uted energy system such as the power system, the stability over a wide range of op-
erating points is necessary and hence the models will be nonlinear.  
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Appendix A: The Examples Used in Chapter 3 for Generating Table 
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