Abstract-This paper studies the problem of recovering the authentic samples that lie on a union of multiple subspaces from their corrupted observations. Due to the high-dimensional and massive nature of today's data-driven community, it is arguable that the target matrix (i.e., authentic sample matrix) to recover is often low-rank. In this case, the recently established Robust Principal Component Analysis (RPCA) method already provides us a convenient way to solve the problem of recovering mixture data. However, in general, RPCA is not good enough because the incoherent condition assumed by RPCA is not so consistent with the mixture structure of multiple subspaces. Namely, when the subspace number grows, the row-coherence of data keeps heightening and, accordingly, RPCA degrades. To overcome the challenges arising from mixture data, we suggest to consider LRR in this paper. We elucidate that LRR can well handle mixture data, as long as its dictionary is configured appropriately. More precisely, we mathematically prove that LRR can weaken the dependence on the row-coherence, provided that the dictionary is well-conditioned and has a rank of not too high. In particular, if the dictionary itself is sufficiently low-rank, then the dependence on the row-coherence can be completely removed. These provide some elementary principles for dictionary learning and naturally lead to a practical algorithm for recovering mixture data. Our experiments on randomly generated matrices and real motion sequences show promising results.
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INTRODUCTION
T HE classical Principal Component Analysis (PCA) method is probably the most widely used tool for data analysis and dimensionality reduction. However, to deal with the data in modern applications such as computer vision, PCA is not good enough for two reasons. First, today's data acquisition procedure is highly unconstrained, and thus the observed data is very often contaminated by gross errors such as large corruptions, outliers and even missing entries. In the presence of gross errors, PCA becomes brittle-A single gross error could render the estimate produced by PCA arbitrarily far from the desired estimate. Hence, it is crucial to develop new statistical tools for robustifying PCA; this direction has been extensively studied in the literature during the past several years, e.g., [1] , [2] , [3] , [4] , [5] , [6] , [7] , [8] , [9] . Second, PCA is essentially based on the hypothesis that the data is drawn from a single subspace. Nevertheless, the data in practice is often of high variety and can seldom be well described by a single subspace. A more reasonable model is to consider data points as lying near a mixture of several subspaces; this direction leads to a fundamental problem called Subspace Clustering [10] , which has also been extensively explored in the past several years, e.g., [11] , [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] , [21] .
In this work, we would like to try overcoming the above two drawbacks of PCA simultaneously. To do this, we study the following problem called recovering mixture data: Problem 1.1 (Recovering mixture data). Suppose we have a data matrix X 2 R mÂn and we know it can be decomposed as
where L 0 2 R mÂn is a matrix in which each column is an m-dimensional authentic sample drawn from a union of multiple subspaces, and S 0 2 R mÂn is a sparse matrix supported on V f1; . . . ; mg Â f1; . . . ; ng. Except these mild restrictions, both components are arbitrary. The number of subspaces and the rank of L 0 are both entirely unknown, the support set V (i.e., the locations of the nonzero entries of S 0 ) and its cardinality (i.e., the amount of the nonzero entries of S 0 ) are unknown either. In particular, the values of the nonzero entries in S 0 are arbitrary. Given X, can we recover both L 0 and S 0 , in a scalable and exact fashion? If so, under which conditions?
Generally, Problem 1.1 is more general and therefore more significant than the matrix recovery problem studied in [1] , where it is assumed that the data samples in L 0 are drawn from a single subspace. However, in general case, Problem 1.1 is indeed ill-posed, as illustrated in Fig. 1 . Without any additional priors, it is virtually impossible to solve the problem in an exact fashion.
While hard to solve in general, Problem 1.1 is actually trackable in the setting of today's data-driven community:
In the case of high-dimensional (i.e., m is large) and massive (i.e., n is large) data, the sum of multiple subspaces together is often also a low-dimensional subspace, i.e., L 0 is often of low-rank:
Provided that L 0 is fairly low-rank, the ill-posed cases shown in Fig. 1 are unlikely to occur. In fact, it has been proven that, under certain conditions, both L 0 and S 0 can be exactly recovered by using the following convex, potentially scalable program termed Principal Component Pursuit, also known as Robust PCA (RPCA) [1] :
where k Á k Ã is the nuclear norm [23] of a matrix, k Á k 1 denotes the ' 1 norm of a matrix seen as a long vector, and > 0 is a parameter. So, thanks to the high-dimensional and massive nature of today's data, the target matrix (i.e., authentic sample matrix), L 0 , is often low-rank and therefore Problem 1.1 can be made well-defined-This concurs with the wellknown doctrine of the blessing of dimensionality [24] , [25] . However, RPCA cannot be an ultimate solution to Problem 1.1. Indeed, even if L 0 is fairly low-rank, RPCA is not good enough in terms of recovery. This is because the incoherent condition 2 assumed by RPCA is actually not so consistent with the mixture structure of multiple subspaces. More precisely, as will be shown in this paper, while the rank of L 0 is fixed and the underlying subspace number goes large, the row-coherence parameter of L 0 keeps enlarging, and thereby, arguably, the recovery performance of RPCA drops (the readers may refer to Section 3.1 if not familiar with the concept of coherence).
To obtain a better solution to Problem 1.1, a possible approach is to establish some kind of parametric model that captures the mixture structure which produces high row-coherence. However, such approaches may have an unfortunate encounter with some difficult problems, e.g., the estimate of the subspace number. In this paper, we shall consider a much more convenient strategy. We first observe that the issues raised by multiple subspaces actually correspond to the problem of high row-coherence. As a consequence, naturally, a possible strategy for recovering mixture data is to remove the dependence on the row-coherence parameter of L 0 . However, this is not easy, because, as pointed out by [1] , [4] , the incoherent condition is a bottleneck in the performance of RPCA.
Interestingly, this paper will show that it is possible to weaken the dependence on the row-coherence parameter, which has potential to be large in the presence of multiple subspaces. Our studies are based on the following convex program termed Low-Rank Representation (LRR) [26] 
where A 2 R mÂd is a size-d dictionary matrix constructed in advance, and > 0 is a parameter. In order for LRR to weaken the dependence on the row-coherence, we prove that it is sufficient to construct a dictionary A that is wellconditioned and has a rank of not too high. In particular, if the dictionary A itself is fairly low-rank, then the dependence on the row-coherence can be completely removed. These give a generic prescription to defend the possible infections raised by mixture data, providing an elementary criterion for constructing the dictionary matrix A as well. Subsequently, we propose a simple and effective algorithm that utilizes the output of RPCA to construct the dictionary in LRR. Our experiments on randomly generated matrices and real motion sequences show promising results. In summary, the contributions of this paper include:
We prove some basic theories for dealing with the problem of recovering mixture data, establishing a practical algorithm that is empirically better than RPCA as well. The theoretical analyses presented in this paper are more general than the conference version [27] . This paper shows that the mixture structure of multiple subspaces in fact corresponds to the incoherent condition, which is a bottleneck in the recovery performance of RPCA. In that sense, our studies also help to understand the physical meaning of coherence, which is now standard and widely used in the literature, e.g., [1] , [2] , [3] , [9] , [28] , [29] . This paper provides insights regarding the LRR model (4) . While the special case of A ¼ X has been extensively studied, the LRR model (4) with general dictionaries was not fully understood yet. We show that LRR (4) equipped with proper dictionaries can well handle mixture data. The idea of replacing L with AZ is essentially the spirit of matrix factorization [30] , [31] which is an active branch of low-rank learning. The explorations of this paper suggest that matrix factorization and nuclear regularization can coexist and help each other. The remaining of this paper is organized as follows. Section 2 summarizes the mathematical notations used throughout this paper. Section 3 explores the problem of recovering mixture data from corrupted observations, Fig. 1 . Illustrating that Problem 1.1 is ill-posed in general case. Left: A collection of 2-dimensional authentic samples that exactly lie on the union of 2 subspaces. Right: The points in the observed data matrix X, 10 percent entries of which are corrupted. It can be seen that there exist some data points that are mixed up with each other such that their subspace membership is unidentifiable. Thus, in such circumstances, it is theoretically impossible to exactly recover L 0 from the given X.
1. It is known that much mixture data owns a low-rankness property, e.g., the Hopkins155 [22] database, which is the most widely used testbed for evaluating subspace clustering methods. In Hopkins155, it can be calculated that rank L 0 ð Þ 12, while 31 m 201 and 39 n 556.
2. In general, the incoherent condition is to assume that the coherence parameters of L 0 are sufficiently small. establishing some basic theories and a practical algorithm. Section 4 presents the complete proof procedures of our main results. Section 5 demonstrates experimental results and Section 6 concludes this paper.
SUMMARY OF MAIN NOTATIONS
Capital letters such as M are used to represent matrices, and accordingly, ½M ij denotes its ði; jÞth entry. Letters U, V , V and their variants (complements, subscripts, etc.) are reserved for left singular vectors, right singular vectors and support set, respectively. We shall abuse the notation U (resp. V ) to denote the linear space spanned by the columns of U (resp. V ), i.e., the column space (resp. row space). The projection onto the column space U, is denoted by P U and given by P U ðMÞ ¼ UU T M, and similarly for the row space P V ðMÞ ¼ MVV T . The projection to the union of the column space U and the row space V is denoted by P T and given by P T ðÁÞ ¼ P U ðÁÞ þ P V ðÁÞ À P U P V ðÁÞ. The same notation is also used to represent a subspace of matrices (i.e., the image of an operator), e.g., we say that M 2 P T for any matrix M which satisfies P T ðMÞ ¼ M. We shall also abuse the notation V to denote the linear space of matrices supported on V. Then P V and P ? V respectively denote the projections onto V and V c such that
V ¼ I, where I is the identity operator. The symbol ðÁÞ þ denotes the Moore-Penrose pseudoinverse of a matrix:
In this paper, SVD always refers to skinny SVD. For a rankr matrix M 2 R mÂn , its SVD is of the form U M S M V T M , with U M 2 R mÂr ; S M 2 R rÂr and V M 2 R nÂr . Six different matrix norms are used in this paper. The first three norms are functions of the singular values: 1) The operator norm (i.e., the largest singular value) denoted by kMk, 2) the Frobenius norm (i.e., square root of the sum of squared singular values) denoted by kMk F , and 3) the nuclear norm (i.e., the sum of singular values) denoted by kMk Ã . The other three are the ' 1 , ' 1 (i.e., sup-norm) and ' 2;1 norms of a matrix:
The Greek letter m and its variants are reserved to denote the coherence parameters of a matrix or a space. We shall also reserve two lower case letters, m and n, to respectively denote the data dimension and the number of data points, and we use the following two symbols throughout this paper: n 1 ¼ maxðm; nÞ and n 2 ¼ minðm; nÞ:
A list of notations can be found in Table 1 for the convenience of readers.
ON RECOVERING MIXTURE DATA
In this section, we shall firstly investigate the relations between the mixture structure and the coherence parameters, and then discuss the problem of recovering mixture data from corrupted observations.
Mixture Structure and Coherence Parameters
Given the situation that L 0 is low-rank, i.e., the sum of the multiple subspaces (underlying L 0 ) together is also a lowdimensional subspace, it is natural to wonder how to take into account the mixture structure of multiple subspaces. Coincidentally, this has done by the concept of coherence, which is now standard and widely used for theoretical analysis, e.g., [3] , [4] , [7] . row-coherence parameter of L 0 , associating with the dictionary A. n 1 ; n 2 n 1 ¼ maxðm; nÞ, n 2 ¼ minðm; nÞ. V, V c support set of S 0 and its complement.
projections onto the space of matrices supported on V (resp. V c ). I; I identity matrix and identity operator.
largest ' 2 norm of columns in matrix. k Á k 1 ' 1 norm of matrix seen as long vector. k Á k 1 sup-norm of matrix seen as long vector. BerðrÞ a Bernoulli distribution with expected value r and variance rð1 À rÞ.
where e i denotes the ith standard basis. The row-coherence parameter, 1 m 2 n, which characterizes the row space identified by V 0 , is defined as
In [1] , another coherence parameter, called as the third coherence parameter and denoted as 1 m 3 mn, is also introduced:
The analysis of this work does not need to access m 3 . We include it just for the sake of consistence with [1] . The analysis in [1] merges the above three coherence parameters into a single one: mðL 0 Þ ¼ maxfm 1 ðL 0 Þ; m 2 ðL 0 Þ; m 3 ðL 0 Þg. For RPCA to succeed in recovering L 0 , as pointed out by [1] , [27] , the value of mðL 0 Þ must be sufficiently small; this is the so-called incoherent condition.
Why RPCA Is Not Good Enough?
As aforementioned, even if L 0 is strictly low-rank, RPCA is not good enough in terms of recovering L 0 under the context of multiple subspaces. The reason can be attributed to the relations between the row-coherence parameter m 2 and the mixture structure of multiple subspaces, as will be elucidated in the rest of this section.
Cand es et al. [1] have proven that the success condition
where mðL 0 Þ ¼ maxfm 1 ðL 0 Þ; m 2 ðL 0 Þ; m 3 ðL 0 Þg and c a > 1 is some numerical constant. So, RPCA will be less successful when the coherence parameters are larger. Namely, the success condition (7) is narrowed whenever mðL 0 Þ goes large.
As an extreme example, consider the case where the target matrix L 0 is one in only one column and zero everywhere else. Such a matrix produces m 1 ðL 0 Þ ¼ 1 and m 2 ðL 0 Þ ¼ n ! n 2 , and thus the success condition (7) turns out to be invalid in this particular case. More generally, we further find that the incoherent condition is actually not so consistent with the structure of multiple subspaces. More precisely, as shown in Fig. 2 , while the rank of L 0 is fixed and the underlying subspace number goes large, the row-coherence parameter m 2 ðL 0 Þ monotonously increases, and accordingly, the recovery performance of RPCA drops. To see why the row-coherence parameter increases with the subspace number underlying L 0 , one needs to access the specifics of the basis matrix, i is a matrix of data points from the ith subspace. Then it has been known that V 0 is equivalent to a block-diagonal matrix (which has the same coherence as V 0 )
That is to say, in the case of multiple subspaces, the basis matrix V 0 is also sparse, the row vectors in V 0 will be close to the standard basis, and thus m 2 could be considerably large.
Particularly, when the subspace number k increases, the sparsity of V 0 will be enhanced and, accordingly, m 2 goes larger and larger.
As can be seen from Fig. 2a , the column-coherence parameter m 1 is invariant to the variation of the clustering number. This is because the sampling operator can only affect the row space and the column space is independent of how the data points are sampled: Assuming the number of data points is sufficiently large, then in general the column space of L 0 will be always equal to the r 0 -dimensional subspace, and thus m 1 ðL 0 Þ is invariant to the specifics of how the data points look like. Based on this observation, without loss of generality, in this paper we make the following assumption for the sake of simplicity:
Without this convention, one just need to replace m 2 with maxðm 1 ; m 2 Þ in our theories.
Weakening the Dependence on the RowCoherence by LRR
To defend the infections of high row-coherence and recover accurately L 0 under the context of mixture data, one may establish some parametric models to capture the mixture structure which produces high coherence. However, as aforementioned, such an approach needs to face some difficult problems, e.g., the estimate of the subspace number. In sharp contrast, it would be much more convenient to devise an approach that can avoid the row-coherence parameter, m 2 . However, this is not free, because the incoherent condition is indeed a bottleneck in the recovery performance of RPCA, as pointed out by [1] , [4] . Interestingly, we shall show below that LRR can partially remove m 2 while the dictionary A meets some mild conditions.
Reducing m 2 by A
To weaken the dependence on the row-coherence parameter m 2 , our basic idea is to use the dictionary A to reduce m 2 , as done in the definition below. In these experiments, the ambient data dimension and the number of data points are m ¼ n ¼ 500, the subspace number k is varying from 1 to 50, the dimension of each subspace is set as 100=k such that the rank of L 0 is always 100, and S 0 is fixed as a sparse matrix with 13 percent nonzero entries. The recovery error is computed as kL 0 À L 0 k F =kL 0 k F , whereL 0 is an estimate to L 0 . The numbers shown above figures are averaged from 10 random trials.
Definition 3.1. The row-coherence parameter of L 0 , associating with the dictionary A, is defined as
where U A is the left singular vectors of A.
It is easy to see that m A 2 ðL 0 Þ m 2 ðL 0 Þ and the equality is unlikely to hold unless A is full rank. Actually, it can be calculated that
where r A is the rank of A. It is easy to see that the smaller r A is, the smaller m A 2 ðL 0 Þ will be. Notice, that m 1 ðAÞ is naturally small in the setting of this paper, where it is assumed that there is no mixture structure inside the column space. Actually, for any rank-r matrix M with column space U M , the studies in the Appendix of [27] shows that m 1 ðMÞ follows a Zipf's law:
where c is some numerical constant. In other words, roughly, the coherence of a column space is inversely proportional to the dimension of the space. As a consequence, provided that U 0 & U A (which implies r 0 r A ), we usually have m 1 ðAÞ m 1 ðL 0 Þ.
Main Results
We shall prove that, in general, when the dictionary matrix A is well-conditioned and its rank is not too high, LRR can weaken the dependence on m 2 (The detailed proof procedure is deferred until Section 4). Theorem 3.1 (Noiseless). Let A 2 R mÂd with condition number t A be a column-wisely unit-normed (i.e., kAe i k 2 ¼ 1; 8i) dictionary matrix. Let the SVD of A be U A S A V T A . Suppose P U A ðU 0 Þ ¼ U 0 , i.e., each authentic sample can be represented as a linear combination of the bases in A. For any 0 < < 1=ð12 þ 2t A Þ 2 and some numerical constant c a > 1, if
then with probability at least 1 À n À10 1 , the optimal solution to the LRR problem (4) with ¼ 1= ffiffiffiffiffi n 1 p is unique and exact, in a sense that
where ðZ Ã ; S Ã Þ is the optimal solution to (4).
Notice, that the condition P U A ðU 0 Þ ¼ U 0 (i.e., U 0 & U A ) is actually indispensable if one asks for exact recovery, because it is implied by the equality AZ Ã ¼ L 0 . So, in general, what suggested by Theorem 3.1 is that the dictionary matrix A should be made well-conditioned and have a rank of low. 3 The requirement of kAe i k 2 ¼ 1; 8i is purely for complying the parameter estimate of ¼ 1= ffiffiffiffiffi n 1 p , which is consistent with RPCA. However, the same as for RPCA, ¼ 1= ffiffiffiffiffi n 1 p would not the "best" choice. If applicable, one should tune around the estimate of 1= ffiffiffiffiffi n 1 p .
In particular, whenever the dictionary matrix itself is sufficiently low-rank, i.e., r A Oðn 2 =log n 1 Þ, the rule in (10) gives that m A 2 ðL 0 Þ Oðm 2 ðL 0 Þ=log n 1 Þ, which implies that m A 2 can be made very small and therefore the dependence on m 2 could be completely removed. More precisely, we have the following theorem that states that LRR can avoid m 2 if the dictionary A is fairly low-rank by itself. then with probability at least 1 À n À10 1 , the optimal solution to (4) with ¼ 1= ffiffiffiffiffi n 1 p is unique and exact, in a sense that
Generally, the above theorem is a special case of Theorem 3.1. Due to the additional assumption of fairly lowrank dictionaries, we can obtain a better estimate to the maximum of the corruption fraction. Empirically, Fig. 3 confirms that the recovery performance of LRR is independent of m 2 , as long as the rank of the dictionary itself is sufficiently low.
The LRR program (4) is designed for the cases where the uncorrupted entries in X are noiseless. Yet, this is often not true in reality. It is more reasonable to consider that all entries of X is contaminated by a small amount of noise, i.e., X ¼ L 0 þ S 0 þ N, where N is a matrix of dense Gaussian noise. In this case, the formula (4) of LRR need be extended to
where " is a parameter that measures the noise level of data.
In the experiments of this paper, we consistently use " ¼ 10 À6 kXk F . In the cases where all entries in X are contaminated, the latent matrices, L 0 and S 0 , are unlikely to be exactly restored. Interestingly, we still have the following theorem to guarantee the recovery accuracy of LRR. 
3. Please note that there is a trade-off between the rank of A and the recovery performance of LRR. On the one hand, the rules in (10) and (11) suggest that r A should be made as small as possible. On the other hand, the lower the rank of A is, the more expensive to meet the condition of P U A ðU 0 Þ ¼ U 0 , which is absolutely necessary. 
Similar as for the noiseless case, we have following theorem that bounds the recovery error of using low-rank dictionaries. then with probability at least 1 À n À10 1 , the optimal solution ðZ Ã ; S Ã Þ to (12) with ¼ 1= ffiffiffiffiffi n 1 p gives a near recovery to
Again, Theorem 3.4 is a special case of Theorem 3.3. Benefiting from using sufficiently low-rank dictionaries, the estimate to the maximal corruption fraction is refined. The bounds of kAZ Ã À L 0 k F and kS Ã À S 0 k F are slightly improved as well.
Discussions. Based on the results in above theorems and the fact that the condition number of a column-wisely orthogonal matrix is just 1, one might think that it is better to configure the dictionary as the left singular vectors U A of a matrix A rather than the whole A. Theoretically, this is reasonable. However, in practice, one might not be able to obtain a strictly low-rank matrix A that can also cover the right column space, U 0 . In this case, it is better to use A rather than U A , because the singular values of A contain useful information that measures the importance degree of each column in U A . Anyway, there is not much loss in theory to use non-orthogonal dictionaries in LRR. Thus, in summary, we would suggest to configure the dictionary as a non-orthogonal matrix rather than a column-wisely orthogonal one.
An Algorithm for Recovering Mixture Data
Now, we explore the approaches that can choose a dictionary strictly satisfying the theorem conditions. According to our main results, the problem here could be described as follows: Given X ¼ L 0 þ S 0 with L 0 and S 0 being low-rank and sparse, respectively, learn a dictionary matrix A that satisfies U 0 & U A and has a rank as low as possible. To address this problem, there are many possible approaches.
Notice
of mixture data) and, obviously, L 0 is an appropriate dictionary for LRR to use. This motivates us to devise a simple algorithm for constructing the dictionary matrix A, leading to a practical algorithm for recovering mixture data as well. Our idea is straightforward, as summarized in Algorithm 1: We firstly obtain an estimate to L 0 by using RPCA and then utilize the estimate to construct the dictionary matrix A. The post-processing steps (Step 2
where s 1 ; s 2 ; . . . ; s n 2 are the singular values ofL 0 . 3. FormL 0 by using the rank-r 0 approximation ofL 0 . That is,
which is solved by SVD. where ½Á :;i denotes the ith column of a matrix. 5. Solve for Z Ã by optimizing the LRR problem (4) with
Whenever the recovery produced by RPCA is already exact, i.e., L 0 is successful recovered, our main results give that the recovery produced by our Algorithm 1 is exact as well; When PRCA just produces a near recovery to L 0 , the dictionary matrix estimated as in Algorithm 1 still has good chances to meet the theorem conditions, and thus it is still possible for Algorithm 1 to strictly succeed; When the estimate produced by RPCA is very wrong such that A cannot represent L 0 (but we expect that this case will not occur), Algorithm 1 will fail too. Anyway, at least, the success probability (in terms of exact recovery) of our Algorithm 1 is greater than or equal to that of RPCA. Also, in a computation sense, Algorithm 1 does not double RPCA, although there are two convex programs in our algorithm. In fact, according to our simulations, usually the computational time of Algorithm 1 is just 1.2 times as much as RPCA. The reason is that, as has been explored by [26] , the complexity of solving the LRR problem (4) is Oðn 2 r A Þ (assume m ¼ n), which is much lower than that of RPCA (which requires Oðn 3 Þ) provided that the dictionary matrix A has a rank of relatively low.
PROOF OF MAIN RESULTS
We shall firstly prove Theorem 3.1, and then provides a proof for Theorem 3.3 at the end of this section. Generally, the proof techniques used in this paper are rather standard, analogous to several papers in the literature, e.g., [1] , [3] , [4] , [7] . However, comparing to existing work, our proofs have a considerable difference due to the fact that the variable Z is left multiplied by a dictionary matrix A.
Settings and Some Basic Lemmas
The same as in RPCA [1] , we assume that the locations of the corrupted entries are selected uniformly at random. In more details, we work with the Bernoulli model V ¼ fði; jÞ : d ij ¼ 1g, where d ij 's are i.i.d. variables taking value one with probability r 0 ¼ jVj=ðmnÞ and zero with probability ð1 À r 0 Þ, so that the expected cardinality of V is r 0 mn. For the ease of presentation, we assume that the signs of the nonzero entries of S 0 are symmetric Bernoulli AE1 values ½sgn S 0 ð Þ ij ¼ 1; with probability r 0 2 ; 0; with probability 1 À r 0 ; À1; with probability r 0 2 :
For general sign matrices, the same as in RPCA [1] , our Theorem 3.1 can still be proven by globally placing an elimination theorem and a derandomization scheme. Yet, Theorem 3.3 has not been proven when sgn S 0 ð Þ is of arbitrary distribution, because the elimination theorem does not hold in the noisy case.
The following lemmas are well-known and will be used multiple times in the proof. Lemma 4.1. For any matrix M, the following holds: 
A and USV T are the SVDs of L 0 , A and A þ L 0 , respectively. Define P T ðÁÞ ¼ P U ðÁÞ þ P V ðÁÞ À P U P V ðÁÞ, P T 0 ðÁÞ ¼ P U 0 ðÁÞ þ P V 0 ðÁÞ À P U 0 P V 0 ðÁÞ and P T A 0 ðÁÞ ¼ P U A P T 0 ðÁÞ ¼ P U 0 ðÁÞþ P U A P V 0 ðÁÞ À P U 0 P V 0 ðÁÞ. Then we have
Proof. The first four claims are easy to prove. So we only present the proofs to the last two. First, we have
i.e., AP T ðMÞ 2
Critical Lemmas
First of all, we would like to prove that the sparse matrix S 0 does not locate in the space of
is P T 0 projected by P U A :
Theorem 2.6 of [1] and Theorem 4.1 of [3] have already proven that
The only difference is that we use m 1, [3] ). Suppose V $ Berðr 0 Þ with r 0 < 1. Then for any > 0,
holds with high probability, provided that
where c a is some numerical constant.
Proof. By the definition of coherence and the convention of
For the rest of the proof, please refer to Theorem 2.6 of [1] and Theorem 4.1 of [3] . t u
While the above lemma has indeed implied that Proof. Let ij ¼ ½C ij and
Then it can be seen that each entry of Q is a sum of independent random variables: 
Then the proof is finished by using Bernstein's inequality, which states that for a collection of uniformly bounded independent random variables fy i g p i¼1 with jy i À Eðy i Þj < c, Pr
Thus we have
By union bound,
Applying r 0 2 n 2 =ðc a m A 2 ðL 0 Þlog n 1 Þ with < 0:5 and c a ¼ 208, we have
Dual Conditions
It remains to prove Theorem 3.1 by two steps:
1. Dual Conditions: Identify the sufficient conditions for ðZ ¼ A þ L 0 ; S ¼ S 0 Þ to be the unique optimal solution to the LRR problem (4). 2. Dual Certificates: Show that the dual conditions can be satisfied, that is to say, construct the dual certificates. The dual conditions are presented in the following lemma.
Lemma 4.6. Let the SVD of A þ L 0 be USV T . Denote P T ðÁÞ ¼ P U ðÁÞ þ P V ðÁÞ À P U P V ðÁÞ. Suppose P U A ðU 0 Þ ¼ U 0 and T A 0 \ V ¼ f0g (which follows from Lemma 4.4 provided that r 0 < 1 À ). Then ðA þ L 0 ; S 0 Þ is the unique optimal solution to the problem in (4) if there exists a matrix F that obeys
Proof. By standard convexity arguments [32] , ðA þ L 0 ; S 0 Þ is an optimal solution to (4) if
By (b) and (c),
Thus, the conditions (a), (b), (c), and (d) are sufficient to ensure that ðA þ L 0 ; S 0 Þ is an optimal (but might not unique) solution to the problem in (4).
Next, we shall prove that ðA þ L 0 ; S 0 Þ is the unique solution to (4) 
By the duality between the nuclear and the operator norms, there exists kY 0 k ¼ 1 such that hY 0 ; P ?
V ðDÞk 1 . These, together with the convexity of the nuclear and ' 1 norms, give that
Since kW k < 1 and kP ? V ðF Þk 1 < 1, the above equalities cannot hold unless D 2 V and D 1 2 T . By Lemma 4.3,
Þ is the unique optimal solution to the LRR problem in (4). t u
Dual Certificates
To construct a matrix F which satisfies the dual conditions listed in Lemma 4.6, we need the inverse of P T A , and its inverse operator is given by
defined and has an operator norm not larger than 1=ð1 À c 2 Þ. Note that
Thus for any M 2 P T A 0 the following holds:
Similarly, for any M 2 P T A 0 , we also have ðI þ
The next lemma completes the construction of the dual certificates.
Lemma 4.8. Let
where U and V are the left and right singular vectors of A þ L 0 , respectively. If the conditions stated in (11) are obeyed, then the above F using ¼ 1= ffiffiffiffiffi n 1 p satisfies (with high probability) the dual conditions (a), (b), (c) and (d) listed in Lemma 4.6.
Proof. (a): By Lemma 4.3,
We have
Hence,
In the following, we shall bound the sup-norm of each term individually. The proof for kF 2 k 1 needs to access the distribution of sgn S 0 ð Þ. When the signs of the nonzero entries of S 0 are Bernoulli AE1 values, i.e., sgn S 0 ð Þ ¼ P V ðCÞ with C being a random sign matrix as in Lemma 4.5, we have indeed proven
provided that kPk 1=ð1 À r 0 À Þ 2, which follows from
So it remains to prove that
To obtain a tight bound for kF 1 k 1 and an accurate estimate to , we define as follows the third coherence parameter of L 0 : t u Definition 4.1. For L 0 2 R mÂn of rank r 0 , its third coherence parameter, associating with a dictionary A that satisfies
where k Á k 2;1 denotes the largest ' 2 norm of the columns of a matrix, and t A is the condition number of A.
With this notation and kPk 1=ð1 À r 0 À Þ, we have
Now, it is easy to see that kF 1 k 1 < 1 À is proven by ¼ 1= ffiffiffiffiffi n 1 p and
By 0 < < 0:5, the above inequality holds when
Þðsgn S 0 ð ÞÞ;
where P is defined the same way as in (c).
holds with large probability. By kPk 2 (which follows from r 0 < 0:5 À ) and ¼ 1= ffiffiffiffiffi n 1 p ,
For the second term, H 2 , we have
Notice that
So,
Now, applying kðA T Þ þ UV T k kA þ k, kPk 2, and
In summary, the dual condition (d) is proven by kH 1 k þ kH 2 k < 1, which holds provided that
Discussions. By merging together the conditions in (15), (17) and (18), we reach the condition of
Empirically, as shown in Fig. 4 , m A 3 ðL 0 Þ is a small value around 1, and thus 1=ð12kAk þ 2t A Þ 2 would be much
Lemma 4.5 requires c a ! 208). Moreover, without loss of generality, we could assume that kAk ¼ 1 (this can always be achieved by resealing the values in A). Hence, we claim r 0 < 1=ð12 þ 2t A Þ 2 À for the convenience of readers.
Proof of Theorem 3.2
The proof is almost the same as for Theorem 3.1. The main difference is that we need to replace T A 0 and m A 2 ðL 0 Þ with U A and m 1 ðAÞ, respectively. With these notations, the dual certificate F is constructed as
In this case, we have
Hence, the dual condition (d), kP
, is naturally satisfied. So, we only requires r 0 < 0:5 À .
Proof of Thoerem 3.3
Proof. Let ðZ Ã ; S Ã Þ be an optimal solution to (12) . Denote
In a similar way as in Lemma 4.6, we construct Y and H such that hY;
V ðN L Þk 1 , and sgn S 0 ð Þ þ H is a subgradient of the ' 1 norm at S 0 . By the optimality of ðZ Ã ; S Ã Þ, 
which gives that
Now, we have (assuming kAk ¼ 1)
We also have Hence,
Proof of Theorem 3.4
The proof is almost the same as for Theorem 3. 
EXPERIMENTS
Our main result, Theorem 3.1, is useful in both supervised and unsupervised environments. Yet, for the fair of comparison, in the experiments of this paper we shall focus on demonstrating the superiorities of our unsupervised Algorithm 1 over RPCA.
Results on Randomly Generated Matrices
We first verify the effectiveness of our Algorithm 1 on randomly generated matrices. We generate a collection of 200 Â 1;000 data matrices according to the model of X ¼ P ?
V is a support set chosen at random; L 0 is created by sampling 200 data points from each of five randomly generated subspaces, and its values are normalized such that kL 0 k 1 ¼ 1; S 0 is consisting of random values from Bernoulli AE1. The dimension of each subspace varies from 1 to 20 with step size 1, and thus the rank of L 0 varies from 5 to 100 with step size 5. The fraction jVj=ðmnÞ varies from 2.5 to 50 percent with step size 2.5 percent. For each pair of rank and support size ðr 0 ; jVjÞ, we run 20 trials, resulting in a total of 8,000 (20 Â 20 Â 20) trials. Fig. 5 compares our Algorithm 1 to RPCA, both using ¼ 1= ffiffiffiffiffi n 1 p . It can be seen that the learnt dictionary matrix works distinctly better than the identity dictionary adopted by RPCA. Namely, the non-black area (including white and gray areas) of our algorithm is 44.6 percent wider than that of RPCA! These results illustrate that our Algorithm 1 is effectual in relieving the challenges arising from the mixture structure of multiple subspaces.
Results on Motion Sequences
We now experiment with 11 additional sequences attached to the Hopkins155 [22] database (i.e., Hopkins155 Extended). In those sequences, about 10 percent of the entries in the data matrix of trajectories are unobserved (i.e., missed) due to visual occlusion. We replace each missing entry with a number from Bernoulli AE1, resulting in a collection of corrupted trajectory matrices for evaluating the effectiveness of recovery algorithms. We perform subspace clustering on both the corrupted trajectory matrices and the recovered versions, and use the clustering error rate produced by existing subspace clustering methods as the metric to evaluate recovery methods. We consider three state-of-the-art subspace clustering methods: Shape Interaction Matrix (SIM) [33] , LowRank Representation with A ¼ X [17] (referred to as "LRRx") and Sparse Subspace Clustering (SSC) [34] . Table 2 shows the error rates of various algorithms. Without the preprocessing of data recovery, all the subspace clustering methods fail to accurately categorize the trajectories of motion objects, producing error rates higher than 20 percent. This illustrates that it is important for motion segmentation to correct the gross corruptions possibly existing in the data matrix of trajectories. By using RPCA ( ¼ 1= ffiffiffiffiffi n 1 p ) to correct the corruptions, the clustering performances of all considered methods are improved dramatically. For example, the error rate of SSC is reduced from 22.9 to 9.5 percent. By choosing a better dictionary (than the identity) for LRR ( ¼ 1= ffiffiffiffiffi n 1 p ), the error rates can be reduced again, namely from 9:5 to 5:7percent, which is a 40 percent improvement. These results verify the effectiveness of our dictionary pursuit strategy in realistic environments.
CONCLUSION
In this paper, we studied the problem of disentangling the low-rank (L 0 ) and sparse (S 0 ) components in a given data matrix. Unlike previous work, which often assumes that the data samples in L 0 are drawn from a single subspace, we considered the case where the structure underlying L 0 is a union of several subspaces. To handle such mixture data, the state-of-the-art RPCA method is not good enough, because the incoherent condition is actually inconsistent with the structure of multiple subspaces: When the subspace number goes large, the row-coherence parameter will enlarge and therefore the performance of RPCA degrades. To overcome the challenges arising from mixture data, we mathematically proved that it was sufficient to construct a proper dictionary matrix A for LRR. Furthermore, we established a heuristic algorithm that utilizes RPCA to approximately pursue a qualified dictionary in an unsupervised fashion. Experimental results showed that our algorithm performed better than RPCA. Ping Li received the PhD in statistics and the master's degree in electrical engineering and computer science from Stanford University. He is currently associate professor in statistics and associate professor in computer science at Rutgers University. His current research focuses on developing hashing algorithms for large-scale search and learning. He received a prize in the 2010 Yahoo Learning to Rank Grand Challenge. He received the Young Investigator Award (YIP) from the AFOSR and Young Investigator Award (YIP) from the ONR.
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