In a group decision making setting, we consider the potential impact an expert can have on the overall ranking by providing a biased assessment of the alternatives that differs substantially from the majority opinion. In the framework of similarity based averaging functions, we show that some alternative approaches to weighting the experts' inputs during the aggregation process can minimize the influence the biased expert is able to exert.
Introduction
Fundamental to the group decision making problem is the aggregation of expert preferences into an overall preference relation that can be used as a basis for ranking the alternatives. While the arithmetic mean represents the standard operator of choice, the focus on consensus guided aggregation in recently proposed systems has called for the consistency, expertise and agreement between experts to be incorporated into the decision making process. In the field of soft, or fuzzy computing, the term consensual processes usually refers to multi-stage models where expert preferences are iteratively revised based on proximity to the overall opinion until a final decision can be reached (see, for example [1, 2, 3, 4, 5] ).
Underlying the use of the arithmetic mean (or its weighted versions) in consensual processes are a number of assumptions, including those regarding the independence of input sources, the distribution and accuracy of assessments, and so on. A particularly significant assumption is that all assessments are provided in good faith. We need only look to community-based ratings online or news reports of corruption to note that this will not always be the case (see [6] for an example of some recent research in this area). If a decision system has the potential to be exploited, then chances are that at some time it will be.
We use the following example to illustrate this and motivate the investigations of this paper.
Example 1 A government department evaluates tenders from 4 software companies {A, B,C, D} to implement an automated fare system on a public transportation network. There are 4 experts in the government department who are each to express their preferences over the set of tender applications. Three of the experts are unanimous in their rankings, believing the order should be A B C D. Expert 4, however has been bribed to give preference to company B. Knowing the reasonable ranking for the companies, expert 4 attempts to exploit the aggregation procedure by providing a ranking of B C D A, hoping to bring down the ranking of company A enough so that B wins the tender.
In a group decision making context, one method to try to prevent situations where expert 4 can influence the final result is to allocate importance to each of the experts based on how similar they are to the rest of the group. The rationale here is that experts with extreme scores (whether deliberate or due to lack of knowledge, input error etc.) should not have their votes counted as significantly as those with opinions closer to the majority. In the study of aggregation functions, this problem can be considered in the framework of outlier detection and noise reduction, with a number of functions available (such as the density-based averages in [7, 8] ) which can limit how much an extreme value (or set of extreme values) can influence the overall evaluation.
In this contribution we pay attention to consensus guided approaches to weights allocation and investigate how susceptible some existing approaches are to biased manipulation such as the situation in Example 1. We focus on additively consistent pairwise preferences (which can be obtained from an underlying vector of scores) and the combined preference relation that would be used as a basis for making recommendations to the experts in the first consensus round. We find that if weights are determined from the entire preference relation, biased experts may be able to manipulate the consensus process. We therefore make mention of some alternative weight allocation methods and investigate whether altering the structure of the aggregation process could be useful in limiting the effect of outliers.
The paper will be set out as follows. In Section 2 we give an overview of the group decision making problem with fuzzy preference relations and the basic definitions of aggregation functions that will be necessary for the rest of the paper. In Section 3 we provide an example of how some existing consensus systems can be influenced by a corrupt expert and for specific assumptions provide theoretical bounds on the extent to which he or she can alter the results. In Section 4, we consider the problem of how to weight the experts in a way that discourages extreme preferences but still takes into account any 'reasonable' preferences provided by the experts. In Section 5 we explore whether aggregating the preference pairs 16th World Congress of the International Fuzzy Systems Association (IFSA) 9th Conference of the European Society for Fuzzy Logic and Technology (EUSFLAT) individually can alleviate the problems associated with allocating importance based on an overall measure of similarity. We note the ramifications that this may have on the consistency of the combined preference relation. Finally, in Section 6 we conclude and discuss further directions for research.
Preliminaries
In this section we will present the concepts, definitions and notation relevant to the rest of the paper.
Group decision making
We consider a group of m experts V = v 1 , v 2 , . . . , v m expressing their preferences over a set of n alternatives U = u 1 , u 2 , . . . , u n . An expert expresses his or her preference for alternative i over j with the value p i j ∈ [0, 1] with p i j > 0.5 indicating that u i is preferred to u j . A value of 0.5 is interpreted as the two alternatives being considered equal by the expert, while a value less than 0.5 indicates that u j is preferred to u i .
Although in practice an expert's thinking can sometimes be contradictory or inconsistent, we can impose a number of constraints on the set of preferences that ensure logical behavior. Since a preference relation is assumed to infer an ordering over the set of alternatives, these constraints correspond with the properties of reflexivity, i.e. that p ii = 0.5; asymmetry, that if p i j > 0.5 then p ji < 0.5 and vice-versa; and transivitity, i.e. that if p i j > 0.5 and p jk > 0.5 then p ik > 0.5. More strictly, we have the notion of additively consistent preference relations, which require p ik = p i j + p jk − 0.5. There are a number of existing methods for converting an expert's supplied preferences into an additively consistent preference relation and we also note that there exists the notion of multiplicative transitivity or multiplicative consistency [9] . However herein we will assume preference relations that are additively consistent.
Given a set of raw scores x 1 , x 2 , . . . , x n ∈ [0, 1] provided by each expert over the set of alternatives, we can obtain an additively consistent preference relation using
Aggregation functions
The usual approach in group decision making is to combine the preference relations of multiple experts into an overall preference relation. For this, we use aggregation functions [10, 11, 12] .
is a function non-decreasing in each argument and satisfying A(0, . . . , 0) = 0 and A(1, . . . , 1) = 1.
In particular, we are usually interested in averaging functions, i.e. those bounded by their inputs such that for a set of inputs
The standard averaging aggregation function adopted in most practical contexts is the weighted arithmetic mean (WAM), which is defined with respect to a weighting vector, w. Definition 3 Given a weighting vector w, the weighted arithmetic mean is given by
The weight w i is indicative of the importance of the i-th contributing input. In the case of group decision making, this could be the importance or reliability of an expert, or the proportional representation of a particular profile. For example, if we have 37% of shareholders supporting a particular opinion, then a weight of 0.37 can be allocated to that opinion. On the other hand, another important class of weighted averaging functions used in soft-computing and decision making are the ordered weighted averaging (OWA) operators [13] . The OWA weights are assigned based on the magnitude of the inputs.
Definition 4 Given a weighting vector w, the Ordered Weighted Averaging (OWA) function is
where the σ (.) notation denotes the components of x being arranged in non-increasing order
The OWA is capable of expressing a number of order statistics such as the maximum function, with w = (1, 0, ..., 0), and the minimum with w = (0, ..., 0, 1). It is also convenient for expressing the median, w k = 1, for n = 2k + 1 (n is odd) or w k = w k+1 = 0.5 for n = 2k (n is even) and w i = 0 otherwise. A further development of the OWA operator considered re-ordering weights based on an auxiliary variable [14, 15] . The definition of the induced OWA (IOWA) is presented here as given by Yager and Filev in [14] , in particular, their convention for ties is used.
Definition 5 Given a weighting vector w and an inducing variable z the Induced Ordered Weighted Averaging (IOWA) function is
where the η(.) notation denotes the inputs x i , z i reordered such that z η(1) ≥ z η(2) ≥ . . . ≥ z η(n) and the convention that if q of the z η(i) are tied,
An inducing variable can be based on any notion that associates a variable with each input x i . Where x i provides information to be aggregated, z i provides some information about x i , e.g. the importance, distance from the source, time displacement of the reading etc. The input pairs x i , z i may be two independent features of the same input, or can be related by some function, i.e.
As many authors have shown, the IOWA provides a useful framework for modeling an aggregation based on consensus or agreement between the inputs. Examples include the consensus-based operator of Pasi and Yager [16] . Approaches to defining and characterizing weights associated with OWA operators have recently been discussed in [17] .
Assigning weights by similarity in consensual processes
A typical framework for a consensual process is to first obtain a set of pairwise preference relations over a set of options or alternatives from each expert (which may involve pre-processing or some iterative process to ensure consistency). Following this, the preference matrices are aggregated into a combined preference relation (CPR) and the level of consensus amongst the experts is established. From this information, suggestions are made to the experts to revise their preferences so that they are closer, overall, to the CPR and their new preferences are then used to construct an updated CPR and so on until a satisfactory level of consensus is achieved. Recommendations could be in the form of suggested preference values, e.g. "consensus will increase if you assign the preference p 34 = 0.57"; or statements identifying large disparities with the rest of the group, e.g. "you gave the least preference to alternative A, however this was the most preferred alternative by the majority of experts". Given the strong dependence of revised individual preference relations on the initial CPR, herein we focus on the impact an expert may have during the first iteration, from which the first round of suggestions are made and an initial level of consensus is determined.
Summary of consensual process
Overall, the similarity is essentially the average difference between each of expert k's preferences p k i j and those supplied by the rest of the group. It can be calculated succinctly using the triple sum,
(9) These similarity degrees are used to calculate the relative weight w k of an expert using,
These weights are incorporated into the aggregation of the individual fuzzy preference relations P k resulting in a collective fuzzy preference relation given by,
where '·' denotes the standard multiplication of a matrix by a scalar. The final stages of this first iteration are to calculate the proximity degree of each expert to the CPR by taking the average of 1 − |p k i j − p CPR i j | for all entries in the preference matrix, and then to merge together the proximity degrees and similarity degrees to give an overall consensus between each expert and the group. If an expert has a consensus level lower than the threshold value (often around 0.8), recommendations will be given to update the preferences that are most different from the collective fuzzy preference relation.
The rationale for using similarity to guide the weight process is clear: we want to downgrade the weights of any expert who differs from the majority, while those who have supplied preferences similar to the rest of the group should be given a higher weight. This weighting is similar to that used in nearest-neighbor type aggregation.
Numerical example
A potential problem, however is that since similarity is calculated across the entire preference matrix, the weight allocated to an 'extreme' expert may not be sufficiently low to minimize the impact on the CPR that is obtained in the first iteration, and furthermore identify when an expert is providing 'unreasonable' scores and should be required to think more carefully when updating their preferences. We can illustrate this idea with the following example.
Example 2 (continued from Example 1) The experts each provide a set of evaluations from which an additive pairwise preference relation is constructed using Equation (1) Using Equations (9) and (10) In other words, by providing a biased opinion for one alternative, expert 4 has been able to change the ranking (despite being outnumbered 3 to 1). If the experts are asked to adjust their scores toward increasing the level of consensus, each of the experts 1-3 will receive the feedback that consensus can be increased if they allocate less preference to company A.
We note that a single example does not negate the usefulness of the consensus method. Indeed, expert 4 still has the lowest overall consensus to the group. However this example highlights two stages of this process at which the monotonic behavior of the arithmetic mean can be exploited. The first is that one extreme preference has an equivalent influence on the similarity degree calculation as would be exerted by a number of small differences in preferences. The biased expert can provide reasonable preferences for companies B,C, D in order to hide the effect of providing an extremely low value for company A. Conversely, when the number of experts is small, the extreme preference will have a significant impact on the score, in this case bringing down the ranking of alternative 1 to second place 2 .
To gain a further insight into this characteristic of the proposed consensus process, we ran experiments where we randomly generated 4 sets of additively consistent pairwise preference relations 3 . We calculated the relative weight that would be assigned to each expert, and recorded the maximum and minimum weight each time. We ran this experiment 1000 times using the R software package [19] . With four experts and four alternatives, the minimum weighting given to an expert over these trials was 0.1926 while the maximum weighting was 0.2818. It is clear that in general, the influence of any expert is very likely to remain quite significant when generating the initial CPR. We note that this also has an impact on the resulting proximity allocated to this expert, since their preference relation made a relatively large contribution to generating the CPR from which it is measured.
Analysis of similarity calculations in a 4 expert, 4 option model
Here we investigate the conditions under which a biased expert could affect the overall ranking in the scenario provided in Examples 1-2. Clearly if experts 1-3 all expressed their preference for company A over company B as p i j = 1, which is equivalent to providing raw scores x 1 = 1 and x 2 = 0, then expert 4 will not be influential enough to change the ranking between these two alternatives. We consider potential strategies that could be used by expert 4:
1. provide the same raw scores to each of the companies B,C and D to maximize similarity to the rest of the group and a score of 0 to company A in order to downgrade its overall preference; 2. provide the same raw scores to companies C and D, then allocate 0 to company A and 1 to company B in order to maximize the preference for B over A.
In the following we will use the indices 1 − 4 corresponding to options A−D accordingly, so the preference p 12 indicates the allocated preference for option A over option B.
All experts have the same preferences over B,C, D
In this case, the preferences involving i, j ∈ {2, 3, 4} will all be equal and we need only focus on differences in the preferences p 12 , p 13 , p 14 and their symmetric cases. Furthermore, for sim k when k = 1, 2, 3, we need only take account of differences to expert 4. We will use k to denote the three experts in the consensus group and l to refer to the biased expert. Using Equation (9) we have n(n − 1)(m − 1) = 36 and hence the similarity level simplifies to,
For the final expert, we will need to multiply the differences by 3, so we have
We can assume that in each case p k i j > p l i j since expert l is trying to bring down the ranking of option 1. We can represent these absolute differences in terms of the raw scores using Equation (1), giving
Since we assume that the raw scores (and resulting degrees of preference) for x 2 , x 3 , x 4 are the same, we therefore simply have
.
,
Focusing on the preference for option 1 over option 2, we have p
which in terms of x k 1 , x l 1 will be
The biased expert can exert the largest influence on the overall degree of preference using x l 1 = 0. To find the threshold at which preference can be given to option 2, we set x k 1 = 1 and p CPR 12 = 0.5 then solve for x k 2 . We omit the steps for brevity, noting that the solution yields x k 2 = 11 14 ≈ 0.7858. Experts 1-3 would hence have to provide a raw score for company B of 0.7858 or lower to ensure that the biased expert could not affect the overall ranking. This is equivalent to a preference 4 of 0.6071 or higher for option 1 over option 2. 4 We note that a translation of the raw scores, i.e. x k 1 = 0.8, x k 2 = 0.5858 would lead to the same preferences and the same overall result.
3.3.2. The biased expert also increases the score given to option 2 (as well as decreasing option 1)
In this case, we will have differences in p 12 , p 13 , p 14 , p 23 , p 24 and the symmetric cases. We further assume that p k 23 ≤ p l 23 and p k 24 ≤ p l 24 . Taking this into account, similar to the previous case, Equation (9) will reduce to
This leads to an overall preference expressed as
To test the threshold at which the fourth expert can affect the decision, we assume x k 1 = 1, x l 1 = 0, and lastly that x l 2 = 1. Solving for p CPR 12 = 0.5 and x k 2 in this case leads to the quadratic,
The obtained value is approximately 0.7446. This means that if the three experts give a score of 1 to option 1 and option 2 has a score below 0.7446 (or equivalently that the preference for option 1 over 2 is above 0.6277), then the 4th expert will not be able to affect the order, however if the results are closer than this, then it will be possible to supply preferences that can affect the ranking.
A question we might ask is whether three experts providing a preference of p i j = 0.6 should be significant enough to result in an overall preference of p CPR i j > 0.5. In the following two sections, we propose some alternative approaches to weighting the experts that attempt to minimize the influence of an unreasonable and extreme score provided by a single expert.
Alternative ways to weight the experts
In this section we investigate two approaches to weighting the experts' preferences in order to avoid situations where unreasonable scores can upset the ranking, however which still utilize the similarity calculations. In the first case, we consider predefining the weights to the experts according to their degree of similarity to the rest of the group, while in the second case we consider transformation functions of the similarity evaluations.
IOWA operator with predefined weights
We consider aggregation of the experts' preference matrices using the IOWA operator, i.e.
where η(k) denotes the expert with the k-th highest similarity rating. In other words, we use the auxiliary variable z k = sim k so that the expert with the highest overall similarity to the group is associated with w 1 , the second highest with w 2 and so on. Assuming that expert 4 provides an evaluation of 0 for the preference p 12 , the aggregated value will hence be p
So if w 4 = 0.1 then any preference above 0.5/0.9 ≈ 0.5556 given by experts 1 to 3 (or a difference of x 1 − x 2 = 0.1111 in the raw scores) would be enough to ensure that the last expert had no influence. The weighting vector w = (1/3, 1/3, 1/3, 0) would mean that expert 4 in Example 1 would have no influence on the initial CPR at all, while other alternatives that could enforce this would be decreasing vectors such as w = (0.6, 0.3, 0.1, 0).
There is still the potential problem that two experts could collude and exert an unfair influence on the CPR. In fact, allocating too high a weight to any expert still leaves the consensual process vulnerable to manipulation. Consider the following example.
Example 3 A consensual process utilizes the preference relation of the expert with the highest degree of consensus as its initial combined preference relation. In evaluating the same 4 software companies from Example 1, the following information is provided by experts 1-3, Even though all experts provide a preference ordering of A B C D, expert 4 is still able to exploit the differences in their pairwise preferences by providing a median score for companies C and D then keeping A and B close to the existing evaluations however with B A. If the expert provides the vector (0.9, 1, 0.5, 0.2), the overall similarity will be 0.8833 while experts 1-3 will have a similarity of 0.8722 and so expert 4's preferences will be used as the representative CPR and company B will be leading the tender application in the first round.
While we wish to minimize the effect of outliers, it may still be desirable that everyone contributes to the final evaluation, i.e. we discount outliers in the average rather then omit them from the data 5 . In the following we consider using transformations of the sim k evaluations.
Transforming the similarity functions rather than using raw scores
Here our aim is to utilize the similarity calculations but to ensure that the weights are more sensitive to large differences amongst the experts. In this case, as an expert's position becomes more extreme, their contribution becomes less significant at an increasing rate. We consider the following three transformations:
The rational behind ψ 1 and ψ 2 is to make the weight disparity higher as the similarity levels decrease, while ψ 3 scales the similarity calculations to the unit interval, since the absolute minimum similarity between two consistent experts is 1/3. Table 1 gives an idea of how substituting these similarity equations can affect the initial aggregation of the consensus process. We focus on the aggregated preference for company A over company B (i.e., p CPR 12 ) and the weight that is allocated to the biased expert (w 4 ). In all cases, if expert 4 provides preferences that correspond with the raw scores x = (0, 0.8, 0.5, 0.2), i.e. trying to maximize the similarity score by providing identical scores for companies B,C, D, the overall preference still has company A as preferred to B. However for ψ 1 and ψ 3 , the expert can still push the preference higher by providing a higher score for B, even though it decreases the overall similarity. On the other hand, ψ 2 has a desirable effect of decreasing the weight allocated to expert 4 to the extent that the decrease to the preference p 4 12 actually results in a small increase to the overall preference p CPR 12 .
Aggregating across individual cells
The calculation of similarity by using all pairwise preferences across the entire preference relation may miss the identification of a single or a few small extreme values. While using ψ 2 provided the desired behavior in the given example, we note that an honest expert providing reasonable scores could be allocated a small weight even though their scores are not extreme. For example, suppose expert 4's preferences correspond with the raw scores x = (0.8, 1, 0.3, 0.4). Admittedly, the expert's preferences differ to the rest of the group, however the differences could be consistent with a natural difference in opinion. The corresponding weight using ψ 2 would
Using an IOWA in approach (c) will have similar ramifications as was the case in Section 4.2, however with similarity only being measured across the preference pairs at hand. The weight w 4 then directly controls the maximum effect that a single extreme score can have on the aggregation.
Conclusion and future work
Although consensual processes usually involve many rounds of mediation and the potential for experts to change their scores, it seems important that these experts are being asked that their scores converge toward an aggregated value that reflects a majority viewpoint rather than one which has been biased by a minority of the experts. In this paper, we have investigated the problem of experts providing an unreasonable or biased evaluation in providing their initial preferences. In a 4-expert setting, we have shown the extent to which a single expert can affect the ranking of alternatives, even when 3 out of the 4 are unanimous in their evaluations. It is clear that even with more decision makers, there will always be cases when one or more biased experts can exert undue influence on the initial combined preference relation. We have suggested a number of approaches that could be employed in consensual process to alleviate this potential problem. Of course, the best method depends on the structure of the consensus process and interpretations surrounding it: how preference scores are interpreted, how the consensus threshold is used, whether the strength of preference is more important than the ranking of alternatives and so on. The problem of potential manipulation or influential noise in aggregated scores, however is not one that is unique to group decision making, and so the study of similarity-guided aggregation functions has been a growing area with many practical applications. In future work, we will continue to look at the usefulness of these approaches in other scenarios, in particular towards a characterization of functions in terms of the extent to which collusion attacks or extreme values can influence the output.
