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Abstract. In various applications, the counting of objects based on image data 
plays a pivotal role. In this paper we first conducted a literature review to display 
the state of the art in counting objects and summarized the results by extracting 
several important concepts that describe the counting problem as well as the 
solution. In a second step we applied this knowledge to yield prognosis in 
vineyards, where we used Deep Learning models to detect the objects. While 
these methods used in the detection step are state of the art and perform very well, 
several problems are usually introduced by the constraint of only counting an 
object once in the counting step. We provide a solution for this common problem 
by identifying unique objects and tracking them throughout a sequence of images 
in order to avoid counting objects more than once, resulting in an automated yield 
prognosis model for vineyards. 
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1 Introduction 
The forecasting of economical features like profit plays an important role in predictive 
analytics in the age of digitization. In addition to the service and manufacturing 
industry, the commodities sectors, especially the field of agrarian management  can 
benefit a lot from disruptive and innovative processes that follow up the digital 
transformation process [1].  Especially the scientific field of artificial (AI)  with its 
subsidiary field of machine learning (ML) aims to provide a solution to problems that 
are either very cumbersome for humans to tackle or simply impossible [2]. However, 
there are still some fields, where artificial intelligence can help to tackle problems that 
are otherwise cumbersome to tackle.  
One of these fields is yield prognosis in the context of agrarian management [3, 4].  
The yield prognosis task within vineyard management is often times very labor 
intensive and subject to errors generated by bad and subjective sampling [5]. In addition 
to that the manual labor sampling techniques have very poor scaling behavior towards 
larger vineyards. While there are some automatic approaches using complex lighting 
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camera techniques to provide image data for statistical models, they are for the most 
part even more costly than the actual manual labor sampling process and have to be 
reapplied every time since the models are subject to various spatial and temporal factors 
like terrain, season and time of day.  
While the problem of decision support systems that excel in the task of predicting 
profits based on yield prognosis is well established in IS-research, companies often 
times fail to leverage new analytic tools to harness business values from growing 
amounts of data [6–8]. While most systems promise improved results in terms of 
prediction performance, they come with high barriers in terms of application 
interpretability and required computational power [9, 10]. Therefore, the construction 
and evaluation of AI technologies like deep learning systems (DLS) in the context of 
business problems should be considered a vital research interest in IS research [11]. We 
construct such systems by transferring known algorithms for object counting to the 
problem of yield prognosis.  
The task at hand can therefore be reformulated as finding a model that is able to 
count agrarian entities like grape berries and whole plants of grape vines. This task adds 
an additional and important step in the data analysis process: Besides the usual 
description of data selection, data preparation, modeling and evaluation we add a 
counting step after the model phase since basic detection is not enough to provide a 
yield prognosis.  
Our goal is to provide several solutions to solve the underlying problems of object 
detection (modeling phase) and yield prognosis (counting phase) and we therefore 
employ a two-step-approach: Following a proposed IS research gap by Gordon et al. 
2013, we review related work on intelligent systems based on Artificial Neural 
Networks (ANN) for the task of both object detection and counting the identified 
objects, propose a systematization of the whole context and secondly evaluate state-of-
the-art existing approaches for object recognition in combination with novel  
approaches for the counting step using image data collected from different vineyards 
throughout Europe. The paper is therefore structured as follows: In the next section we 
provide a description of the criteria for our literature review and the subsequent 
conceptualization of approaches for object counting.  
We then proceed to describe the underlying data and analysis process for our data 
science study in Section 3. In Section 4 the results are provided and discussed with 
regard to the problem at hand. The last section provides a summary as well as research 
limitations and an outlook. 
2 Preliminaries and related work 
The task of counting objects based on image data has a wide variety of application 
domains, for example, counting cells on microscopic images or the surveillance of large 
people crowds as well as counting life stock or plants and trees from satellite or drone 
images [13]. Counting objects on various images is an exhausting and failure heavy 
process for humans, especially when the data sources contain multiple images (e.g., 
from video data) that needs to subject to automation for the reason of efficiency [14]. 
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However using intelligent systems to count provides a lot of obstacles to overcome like 
hidden objects, fuzzy borders between objects or change of perspective [15]. Often 
times the counting process needs to provide additional information like the number of 
objects in a certain area (e.g., in air surveillance or agricultural analysis of plant 
positioning). Loy et al. differentiate between three basic approaches to counting: 
counting by detection, counting by segmentation and counting by regression [16]. 
Counting by detection is a two-step approach that first uses localization through object 
detection (e.g., through the use of a detection model like a convolutional neural 
network) and then proceeding to counting the detected objects. Counting by 
segmentation uses multiple images and groups consistent motions throughout the 
images to estimate the object number. Counting by regression is modeled after the 
human counting techniques for estimating or “guessing” object numbers without 
complete enumeration. The growing field of Artificial Intelligence (AI) and Deep 
learning (DL) enables the application of Artificial Neural networks (ANN), especially 
convolutional neural networks (CNN) for counting objects. While recent benchmarks 
suggest that counting by regression outperforms the standard counting by detection it 
is very cumbersome in the model development phase, since relevant features that help 
“guessing” the right number have to be crafted by hand for every situation. A CNN 
requires only labeled training sets and can learn higher order features by itself [17]. A 
well trained CNN can also be generalized in its architecture to be applied to different 
objects, e.g., a model that is used to count apples can be trained to count cars without 
changing the model structure [17]. Related surveys on these topics for both manually 
generated features and automated feature generation with deep neural networks are 
provided by [16] and [18] respectively. The surveys provide insights in the 
effectiveness of the different counting methods. It is suggested that standard counting 
by detection, while the most precise, fails to live up to the task in cases of images 
containing a large number of objects. The disadvantage of counting by segmentation is 
obviously that it cannot be applied to single picture data but needs a consistent stream 
of pictures with time stamps as they would be generated by videos. While counting by 
regressions seems to overcome both disadvantages, it often times requires the extraction 
of low-level features in order to estimate a density function on the domain of those 
features that reflects the density of objects for every pixel in an image. Integrating then 
leads to a cumulative function that produces an estimate of the total number of objects 
in an image [18]. However with the use of DL a certain degree of automation and 
general applicability can be achieved [19]. Before we evaluate some of the above 
mentioned approaches for the problem of yield prognosis in the agrarian management 
of vineyards, we provide a general overview over DL and ANN based algorithms for 
object counting by conducting a structured literature review.  
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3 Research Methodology and Literature Review 
3.1 Research method 
The research goal (RG) of this paper is (1) to provide an extensive state of the art 
overview of neural network based counting algorithms and (2) provide and evaluate a 
set of methods to overcome some of the problems that are inherent to counting by 
detection using data from a case of agrarian management of vineyards.  
In order to provide a survey of related literature as formulated in  RG (1) we 
employed a literature review with content analysis [20]. For the data science study 
formulated in  RG (2), we use a study design as suggested by [21]. The structure of our 
data science study follows the KDDM approach by [22]. It is divided into six basic 
phases: i) domain understanding, ii) data understanding, iii) data preparation, iv) 
modeling, v) evaluation, and vi) deployment. Since the system we developed is a non-
productive system without deployment we omit this phase from our research process.  
As mentioned earlier we add a counting phase after the modeling phase, since using 
ANN algorithms to detect the objects is not enough. The counting step confronts us 
with the problem of unique entity counting, meaning that every object should only be 
counted once in order to provide a valid yield prognosis. We supply solutions to solve 
both problems – object detection as well as unique counting in our data science study 
for yield prognosis of vineyards.  
For the identification of relevant literature we conducted a search with the terms 
“count” and either of the keywords “deep learning” or “neural network” in the databases 
Science Direct, EBSCOhost, IEEE Xplore and arXiv. Both the terms and the database 
choices cover the area of interest as suggested by RG (1). The search was conducted in 
a way, that the terms had to be present in at least one of the following meta data of the 
paper: abstract, title or keywords, where we explicitly defined the search string in a way 
that the term “count” had to be present in the title as a necessary condition. Initially 321 
relevant papers were identified. We then proceeded to apply subjective filtering by 
screening the title (131) and then the abstract (87) for relevance. After removing 
duplicates and conducting a backward search we finally yield 99 relevant papers. A 
forward search based on the 99 papers revealed no additional results. The subjective 
filter was implemented based on some relevancy checks: (A) counting objects had to 
be a core topic of the paper, which prevented the inclusion object tracking or object 
recognition heavy papers; (B) the paper needed to be an original work rather than a 
survey, so that only papers that describe a method in-depth will be included in the 
overview; (C) the method was based on image rather than video data; (D) the article 
had to include neural networks (either standard or deep learning), since that was the 
focus of our research goal.  
From our result set we were able to extract six core concepts that describe the various 
existing counting methods and their application environments: architecture, number of 
objects, density of objects, background dynamics, output, training data and type of 
counting. In the next section we provide the description of those concepts with the 
respective results from the literature review. 
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3.2 Literature Review results 
Architecture. This concept distinguishes the counting methods based on extent and 
type of elements in the data analysis process responsible for counting. First we 
distinguish systems that only use one step processes (22/99), resulting in a single ANN 
that can be trained as a whole. Typically those networks were based on CNN 
architectures (e.g., [23–25]). Those methods typically use local and/or global features 
(Type of Counting is feature based) to determine the object density per pixel or partial 
and whole images. Another one step ANN involves classification whether an object is 
present in a given part of the image or not (Type of counting = Detection based) (e.g., 
[26]). Secondly there are counting systems that use multi steps that only involve ANN 
algorithms (16/99). Often times this extraction of partial images and then using it within 
a regression model (e.g., [27–29]). This machine based feature extraction provides 
advantages in scenarios with overlapping and strong variations in object size [30]. 
Other only ANN based multi-step approaches involve sequential models like Long-
Term-Short-Term networks (e.g., [31]) or parallel architectures that use multiple 
networks as base learners while having a final “deciding network” in the second step 
(e.g. [30, 32, 33]). The last characteristic involves ANNs as well as other methods 
(61/99). This category acts as a collection for the versatile preprocessing possibilities 
of ANNs and other image processing methods. ANNs are used to either manipulate 
images to achieve better results (e.g., scaling or color related features), extract features 
(e.g. abstract or low level features like edges or texture) and for regression and 
combination of previous results.  
Number of objects. This concept, while it should not be considered isolated, gives 
us a description of the counting problem at hand that we try to solve using ANN 
algorithms. The success of various counting methods depend largely on that concept, 
e.g., for counting of crowds of people we can use detection based methods for a small 
number of objects but not if we have large crowds present in images. We would then 
rather use feature based methods. We divided the found literature up into small number 
of objects ranging from 0-50 (55/99 papers), medium sized 50-200 (21/99 papers), large 
200-1000 (14/99) and “outlier” or “extra-large” with the number of objects being larger 
than 1000 (4/99). Some methods were built to be more flexible and can be applied to 
various object numbers. In our review we took average numbers of objects based on 
the used image datasets. We could however not determine such numbers for five 
publications, since there was no indication regarding the number of objects. 
Density of objects. The concept of density is another characteristic attribute of the 
counting problem and we can distinguish between no overlapping objects (31/99) and 
overlapping objects (68/99). It was found that for counting problems with considerable 
overlapping, feature based methods are preferred and more successful in predicting 
object numbers [13].  
Background Dynamic. Another important influence factor found in the literature is 
the background dynamic which can be distinguished into static (43/99) and dynamic 
backgrounds (56/99). Static can have multiple meanings in this context: We can assume 
that over a sequence of images only the foreground changes (e.g., fixed surveillance 
cameras) where we can ignore the background and remove it via background 
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subtraction methods (e.g., [34–36]) or as another option for static backgrounds we can 
assume a region of interest as a part of an image that is henceforth declared as 
foreground (e.g., [37, 38]). The assumption of static background is necessary for some 
methods to distinguish between foreground and background.  
Output. The counting methods found in the literature offer a range of different 
outputs, depending on the specifics of the problem at hand. In some cases the methods 
only supply a rough estimate (10/99) without positioning or a total count. This is the 
case for public transportation surveillance where only a rough percentage estimate is 
needed, e.g., of how crowded a departure platform is (e.g., [39, 40]), reaching from 0-
100%. Some methods output an estimate of the total number of objects in an image 
(59/99), again without positioning information. To circumvent this problem some 
approaches divide the image and count the total number of objects by region (8/99). 
With using overlapping regions, more robust models are generated (e.g., [14, 41]). 
Other output methods that take positioning into account involve determining a count 
per pixel by either returning a unique coordinate for each object centroid (2/99) or by 
using a bounding box that forms a rectangular shape around the object (4/99). Another 
approach to give an estimate per pixel is using a density function (15/99) as depicted 
by a heat map in Figure 1, where a higher pixel density is expressed by red color 
whereas low densities are expressed by blue color (e.g., [13, 25, 42]). 
 
 
Figure 1. Example of density based count per pixel method ([28]) 
Training Data. The different options of available training data can be characterized 
by the effort of annotation of the unlabeled data. The first annotation tier with the lowest 
effort is given by annotating the total count (38/99). This is particularly useful when we 
only need an estimate or the total number as output without positioning information. 
For the purpose of annotating with positioning information we need the centroid 
coordinate (35/99), where every object is manually annotated with a dot in the center. 
This type of training data can be used for all output types since some outputs require 
the image to be divided up into regions, which in turn requires positioning information 
such as centroid coordinates (e.g., [28]). It was also found that this kind of data is 
needed in order to create density maps using Gaussian filter techniques (e.g. [30]). 
There are also approaches that do not require the annotation of training data at all 
(19/99) like segmentation based counting (e.g., [43, 44]) or detection based counting 
which instead of annotations needs example images of the objects that are to be counted 
(e.g., [44]). 
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Type of counting. The last concept as extracted from the literature review gives an 
insight on how the different approaches work. The first option is to use segmentation 
methods (15/99). After background and noise removal, which are essential 
preprocessing steps for this kind of approach, every foreground segment is declared as 
one object instance (e.g., [43]). The foreground/background segmentation is either 
conducted by a classification algorithm or by a threshold transforming images into 
binary black and white images with white pixels representing foreground objects [45]. 
The detection based methods (15/99) use a multi-step approach where objects are 
detected first and then localized and counted afterwards. Depending on the task at hand 
the detector is either trained to recognize the whole object (e.g. [44]) or only parts of it  
(e.g., only the head of a human body). The detectors are trained with single image 
training data to determine whether the object of interest is present or not. However a 
shortcoming of those approaches is that they cannot successfully be used with strong 
overlapping and large number of objects [16, 18]. Feature based methods (69/99) can 
circumvent that downside by extracting local and/or global features of the image. This 
can either be done by manually crafting features (e.g., [46]) or to use annotated data to 
train feature extractors (e.g., [23, 27]). Manually extracted features include shape, color, 
area, diameter, roughness of texture (e.g. [47]) or even additional meta annotations like 
perspective or weather data [48]. After feature extraction common machine learning 
algorithms like SVM, linear regression or ANNs are used to predict the desired output. 
In the next section we introduce a data science study that describes a data analysis 
process to provide an estimate for counting vines and grapes in order to produce a yield 
prediction to support decisions in vineyard management. 
4 Data Science Study  
4.1 Domain and Data Understanding 
The management task in the context of agrarian management of vineyards is faced 
coherent spatial variability in the production systems, making crop and yield vigour an 
essential information [49]. Temporal variations of crop stability lead to unpredictable 
and nonstable yields, so that even the information of current yield during any phase of 
the crop development is vital.  
In our data science study we gathered image data from three different vineyards in 
Germany at three different stages of the crop process (early, mid and late). The data 
gathering process was designed to be as cost efficient as possible, utilizing already 
existing equipment and avoiding complex lighting procedures and other high-cost 
image capturing in order to determine if a system can be designed that solves the 
counting task with only average to weak image quality data. We therefore combined 
already available mobile harvesting equipment like tractors with image capturing 
devices like full-HD cameras that generated a sequence of single images along a field 
of vine crops. We gathered three hours of video material in HD quality1 and some Ultra-
                                                          
1 Taken with a GoPro Hero5 that was attached to the harvesting equipment 
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HD examples for testing purposes. Some important constraints when facing our task 
are a generalizable model that can predict yield under different conditions like weather, 
time of day and vineyard structure (e.g., slope or soil structure) and the necessity of 
avoiding to count an object more than once. 
Since we can only use image data to train the model we transformed the video 
material into approximately 50 GB of image data sequences. We then judged the quality 
of the resulting images and especially the information content and removed poor quality 
images and images with no information content. Every image was captured from a 
frontal perspective facing the vines and we excluded other perspectives. We also 
excluded special vine crop structures like blue protection grids in order to keep 
generalizability (those vines have the same basic structure as other vine crops and are 
therefore detected just fine later on).  
We can describe our counting problem in terms of the concepts extracted earlier in 
the literature review as a small number of objects problem (0-50) with clear distinction 
between the objects in terms of object density and for the most part static backgrounds 
with only small variations (e.g., cloud movement). We employ a multi-step approach 
combining ANNs. Since the object number is quiet high and we have some overlapping 
on the grapes, we use feature based detection. However we do not identify the image 
features ourselves but instead minimize the feature selection process by letting state-
of-the-art image detection networks engineer the features, which further reduces 
manual labor on the part of the vineyard management. The concepts of output, training 
data and type of counting are given in the subsequent sections. 
4.2 Preprocessing 
For the labeling process we used the concept of bounding boxes for the training data 
as they are a supported format by deep learning frameworks like TensorFlow2 and are 
our designated form of output for the modeling stages. We also labeled metal and wood 
rods that are occasionally used in vineyards in order to avoid confusing the algorithm. 
In other preprocessing steps we applied noise removal and feature extraction to 
highlight different parts of an image using thresholds and the background/foreground 
distinction resulting in black and white images, picturing vines with white pixels. For 
noise removal and isolation of objects of interest we further applied erosion on the 
transformed b/w images utilizing the OpenCV programming library and added Canny 
Edge Detection to better distinguish grape vines from the rest.[50]. Figure 2 gives a 
visualization of those preprocessing steps. 
 
 
                                                          
2 https://www.tensorflow.org/ 
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 Figure 2. Selection criteria for input image data 
For evaluation, we divided the data set into 70/30 train and validation data partitions. 
4.3 Modeling 
Given our counting task problem and the results of our literature review, we decided on 
a detection based type of counting by using automated feature extraction to minimize 
the manual effort in model building. There exist a lot of algorithms for efficient object 
detection and TensorFlow provides a collection of some of the state-of-the-art 
algorithms for that task [51]. We utilized the three common architectures for object 
detection ANNs: Single Shot Multi-Box Detector (SSD), Faster Region-Convolutional 
Neural Network (Faster R-CNN) and Region-based Fully Convolutional Networks (R-
FCN).  As a basis for our model training we used models that were pre-trained on the 
common benchmarking datasets: COCO (common objects in context), KITTI (images 
that capture traffic situations) and OID (an open Image dataset with 9 million images3). 
We then continued training for the pre-trained models based on our training and test 
datasets. The results of the detection step in terms of model loss are given in Table 1. 
For evaluation purpose we compared the ground truth labeling bounding boxes with the 
model output boxes and used the mean average precision (mAP) as a metric [52]. In 
order for the comparison to be conclusive we use the degree of intersection between the 
two bounding boxes (ground truth vs. model output), also defined as Intersection over 
Union (IoU). The minimum threshold suggested by [52] is declared as an IoU of 50%. 
Since the original threshold was meant for more than 100 image object classes and we 
only have three classes (vine, metalstick, woodenstick), so we used an IoU of 70%. 
Table 1. Object Detection Model Results 
Model 
Architecture/ pre-training 
Average Precision Mean 
AP@0.5 IoU Vine Wood Metal 
F.R-CNN/coco 0.9887 0.9995 0.9992 0.9962 
F.R.-CNN/kitti 0.8775  0.9081 0.9523 0.9126 
F.R.-CNN/oid 0.9839 0.9991 0.9702 0.9847 
SSD/coco 0.6027  0.6910 0.4433 0.5790 
R-FCN/coco 0.9729 0.9982 0.9997 0.9910 
                                                          
3 https://github.com/openimages/dataset 
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We can see that the task of vine detection executed successfully by all models except 
the SSD. For grape detection we therefore only used R-FCN and F.R-CNN models. 
Detecting single grapes was a nearly impossible task, since even with filtering the 
labeling of berries by humans was cumbersome and not always successful. We obtained 
average mAP values ranging from 0.2670 to 0.822, with the highest values only being 
reached when using some UHD quality images. Since obtaining and analyzing UHD 
images for a whole vineyard is beyond our economical reasonable goal definition of 
automated, cheap counting methods, we decided to cluster the berries up to grape vines 
and obtained mAP values ranging from 0.7576 to 0.9811 using an even higher IoU of 
75%. The F.R-CNN/oid performed best with detecting grape vines. 
4.4 Counting 
As mentioned before we encounter several problems despite the successful detection 
of vines and grapes, since we cannot allow to count objects more than once. Using 
sequential image data we can define a simple predecessor – successor tracking process 
by giving an ID to a random box starting in frame 0 and then identifying that box in the 
next frame by drawing the same box from the previous frame and calculating 
overlapping percentage to all other boxes in the frame. The box with the most 
overlapping is called the successor and gets the same item ID. This creates a chain and 
identifies a single vine throughout the sequence. The process resets when there is no 
successor defined (when the end of the chain is reached) anymore and another box from 
frame 0 get a new ID. If all boxes already have an ID the process starts at frame 1 and 
so on, until all the vines have unique IDs. Sometimes the camera moves to fast or the 
camera reaches the end of the chain, so that we implemented a distance check that 
calculates the mean distance between two boxes. Whenever this distance is larger than 
the threshold of 150, no successor is defined, which lets the tracking process start again 
as explained above. The process is simplified and depicted in Figure 3 with the 
successor frames shown as red rectangles in frame n+1. A problem when using this 
method arises when we have (a) either missing vines in reality (e.g. vines that were 
removed because of crop sickness) or we (b) failed to detect a vine because it was 
hidden behind some other object (e.g. leaves or other plants). 
 
 
Figure 3. Tracking with overlapping and average distance between objects 
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In this case our method would not determine a successor object and counting would 
stop. But since we can track the vine throughout a sequence of images, we can 
determine the position the vine would have been at in that particular frame where case 
(a) or (b) applies. In case (a) we applied a 1.5 times threshold to the average distance 
measure as depicted in Figure 4 between two different IDs. For example if we calculate 
an average distance between two different vines (=different IDs) of 261 pixels, the 
threshold would be 391.5 pixels, resulting in the declaration of a missing vine whenever 
the distance between two bounding boxes exceeds that threshold. In case (b) we can 
correct the position where the successor should be by adding the average predecessor-
successor difference to the previous position. If the object is out of bounce regarding to 
the frame coordinates we have simply reached the end of the row, otherwise we have 
imputed a vine which was not detected by our DL algorithm in the first place because 
of reason (b). This way we can solve the unique counting problem and also detect 
missing vines to give feedback to vineyard managers. This can have positive impacts 
especially when combined with agrarian management information like logs as to why 
vines were removed, so that we can prevent sickness from spreading or isolating certain 
crops in the development process. 
We applied our process to every row we gathered video material from and the 
average deviation between model count and true vine count was 0.12 per row, with 
extreme values of 0 and 2. The average deviation for the count of grape vines per row 
was 1.87 with extreme values of 0 and 4. The extreme values can be explained by bad 
detection model performance on some objects, where the distance based algorithm just 
assumed there is either a missing vine or the end of row is reached. It is important to 
note that the counting process performance itself does not result in an error state itself, 
only when the object detection framework fails to classify an object. In comparison 
with other mechanics like motion tracking [25] or neural network based tracking [53] 
this combination is easier to use in the vine counting scenario as we described by using 
the extracted concepts from the literature review: medium number of objects, no 
overlapping, low density which is not the case in most benchmark scenarios of tracking 
in literature, where often times people are tracked in large crowds, facing problems of 
blur, high density and large amounts of overlapping, which requires far more advanced 
approaches [54]. However, in this case, it is sufficient in terms of the economic 
application to use a simple distance based method, since in comparison to the people 
tracking benchmarks we have a scenario with only slight perspective changes, 
distinguishable or static background and the overall scene is the same in every vineyard, 
apart from some details that have to be learned by the detection model. 
5 Discussion & Outlook 
We provided a literature review to describe both: the counting problem itself and the 
solution using various concepts like number of objects or type of counting. We then 
implemented a data science study to count objects like vines and grapes based on 
vineyard image data in order to provide a yield prognosis. While the detection of vines 
and grapes was very successful, the models failed to detect the single berries for non-
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UHD picture material. We also provided a tracking solution for the counting step, to 
fulfill the constraint of unique object counting. However we only used a simple 
approach here that was based on subjective thresholds that might be subject to change 
on other vineyard architectures. Possibilities to circumvent this problem is the 
application of motion tracking straight onto the video material. While we made sure we 
had GPS data while gathering the image material we did not utilize it, which could be 
done in a next step and combined with aerial footage to map out the vineyard and 
provide more useful information like disease spreading factors to vineyard 
management, all of which would be automated and would not require human 
intervention once fully implemented. The process and the ideas provided in this paper 
are generally very robust to change of environment, especially the pre-trained networks 
can work on similar image data or can be re-trained in only a short amount of time, so 
that this process could be generalized onto various agrarian management situations 
were a similar counting problem structure can be found in terms of number of objects, 
density and background dynamics. 
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