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Resumo
O conjunto de fatores da S´ındrome Metabo´lica (SM), que esta´ associado principalmente
a` resisteˆncia a` insulina e a` presenc¸a da diabetes, provoca alterac¸o˜es fisiolo´gicas que podem
ocasionar preju´ızos a` sau´de e qualidade de vida dos portadores. Estudos cient´ıficos associam
essas alterac¸o˜es ao risco cardiovascular. Esses estudos apontam que paraˆmetros extra´ıdos
dos sinais de Eletrocardiografia (ECG) podem ser associados a` presenc¸a da SM. Apesar
disso, na˜o foram encontrados artigos cient´ıficos relacionados a` detecc¸a˜o de SM utilizando
sinais de ECG. Logo, e´ relevante investigar elementos relacionados ao sistema cardiovascular
que indiquem quadros suspeitos de SM, com o intuito de desenvolver estrate´gias de detecc¸a˜o
da SM de forma objetiva e precoce por meio de sinais de ECG. Sendo assim, em virtude dessa
lacuna cient´ıfica, a proposta deste trabalho consistiu em desenvolver e avaliar ferramentas
de detecc¸a˜o de SM utilizando sinais de ECG.
Para avaliar com que exatida˜o e precisa˜o sistemas classificadores permitem detectar a
SM a partir dos sinais de ECG, foram adotados os seguintes procedimentos. Inicialmente
foram detectados os picos Q, R e S dos sinais de ECG para extrair caracter´ısticas temporais
dos sinais. Essas caracter´ısticas foram utilizadas no treinamento e validac¸a˜o de sistemas
classificadores para detecc¸a˜o da SM, utilizando duas te´cnicas, denominadas Ma´quinas de
Vetores Suporte (SVM, do ingleˆs Support Vector Machine) e RobustBoost. Ale´m disso, foi
utilizado o sinal de ECG em uma te´cnica de aprendizagem profunda denominada Rede
Neural Convolucional (CNN, do ingleˆs Convolutional Neural Network). E, por u´ltimo, fo-
ram realizadas ana´lises estat´ısticas a fim de comparar os resultados obtidos pelos diferentes
classificadores.
Os resultados de medidas de desempenho dos sistemas classificadores indicaram que
e´ poss´ıvel classificar um sinal de ECG em duas classes distintas, diferenciando indiv´ıduos
com SM dos demais, com valores estatisticamente significativos. Utilizando caracter´ısticas
extra´ıdas dos sinais de ECG, me´dias e variaˆncias das relac¸o˜es e intervalos entre os picos
Q, R e S consecutivos e o eixo card´ıaco, notou-se que SVM e RobustBoost obtiveram va-
lores de exatida˜o me´dia de aproximadamente 94% e 89%, respectivamente. Ale´m disso,
12 derivac¸o˜es dos sinais de ECG foram utilizadas para o treinamento da CNN, que obteve
acura´cia de aproximadamente 98%. Portanto, conclui-se que e´ poss´ıvel detectar a SM a
partir dos sinais de Eletrocardiografia com resultados estatisticamente significativos, utili-
zando diferentes abordagens. Logo, um eletrocardio´grafo pode ser utilizado para avaliar um
poss´ıvel diagno´stico de SM.
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Abstract
The metabolic syndrome (MS) components is mainly associated with insulin resis-
tance and diabetes. In addition, MS causes physiologic alterations that can induce injury
to health and quality of patients lives. Scientific studies associate these changes with
cardiovascular risk. These studies indicate that features extracted from electrocardio-
graphy (ECG) signals may be associated with MS. Despite this, scientific articles about
MS detection with ECG signals were not found. Therefore, it is important to study ele-
ments of cardiovascular system that can indicate MS, in order to develop strategies for
MS detection by means of ECG signals. Because of this scientific gap, the proposal of
this work is to develop and to evaluate tools for MS diagnose with ECG signals.
To evaluate how accurately and precision classifier systems detect MS from ECG
signals, the following procedures were adopted. Initially, Q, R and S peaks were detected
from ECG signals waveform to extract temporal features. These features were used
for training and validation of classifier systems, using two techniques, named Support
Vector Machines (SVM) and RobustBoost. In addition, the ECG signal was used in a
deep learning technique, named Convolutional Neural Network (CNN). Finally, statistical
analyzes were performed in order to compare results of different classifiers.
The performance measures results of classifier systems indicated that it is possible to
classify an ECG signal in two different classes, differentiating people with MS from others,
with statistically significant values. With features extracted from ECG signals, means
and variances of ratio and intervals between consecutive Q, R and S peaks and cardiac
axis, it was noted that SVM and RobustBoost have average accuracy of approximately
94% and 89%, respectively. In addition, 12-lead ECG it was used in CNN to classify
with approximately 98% of accuracy. Therefore, it is concluded that it is possible detect
MS from electrocardiography signals with statistically significant results, using different
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A S´ındrome Metabo´lica (SM) consiste em um conjunto de fatores de riscos relaci-
onados ao aumento da obesidade abdominal, a` reduc¸a˜o do n´ıvel de colesterol do tipo
Lipoprote´ına de Alta Densidade (HDL, do ingleˆs High Density Lipoproteins), no sangue,
a` hipertensa˜o e ao n´ıvel elevado de glicose sangu´ınea associada a` resisteˆncia a` insulina [1].
Logo o diagno´stico e´ realizado por meio da ana´lise cl´ınica desse conjunto de fatores. A
associac¸a˜o desses diversos fatores provoca alterac¸a˜o no metabolismo e, consequentemente,
mudanc¸as no funcionamento do sistema cardiovascular. Entretanto essas alterac¸o˜es na˜o
sa˜o espec´ıficas desta s´ındrome.
Neste trabalho foi adotado o crite´rio estabelecido pelo III Painel de Tratamento
Adulto do Programa Nacional de Educac¸a˜o sobre Colesterol (NCEP-ATP III, do ingleˆs
National Cholesterol Education Program’s Adult Treatment Panel III ), que afirma que
um indiv´ıduo e´ diagnosticado com SM se tiver no mı´nimo treˆs fatores de riscos classifica-
dos de acordo com os n´ıveis apresentados na Tabela 1.1 [1]. Esses fatores de risco esta˜o
Tabela 1.1. Fatores de risco da s´ındrome metabo´lica de acordo com o crite´rio
NCEP-ATP III. Adaptado de [1].
Fatores de risco Nı´vel
Circunfereˆncia da cintura (Homem) >102 cm
Circunfereˆncia da cintura (Mulher) >88 cm
Triglicer´ıdeo ≥150 mg/dL
Colesterol HDL (Homem) <40 mg/dL
Colesterol HDL (Mulher) <50 mg/dL
Pressa˜o arterial ≥130 mmHg (sisto´lica)
ou ≥85 mmHg (diasto´lica)
Glicemia em jejum ≥110mg/dL
correlacionados entre si. O aumento da gordura corporal, por exemplo, esta´ relacionado
ao aumento do triglicer´ıdeo [2].
Apesar de na˜o existir consenso na definic¸a˜o de SM, a literatura registra que os fatores
de risco esta˜o relacionados a` resisteˆncia insul´ınica e a` diabetes ou pre´-diabetes, visto que
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pacientes com SM e sem diabetes podem adquirir diabetes futuramente. Ale´m disso,
doenc¸as cardiovasculares podem ocorrer em indiv´ıduos com SM [3, 4, 5, 6, 7].
O nu´mero de casos de mortes por diabetes tem aumentado, segundo o Instituto
de Me´tricas e Avaliac¸o˜es de Sau´de (IHME, do ingleˆs Institute for Health Metrics and
Evaluation), passando de 5º lugar em 1990 para o 3º lugar nas causas de morte em 2018
no Brasil. E as principais razo˜es de mortes por diabetes no mundo teˆm sido relacionadas
com fatores metabo´licos, incluindo, ale´m do alto n´ıvel de glicemia em jejum, o aumento
do ı´ndice de massa corporal (IMC) [8].
Essas alterac¸o˜es metabo´licas podem refletir em risco de doenc¸as cardiovasculares que
sa˜o as principais causas de morte no mundo [8]. Sendo assim, o estudo dos sinais de
Eletrocardiografia (ECG) dos indiv´ıduos com SM e´ relevante para obter informac¸o˜es
desses sinais que podem estar relacionadas a alterac¸o˜es geradas pela presenc¸a da s´ındrome.
O avanc¸o das tecnologias na sau´de que utilizam aquisic¸a˜o de sinais, como por exem-
plo, o eletrocardiograma, contribui para ana´lise do funcionamento do sistema card´ıaco,
inclusive em tempo real, e prevenc¸a˜o de doenc¸as cardiovasculares [9]. As principais in-
formac¸o˜es analisadas em sinais de ECG por cardiologistas que podem indicar a presenc¸a
de distu´rbios do sistema cardiovascular sa˜o obtidas a partir dos intervalos e segmentos
que relacionam a onda P, o complexo QRS e a onda T dos sinais de ECG. Esses inter-
valos e segmentos sa˜o obtidos dos sinais de ECG, conforme explicado no Apeˆndice A.
Ale´m disso, e´ relevante avaliar as informac¸o˜es obtidas pelo eixo card´ıaco (Apeˆndice B),
sobretudo do QRS, que corresponde a` direc¸a˜o do vetor resultate da atividade ele´trica
no momento da despolarizac¸a˜o ventricular, e que pode indicar, por exemplo, hipertrofia
ventricular [10].
Diante disso, o objetivo dos sistemas automa´ticos de detecc¸a˜o de patologias a partir da
ana´lise do sinal de ECG consiste em obter informac¸o˜es, sobretudo no domı´nio do tempo,
dos sinais de ECG para a classificac¸a˜o em sinais de um grupo sauda´vel ou de um grupo
patolo´gico. Em relac¸a˜o ao contexto desta pesquisa, essas tecnologias sa˜o ferramentas que
detectam algumas anormalidades dos sinais de ECG que podem ocorrer devido a` presenc¸a
da SM [11].
A literatura apresenta estudos relacionados a`s alterac¸o˜es card´ıacas e a` presenc¸a da
SM, avaliando sinais de ECG [12, 13, 14]. Isso e´ poss´ıvel, pois a SM esta´ relacionada
ao risco cardiovascular [15]. Fatores de risco da SM podem estar associados, por exem-
plo, a` insuficieˆncia card´ıaca e ao risco de morte card´ıaca su´bita [16, 17]. Diante disso,
paraˆmetros extra´ıdos dos sinais de ECG, tais como, informac¸o˜es relacionadas aos bati-
mentos card´ıacos, a`s ondas P, ao complexo QRS e onda T obtidas por ana´lises dos sinais
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de ECG (Apeˆndices A e B), podem ser associados a` presenc¸a da SM [12, 13, 6].
Entretanto, na˜o foram encontrados artigos cient´ıficos que mencionem abordagens de
detecc¸a˜o de SM utilizando sinais de ECG. Diante dessa lacuna, a proposta deste trabalho
consistiu em desenvolver uma ferramenta de poss´ıvel diagno´stico de SM por meio de sinais
de ECG, visto que os fatores de risco da SM esta˜o relacionados a alterac¸o˜es no sistema
cardiovascular. Logo, e´ relevante utilizar o sinal de ECG em diferentes estrate´gias para
detectar a S´ındrome Metabo´lica, com o intuito de investigar elementos relacionados ao
sistema cardiovascular que indiquem quadros suspeitos de S´ındrome Metabo´lica.
Ale´m desses estudos que incluem a extrac¸a˜o de caracter´ısticas seguida de classificac¸a˜o,
uma das aplicac¸o˜es do Estado da Arte consiste em uso de te´cnicas de aprendizagens
profundas na classificac¸a˜o dos sinais de ECG para detecc¸a˜o de doenc¸as cardiovasculares,
sem a necessidade de extrac¸a˜o de caracter´ısticas previamente [18, 19, 20, 21, 22].
Diante desses fatores apresentados, este trabalho consistiu, em continuidade a estudos
anteriores [12], extrair informac¸o˜es dos sinais relacionadas aos intervalos e as relac¸o˜es
extra´ıdas do picos Q, R e S consecutivos dos sinais de ECG, incluindo o eixo card´ıaco, para
classificac¸a˜o de sinais de ECG na detecc¸a˜o de SM, utilizando dois tipos de classificadores
denominados Ma´quinas de Vetores Suporte (SVM, do ingleˆs Support Vector Machine)
e RobustBoost. Ale´m disso, utilizar um tipo de classificador de aprendizagem profunda
denominada Rede Neural Convolucional (CNN, do ingleˆs Convolutional Neural Network).
Portanto, o intuito foi comparar os resultados obtidos pelos diferentes classificadores,
utilizando te´cnicas de ana´lises estat´ısticas, tais como, medidas de exatida˜o, especificidade,
sensibilidade e ana´lises de histogramas.
1.1 Objetivos
1.1.1 Objetivo Geral
Implementar e comparar sistemas classificadores de sinais de Eletrocardiografia para
detecc¸a˜o de S´ındrome Metabo´lica, utilizando te´cnicas que necessitam de extrac¸a˜o de
informac¸o˜es dos sinais relacionadas a ana´lises temporais e ao eixo card´ıaco e uma abor-
dagem utilizando aprendizagem profunda; com o intuito de responder com que exatida˜o




1 Implementar um algoritmo de detecc¸a˜o de picos das ondas Q, R e S dos sinais de
Eletrocardiografia para extrac¸a˜o de caracter´ısticas que sa˜o integradas a um sistema
detector de S´ındrome Metabo´lica;
2 Desenvolver sistemas de detecc¸a˜o de S´ındrome Metabo´lica por meio de caracter´ısticas
extra´ıdas dos sinais de Eletrocardiografia utilizadas no treinamento de Ma´quinas
de Vetores de Suporte e RobustBoost;
3 Desenvolver um sistema classificador de S´ındrome Metabo´lica com base em Rede
Neural Convolucional aplicada a sinais de Eletrocardiografia;
4 Comparar os resultados obtidos pelos diferentes classificadores, utilizando me´tricas
estat´ısticas de desempenho.
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2 Fundamentac~ao teorica e o Estado da Arte
2.1 Sinais de Eletrocardiografia
O sinal de Eletrocardiografia (ECG) e´ um sinal adquirido na superf´ıcie do corpo.
Esse sinal medido consiste no somato´rio dos diversos potencias bioele´tricos, chamados
de potenciais de ac¸a˜o, que se inicializam nas ce´lulas nervosas. Esses potenciais de ac¸a˜o
ocorrem devido ao fluxo de ı´ons na membrana plasma´tica das ce´lulas. Essas atividades dos
potenciais de ac¸a˜o sa˜o transmitidas ate´ a superf´ıcie do corpo e captadas por eletrodos
posicionados em pontos espec´ıficos na superf´ıcie do corpo. E como resultado dessas
medidas obte´m-se o sinal de ECG que possui formato padra˜o mostrado na Figura 2.1.
Figura 2.1. Modelo de um sinal de Eletrocardiografia. Fonte pro´pria.
Esse formato possui relac¸a˜o com os potenciais de ativac¸a˜o das ce´lulas musculares,
potencial esse relacionado com a contrac¸a˜o muscular. Como as ce´lulas contraem nor-
malmente em sequeˆncia padronizada, forma-se um sinal que, em pessoas sauda´veis, em
uma situac¸a˜o normal, tem um formato t´ıpico. Logo, a fim de entender a formac¸a˜o e o
comportamento do sinal de ECG, e´ necessa´rio compreender primeiramente o potencial
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de ac¸a˜o que ocorre nas membranas plasma´ticas das ce´lulas.
2.1.1 Potenciais de Ac¸a˜o Gerados nas Membranas Plasma´ticas que Resultam no
Sinal de Eletrocardiografia
Ao se estudar a formac¸a˜o dos sinais de ECG, o primeiro passo consiste em compreen-
der como ocorrem atividades ele´tricas que se inicializam nas ce´lulas dos neuroˆnios, devido
trocas ioˆnicas que ocorrem na membrana plasma´tica, e resultam nesses sinais [23].
Essas atividades ioˆnicas nas ce´lulas esta˜o relacionadas a impulsos ele´tricos denomi-
nados potenciais de ac¸a˜o. O potencial de ac¸a˜o corresponde a alterac¸a˜o do potencial de
membrana plasma´tica representada na Figura 2.2, que apresenta o potencial de ac¸a˜o de
uma ce´lula nervosa.
Figura 2.2. Modelo do potencial de ac¸a˜o da ce´lula nervosa. Adaptado de [23].
No estado de repouso, o interior da ce´lula encontra-se em um potencial negativo,
que e´ em torno de -70 mV. A partir de um est´ımulo mı´nimo, quando e´ alcanc¸ado o
potencial de limiar, ocorre a ativac¸a˜o de trocas ioˆnicas. Em seguida, inicia-se a fase
de despolarizac¸a˜o, que corresponde a` abertura dos canais de so´dio (entrada de so´dio na
ce´lula). Nesse momento o potencial no interior da ce´lula aumenta, tornando-o positivo.
Em seguida, ocorre a fase da repolarizac¸a˜o, que corresponde ao fechamento dos canais
de so´dio e abertura dos canais de pota´ssio (sa´ıda do pota´ssio da ce´lula). Devido ao
desbalanceamento ioˆnico (grande quantidade de so´dio dentro da ce´lula e de pota´ssio fora
da ce´lula) e´ ativada a bomba de so´dio e pota´ssio que promove o mecanismo inverso (sa´ıda
do so´dio e entrada de pota´ssio), fenoˆmeno que ocorre com um gasto de energia gerado
pela adenosina trifosfato (ATP). Neste esta´gio, a ce´lula esta´ mais eletronegativa do que
era anteriormente ao est´ımulo. Por isso, ocorre o esta´gio de po´s-hiperpolarizac¸a˜o em que
a ce´lula retorna ao potencial de repouso [24, 25].
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Nas ce´lulas dos mu´sculos card´ıacos, este fenoˆmeno de despolarizac¸a˜o e repolarizac¸a˜o
ocorre em cinco fases, conforme apresentado na Figura 2.3: fase 0 (despolarizac¸a˜o), fase 1
(repolarizac¸a˜o precoce), fase 2 (repolarizac¸a˜o lenta ou platoˆ), fase 3 (repolarizac¸a˜o ra´pida)
e fase 4 (repouso ou polarizac¸a˜o) [24].
Figura 2.3. Modelo do potencial de ac¸a˜o da ce´lula card´ıaca. Adaptado de [26].
De forma similar ao modelo do potencial de ac¸a˜o da ce´lula nervosa, em repouso o
meio intracelular e´ negativo em relac¸a˜o ao meio extracelular, com distribuic¸a˜o de carga
uniforme, ou seja, na˜o existe diferenc¸a de potencial no interior e no exterior da ce´lula.
Entretanto, existe diferenc¸a de potencial entre o meio intra e o meio extracelular, deno-
minado potencial de repouso, que e´ de aproximadamente -90mV. Quando a ce´lula recebe
um est´ımulo a nova diferenc¸a de potencial recebe o nome de potencial de ac¸a˜o [27].
As trocas ioˆnicas que ocorrem nessas fases nas ce´lulas card´ıacas podem ser visualiza-
das na Figura 2.4. A partir deste est´ımulo, na fase 0 ocorre abertura dos canais de so´dio
Figura 2.4. Trocas ioˆnicas nas ce´lulas card´ıacas que ocorrem nas 5 fases durante
a despolarizac¸a˜o e a repolarizac¸a˜o. Fonte pro´pria.
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(entrada de so´dio) aumentando o potencial da membrana. Na fase 1, ocorre o fechamento
dos canais de so´dio e entrada de aˆnions cloro, reduzindo o potencial. Na fase 2, ocorre a
abertura dos canais de ca´lcio (entrada de ca´lcio) e sa´ıda lenta de pota´ssio, nesse momento
a tensa˜o ele´trica na˜o e´ alterada. Na fase 3, a reduc¸a˜o do potencial ocorre devido a sa´ıda de
pota´ssio com rapidez, com o potencial retornando para -90V. Quando a sa´ıda de pota´ssio
excede a entrada de ca´lcio, ocorre a fase 4. Para compensar o excesso de so´dio, a bomba
de so´dio e pota´ssio elimina o so´dio e deixa entrar pota´ssio; ale´m disso, o excesso de ca´lcio
e´ eliminado. Nesta fase 4, finalmente o potencial da membrana permanece estabilizado
ate´ receber um novo est´ımulo e reiniciar o ciclo [26].
2.1.2 Formac¸a˜o e Aquisic¸a˜o dos Sinais de Eletrocardiografia
Essas atividades de trocas ioˆnicas que ocorrem nas membranas celulares dos mu´sculos
card´ıacos geram correntes ele´tricas que sa˜o transmitidas pelo organismo ate´ a superf´ıcie
do corpo. Essas correntes sa˜o medidas pelos eletrodos que sa˜o colocados em pontos
espec´ıficos na superf´ıcie do corpo. O sinal de ECG corresponde a uma soma dos diversos
potenciais de ac¸a˜o de va´rias ce´lulas das regio˜es entre os eletrodos. A contribuic¸a˜o de cada
ce´lula depende de sua distaˆncia em relac¸a˜o ao eletrodo.
Um ciclo do sinal de ECG possui formato padra˜o conforme esta´ apresentado na
Figura 2.5. Ele e´ formado pela onda P, que representa o per´ıodo de despolarizac¸a˜o atrial,
o complexo QRS, que representa a despolarizac¸a˜o ventricular, e a onda T, que representa
a repolarizac¸a˜o ventricular. Em alguns casos, depois da onda T, ocorre um somato´rio de
potenciais que formam a onda U.
2.1.3 Diferentes derivac¸o˜es obtidas no plano frontal e horizontal
Os sinais de ECG representam vetores card´ıacos definidos por diferentes derivac¸o˜es.
Um ECG padra˜o conte´m 12 derivac¸o˜es adquiridas a partir de 10 eletrodos posicionados em
diferentes regio˜es. Esses eletrodos sa˜o colocados em posic¸o˜es pro´ximas ao osso, evitando
regio˜es musculares que geram sinais de eletromiografia e artefatos de movimentos que
podem interferir nos sinais de ECG. Eles sa˜o nomeados conforme suas posic¸o˜es; logo as
nomenclaturas usuais de cada eletrodo sa˜o RA: brac¸o direito – do ingleˆs, Right Arm;
LA: brac¸o esquerdo – do ingleˆs, Left Arm; RL: perna direita – do ingleˆs, Right Leg ; LL:
perna esquerda – do ingleˆs, Left Leg ; e V 1, V 2, V 3, V 4, V 5 e V 6 localizados na regia˜o
da costela e mostrados na Figura 2.8 [28].
A partir dessas posic¸o˜es sa˜o obtidos sinais de ECG de dois diferentes tipos de de-
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Figura 2.5. Representac¸a˜o gra´fica de um sinal de eletrocardiografia. O gra´fico
superior consiste em um modelo de um sinal de ECG indicando as fases de despo-
larizac¸a˜o e repolarizac¸a˜o e o gra´fico inferior consiste em um sinal de ECG real –
frequeˆncia de amostragem de 1 kHz. Fonte pro´pria.
rivac¸o˜es: as unipolares ou precordiais, registradas a partir de um ponto em relac¸a˜o a um
ponto neutro, e as bipolares que sa˜o registradas como diferenc¸as entre dois pontos [26].
Como o corac¸a˜o e´ uma estrutura tridimensional, mostrada na Figura 2.6, a ana´lise de sua
atividade ele´trica ocorre tambe´m de forma tridimensional [10, 29]. Diante dessa estrutura
do corac¸a˜o, as derivac¸o˜es foram definidas por dois planos, o plano frontal, que pode ser
analisado segundo o eixo card´ıaco, explicado na Subsec¸a˜o 2.1.3, e o plano horizontal [26].
Plano frontal As derivac¸o˜es foram inicialmente extra´ıdas a partir do triaˆngulo equila´tero
de Einthoven, conforme Figura 2.7 [30]. Esse triaˆngulo originou-se como uma repre-
sentac¸a˜o do posicionamento dos eletrodos, que estariam posicionados nos brac¸os e na
perna esquerda e no centro estaria o corac¸a˜o [26]. Portanto, o centro geome´trico do
triaˆngulo de Einthoven – o ponto de intersecc¸a˜o das bissetrizes – representa o centro
ele´trico do corac¸a˜o, onde todos os vetores card´ıacos possuem origem [27].
A partir de posic¸o˜es dos eletrodos relacionadas a pontos espec´ıficos na superf´ıcie do
corpo, tais como, RA, LA, RL, e LL sa˜o encontradas diferentes derivac¸o˜es [28].
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Figura 2.6. Visualizac¸a˜o gra´fica de cada derivac¸a˜o do eixo card´ıaco, incluindo as
derivac¸o˜es frontal e horizontal. Fonte: [29].
Figura 2.7. Triaˆngulo de Einthoven e derivac¸o˜es no plano frontal. Adaptado
de [27, 26].






As derivac¸o˜es no plano frontal sa˜o extra´ıdas do triaˆngulo de Einthoven, conforme





DIII = LL− LA.
Nessas treˆs derivac¸o˜es (DI, DII, DIII), qualquer vetor no plano frontal pode ser proje-
tado [27].
Ale´m dessas derivac¸o˜es, treˆs sa˜o unipolares, denominadas, aV L, aV F e aV R (sendo, a
de aumentada – do ingleˆs, augmented, V de eletrodo flutuante – do ingleˆs, roving electrode,
L, R e F de esquerda –left, direita – rigth, e membro inferior – foot, respectivamente) [26].
Essas derivac¸o˜es consistem em [28],




2(RA− V w) ,




2(LA− V w) ,




2(LL− V w) .
Plano horizontal Ale´m dessas, existem as derivac¸o˜es do plano horizontal que sa˜o
unipolares e esta˜o apresentadas na Figura 2.8. Essas derivac¸o˜es denominadas V 1, V 2,
V 3, V 4, V 5 e V 6, esta˜o localizadas na regia˜o da costela e mostrados na Figura 2.8 [26].
Figura 2.8. Derivac¸o˜es no plano horizontal (unipolares). Fonte: [26].
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Eixo card´ıaco As derivac¸o˜es no plano frontal (vertical), apresentadas na Figura 2.7,
sa˜o derivac¸o˜es perife´ricas (DI, DII, DIII, aV R, aV L, aV F ) [31]. Devido a`s rotac¸o˜es
ele´tricas do corac¸a˜o que altera a relac¸a˜o dos vetores card´ıacos com os eletrodos, essas
derivac¸o˜es na˜o sa˜o padronizadas [26], portanto sa˜o definidas segundo o eixo card´ıaco. O
eixo card´ıaco consiste no vetor me´dio resultante dos potenciais de ac¸a˜o. Esse vetor corres-
ponde ao direcionamento do fluxo ele´trico, sobretudo durante o esta´gio de despolarizac¸a˜o
ventricular [29]. O eixo card´ıaco e´ explicado em detalhes no Apeˆndice B.
Os desvios provocados no eixo podem indicar uma anormalidade. Geralmente ocor-
rem devido a uma hipertrofia no corac¸a˜o. Como o eixo dominante nas ana´lises e´ o QRS,
que representa a despolarizac¸a˜o ventricular, um desvio no eixo indica, sobretudo uma hi-
pertrofia ventricular [10]. Sendo assim, esse desvio no eixo pode indicar uma doenc¸a, ou
ser uma variac¸a˜o normal que ocorrem, por exemplo, em crianc¸as ou adultos magros. Um
desvio pode indicar, por exemplo, um infarto do mioca´rdio, ale´m disso, um desvio para a
esquerda pode indicar hipertrofia ventricular esquerda e para a direita pode indicar uma
hipertrofia ventricular direita [29].
Entretanto, a ana´lise do eixo card´ıaco na˜o e´ suficiente para um diagno´stico, pois
o corac¸a˜o realiza diversos deslocamentos. Esses deslocamentos ocorrem em relac¸a˜o a
treˆs eixos em diferentes sentidos – transversal ou la´tero-lateral, longitudinal e o antero-
posterior. Nestes, as rotac¸o˜es ocorrem de ponta para frente e de ponta para tra´s; no
sentido hora´rio e no sentido anti-hora´rio; e na posic¸a˜o horizontal, vertical e intermedia´ria,
respectivamente [31, 27].
Ale´m disso, um mesmo corac¸a˜o possui combinac¸o˜es dessas rotac¸o˜es que podem ser
encontradas tanto em cardiopatas como em indiv´ıduos sauda´veis. Portanto e´ importante
analisar diversos fatores individuais relacionados a`s rotac¸o˜es ele´tricas de cada corac¸a˜o.
Por exemplo, a rotac¸a˜o hora´ria, posic¸a˜o vertical e ponta para tra´s pode ocorrer em
pessoas longil´ıneas ou com crescimento do ventr´ıculo esquerdo. Enquanto que a rotac¸a˜o
anti-hora´ria, posic¸a˜o horizontal e ponta para frente pode ser encontrada no corac¸a˜o de
indiv´ıduos brevil´ıneos ou com crescimento de ventr´ıculo esquerdo [31].
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2.2 Extrac~ao de caractersticas dos Sinais de Eletrocar-
diografia
2.2.1 Algoritmo de Pan-Thompkins
Pan e Thompkins desenvolveram em 1985 um algoritmo de extrac¸a˜o do complexo
QRS em tempo real dos sinais de ECG. Essa proposta tinha como objetivo a reduc¸a˜o do
ru´ıdo para detectar o complexo QRS, portanto possui um filtro digital passa faixa para
reduzir interfereˆncias nos sinais [32].
Esse algoritmo utilizou treˆs diferentes etapas, que inclu´ıam os seguintes procedimen-
tos:
1 – filtragem digital linear: filtro passa faixa, derivativo e integrador de janelas mo´veis;
2 – transformac¸a˜o na˜o linear: quadratura de amplitude do sinal; e
3 – algoritmo de regras de decisa˜o: limiares adaptativos e te´cnicas de discriminac¸a˜o
da onda T [32].
O processo de filtragem envolve uma etapa de filtragem analo´gica, seguida de um
conversor analo´gico digital e, por u´ltimo, a filtragem digital [32].
O filtro passa faixas consiste em um filtro passa-baixa e um filtro passa-alta em
cascata. Ele reduz as interfereˆncias de 60 Hz, as interfereˆncias dos movimentos, as linhas
de bases e a interfereˆncia da onda T. Ale´m disso, maximiza a energia do sinal entre 5 e
12 Hz [32]. Essa faixa corresponde a uma aproximac¸a˜o da faixa de frequeˆncia onde esta´
localizado o espectro de energia do complexo QRS, conforme mostrado na Figura 2.9.
Portanto, apo´s a digitalizac¸a˜o do sinal, o algoritmo foi desenvolvido seguindo a se-
guinte sequeˆncia. Primeiramente, e´ projetado um filtro digital passa-faixas, em seguida, e´
realizada a diferenciac¸a˜o, a quadratura e o integrador de janelas mo´veis, respectivamente.
Durante o esta´gio de derivac¸a˜o e´ obtida a inclinac¸a˜o do complexo QRS. Ja´ a quadratura
corresponde ao ca´lculo da energia do sinal. E finalmente, na etapa de regras de decisa˜o
e´ utilizada uma te´cnica de limiar dual, aplicada somente para sinais com batimentos
card´ıacos regulares. Nesta etapa, cada limiar e´ automaticamente calculado de acordo
com o valor do pico do sinal e do ru´ıdo [32].
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Figura 2.9. Espectro da energia relativa do complexo QRS, ondas P e T, ru´ıdo
muscular e artefatos de movimento baseados em uma me´dia de 150 batimentos.
Adaptado de [30].
2.3 Aprendizagem de maquina e sinais biologicos
A aprendizagem de ma´quina consiste em te´cnicas de ana´lises de dados, em que algo-
ritmos sa˜o definidos para tomadas de deciso˜es por meio do reconhecimento de padro˜es.
Essas te´cnicas teˆm sido utilizadas na classificac¸a˜o de sinais. O intuito desta sec¸a˜o e´
detalhar o funcionamento dos principais classificadores utilizados em sinais biolo´gicos se-
gundo o Estado da Arte. A aplicac¸a˜o da aprendizagem de ma´quina em sinais de ECG
esta´ apresentada na Subsec¸a˜o 2.3.4.
A aprendizagem e´ dividida em aprendizagem supervisionada e aprendizagem na˜o su-
pervisionada. A aprendizagem supervisionada recebe os dados de treinamento rotulados,
em outras palavras, recebe as classes dos dados. A aprendizagem na˜o supervisionada
na˜o possui os dados rotulados, ela recebe apenas os dados e o sistema e´ treinado para
identificar os diferentes agrupamentos.
Em um problema de classificac¸a˜o o ro´tulo do dado e´ catego´rico, como o caso deste
trabalho, se o ro´tulo for nume´rico a ana´lise seria realizada por me´todos de regressa˜o [33].
A aprendizagem consiste em duas etapas: no treinamento o sistema recebe os dados
de entrada e define por meio de modelos matema´ticos as diferenc¸as entre as classes; e na
validac¸a˜o ocorre a classificac¸a˜o dos dados e teste do sistema. Para validar um sistema
sa˜o utilizadas algumas te´cnicas para estimac¸a˜o estat´ıstica, tais como validac¸a˜o cruzada e
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boostrap.
Na maioria dos classificadores bina´rios, as classes sa˜o definidas como 1 e -1 (positivo
e negativo). Diante disso, um classificador linear e´ um exemplo generalizado que e´ usado
nos diferentes tipos de classificadores, e e´ modelado por
y = sign(wTx+ b),
onde w e´ o vetor de pesos, b e´ o vie´s, x e´ o vetor de instaˆncia e y e´ o resultado definido
como a classe. Portanto, o sistema calcula a equac¸a˜o e, em seguida, define a regia˜o que
separa os dados referentes a`s classes positivas e as classes negativas [33].
2.3.1 Ma´quinas de Vetores de Suporte
Ma´quinas de Vetores Suporte (SVM, do ingleˆs Support Vector Machine), constituem
um tipo de classificac¸a˜o supervisionada que utiliza otimizac¸a˜o nume´rica para encontrar
vetores de suporte. Esses permitem obter um hiperplano o´timo, em um espac¸o de di-
mensa˜o maior, que separe as classes.
Um modelo que exemplifica a ideia ba´sica da SVM e´ um dado bidimensional li-
nearmente separa´vel. A Figura 2.10 apresenta os dados de um exemplo de um sinal
bidimensional, onde o eixo x representa uma caracter´ıstica e o eixo y representa a outra.
Em verde esta˜o representados os dados da classe 1 e em vermelho sa˜o os dados da classe
-1.





















Figura 2.10. Exemplo de dados bidimensionais de duas classes distintas. Fonte
pro´pria.
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Para encontrar o hiperplano que melhor separa essas duas classes, o sistema detecta
os vetores de suporte quando recebe os dados de treinamento rotulados. Em seguida, e´
calculado o plano que maximiza a distaˆncia entre esses vetores de suporte, o hiperplano
o´timo, que pode ser observado na Figura 2.11.





















Figura 2.11. Exemplo de treinamento de dados bidimensionais de duas classes
distintas utilizando SVM com kernel linear. Fonte pro´pria.
O hiperplano o´timo e´ modelado por,
W TX + b = 0, (2.1)
onde W e´ o vetor de pesos que representa o direcionamento do hiperplano, o X e´ o vetor
de caracter´ısticas e b e´ um escalar que representa uma translac¸a˜o em relac¸a˜o a um plano
que passa pela origem do sistema de coordenadas.
A partir da Equac¸a˜o 2.1, e´ poss´ıvel distinguir duas classes. Para isso sa˜o usadas as
equac¸o˜es
W TX + b = 1, (2.2)
e
W TX + b = −1, (2.3)
em que, caso o resultado da equac¸a˜o seja maior que zero o sistema classifica como uma
classe (classe 1), se for menor que zero o sistema classifica como outra classe (classe -1),
respectivamente.
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O intuito e´ maximizar essa distaˆncia, e isso e´ semelhante a minimizar o inverso da






Txi) + b) ≥ 1,
sendo i = 1,...,L.









Txi) + b) ≥ 1− i,
 ≥ 0,
sendo C uma constante e  o erro dos outlines gerados na classificac¸a˜o.
Nos casos que na˜o sa˜o linearmente separa´veis a func¸a˜o dos dados e´ mapeada para um
espac¸o de dimensa˜o maior, que na maioria das vezes e´ um espac¸o de dimensa˜o infinita,









Tφ(x)i + b) ≥ 1− i,
 ≥ 0.
A func¸a˜o de transformac¸a˜o φ se relaciona com o nu´cleo K pela equac¸a˜o
K(xi,xj) = φ(xi)
Tφ(xj).
A Func¸a˜o de kernel mais utilizada e´ a func¸a˜o de base radial (do ingleˆs, Radial Basis
Funcion(RBF)), definida como
K(xi,xj) = e
−γ‖xi−xj‖2 , γ > 0.
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i xj + r)
d, γ > 0,
e a func¸a˜o Sigma,
K(xi,xj) = tanh(γx
T
i xj + r),
onde γ, r e d sa˜o paraˆmetros das func¸o˜es de cada nu´cleo [34].
2.3.2 Ensembles
O me´todo de aprendizagem do tipo Ensemble, tambe´m chamado de aprendizagem
baseada em comiteˆs – do ingleˆs, committee-based learning, constitui-se em um conjunto
de diferentes classificadores utilizados em uma mesma classificac¸a˜o. Este tipo de apren-
dizagem e´ relevante, pois, geralmente, sua capacidade de generalizac¸a˜o e´ maior do que
a do classificador utilizado separadamente [33]. Uma arquitetura comum deste tipo de
aprendizagem esta´ representada na Figura 2.12.
Figura 2.12. A arquitetura comum do Ensemble. Baseado em [33].
Existem dois tipos de aprendizagem de Ensembles : ensemble homogeˆneo, com apren-
dizagens do mesmo tipo e ensemble heterogeˆneo com diferentes tipos de aprendiza-
gem [33].
Ale´m dessa divisa˜o base, existem treˆs diferentes linhas nos me´todos de aprendizagem
por ensemble:
1 classificadores combinados: utilizada em reconhecimento de padro˜es; consiste em
combinac¸a˜o de classificadores;
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2 comiteˆs de aprendizagem fraca: utilizados em aprendizagem de ma´quina; exemplos:
AdaBoost e Bagging ; e
3 mistura de especialidades: utilizado em redes neurais; aprendizagem com diversos
modelos [33].
2.3.3 Redes Neurais Convolucionais
Em Aprendizagem Profunda – do ingleˆs Deep Learning, as caracter´ısticas na˜o sa˜o mais
extra´ıdas por te´cnicas de processamento de sinais, sa˜o obtidas automaticamente durante o
processo de aprendizagem. A Rede Neural Convolucional (CNN, do ingleˆs Convolutional
Neural Network) consiste em um tipo espec´ıfico de aprendizagem profunda, que contri-
buiu para o aperfeic¸oamento na aprendizagem de ma´quina aplicada a imagens, v´ıdeos,
fala e a´udio [35].
Alguns autores utilizaram as CNN nos sinais de ECG, em algumas aplicac¸o˜es tais
como, detecc¸a˜o do complexo QRS [36] e classificac¸a˜o dos sinais de ECG com o intuito de
detectar anormalidades card´ıacas [18, 19, 20, 21, 22].
Sendo assim, para classificac¸a˜o dos sinais de ECG, diferentemente dos classificadores
citados anteriormente, tais como, SVM e Ensemble, que realizam a classificac¸a˜o a partir de
caracter´ısticas previamente extra´ıdas, a Rede Neural Convolucional recebe como entrada
o sinal completo e retorna como sa´ıda a classificac¸a˜o.
Para isso, e´ necessa´rio o projeto da CNN, que inclui entre as camadas de entrada
e de sa´ıda as camadas ocultas [35]. Dentre as camadas ocultas, existem dois esta´gios,
mostrados na Figura 2.13, a extrac¸a˜o de caracter´ısticas e a classificac¸a˜o.
Figura 2.13. Camadas de uma Rede Neural Convolucional, que e´ dividida em dois
esta´gios: extrac¸a˜o de caracter´ısticas e classificac¸a˜o. Fonte pro´pria.
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No esta´gio da extrac¸a˜o de caracter´ısticas, o sinal passa pela etapa de convoluc¸a˜o, pela
Unidade Linear Retificada (ReLU, do ingleˆs Rectified Linear Unit) e pela maxpooling.
A etapa de convoluc¸a˜o consiste em extrair caracter´ısticas a partir de um processo de
filtragem no sinal. A func¸a˜o ReLU e´ uma func¸a˜o na˜o linear que consiste em zerar os
valores negativos, sendo matematicamente representada por
f(x) =
{
0 para x < 0,
x para x ≥ 0,
onde x e´ a entrada da func¸a˜o e f e´ a func¸a˜o ReLU, tal que f ∈ [0,∞(. E graficamente
representada pela Figura 2.14. E a etapa de pooling consiste em agrupar caracter´ısticas











Figura 2.14. Func¸a˜o ReLU, ∀ x > -100 e x < 100. Fonte pro´pria.
semelhantes e, geralmente, extrair o ma´ximo valor desse agrupamento, neste caso deno-
minada maxpooling [35]. Estas etapas de convoluc¸a˜o, ReLU e maxpooling sa˜o repetidas
conforme a necessidade e especificac¸a˜o do projeto da CNN.
O esta´gio seguinte corresponde a classificac¸a˜o do sinal, o qual, ja´ com as caracter´ısticas
extra´ıdas, passa pela etapa de Camada Densa que determina a classe e pela func¸a˜o





para i = 1,...,k, dado que x representa os valores de entrada da func¸a˜o e S consiste
no resultado transformado. Essa func¸a˜o consiste em realizar ca´lculo de probabilidade
transformando as classes de sa´ıda para valores entre 0 e 1.
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2.3.4 Sinais de Eletrocardiografia e Aprendizagem de Ma´quina
A aprendizagem de ma´quina em sinais de ECG e´ utilizada para o desenvolvimento
de sistemas automatizados de detecc¸a˜o de patologias. Ela consiste no uso de te´cnicas
de reconhecimento de padro˜es para diferenciar de forma autoˆnoma um sinal de ECG
normal de um sinal com anormalidades provocadas por uma determinada doenc¸a. E´
importante ressaltar que para um diagno´stico um me´dico avalia, ale´m dos resultados do
eletrocardiograma, outras condic¸o˜es que identifique o paciente e podem alterar os sinais
de eletrocardiografia, tais como, idade, histo´rico cl´ınico e uso de medicamentos [27].
Portanto, o objetivo da aprendizagem de ma´quina no estudo dos sinais de ECG consiste
em uma detecc¸a˜o de anormalidade no sinal que pode indicar a presenc¸a de uma patologia.
Existem diversos me´todos de ana´lises dos sinais de ECG. A literatura aponta estudos
utilizando diferentes me´todos de aprendizagem de ma´quina e de te´cnicas estat´ısticas e
nume´ricas. Dentre elas, as te´cnicas mais utilizadas sa˜o as redes neurais artificiais (RNAs),
as SVM, as ana´lises de componentes principais e as transformadas de wavelet [28].
Foi realizado um estudo de comparac¸a˜o entre diferentes me´todos, tais como, filtros,
transformadas de wavelet, decomposic¸o˜es em modo emp´ırico e redes neurais. Segundo
este estudo, as redes neurais convolucionais possuem como vantagens a possibilidade de
uso de diferentes tipos de caracter´ısticas, alta acura´cia, possibilidade de uso de te´cnicas
estat´ısticas na selec¸a˜o de caracter´ısticas extra´ıdas e ana´lises de multi-resoluc¸o˜es. Entre-
tanto, possui como desvantagens muito tempo e complexidade computacional [37].
O estado da arte trata do uso de te´cnicas de aprendizagens profundas, principal-
mente em estudos relacionados a processamento de imagens. Consequentemente, essa
tendeˆncia tem sido aplicada na classificac¸a˜o dos sinais de eletrocardiografia no diagno´stico
de doenc¸as cardiovasculares, inclusive com o desenvolvimento de novos me´todos de apren-
dizagem profunda [38]. Portanto, as pesquisas cientif´ıcas apresentam avanc¸os na a´rea de
aprendizagem profunda em ana´lises de dados de sinais de eletrocardiografia [39].
Diversas pesquisas tratam de estudos relacionados a`s redes neurais e das CNN, em
sinais de ECG [40], como por exemplo a localizac¸a˜o de contrac¸a˜o ventricular prematura
utilizando 12 derivac¸o˜es de ECG [41] e a detecc¸a˜o da fibrilac¸a˜o atrial utilizando uma u´nica
derivac¸a˜o [42, 43], inclusive avaliando alguns segundos de sinais de ECG [44, 45, 46]. Em
relac¸a˜o a` acura´cia dos sistemas classificadores, as redes neurais possuem resultados de
acura´cia estatisticamente significativos na classificac¸a˜o dos sinais de ECG [47]. Ale´m
disso, essa te´cnica torna-se importante, pois na˜o ha´ necessidade da extrac¸a˜o de carac-
ter´ısticas previamente.
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2.4 Sndrome Metabolica e o Risco Cardaco
A S´ındrome Metabo´lica (SM) consiste na associac¸a˜o de diversos fatores que geram
alterac¸o˜es metabo´licas que podem ocasionar doenc¸as cardiovasculares. Ela possui como
principal consequeˆncia a resisteˆncia a insulina, responsa´vel pelo transporte e metabolismo
da glicose. Logo os estudos que envolvem a SM consistem em relacionar a intoleraˆncia a
glicose, e portanto, a predisposic¸a˜o da diabetes. A SM pode ser ocasionada por diversos
fatores, tais como peso, gordura abdominal, diabetes e predisposic¸a˜o gene´tica [2].
O III Painel de Tratamento Adulto do Programa Nacional de Educac¸a˜o sobre Coleste-
rol (NCEP-ATP III, do ingleˆs National Cholesterol Education Program’s Adult Treatment
Panel III ) definiu que os fatores de risco da SM, apresentado na Tabela 1.1, sa˜o a circun-
fereˆncia da cintura acima de 102 cm nos homens e acima de 88 cm nas mulheres; taxa de
triglicer´ıdeo maior ou igual a 150 mg/dL; colesterol do tipo Lipoprote´ına de Alta Den-
sidade (HDL, do ingleˆs High Density Lipoproteins), abaixo de 40 mg/dL nos homens e
abaixo de 50 mg/dL nas mulheres; pressa˜o arterial sisto´lica igual ou acima de 130 mmHg
ou diasto´lica igual ou acima de 85 mmHg; e glicemia em jejum maior ou igual a 110
mg/dL. E para ser diagnosticado com SM e´ necessa´rio no mı´nimo treˆs desses fatores.
Devido a este conjunto de fatores, conforme diagrama mostrado na Figura 2.15, a SM
esta´ relacionada a consequeˆncias no sistema cardiovascular [48]. Diante disso, a seguir,
sa˜o definidas as alterac¸o˜es fisiolo´gicas e metabo´licas causadas por cada um desses fatores
e as consequeˆncias geradas no organismo humano relacionadas com o risco card´ıaco [1].
Figura 2.15. Relac¸a˜o entre os fatores de risco da S´ındrome Metabo´lica e o risco
card´ıaco. Valores limites de cada um desses fatores podem ser observados na Ta-
bela 1.1. Fonte pro´pria.
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Sendo assim, nesta sec¸a˜o sa˜o apresentadas relac¸o˜es entre os fatores de risco da SM
e alterac¸o˜es provocadas nos sinais de ECG. Informac¸o˜es, tais como, complexo QRS, in-
tervalo PR, onda P, onda T, intervalo QTc e eixo, citadas nesta sec¸a˜o, consistem nas
principais caracter´ısticas extra´ıdas dos sinais de ECG e relevantes na ana´lise e no di-
agno´stico cl´ınico. Os Apeˆndices A e B explicam em detalhes o significado de cada uma
dessas caracter´ısticas.
2.4.1 Obesidade
Nem todos os indiv´ıduos com SM sa˜o obesos, entretanto a obesidade e´ um dos prin-
cipais fatores da SM que pode ocasionar alterac¸o˜es cardiovasculares [49]. Um exemplo de
alterac¸a˜o cardiovascular e´ a presenc¸a da fibrilac¸a˜o atrial que pode ocorrer em indiv´ıduos
obesos e em indiv´ıduos com SM [50].
Sendo assim, e´ relevante avaliar a relac¸a˜o de alterac¸o˜es metabo´licas provocadas devido
a obesidade [49]. Visto que, a gordura abdominal esta´ intimamente relacionada com
diversos fatores metabo´licos, tais como resisteˆncia insul´ınica, aumento do triglicer´ıdeo,
reduc¸a˜o do colesterol do tipo HDL e aumento do risco de diabetes [2].
Ale´m disso, a obesidade e´ um dos fatores relevantes neste estudo, pois um indiv´ıduo
obeso, mesmo sem doenc¸a cardiovascular, possui maior tendeˆncia de ter arritmias. Isso
porque a atividade simpa´tica em obesos e´ maior e, consequentemente, ocorre risco de
arritmias [11].
Na˜o e´ recente a ideia de que o aumento da obesidade em um indiv´ıduo pode oca-
sionar diversas alterac¸o˜es nos sinais de ECG. Em 1986, a obesidade foi correlacionada
com o aumento da frequeˆncia card´ıaca, e com paraˆmetros extra´ıdos dos sinais de ECG,
tais como, aumento do intervalo PR, da durac¸a˜o e da amplitude do complexo QRS, des-
locamento para esquerda do complexo QRS, devido a` reduc¸a˜o da conduc¸a˜o do sinal de
ECG relacionado ao excesso de peso, e com o aumento da amplitude e do intervalo QTc
(Apeˆndice A) [51].
Ale´m disso, outro estudo de 2013 que avaliava os paraˆmetros alterados em crianc¸as
e adolescentes obesos foi observado aumento dos intervalos PR, da durac¸a˜o do complexo
QRS, deslocamento para esquerda dos eixos frontais da onda P, do QRS e do eixo da onda
T e aumento da frequeˆncia card´ıaca. Ale´m disso, a obesidade abdominal foi relacionada
com o aumento do intervalo PR, aumento da durac¸a˜o do complexo QRS e deslocamento
para esquerda do eixo frontal do ECG [52].
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2.4.2 Triglicer´ıdeo
O aumento dos n´ıveis de triglicer´ıdeo, sobretudo entre os indiv´ıduos do sexo mascu-
lino [5], e´ outro fator de risco da SM para valores iguais ou acima de 150 mg/dL. Assim
como os demais fatores, o triglicer´ıdeo e´ analisado juntamente com outros fatores de
risco da SM. O aumento do n´ıvel de insulina provoca acu´mulo de triglicer´ıdeo na regia˜o
abdominal e, consequentemente, ganho de peso [53].
2.4.3 Colesterol
Outro fator de risco da SM e´ o colesterol do tipo HDL, tambe´m conhecido como
colesterol bom. Por isso, ele e´ considerado um fator de risco da SM se estiver em um
n´ıvel abaixo de 40 mg/dL nos homens e abaixo de 50 mg/dL nas mulheres. Em n´ıvel
baixo, pode provocar risco de doenc¸a cardiovascular, como, por exemplo, doenc¸as arteriais
corona´rias [54].
2.4.4 Pressa˜o arterial
Assim como os demais fatores de risco da SM, a pressa˜o arterial, associada a outros
fatores, pode contribuir para ocorreˆncia de doenc¸as cardiovasculares. A hipertensa˜o junto
com a diabetes dobra o risco de doenc¸a cardiovascular [2]. E quando esta´ associada com
o excesso de peso pode ocasionar fibrilac¸a˜o atrial [50, 55].
2.4.5 N´ıvel de glicose sangu´ınea
O n´ıvel de glicose esta´ relacionado a capacidade da insulina em promover a entrada de
glicose nas ce´lulas [2]. Ele e´ o principal fator analisado em indiv´ıduo com SM, relacionado
a` presenc¸a da pre´-diabetes e da diabetes em que ocorrem quadros de hipoglicemia e
hiperglicemia, podendo ocasionar, como consequeˆncia, risco card´ıaco.
A diabetes ou a pre´-diabetes sa˜o as principais causas de alterac¸o˜es cardiovascula-
res [56]. Sendo assim, estudos relacionados a` diabetes apontam que e´ poss´ıvel detectar
as complicac¸o˜es da diabetes de uma forma na˜o invasiva com acura´cia acima de 95%,
avaliando, por exemplo, a variabilidade da frequeˆncia card´ıaca [57, 58].
Ale´m disso, a diabetes esta´ diretamente relacionada a alterac¸o˜es metabo´licas. Se-
gundo o Instituto de Me´tricas e Avaliac¸a˜o em Sau´de (IHME, do ingleˆs Institute for
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Health Metrics and Evaluation), em 2018, as principais causas de morte por diabetes,
no mundo, ocorreram por fatores metabo´licos, a glicemia alta em jejum e altos ı´ndices
de massa corporal (IMC), em comparac¸a˜o com os fatores ambientais (poluic¸a˜o do ar) e
comportamentais – tais como, dietas de risco, fumo e baixa atividade f´ısica [8].
Figura 2.16. Nu´mero de mortes por diabetes causadas por fatores ambientais,
comportamentais e metabo´licos no mundo em 2018. Incluindo pessoas de todas as
idades e de ambos os sexos. Adaptado de [8].
Apesar da influeˆncia da diabetes com os diversos fatores de risco da SM e a relac¸a˜o
desses com alterac¸o˜es no sistema cardiovascular, um estudo apontou que pessoas com SM
e sem diabetes na˜o possuem aumento de risco card´ıaco significativo em comparac¸a˜o com
os indiv´ıduos que possuem somente diabetes [59].
Indiv´ıduos com diabetes podem passar por quadros de hiperglicemia e hipoglicemia.
A hiperglicemia consiste em um dra´stico aumento de glicose no sangue que pode ocasionar
aumento da frequeˆncia card´ıaca [6]. Enquanto que, a hipoglicemia esta´ relacionada a`
reduc¸a˜o do n´ıvel de glicose sangu´ınea. Este quadro pode ocorrer devido efeito colateral
da injec¸a˜o de insulina. Em alguns casos, pode ocorrer, inclusive, durante o per´ıodo
noturno. Desta forma, um quadro de hipoglicemia ocasiona alterac¸o˜es no funcionamento
do sistema cardiovascular [24].
Em um estudo de ana´lises dos sinais de ECG de indiv´ıduos em um momento de hi-
poglicemia induzida a fim de avaliar as variac¸o˜es ocorridas nesses sinais foram detectadas
alterac¸o˜es em alguns paraˆmetros dos sinais de ECG (Apeˆndice A), como por exemplo,
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deformidades na onda T, tais como largura da onda T, achatamento na onda, prolonga-
mento dos segmentos QT e QTc ocorrem durante a hipoglicemia, indicando, portanto,
que a hipoglicemia gera alterac¸o˜es durante o per´ıodo de repolarizac¸a˜o ventricular do sis-
tema cardiovascular [24]. Ale´m disso, em um estudo que utilizou sistemas classificadores
de aprendizagem profunda, observou-se que e´ poss´ıvel detectar um episo´dio de hipoglice-
mia em pacientes com diabetes, com sensibilidade acima de 80%, utilizando os intervalos
QT e QTc e o batimento card´ıaco [60].
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3 Metodologia
Esta pesquisa consistiu no desenvolvimento de diferentes abordagens para detecc¸a˜o
da S´ındrome Metabo´lica (SM) por meio de sinais de eletrocardiografia (ECG). Para isso,
foram utilizadas estrate´gias distintas, detalhadas na Sec¸a˜o 3.1, para o treinamento e va-
lidac¸a˜o de sistemas classificadores de sinais de ECG. Os sinais utilizados nesta proposta
sa˜o relacionados a dois grupos experimentais distintos, um grupo controle e um grupo
com SM. Esses sinais sa˜o disponibilizados publicamente em um banco de dados apre-
sentado na Subsec¸a˜o 3.2.1. Ao final foram realizadas medidas estat´ısticas, explicadas na
Subsec¸a˜o 3.3.2, com intuito de avaliar com que exatida˜o e sensibilidade e´ poss´ıvel detectar
a SM por meio de sinais de ECG.
3.1 Algoritmos desenvolvidos para classificac~ao dos sinais
de ECG
Com o intuito de definir se o sinal de ECG possui um padra˜o considerado normal, ou se
tem um desvio associado a S´ındrome Metabo´lica (SM), a metodologia deste trabalho con-
sistiu em duas etapas, uma de extrac¸a˜o de caracter´ısticas e outra de classificac¸a˜o do sinal.
Para classificar, uma parte do sinal e´ utilizada para treinamento e outra para validac¸a˜o,
que tem como objetivo verificar medidas estat´ısticas, apresentadas na Subsec¸a˜o 3.3.2, tais
como, a efica´cia e a exatida˜o do sistema apo´s o treinamento.
O diagrama da Figura 3.1 apresenta as etapas necessa´rias para o desenvolvimento
do sistema classificador do sinal de ECG. Para obter as caracter´ısticas dos sinais que
foram utilizadas nos sistemas classificadores, o sinal passou por um sistema detector de
picos, em seguida foram extra´ıdas caracter´ısticas desses sinais, tais como, medidas de
amplitude relativas e distaˆncias entre dois picos consecutivos. O intuito foi verificar se
existem valores alterados no ECG e que possam estar associados a SM. Diante disso, o
sistema classificador e´ um algoritmo que e´ ajustado e treinado para definir se um conjunto
de caracter´ısticas faz parte ou na˜o de um exemplo de SM. Neste trabalho foram utilizados
classificadores supervisionados, que possuem os ro´tulos definidos previamente, ou seja, as
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classes do sinal (indiv´ıduo sauda´vel ou com SM) foram inclu´ıdas no treinamento.
Sendo assim, em resumo, primeiro foi realizada a extrac¸a˜o de caracter´ısticas dos sinais
de ECG que foram, em seguida, utilizadas em sistemas que classificaram os sinais em dois
grupos distintos – pacientes sauda´veis e pacientes com SM.
Figura 3.1. Diagrama das etapas do processo realizado com os Sinais de Eletro-
cardiografia, incluindo as etapas de extrac¸a˜o e classificac¸a˜o. Fonte pro´pria.
3.1.1 Extrac¸a˜o de caracter´ısticas dos sinais de eletrocardiografia
Detecc¸a˜o do complexo QRS Para extrair o complexo QRS foi utilizado um algo-
ritmo, que implementa o algoritmo de Pan Thompkins para detecc¸a˜o do pico R do sinal
de ECG, desenvolvido no Matlab por uma pesquisa realizada no Instituto de Pesquisa do
Hospital Geral de Rochester, Rochester, Estados Unidos – do ingleˆs, Rochester General
Hospital Research Institute, Rochester, New York, United States [61].
Conforme explicado na Subsec¸a˜o 2.2.1, o algoritmo de Pan-Thompkins foi desenvol-
vido em 1985 e consiste em detectar o complexo QRS do sinal de ECG em tempo real [32].
Ele e´ apresentado na literatura como uma das te´cnicas de fa´cil implementac¸a˜o para a de-
tecc¸a˜o do complexo QRS com o objetivo de extrair caracter´ısticas dos sinais de ECG a
serem utilizados em sistemas classificadores. Ale´m disso, e´ uma te´cnica relevante, pois
exige menos esforc¸o computacional em comparac¸a˜o a outras te´cnicas e e´ projetado para
reduzir o ru´ıdo [28, 47, 62].
Em um teste realizado utilizando esse algoritmo, observou-se que existem diferenc¸as
entre alguns pontos marcados como pico R e os picos ma´ximos das ondas, portanto foi
desenvolvido um algoritmo para ajuste de detecc¸a˜o e, tambe´m, de detecc¸a˜o dos picos das
ondas Q e S. O fluxograma da Figura 3.2 apresenta as etapas para o desenvolvimento
desta func¸a˜o. O ajuste de detecc¸a˜o dos picos R consiste em utilizar os dados dos picos R
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extra´ıdos e a partir de uma janela que avaliava valores pro´ximos do pico detectado, foi
realizada uma busca do pico ma´ximo. Este valor foi enta˜o substitu´ıdo como o novo valor
de R.
Figura 3.2. Fluxograma do algoritmo desenvolvido para detectar os picos Q, R e S
do sinal de ECG utilizando o algoritmo de Pan e Thompkins desenvolvido por [61].
Fonte pro´pria.
29
Em seguida, foi desenvolvido um algoritmo para detectar o pico S. Essa func¸a˜o con-
sistiu em realizar ca´lculo de derivada para encontrar o ponto de mı´nimo da func¸a˜o mais
pro´ximo do pico R. Esse valor foi reajustado da mesma forma como ocorreu com o pico
R.
Para encontrar o pico da onda Q do sinal de ECG foi realizado um espelhamento
do sinal no sentido horizontal, ou seja, inversa˜o do sinal no domı´nio do tempo, e enta˜o
a localidade do pico Q assume a posic¸a˜o anterior do pico S, logo foi realizado o mesmo
procedimento utilizado para detectar o pico S. Esse procedimento de detectar o pico Q,
conforme mostrado na Figura 3.3, foi realizado nas quatro etapas seguintes:
1) o algoritmo recebe o sinal original com os picos R detectados;
2) aplicando a equac¸a˜o
xe[n] = x[N − n],
esse sinal e´ invertido em relac¸a˜o aos valores no tempo;
3) mesmo procedimento utilizado para detectar o pico S, considerando tambe´m o
ajuste; e
4) o sinal e´ invertido novamente voltando ao sinal original com os picos Q detectados.
Os valores das posic¸o˜es dos picos do complexo QRS – pico Q, R e S , conforme
mostrado na Figura 2.5, dos sinais de ECG do grupo controle e do grupo experimental
foram detectados separadamente e armazenados.
Validac¸a˜o do algoritmo detector de picos Com o intuito de verificar se os resul-
tados de detecc¸a˜o dos picos podem interferir nas detecc¸o˜es de SM, ou seja, verificar a
efica´cia da extrac¸a˜o de caracter´ısticas dos sinais de ECG e sua influeˆncia na significaˆncia
dos resultados obtidos pelos sistemas classificadores desenvolvidos, foi desenvolvido um
algoritmo para detecc¸a˜o manual dos picos das ondas Q, R e S dos sinais de ECG. Desta
forma, foi poss´ıvel verificar o erro do algoritmo de detecc¸a˜o automa´tica comparando com
valores dos picos extra´ıdos manualmente.
Esses resultados foram avaliados segundo o gra´fico de Bland Altman, explicado na
Subsec¸a˜o 3.3.1, que avalia se as diferenc¸as obtidas por duas te´cnicas distintas sa˜o signifi-
cativas e se seus resultados podem interferir em deciso˜es aplicadas em diagno´stico [63].
Para detectar os picos foi desenvolvido no matlab um algoritmo de detecc¸a˜o manual,
sendo realizado o mesmo procedimento para a detecc¸a˜o dos picos Q, R e S. O sinal
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Etapa 2 - Sinal de ECG espelhado
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Etapa 1 - Sinal de ECG original
ECG
R

















Figura 3.3. Exemplo da inversa˜o no domı´nio do tempo realizada no sinal de ECG
para detecc¸a˜o do pico da onda Q,utilizando quatro etapas diferentes, sendo Etapa
1 – o sinal de ECG original; Etapa 2 – o sinal invertido; Etapa 3 – o sinal de ECG
invertido com os picos Q detectados; e Etapa 4: inversa˜o realizada novamente,
voltando ao sinal original com os picos Q detectados. Fonte pro´pria.
completo possui durac¸a˜o de aproximadamente 30 minutos, para facilitar a visualizac¸a˜o
do sinal durante a detecc¸a˜o dos picos, ele foi dividido em janelas de aproximadamente 3
segundos, resultando em um total de 649 janelas.
Ao selecionar manualmente os valores dos picos, as localizac¸o˜es foram armazenadas
em varia´veis no algoritmo. Com duas selec¸o˜es na mesma localizac¸a˜o foi trac¸ado o gra´fico
da regia˜o. Apo´s a detecc¸a˜o do sinal completo, esta etapa foi finalizada e as localizac¸o˜es
dos picos detectados foram armazenadas.
Um exemplo do sistema desenvolvido de detecc¸a˜o manual de pico para a onda R do
sinal de ECG e´ mostrado na Figura 3.4.
Caracter´ısticas referentes a`s distaˆncias e a`s relac¸o˜es entre Q, R e S A partir
desses valores de QRS encontrados foi desenvolvido um algoritmo para extrac¸a˜o de carac-
ter´ısticas no domı´nio do tempo. Essa func¸a˜o recebe como entrada o tamanho da janela e
o arquivo com as localizac¸o˜es dos picos Q, R e S dos sinais de ECG detectados. Foram
calculadas as me´dias e as variaˆncias dos intervalos RR, RS, QS, RQ, RS, da amplitude
da onda R e das relac¸o˜es entre as amplitudes da onda R e da onda Q e da onda R e S,
considerando a sobreposic¸a˜o do sinal, em janelas de tamanho 80. Ao final, foi gerada uma
matriz com essas caracter´ısticas extra´ıdas. Essa matriz foi armazenada e posteriormente
utilizada no treinamento e validac¸a˜o dos sistemas classificadores.
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Figura 3.4. Exemplo do sinal de Eletrocardiografia utilizado para extrair os picos
Q, R e S manualmente e comparar com os resultados obtidos pelo algoritmo de
detecc¸a˜o automa´tica. Fonte pro´pria.
Em um estudo anterior foram avaliadas as caracter´ısticas temporais de relac¸o˜es en-
tre os picos dos sinais de ECG para o desenvolvimento de sistemas classificadores de
SM, com resultados estatisticamente significativos, exatida˜o acima de 90%. Entretanto,
foram avaliados apenas os sinais de ECG da derivac¸a˜o DI [12]. Na proposta dessa dis-
sertac¸a˜o, incluiu-se a derivac¸a˜o aV F , ale´m do eixo card´ıaco. Portanto, foram extra´ıdas
caracter´ısticas dos sinais de ECG referentes a duas derivac¸o˜es ortogonais do plano fron-
tal, derivac¸a˜o DI e aV F . Esse me´todo foi utilizado, pois essas derivac¸o˜es sa˜o analisadas
em uma te´cnica de detecc¸a˜o do eixo card´ıaco com melhor exatida˜o em relac¸a˜o a outras
te´cnicas [64].
Extrac¸a˜o do eixo card´ıaco Como o corac¸a˜o e´ uma estrutura tridimensional, a ana´lise
de apenas uma derivac¸a˜o nem sempre e´ suficiente para indicar a existeˆncia de alguma
anormalidade do sistema cardiovascular. Portanto, uma das estrate´gias para avaliar um
desvio no sinal de ECG e´ realizar a ana´lise do eixo card´ıaco.
Estudos apresentam algumas alterac¸o˜es cardiovasculares ocasionadas em indiv´ıduos
com SM, como por exemplo, hipertrofia ventricular esquerda e comprometimento na
func¸a˜o diasto´lica [65, 66]. O desvio de eixo card´ıaco pode indicar a presenc¸a de uma
alterac¸a˜o cardiovascular. Portanto foi proposto neste trabalho incluir o eixo card´ıaco
como uma das caracter´ısticas extra´ıdas dos sinais de ECG a serem utilizadas em sistemas
de detecc¸a˜o de SM.
Para calcular o eixo card´ıaco, sa˜o necessa´rias apenas duas derivac¸o˜es, conforme mos-
trado na Figura B.2. Logo, foram selecionadas as derivac¸o˜es DI e aV F , pois, conforme
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o triaˆngulo de Einthoven da Figura 2.7, sa˜o derivac¸o˜es ortogonais, logo o eixo card´ıaco
pode ser encontrado por meio de ana´lise trigonome´trica [64].
Portanto a proposta desta etapa consistiu em calcular a diferenc¸a entre o tamanho
do pico R e do pico S em cada uma dessas derivac¸o˜es para verificar o direcionamento do
vetor card´ıaco das derivac¸o˜es DI e aV F . Em seguida, para encontrar o aˆngulo do vetor
foi utilizada a relac¸a˜o trigonome´trica
Ec(n) = arctan
RD1(n)− |SD1(n)|
RaV F (n)− |SaV F (n)| ,
onde n corresponde a cada ciclo de QRS do sinal de ECG, Ec e´ o eixo card´ıaco calculado
em graus, RD1 e´ a amplitude da onda R da derivac¸a˜o DI, SD1 e´ a amplitude da onda S
da derivac¸a˜o DI, RaV F e´ a amplitude da onda R da derivac¸a˜o aV F , SaV F e´ a amplitude
da onda S da derivac¸a˜o aV F .
Sendo assim, o eixo card´ıaco foi definido como uma das caracter´ısticas utilizadas na
entrada dos sistemas classificadores explicados na Subsec¸a˜o 3.1.2.
3.1.2 Desenvolvimento de sistema classificador
SVM e Ensemble A proposta deste trabalho consistiu em realizar o treinamento su-
pervisionado utilizando Ma´quinas de Vetores Suporte (SVM, do ingleˆs Support Vector
Machine) e Ensemble (RobustBoost), que sa˜o duas te´cnicas diferentes de aprendizagem
supervisionada que necessitam de uma extrac¸a˜o pre´via das caracter´ısticas. A SVM e´
apresentada na literatura como uma te´cnica utilizada na classificac¸a˜o dos sinais de ECG
que possui bom desempenho de treinamento e resultados estat´ısticos significativos, em
alguns casos com valores de acura´cia de 99% a 100% [67, 68, 47].
Rede Neural Convolucional Ale´m desta proposta de extrair caracter´ısticas previa-
mente foi empregada a Rede Neural Convolucional (CNN, do ingleˆs Convolutional Neural
Network), para a classificac¸a˜o dos sinais de ECG. Esse sistema e´ utilizado para classi-
ficac¸a˜o sem a necessidade de uma extrac¸a˜o pre´via das caracter´ısticas, podendo ser utili-
zado na classificac¸a˜o de doenc¸as cardiovasculares [69].
A literatura apresenta a relevaˆncia dos sistemas classificadores convolucionais em si-
nais de ECG, pois podem contribuir com a efica´cia de ana´lise de dados, favorecendo o
desenvolvimento de sistemas em tempo real de monitoramento desses sinais [70]. Por-
tanto, a proposta desta etapa consistiu em utilizar CNN na classificac¸a˜o dos sinais de ECG
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relacionados a` SM e obter as me´tricas de desempenho, explicadas na Subsec¸a˜o 3.3.2, e
compara´-las com os resultados obtidos pelos outros classificadores em que foram realiza-
dos extrac¸a˜o de caracter´ısticas anteriormente – SVM e Ensemble.
Portanto, para isso foram desenvolvidos algoritmos que realizavam a leitura dos sinais
de ECG integrais, de 12 derivac¸o˜es, dos dois grupos – grupo com SM e grupo controle,
treinamento e validac¸a˜o das CNN, seguida de ana´lises estat´ısticas de desempenho.
3.2 Metodologia experimental
A proposta deste trabalho consistiu em utilizar sinais ECG disponibilizados nos ban-
cos de dados apresentados na Subsec¸a˜o 3.2.1. Todos os algoritmos foram desenvolvidos
no ambiente de desenvolvimento do Matlab, utilizando o sistema operacional Windows
10 de 64 bits, em um notebook com as seguintes especificac¸o˜es: placa de v´ıdeo NVIDIA
GeForce de 2 GB, Intel Core I5, 8 GB de memo´ria RAM e 1 TB de armazenamento.
3.2.1 Banco de dados
Sinais de ECG utilizados para analisar os resultados de detecc¸a˜o do complexo
QRS Para detectar os picos manualmente e verificar o erro obtido em relac¸a˜o aos re-
sultados do algoritmo de detecc¸a˜o automa´tica foi utilizado o banco de dados de teste de
ECG com ru´ıdo da pa´gina do Physionet intitulada The Noise Stress Test Database. Para
isso foi selecionado o sinal de ECG de 30 minutos de durac¸a˜o, da derivac¸a˜o V 1 e de 24
SNRdB que possui frequeˆncia de amostragem de 360 Hz [71, 72].
Sinais de ECG utilizados para desenvolvimento do sistema detector de S´ındrome
Metabo´lica Neste trabalho foi realizado o estudo dos sinais de eletrocardiografia forne-
cidos pelo Grupo de Bioengenharia e Biof´ısica Aplicada – do espanhol, Grupo de Bioin-
genier´ıa y Biof´ısic Aplicada (GBBANet), que avalia as alterac¸o˜es nos sinais relacionadas
a` resisteˆncia a insulina na presenc¸a da SM [73]. Esses sinais utilizados esta˜o apresenta-
dos em um artigo cient´ıfico de um estudo publicado em 2012 na Revista Brasileira de
Engenharia Biome´dica [13].
Os participantes da pesquisa desse banco de dados pertencem a dois grupos distintos,
sendo 15 indiv´ıduos com SM e 10 do grupo controle constitu´ıdos por indiv´ıduos sauda´veis.
Em relac¸a˜o a esses dados, na˜o foi encontrada informac¸a˜o detalhada do diagno´stico de SM
desses participantes. Em outras palavras, na˜o foram encontradas informac¸o˜es antro-
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pome´tricas individuais, tais como, idade, altura, glicose, triglicer´ıdeo, colesterol, pressa˜o
arterial, peso. Sabe-se apenas que todos os indiv´ıduos eram do sexo masculino, com ida-
des de 20 a 44 anos, sem doenc¸as cardiovasculares conhecidas, na˜o fumavam e na˜o faziam
uso de medicamentos, e que o grupo com SM possu´ıa obesidade, principalmente abdomi-
nal [13]. Portanto, como na˜o foram encontradas informac¸o˜es relacionadas aos fatores de
risco do grupo com SM, neste estudo na˜o via´vel avaliar e comparar poss´ıveis alterac¸o˜es
no sistema cardiovascular provocadas por diferentes fatores de risco.
Esses dados foram obtidos durante o Teste Oral de Toleraˆncia a Glicose (TOTG)
realizado nos indiv´ıduos do grupo com SM e do grupo controle. Esse procedimento
consiste em um teste, realizado em jejum, em que sa˜o realizados exames de sangue antes
e depois da ingesta˜o de 75 gramas de glicose l´ıquida. Ale´m dos exames de sangue, foram
obtidos os sinais de eletrocardiografia em 5 etapas diferentes, sendo primeiro em jejum,
denominado estado basal, e os outros foram adquiridas apo´s a ingesta˜o de glicose com
intervalos de 30 minutos, portanto foram realizadas aquisic¸o˜es 30, 60, 90 e 120 minutos
apo´s a ingesta˜o da glicose [13].
Foram realizadas as aquisic¸o˜es dos sinais de eletrocardiografia de 12 derivac¸o˜es por
meio do produto fornecido pela Cardiosoft. Cada aquisic¸a˜o teve durac¸a˜o de 15 minutos,
com frequeˆncia de amostragem de 1kHz e resoluc¸a˜o de 16 bits [13, 74].
3.2.2 Procedimentos utilizados para desenvolvimento dos sistemas classificadores
Selec¸a˜o dos dados para treinamento e validac¸a˜o dos sistemas classificadores
Para desenvolvimento dos sistemas classificadores de SM utilizando sinais de ECG, os da-
dos sa˜o divididos em dois grupos, um para o treinamento e outro para validac¸a˜o. Para isso
foi realizada uma te´cnica estat´ıstica que avalia e compara algoritmos de aprendizagem,
denominada validac¸a˜o cruzada. Para esta te´cnica optou-se pelo me´todo k-fold, forma
ba´sica da validac¸a˜o cruzada apresentada na literatura como um me´todo de estimativa
precisa de desempenho [75, 76].
Nesta etapa, os dados armazenados foram inicialmente aleatorizados, em seguida, di-
vididos em k conjuntos, sendo um deles utilizado para validac¸a˜o e k-1 para o treinamento.
Em seguida, as etapas de treinamento e validac¸a˜o sa˜o realizadas em k iterac¸o˜es, alterando-
se a cada iterac¸a˜o o conjunto de dados utilizado para treinar e para validar [76]. A cada
iterac¸a˜o foram calculadas as medidas de desempenho apresentadas na Subsec¸a˜o 3.3.2 e
ao final sa˜o calculadas as me´dias desses resultados.
A Figura 3.5 apresenta as etapas de desenvolvimento dos sistemas classificadores uti-
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lizando k-fold em um exemplo com k igual 3, em que, os dados de entrada sa˜o inicialmente
aleatorizados em seguida divididos em 3 agrupamentos para treinamento e validac¸a˜o.
Figura 3.5. Fluxograma das etapas da metodologia experimental de treinamento
e validac¸a˜o dos classificadores em um exemplo do k-fold com k igual a 3. Baseado
em [76].
SVM e Ensemble Para o treinamento utilizando SVM, a func¸a˜o kernel definida foi a
Func¸a˜o de Base Radial – do ingleˆs, Radial Basis Function (RBF), func¸a˜o normalmente
utilizada nesse tipo de aplicac¸a˜o.
No caso do Ensemble, o tipo de classificador definido foi o RobustBoost, classificador
bina´rio, 100 ciclos de aprendizagem e modelos de classificac¸a˜o definidos como a´rvore;
esses paraˆmetros foram definidos em testes preliminares, ja´ que menos de 100 ciclos na˜o
haviam resultado em valores de acura´cia de 90%.
Para a selec¸a˜o dos dados desses classificadores foi utilizado o me´todo k-fold com k
igual a 10 [76].
Rede Neural Convolucional Para o desenvolvimento da CNN foram desenvolvidos
algoritmos no matlab, em que a primeira etapa consistiu em realizar a leitura dos sinais
de ECG integrais de 12 derivac¸o˜es, dos dois grupos – grupo com SM e grupo controle,
seguida do treinamento e validac¸a˜o.
O banco de dados fornece os sinais de apenas 25 participantes, esse nu´mero de exem-
plos na˜o foi suficiente para realizar o treinamento da CNN, logo cada sinal foi dividido
em 300 janelas – quantidade testada que permitiu um nu´mero suficiente de exemplos com
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resultados estatisticamente significativos. Logo foram obtidos 7500 exemplos, sendo 3000
exemplos do grupo controle e 4500 do grupo com SM. Esses dados foram armazenados
em uma varia´vel com memo´ria alocada de 4 dimenso˜es para armazenar as 12 derivac¸o˜es
do sinal unidimensional – sinal de ECG, sendo 300 exemplos de cada paciente. Ale´m
disso, uma outra varia´vel recebe as classes dos sinais indicando se o sinal corresponde a
um paciente do grupo com SM ou do grupo controle.
A CNN e´ constitu´ıda por duas etapas, etapa de extrac¸a˜o de caracter´ısticas e de
classificac¸a˜o, em um total de 10 camadas. Essas camadas sa˜o mostradas na Figura 3.6.
Na etapa de extrac¸a˜o de caracter´ısticas, a primeira camada consiste na leitura do
sinal que, em seguida, passa pela camada convolucional bidimensional com 100 filtros de
tamanho 5, uma camada Unidade Linear Retificada (ReLU, do ingleˆs Rectified Linear
Unit), seguida de uma camada maxpooling bidimensional de passo 1. Em seguida, a
rede e´ constitu´ıda por uma segunda etapa convolucional bidimensional com 100 filtros
de tamanho 8, novamente por uma camada ReLU, seguida por uma camada maxpooling
bidimensional de passo 2, estes paraˆmetros foram estabelecidos, pois geravam resultados
com valores significativos, de exatida˜o entre 90% e 100%.
As camadas de classificac¸a˜o sa˜o constitu´ıdas por uma camada densa para classificac¸a˜o
bidimensional, uma camada softmax e uma camada de sa´ıda de classificac¸a˜o para uma
rede neural.
Para o treinamento da CNN foram definidas as seguintes opc¸o˜es que obtiveram os me-
lhores resultados estat´ısticos: descida gradiente estoca´stica com impulso; taxa de aprendi-
zagem inicial: 0,0001; taxa de aprendizagem inicial multiplicada por 0,1 a cada 8 e´pocas;
fator de regularizac¸a˜o L2 de 0,0004 (reduz o overfittting); nu´mero ma´ximo de e´pocas:
5; tamanho do mini-lote usado para cada iterac¸a˜o: 30 (avalia o gradiente da func¸a˜o de
perda e atualiza os pesos).
3.3 Analises estatsticas
As ana´lises estat´ısticas realizadas nesta proposta sa˜o divididas em dois subgrupos,
o primeiro consiste em ana´lises sobre as caracter´ısticas extra´ıdas dos sinais de ECG e o
segundo consiste em ana´lises sobre os resultados de classificac¸a˜o dos diferentes classifi-
cadores utilizados nesta proposta, SVM, RobustBoost e CNN. E´ poss´ıvel visualizar na
Figura 3.7 as etapas das ana´lises estat´ısticas realizadas.
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Figura 3.6. Camadas da Rede Neural Convolucional projetada para o treinamento
e classificac¸a˜o dos sinais de ECG em dois grupos (grupo controle e grupo com
S´ındrome Metabo´lica). Fonte pro´pria.
Figura 3.7. Etapas das ana´lises estat´ısticas realizadas nas caracter´ısticas extra´ıdas
dos sinais de ECG e nos resultados obtidos pelos sistemas classificadores. Fonte
pro´pria.
3.3.1 Ana´lises estat´ısticas dos resultados obtidos pelos algoritmos de detecc¸a˜o dos
picos do sinal de ECG
O calculo do erro de detecc¸a˜o consiste em
E(n) = |Lpd(n)− Lpr(n)|,
sendo E o erro detectado, em valor absoluto, Lpd a localizac¸a˜o do pico (Q, R ou S)
detectada pelo algoritmo, Lpr a localizac¸a˜o do pico considerada real (extra´ıda manual-
mente ou fornecida pelo banco de dados) e n a quantidade de picos detectados conforme
o tamanho do sinal. Logo em seguida foi calculada a me´dia de E(n).
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Para verificar a efica´cia dos algoritmos de detecc¸a˜o dos picos foi utilizada uma te´cnica
de ana´lise gra´fica desenvolvida por Bland e Altman em 1986, que utiliza medidas de
estat´ıstica descritiva, tais como a me´dia e o desvio padra˜o. Esse tipo de gra´fico foi criado
para avaliar e comparar resultados de diferentes te´cnicas aplicadas na a´rea da sau´de [63].
A proposta do gra´fico de Bland-Altman e´ apresentar a relac¸a˜o entre as diferenc¸as e
a me´dia entre os resultados das duas te´cnicas. A me´dia e´ utilizada como uma medida de
aproximac¸a˜o do valor real. Portanto o gra´fico de Bland-Altman consiste em representar
graficamente o valor da me´dia em func¸a˜o da diferenc¸a, ale´m da me´dia das diferenc¸as e os
limites superior e inferior definidos conforme a distribuic¸a˜o dos dados [63].
Para testar a normalidade dos dados, foi utilizado o teste de Kolmogorov-Smirnov
– explicado em detalhes na Subsec¸a˜o 3.3.3. Segundo esse teste, os dados na˜o seguiam
distribuic¸a˜o gaussiana, portanto foram utilizadas estat´ısticas na˜o parame´tricas, logo os
limites superior e inferior foram calculados como
li = 1, 45IQR
e
ls = 1, 45IQR,
respectivamente, onde li e´ o limite inferior, ls e´ o limite superior e IQR e´ o intervalo
interquartil – do ingleˆs Interquartile Range, medida estat´ıstica que avalia a dispersa˜o dos
dados.
A Figura 3.8 mostra um exemplo do gra´fico de Bland-Altman de um estudo que com-
parava dois me´todos diferentes de medic¸a˜o da taxa de pico de fluxo expirato´rio. Logo o
intuito desse gra´fico e´ verificar quanto que o erro varia comparando duas te´cnicas diferen-
tes. Neste caso, de distribuic¸a˜o gaussiana, os limites inferiores e superiores correspondem
a
li = d− 2s,
ls = d+ 2s,
respectivamente, onde d e´ a me´dia e s e´ o desvio padra˜o das diferenc¸as.
3.3.2 Me´tricas de desempenho dos sistemas classificadores testados
Apo´s a obtenc¸a˜o dos resultados de validac¸a˜o dos sistemas classificadores, referentes
aos diferentes esta´gios de aquisic¸a˜o dos sinais de ECG do banco de dados apresentado na
Subsec¸a˜o 3.2.1, para as ana´lises estat´ısticas normalmente utilizadas neste tipo de estudo
39
Figura 3.8. Exemplo do gra´fico de Bland Altman, onde foi medida a taxa de pico
de fluxo expirato´rio (PEF). Adaptado de [63].
foi utilizada a matriz de confusa˜o da Figura 3.9.
Figura 3.9. Matriz de confusa˜o desenvolvida para ana´lise das me´tricas de desem-
penho dos sistemas classificadores nos sinais de ECG do banco de dados conforme
Subsec¸a˜o 3.2.1. Sendo VP quantidade de verdadeiros positivos, FN quantidade de
falsos negativos, FP quantidade de falsos positivos e VN quantidade de verdadeiros
negativos. Fonte pro´pria.
Em que VP e´ a quantidade de verdadeiro positivo, classificac¸o˜es correta de sinais de
indiv´ıduos com SM; VN e´ a quantidade de verdadeiros negativos, classificac¸o˜es correta de
sinais de indiv´ıduos do grupo controle; FP e´ a quantidade de falso positivo, sinais classi-
ficados erroneamente com SM; e FN e´ quantidade de falsos negativos, sinais classificados
erroneamente como grupo controle. Portanto, os valores obtidos nas posic¸o˜es da diagonal
correspondem a`s classificac¸o˜es corretas.
A partir da matriz de confusa˜o, as seguintes me´tricas de desempenho foram determi-
nadas: taxa de falsos positivos, taxa de falsos negativos, valor preditivo positivo, valor
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preditivo negativo, sensibilidade, especificidade, exatida˜o e medidas-F, representadas por
TFP =
FP




















V N + FP
,
Ex =
V P + V N
V P + V N + FP + FN
,
MF =
2(V PP · S)
V PP + S
,
respectivamente, onde TFP e´ a taxa de falsos positivos (erro tipo I), TFN e´ a taxa de
falsos negativos (erro tipo II), V PP e´ o valor preditivo positivo, V PN e´ o valor preditivo
negativo, S e´ a sensibilidade, Es e´ a especifidade, Ex e´ a exatida˜o e MF e´ a medida-F.
3.3.3 Testes estat´ısticos de hipo´tese
Este trabalho consistiu na identificac¸a˜o de classes relacionadas a um poss´ıvel di-
agno´stico de SM utilizando diferentes te´cnicas de classificac¸a˜o explicadas na Sec¸a˜o 3.1.
Sendo assim, a ana´lise estat´ıstica deste estudo consistiu na infereˆncia estat´ıstica, em
que uma amostra de valores, caracter´ısticas extra´ıdas dos sinais de ECG, representa a
populac¸a˜o. Portanto, foram utilizados testes para avaliar a hipo´tese de que e´ poss´ıvel
diferenciar indiv´ıduos com SM a partir dos sinais de ECG. Logo, a hipo´tese nula consiste
em na˜o ser poss´ıvel diferenciar os indiv´ıduos do grupo com SM. A ideia foi verificar a
rejeic¸a˜o da hipo´tese nula, com n´ıvel de confianc¸a de 5%. Esses testes estat´ısticos foram
realizados no matlab.
Primeiramente, para verificar se os dados diferem de uma distribuic¸a˜o normal foi
aplicado o teste de normalidade de Kolmogorov-Smirnov. Para este teste, as hipo´teses
testadas sa˜o
H0 – Hipo´tese nula: os dados seguem distribuic¸a˜o gaussiana; e
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H1 – Hipo´tese alternativa: os dados na˜o seguem distribuic¸a˜o gaussiana.
Esse estudo consiste em um caso de amostras independentes, pois os dados extra´ıdos
dos sinais de ECG de cada grupo sa˜o distintos, ou seja, os dados de um grupo na˜o
interferem no outro. Portanto, como as caracter´ısticas na˜o seguiam distribuic¸a˜o gaus-
siana, foi utilizado o teste estat´ıstico na˜o parame´trico para amostras independentes de
Mann-Whitney, em que foram testadas as seguintes hipo´teses
H0 – Hipo´tese nula: as caracter´ısticas extra´ıdas dos sinais de ECG pertencem a in-
div´ıduos de grupos similares; e
H1 – Hipo´tese alternativa: as caracter´ısticas extra´ıdas dos sinais de ECG pertencem a
indiv´ıduos de grupos distintos.
Ale´m disso, esses testes estat´ısticos foram aplicados nos resultados obtidos pelos di-
ferentes classificadores a fim de verificar se as diferenc¸as obtidas sa˜o estatisticamente
significativas, neste caso as hipo´teses a serem testadas foram
H0 – Hipo´tese nula: na˜o existem diferenc¸as estatisticamente significativas entre os re-
sultados obtidos pelos diferentes classificadores;
H1 – Hipo´tese alternativa: existem diferenc¸as estatisticamente significativas entre os
resultados obtidos pelos diferentes classificadores.
42
4 Resultados e Discuss~ao
4.1 Analises estatsticas dos resultados de detecc~ao dos pi-
cos dos sinais de ECG
A fim de validar os resultados de detecc¸a˜o dos picos das ondas Q, R e S e verificar
poss´ıveis erros entre os valores dos picos detectados e os valores reais, conforme explicado
na Subsec¸a˜o 3.1.1, foi gerado no matlab o gra´fico de Bland-Altman para comparar os
resultados obtidos pelos algoritmos desenvolvidos – detecc¸a˜o automa´tica e manual [77].
Neste algoritmo foi realizado teste de normalidade das amostras utilizando o teste de
Kolmogorov-Smirnov. Verificou-se que as distribuic¸o˜es dos dados, localizac¸o˜es das ondas
Q, R e S, na˜o seguem distribuic¸a˜o normal, portanto foi utilizada ana´lise estat´ıstica para
dados na˜o parame´tricos. As Figuras 4.1, 4.2 e 4.3 apresentam os gra´ficos de Bland-
Altman referentes as detecc¸o˜es dos picos Q, R e S, respectivamente. Observe que os
pontos distantes de zero nestes gra´ficos correspondem a erros de detecc¸a˜o que ocorreram
nas regio˜es de transic¸a˜o desses valores, provocando um aumento nas diferenc¸as entre os
resultados obtidos pelos dois algoritmos.
Logo, quando o algoritmo de detecc¸a˜o manual na˜o realiza a detecc¸a˜o de um pico,
ocorre aumento nos resultados das diferenc¸as entre os picos obtidos pelos dois algoritmos
a partir dessa regia˜o, visto que a subtrac¸a˜o entre os resultados do algoritmo de detecc¸a˜o
automa´tica torna-se, a partir desse erro, relacionada aos resultados obtidos pelos picos do
ciclo do complexo QRS anterior pelo algoritmo de detecc¸a˜o manual. Ale´m disso, de forma
equivalente, uma detecc¸a˜o a mais provoca reduc¸a˜o nos valores das diferenc¸as seguintes
obtidas.
Diante disso, analisando os gra´ficos das Figuras 4.1 a 4.3, foi poss´ıvel observar as
regio˜es onde ocorreram erros nas detecc¸o˜es dos picos. Nas Figuras 4.1 e 4.3, os erros nas
regio˜es pro´ximas de 300 e de 1500 segundos foram provocados devido ao ru´ıdo presente
nestas regio˜es que ocasionaram aumento das diferenc¸as entre as posic¸o˜es dos picos detec-
tados. Esses ru´ıdos sa˜o relacionados a artefatos de movimento que foram adicionados aos
sinais, que sa˜o fornecidos pelo banco de dados de teste de ECG com ru´ıdo apresentado
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Figura 4.1. Me´dia em func¸a˜o da diferenc¸a entre as localizac¸o˜es dos picos Q utili-
zando o algoritmo de detecc¸a˜o automa´tico e o algoritmo de detecc¸a˜o manual. Fonte
pro´pria.
Figura 4.2. Me´dia em func¸a˜o da diferenc¸a entre as localizac¸o˜es dos picos R utili-
zando o algoritmo de detecc¸a˜o automa´tico e o algoritmo de detecc¸a˜o manual. Fonte
pro´pria.
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Figura 4.3. Me´dia em func¸a˜o da diferenc¸a entre as localizac¸o˜es dos picos S utili-
zando o algoritmo de detecc¸a˜o automa´tico e o algoritmo de detecc¸a˜o manual. Fonte
pro´pria.
na Subsec¸a˜o 3.2.1. Ale´m disso, na regia˜o do sinal pro´xima a 720 segundos foram encon-
tradas alterac¸o˜es nos gra´ficos das Figuras 4.1 a 4.3, pois foi detectado equivocadamente
um complexo QRS em uma regia˜o de ru´ıdo pelo me´todo de detecc¸a˜o automa´tica.
O gra´fico de Bland Altman e´ uma estrate´gia que analisa se diferenc¸as obtidas por
duas te´cnicas distintas sa˜o significativas e se isso pode interferir em deciso˜es aplicadas
em diagno´stico [63]. Logo, conforme os resultados obtidos, utilizando essa metodologia
para detecc¸a˜o dos complexos QRS, o diagno´stico pode ser comprometido na presenc¸a de
ru´ıdos, gerados por artefatos de movimento, pois nessa situac¸a˜o o algoritmo possui seu
desempenho prejudicado.
4.2 Metricas estatsticas de desempenho dos sistemas clas-
sificadores
Apo´s a extrac¸a˜o das caracter´ısticas dos sinais de ECG, elas foram utilizadas no trei-
namento e validac¸a˜o de sistemas classificadores. Na primeira etapa foram utilizados
Ma´quinas de Vetores Suporte (SVM, do ingleˆs Support Vector Machine) e o Ensemble do
tipo RobustBoost.
Os sinais de ECG do banco de dados utilizado, conforme explicado na Subsec¸a˜o 3.2.1,
foram adquiridos em cinco esta´gios diferentes, primeiramente em esta´gio basal onde os
participantes estavam em jejum e depois foram realizadas quatro etapas em intervalos de
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30 minutos apo´s a ingesta˜o da glicose l´ıquida.
Para analisar os resultados estat´ısticos dos sistemas classificadores foram utilizadas
as seguintes me´tricas de desempenho, taxa de falsos positivos (TFP ), taxa de falsos
negativos (TFN), valor preditivo positivo (V PP ), valor preditivo negativo (V PN), sen-
sibilidade (S), exatida˜o (Ex), especificidade (Es) e medidas-F (MF ).
A Tabela 4.1 apresenta os resultados obtidos utilizando caracter´ısticas extra´ıdas de
apenas uma derivac¸a˜o do sinal de ECG (derivac¸a˜o DI), enquanto que a Tabela 4.2 apre-
senta os resultados obtidos avaliando duas caracter´ısticas dos sinais de ECG (derivac¸a˜o
DI e aV F , incluindo o eixo card´ıaco). Por meio desses resultados na˜o foram observa-
das diferenc¸as significativas, portanto, segundo essa metodologia adotada, o aumento das
caracter´ısticas na˜o contribuiu com a melhora dos resultados obtidos.
Avaliando a Tabela 4.2, e´ poss´ıvel afirmar que os resultados de detecc¸a˜o da SM
possu´ıram valores estatisticamente significativos, tais como, TFP abaixo de 11,2%, TFN
abaixo de 11,5%, V PP de ate´ 99,7%, V PN de ate´ 99,9%, S de ate´ 96,1%, Ex de ate´
97%, Es de ate´ 99,9% e MF de ate´ 97,2%.
Observou-se tambe´m que quanto maior a porcentagem de falsos positivos, ou seja,
o erro tipo I, menor foi a porcentagem de falsos negativos – erro tipo II, menor foi
o valor preditivo positivo e maior foi o valor preditivo negativo. E os resultados das
medidas-F acima de 91,5% indicam que a especificidade e a exatida˜o possuem valores
estatisticamente significativos, acima de 81% e 88,5%, respectivamente.
Ale´m disso, com o intuito de comparar os resultados da SVM e do RobustBoost foi
gerado o histograma, mostrado na Figura 4.4, das exatido˜es obtidas no desenvolvimento
dos classificadores com os sinais de ECG pertencentes ao esta´gio basal. Nesta figura,
e´ poss´ıvel notar que SVM obteve resultados superiores ao RobustBoost, com o valor de
exatida˜o de maior frequeˆncia de aproximadamente 94%, enquanto que o RobustBoost
obteve valores de exatida˜o pro´ximos de 89%.
Com a finalidade de comparar esses classificadores com a CNN, foi realizado um teste
de treinamento e validac¸a˜o, utilizando o k-fold com k igual a 10, para cada me´todo de
aprendizagem de ma´quina – SVM, RobustBoost e CNN. Nesta etapa foram utilizados os
sinais de ECG do esta´gio basal fornecidos pelo banco de dados. Ale´m disso, com o intuito
de comparar resultados obtidos avaliando diferentes quantidades de derivac¸o˜es dos sinais
de ECG, no teste realizado com SVM e no RobustBoost foram utilizadas as derivac¸o˜es
DI e aV F , enquanto que no teste realizado com a CNN foram utilizadas 12 derivac¸o˜es
dos sinais de ECG. A Tabela 4.3 apresenta as me´dias das medidas estat´ısticas obtidas.
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Tabela 4.1. Me´dia e desvio padra˜o das me´tricas de desempenho em porcentagem
dos sistemas classificadores analisados em um teste com dados selecionados aleato-
riamente, utilizando k-fold com k igual a 10, em apenas uma derivac¸a˜o dos sinais de
ECG (derivac¸a˜o DI). Sendo TFP a taxa de falsos positivos (erro tipo I), TFN e´ a
taxa de falsos negativos (erro tipo II), V PP e´ o valor preditivo positivo, V PN e´ o
valor preditivo negativo, S e´ a sensibilidade, Ex e´ a exatida˜o, Es e´ a especificidade
e MF e´ a medida-F.
Esta´gio: basal 30 minutos 60 minutos 90 minutos 120 minutos
SVM :
TFP (%) 6,4 ± 1,4 5,8 ± 4,0 9,6 ± 4,9 11,8 ± 4,8 5,7 ± 4,4
TFN (%) 0,2 ± 0,7 5,1 ± 3,5 2,3 ± 2,3 5,7 ± 4,8 4,6 ± 4,5
V PP (%) 93,6 ± 1,4 94,2 ± 4,0 90,4 ± 4,9 88,2 ± 4,8 94,3 ± 4,4
V PN (%) 99,3 ± 2,1 92,5 ± 6,3 96,1 ± 3,8 94,1 ± 4,8 93,0 ± 6,6
S (%) 99,8 ± 0,7 94,9 ± 3,5 97,7 ± 2,3 94,2 ± 4,8 95,4 ± 4,5
Ex (%) 95,7 ± 1,2 93,6 ± 3,2 92,4 ± 3,6 90,6 ± 3,7 93,6 ± 2,7
Es (%) 88,8 ± 3,4 91,7 ± 4,6 84,6 ± 7,0 86,6 ± 6,9 91,1 ± 7,1
MF (%) 96,6 ± 0,8 94,5 ± 3,0 93,8 ± 3,2 91,0 ± 3,5 94,7 ± 2,4
RobustBoost :
TFP (%) 11,2 ± 4,4 7,4 ± 5,2 6,4 ± 6,8 13,4 ± 12,1 11,7 ± 6,1
TFN (%) 5,2 ± 4,6 8,8 ± 4,4 5,6 ± 4,3 4,5 ± 3,7 6,0 ± 3,7
V PP (%) 88,8 ± 4,3 92,6 ± 5,2 93,6 ± 6,8 86,6 ± 12,0 88,2 ± 6,1
V PN (%) 89,7 ± 10,7 86,3 ± 7,2 89,3 ± 8,5 94,9 ± 4,4 90,1 ± 6,3
S (%) 94,8 ± 4,6 91,2 ± 4,4 94,3 ± 4,3 95,5 ± 3,7 94,0 ± 3,7
Ex (%) 89,3 ± 4,6 90,0 ± 3,7 92,4 ± 4,6 90,2 ± 8,1 89,1 ± 4,5
Es (%) 80,5 ± 8,0 88,7 ± 7,7 89,7 ± 8,7 85,4 ± 12,9 82,3 ± 8,6
MF (%) 91,6 ± 3,5 91,8 ± 3,0 93,8 ± 4,3 90,5 ± 7,9 90,9 ± 4,0





















Figura 4.4. Exatido˜es em func¸a˜o das frequeˆncias relativas obtidas pela SVM e
pelo RobustBoost na classificac¸a˜o dos sinais de ECG adquiridos durante o esta´gio
Basal, utilizando k-fold com k igual a 10 em 500 testes. Fonte pro´pria.
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Tabela 4.2. Me´dia e desvio padra˜o das me´tricas de desempenho em porcentagem
dos sistemas classificadores analisados em um teste com 500 iterac¸o˜es de treina-
mentos e validac¸o˜es com dados selecionados aleatoriamente, utilizando k-fold com
k igual a 10, em duas derivac¸o˜es dos sinais de ECG (derivac¸a˜o DI e aV F ). Sendo
TFP a taxa de falsos positivos (erro tipo I), TFN e´ a taxa de falsos negativos (erro
tipo II), V PP e´ o valor preditivo positivo, V PN e´ o valor preditivo negativo, S e´
a sensibilidade, Ex e´ a exatida˜o, Es e´ a especificidade e MF e´ a medida-F.
Esta´gio: basal 30 minutos 60 minutos 90 minutos 120 minutos
SVM :
TFP (%) 1,5 ± 1,9 0,2 ± 0,8 0,3 ± 0,9 0,1 ± 0,8 0,3 ± 0,9
TFN (%) 7,1 ± 4,1 8,2 ± 4,7 7,0 ± 4,0 11,5 ± 6,1 6,8 ± 4,1
V PP (%) 98,5 ± 1,9 99,7 ± 0,8 99,7 ± 0,9 84,7 ± 8,0 99,7 ± 0,9
V PN (%) 85,8 ± 8,0 86,5 ± 7,7 86,7 ± 7,3 99,9 ± 0,8 87,7 ± 7,1
S (%) 92,9 ± 4,1 91,8 ± 4,7 93,0 ± 4,0 84,7 ± 8,0 93,1 ± 4,1
Ex (%) 94,1 ± 3,1 94,5 ± 3,2 95,0 ± 2,3 88,5 ± 6,1 95,2 ± 2,8
Es (%) 96,7 ± 4,1 99,6 ± 1,5 99,5 ± 1,8 99,9 ± 1,1 99,4 ± 1,7
MF (%) 95,5 ± 2,4 95,5 ± 2,6 96,2 ± 2,2 93,7 ± 3,5 96,2 ± 2,2
RobustBoost :
TFP (%) 11,2 ± 4,7 3,1 ± 3,5 4,8 ± 4,1 1,5 ± 2,9 6,5 ± 8,1
TFN (%) 5,4 ± 3,6 5,5 ± 4,9 8,1 ± 5,7 3,8 ± 4,8 4,8 ± 5,0
V PP (%) 88,8 ± 4,7 96,9 ± 3,5 95,2 ± 4,1 98,4 ± 2,9 93,5 ± 8,1
V PN (%) 90,4 ± 6,3 91,3 ± 7,8 84,7 ± 11,3 95,3 ± 5,8 92,4 ± 7,9
S (%) 94,6 ± 3,6 94,5 ± 4,9 91,9 ± 5,7 96,1 ± 4,8 95,2 ± 5,0
Ex (%) 89,3 ± 3,8 94,7 ± 4,2 91,4 ± 4,5 97,0 ± 3,3 93,0 ± 6,9
Es (%) 81,0 ± 7,7 95,1 ± 5,6 91,1 ± 7,2 98,1 ± 3,6 90,2 ± 11,9
MF (%) 91,5 ± 3,1 95,6 ± 3,5 93,4 ± 3,5 97,2 ± 3,1 94,2 ± 6,0
Tabela 4.3. Me´dia e desvio padra˜o das me´tricas de desempenho em porcentagem
dos sistemas classificadores analisados em um teste, utilizando o me´todo k-fold,
com k = 10, utilizando SVM, RobustBoost e CNN. Sendo TFP a taxa de falsos
positivos (erro tipo I), TFN e´ a taxa de falsos negativos (erro tipo II), V PP e´ o
valor preditivo positivo, V PN e´ o valor preditivo negativo, S e´ a sensibilidade, Ex
e´ a exatida˜o, Es e´ a especificidade e MF e´ a medida-F.
SVM RobustBoost CNN
TFP (%) 2,0% ± 2,9 11,4% ± 4,3 0,7% ± 0,6
TFN (%) 7,0% ± 4,8 5,5% ± 4,0 0,4% ± 0,6
V PP (%) 98,0% ± 2,9 88,6% ± 4,3 99,3% ± 0,6
V PN (%) 86,3% ± 9,4 90,4% ± 6,9 99,3% ± 1,0
S (%) 93,0% ± 4,8 94,5% ± 4,0 99,6% ± 0,6
Ex (%) 93,8% ± 4,3 89,3% ± 3,5 99,3% ± 0,4
Es (%) 95,8% ± 5,7 80,9% ± 6,0 98,9% ± 1,0
MF (%) 95,4% ± 3,3 91,4% ± 3,4 99,4% ± 0,3
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Esses resultados apresentados na Tabela 4.3 indicam que foi poss´ıvel obter me´tricas
de desempenho com resultados estatisticamente significativos utilizando esses me´todos de
aprendizagem avaliando diferentes quantidades e tipos de derivac¸o˜es dos sinais de ECG,
com exatida˜o acima de 89%, para detecc¸a˜o de S´ındrome Metabo´lica. Sendo que, conforme
Tabela 4.4, utilizando CNN os resultados foram superiores.
Tabela 4.4. Moda aproximada da exatida˜o obtida pelos diferentes classificado-
res em 10 testes realizados utilizando k-fold com k igual a 3 nos sinais de ECG





Entretanto, conforme mostrado na Tabela 4.5, a CNN exigiu maior custo computa-
cional durante a etapa de treinamento do sistema classificador, em comparac¸a˜o com o
RobustBoost e a SVM.
Tabela 4.5. Tempo aproximado de execuc¸a˜o dos algoritmos, utilizando a te´cnica k-
fold para separar a quantidade de dados para treinamento e validac¸a˜o, com k igual a
10, em um teste realizado com cada sistema classificador, utilizando o mesmo hard-
ware e mesmo sistema operacional.
Classificador tempo (treinamento) tempo (validac¸a˜o)
SVM : 0,3 segundos 0,02 segundos
RobustBoost: 11 segundos 0,06 segundos
CNN : 23 minutos 10 segundos
Diante desses resultados apresentados nesta Sec¸a˜o, e visto que o conjunto de fatores
da S´ındrome Metabo´lica (SM) ocasiona alterac¸o˜es cardiovasculares, observou-se neste
estudo que e´ poss´ıvel detectar a SM com resultados estatisticamente significativos, com
exatida˜o acima de 90%, por meio de sinais de Eletrocardiografia, utilizando diferentes
abordagens. Incluindo sistemas que necessitam de uma etapa pre´via de extrac¸a˜o de
caracter´ısticas desses sinais utilizadas no desenvolvimento de sistemas classificadores,
tais como RobustBoost e SVM, e tambe´m utilizando Redes Neurais Convolucionais que
realizam esse procedimento automaticamente. Essas abordagens de detecc¸a˜o consistem
em ana´lises de apenas uma derivac¸a˜o – derivac¸a˜o D1, duas derivac¸o˜es – derivac¸o˜es D1 e
aV F , e tambe´m incluindo as 12 derivac¸o˜es relacionadas a eletrocardio´grafos convencionais
utilizados em cl´ınicas.
Apesar desses resultantes, este estudo possui limitac¸o˜es relacionadas a caracterizac¸a˜o
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da SM, pois na˜o foram encontradas descric¸o˜es antropome´tricas dos participante da pes-
quisa correspondentes ao sinais de ECG fornecidos pelo banco de dados, tais como, idade,
altura, glicose, triglicer´ıdeo, colesterol, pressa˜o arterial, peso. Portanto, neste estudo, na˜o
foi poss´ıvel analisar quais fatores de risco da SM e a influeˆncia que cada um exerce em
alterac¸o˜es no funcionamento do sistema cardiovascular.
4.2.1 Ana´lise dos resultados obtidos pelos classificadores
Os resultados obtidos exibem desempenho dos sistemas classificadores, com valores
estatisticamente significativos. Dentre esses resultados, incluem-se, por exemplo, exatida˜o
de ate´ 99,3%, indicando que o sistema pode ser utilizado para detecc¸a˜o de indiv´ıduos
com SM e de indiv´ıduos sauda´veis utilizando apenas os sinais de ECG. Ale´m disso, a
sensibilidade de ate´ 99,6% aponta que e´ dif´ıcil na˜o ser detectada a SM em indiv´ıduos
que possuem a s´ındrome. O valor preditivo positivo acima de 88,6% indica a taxa de
acerto da detecc¸a˜o de indiv´ıduos com SM. E o valor preditivo negativo acima de 86,3%
demonstra a taxa de acerto dos indiv´ıduos que foram detectados como sauda´veis.
E´ importante mencionar que esses resultados indicam que os sistemas classificadores
diferenciam sinais de ECG de indiv´ıduos com SM de indiv´ıduos sauda´veis. Logo, os
desvios provocados nos sinais de ECG em indiv´ıduos com SM percebidos pelos sistemas
sa˜o alterac¸o˜es na˜o espec´ıficas desta s´ındrome.
Sendo assim, esses resultados estat´ısticos obtidos pelos sistemas classificadores suge-
rem que poderiam ser utilizados sinais de ECG em um sistema para detectar a presenc¸a da
SM para indicar pacientes que teˆm que ser encaminhados para o me´dico para realizac¸a˜o
de exames cl´ınicos em uma ana´lise mais detalhada dos fatores de risco da SM. Isso porque
a evoluc¸a˜o tecnolo´gica na a´rea me´dica, com a inclusa˜o desses sistemas automa´ticos, na˜o
substitui os profissionais da sau´de. Esses sistemas atuam como ferramentas de aux´ılio,
sendo os me´dicos responsa´veis pelo diagno´stico final [78].
Comparando esses diferentes sistemas classificadores, observa-se que a CNN obteve
resultados estat´ısticos superiores. Uma das vantagens dessa te´cnica, que tem sido apresen-
tada no Estado da Arte, e´ a extrac¸a˜o de caracter´ısticas ser realizada automaticamente [35].
Ou seja, na˜o existe a necessidade de utilizar te´cnicas de processamento de sinais previ-
amente. Ale´m disso, nas demais te´cnicas sa˜o utilizadas apenas algumas informac¸o˜es
selecionadas dos sinais de ECG, relacionadas ao complexo QRS. Logo, a hipo´tese e´ que
na˜o foram inclu´ıdas outras informac¸o˜es que poderiam ser significantes para a detecc¸a˜o
da SM. Como, por exemplo, intervalos QT e QTc, que sa˜o apontados em estudos como
caracter´ısticas que se alteram na presenc¸a da diabetes [60]. Ale´m da onda P e da onda
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T, que podem ser alteradas na presenc¸a da SM [6].
Ja´ a CNN utiliza o sinal de ECG completo e extrai, automaticamente, caracter´ısticas
que sa˜o significativas para diferenciar as classes [19]. Logo, a hipo´tese e´ que a CNN
obteve resultados superiores, pois caracter´ısticas relevantes para a detecc¸a˜o da SM na˜o
foram desconsideras. Portanto, conclui-se que a CNN, em comparac¸a˜o com as demais
te´cnicas utilizadas neste trabalho, e´ a estrate´gia mais indicada para ser utilizada como
uma ferramenta de detecc¸a˜o de SM por meio de sinais de ECG. Apesar da etapa de
treinamento da CNN exigir maior custo computacional, para um diagno´stico em tempo
real, um sistema classificador de SM ja´ estaria previamente treinado, de forma que este
custo na˜o interferiria.
4.3 Testes estatsticos de hipoteses
Segundo o teste de Kolmogorov-Smirnov realizado nas caracter´ısticas extra´ıdas dos
sinais de ECG, os dados na˜o seguiam distribuic¸a˜o gaussiana, p<0,01. Portanto foram
utilizadas estat´ısticas na˜o parame´tricas para os testes de hipo´teses. A Tabela 4.6 apre-
senta os valores p para os testes de hipo´teses realizados nas caracter´ısticas extra´ıdas dos
sinais de ECG mostradas na Tabela C.1 no Apeˆndice C.
Segundo a literatura alterac¸o˜es cardiovasculares podem ser ocasionadas em indiv´ıduos
com SM, logo paraˆmetros extra´ıdos dos sinais de ECG, tais como, informac¸o˜es relacio-
nadas aos batimentos card´ıacos, a`s ondas P, ao complexo QRS e a` onda T obtidas por
ana´lises dos sinais de ECG podem ser associados a` presenc¸a da SM [6, 12, 13]. Ale´m
disso, indiv´ıduos com SM podem ter hipertrofia ventricular esquerda e comprometimento
na func¸a˜o diasto´lica, essas alterac¸o˜es poderiam indicar um desvio do eixo em indiv´ıduos
com SM [65, 66]. Logo, os resultados obtidos neste trabalho concordam com informac¸o˜es
apresentadas na literatura.
Os testes de hipo´teses apresentados na Tabela 4.6 indicam que as caracter´ısticas
extra´ıdas das derivac¸o˜es DI e aV F dos sinais de ECG, a partir da detecc¸a˜o do complexo
QRS, relacionadas a`s me´dias e a`s variaˆncias das relac¸o˜es e intervalos entre os picos Q,
R e S consecutivos, ale´m do eixo card´ıaco, permitem rejeitar a hipo´tese nula – p<0,01.
Em outras palavras, e´ poss´ıvel utilizar essas caracter´ısticas para diferenciar indiv´ıduos do
grupo controle com indiv´ıduos do grupo com S´ındrome Metabo´lica.
Ale´m destes testes, com intuito de comparar os treˆs classificadores – SVM, Robust-
Boost e CNN – foram realizados testes de hipo´teses com os valores de exatida˜o obtidos.
Estes testes indicaram que os dados seguem distribuic¸o˜es distintas. Portanto existem
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Tabela 4.6. Valor p do resultado do teste de hipote´se de cada caracter´ıstica
extra´ıda dos sinais de ECG, relacionados ao grupo controle e ao grupo com SM,
dos diferentes esta´gios do TOTG.
basal 30 min 60 min 90 min 120 min
1 0,0 0,0 0,0 0,47 0,0
2 0,0 0,0 0,0 0,25 0,0
3 0,0 0,0 0,0 0,17 0,0
4 0,0 0,0 0,0 0,33 0,0
5 0,0 0,0 0,0 0,0 0,0
6 0,0 0,0 0,0 0,0 0,0
7 0,0 0,0 0,0 0,0 0,0
8 0,0 0,0 0,0 0,0 0,0
9 0,0 0,0 0,0 0,0 0,0
10 0,0 0,0 0,0 0,0 0,0
11 0,0 0,0 0,0 0,0 0,0
12 0,0 0,0 0,0 0,0 0,0
13 0,20 0,0 0,0 0,0 0,0
14 0,0 0,0 0,0 0,0 0,0
15 0,29 0,47 0,23 0,0 0,0
16 0,10 0,0 0,0 0,0 0,0
17 0,0 0,0 0,0 0,0 0,0
18 0,0 0,0 0,0 0,0 0,0
19 0,0 0,0 0,0 0,0 0,0
20 0,0 0,0 0,0 0,0 0,0
21 0,0 0,0 0,0 0,0 0,0
22 0,0 0,0 0,0 0,0 0,0
23 0,0 0,0 0,0 0,0 0,0
24 0,0 0,0 0,48 0,10 0,04
25 0,0 0,0 0,42 0,11 0,04
26 0,0 0,0 0,60 0,07 0,10
27 0,0 0,0 0,66 0,06 0,10
28 0,0 0,0 0,0 0,0 0,0
29 0,01 0,0 0,0 0,0 0,0
30 0,70 0,12 0,17 0,0 0,02




O conjunto de fatores da S´ındrome Metabo´lica (SM) ocasiona alterac¸o˜es cardiovascu-
lares, segundo a literatura cient´ıfica [3, 4, 5, 6, 13, 14]. Entretanto, na˜o foram encontrados
artigos cient´ıficos que mencionem sistemas de detecc¸a˜o de SM utilizando sinais de Ele-
trocardiografia (ECG). Logo, a proposta deste trabalho consistiu em suprir essa lacuna
cient´ıfica.
Diante disso, esse trabalho consistiu em implementar diferentes abordagens para de-
tecc¸a˜o de SM utilizando sinais de ECG. Essas abordagens consistem em sistemas classi-
ficadores treinados para indicar se um conjunto de caracter´ısticas dos sinais de ECG e´
relacionado a indiv´ıduos sauda´veis ou com SM. Para isso, foi desenvolvido um algoritmo
para detecc¸a˜o do complexo QRS a fim de realizar a extrac¸a˜o de caracter´ısticas dos sinais
de ECG. Para testar esse algoritmo foi realizada ana´lise do gra´fico de Bland e Altman [63].
Essas caracter´ısticas foram utilizadas no desenvolvimento de sistemas classificadores, tais
como, Ma´quinas de Vetores Suporte (SVM, do ingleˆs Support Vector Machine) e Robust-
Boost. Ale´m disso, foi utilizada uma te´cnica para a classificac¸a˜o utilizando aprendizagem
profunda, denominada Rede Neural Convolucional (CNN, do ingleˆs Convolutional Neu-
ral Network), que realiza a extrac¸a˜o de caracter´ısticas automaticamente. Ao final, para
estimar o desempenho desses sistemas classificadores foi utilizado k-fold, a partir deste
foram realizadas medidas estat´ısticas.
Avaliando os resultados de detecc¸a˜o dos picos das ondas Q, R e S, observou-se que
e´ poss´ıvel detectar os complexos QRS dos sinais de ECG utilizando o algoritmo imple-
mentado. Entretanto, observou-se que na presenc¸a de ru´ıdos, gerados por artefatos de
movimento, o algoritmo possui seu desempenho prejudicado. Utilizando essa metodologia
adotada, os testes de hipo´teses indicam que as caracter´ısticas extra´ıdas das derivac¸o˜es
DI e aV F dos sinais de ECG, tais como, me´dias e variaˆncias das relac¸o˜es e intervalos
entre os picos Q, R e S consecutivos e do eixo card´ıaco, permitem diferenciar indiv´ıduos
do grupo controle com o grupo com SM – p <0,01.
Portanto, foi poss´ıvel utilizar essas informac¸o˜es extra´ıdas dos sinais de ECG para
detecc¸a˜o de SM, a partir do desenvolvimento de classificadores utilizando SVM e Robust-
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Boost, com sensibilidade de ate´ 96,1%, exatida˜o de ate´ 97% e especificidade de ate´ 99,9%.
Ale´m disso, a CNN para classificac¸a˜o dos sinais de ECG utilizando 12 derivac¸o˜es, permite
detectar a SM com resultados estatisticamente significativos, tais como, sensibilidade de
ate´ 99,7%, exatida˜o de ate´ 99,6% e especificidade de ate´ 99,7%.
Comparando esses resultados, observa-se que a CNN obteve resultados estat´ısticos
superiores. Ale´m disso, a extrac¸a˜o de caracter´ısticas e´ realizada automaticamente, sem
necessidade de utilizar te´cnicas de processamento de sinais anteriormente. Logo, a CNN
e´ a estrate´gia mais indicada para ser utilizada como uma ferramenta de detecc¸a˜o de SM
por meio de sinais de ECG, em relac¸a˜o a`s demais abordagens utilizadas neste trabalho.
Em virtude desses aspectos mencionados, em relac¸a˜o aos resultados obtidos ao longo
desta dissertac¸a˜o, infere-se que caracter´ısticas relacionadas a`s informac¸o˜es extra´ıdas dos
complexos QRS dos sinais de ECG podem diferenciar indiv´ıduos com SM de um grupo
sem s´ındrome. Ale´m disso, e´ poss´ıvel detectar a SM a partir dos sinais de Eletrocardiogra-
fia com resultados estatisticamente significativos, utilizando diferentes abordagens. Por-
tanto, um eletrocardio´grafo de 12 derivac¸o˜es pode ser utilizado para avaliar um poss´ıvel
diagno´stico de SM.
Apesar disso, e´ importante mencionar limitac¸o˜es desse estudo, pois na˜o foram en-
contradas informac¸o˜es antropome´tricas de cada participante da pesquisa referentes aos
sinais de ECG disponibilizados no banco de dados, tais como, idade, altura, glicose,
triglicer´ıdeo, colesterol, pressa˜o arterial, peso. Portanto, neste estudo, na˜o foi poss´ıvel
analisar a contribuic¸a˜o de cada fator de risco da SM em alterac¸o˜es nos sinais de ECG.
Em continuac¸a˜o a esta pesquisa sera´ realizada a aquisic¸a˜o dos sinais de ECG para ter um
registro das informac¸o˜es antropome´tricas de cada indiv´ıduo, e desta forma, incluir, ale´m
dos indiv´ıduos sauda´veis, mais de um grupo de indiv´ıduos com SM com combinac¸o˜es de
diferentes fatores de risco. O intuito e´ avaliar a contribuic¸a˜o de distintos fatores de risco
da SM em alterac¸o˜es provocadas nos sinais de ECG e se isso pode alterar os resultados
obtidos pelo sistema classificador.
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Ape^ndice A
Principais informac~oes extradas dos sinais de Eletrocardi-
ografia
Um sinal de Eletrocardiografia (ECG), que esta´ mostrado na Figura A.1, e´ constitu´ıdo
principalmente pela onda P, pelo complexo QRS e pela onda T. A onda P representa o
per´ıodo de despolarizac¸a˜o atrial, o complexo QRS representa a despolarizac¸a˜o ventricular,
e a onda T representa a repolarizac¸a˜o ventricular.
Figura A.1. Representac¸a˜o gra´fica de um sinal de eletrocardiografia indicando as
fases de despolarizac¸a˜o e repolarizac¸a˜o. Fonte pro´pria.
As diferenc¸as entre regio˜es avaliadas no domı´nio do tempo (eixo horizontal) sa˜o re-
presentadas por linhas que caracterizam um segmento ou um intervalo. Um segmento e´
uma linha reta que conecta duas ondas, ja´ o intervalo e´ uma linha reta que conte´m pelo
menos uma onda mais a linha reta conectada [10]. A Figura A.2 mostra exemplos de
segmentos e intervalos obtidos a partir do sinal de ECG.
Esses segmentos e intervalos medem a durac¸a˜o dos seguintes eventos:
a. Intervalo PR: in´ıcio da despolarizac¸a˜o atrial ate´ o in´ıcio da despolarizac¸a˜o ventri-
cular;
b. Segmento PR: final da despolarizac¸a˜o atrial ate´ o in´ıcio da despolarizac¸a˜o ventri-
cular;
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Figura A.2. Representac¸a˜o gra´fica de um sinal de eletrocardiografia indicando
seus principais segmentos e intervalos. Adaptado de [10].
c. Intervalo QRS: despolarizac¸a˜o ventricular;
d. Intervalo QT: in´ıcio da despolarizac¸a˜o ventricular ate´ o final da repolarizac¸a˜o ven-
tricular; e
e. Segmento ST: final da despolarizac¸a˜o ventricular ate´ o in´ıcio da repolarizac¸a˜o ven-
tricular [10].
Ale´m desses intervalos e segmentos, o intervalo RR consiste na distaˆncia entre dois pi-
cos R e o intervalo QTc consiste no intervalo QT corrigido para frequeˆncia, que utilizando









O termo eixo card´ıaco possui como definic¸a˜o a` direc¸a˜o do vetor ele´trico me´dio que
registra a atividade ele´trica do corac¸a˜o. O eixo card´ıaco pode estar relacionado a cada
um dos fenomeˆnos ele´tricos – onda P, complexo QRS ou onda T; entretanto o principal
eixo analisado e´ o do QRS que registra o fenoˆmeno de despolarizac¸a˜o, que e´ o momento
de registro no ECG da maior parte da forc¸a ele´trica, pois o ventr´ıculo esquerdo consiste
na maior parte do mu´sculo card´ıaco [10].
A ana´lise do eixo card´ıaco ocorre avaliando-se o ciclo trigonome´trico da Figura B.1,
onde, no eixo frontal, cada uma das derivac¸o˜es possuem uma orientac¸a˜o diferente [10]. A
derivac¸a˜o DI e´ a refereˆncia (eixo de grau 0) do eixo card´ıaco, as demais derivac¸o˜es sa˜o
deslocadas a cada 30 graus conforme a Figura B.1.
Figura B.1. Representac¸a˜o gra´fica para ana´lise do eixo card´ıaco com respeito
as derivac¸o˜es DI, DII, DIII, aV R, aV L e aV F do plano frontal. Adaptado
de [26, 27].
Para calcular o eixo card´ıaco e´ analisada a predominaˆncia do complexo QRS em cada
derivac¸a˜o. Caso o tamanho vertical da onda R seja predominante, o vetor possui sentido
positivo nesta derivac¸a˜o, se o S for predominante, o vetor possui sentido negativo.
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Um dos me´todos de ana´lise do eixo card´ıaco utilizado por cardiologistas e cl´ınicos e´
o me´todo dos quadrantes que consiste em avaliar a regia˜o do vetor conforme apresentado
na Figura B.2. Quando o vetor analisado estiver na regia˜o entre -30◦ e +90◦ o ECG e´
considerado normal; entre -90◦ ate´ -30◦ e´ considerado desvio para a esquerda; entre -180◦
e + 90◦ e´ considerado um desvio para direita. Na regia˜o de 180◦ a -90◦ e´ considerado um
desvio extremo do eixo para a direita [10, 27].
Figura B.2. Representac¸a˜o das regio˜es consideradas de desvio do eixo e a regia˜o
considerada como normal depois da identificac¸a˜o do eixo card´ıaco. Adaptado de [10,
29].
Analisando a Figura B.2 e´ poss´ıvel notar que as derivac¸o˜es DI, aV F e DII sa˜o
suficientes para determinar em qual quadrante esta´ localizado o eixo card´ıaco. Sabendo-
se que o eixo card´ıaco na˜o se encontra na regia˜o de -30◦ a 0◦, apenas as derivac¸o˜es DI e
aV F sa˜o suficientes para determinar o quadrante do eixo card´ıaco [29].
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Ape^ndice C
Caractersticas extradas dos sinais de Eletrocardiografia
Tabela C.1. Legenda das caracter´ısticas extra´ıdas dos sinais de ECG apresentadas
na Tabela 4.6.
Caracter´ıstica extra´ıda do sinal de ECG
1 me´dia dos intervalos RR da derivac¸a˜o DI
2 me´dia dos intervalos RS da derivac¸a˜o DI
3 me´dia dos intervalos QS da derivac¸a˜o DI
4 me´dia dos intervalos QR da derivac¸a˜o DI
5 me´dia do eixo card´ıaco, calculado com base na derivac¸a˜o DI e aV F
6 me´dia da relac¸a˜o entre R e Q da derivac¸a˜o DI
7 me´dia da relac¸a˜o entre R e S da derivac¸a˜o DI
8 me´dia da amplitude de R da derivac¸a˜o DI
9 variaˆncia dos intervalos RR da derivac¸a˜o DI
10 variaˆncia dos intervalos RS da derivac¸a˜o DI
11 variaˆncia dos intervalos QS da derivac¸a˜o DI
12 variaˆncia dos intervalos QR da derivac¸a˜o DI
13 variaˆncia do eixo card´ıaco, calculado com base na derivac¸a˜o DI e aV F
14 variaˆncia da relac¸a˜o entre R e Q da derivac¸a˜o DI
15 variaˆncia da relac¸a˜o entre R e S da derivac¸a˜o DI
16 variaˆncia da amplitude de R da derivac¸a˜o DI
17 me´dia dos intervalos RR da derivac¸a˜o aV F
18 me´dia dos intervalos RS da derivac¸a˜o aV F
19 me´dia dos intervalos QS da derivac¸a˜o aV F
20 me´dia dos intervalos QR da derivac¸a˜o aV F
21 me´dia da relac¸a˜o entre R e Q da derivac¸a˜o aV F
22 me´dia da relac¸a˜o entre R e S da derivac¸a˜o aV F
23 me´dia da amplitude de R da derivac¸a˜o aV F
24 variaˆncia dos intervalos RR da derivac¸a˜o aV F
25 variaˆncia dos intervalos RS da derivac¸a˜o aV F
26 variaˆncia dos intervalos QS da derivac¸a˜o aV F
27 variaˆncia dos intervalos QR da derivac¸a˜o aV F
28 variaˆncia da relac¸a˜o entre R e Q da derivac¸a˜o aV F
29 variaˆncia da relac¸a˜o entre R e S da derivac¸a˜o aV F
30 variaˆncia da amplitude de R da derivac¸a˜o aV F
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