We describe, in terms of generators and relations, the derived Hall algebras associated to the one-cycle gentle algebras of infinite global dimension.
Introduction
Given an abelian category A satisfying some finitary conditions, one associates to A the Hall algebra H(A), whose basis is formed by the isomorphism classes of objects in A and the multiplication is given by counting the exact sequences with given end terms (see [12] for a classical situation of modules over a discrete valuation ring). In the context of finite dimensional algebras the Hall algebras have been first studied by Ringel [14] . Since then they have attracted a lot of interest and showed connections to different topics, including quantum group (see the survey article [10] and the references therein).
The Hall algebras do not generalize trivially to triangulated categories. A proper way to construct such a generalization was found by Toën [15] . An explicit form of such algebras have been calculated in only few cases, including the derived categories of hereditary algebras [15] and the triangulated categories generated by spherical objects [11] . The aim of this paper is to calculate the Hall algebras associated to the derived categories of the one-cycle gentle algebras of infinite global dimension.
The gentle algebras have been introduced by Assem and Skowroński [2] . They are the algebras Morita equivalent to the path algebras of bound quivers satisfying some combinatorial conditions (see Section 6 for details). A gentle algebra is called one-cycle if there is exactly one cycle in the corresponding quiver. We say that a one-cycle gentle algebra satisfies the clock condition if the number of the clockwise oriented relations on the cycle coincides with the number of the anticlockwise oriented ones. Assem and Skowroński [2] have proved that the one-cycle gentle algebras satisfying the clock condition are precisely the algebras derived equivalent to the hereditary algebras of Euclidean typeÃ. One should also mention an earlier result of Assem and Happel [1] stating that the tree (the corresponding quiver is a tree) gentle algebras are the algebras derived equivalent to the hereditary algebras of Dynkin type A.
According to a result of Vossieck [17] , over an algebraically closed base field the one-cycle gentle algebras not satisfying the clock condition are precisely the derived discrete algebras, which are not derived representation finite. Recall that an algebra Λ is derived discrete if for each homology dimension vector there are only finitely many isomorphism classes of complexes in the derived category of Λ. Moreover, an algebra Λ is derived representation finite if up to the suspension functor there are only finitely many isomorphism classes of the indecomposable complexes in the derived category of Λ. Vossieck's results has been an inspiration for studying the derived categories of the one-cycle gentle algebras not satisfying the clock condition [4, [6] [7] [8] [9] . In this paper we continue this line of research by describing the Hall algebras associated to the derived categories of the one-cycle gentle algebras of infinite global dimension. One should be aware that if a gentle one-cycle algebras has an infinite global dimension, then it does not satisfy the clock condition.
The paper is organized as follows. In Section 2 we introduce tools we use throughout the paper, including a method of calculating cones. Next, in Section 3 we describe the category for which we calculate the Hall algebra. In Sections 4 and 5 the actual calculations of Hall algebras are performed. Finally, in Section 6 we explain how these calculations apply to a description of the Hall algebras associated to the derived categories of the one-cycle gentle algebras of infinite global dimension.
Throughout the paper F is a fixed finite field. All considered categories are Flinear. By Z, N and N + we denote the sets of integers, nonnegative integers and positive integers, respectively. If i, j ∈ Z, then [i, j] := {k ∈ Z : i ≤ k ≤ j}. Finally, if I is a set, then N (I) denotes the set of sequences of nonnegative integers indexed by I, whose all but finite number of elements are 0.
The first named author acknowledges the support of the National Science Center grant no. 2015/17/B/ST1/01731.
Preliminaries
Throughout this section T is a triangulated category with a suspension functor Σ.
2.1. Cones. In this subsection we assume that T has split idempotents.
Let X be an object of T . Following [3, Section I.2] we denote by X\T the class of morphisms f : X → Y with Y ∈ T . If f : X → Y and f ′ : X → Y ′ are two objects of X\T , then by Hom(f, f ′ ) we denote the set of g : Y → Y ′ such that f ′ = g • f , i.e. the following diagram commutes
For f, f ′ ∈ X\T , we write f ∼ f ′ if Hom(f, f ′ ) = ∅ = Hom(f ′ , f ). This is an equivalence relation. For f ∈ X\T , we denote by [ 2.2. Hall algebras. In this subsection we assume that Hom(M, N ) is finite, for all objects M and N of T , End(X) is local, for each indecomposable object X of T , the isomorphism classes of objects in T form a set, and if M and N are objects of T , then Hom(M, Σ −n N ) = 0, for n ≫ 0. Note that the first two conditions imply that T is a Krull-Schmidt category. We denote by T / ≃ a fixed set of representatives of the isomorphisms classes of objects in T . We may (and do) assume that T / ≃ is closed under the action of Σ. for objects X and Y of T . We define the Hall algebra H := H(T ) associated to T in the following way: H is the Q-space with basis T / ≃ and the multiplication is given by the formula
It has been proved in [15, 16] that H is an associative algebra with the identity element given by the zero object. If T is the bounded derived category of an algebra Λ, then we call H the derived Hall algebra of Λ.
We Proof. The formulas in (1) are clear. For (2) we fix an exact triangle M → L → N → ΣM . Applying the functor Hom(M, −) to this triangle, we get a long exact sequence
which immediately implies the former formula. Similarly, we get the latter formula applying the functor Hom(−, M ) and using that Hom(Σ n Z, M ) = Hom(Z, Σ −n M ).
In particular, Hom(Σ −1 M, M ) = Hom(M, ΣM ) = 0.
We formulate the following consequence.
is exact, thus f is a section. This implies Hom(X, X ⊕Y ) Y = Aut(X)×Hom(X, Y ), since X ≃ Y (we use here that End(X) is a local ring). Now the claim follows from and Lemmas 2.6 and 2.7(1).
Dimension vectors.
Let I and J be sets. In each of the sets N (I) and N (J) we compare the vectors componentwise. Next, if
Let T be a triangulated category and assume we have functions dim I : T → N (I) and dim J : T → N (J) such that dim M = 0 if and only if M = 0, where dim M := (dim I M, dim J M ). Our aim is to give conditions, which guarantee that for each exact triangle M → L → N → ΣM ,
In such a situation we call (dim I , dim J ) a subadditive pair of functions. If additionally I = ∅, then we call dim J a subadditive function. Observe that if (dim I , dim J ) is a subadditive pair of functions, then dim M = dim N provided M ≃ N . Let Here, if d ∈ N (K) , for a set K, then |d| := k∈K d(k). Observe that ql(M ) = 0 if and only if M = 0. We have the following.
Proposition 2.9. Assume that the following conditions hold:
Then (dim I , dim J ) is a subadditive pair of functions.
Proof. Let M f − → L → N → ΣM be an exact triangle. We prove by induction on ql(M ) that dim L ≤ dim M + dim N. If ql(M ) = 0, then M = 0, thus L ≃ N , and the claim follows from condition (0). Next, if ql(M ) = 1, then the claim follows from condition (1) . Now assume ql(M ) > 1. Condition (2) implies that there exists an exact triangle
Using the octahedral axiom for the maps g, f and f • g, we obtain exact triangles
Since ql(M ′ ), ql(M ′′ ) < ql(M ), by the inductive hypothesis used for the above triangles, we get
Corollary 2.10. Let (dim I , dim J ) be a subadditive pair of functions. Let T ′ be the full subcategory of T formed by the objects M such that dim I M = 0. If T ′ is closed with respect to Σ, then T ′ is a triangulated subcategory of T and dim J | T ′ is a subadditive function on T ′ .
Proof. We have to show that if M → L → N → ΣM is an exact triangle with M, N ∈ T ′ , then L ∈ T ′ . By assumption, dim
2.4. Polynomials. Let T be a Krull-Schmidt triangulated category. Suppose we have a subadditive pair of functions dim = (dim I , dim J ) : T → N (I) × N (J) such that dim(M ⊕ N ) = dim M + dim N , for any M, N ∈ T . Moreover, we assume that for each i ∈ I, there exists a unique (up to isomorphism) object Z i such that
where δ x,y is the Kronecker delta. Similarly, for each j ∈ J, there exists a unique (up to isomorphism) object X j such that (dim J X j )(j ′ ) = δ j,j ′ and dim I X j = 0. Let A be the free algebra in the generators z i , i ∈ I, and x j , j ∈ J. If Φ ∈ A, then we define the degree vector deg Φ ∈ N (I) × N (J) by the formula
where deg I Φ ∈ N (I) and deg J Φ ∈ N (J) are given by
Assume now that T satisfies the conditions from subsection 2.2 and let H be the Hall algebra of T . Without loss of generality we may assume that, for each i ∈ I, Z i ∈ T / ≃ and, for each j ∈ J, X j ∈ T / ≃. Consequently, if Φ ∈ A, then we view Φ((Z i ), (X j )) as an element of H.
Then for each object M ∈ T / ≃ there exists a polynomial Φ M ∈ A with the above properties.
Proof. We prove the claim by induction on | End(M )|. If | End(M )| = 1, then M = 0, and we take Φ M = 0. Next, if M is indecomposable, then the claim follows from the assumption.
then v M = 0. By the inductive hypothesis we know
Moreover, standard arguments using exact Hom-sequences induced by an exact triangle
Consequently, the claim follows if we take
The category
In this section we introduce the category, which we are interested in.
3.1. Description. Throughout this section we fix r, m ∈ N + . We describe a category C := C(r, m), which is the path category of a quiver Γ modulo some relations, i.e. the objects of C are formal direct sums of vertices of Γ, and the homomorphism spaces between indecomposable objects are formed by the F-linear combinations of paths with appropriate starting and terminating vertices modulo the ideal generated by the relations. The vertices of the quiver Γ are:
In order to shorten notation we put X
We also put X (k) i,i−1 := 0. We always compute the upper index modulo r, i.e. for example r + 1 = 1. Moreover, k + 1 = k if r = 1. Now we describe the arrows in Γ. Moreover, in order to easier describe relations, we associate to each arrow a number called degree.
We begin with describing the arrows starting at X (k) i,j , for k ∈ [1, r] and i ≤ j. First, if s ∈ [i, j] and t ≥ j, then there is an arrow
of degree 2. Now we describe the arrows starting at Z
Finally, let f : X → Y and g : Y → Z be arrows of degree d and d ′ , respectively. If there exists an arrow h :
The degrees which we have attached to the arrows of Γ extend to the maps in the path category of Γ. This means that a map i X i → Y j in the path category of Γ is homogenous of degree d provided every component map is a linear combinations of maps of the form λα 1 · · · α n , where λ ∈ F and α 1 , . . . , α n are arrows of degrees d 1 , . . . , d n , respectively, such that d 1 + · · · + d n = d. Moreover, every map is a sum d f d , where f d is a map of degree d. Finally, if f and g are maps of degrees d and d ′ , respectively, then g • f (if defined) is a map of degree d + d ′ .
Since the relations are homogeneous with respect to the above degree function, the degree function descends to the maps in C. Note that if f is a homogenous map in C of degree d, then d ≤ 2. Moreover, if X and Y are indecomposable, then the space of maps X → Y of degree d is at most one dimensional and, if nonzero, is spanned by an arrow. Moreover, the space of all maps X → Y is at most two dimensional. We use these observations freely.
For the rest of the section we assume that C has a triangulated structure such that ΣX
i+δ k,r m . One easily checks that C satisfies the conditions of subsection 2.2, hence one may study the Hall algebra H(C).
3.2.
Cones. We want to use results of subsection 2.1 in order to describe some cones in C. For this we need to describe some left minimal maps. We first formulate a criterion, which we use later on.
Let f : M → N be a nonzero map and write f = f 0 + f 1 + f 2 , where f d is homogeneous of degree d. We call the minimal d such that f d = 0 the lower degree of f and denote it ldeg f .
and, for each i ∈ [1, n], let g i be the homogenous component of degree 0 of the induced map Y i → Y i . Note that each g i is a multiplicity of Id Yi . If g • f = f , then our assumptions imply that the homogenous component of degree ldeg
Without loss of generality we may assume ldeg f 1 ≤ · · · ≤ ldeg f n . This implies the homogenous component of degree 0 of g is upper triangular. Since it has identities on the diagonal, g is an automorphism, and the claim follows.
As a first application of Proposition 3.1 we get the following.
Now we concentrate on the case X = X (k) i . Observe that if α 1 : X → Y 1 and α 2 : X → Y 2 are arrows, then either there exists an arrow β :
The above extends to maps.
Proof. We may assume f 1 = 0 and f 2 = 0.
If dim Hom(X, Y 1 ) = 1 = dim Hom(X, Y 2 ), then f 1 = λ 1 α 1 and f 2 = λ 2 α 2 , for λ 1 , λ 2 ∈ F × and arrows α 1 : X → Y 1 and α 2 : X → Y 2 . By symmetry, α 2 = β • α 1 , for an arrow β :
Now assume dim Hom(X, Y 1 ) = 1, but dim Hom(X, Y 2 ) = 2. In this case again f 1 = λ 1 α 1 , but f 2 = λ 2 α 2 + µ(γ • α 2 ), for λ 1 , λ 2 , µ ∈ F and arrows α 1 : X → Y 1 , α 2 : X → Y 2 and γ : Y 2 → Y 2 , such that λ 1 = 0, deg α 2 = 0 and deg γ = 2. If λ 2 = 0 or µ = 0, then we proceed as in the previous case, thus we assume
Finally assume dim Hom(X, Y 1 ) = 2 = dim Hom(X, Y 2 ). In this case one checks that Y 1 = Y 2 , thus f 1 = λ 1 α+µ 1 (γ•α) and f 2 = λ 2 α+µ 2 (γ•α), for λ 1 , λ 2 , µ 1 , µ 2 ∈ F and arrows α : X → Y 1 and γ : Y 1 → Y 1 , such that deg α = 0 and deg γ = 2. If either λ 1 = 0 or λ 2 = 0, then we proceed as in the previous cases. If λ 1 = 0 = λ 2 , then 
Proof. We only prove the first formula, the remaining are proved similarly. Using Proposition 2.2 and Lemma 3.2 is suffices to show that
We may assume Y is indecomposable, and f is nonzero and homogeneous.
Assume first f is of degree 0. Then Y = X 
hence the claim follows in this case.
The cases, when f is of degree 1 and 2 are treated similarly.
We need a similar description of the cones of the maps starting at Z (k)
i . We first introduce some notation. Assume k ∈ [1, r] and i ∈ Z. Choose s = (s n < · · · < s 1 ) and
be the map, whose p's component is given by β
We start with the following. Lemma 3.6. In the above situation the maps f A more difficult observation is the following. 
for some s 1 , . . . , s n , t 1 , . . . , t n , j 1 , . . . , j l ∈ Z such that s p ≤ i + δ k,r m − 1 ≤ t p and j q ≥ i. We show that we may assume s n < · · · < s 1 , t 1 < · · · < t n , l ≤ 1, j 1 + δ k,r m − 1 > t n (if l = 1 and n > 0), and, up to isomorphism, the induced maps are given by the corresponding arrows.
First assume l > 1. Without loss of generality we may assume
j2 are the induced maps, then [f 1 ] ≤ [f 2 ] and we may remove the summand Z (k) j2 by Lemma 2.5. Thus by induction we may assume l = 1. Next assume s p ≤ s q and t p ≤ t q , for some p = q. If
sq,tq are the induced maps, then again [f 1 ] ≤ [f 2 ] and we use Lemma 2.5. Thus we may assume s n < · · · < s 1 and t n > · · · > t 1 . We argue similarly, if l = 1, n > 0 and t n ≥ j 1 + δ k,r m − 1. Finally, by using an appropriate automorphism of M , we may assume that the induced maps Z → X (k+1) sp,tp and Z → Z (k) j1 are given by arrows.
In order to describe the cones of the maps f s,t,j,i we introduce additional notation. Let g (k)
. . .
Lemma 3.8. In the above situation the maps g The following observation will be crucial.
Proof. We only prove the former statement, the proof of the later one is analogous.
Put
One easily verifies that g (k)
s,t,i = 0, for some g : M → X, then g factors through g s,t,i . Without loss of generality we may assume X is indecomposable, and g is nonzero and homogeneous. Write g = [ g1 ··· gn ], for g p : X (k+1) sp,tp → X. Assume first g is of degree 0. Then X = X (k+1) s,t , for some s ≤ t. Let q be the minimal p such that g p = 0. Then s ∈ [s q , t q ] and t ≥ t q . Without loss of generality we may assume g q = α (k+1) (s,t),(sq,tq) . If either q = n or q < n and t < t q+1 , then g p = 0, for p = q. Consequently,
s,t,i .
Next assume q < n and t ≥ t q+1 . Then
, for some j. Let q be the minimal p such that g p = 0. Then s q ≤ j. Without loss of generality we may assume g q = β (k+1) j,(sq,tq) . If q = n, then g 1 = 0, . . . , g n−1 = 0. Moreover,
s,t,i . Now assume q < n. Again g 1 = 0, . . . , g q−1 = 0, and
s,t,i . We proceed similarly, when g is of degree 2.
As a consequence of the above we obtain. Proposition 3.10.
(
sp−1,tp . Proof. In both cases the claim follows from Proposition 2.2 and Lemma 3.9.
3.3. Dimension vectors. Now we apply considerations from subsection 2.3 to our category. For each M ∈ C we define dim X M ∈ N ([1,r]×Z) and dim Z M ∈ N [1,r] in the following way. First, if M is indecomposable, then
Moreover, we put
Finally,
The following lemmas will allow us to apply Proposition 2.9.
Proof. We have two cases to consider:
i . If f = 0, then N = L ⊕ ΣM , hence the claim is clear. If f = 0, then using Lemmas 3.4, 3.2, 2.4, and 2.3, we may assume L = Y ⊕ Z and N = cone(α) ⊕ Z, for an object Z and an arrow α : M → Y . Thus it suffices to show
for each arrow α : M → Y . Using Proposition 3.5 we know we are in one of the following cases:
j,i+δ k,r m−1 and cone(α) = X (k+1) j,i+δ k,r m , for j ≤ i + δ k,r m − 1. Now one easily verifies the inequality (3.1) in all the above cases. In fact we have equality in case (1) and for i < 0 in case (2), while the inequality is strict in the remaining cases.
Similarly as in the previous case we may assume that
s,t,j,0 , where we use freely notation from subsection 3.2. We use Proposition 3.10, thus in the former case we get
In the latter case, we have
and one verifies that dim L = dim M + dim N .
We have the following consequences. Proof. This follows immediately from Proposition 2.9 and Lemmas 3.11 and 3.12.
Let X := X (r, m) be the full additive subcategory of C whose indecomposable objects are X
Corollary 3.14. X is a triangulated subcategory of C and dim X | X is a subadditive function.
Proof. Observe that X consists of the M 's such that dim Z M = 0, hence the claim follows from Corollaries 2.10 and 3.13.
Results. I
In this section we describe the Hall algebra H ′ := H(X ) associated to the category X introduced in Section 3. By abuse of notation in this section we write dim M := dim X M , for M ∈ X .
4.1.
Relations. We introduce the following notation:
The precise formulas for λ (k,l) i depend on r and m and are a little bit cumbersome, but for concrete values of i, k and l, λ
For the rest of the paper we put λ i := λ
j , for (k, i) = (l, j). The first step in this direction is the following observation.
= 0, then we have the following possibilities:
j . If f = 0, then (up to an automorphism of X The second step in calculating X
j is the following.
Proof. The first formula follows from Corollary 2.8. Next, Lemmas 2.6 and 2.7(2) imply
Observe that
which gives the second formula. The third formula is proved similarly.
We get the following consequences.
As a result of the above formulas we get the first two relations.
We also observe the following.
i+1 . We start with the following.
Proof. We only prove the first statement. The rest is proved analogously. We need to analyze the cones of the maps f : X
i+δ k,r m . If (r, m) = (1, 1), the only possibility is the zero map (we use here that m = 0), hence L = X According to the above lemma the next step is the following.
Proof. We prove the second formula. Observe that according to Corollary 2.8
Moreover, by Lemma 2.7(3)
i+δ k,r m,i+δ k,r m+1 )| | Hom(X
The first, third and fourth formulas are proved similarly.
The fifth and sixth formulas are proved by direct calculations. For example,
Consequently we get.
. As a result we get the following relations.
(1) If (r, m) = (1, 1), then
(2) If (r, m) = (1, 1), then
. Proof. We prove the first formula. Observe that
i , where the latter equality follows from Lemma 4.5. Now the formula follows from Corollary 4.8. The remaining formulas are proved analogously. For the third and forth formulas one also has to use that if (r, m) = (1, 1), then λ 1 = 1 q 2 and λ −1 = 1.
4.2.
Generators. Let A ′ be the algebra generated by x
Observe that, for Φ ∈ A ′ , we have the degree vector deg Φ ∈ N ([1,r]×Z) defined by
We need the following.
i,j , for all k and i ≤ j.
Proof. We prove the claim by induction of j − i. If j = i, the claim is obvious
. Similarly, if j = i + 1, then by Lemma 4.5 we may take
Similarly as in the previous subsection one shows there
where v 0 , v 1 , u 0 = 0 (and v 2 = 0 if and only if r = 1 and m = j − i). By the inductive hypothesis
i+1,j−1 , the claim follows.
Using Lemma 4.10 and Proposition 2.11 we get the following. i , k ∈ [1, r], i ∈ Z, and I ′ be the ideal in A ′ generated by the following elements:
Propositions 4.4 and 4.9 imply that ξ is a well-defined homomorphism. Next, Corollary 4.12 implies that ξ is an epimorphism. It remains to show that ξ is a monomorphism.
Let
d , in order to show that ξ is a monomorphism, it suffices to show that ξ d is a monomorphism, for each d. Note that ξ d is an epimorphism by Proposition 4.11.
We also put x (k) i,i−1 := 1. Observe that H ′ d has a basis formed by the objects
in,jn ) ≤ d, k 1 ≥ k 2 ≥ · · · ≥ k n , if k t = k t+1 , then i t ≥ i t+1 , and if k t = k t+1 and i t = i t+1 , then j t ≥ j t+1 . Thus in order to show that dim Q B ′ d ≤ dim Q H ′ d , it suffices to prove the following. 
in,jn ∈ A ′ d , n ∈ N, such that k 1 ≥ k 2 ≥ · · · ≥ k n , if k t = k t+1 , then i t ≥ i t+1 , and if k t = k t+1 and i t = i t+1 , then j t ≥ j t+1 .
By convention the product x
in,jn equals 1 if n = 0. We fix d for the rest of the subsection. We introduce the following notation. If Φ, Φ 1 , . . . , Φ l ∈ A ′ d are monomials of the same degree vector, then we write
Note that ≡ behaves like a congruence with respect to the multiplication, i.e. if Φ ≡ Φ 1 + · · · + Φ l , and Ψ ′ and Ψ ′′ are monomials, then
Moreover ≡ is transitive in the following sense: if Φ ≡ Φ 1 + · · · + Φ l and, for each
Using this notation we may reformulate the relations from Theorem 4.13 in the following way.
Lemma 4.15. Let k ∈ [1, r] and i ∈ Z. Then we have the following:
Note that (2') and (3') follow from the same relations as (2) and (3), respectively. For each degree vector d we introduce the inverse lexicographic order on the set of monomials of the degree vector d, i.e. if
are monomials of degree d, then Φ 1 < Φ 2 if and only if there exists 1 ≤ s ≤ n such that (k 1 , i 1 ) = (l 1 , j 1 ), . . . , (k s−1 , i s−1 ) = (l s−1 , j s−1 ), and either k s > l s or k s = l s and i s > j s . Again this order behaves well with respect to the multiplication, i.e.
i1,j2 . Consequently, if order to show Proposition 4.14 (and hence Theorem 4.13), it is enough to prove the following. Proposition 4.16. Assume k 1 , k 2 ∈ [1, r], i 1 ≤ j 1 and i 2 ≤ j 2 . If either k 1 < k 2 , or k 1 = k 2 and i 1 < i 2 or k 1 = k 2 , i 1 = i 2 and j 1 < j 2 , then either k 1 = k 2 and i 2 = j 1 + 1 or there exists monomials Φ 1 , . . . , Φ n of degree vector deg(x
i2,j2 , for each 1 ≤ s ≤ n, and
The rest of the section is devoted to the proof of Proposition 4.16. We have some cases to consider. Case 0 • : k 1 < k 2 . In this case by an iterated use of Lemma 4.15 (1) we get
For the rest of the proof we assume k 1 = k 2 and denote this common value by k.
In this case we may assume i 2 > j 1 + 1, hence we get
again by an iterated use of Lemma 4.15 (1) . Moreover, x
In this case we have either i 1 < i 2 = j 1 or i 1 = i 2 , hence i 2 = j 1 < j 2 . Assume first i 1 < i 2 = j 1 . Then using Lemma 4.15(3), we have
i2+1,j2 , and the claim follows. Similarly, if i 2 < j 2 , then
(here we use Lemma 4.15 (2)).
First, by an iterated use of Lemma 4.15 (1) we get
Next we use Lemma 4.15(2') and get
Finally we use Lemma 4.15(2) (for i = i 2 − 1) and get
In this case j 2 > j 1 . We start with the following lemma. 
i1,j2 and
Proof. First, by an iterated use of Lemma 4.15 (1) we get
s+1,j2 . Now by an iterated use of Lemma 4.15 (1) we have
. On the other hand, using Lemma 4.15 (2) we obtain
s+2,j2 . Using iteratively Lemma 4.15(1) again we get
i1,j2 , which finishes the proof.
Using iteratively Lemma 4.17 we obtain monomials Φ 1 , . . . , Φ l of degree vector deg(x
Using Lemma 4.15 (2) we get
Finally, by an iterated use of Lemma 4.15 (1) we have
This finishes the proof of Proposition 4.16, and hence of Theorem 4.13.
Results. II
In this section we describe the Hall algebra H := H(C) associated to the category C introduced in Section 3.
5.1.
and
Similarly as for λ (k,l) i 's actual formulas depend on r and m and are cumbersome. We encourage the reader to write formulas for µ i , µ ′ i , ν i , ν ′ i and κ i . Note that µ (k,l)
We calculate first the products involving Z
i,i−1 denotes the zero object.
(1) If (l, j) = (k, i) and either l = k + 1 or l = k + 1 and j > i + δ k,r m, then
(2) If j ≤ i + δ k,r m and either r > 1 or r = 1 and j = i, then
. Proof. One has to mimic arguments from the proofs of Lemma 4.1 and 4.2. We leave details to the reader.
Using the above we get the relations.
(1) If l = k − 1, k, k + 1, then
Proof. The above formulas follow by direct calculations using Lemma 5.1. For (3)-(9) one also has to use either
which also follow from Lemma 5.1.
5.2.
Generators. Let A be the algebra generated by x
where, for k ∈ [1, r] and i ∈ Z,
We have the following.
Proof. We prove the claim by induction on |i|. Note that Φ (k) 0 = z (k) . Thus assume |i| > 0. If i < 0, then it follows from Lemma 5.1, that
i . Thus in this case the claim follows if we take
i . If i > 0, then we proceed similarly.
Using Lemmas 4.10 and 5.3, and Proposition 2.11 we get the following. 
This subsection is devoted to the proof of the following.
Theorem 5.6. Let A be the algebra generated by x
Let I be the ideal in A generated by the following elements: We proceed similarly as in the proof of Theorem 4.13. Again we know from Propositions 4.4, 4.9 and 5.2 that ξ is a well-defined homomorphism, which is an epimorphism by Corollary 5.5. In the rest of the subsection we show that ξ is a monomorphism.
For d ∈ N [1,r] ×N ([1,r]×Z) , let A d be the subspace of A spanned by the monomials Φ such that deg Φ ≤ d. If Φ, Φ 1 , . . . , Φ l ∈ A d are monomials of the same degree vector, then we write
Using this notation we may reformulate the relations from Theorem 5.6 in the following way.
Lemma 5.7. Let k ∈ [1, r] and i ∈ Z. Then we have the following:
Recall, that for k ∈ [1, r] and i ≤ j,
Moreover, x (k) i,i−1 := 1. Next, for k ∈ [1, r] and i ∈ Z, we put
Given d ∈ N [1,r] × N ([1,r]×Z) , we introduce an order on the set of monomials of the degree vector d in the following way. Let Φ 1 = a 1 · · · a n and Φ 2 = b 1 · · · b n be two monomials of degree vector d, where a 1 , . . . , a n , b 1 , . . . , b n ∈ {x 
Moreover,
(1) either, there exists j ∈ [1, l] such that a s1 = b t1 , . . . , a sj−1 = b tj−1 , and a sj = z (k1) and b tj = z (k2) , for k 1 > k 2 , i.e. a s1 · · · a s l is lexicographically bigger then b t1 · · · b t l , (2) or, a s1 · · · a s l = b t1 · · · b t l , and there exists j ∈ [1, l] such that s 1 = t 1 , . . . , s j−1 = t j−1 , and s j < t j , (3) or, a s1 · · · a s l = b t1 · · · b t l , {s 1 , . . . , s l } = {t 1 , . . . , t l }, and a s ′ 1 · · · a s ′ n−l < b t ′ 1 · · · b t ′ n−l in the sense of the relation defined in subsection 4.3. The following will be crucial.
Proposition 5.8.
(1) Assume k 1 , k 2 ∈ [1, r] and i 1 , i 2 ∈ Z. If either k 1 < k 2 , or k 1 = k 2 and |i 1 | > |i 2 |, or k 1 = k 2 , |i 1 | = |i 2 |, and i 1 < i 2 , then there exist monomials Φ 1 , . . . , Φ n of degree vector dim(z
(2) Assume k 1 , k 2 ∈ [1, r], i 1 ≤ j 1 , and i 2 ∈ Z. Then (a) either k 1 = k 2 and j 1 = i 2 − 1 < 0, (b) or k 1 = k 2 + 1 and i 1 = j 1 = i 2 + δ k,r m ≥ δ k,r m, (c) or there exist monomials Φ 1 , . . . , Φ n of degree vector dim(x
i2 , for each 1 ≤ s ≤ n, and
Similarly as in the proof of Proposition 4.16, we have some cases to consider.
Consequently, using iteratively Lemma 5.7(5') and then Lemma 5.7(4), we get
i2 , the claim follows in this case.
For the rest of the proof we assume k 1 = k 2 and denote this common value by k. Observe that under this assumption i 1 = 0. Case 1 • : i 2 = 0.
Since i 1 = 0, using either Lemma 5.7(6) (if i 1 < 0) or Lemma 5.7 (7) 
i2 ≡ a |i1| · · · a 2 z (k) a 1 z (k) + a |i1| · · · a 2 z (k) z (k) a 1 , hence the claim follows.
This case is dual to Case 2 • . The only difference is that when i 1 < 0, we only have |i 2 | ≤ |i 1 |, but we also use i 2 > i 1 , if |i 2 | = |i 1 |.
(2) Again we need to consider some cases.
Case 0 • : k 2 = k 1 , k 1 − 1 (in particular, r ≥ 3). In this case, by an iterated use of Lemma 5.7(1) and Lemma 5.7 (5) we get
i2 , hence the claim follows in this case.
We denote this common value by k. There are some subcases in this case. Subcase 1.0 • : i 2 = 0. Condition (2a) implies that j 1 = −1. Similarly, condition (2b) means that if r = 1, then either i 1 < j 1 or j 1 = δ k,r m. Consequently, if either r = 1 or j 1 = δ k,r m, we use Lemma 5.7 (5) and get
On the other hand, if r = 1 and j 1 = δ k,r m, then i 1 < j 1 , hence Lemma 5.7 (11) gives
Note that by condition (2a) j 1 = i 2 − 1. Assume either j 1 < i 2 − 1 or j 1 > 0. Moreover, if r = 1, we also assume j 1 = δ k,r m. Then an iterated use of Lemma 5.7(1) and 5.7 (5) gives
Next assume that either j 1 = 0 or r = 1 and j 1 = δ k,r m. Using iteratively Lemma 5.7 (1) we get
. Now we use either Lemma 5.7(9) (if j 1 = 0) or Lemma 5.7(10) (if r = 1 and j 1 = δ k,r m) and get
, hence the claim follows in this case. Now assume j 1 = i 2 . If i 2 = −1, then we use Lemma 5.7 (8) and get
On the other hand, if i 2 < −1, then using Lemma 5.7 (2) we get
i2+2 , hence the claim follows in this case.
Finally assume j 1 ∈ [i 2 + 1, −1] (in particular, i 2 < −1). We use (if j 1 > i 2 + 1) iteratively Lemma 5.7 (1) and get
Next we use Lemma 5.7 (3') and get
Using iteratively Lemma 5.7(1) and Lemma 5.7 (5) we have
i2 . Now, if j 2 = −1, then we use Lemma 5.7 (8) and get
On the other hand, if j 2 < −1, then we use Lemma 5.7 (2) and obtain
j2+2 . Furthermore, we iteratively use Lemma 5.7(1) and Lemma 5.7 (5) and have
j2 , hence the claim follows in this case.
In this case condition (2b) implies that, if r = 1, then either i 1 < j 1 or j 1 = i 2 + δ k,r m.
First assume r > 1. In this case, if j 1 = −1, then we iteratively use Lemma 5.7(1) and Lemma 5.7 (5) and obtain
On the other hand, if j 1 = −1, then we iteratively use Lemma 5.7(1) again and get
. Now we use Lemma 5.7 (10) and get
Thus for the rest of the proof of Subcase 1.2 • we assume r = 1, thus in particular k + 1 = k.
Under the assumption r = 1, if j 1 < i 2 + δ k,r m − 2, then we iteratively use Lemma 5.7(1) and get
Similarly, if j 1 > i 2 +δ k,r m, then we iteratively use Lemma 5.7(1) and Lemma 5.7 (5) and obtain x
i2 . Now assume j 1 = i 2 +δ k,r m−2. If additionally i 2 = 1, then we use Lemma 5.7 (11) and get
On the other hand, if i 2 > 1, then we use Lemma 5.7(2') and get
Observe that x
i2 . On the other hand, by an iterated use of Lemma 5.7(1) and Lemma 5.7 (5) we get
Next assume j 1 = i 2 +δ k,r m−1. In this case, if i 2 = 1, then we use Lemma 5.7 (12) and get
On the other hand, if i 2 > 1, then we use Lemma 5.7(3") and get
Moreover, if we iteratively use Lemma 5.7(1) and Lemma 5.7 (5) , then
i2 . Finally assume j 1 = i 2 + δ k,r m. In this case i 1 < j 1 by condition (2b), hence we may apply Lemma 5.7(2') and get
i2 . On the other hand, if we iteratively apply Lemma 5.7(1) and Lemma 5.7(5), then we get
Case 2 • : k 1 = k 2 = k 1 − 1 (in particular, r ≥ 2). Put k := k 2 , thus k 1 = k + 1. If either i 2 ≤ 0 and j 1 = δ k,r m, or i 2 > 0 and j 1 ∈ [δ k,r m − 1, i 2 + δ k,r m], then by an iterated use of Lemma 5.7(1) and Lemma 5.7 (5) we get
Next, if i 2 < 0 and j 1 = δ k,r m, then we iteratively use Lemma 5.7 (1) and get
. Furthermore, we apply Lemma 5.7 (10) and get
On the other hand, if i 2 = 0 and j 1 = δ k,r m, then i 1 < j 1 by condition (2b), thus we may use Lemma 5.7 (11) and get
Consequently, we may assume i 2 > 0 and j 1 ∈ [δ k,r m − 1, i 2 + δ k,r m].
First assume j 1 ∈ [δ k,r m − 1, i 2 + δ k,r m − 3]. Using Lemma 5.7(1) we get
Next assume j 1 = i 2 + δ k,r m − 2. If i 2 = 1, i.e. j 1 = δ k,r m − 1, then using Lemma 5.7 (11) we have
δ k,r m−1 , thus the claim follows. On the other hand, if i 2 > 1, then we use Lemma 5.7 (2') and get
by an iterated use of Lemma 5.7(1) and Lemma 5.7 (5) , and this finishes the proof in this case. Now assume j 1 = i 2 + δ k,r m − 1. If i 2 = 1, i.e. j 1 = δ k,r m, then we use Lemma 5.7 (12) and get
, thus the claim follows. If i 2 > 1, then we use Lemma 5.7(3") and have
by an iterated use of Lemma 5.7(1) and Lemma 5.7 (5) .
Finally assume j 1 = i 2 + δ k,r m. In this case we may assume that i 1 < j 1 by condition (2b). Consequently, if we use Lemma 5.7(2'), then we get
i2 . On the other hand,
by an iterated use of Lemma 5.7(1) and Lemma 5.7 (5) , and this finishes the proof of Case 2 • . Let B d be the image of A d under the canonical epimorphism A → B. Observe that if k 1 = k 2 and j 1 = i 2 − 1 < 0, then x 
s2,t2 · · · x (ln) sn,tn ∈ A d , d, n ∈ N, such that (1) k 1 ≥ k 2 ≥ · · · ≥ k d ,
(2) if k j = k j+1 , then either |i j | < |i j+1 | or |i j | = |i j+1 | and i j > i j+1 , (3) l 1 ≥ l 2 ≥ · · · ≥ l n , (4) if l j = l j+1 , then either s j > s j+1 or s j = s j+1 and t j ≥ t j+1 .
Let H d be the subspace of H spanned by the M 's such that dim M ≤ d. Obviously, H d has a basis formed by the objects
s2,t2 · · · ⊕ X (ln) sn,tn ∈ H d , such that the conditions from Corollary 5.9 are satisfied. Thus we have a natural bijection between the above spanning sets of B d and H d . However these spaces are in general infinite dimensional, hence this does not imply immediately that ξ is a monomorphism.
If d = (d 1 , d 2 ), for d 1 ∈ N [1,r] The next step in the proof is the following.
Lemma 5.10. ξ d,d is a monomorphism.
Proof. Corollary 5.9 implies that B d,d ′ /B d−1 is spanned by the classes of the images of the monomials
s2,t2 · · · x (ln) sn,tn , n ∈ N, such that deg X Φ ≤ d ′ ,
(1) k 1 ≥ k 2 ≥ · · · ≥ k d , (2) if k j = k j+1 , then either |i j | < |i j+1 | or |i j | = |i j+1 | and i j > i j+1 , (3) l 1 ≥ l 2 ≥ · · · ≥ l n , (4) if l j = l j+1 , then either s j > s j+1 or s j = s j+1 and t j ≥ t j+1 . Similarly, H d,d /H d−1 has a basis consisting of the objects
s2,t2 · · · ⊕ X (ln) sn,tn , such that dim X M ≤ d ′ and the above conditions are satisfied. Thus
Since these dimensions are finite and ξ d,d is an epimorphism by Proposition 5.4, the claim follows.
We obtain the following consequence. In order to apply Corollary 5.11 we need a general observation.
Proposition 5.12. Let ζ : V → W be a linear map. Assume that, for each d ∈ N, we have subspaces V d ⊆ V and W d ⊆ W such that the following conditions are satisfied:
(1) V d ⊆ V d+1 and W d ⊆ W d+1 , for each d ∈ N,
If, for each d ∈ N, the induced map V d /V d−1 → W d /W d−1 is a monomorphism, where V −1 := 0 and W −1 := 0, then ζ is a monomorphism.
Proof. By induction on d we prove that f | V d is a monomorphism. The claim is obvious for d = 0. Thus assume v ∈ V d , for d > 0, and f (v) = 0. Then in particular,
Consequently, v = 0, as by the inductive hypothesis f | V d−1 is a monomorphism.
We finish now the proof the Theorem 5.6. As pointed out after the formulation of Theorem 5.6 we have to show that ξ is a monomorphism. However this follows from Proposition 5.12 and Corollary 5.11.
An application to one-cycle gentle algebras
By a gentle bound quiver we mean a pair (Q, R), where Q is a connected quiver and R is a set of paths of length 2 in Q, such that the following conditions are satisfied:
(1) for each x ∈ Q 0 , there are at most two α ∈ Q 1 such that sα = x (i.e. α starts at x), (2) for each x ∈ Q 0 , there are at most two α ∈ Q 1 such that tα = x (i.e. α terminates at x), (3) for each α ∈ Q 1 , there is at most one α ′ ∈ Q 1 such that sα ′ = tα and α ′ α ∈ R, and at most one α ′ ∈ Q 1 such that tα ′ = sα and αα ′ ∈ R, (4) for each α ∈ Q 1 , there is at most one α ′ ∈ Q 1 such that sα ′ = tα and α ′ α ∈ R, and at most one α ′ ∈ Q 1 such that tα ′ = sα and αα ′ ∈ R.
A gentle bound quiver (Q, R) is called one-cycle if |Q 0 | = |Q 1 |. A finite dimensional algebra Λ is called a one-cycle gentle algebra, if Λ is Morita equivalent to the path algebra of a one-cycle gentle bound quiver. A derived classification of the one-cycle gentle algebras has been obtained in [2, 5] . In order to present this classification we introduce some notation.
First, let p ∈ N + and q ∈ N. We denote by Q(p, q) the quiver
. . . Similarly, if p, q ∈ N + , then Λ(p, q) is the path algebra of the quiver
The following is a consequence of [2, 17] .
Theorem 6.1. Let Λ be a gentle one-cycle algebra. Then there exists p ∈ N + and q ∈ N such that either Λ is derived equivalent to Λ(p, q, r), for some r ∈ [1, p], or q > 0 and Λ is derived equivalent to Λ(p, q). Moreover, gl. dim Λ = ∞ if and only if Λ is derived equivalent to Λ(p, q, p), for some p ∈ N + and q ∈ N.
Now let Λ be a gentle one-cycle algebra of infinite global dimension. Our aim to describe the Hall algebras H(K b (proj Λ)) and H(D b (mod Λ)). Theorem 6.1 implies that we may assume Λ = Λ(p, q, p), for some p ∈ N + and q ∈ N. The categories K b (proj Λ) and D b (proj Λ) are known (see for example [4, 8] ). Namely, K b (proj Λ) is equivalent to the category X (p, p + q) described in Section 3, while D b (mod Λ) is equivalent to C(p, p + q). Consequently, we get the following, which is the main result of the paper.
