Over the last decade, dividends have become a standalone asset class instead of a mere side product of an equity investment. We introduce a framework based on polynomial jumpdiffusions to jointly price the term structures of dividends and interest rates. Prices for dividend futures, bonds, and the dividend paying stock are given in closed form. We present an efficient moment based approximation method for option pricing. In a calibration exercise we show that a parsimonious model specification has a good fit with Euribor interest rate swaps and swaptions, Euro Stoxx 50 index dividend futures and dividend futures options, and Euro Stoxx 50 index options.
Introduction
In recent years there has been an increasing interest in trading derivative contracts with a direct exposure to dividends. Brennan (1998) argues that a market for dividend derivatives could promote rational pricing in stock markets. In the over-the-counter (OTC) market, dividends have been traded since 2001 in the form of dividend swaps, where the floating leg pays the dividends realized over a predetermined period of time. The OTC market also accommodates a wide variety of more exotic dividend related products such as knock-out dividend swaps, dividend yield swaps and swaptions. Dividend trading gained significant traction in late 2008, when Eurex launched exchange traded futures contracts referencing the dividends paid out by constituents of the Euro Stoxx 50. The creation of a futures market for other major indices (e.g., the FTSE 100 and Nikkei 225) followed shortly after, as well as the introduction of exchange listed options on dividend futures. While single-name dividend derivatives exist as well, they are less liquid than their index counterparts. Besides the wide variety of relatively new dividend instruments, there is another important dividend derivative that has been around since the inception of finance: a simple dividend paying stock. Indeed, a share of stock includes a claim to all the dividends over the stock's lifetime. Although dividends are clearly an integral part of equity investments, their presence is often ignored when pricing equity derivatives.
In this paper we present a unified framework capable of pricing both the term structures of dividends and interest rates, as well as connecting the two term structures to produce a tractable price for the dividend paying stock. We specify dynamics for the dividends and discount factor, and in a second step we recover the stock price as the sum of the fundamental stock price (present value of all future dividends) and a residual bubble component. The instantaneous dividend rate is defined as a linear function of a multivariate factor process. The existence of interest rate-dividend hybrid products and the long duration nature of the stock motivate the use of stochastic interest rates. We directly define the discount factor to be linear in the factors, similarly as in . The factor process itself is specified as a polynomial jump-diffusion, as studied in . Such a specification makes the model tractable because all the conditional moments of the factors are known in closed form. In particular, we have explicit expressions for the dividend paying stock and the term structures of dividend futures and interest rate swaps. Derivatives whose discounted payoff can be written as a function of a polynomial in the factors are priced through a moment matching method. Specifically, we find the unique probability density function with maximal Boltzmann-Shannon entropy matching a finite number of moments of the polynomial, as in Mead and Papanicolaou (1984) . We then obtain option prices by numerical integration. In particular, this allows us to price swaptions, dividend futures options, and options on the dividend paying stock. We show that our polynomial framework also allows to incorporate seasonal behavior in the dividend dynamics.
Within our polynomial framework, we introduce the linear jump-diffusion (LJD) model. We show that the LJD model allows for a flexible dependence structure between the factors. This is useful to model a dependence between dividends and interest rates, but also to model the dependence within the term structure of interest rates or dividends. We calibrate a parsimonious specification of the LJD model to market data on Euribor interest rate swaps and swaptions, Euro Stoxx 50 index dividend futures and dividend futures options, and Euro Stoxx 50 index options. The successful calibration of the model to three different classes of derivatives (interest rates, dividends, and equity) illustrates the high degree of flexibility offered by our framework.
Our paper is related to various strands of literature. In the literature on stock option pricing, dividends are often assumed to be either deterministic (e.g., Bos and Vandermark (2002) , Bos et al. (2003) , Vellekoop and Nieuwenhuis (2006) ), a constant fraction of the stock price (e.g., Merton (1973) , Korn and Rogers (2005) ), or a combination of the two (e.g., Kim (1995) , Overhaus et al. (2007) ). Geske (1978) and Lioui (2006) model dividends as a stochastic fraction of the stock price. They derive Black-Scholes type of equations for European option prices, however dividends are not guaranteed to be nonnegative in both setups. Chance et al. (2002) directly specify log-normal dynamics for the T -forward price of the stock, with T the maturity of the option. Explicit option prices are obtained as in Black (1976) , assuming that today's T -forward price is observable. This approach is easy to use since it does not require any modeling assumptions on the distribution of the dividends. However, it does not produce consistent option prices for different maturities. Bernhart and Mai (2015) take a similar approach, but suggest to fix a time horizon T long enough to encompass all option maturities to be priced. The T -forward price is modeled with a nonnegative martingale and the stock price is defined as the T -forward price plus the present value of dividends from now until time T . As a consequence, prices of options with maturity smaller than T will depend on the joint distribution between future dividend payments and the T -forward price, which is not known in general. Bernhart and Mai (2015) resort to numerical tree approximation methods in order to price options. The dependence of their model on a fixed time horizon still leads to time inconsistency, since the horizon will necessarily have to be extended at some point in time. We contribute to this literature by building a stock option pricing model that guarantees nonnegative dividends, is time consistent, and remains tractable.
Another strand of literature studies stochastic models to jointly price stock and dividend derivatives. Buehler et al. (2010) assumes that the stock price jumps at known dividend payment dates and follows log-normal dynamics in between the payment dates. The relative size of the dividends (i.e., the relative jump amplitudes) are assumed to be i.i.d. distributed as 1 − Z, where Z is log-normally distributed. As a consequence, the stock price remains log-normally distributed and the model has closed form prices for European call options on the stock. The high volatility in the stock price is reconciled with the low volatility in dividend payments by setting the correlation between the relative jump size and stock price extremely negative (−95%). Although the model is elegant through its simplicity, it does have some major flaws. First of all, the relative jump amplitudes can be larger than one, implying negative dividends. Second, although the model has a tractable stock price, the dividends themselves are not tractable and Monte-Carlo simulations are invoked to price the dividend derivatives. Third, the model fails to reproduce the negative skew observed in both stock option and dividend futures option implied volatilities. In more recent work, Buehler (2015) decomposes the stock price in a fundamental component and a residual bubble component. The dividends are defined as a function of a secondary driving process that mean reverts around the residual bubble component. This setup captures the stylized fact that claims to dividends in the far future tend to move together with the stock price, while claims to dividends in the near future are much less volatile since they can be forecast with a higher accuracy. This model has explicit expressions for dividend futures, but Monte-Carlo simulations are still necessary to price nonlinear derivatives. Guennoun and Henry-Labordère (2017) consider a stochastic local volatility model for the pricing of stock and dividend derivatives. Their model guarantees a perfect fit to observed option prices, however all pricing is based on Monte-Carlo simulations. Tunaru (2018) proposes two different models to value dividend derivatives. The first model is similar to the one of Buehler et al. (2010) , with the key difference that Z is modeled with a beta distribution instead of a log-normal. This guarantees positive dividend payments. However, the diffusive noise of the stock is assumed independent of Z in order to have tractable expressions for dividend futures prices. Smoothing the dividends through a negative correlation between stock price and relative dividend size, as in Buehler et al. (2010) , is therefore not possible. The model is able to produce a skew in dividend futures option prices, but Monte-Carlo simulations are required for the computation. In a second approach, Tunaru (2018) directly models the cumulative dividends with a diffusive logistic growth model. This modeling choice is motivated by the 'sigmoidal' shape of the time-series of cumulative Euro Stoxx 50 dividends. Although the distribution of the cumulative dividends is in principal available in closed form, the author reports it to be too cumbersome for practical purposes and resorts once again to Monte-Carlo simulations for pricing. The process modeling the cumulative dividends, however, has no guarantee to be monotonically increasing, meaning that negative dividends can (and do) occur frequently. Moreover, the model must be reset on an annual basis, which essentially removes any dependency between dividends in subsequent years. We add to this literature by allowing for stochastic interest rates, which is important for the valuation of interest rate-dividend hybrid products or long-dated dividend derivatives (e.g., the dividend paying stock). Our model produces closed form prices for dividend futures and features efficient approximations for option prices which are significantly faster than MonteCarlo simulations. Seasonality can be incorporated directly in the dividend dynamics, which in turn produces a sigmoidal cumulative dividend process by construction. The low volatility in dividends and interest rates is reconciled with the high volatility in the stock price through a volatile bubble component. Skews in both dividend futures options and stock options are captured accurately thanks to the jumps in the factor process.
Our work also relates to literature on constructing a unified framework for dividends and interest rates. Previous approaches were mainly based on affine processes, see e.g. Bekaert and Grenadier (1999) , Mamaysky et al. (2002) , d 'Addona and Kind (2006) , Wachter (2007, 2011) , and Lemke and Werner (2009) . In more recent work, Kragt et al. (2016) extract investor information from dividend derivatives by estimating a two-state affine state space model on stock index dividend futures in four different stock markets. Instead of modeling dividends and interest rates separately, they choose to model dividend growth, a risk-free discount rate, and a risk premium in a single variable called the 'discounted risk-adjusted dividend growth rate'. Yan (2014) uses zero-coupon bond prices and present value claims to dividend extracted from the put-call parity relation to estimate an affine term structure model for interest rates and dividends. Suzuki (2014) uses a Nelson-Siegel approach to estimate the fundamental value of the Euro Stoxx 50 using dividend futures and Euribor swap rates. We add to this literature by building a unified framework for dividends and interest rates using the class of polynomial processes, which contain the traditional affine processes as a special case.
The remainder of the paper is structured as follows. Section 2 introduces the factor process and discusses the pricing of dividend futures, bonds, and the dividend paying stock. In Section 3 we explain how to efficiently approximate option prices using maximum entropy moment matching. Section 4 describes the LJD model. In Section 5 we calibrate a parsimonious model specification to real market data. Section 6 discusses some extensions of the framework. Section 7 concludes. All proofs and technical details can be found in the appendix.
Polynomial framework
We consider a financial market modeled on a filtered probability space (Ω, F, F t , Q) where Q is a risk-neutral pricing measure. Henceforth E t [·] denotes the F t -conditional expectation. We model the uncertainty in the economy through a factor process X t taking values in some state space E ⊆ R d . We assume that X t is a polynomial jump-diffusion (cfr. ) with dynamics
for some parameters κ ∈ R d×d , θ ∈ R d , and some d-dimensional martingale M t such that the generator G of X t maps polynomials to polynomials of the same degree or less. One of the main features of polynomial jump-diffusions is the fact that they admit closed form conditional moments. For n ∈ N, denote by Pol n (E) the space of of polynomials on E of degree n or less and denote its dimension by N n . Let h 1 , . . . , h Nn form a polynomial basis for Pol n (E) and denote H n (x) = (h 1 (x), . . . , h Nn (x)) . Since G leaves Pol n (E) invariant, there exists a unique matrix G n ∈ R Nn×Nn representing the action of G on Pol n (E) with respect to the basis H n (x). From this, one can derive the moment formula (Theorem 2.4 in )
for all t ≤ T .
Dividend futures
Consider a stock that pays a continuous dividend stream to its owner at an instantaneous rate D t , which varies stochastically over time. We model D t as a linear function of the factor process:
for some p ∈ R d+1 such that p H 1 (x) ≥ 0 for all x ∈ E. The time-t price of a continuously marked-to-market futures contract referencing the dividends to be paid over a fixed time interval [T 1 , T 2 ] is given by:
Switching the order of integration and plugging in (3), we get the following linear expression for the futures price:
If we work with the monomial basis, i.e. H 1 (x) = 1 x , then the matrix G 1 becomes
The integral
T 0 e G 1 s ds in (4) is given by the following convergent power series:
Similarly as evaluating a matrix exponential, naively computing this integral by summing a finite number of terms in the series can give unsatisfactory results (e.g., Moler and Van Loan (2003) ). Proposition 2.1 below shows that if κ is non-singular, we can write the integral in terms of matrix exponentials, for which many efficient algorithms exist (e.g., Al-Mohy and Higham (2011)).
Proposition 2.1. If κ is an invertible matrix and if H 1 (x) = 1 x , then the futures price at time t of the dividends to be paid over a time interval [T 1 , T 2 ], t ≤ T 1 ≤ T 2 , becomes:
If κ is singular, then (4) can be evaluated, for example, using the Jordan normal form of κ (exploiting the fact that the Jordan blocks associated with the zero eigenvalue form a nilpotent matrix, see Appendix A.1) or through specific numerical algorithms such as Van Loan (1978) .
Bonds and swaps
Denote the risk-neutral discount factor by ζ t . It is related to the short rate r t as follows
We directly specify dynamics for the risk-neutral discount factor:
for some parameters γ ∈ R and q ∈ R d+1 such that ζ t is a positive and absolutely continuous process (i.e., drift only). follow a similar approach and specify linear dynamics for the state price density with respect to the historical probability measure P. Their specification pins down the market price of risk. It turns out that the polynomial property of the factor process is not preserved under the change of measure from P to Q in this case. The polynomial property (in particular the linear drift) under Q is important for pricing the dividend futures contracts.
The time-t price of a zero-coupon bond paying one unit of currency at time T ≥ t is given by:
Using the moment formula (2) we get an explicit linear-rational expression for the zero-coupon bond price
It follows from (5) that the term structure of zero-coupon bond prices depends only on the drift of X t . Similarly as in , one can introduce exogenous factors feeding into the martingale part of X t to generate unspanned stochastic volatility (see e.g., Collin-Dufresne and Goldstein (2002a)), however we do not consider this in our paper.
Using the relation r t = −∂ T log P (t, T )| T =t we obtain the following linear-rational expression for the short rate:
When all eigenvalues of κ have positive real parts, it follows that
so that γ can be interpreted as the yield on the zero-coupon bond with infinite maturity.
Ignoring differences in liquidity and credit characteristics between discount rates and LIBOR rates, we are also able to value swap contracts as linear combinations of zero-coupon bond prices. The time-t value of a payer interest rate swap with first reset date T 0 , fixed leg payment dates T 1 < · · · < T n , and fixed rate K is given by:
The forward swap rate is defined as the fixed rate K which makes the right hand side of (8) equal to zero. Note that the discounted swap value ζ t π swap t becomes a linear function of the factor process X t .
Dividend paying stock
Denote by S * t the fundamental price of the stock, which we define as the present value of all future dividends:
In order for S * t to be finite in our model, we must impose parameter restrictions. The following proposition provides sufficient conditions on the parameters, together with an explicit expression for S * t . The latter is derived using the fact that ζ t D t is quadratic in X t , hence we are able to calculate its conditional expectation through the moment formula (2).
Proposition 2.2. If the real parts of the eigenvalues of the matrix G 2 are bounded above by γ, then S * t is finite and given by
where v is the coordinate vector of the polynomial v(x) = p H 1 (x) q H 1 (x) with respect to the basis H 2 (x) and Id denotes the identity matrix.
Proposition 2.2 shows that the discounted fundamental stock price ζ t S * t is quadratic in X t , which means in particular that we have all moments of ζ t S * t in closed form. Loosely speaking, the fundamental stock price will be finite as long as the dividends are discounted at a sufficiently high rate (by choosing γ sufficiently large). Henceforth we will assume that the assumption of Proposition 2.2 is satisfied.
We define the stock price S t as
for some nonnegative martingale L t . This specification is arbitrage free since the deflated gains process ζ t S t + t 0 ζ s D s ds is a nonnegative martingale. In the economic literature it is often assumed that L t ≡ 0, which is referred to as the transversality or no-bubble assumption. Under this assumption the volatility of the stock returns is completely determined by the specifications for the dividends and interest rates. It is well known that dividends and interest rates are much less volatile than stock prices, see e.g. Shiller (1981) . The transversality assumption therefore makes it very hard to reconcile the low volatility in dividends and interest rates with the high volatility in stock markets, see e.g. Ang and Liu (2007) . It is important to note that the transversality assumption is of no particular importance from an arbitrage point of view. In order to improve the flexibility of the model, we therefore refrain from making this assumption. The process L t can be interpreted as a bubble in the stock price and allows to introduce volatility in the stock returns which is not generated by dividends or interest rates. In a similar fashion, Buehler (2015) considers a local volatility model on top of the fundamental stock price that is separately calibrated to equity option prices.
Option pricing
In this section we address the problem of pricing derivatives with discounted payoff functions that are not polynomials in the factor process. The polynomial framework no longer allows to price such derivatives explicitly, however we can accurately approximate the prices using the available moments of the factor process.
Maximum entropy moment matching
We consider a derivative maturing at time T whose discounted payoff is given by F (g(X T )), with g ∈ Pol n (E), n ∈ N, and some scalar function F : R → R. The time-t price π t of this derivative is given by
Because we do not know the conditional distribution of X T , we can in general not compute the price of this derivative explicitly. We do, however, know all the moments of the distribution and in particular all the moments of the (scalar) random variable g(X T ). 1 We aim to construct a valid probability density function f matching a finite number of moments and in a second step we recover the option price through numerical integration. Given that a function is an infinite dimensional object, finding such a function f is clearly an underdetermined problem and we need to introduce additional criteria to pin down one particular function. A popular choice in the engineering and physics literature is to choose the density function with maximum entropy:
where R ⊆ R denotes the support and M 0 = 1, M 1 , . . . , M N denote the first N + 1 moments of g(X T ). Jaynes (1957) motivates such a choice by noting that maximizing entropy incorporates the least amount of prior information in the distribution, other than the imposed moment constraints. In this sense it is maximally noncommittal with respect to unknown information about the distribution.
Straightforward functional variation with respect to f gives the following solution to this optimization problem:
where the Lagrange multipliers λ 0 , . . . , λ N have to be solved from the moment constraints:
If N = 0 and R = [0, 1], then we recover the uniform distribution. For N = 1 and R = (0, ∞) we obtain the exponential distribution, while for N = 2 and R = R we obtain the Gaussian distribution. For N ≥ 3, one needs to solve the system in (13) numerically. In particular, the integrals have to be evaluated numerically, for example using Gaussian quadrature rules. It has been noted by several authors that directly trying to find the roots of this system will most likely not lead to satisfactory results, see e.g. Agmon et al. (1979) , Mead and Papanicolaou (1984) , and Rockinger and Jondeau (2002) . A more stable numerical procedure is obtained by introducing the following potential function:
This function can easily be shown to be everywhere convex (see e.g., Mead and Papanicolaou (1984) ) and its gradient corresponds to the vector of moment conditions in (13). In other words, the Lagrange multipliers can be found by minimizing the potential function P (λ 0 , . . . , λ N ). This is an unconstrained convex optimization function where we have explicit (up to numerical integration) expressions for the gradient and hessian, which makes it a prototype problem to be solved with Newton's method.
Traditional moment based option pricing techniques focus often on Edgeworth expansions (see e.g., Jarrow and Rudd (1982) , Corrado and Su (1996b) , Collin-Dufresne and Goldstein (2002b)) or Gram-Charlier expansions (see e.g., Corrado and Su (1996a) , Jondeau and Rockinger (2001) ) of the density/characteristic function. Although these series expansions allow to obtain a function that integrates to one and matches an arbitrary number of moments by construction, it has no guarantee to be positive. This is problematic for option pricing since it introduces arbitrage.
Remark 3.1. By subsequently combining the law of iterated expectations and the moment formula (2), we are also able to compute the conditional moments of the finite dimensional distributions of X t . In particular, the method described in this section can also be applied to price path-dependent derivatives whose discounted payoff depends on the factor process at a finite number of future time points. One example of such products are the dividend futures options, which will be discussed in Section 3.4.
Swaptions
The time-t price π swaption t of a payer swaption with expiry date T 0 , which gives the owner the right to enter into a (spot starting) payer swap at T 0 , is given by:
Observe that the discounted payoff of the swaption is of the form in (12) with F (·) = max(·, 0) and g is a polynomial of degree one in the factor process.
Stock options
Consider a European call option on the dividend paying stock with strike K and expiry date T . Its time-t price π stock t is given by
If (L t , X t ) is jointly a polynomial jump-diffusion, we can compute all moments of the random 
Dividend futures options
Consider a European call option with underlying D f ut (t, T 0 , T 1 ), expiry date T 1 , and strike price K. This type of options are actively traded on the Eurex exchange where the Euro Stoxx 50 dividend futures contracts serve as underlying. It is important to note that options on futures contracts are typically subject to futures-style premium posting instead of the traditional equitystyle premium posting, i.e. the option premium is marked-to-market instead of paid upfront (see e.g. Chen and Scott (1993) or Oviedo (2006) ). The time-t price π div t of this product is therefore given by
where we have defined the accumulated dividend process I t = t 0 D s ds. Note that the augmented factor process (I t , X t ) is once again a polynomial jump-diffusion. Hence, we can compute all the moments of the scalar random variable I T 1 − I T 0 in closed form by subsequently applying the law of iterated expectations and the moment formula, see Remark 3.1. We then proceed as before by finding the maximum entropy density corresponding to these moments and computing the option price by numerical integration.
The linear jump-diffusion model
In this section we give a specific example of the factor process in (1) that is well suited for our modeling purposes. In the following, if x ∈ R d then diag(x) denotes the diagonal matrix with x 1 , . . . , x d on its diagonal. If x ∈ R d×d , then we denote diag(x) = (x 11 , . . . , x dd ) .
The linear jump-diffusion (LJD) model assumes the following dynamics for the factor process
where B t is a standard d-dimensional Brownian motion, Σ ∈ R d×d is a lower triangular matrix with nonnegative entries on its main diagonal, J t is a compensated compound Poisson process whose jump times are determined by a Poisson process N t with jump intensity ξ ≥ 0 and the jump amplitudes are i.i.d. (shifted) log-normal 2,3
where the exponential functions are applied componentwise. Both the jump amplitudes and the Poisson jumps are assumed to be independent from the diffusive noise. The purely diffusive LJD specification (i.e., ξ = 0) has appeared in various financial contexts such as stochastic volatility (Nelson (1990) , Barone-Adesi et al. (2005)), energy markets (Pilipović (1997) ), interest rates (Brennan and Schwartz (1979) ), and Asian option pricing (Linetsky (2004) , Willems (2018) ).
The extension with jumps has not received much attention yet.
The LJD model has several attractive features. First, it is straightforward to choose parameters such that X t has positive components, as shown in the following proposition. This property makes it straightforward to guarantee positive processes for D t and ζ t , as required.
Note that the parameters of the martingale part of X t do not play any role in the above lemma. This is in contrast to, for example, square root diffusions, where the accessibility of the zero boundary depends on the volatility parameters (see Feller (1951) ). We will henceforth assume that the assumptions of Lemma 4.1 are satisfied.
Second, the LJD model allows a flexible instantaneous correlation structure between the factors through the matrix Σ. This is in contrast to, for example, the multivariate square root diffusion, a popular choice in term structure modeling when nonnegative factors are required. Indeed, as soon as one introduces a nonzero instantaneous correlation between the factors of a square root diffusion, the affine (and polynomial) property is lost. Correlation between factors can be used to incorporate a dependence between the term structures of interest rates and dividends, but also to model a dependence within a single term structure.
Third, the LJD is tractable in view of the following result.
Lemma 4.2. The LJD is a polynomial jump-diffusion
The following proposition provides the eigenvalues of the corresponding matrix G 2 under the assumption of a triangular form for κ. Combined with Proposition 2.2, this gives sufficient conditions to guarantee a finite stock price in the LJD model. 
The eigenvalues of G 1 coincide with the values on the first line.
Numerical study
In this section we calibrate a parsimonious LJD model specification to market data as of December 21 2015. All the data is obtained from Bloomberg.
Data description
The dividend paying stock in our calibration study is the Euro Stoxx 50, the leading blue-chip stock index in the Eurozone. The index is composed of fifty stocks of sector leading companies from twelve Eurozone countries. We choose to focus on the European market because the dividend futures contracts on the Euro Stoxx 50 are the most liquid in the world and have been around longer than in any other market. Mixon and Onur (2017) report outstanding notionals of approximately USD 10 billion as of June 2015. The Euro Stoxx 50 dividend futures contracts are traded on Eurex and reference the sum of the declared ordinary gross cash dividends (or cash-equivalent, e.g. stock dividends) on index constituents that go ex-dividend during a given calendar year, divided by the index divisor on the ex-dividend day. Corporate actions that cause a change in the index divisor are excluded from the dividend calculations, e.g. special and extraordinary dividends, return of capital, stock splits, etc. On December 21 2015, there were ten contracts available for trading with maturity dates on the third Friday of December 2015 + k, k = 1, . . . , 10, and we use all of them in the calibration. For example, the December 2018 contract references the dividends paid between the third Friday of December 2017 and the third Friday of December 2018.
Next to futures contracts, there also exist exchanged traded options on dividend futures. The maturity date of the options always coincides with the maturity date of the underlying futures contract, which makes them effectively options on the dividends themselves. In the calibration we consider options on the December 2017, 2018, and 2019 futures contracts and with moneyness (defined as strike price over futures price) ranging from 0.9 to 1.1. In total we have 21 dividend futures options.
The term structure of interest rates is calibrated to European spot-starting swap contracts referencing the six month Euro Interbank Offered Rate (Euribor) with tenors 1, 2, 3, 5, 7, 10, and 15 years. We also consider at-the-money (ATM) swaptions with maturity in three months, six months, and one year. The swaps underlying the swaptions have tenors 3,5,10, and 15 years. These are among the most liquid fixed-income instruments in the European market.
Finally, we also have data on Euro Stoxx 50 index options with moneyness (defined as strike over spot) ranging from 0.8 to 1.1, and maturities of three months, six months, and one year. In total we have 24 index options.
Model specification
We propose a parsimonious five-factor LJD specification for
) is responsible for the term structure of dividends. The discount factor is defined as ζ t = e −γt X I 0t . The term structure of interest rates is therefore driven by (X I 1t , X I 2t ), and the factor X 0t is introduced to make sure that ζ t is an absolutely continuous process. Dividing ζ t by a positive constant does not affect model prices, so for identification purposes we normalize θ I = 1. 4 Note that the matrix κ is upper triangular, so that we can use Proposition 4.3 and Proposition 2.2 to impose constraints on the model parameters to guarantee a finite stock price. In addition, we also impose κ I 0 , κ I 1 , κ I 2 , κ D 1 , κ D 2 > 0 so that γ has the interpretation of infinite maturity yield. Because of the extremely low interest rate regime in Europe at the calibration date, the market instruments do not accurately reflect interest rates at very long horizons. Following the recommendations made by the European Insurance and Occupational Pensions Authority EIOPA (2015) to value long-term insurance liabilities in the European market, we choose to fix the infinite maturity yield (or ultimate forward rate in the EIOPA (2015) terminology) to γ = 4.2%.
The specification of X t implies that the term structure of dividends and interest rates are independent. While the LJD model can perfectly accommodate correlated term structures, it would be difficult to calibrate since the products we use in the calibration do not have a direct exposure to a dividend-interest rate correlation. A time series estimation would be more appropriate to obtain a proper estimate for the dividend-interest rate dependence, however this is out of the scope of the present paper. We do consider an instantaneous correlation between the factors within each term structure through the parameters Σ I 21 and Σ D 21 . We do not include jumps in the factors driving the term structure of interest rates. Jumps are mainly needed to capture the implied volatility skew, and we restrict the calibration to ATM swaptions. The compound Poisson process (J 1t , J 2t ) is assumed to have a single jump intensity ξ > 0 and the bivariate Gaussian distribution driving the (log) jump amplitudes is assumed to have independent components with means µ D J,1 , µ D J,2 and standard deviations σ D J,1 , σ D J,2 . The bubble component L t is modeled with a Merton (1976) type jump-diffusion:
where W t is a standard Brownian motion and J L t is a compensated compound Poisson process independent of W t , with constant jump intensity ξ L > 0, and i.i.d. jump amplitudes e Z − 1,
. We assume for simplicity that the processes L t and X t are independent. Merton (1976) shows that prices of European call options with L t as underlying can be calculated as a weighted sum of Black-Scholes prices. Using the law of iterated expectations and the independence between L t and X t , we can rewrite the stock option price (15) as
where
is the price of a European call option on a non-dividend paying stock in the Merton (1976) jump-diffusion setting with spot value e γt L t , risk-free rate γ, time to maturity T −t, diffusive volatility σ L , jump intensity ξ L , jump amplitude mean µ L J and volatility σ L J , and strike priceK(
SinceK(X T ) is a polynomial in X T , we can compute all of its moments in closed form and approximate its density using the maximum entropy method.
Remark 5.1. If one assumes independence between the processes L t and X t , then the assumption that (L t , X t ) must jointly be a polynomial jump-diffusion is not needed. Indeed, using the same conditioning argument as above one can in principle model L t with any (local) martingale, as long as option prices with L t as underlying remain tractable.
Calibration results
In all the following, t 0 refers to the spot date December 21, 2015. The calibration procedure can be broken down in four sequential steps:
to interest rate swaps and swaptions.
Calibrate
to prices of dividend futures and dividend futures options, subject to the constraint that the model implied fundamental stock price S * t is smaller than or equal to the observed stock price S obs t 0 . 3. Define L t 0 = ζ t 0 (S obs t 0 − S * t 0 ) such that the observed stock price is perfectly matched and calibrate σ L , ξ L , µ L J , σ L J to stock option prices. 4. Re-calibrate the entire model jointly to all instruments, with the calibrated parameter values from the previous steps as starting values.
While the option pricing technique described in Seciton 3.1 works in theory for any finite number of moment constraints, there is a computational cost associated with computing the moments on the one hand, and solving the Lagrange multipliers on the other hand. In the calibration we use moments up to order six to price swaptions, dividend futures options, and stock options. The number of moments needed for an accurate option price depends on the specific form of the payoff functions and on the model parameters. As an example, Figure 1 shows prices of a swaption, dividend futures option, and stock option for different number of moments matched and using the parameters from the calibration. As a benchmark, we perform a Monte-Carlo simulation of the model. We discretize (17) at a weekly frequency with a simple Euler scheme and simulate 10 5 trajectories. For all three options the maximum entropy method based on the first six moments produces an accurate approximation.
All calibrated parameters are shown in Table 1 . The calibrated prices of the swaps and swaptions are shown in Figure 2 . Note that the observed swap rates are negative for tenors up to two years at the calibration date. Interest rates in the LJD model are unbounded from below and the model can therefore handle negative swap rates. The higher volatility of X I 2t relative to X I 1t leads to an upward sloping term structure of swaption implied volatilities, as observed in the data. There is a negative (−83%) instantaneous correlation between X I 1t and X I 2t , consistent with calibrations of two factor Gaussian short rate models to swaption data (see e.g., Chapter 4 in Brigo and Mercurio (2007) ).
In Figure 3 we plot the calibrated prices of dividend futures and corresponding options. The fit with the dividend futures term structure is almost perfect. Notice that the negative skew, which is a well known phenomenon in index option prices, is also present in the dividend futures options. The model is able to capture this skew thanks to the jumps in (X D 1t , X D 2t ). Indeed, the relative jump size is negative on average (µ D J,1 = −1.322, µ D J,1 = −1.226), which increases the probability mass in the left tail of the distribution of I T 1 − I T 0 , as shown in Figure 4 . The heavy left tail increases the implied volatilities of options with a low strike. Notice that the volatility of X D 1t is smaller than the volatility of X D 2t , which leads to implied volatilities that are increasing with the maturity of the option. Figure 5 shows the calibration results for the stock options. The level of the Euro Stoxx 50 at the calibration date was S obs t 0 = 3213.01. The calibrated initial value L t 0 = 803.646 therefore implies a relative size of 23.60% for the bubble component S obs t 0 − S * t 0 . The negative skew in the stock option prices is captured correctly by the model thanks to the possibility of large negative jumps in the stock price. These jumps are in part due to the jumps in the dividends, however it turns out that they are not enough to capture the skew in the stock option prices. Indeed, we need in addition a jump component in L t which jumps to nearly zero (µ L J = −20.188) on average every three years (ξ L = 0.347). The model fit is not equally good across all maturities. This is because the fit to stock options is for a large part determined by the flexibility of the process L t . It is notoriously difficult to match the term structure of options prices with Merton type jump-diffusion models, see e.g. Tankov and Voltchkova (2009) . To obtain a good fit with option smiles at several maturities, Bates (1996) models a stochastic volatility component on top of the jumps. The jump component takes care of the short end of the option term structure, while the stochastic volatility drives the long end. Since the Bates (1996) model is affine and in particular polynomial, we can for example use it as a model for L t . We leave such an extension for future work. Table 2 contains computation times for a selection of options used in the calibration. The bulk of the computation time is due to the computation of the moments. The number of stochastic factors that drive a derivative's payoff and the degree of moments that have to be matched therefore strongly affect the computation time. We observe that all timings of the maximum entropy method are well below the time it took to run the benchmark Monte Carlo simulation. Notice that the pricing of dividend futures options is slightly slower than the pricing of swaptions, especially for higher order moments. This might seem surprising at first, because the discounted payoff depends in both cases on a three dimensional process: (X I 0t , X I 1t , X I 2t ) for the swaption and (I t , X D 1t , X D 2t ) for the dividend futures option. The dividend futures option payoff, however, depends on the realization of the factors at T 0 and T 1 . In order to compute the moments of I T 1 − I T 0 we have to apply the moment formula twice. Hence, it involves computing a matrix exponential twice, instead of just once for non-path dependent options such as the swaption. The discounted payoff of the stock option is driven by five factors:
). This relatively large number of factors is one reason why the computation times in Panel C increase very fast with the number of matched moments. The other reason is thatK(X T ) is quadratic in the factors. In order to compute moments up to degree N ofK(X T ), we need to compute moments up to degree 2N of X T . For example, for N = 6 we have to compute 6 188 moments of X T , while for N = 10 it increases to 80 730.
Extensions

Seasonality
It is well known that some stock markets exhibit a strongly seasonal pattern in the payment of dividends. For example, Figure 6 shows that the constituents of the Euro Stoxx 50 pay a large fraction of their dividends between April and June each year. 5 The easiest way to incorporate seasonality in our framework is to introduce a deterministic function of time δ(t) and redefine the instantaneous dividend rate as:
In addition to incorporating seasonality, the function δ(t) can also be chosen such that the observed dividend futures prices are perfectly matched. In Appendix A.3 we show how the bootstrapping method of Filipović and Willems (2018) can be used to find such a function. We do not lose any tractability with the specification in (19), since the moments of
D s ds can still easily be computed. There are, however, two major downsides. First, the instantaneous dividend rate is no longer guaranteed to be nonnegative in general. Second, an additive seasonality effect is not very realistic since it implies that seasonality becomes relatively less (more) important in states where p H 1 (X t ) is large (small).
A multiplicative specification D t = δ(t)p H 1 (X t ), or more generally time dependent coefficients in the factor process, would lead to a more realistic model. Doing so in general comes at the cost of losing tractability because we leave the class of polynomial jump-diffusions. However, it is possible to introduce a specific type of time dependence such that we do stay in the class of polynomial jump-diffusions. Define Γ(t) as a vector of sine and cosine functions whose frequencies are integer multiples of 2π (so that they all have period one)
The superposition
is a flexible function for modeling annually repeating cycles and is a standard choice for pricing commodity derivatives (see e.g. Sørensen (2002) ). In fact, from Fourier analysis we know that any smooth periodic function can be expressed as a sum of sine and cosine waves. Remark now that Γ(t) is the solution of the following linear ordinary differential equation
The function Γ(t) can therefore be seen as a (deterministic) process of the form in (1) and can be added to the factor process. This allows us, for example, to include the seasonality function δ(t) in the drift of any component of X t .
In the calibration exercise in Section 5, we did not include any seasonal behavior in the dividends because the instruments used in the estimation are not directly affected by seasonality. Indeed, all the dividend derivatives used in the calibration reference the total amount of dividends paid in a full calendar year. The timing of the dividend payments within the year does therefore not play any role. In theory, the stock price should inherit the seasonal pattern from the dividend payments, since it drops by exactly the amount of dividends paid out. In practice, however, these price drops are obscured by the volatility of the stock price since the dividend payments typically represent only a small fraction of the total stock price. Dividend seasonality only plays a role for pricing claims on dividends realized over a time period different from an integer number of calendar years.
Dividend swaps
Dividend swaps are the OTC equivalent of the exchange traded dividend futures. The buyer of a dividend swap receives at a future date T 2 the dividends realized over a certain time period [T 1 , T 2 ] against a fixed payment. Dividend swaps differ from dividend futures because they are not marked to market on a daily basis. The dividend swap price
is defined as the fixed payment that makes the swap have zero initial value
If interest rates and dividends are independent, then we have
However, if there is a positive (negative) dependence between interest rates and dividends, then there is a convexity adjustment and the dividend swap price will be smaller (larger) than the dividend futures price. The following proposition derives the dividend swap price in the polynomial framework.
Proposition 6.1. The dividend swap price is given by
and Q ∈ R N 1 ×N 2 is the unique matrix such that QH 2 (x) = H 1 (x)H 1 (x) p.
The integral (20) has to be solved numerically in general.
Conclusion
We have introduced a framework designed to jointly price the term structures of dividends and interest rates. The uncertainty in the economy is modeled with a multivariate polynomial jumpdiffusions. The model is tractable because we can explicitly calculate all conditional moments of the factor process. In particular, we have derived closed form formulas for prices of bonds, dividend futures, and the dividend paying stock. Option prices are obtained by approximating the density function of the discounted payoff with a moment matched density function that maximizes the Boltzmann-Shannon entropy. We have introduced the LJD model, characterized by a martingale part that loads linearly on the factors. The LJD model can easily guarantee the positivity of the dividends and the discount factor. Moreover, it allows for a flexible dependence structure between the factors. In our framework, we have assumed dividends to be paid out continuously and ignored the possibility of default. These assumptions are justified when considering derivatives on a stock index, but become questionable for derivatives on a single stock. An interesting future research direction is therefore to extend our framework with discrete dividend payments and default risk.
A Auxiliary results
This section provides auxiliary technical results that are used in the paper. In section A.1 we describe how to compute an integral of an exponential of a singular matrix, which is useful to compute prices of dividend futures in case κ is singular. In Section A.2 we describe how to compute moments of a polynomial in the factors, given the moments of the factors. In Section A.3 we show how to construct an instantaneous dividend futures curve with seasonality.
A.1 Integral of exponential of singular matrix
Suppose A ∈ R d×d , d ≥ 1, is a singular matrix and we are interested in the computation of T 0 e As ds, T ≥ 0. Using the Jordan normal form of A we can write
where P ∈ R d×d is an invertible matrix and J 0 ∈ R d 0 ×d 0 (resp. J 1 ∈ R d 1 ×d 1 ) contains all the Jordan blocks associated with the zero (resp. nonzero) eigenvalues. We now get:
where we have used the fact that J 1 is invertible by definition. The matrix J 0 is nilpotent since it is upper triangular with zeros on the main diagonal. This means that there exists a K ∈ N, which is lower than or equal to the algebraic multiplicity d 0 of the zero eigenvalue, such that J K 0 = 0. Since K is typically not very large (in any case smaller than or equal to d), we can easily compute T 0 e J 0 s ds through its series representation:
A.2 Moments of a polynomial in the factor process
In order to use the maximum entropy method, we need to calculate the moments of the polynomial g(X T ) = g H n (X T ), with g ∈ R Nn the coordinate vector of the polynomial g in the basis H n (x). Without loss of generality we can assume to work with the monomial basis. Since we know all the moments of X t , we can compute the moments of g(X T ) through
where g m ∈ R N n×m denotes the coefficient vector of the polynomial g H n (x) m with respect to the basis H n×m (x). If we know g m , then we can compute the moments using the moment formula (2). In order to find g m , we exploit the power of the Fast Fourier Transform (FFT), see e.g. Chapter 32 in Cormen et al. (2001) . In a nutshell, the components of g m can be shown to be discrete convolutions of the components in g. The Fourier transform has the attractive property of transforming convolutions into elementwise multiplications. Using standard Fourier techniques one obtains
where DFT (IDFT) denotes the (inverse) multidimensional discrete Fourier transform and · m denotes the componentwise exponentiation. Thanks to the FFT algorithm these transformations can be done very efficiently.
A.3 Bootstrapping an additive seasonality function
In this section we explain how to bootstrap a smooth curve T → f t (T ) of (unobserved) futures prices corresponding to the instantaneous dividend rate D T . The curve should perfectly reproduce observed dividend futures prices and in addition incorporate a seasonality effect. Once we have this function, we define the function δ(T ) as
so that the specification in (19) perfectly reproduces observed futures contracts and incorporates seasonality.
Suppose for notational simplicity that today is time 0 and we observe the futures prices F i of the dividends realized over one calendar year [i − 1, i], i = 1, . . . , I. Divide the calendar year in J ≥ 1 buckets and assign a seasonal weight w j ≥ 0 to each bucket, with w 1 +· · ·+w J = 1. These seasonal weights can for example be estimated from a time series of dividend payments. We search for the twice continuously differentiable curve f 0 that has maximal smoothness subject to the pricing and seasonality constraints:
This can be cast in an appropriate Hilbert space as a convex variational optimization problem with linear constraints. In particular, it has a unique solution that can be solved in closed form using similar techniques as presented in Filipović and Willems (2018) .
B Proofs
This section contains all the proofs of the propositions and lemmas in the paper.
B.1 Proof of Proposition 2.1
Using variation of constants we obtain the following expression for the first F t -conditional moment of X T :
Since κ is invertible by assumption we get:
.
B.2 Proof of Proposition 2.2
Plugging in the specifications for ζ t and D t in (9) gives:
Since X t is a polynomial process, we can find an explicit expression for the expectation inside the integral:
The fundamental stock price therefore becomes:
where we have used the fact that the eigenvalues of the matrix G 2 − γ Id have negative real parts.
B.3 Proof of Proposition 4.1
Due to the global Lipschitz continuity of the coefficients, the SDE in (16) has a unique strong solution in R d for every X 0 ∈ R d , see Theorem III.2.32 in Jacod and Shiryaev (2003) . It remains to show that X t is (0,
First, we prove the statement for the diffusive case.
Lemma B.1. Consider the SDE
for some d-dimensional Brownian motion W t and κ, θ, Σ as assumed in Proposition 4.1. If
Proof. Replace X t in the drift of (21) by X + t componentwise and consider the SDE
The function y → y + componentwise is still Lipschitz continuous, so that there exists a unique solution Y t to (22). Now consider the SDE
By assumption, we have that the drift function of (22) is always greater than or equal to the drift function of (23):
By the comparison theorem from (Geiß and Manthey, 1994 , Theorem 1.2) we have almost surely
Hence, Y t ∈ (0, ∞) d and therefore Y t also solves the SDE (21). By uniqueness we conclude that X t = Y t for all t, which proves the claim.
Define τ i as the ith jump time of N t and τ 0 = 0. We argue by induction and assume that X τ i > 0 for some i = 0, 1, . . . . Since the process X t is right-continuous, we have the following diffusive dynamics for the process X
The stopping time τ i is a.s. finite and therefore the process B (τ i ) t defines a d-dimensional Brownian motion with respect to its natural filtration, see Theorem 6.16 in Karatzas and Shreve (1991) . By Lemma B.1 we have X
Rearranging terms gives
The claim now follows because τ i → ∞ for i → ∞ a.s.
B.4 Proof of Lemma 4.2
The action of the generator of the LJD (16) on a C 2 function f : R d → R is given by
with Z ∼ N (µ J , Σ J ) and we assume that f is such that the expectations are finite. Now suppose that f ∈ Pol n (R d ) and assume without loss of generality that f is a monomial with f (x) = x α = x
We now apply the generator to this function. It follows immediately that the first two terms in (24) are again a polynomial of degree n or less. Indeed, the gradient (hessian) in the second (first) term lowers the degree by one (two), while the remaining factors augment the degree by at most one (two). The third term in (24) becomes (we slightly abuse the notation α to represent both a multi-index and a vector):
We hence conclude that G maps polynomials to polynomials of the same degree or less.
B.5 Proof of Proposition 4.3
Suppose first that κ is lower triangular. In order to get a specific idea what the matrix G 2 looks like, we start by fixing a monomial basis for Pol 2 (R) using the graded lexicographic ordering of monomials:
It follows by inspection of (24) and (25) that, thanks to the triangular structure of κ, the matrix G 2 is lower triangular with respect to this basis. Indeed, the first and third term in (24) only contribute to the diagonal elements of G 2 , while the second term contributes to the lower triangular part (including the diagonal). The eigenvalues of G 2 are therefore given by its diagonal elements.
Each element in the monomial basis can be expressed as as
In order to find the diagonal elements of G 2 , we need to find the coefficient of the polynomial Gf (x) associated with the basis element f (x). It follows from (24) and (25) that this coefficient is given by
The restriction d i=1 α i ≤ 2 allows to summarize all diagonal elements, and hence the eigenvalues, of G 2 as follows 0, −κ 1 , . . . , −κ d ,
The claim now follows from the moment generating function of the multivariate normal distribution. Note that a change of basis will lead to a different matrix G 2 , however its eigenvalues are unaffected. The choice of the basis in (26) is therefore without loss of generality.
If κ is upper triangular, we consider a different ordering for the monomial basis:
The result now follows from the same arguments as in the lower triangular case.
B.6 Proof of Proposition 6.1
Using the law of iterated expectations and the moment formula we get:
The rows of the matrix Q are the coefficients of the polynomials in the rows of H 1 (x)H 1 (x) p in the basis H 2 (x). This matrix is unique since the basis elements are linearly independent by definition. Option N = 2 N = 4 N = 6 N = 8 N = 10 MC maturity Table 2 : Computation times (in seconds) needed to price swaptions, dividend futures options, and stock options using a) the maximum entropy method matching N moments and b) MonteCarlo simulation with 10 5 sample paths and weekly discretization. The strikes of all the options are ATM and the tenor of the swap underlying the swaptions is ten years. 
