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This paper deals with some nonlinear elliptic problems arising from plasma 
physics. These problems involve an operator which is neither local, nor monot- 
one, nor continuous, such as &U)(X) = meas {y, u(y) < u(x)}. Some of the 
problems considered here are free boundary problems. We apply techniques of 
multivalued analysis in order to prove the existence of solutions, or, in parti- 
cular cases, the existence of one minimal and one maximal solution. 
In this paper we are concerned with some nonlinear problems arising from 
plasma physics. These problems involve a nonstandard operator which is 
neither monotone nor local (nor continuous): 
~(u)(x) = meas{y, u(y) < U(X)}. 
The typical example is the following: Let Q be a bounded regular domain 
in FP, we look for a real function u defined on 0, such that 
I -Au + B(u) = f in ~2, u=o on 82. (*) 
We will study more specially the problem of existence and approximation of 
solutions. 
In a previous paper [30], we used a quasivariational method, and showed 
the existence of one minimal and one maximal solution, for a first class of 
problems, including the problem (*). % ‘e introduced a multivalued operator /3 
related to 8, through the techniques of subdifferential calculus. 
And so, it seems quite natural to use the tools of multivalued analysis. Here 
we develop such an approach which finally solves a second class of problems, 
* This paper is part of my doctoral thesis [27]. 
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different from those considered in [30], and including also the particular case 
of problem (*). For example, we prove the existence of solutions for the problems 
such as 
I 
-Au ~g 0 /3(u) in Q, s;! is a fixed domain, 
u = 0 on aQ. (**) 
Here g is a very general Caratheodory function, g o p(u) is the multivalued 
function defined by 
The same techniques solve free boundary problems such as (for instance) 
i 
u - Au 
I 
=o if 2420 
l &T o w if ut0 I 
in Q, 
u = unknown constant on 6Q, (***) 
(I i3U -= an av --I, 
where 8 is a multivalued operator connected with 
S(u)(x) = meas{y, u(x) < u(y) < O}. 
The system (***) is related to the equations of Grad and Mercier [12, 231 
which describe the equilibrium of a confined plasma. 
In Part I, we use the fixed point theorem of Kakutani-Ky Fan, to prove 
the existence of solutions. In Part II, we introduce an hypothesis of monotonicity 
on g. Then we develop an appropriate technique of monotone sequences and 
we show, in some cases, the existence of one minimal and one maximal solution. 
Thus we generalize a result of [30]. 
Thanks are due to L. Tartar, for his fruitful suggestions, and to R. Temam, 
who proposed this work to the author, and helpfully directed her doctoral 
thesis. 
I. THE EXISTENCE BY THE THEOREM OF KAKUTANI-KY FAN 
1. A GENERAL EXISTENCE THEOREM 
Let D be a bounded open “regular” set in RN. Let V denote an hilbertian 
subspace of W(Q) which contains H,l(Q), 
f&yQ) c v c Hl(f2), (1.1) 
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and a(., .) a bilinear, continuous, coercive form on w(Q), 
We denote A the isomorphism from I’ into V’, defined by 
(Au, v> = a(u, o), vu E v, v?? E v. 
Now we consider a multivalued operator r from L*(f2) into itself, and we 
assume that 
f(L*(sZ)) is bounded in L2(Q), (1.3) 
r is a closed convex nonempty valued operator, i.e. 
Vv EL*(D), r(o) is a closed convex nonempty set of L*(D). (1.4) 
The graph G(r) = ((z), $), + E F(V)) is sequentially 
closed in E’(Q) strong x L”(O) weak. (1.5) 
Since L2(Q) is separable, the weak topology of the closed unit ball in L*(Q) 
is a metric topology, and so we have the following lemma: 
LEMMA 1. Let r be a multivalued operator from L2(Q) into itself which verifies 
(1.3), (1.4). Then (1 S) is equiwalent o one of the following: 
(i) G(r) is closed in L*(Q) strong x L*(Q) weak, 
(ii) r is upper semi-continuous (u.s.c.) from L*(Q) strong into L*(9) weak. 
Now we prove 
THEOREM 1. Assume (1 .I) to (1.5). Then there exists u in Y satisfying 
Au E qu). (1.6) 
Proof. By (1.3), A-l 0 r(L*(sZ)) is included in some closed ball 99 of V. 
Now consider 28 with the L*(Q) topology. Then g is a convex compact set, 
and A-r o r(a) C 9I. Suppose A-’ 0 r is U.S.C. from L% into KL?+~.~ Then by 
the Kakutani-Ky Fan theorem ([lo] and [41]), there exists u in 9 such that 
u E A-r 0 r(u), that is, u E V and satisfies (1.6). So we just have to prove that 
A-r o r is U.S.C. from ~2 into Kg. By (1.4), r is closed convex valued, so is 
A-l o r since A-l is linear and A is continuous. Because of the compactness 
1 We denote K9 the set of all compact convex subsets of 3. 
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of S?‘, d-l o r is compact convex valued. Now, by (ii) and the continuity of 
A-i from L*(Q) weak into L*(Q) strong, it is clear that A-l 0 r is U.S.C. from 39 
into Kg. 
Remark 1.1. Let I be given in I”. The same proof (slightly modified) gives 
the existence of u in I’ such that 
Remark 1.2. Let 
Au E r(u) + 1. (1.7) 
D, = {u E V, Au EL*(Q)}. 
I f  we add the assumption of regularity D, C P(D), any solution of (1.6) belongs 
to V n P(Q). If  moreover A-ll~ W(Q), any solution of (1.7) is also in 
v  f-l fP(K?). 
2. APPLICATIONS 
Let / Q ( denote the Lebesgue measure of Q, and let g be a Caratheodory 
function from Q x [0, 1 52 I] into IR, that is, 
(i) for almost every x in Q, g(x, *) is continuous, 
(ii) for every s in [0, 1 .Q I], g(., X) is measurable. 
Let B = {V EL%(Q), 0 < U(X) < 1 Q j a.e. x E Q}. If  w belongs to B, we denote 
g 0 ZI the function 
x + &, 4x>), 
and we suppose that 
the mapping v  - g 0 ‘u applies B into L*(Q). (2.1) 
Note that this hypothesis is satisfied in the particular case where g is (the 
restriction of) some continuous function on 0 X [0, 1 Q 11, or if 
&et 4 = f(x) - G(s) 
(f EL*(Q), G continuous on [0, 1 Q I]). 
The following lemma is an obvious consequence of a result of Krasnosel’skii 
[16, theorems 2.1, 2.2, pp. 22, 261. 
LEMMA 2. Let g be a Caratheodory function from 52 x [0, 1 Q I] into [w, 
which satisfies (2.1). Then, the mapping v -+ g 0 v is continuous and bounded 
from B with the L2(Q) topology into L2(Q). 
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2.1. The Problem in a Fixed Domain 
For et inL*(Q), let p(w) and b(w) be th e measurable functions defined (a.e. in 52) 
by 
f@)(x) = m-b EQ 4~) -c 4$) = Jo Wx) - W(Y)) dy, 
fl(w><x> = meask E Q, w(y) < w(x)) = f, h(w(x) - w(y)) dy, 
where b and I; are the Heaviside functions which are respectively equal to 0 
and 1 at 0. Now we define the multivalued function p(w) (Q -+ 2’) by 
P(w)(x) = [~t4W #44Wl, a.e. x E Q. 
Finally, fi is the multivalued operator given by 
B(w) = (f E B, f(x) E 8(4(x), a.e. x E 4. 
In this example 2.1, we let T/’ = H,,1(sZ) and A = --d, r is defined by 
r(v) = (16 EL*(Q), IG(x) E&x, B(w)(x)), a-e. x E Ql. (2.2) 
According to a measurable selection theorem (cf. [S, corollary 5.1’, p. 113]), 
we note that 
L’(w) = {# ELM, 35 E B, f(x) E /3(w)(x) and 4(x) = g(x, f(x)) a.e. x E Q) 
= {4 EL*(Q), 3f E B(w), 4 = g 0 fl 
= g o SW 
To apply this theorem, we notice that the multivalued function x -+ /3(w)(x) 
is measurable (see for instance [8, theorem 3.2, criterion b]). 
Then, by theorem 1 and remark 1.2, we get 
THEOREM 2.1. Let g be a Caratheodoty function from Q x [0, 1 &? I] into R, 
which satisfies (2.1). There exists u in E&l(Q) n I-P(Q) such that 
1-2; g 0 ,S(4 in Q, (2.3a) 
u on m. (2.3b) 
Proof. We just have to prove (1.3) (1.4), (1.5). Since r(La(SZ)) Cg 0 B, 
(1.3) follows from (2.1) using lemma 2. Clearly, I’ is nonempty valued, and, 
for a.e. x, r(w)(x) is a closed convex set in R. So we get (1.4). Now we have to 
establish (1.5), that is 
If w,a -+ w inL*(SZ) strong, and (bm E r(w,) - # inL*(Q) weak, then 4 E r(w). (2.4) 
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Proof of (1.5). Let v, and +m be two sequences in L2(sZ) such that v,,, -+ v 
strongly and I/J,,, E r(v,J 2 4 weakly. Up to extraction of a subsequence, we 
may suppose v,(x) -F V(X) a.e. x E 9; then, by the Egoroff theorem, for every 
17 > 0, there exists a compact set K,, C 52 such that 
meas@&) < 7, 
vm IKr)-+ v IK* uniformly. 
Let 7 > 0 be fixed; (2.4) will be proved if we show 
#(x> Eg(x, B(v)(x)) a.e. x E K, . 
We fix some E > 0; by (2.6), for m >, m, = mo(r], 6) 
;Ey I %a(4 - VWl -=c 6. 
II 
Let us take m > m, and x in K,, . 
&4(x) = measb E Q, v&4 - v&> 7 01 
3 measly E K,, , v,(x) - v,(y) > 01 
>, meas(y E K,, , V(X) - v(y) > 26) 
> -7) + meas{y E 52, V(X) - v(y) > 2~). 
(2.5) 
P-6) 
(2.7) 
On the other part, 
fi(vnt)(x> < 7 + mea+ E Q, V(X) - v(y) 3 --24. 
where 
p(%)(x) c L-7 + 426 4, 7 + 4-k 4 = S(% ET 4 
a(~, x) = meas{y E Q, v(x) - v(y) >, Q}. 
Then, for m > m. , and almost every x in K,, , 
A744 E g(x, B(Vm)(~~) c g(x, wh Et +a* 
By restriction to K,, , 4, 14;, - 4 jK, in L*(K,,) weak (m -+ a). As (4 EL*(K,J, 
d(x) ~g(x, S(7, E, x)) a.e. x E K,) is a closed convex set of L2(Kn), 
Vq > 0, VE > 0, a.e. x E K,, , ?w E!?(-% w?, E, 4). (2.8) 
When E = E, \ 0, a(2~, x) 7 /?(V)(X) and a(-2r, X) I B(V)(X) a.e. x E 52 
(cf. lemma 2.1 below). So, S(q, E, x) is a decreasing sequence of sets, the limit 
of which is [-71 + p(v)(x), q + ~(V)(X)]. As E - 0, (2.8) gives 
VT > 0, a.e. x E K, , $44 Ed% t-7 + #4M 7 + /wm (2.9) 
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We may assume that K7 is a sequence of increasing sets (7 = l/n ‘x 0) satisfying 
(2.5), (2.6). When 7 > 0 is fixed, if x belongs to K,, , x belongs to K,,, , for 
every 7’ < 7, so (2.9) gives 
v7 > 0, at. x E KY V7’ (0 -c 7’ < 7), 9(x) cg(X, L-7’ + p(v)(x), 7’ + j+)(x)]). 
Finally, as (7’ L 0), one gets (2.7). 
In the previous proof we used the following lemma. 
LEMMA 2.1. Let v be a measurable function from 52 into [w, and let t be a 
real number. When 7 ‘X 0, 
meash v(y) < t + 71 - me={y, v(y) d 4, 
meas{y, v(y) < t - T] - meas{ y, v(y) < t}. 
(2.10) 
(2.11) 
Proof. If E, = {y, t < v(y) < t + T}, we have meas{y, v(y) < t + T} - 
meas{y, v(y) < t} = meas E, . When 7 \ 0, the El’s are decreasing sets, 
whose intersection is empty. So meas E, L 0, and (2.11) follows from a similar 
proof. 
Remark 2.1. Sometimes, as in [30, Chap. II, Sect. 1.2, prop. 21, we may 
replace (2.3a) by an equation. For example, 
PROPOSITION 2.1. If we assume 
meas{x E 52, 0 E~(E, [0, I Q I])} = 0, 
then, for each u solution of (2.3) 
(2.12) 
(2.13) 
and (2.3a) can be replaced by 
-Au = go p(u) = go p(u) in Q. (2.14) 
Proof. We only have to prove that (2.12) implies (2.13) for each solution u 
of (2.3). Suppose (2.13) is not true. Then there exists a measurable set E, 
meas E # 0, where u is constant. According to Stampacchia [36], we have 
Au(x) = 0 a.e. x E E, because u belongs to H2(SL); moreover, since u is a solution 
of (2.3), 
0 = --dW Eg(x, B(uK4) Cg(x, [O, I Q II) a.e. x E E, 
which is in contradiction with (2.12). 
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2.2. The Free Boundary Problem (I) 
Here we set 
and 
I’ = {V E P(Q), w = (unknown) constant on aQj 
Q(U, v) = b (Vu - 00 + uv) dx 
Let 1 in V’ be given by 
Z(v) = -v l&-J. 
Using the same notations and assumptions upon g as in section 2.1, we 
define F(V), for v  in L2(Q), by 
where 
r(w) = ($ EL*(Q), I)(X) E T(o)(x), a.e. x E Q}, (2.15) 
with 
W(x) = 4--v)(x) & Bb4(~>)~~ (2.16) 
4--v)(x) = [_h(-+(x>, 4--0>(41. 
As previously, using a measurable selection theorem [8, corollary 5.1’, p. 1131, 
we note that 
r(v) = (ti EW% 35, E B(D), % E A(--v), 4 = &g 0 f,) 
= N-4 g 0 B(4, 
where j(v) is defined in section 2.1, and 
h(--o) = (6 E C, f(x) E h(--v)(x) a.e. x E Q}, 
C = (71 ELm(S2), 0 < z(x) < 1 a.e. x E Q}. 
Then, by theorem 1 and remarks 1.1 and 1.2, we have 
(2.17) 
THEOREM 2.2. Let g be a Caratheodory function from .Q x [0, / !Z I] into R, 
which satisfies (2.1). There exists u in H2(Q) such that 
-Llu+uI=” if u>O, 
k o tw if u <o, 
EC = (unhnown) constant on m, 
s 
au -1 
&Jv 
= . 
* This term denotes {t g(x, s), s E B(v)(x), t E h( -v)(x)). 
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Remark. Before proving theorem 2.2, we note that the existence of a free 
boundary, for the problem (2.18), is not ensured. For instance, if g is negative, 
each solution u of (2.18) is a.e. negative. In fact in that case, 
-Au+u=cC,~O inQ, 
and so 
therefore u < 0 a.e. in Q. 
Proof of theorem 2.2. By (2.17), r(L2(Q)) C Cg 0 B. Since C is bounded in 
L”(Q), (2.1) and lemma 2 imply (1.3). By (2.15), (2.16), for each ZI in L2(i2), 
I’(w) is a closed convex set in L2(52), since r(o)(x) is a closed convex set of OX. 
By (2.17), I’ is a nonempty valued operator, hence (1.4) is satisfied. 
Proof of (1.5). As in section 2.1, we suppose that v, + w in L2(Q) strong, 
#,,, E r(wJ - 4 in L*(Q) weak, V,(X) -+ v(x) a.e. x E Q, (2.5), (2.6) are satisfied. 
For 7 > 0 fixed, we only have to prove 
t)(x) E r(a)(x) a.e. x E K, . (2.19) 
We fix E > 0 and m > m,, as in section 2.1. For a.e. x in K,, , we have proved that 
B(%J(4 c L-7 + 42% “$3 7) + 4-k 4 = a, E, 4. 
Moreover we have 
h(-%!>(X> 3 it-@) - 4 
q-%)(x) < q-44 + E), 
so, 
h(--v,,)(x) C [&--et(x) - 4 &--v(x) + 41 = W, 4. 
Therefore, for m > m, and a.e. x in K, , 
vL(x) E h(--vm)(x) Ax, rBhJ(x)) C T(e, 4 g(x, +I, l 1 4). 
Noting that T(E, x) decreases to h(-w(x) ( E + 0), we proceed as in section 2.1: 
as m -+ co, E - 0, q’( <7]) -+ 0 successively, we finally get (2.19). 
To complete the proof of theorem 2.2, we note that, by theorem 1 and remarks 
1 .l, 1.2, we get the existence of a function u in H2(Q) which satisfies (2.18), 
except perhaps the equation 
u-Au=0 on {u = 0). 
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But, according to a result of Stampacchia [36], AU = 0 a.e. on {U = 0}, since 
u belongs to H2(Q), so II - Au = 0 a.e. on {U = O}. 
Remark. From what precedes, we note that the way we define r(o)(x) for 
V(X) = 0 has no importance. For instance, we may choose I’(w)(x) = R if 
w(x) = 0. 
2.3. The Free Boundary Problem (II) 
Here the framework is the same as in section 2.2, but /? is replaced by 6 
defined as follows. For v  in L*(Q), let S(n) and 8(o) be the measurable functions 
given by 
G(w)(x) = meas{y E 52, w(x) < w(y) < 0}, 
S(w)(x) = meas{ y  E 52, w(x) < w(y) < O}. 
The multivalued function 6(w) (In + 29 is defined by 
S(w)(x) = [H(w)(x), B(w)(x)] a.e. x E Q. 
At last, 6 is the multivalued operator given (for w in L2(Q)) by 
S(w) = (5 E B, e(x) E s(w)(x) a.e. .r E 52). 
Now r is defined by (2.15) where 
r(v)(x) = h(--er)@) g(x, &M), 
and we also have 
r(w) = (4 ELM, 3& E S(w), 36, E h(--v), 4~ = 528 0 E,) 
= h(-w)g 0 b(w). 
Then, with a similar proof as in the previous section, we obtain 
THEOREM 2.3. Let g be a Curatheodory function from Q x [0, 1 Q I] into Iw, 
which satisfies (2.1). There exists u in W(Q) such that 
if u>O 
if u<O, 
(u = (unknown) constant on Z2 (2.20) 
t 
- au 
J 
- zz -1. 
M al, 
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II. THE METHOD OF MONOTONE SEQUENCES 
Our purpose in this part is to precise some results of Part I. I f  g is a decreasing 
function of its second argument, we will show the existence of one minimal 
and one maximal solutions for the problem in a fixed domain, and for the free 
boundary problem (I). These solutions are obtained by an appropriate modifica- 
tion of the classical method of monotone sequences (sub-and-supersolutions). 
The general functional framework is the same as in Part I; we only add here 
the following monotonicity properties 
17 is an hilbertian subspace of H’(Q) which contains H,l(L$ 
and such that Va E V, vu+ E E-; (1.1) 
is a bilinear, continuous, coercive form on H’(O); the associated isomorphism A 
from V into I/’ is supposed to be strictly T-monotone, that is VW E V, 
(A(V), w+) < 0 implies w, = 0. 
1. Two CONSTRUCTIVE PROCESSES 
1.1. The Case r( ., .) Monotone: The Usual Process of Monotone Sequences 
Now we consider a multivalued operator r(., .) from L”(sZ)” into L?(G) such 
that 
r( ., .) is “monotone” in the following sense (1.3) 
Vo, v’, 4, +’ EG(G), + < 4’ a.e. implies ISa [r(w, 4) - r(w’, #‘)](w - w’)+ & < 0.3 
There exists I& and #O in L2(Q), such that 
VW, 4 ELe(Q), V# E T(o, +), pbo < * < a/O, a.e. (l-4) 
The graph G(r) = {(a, 4, P), 4 E r(w, +)I 
is sequentially closed in Lz(L?)z strong x G(O) weak.* (1.5) 
3 That is, VY E r(v, +), VY” E r(w’, 4’), JQ($ - $‘)(w - v’)+ dx < 0. From now, the 
same meaning will be given to inequalities involving sets. 
a By (1.4), (1.5) is equivalent to “G(r) 1s closed in L2(Q)n strong x L’(B) weak.” 
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Finally, we assume that 
For every 4 in L*(Q), the problem Au E T(u, 4) has at least one 
solution in V. (In our applications, the existence of such a solution 
will result from theorem 1 of Part I). 
(1.6) 
Now r( .) is the multivalued operator from L2(D) into itself defined by 
We are going to prove the following constructive existence theorem. 
THEOREM 1. We assume (1.1) to (1.6). Then, the problem 
Au E T(u) (1.7) 
admits one minimal solution TV, and one maximal solution C, in V, that is, for any u 
in I’ solution of (1.7), 
g < 21 < ii a.e. (1.8) 
These solutions u and 21 are obtained as limits, in V strong, of the monotone sequences 
u, and u?~, dejked by 
--%+1 6 WI+1 3 un), (1.9) 
Afin+ E r@P+1, ZP), (1.10) 
where u,, and u” are the respective solutions of 
Au, = a/Jo ) (1.11) 
9uo = p. (1.12) 
Proof. We use a process of monotone sequences. 
LEMMA 1. Let 4 be given in L2(f2). We ussume (1 .l) to (1.3) and (1.6). Then 
the problem 
Au E qu, I$) (1.13) 
admits one unique solution u in iv. Moreover, the mapping T: u - u& is increasing, 
in the sense 
4 <C’ a.e. implies u, < 21,~ , a.e. (1.14) 
Proof of lemma 1. By (1.6), (1.13) admits at least one solution. Then unicity 
follows from (1.14). Now we prove (1.14). Suppose 
Au, = l) E T(u, ,4), 
Au; = l/b’ E qu,$ , 4’). 
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Using (1.1) and (1.3), we get 
(Au& - Au,, , (uca - w)+> = Jc, 04 - #‘)(ucs - s,)+ dx < 0. 
Then, (I. 14) follows from (1.2). 
LEMMA 2. We assume (1.1) to (1.4) and (1.6). Then, for any 4 in G(Q), 
u. < u* < 240 a.e., (1.15) 
u. and Uo being the solutions of (1.1 l), (I. 12) respectiwely. 
Proof of lemma 2. The only thing which remains to prove is that A verifies 
the maximum principle: that follows from the fact that A is strictly T-monotone. 
Now, since the mapping T: 4 + u, satisfies properties (1.14), (1.15), we 
obtain the existence of one minimal and one maximal solutions with the non 
constructive proof already used in [30], (see a remark in Chap. I, Sect. 3). In 
order to apply the constructive method of “monotone sequences” we just have 
to establish the continuity of T. 
LEMMA 3. Assumptions are (1 .l) to (1.6). Then the mapping T: 4 4 u, 
is continuous from L2(Q) into itself. 
Proof of lemma 3. Let &,, be a sequence, &,, --+ 4 in L*(Q), and let u,,, 
(and uJ be the sequence of solutions of (1.13) related to +,,, (and 4). We prove 
that u, -+ u, in L*(Q). 
Au, = An E r(um , An> 
is bounded in L*(O) by (1.4). Hence we can extract a subsequence 
Ani-* in L*(Q) weak. 
Since A-l is linear and continuous from L*(Q) into V, u,* 5 u = A-‘$ in V 
weak and L2(Q) strong, by compactness. It follows from (1.5) that 4 E r(u, +), 
that is 
Au E qu, 4). 
But, since u,+ is the unique solution of (1.13), one gets u = u, , and the whole 
sequence u,,, converges to u* in L2(!2), by a classical argument. 
We now note that the sequences u, and un are bounded in F, since Au, 
and Au” are bounded in L2(Q) (by (1.4)). Then, we proceed as in [30, Chap. I, 
Sect. 3, lemma 41, replacing @ by L2(sZ), and we obtain that the whole sequences 
u, and ZP converge in L*(Q) to the minimal solution and the maximal solution 
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of (1.7) respectively. But, by using the coercivity of the bilinear form a, these 
convergences hold in I’ strong. In fact, 
Au, = #n E r(u,, cd; 
up to extraction of subsequences, 
u, 2 g in V weak and L’(Q) strong, 
*II - Au in L”(Q) weak. 
Then, 
&I - g, u, - ~1) = (&, , u, - g) - (A&, u, - g) + 0. 
Hence, by coercivity of a, /( u, - u 11 y  + 0, and the whole sequence II, converges 
to u in V strong. 
1.2. Another Process of Monotone Sequences 
Here our purpose is to give a nonstandard method of monotone sequences. 
This technique is shown to be appropriate to the free boundary problem (I), 
which is irrelevant from the classical method. 
Let r(., .) be a multivalued operator from P(Q)” into L*(Q) which is not 
supposed to be monotone in the sense (1.3). But we assume that r can be 
“approached” (see (1.5)‘) by two sequences of operators r, and r-, (C I 0) 
which are single valued and continuous from L2(.Q)2 into L*(Q). We suppose that 
vv, v’, $9 $’ EL*(Q), VE, E’ > 0, 
[r(v, 4) - r&l’, f)] (21 - v’)+ dx < 0, 
f$ < c$’ a.e. implies (1.3a)’ 
[C,(v, c$) - r(v), d’)] (v - v’)+ dx < 0, 
+ < 4’ a.e. and E < E’ imply 
. 
J 
[r<(z), 4) - r/(v’, +‘)I (v - v’)+ dx < 0 
R 
J 
(1.3b)’ 
[r-,,(a’, 4’) - C,(v, C)] (v - v’)+ dx < 0 
R 
We note that I’, and r-, are monotone in the sense (1.3). Moreover we suppose 
that 
There exists I,$, and Q!IO in L’(Q), such that 
vv, 4 d*p), ve > 0, v+ E qv, 6) u rr(v9 4) u 235 dh 
*o < * < *” a.e. (1.4)’ 
505/34/I-9 
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If (Vm , &,) --+ (PQ. ‘I;) inL2(Q)2 strong, 
and I’+Jo, , &J - # inL2(Q) weak 
(m -+ co, E > 0, E L 0), then 9 E r(v, 4). (1.5)’ 
Here again, I’(*) is the multivalued operator from L2(Q) into itself defined 
by F(V) = r(o, v). Then we prove the following. 
THEOREM 1’. We assume (l.l), (1.2), (1.3)’ to (1.5)‘. Then the problem 
tlu E T(u) (1.6)’ 
admits one minimal solution g, and one maxsc:al solution E in V. These solutions 
g and u are obtained as limits in V strong of the monotone sequences u, and un 
de$ned by 
Au,+1 = L,+&z+1 7 %) (1.7)’ 
A@+1 = r<n+l(Un+l, uy, (1.8) 
where cn is a sequence of positive real numbers which decrease to zero, u,, and Uo 
are the respective solutions of 
Au, = $0 7 (1.9)’ 
Au” = 4”. (1.10)’ 
Proof. We develop a new technique of monotone sequences, since un+r 
(resp. unfl) is obtained from II,, (resp. un) by a mapping T, (resp. Tn), which 
depends upon n. 
LEMMA 1’. The assumptions are (1. I), (1.2) and (1.3)‘, (1.4)‘. Let E > 0 and 
z,b E L2(Q) be fixed. Then the problem 
,4u = r&4, c$) 
(resp. Au = FmE(u, #)) 
(1.11)’ 
admits one unique solution uCd (resp. u++) in V. Moreover 
VE, E’ > 0, VA d’ Ew4, E < E’, 4 $ q5’ a.e. 
imply 
%s G U,‘+’ , u-;b~ < u,& , a.e. (1.12)’ 
Proof of lemma 1’. The existence of II,+ (resp. u,~) follows from the Leray- 
Schauder theorem (r-&e, 6) is continuous and it has bounded range, by (1.4)‘). 
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Then unicity follows from (1.12)‘. Now we prove (1.12)‘, when u,* and ur’*’ 
satisfy 
&d = r&4, 9 d), 
Au,,*, = r&l,*,* , $‘). 
We substract these equations, and multiply by (ued - u,,~,)+ which is in I7 
by (1.1). It follows 
= R [r&6 94) - r,+c,, > 4’11 @cd - wd,)+ dx G 0 by (1.3b)‘. 
s 
Then, using (1.2), and a similar proof for u-,* , one obtains (1.12)‘. 
LEMMA 2’. The assumptions are the same as in lemma 1’. For every E > 0, 
and 4 in l?(Q), 
u. < up,* < uEb < u” a.e. (1.13)’ 
Proof of lemma 2’. It is a direct consequence of the maximum principle and 
(1.3)‘, (1.4)‘. 
Now we show that un is a decreasing sequence, which converges in V to 
the maximal solution u of (1.6)‘. By (l-13)‘, we have 
Vn > 0, un < u” a.e. 
Then assuming un < un-l (true for n = 1), we prove that unfl < un. For this, 
we set $ = un, 4’ = un--l, E = z,+r , E’ = l ,, , in (1.12)‘. Thus u”+l < un is 
proved by induction, for every n. When n -+ CO, 
,4un = r&P, u”-1) (1.14)’ 
remains in a bounded set of L*(Q) by (1.4)‘. H ence we can extract a subsequence 
un =G E in I7 weak and L2(sZ) strong, 
Tc,(un, un-l) - t,b in L?(Q) weak. 
By (1 S)‘, $ E T(E). As n tends to infinity in (1.14)‘, one obtains AC E r(a). So 
u is a solution of (1.6)‘. Now, let u be another solution of (1.6)‘. We have u < u” 
a.e. by (1.4)’ and the maximum principle. Assuming u < un--l a.e., and using 
the same proof as in lemma 1’ we get u < un a.e. So, u < un for every n. As 
n tends to infinity, one gets u < E a.e. But, as in Section 1.1, the coercivity of a 
and a classical argument imply that the whole sequence un converges in V 
strong. One can prove in the same way that u, is an increasing sequence which 
converges in V to the minimal solution u of (1.6)‘. 
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Remark 1. The constructive proofs of theorems 1 and 1’ can also be used 
to solve ,411 E r(u) + 1, I given in V’. For regularity properties see remark 1.2, 
Part I. 
2. APPLICATIONS 
We consider again a Caratheodory function g from Q x [0, 152 I] into R, 
which satisfies 
The mapping v  + g o v  applies 
B = {v ELiO(Q), 0 < v(x) < [ Q 1 a.e.} into L”(Q). (2-l) 
Then, this mapping is bounded and continuous from B with the L2(Q) topology 
into Q’(Q) (see Part I, lemma 2). Now, we suppose that g satisfies the additional 
assumption 
For a.e. x in Q, g(x, a) is decreasing. (2.2) 
2.1. The Problem in a Fixed Domain 
We recall that, for this problem, V = H,,1(Q) and A = -A; V and A verify 
the new assumptions (1.1) and (1.2) of the present part. For v  and 4 in L’(G), 
we define S(v, 4)(x), p(v, d)(x) and fi(v, 9)(x), for a.e. x in Q, by 
&v, 4)(x> = measb E Q W < 441, 
8(v, d>(x) = measb E Q4(Y) d v(x)>, 
B(v* m> = [p<vT d)(x), 8h w41* 
We note that p(v, C), &v, 4) are in B. At last, r(v, 4) (also denoted g 0 /3(v, 4)) 
is given by 
where 
r(0, 4) = (4 ELM, 4(x) E r(v, C)(x) a.e. x E Q>, (2.3) 
r(v, d)(x) = x(x, 13(v, d)(x)) a.e. Lv E Q. (2.4) 
As in Part I, Section 2.1, we have 
qv, 4) = {II, EL*(Q), 2 E B(v, d), # = g o EL 
with 
P(v, 4) = 15 E B, 04 E B(v, 4)(x) a.e. x E Ql. 
We will prove that the technique of Section 1.1 works, and first that r(., .) is 
monotone. 
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Proof of (1.3). Let v, v’, $,d’ be in La(Q), q5 < 4’ a.e., and let x be a point 
in Q such that V(X) > D’(X). We can easily prove that 
Vr’ E NV’, 4’)(x), r > r’. 
It follows by (2.2) 
and so 
vt E g@, & #w), Vt’ E g@, B(v’t +‘)(xN~ t < t’, 
1 [I+, +) - I+~‘, #a’)] (zj - v’), dx < 0. ‘R 
Proof of (I .4). We set 
JIo(Jc) = g(x, I Q I), 
#“w = Ax, 0). 
By (2.1), #o and #O are in L2(Q), an4 by P.2), #o(x) = Min8,[o,lnllg(x, 9, 
(cr@(x) = Max,,[,,IoI1g(x, s). It is clear that (1.4) holds with the $J~ and #O given 
above. 
Proof of (1 S). One proceeds as in Part I, Section 2.1, choosing K, such that 
meas(S2X,) < 7, 
Z’m IKn-+” IK n 
&I IK, -4 IK, 
uniformly. 
(2.5) 
(2.6) 
Proof of (1.6). For every 4 in L*(Q), T( ., 4) satisfies the assumptions of 
theorem 1, Part I. 
Applying theorem 1 and remark 1 of Part II, one obtains the following. 
THEOREM 2.1. Let g be a Curatheodory function from Q x [0, I I2 I] into R, 
which satisfies (2.1), (2.2). The problem 
f 
-AU Eg 0 /3(u) in Q, 
u = 0 on 8Q, (2.7) 
admits one minimal solution u and one maximal solution ii in Hoi(Q) n Hz(Q), 
that is, for every other solution u of (2.7), we have 
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These solutions g and ii are obtained as limits in H,‘(Q) strong of the monotone 
sequences u, and u’l, defined by 
I 
-Au,+1 gg 0 #J,+~ , 4 in Q, 
u n+l = 0 on ES?, w3)7z 
I 
-Au”+l Eg 0 j?(u”+l, u”) in Q, 
da+1 = 0 on aQ, (2.8)” 
u, and u” being the respective solutions of 
{-Au, =g(*, ) Q I) in Q, 
(u. = 0 on an, 
I -Au0 = g(*, 0) in Q, 110 = 0 on al.2. 
(2.9), 
(2.9)O 
2.2. The Free Boundary Problem (I) 
Now, V = {v E H’(Q), v  = (unknown) constant on X?}, 
a(u, v) = S, (V u . Pv + uv) dx, 
l(v) = -2’ I& . 
The new assumptions (1.1) and (1.2) are satisfied. For v  and 4 in L”(Q), let 
r(v, 4) be defined as 
where 
T(v, 4) = (I/J EL’(Q), I)(.~) E r(v, 4)(x) a.e. .x E Q>, 
I+, 4)(x> = (tlg+(x, s) - t,g-(x, s), s E B(v, d)(x), t, E h(--v&9, tz E h(+)(x)h 
As in Part I, Section 2.2, we have 
where /3(v, 4) is defined in Section 2.1, and A(-v) is given in Part I, Section 2.2. 
Then we set T(V) = r(o, z’), for ep EL’(Q). So 
f0 if z(x) > 0 
r(v)(x) = (g(x, /3(71)(x)) if Ed < 0, 
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and, as in Part I, Section 2.2, the value of r(o)(x) where V(X) = 0 has no 
importance. 
Here p(*, e) is not monotone in the sense (1.3) (to prove it, we use v  > 
v’ > 0, 4 = 4’ = 0 a-e.), but it is “squeezed” between two monotone operators 
r, and r-, (E > 0) of the type described in Section 1.2, as we are going to show it. 
For E > 0, v, 4 ELM, we define r+Jv, 4) by 
r&J, (b)(x) = h-,(-)(x> g+@, B&4 4K4) - u-a4 g-(-T B&A b>(4) 
c&h $)(4 = h,(--o)(x) g+(x, Lb 4)(4) - u-M’4 ‘0% Is-dv* d)(4), 
a.e. x E Q, where 
h,(t) = 
I 
0 if t<O 
4 if 0 < t < F, 
1 if t 3 E, 
0 if t<--•E, 
l+f if --E -<t GO, 
1 if t 3 0, 
PF(Zo dK4 = s, ww - 4(Y)) 6 
Properties (1.3)‘, (1.4)’ will follow from 
0 < hEI < h, < h < h-, < h-; < 1 for 0 < E < E’. 
PYOOj oj(1.3)'. For instance, we only prove the first inequality. The others 
can be obtained similarly. Let v, v’, 4, 4’ be given in L2(sZ), 4 < 4’ a.e. Let 
E > 0. We will have only to prove that, when v(x) > v’(x), 
It is clear that 
By (2.2), g+(x, .) is decreasing and g-(x, .) is increasing, whence 
g+(x, B(v, 4J)(“V)) < g+(% Pdv’, 4’)(x)), (2.11) 
g-(x, B(v, $)(x)) 3 g-(-? A(V’> 434). (2.12) 
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Moreover 
4--e))(x) < h-,(--v)(x) < h-,(--‘)(x), (2.13) 
N-W) 2 h,(-VW) 2 h~(-9’)(-4. (2.14) 
We multiply (2.11) and (2.13), (2.12) and (2.14), and so we get (2.10). 
Proof of (1.4)‘. As previously (see the proof of (1.3)‘) (1.4)’ can easily be 
proved using 
4064 = -g-(x7 I Q 07 (2.15) 
I/~(X) = g+(x, 0), a.e. s E Q. (2.16) 
Proof of (1.5)‘. The proof is nearly the same as the one used in (1.5) of 
Part I, but another limit process has to be considered. One uses the technique 
described in [27] (see Chap. III, which is a joint work with R. Temam) to 
which the reader is refered. 
Applying theorem 1’ and remark 1, and noting (as in Part I, Section 2.2) 
that --du + u = 0 on {U = 0} if II E H”(Q), one obtains the following 
THEOREM 2.2. Let g be a Curatheodory function from Q x [0, 1 Sz I] into R, 
which satisfies (2.1), (2.2). The problem 
-Au+u 
=oifu>o 
Egop(u)zyU to 
(u = (unknown) constant on aSr, 
(J al4 as=-’ 
in Q, 
(2.17) 
admits one minimal solution u and one maximal solution u in Hz(D), that is, for 
every other solution u of (2.17) we have 
These solutions g and ii are obtained as limits in H’(Q) strong of the monotone 
sequences u, and un, defined by 
-Au,+, + un+l = k,+l(--un+lk+ 0 B-c,+&+1 9 4
-L,~+l(--n)g- 0B--r,,+l(un+l , 4 in Q 
U n+l = (unknown) constant on aQ, 
(2.1% 
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--A@+1 + ZPfl = h~,,+l(-u~+l)g+ 0 /3,“+l(u”+l, 24”) 
-h<“++4g o A,+p+l, 4 in Q, 
I’ (2.18)” 
\ ZPfl = (unknown) constant on ail, 
s 
&pa+1 
~ = -1, 
a av 
where F,, is a sequence decreasing to zero, u0 and u” are the respective solutions of 
-Au, + u. = g-(., I Q I) in -Q, 
u0 = (unknown) constant on LX?, (2.19)~ 
J au0 aav -- 1 
-Au0 + u” = g+(*, 0) in 52, 
u” = (unknown) constant on ai2, 
s 
au0 
&av ---l. 
(2.19)O 
Remark. The free boundary problem (II) seems to be irrelevant from the 
techniques described above: if one sets 
6(v, 4)(x) = meas(y EQ, v(X) < b(r) < 01, 
S(v, C)(x) = me={y E Q, 4x1 < b(r) < 01, 
and 
+J, w4 = [&J> N49 wJ* 6)(41~ 
S(*, *) has not the same monotonicity properties as /3(*, .), since 4 appears 
in a double inequality. 
Another free boundary problem, involving v-, is solved in [27] by the same 
methods. The results of Part I, Section 2 have been obtained in a joint work 
with R. Temam, by a different approach, using a regularization technique 
(see [28] which deals with the problem of approximation and [27, Chap. III]). 
The only “uniqueness result” for these problems is given in [29]. It concerns 
the particular problem in a fixed domain 
--Au +&4 = f in Q, 
u=o on LB. 
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The following non coercive free boundary problem is closer to the physical 
problem: 
i 
--Bu+ Oifu>O 
I h g 0 6(u) if 21 < 0 1 
= 0 in8, 
(U = (unknown constant) on K?, 
1 s 
au -= 
an av 
I 
(A E R and Z > 0 are given). It is solved in [ll], using some arguments given 
above, as well as measure theoretical techniques that have not been previously 
used in this field. 
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