Abstract. Patchmatch based stereo is an efficient method for stereo computation, and also has been extent to multiple-view stereo recently. In this paper we extend the two-view patchmatch stereo to multiple-views in the multiple-view stereo pipeline. The key of the proposed method is to first select multiple suitable neighboring images for a reference image and then combine them under the patchmatch stereo framework. Experimental results on benchmark data sets demonstrate the accuracy and efficiency of the proposed method.
Introduction
With fast developments of modern digital cameras, huge numbers of high resolution images could be easily captured nowadays. There is an urgent need to extract 3D structures from these images for many applications. Multiple View Stereo (MVS) reconstruction is a key step in image-based 3D acquisition and receives more and more interests recently. Although great efforts have been made in this area and some efficient algorithms have been proposed, it is still valuable to investigate accurate and efficient method-s to deal with large-scale scenes using high resolution images (6 Megapixel and above) that can be readily acquired by modern digital cameras.
According to [1] , MVS algorithms can be divided into four classes, called voxel based methods [2, 3] , surface evolution based methods [4, 5] , depth-map merging based methods [6] [7] [8] [9] , and feature point growing based methods [10, 11] . Voxel based methods require a bounding box of the object, and its accuracy is limited by the resolution of the voxel grid , which makes it only suited for compact objects within a tight enclosing box. Although some adaptive volume subdivision methods are proposed to reduce computational and memory costs, they are difficult to be used for large-scale scenes. Surface evolution based methods iteratively evolve an initial guess to improve the photo consistency measurement. The key of these methods is a close and reliable initial guess which is difficult to obtain for large-scale scenes. Depth-map merging based methods are more flexible and suited for large-scale re-construction. Such methods first compute individual depth maps and then merge them together into a single model by taking visibility into account. Feature point growing based methods first reconstruct points in textured regions, and then expand theses points to untextured ones.
Among these methods, the patchmatch based MVS method [12, 13] is suited for large scale scene reconstruction due to its computational efficiency. In this paper we extend the work [12] by combining multiple images to improve its robustness and accuracy.
Combining Multiple Images in Patchmatch Stereo
In order to combine multiple images in the patchmatch based multiple-view stereo pipeline, we use the following three steps: neighboring images selection, depth-map computation, and depth-map merging. We describe the details of each step in this section.
Neighboring Images Selection
For each image in the image set, we need to select a reference image for stereo computation. The selection of stereo pair is important for the accuracy of the stereo matching and also the final MVS results.
We follow the method proposed in [14] to select appropriate neighboring images. given a reference image R and a set of neighboring images N, a score for each view I N is computed as:
( 1) where, FX is the set of feature points visible in image X, ωα(p) is the angle weighting, ωs(p) is the scale weighting, and ωc(p) is the covering weighting. The angle weighting is defined as: (2) where, I,X(p) is the ray intersection angle at feature point p from the camera center of image I and X, αmax is set to 35 degrees, and βmax is set to 14 degrees. This weighting favors the image whose ray intersection angle with R at feature p is bigger than αmax and angles with other images in N are bigger thanβmax. The scale weighting is defined as: (3) where r=sR(p)/sI(p), and sX(p) is the scale at p in image X. sX(p) is computed as the diameter of a sphere centered at p whose projected diameter in the X equals the pixel spacing. Thus, r>1 means the resolution of I at p is higher than R, and vice versa. The covering weighting is defined as: (4) where, r
. This weighting favors images that sparsely cover each feature point.
Finally, given the size of the neighboring image set N, the selection method in [14] uses a greedy algorithm and grow N by iteratively adding to N the view with highest score gR(I) given current N (initial N is empty).
Depth-Map Computation
For each reference image and its selected neighboring images, we use the PatchMatch based method to compute the depth-map. The core idea of PatchMatch stereo is to find a good support plane at each pixel in the target image that has minimal aggregated matching cost. Compared with the original PatchMatch stereo method [12] , multiple neighboring images N are achieved in the neighboring images selection step, thus we modified the original PatchMatch stereo to combine multiple images.
Depth-map computation aims to compute depth for each pixel in the reference image, and each pixel corresponds to a 3D point on a 3D plane in space. Each plane in 3D space is represented by a 3D point Xi and its normal ni in the target camera's coordinate system, as shown in Fig.1 .
Given an image pair Ii and Ij, and the associated camera parameters {Ki, Ri, Ci} and {Kj, Rj, Cj}, where K is the intrinsic parameters, R is the rotation matrix, and C is the camera center, we first assign each pixel p in the target image Ii to a random 3D plane. Define p in the homogeneous coordinate, i.e. p= [u, v, 1] T . The 3D point Xi must lie in the viewing ray of p, we select a random depth λ and compute Xi as: . These range settings come from a simple assumption that a patch is visible in image Ii when the angle between the patch normal ni and the z axis of the camera's coordinate system is below a certain threshold.
The two cameras {Ki, Ri, Ci} and {Kj, Rj, Cj}, as well as the 3D place fp={Xi, ni}, induce a homography as: (6) where Rij=RjRi -1 , Cij = RijRiCi-RjCj. Since we have n images in the neighboring image set N, we compute n homography for each pair of the reference image Ii and the neighboring image Ij in N, as Hij (j=1,…,n).
We set a square window W centered on pixel p. For each pixel qin W we find its corresponding pixel in the reference image Ij using homography mapping Hij (q). Then the aggregated matching cost mj (p,fp) for pixel p between Ii and Ijis computed as: (7) Then the aggregated matching cost m(p,fp) for pixel p between Ii and its neighboring image set N is computed as the normalization of mj(p, fp) (j=1,…,n): (8) After the initialization, we process pixels in the reference image Ii one by one to refine the planes in three iterations. At the first iteration, we start from the top-left pixel and traverse in row wise order until we reach the bottom-right pixel. At the second iteration, we reverse the order to visit the pixel from the bottom-right to the top-left pixel, also in row wise order. The third iteration is exactly the same as the first one.
At each iteration, each pixel has two operations, called spatial propagation and plane refinement. Spatial propagation is used to compare and propagate the planes of neighboring pixels to that of the current pixel. In the first and third iterations, the neighboring pixels are the left and upper neighbors, and in the second iteration are the right and lower neighbors. Let p' denotes the neighbor of current pixel p, and fp' denotes the plane of p', we check the condition m(p, fp')<m (p, fp) . If this condition is satisfied, we propagate fp' to the current plane, i.e. set fp=fp'. This spatial propagation process relies on the fact that neighboring pixels are very likely to have similar 3D planes especially for high resolution images.
For each pixel p, after spatial propagation, we further refine the plane fp using random assignment. We select a random plane parameter {λ', θ', φ'} to generate a new plane fp'={Xi',ni'}. If m(p, fp')<m(p,  fp) , we accept fp = fp'. The refinement process is repeated for five times.
Depth-Map Merging
Once the depth-maps have been computed, we use the method in [9] to merge the depth-maps into dense point cloud in space. For each point p in image Ii, if its matching cost m(p, fp) is smaller than 0.3, we back project it to 3D using its depth and the camera parameters and check its consistency with the 3D point's projection on its neighboring images. Define the back projected 3D point by X, and d(X,j) is the depth of X with respect to camera j, λ(X, j) is the depth value computed at the projection of X in Ij using Ij 's depth-map.
.01, we consider X is consistent in Ii and Ij. X is retained if it is consistent for at least two neighboring images in N.
Experimental Results
We test our method on the benchmark multiple view stereo data set provided in [15] . Two image sequences, Fountain-P11 and Herz-Jesu-P8 which has 11 and 8 images respectively, are used here. The square window for aggregated matching is set to 7×7 pixels. Fig. 2 shows some depth-maps computed using the proposed method. Fig. 3 shows the depth error maps on the ground truth compared with a state-of-the-art method [9] . Fig. 4 shows the final point cloud by merging all the depth-maps. The results show that the proposed method could generate more accurate and complete depth-maps than [9] . 
Conclusions
In this paper we extend the two-view patchmatch stereo algorithm to multiple-views in the multiple-view stereo pipeline. The key of the proposed method is to first select multiple suitable neighboring images for a reference image and then combine them under the patchmatch stereo framework. Experimental results on benchmark data sets demonstrate the accuracy and efficiency of the proposed method.
