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Abstract—This paper investigates the maximal channel coding
rate achievable at a given blocklength n and error probability ,
when the codewords are subject to a long-term (i.e., averaged-
over-all-codeword) power constraint. The second-order term in
the large-n expansion of the maximal channel coding rate is
characterized both for additive white Gaussian noise (AWGN)
channels and for quasi-static fading channels with perfect channel
state information available at both the transmitter and the
receiver. It is shown that in both cases the second-order term
is proportional to
√
n−1 lnn. For the quasi-static fading case,
this second-order term is achieved by truncated channel inversion,
namely, by concatenating a dispersion-optimal code for an AWGN
channel subject to a short-term power constraint, with a power
controller that inverts the channel whenever the fading gain is
above a certain threshold. Easy-to-evaluate approximations of the
maximal channel coding rate are developed for both the AWGN
and the quasi-static fading case.
I. INTRODUCTION
Recent works in finite-blocklength information theory have
shed additional light on a number of cases where asymptotic
results yield inaccurate engineering insights on the design of
communication systems once a constraint on the codeword
length is imposed. For example, feedback does not increase
the capacity of memoryless discrete-time channels, but is
exceedingly useful at finite blocklength [1]; separate source-
channel coding is first-order but not second-order optimal [2];
the capacity of block-memoryless fading channels in the non-
coherent setting increases monotonically with the coherence
time, whereas for the nonasymptotic coding rate there exists
a rate maximizing coherence time after which the coding rate
starts decreasing [3], [4]; independent isotropic Gaussian-like
signals achieve the capacity of multi-antenna channels under
the assumption of perfect channel state information (CSI) at
the receiver, but are not dispersion optimal [5]. While some
of the insights listed above were known already from earlier
works on error exponents (see, e.g., [6], [7]), analyses under
the assumption of finite blocklength and nonvanishing error
probability may be more relevant for the design of modern
communication systems.
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In this paper, we analyze a scenario, namely communication
over a quasi-static fading channel subject to a long-term power
constraint, for which the asymptotically optimal transmission
strategy turns out to perform well also at finite blocklength.
Specifically, we consider a quasi-static single-antenna fading
channel with input-output relation given by
Y = Hx+Z. (1)
Here, x ∈ Cn is the transmitted codeword; H denotes the
complex fading coefficient, which is random but remains con-
stant for all n channel uses; and Z ∼ CN (0, In) is the additive
white Gaussian noise vector. We study the maximal channel
coding rate R∗qs,lt(n, ) achievable at a given blocklength n and
average error probability  over the channel (1). We assume
that both the transmitter and the receiver have perfect CSI,
i.e., perfect knowledge of the fading gain H . To exploit the
benefit of transmit CSI (CSIT), we consider the scenario where
the codewords are subject to a long-term power constraint, i.e.,
the average power of the transmitted codewords, averaged over
all messages and all channel realizations, is limited. This is
in contrast to the conventional short-term power constraint,
where the power of each transmitted codeword is limited.
From a practical perspective, a long-term power constraint is
useful in situations where the power limitation comes from
energy efficiency considerations. For example, it captures
the relatively long battery life of mobile terminals (at least
compared to the duration of a codeword) in the uplink of
cellular communication systems [8]. The notion of long-term
power constraint is widely used in the wireless communication
literature (see, e.g., [9]–[11]) as it opens up the possibility to
perform a dynamic allocation of power and rate based on the
current channel state (also known as link adaptation [12]).
For the scenario described above, the asymptotic limit
limn→∞R∗qs,lt(n, ), which gives the so called -capacity
(also known as outage capacity), was characterized in [13].
Specifically, it follows from [13, Props. 1 and 4] that for quasi-
static single-antenna fading channels subject to the long-term
power constraint1 ρ,
R∗qs,lt(n, ) = C
(
ρ
g¯
)
+ o(1), n→∞ (2)
where
C(ρ) , ln(1 + ρ) (3)
denotes the channel capacity of a complex-valued additive
white Gaussian noise (AWGN) channel under the short-term
1This holds under regularity conditions on the probability distribution of G.
A sufficient condition is that C(ρ/g¯), or equivalently, Finv() defined in (5),
is continuous in  [14]. A more general condition is provided in Theorem 4.
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Fig. 1. A single-codebook, variable-power scheme achieves (2) (see [13]).
power constraint ρ, and
g¯ , E
[
1
G
1{G > Finv()}
]
+
P[G ≤ Finv()]− 
Finv()
(4)
with G , |H|2 denoting the fading gain, 1{·} standing for
the indicator function, and Finv : [0, 1] → R+ being defined
as
Finv(t) , sup{g : P[G < g] ≤ t}. (5)
As shown in [13] and illustrated in Fig. 1, the -
capacity C(ρ/g¯) can be achieved by concatenating a fixed
Gaussian codebook with a power controller that works as
follows: it performs channel inversion when the fading gain G
is above Finv(); it turns off transmission when the fading
gain is below Finv(). This single-codebook, variable-power
scheme, which is sometimes referred to as truncated channel
inversion [10], [15, Sec. 4.2.4], is attractive from an implemen-
tation point of view, as it eliminates the need of adapting the
codebook to the channel state (for example by multiplexing
several codebooks) [13].
In this paper, we show that this single-codebook, variable-
power scheme is also second-order optimal. Specifically, we
prove i) that
R∗qs,lt(n, ) = C
(
ρ
g¯
)
−
√
V
(
ρ
g¯
)√
lnn
n
+O
(
1√
n
)
(6)
where
V (ρ) , ρ(ρ+ 2)
(ρ+ 1)2
(7)
denotes the dispersion [16, Def. 1] of a complex-valued
AWGN channel subject to the short-term power constraint ρ,
and ii) that truncated channel inversion achieves (6).
A single-codebook, variable-power scheme turns out to be
second-order optimal also for the (simpler) scenario of AWGN
channel subject to a long-term power constraint. Indeed, for
this scenario we show that
R∗awgn,lt(n, ) = C
(
ρ
1− 
)
−
√
V
(
ρ
1− 
)√
lnn
n
+O
(
1√
n
)
(8)
and that (8) is achieved by concatenating a dispersion-optimal
codebook designed for an AWGN channel subject to a short-
term power constraint, with a power controller that sets the
power of the transmitted codeword to zero with probability −
O(1/√n lnn) and to ρ/(1−)+O(1/√n lnn) otherwise. The
asymptotic expansion in (8) refines a result reported in [17,
Sec. 4.3.3].
Proof Techniques: The asymptotic expressions in (6)
and (8) are obtained by deriving achievability and converse
bounds that match up to second order. The achievability
bounds rely on the truncated channel inversion scheme de-
scribed above. The converse bounds are based on the meta-
converse theorem [16, Th. 26] with auxiliary channel chosen
so that it depends on the transmitted codewords only through
their power. In deriving the converse bounds, we also exploit
that the solution of the following minimization problem
inf
Π∼PΠ
E
[
Q
(
√
n
C(Π)− γ√
V (Π)
)]
(9)
is a two-mass-point distribution (with one mass point located
at the origin), provided that γ is chosen appropriately and n
is sufficiently large. In (9), Q(·) stands for the Gaussian Q-
function, γ is a positive number, and the infimum is over all
probability distributions PΠ on R+ satisfying EPΠ [Π] ≤ ρ.
The minimization in (9) arises when optimizing the -quantile
of the information density over all power allocations.
The remainder of this paper is organized as follows. In
Section II, we focus on the AWGN setup and prove the
asymptotic expansion (8). We then move to the quasi-static
fading case in Section III and establish (6) building upon (8).
In both Section II and Section III, we also develop easy-to-
evaluate approximations for R∗awgn,lt(n, ) and R
∗
qs,lt(n, ), re-
spectively, and compare them against nonasymptotic converse
and achievability bounds. Finally, we summarize our main
findings in Section IV.
Notation: Upper case letters such as X denote scalar
random variables and their realizations are written in lower
case, e.g., x. We use boldface upper case letters to denote
random vectors, e.g., X , and boldface lower case letters for
their realizations, e.g., x. Upper case letters of a special
font are used to denote deterministic matrices, e.g., X. For
two functions f(x) and g(x), the notation f(x) = O(g(x)),
x → ∞, means that lim supx→∞
∣∣f(x)/g(x)∣∣ < ∞, and
f(x) = o(g(x)), x→∞, means that limx→∞
∣∣f(x)/g(x)∣∣ =
0. We use Ia to denote the identity matrix of size a× a. The
distribution of a circularly symmetric complex Gaussian ran-
dom vector with covariance matrix A is denoted by CN (0,A).
The symbol R+ stands for the nonnegative real line and
ln(·) denotes the natural logarithm. The indicator function is
denoted by 1{·}, and |·|+ , max{ · , 0}. Given two probability
distributions P and Q on a common measurable space W ,
we define a randomized test between P and Q as a random
transformation PZ |W : W → {0, 1} where 0 indicates that
the test chooses Q. We shall need the following performance
metric for the test between P and Q:
βα(P,Q) , min
∫
PZ |W (1 |w)Q(dw) (10)
where the minimum is over all probability distributions PZ |W
satisfying ∫
PZ |W (1 |w)P (dw) ≥ α. (11)
3II. THE AWGN CHANNEL
In this section, we consider the AWGN channel
Y = x+Z. (12)
An (n,M, )lt code for the AWGN channel (12) consists of:
1) an encoder f : {1, . . . ,M} → Cn that maps the message
J ∈ {1, . . . ,M} to a codeword x ∈ {c1, . . . , cM}
satisfying the power constraint
1
M
M∑
j=1
‖cj‖2 ≤ nρ. (13)
2) A decoder g: Cn → {1, . . . ,M} satisfying the average
error probability constraint
P[g(Y ) 6= J ] ≤ . (14)
Here, J is assumed to be equiprobable on {1, . . . ,M},
and Y denotes the channel output induced by the
transmitted codeword according to (12).
We shall refer to (13) as long-term power constraint [13], as
opposed to the more common and more stringent short-term
power constraint
‖cj‖2 ≤ nρ, j = 1, . . . ,M. (15)
The maximal channel coding rate is defined as
R∗awgn,lt(n, ) , sup
{
lnM
n
: ∃ (n,M, )lt code
}
. (16)
This quantity was characterized up to first order in [17,
Th. 77], where it was shown that
lim
n→∞R
∗
awgn,lt(n, ) = C
(
ρ
1− 
)
, 0 <  < 1. (17)
The asymptotic expression (17) implies that the strong con-
verse [18, p. 208] does not hold for AWGN channels subject
to a long-term power constraint. Note that if we replace (13)
with (15) or the average error probability constraint (14) with
the maximal error probability constraint
max
1≤j≤M
P[g(Y ) 6= J | J = j] ≤  (18)
the strong converse applies and (17) ceases to be valid.
Theorem 1 below characterizes the first two terms in the
asymptotic expansion of R∗awgn,lt(n, ) for fixed 0 <  < 1
and n large.
Theorem 1: For the AWGN channel (12) subject to the
long-term power constraint ρ and for 0 <  < 1, the maximal
channel coding rate R∗awgn,lt(n, ) is
R∗awgn,lt(n, ) = C
(
ρ
1− 
)
−
√
V
(
ρ
1− 
)√
lnn
n
+O
(
1√
n
)
(19)
where the functions C(·) and V (·) are defined in (3) and (7),
respectively.
Remark 1: The O(1/√n) term in the expansion (19) can
be strengthened to o(1/
√
n) by replacing the Berry-Esseen
theorem in the proof of the converse part (see Section II-A)
with a Cramer-Esseen-type central-limit theorem (see [19,
Th. VI.1]).
Proof: See Sections II-A and II-B below.
Before proving (19), we motivate its validity through a
heuristic argument, which also provides an outline of the
proof. For AWGN channels subject to the short-term power
constraint pi, the maximal channel coding rate R∗awgn(n, )
roughly satisfies [16, Sec. IV]
 ≈ Q
(
√
n
C(pi)−R∗awgn(n, )√
V (pi)
)
. (20)
In the long-term power constraint case, the codewords need
not be of equal power. Fix an arbitrary code with rate R that
satisfies the long-term power constraint (13), and let PΠ be the
probability distribution induced by the code on the normalized
codeword power Π , ‖X‖2/n. We shall refer to PΠ as power
distribution. By (13), the nonnegative random variable Π must
satisfy
EPΠ [Π] ≤ ρ. (21)
Through a random coding argument, one can show that the
following relation must hold for the best among all codes with
rate R and power distribution PΠ:
(PΠ) ≈ EPΠ
[
Q
(
√
n
C(Π)−R√
V (Π)
)]
. (22)
Here, (PΠ) denotes the minimum error probability achievable
under the power distribution PΠ. This error probability can be
further reduced by minimizing (22) over all power distribu-
tions PΠ that satisfy (21). It turns out that, for sufficiently
large n, the power distribution P ∗Π that minimizes the right-
hand side (RHS) of (22) is the following two-mass-point
distribution:
P ∗Π(0) = 1−
ρ
ω0
, and P ∗Π(ω0) =
ρ
ω0
(23)
with ω0 satisfying
√
n
C(ω0)−R√
V (ω0)
≈
√
lnn. (24)
Substituting (23) into (22), setting (P ∗Π) = , and then
using (24), we obtain
 ≈ ρ
ω0
Q
(√
lnn
)
+ 1− ρ
ω0
(25)
≈ 1− ρ
ω0
(26)
where the last approximation is accurate when n is large.
Since (26) implies that ω0 ≈ ρ/(1 − ), we see from (23)
that the optimal strategy is to transmit at power ρ/(1 − )
with probability approximately 1− , and to transmit nothing
otherwise. Substituting (26) into (24) and solving for R, we
obtain the desired result
R∗awgn,lt(n, ) ≈ C
(
ρ
1− 
)
−
√
V
(
ρ
1− 
)√
lnn
n
. (27)
We next provide a rigorous justification for these heuristic
steps.
4A. Proof of the Converse Part
Consider an arbitrary (n,M, )lt code. Let PX denote the
probability distribution on the channel input X induced by
the code. To upper-bound R∗awgn,lt(n, ), we use the meta-
converse theorem [16, Th. 26] with the following auxiliary
channel QY |X :
QY |X=x = CN
(
0,
(
1 + ‖x‖2/n) In) . (28)
The choice of letting the auxiliary channel in (28) depend
on the transmit codeword through its power, is inspired by
a similar approach used in [17, Sec. 4.5] to characterize the
maximal channel coding rate for the case of parallel AWGN
channels subject to a short-term power constraint, and in [20]
for the case of quasi-static multiple-antenna fading channels
subject to a short-term power constraint. With this choice, we
have [16, Th. 26]
β1−(PXY , PXQY |X) ≤ 1− ′ (29)
where β(·)(·, ·) was defined in (10) and ′ is the average
probability of error incurred by using the selected (n,M, )lt
code over the auxiliary channel QY |X .
Next, we lower-bound the left-hand side (LHS) of (29).
Let Π = ‖X‖2/n. Under PXY , the random vari-
able ln dPXYd(PXQY |X) has the same distribution as (see [16,
Eq. (205)])
Sn(Π) , nC(Π) +
n∑
i=1
(
1−
∣∣√ΠZi − 1∣∣2
1 + Π
)
(30)
where {Zi}, i = 1, . . . , n, are independent and identically
distributed (i.i.d) CN (0, 1) random variables, which are also
independent of Π. Using [16, Eq. (102)] and (30), we obtain
the following lower bound
β1−(PXY , PXQY |X) ≥ e−nγ
∣∣P[Sn(Π) ≤ nγ]− ∣∣+ (31)
which holds for every γ > 0.
As proven in Appendix I, the RHS of (29) can be upper-
bounded as follows:
1− ′ ≤ 1
M
(
1 +
√
n
2pi
ln(1 +Mρ)
)
. (32)
Since, by Fano’s inequality [18, Th. 2.10.1], lnM ≤ (nC(ρ)+
Hb())/(1 − ), where Hb(·) denotes the binary entropy
function, we conclude that
ln(1− ′) ≤ − lnM + n%n (33)
where
%n ,
1
n
ln
(
1 +
√
n
2pi
ln
(
1 + ρ exp
(
nC(ρ) +Hb()
1− 
)))
(34)
does not depend on the chosen code. Substituting (31) and (33)
into (29), we obtain
lnM ≤ nγ − ln∣∣P[Sn(Π) ≤ nγ]− ∣∣+ + n%n. (35)
Note that the RHS of (35) depends on the chosen code only
through the probability distribution PΠ that the code induces
on Π = ‖X‖2/n.
Let Ω be the set of probability distributions PΠ on R+ that
satisfy (21). Maximizing the RHS of (35) over all PΠ ∈ Ω
and then dividing both terms by n, we obtain the following
upper bound on R∗awgn,lt(n, ):
R∗awgn,lt(n, ) ≤ γ −
1
n
ln
∣∣∣∣ infPΠ∈ΩP[Sn(Π) ≤ nγ]− 
∣∣∣∣+ + %n.
(36)
This bound holds for every γ > 0.
Next, we study the asymptotic behavior of the RHS of (36)
in the limit n → ∞. To this end, we first lower-bound
P[Sn(Π) ≤ nγ]. Let
Ti(Π) ,
1√
V (Π)
(
1− |
√
ΠZi − 1|2
1 + Π
)
, i = 1, . . . , n. (37)
The random variables {Ti}, i = 1, . . . , n, have zero mean
and unit variance, and they are conditionally i.i.d. given Π.
Furthermore, one can rewrite P[Sn(Π) ≤ nγ] using the {Ti}
as follows:
P[Sn(Π) ≤ nγ] = P
[
1√
n
n∑
i=1
Ti(Π) ≤
√
n
γ − C(Π)√
V (Π)
]
. (38)
Using the Berry-Esseen Theorem (see, e.g., [16, Th. 44]), we
next relate the cumulative distribution function of the random
variable n−1/2
∑n
i=1 Ti(Π) on the RHS of (38) to that of a
Gaussian random variable. For a given Π = pi, we obtain
P
[
1√
n
n∑
i=1
Ti(pi) ≤
√
n
γ − C(pi)√
V (pi)
]
≥ qn,γ(pi)−
6E
[∣∣T1(pi)∣∣3]√
n
(39)
where
qn,γ(x) , Q
(
√
n
C(x)− γ√
V (x)
)
. (40)
It follows from [20, Eq. (179)] that for all pi > 0
E
[∣∣T1(pi)∣∣3] ≤ 33/2. (41)
Substituting (41) into (39) and then averaging (39) over Π, we
conclude that
P[Sn(Π) ≤ nγ] ≥ E[qn,γ(Π)]− 6 · 3
3/2
√
n
. (42)
To eliminate the dependency of the RHS of (42) on PΠ, we
next minimize the first term on the RHS of (42) over all PΠ
in Ω, i.e., we solve the optimization problem
inf
PΠ∈Ω
EPΠ [qn,γ(Π)] (43)
which is identical to the one stated in (9). The solution of (43)
is given in the following lemma.
Lemma 2: Let γ > 0 and assume that n ≥ 2pi(e2γ−1)γ−2.
Then,
1) there exists a unique ω0 = ω0(n, γ) in the interval [eγ−
1,∞) satisfying both
qn,γ(ω0)− 1
ω0
= q′n,γ(ω0) (44)
5and
qn,γ(x) ≥ 1 + q′n,γ(ω0)x, ∀x ∈ [0,∞). (45)
Here, q′n,γ(·) stands for the first derivative of the function
qn,γ(·).
2) The infimum in (43) is a minimum and the probability
distribution P ∗Π that minimizes EPΠ [qn,γ(Π)] has the
following structure:
• if ρ < ω0, then P ∗Π has two mass points, one located
at 0 and the other located at ω0. Furthermore,
P ∗Π(0) = 1− ρ/ω0 and P ∗Π(ω0) = ρ/ω0.
• If ρ ≥ ω0, then P ∗Π has only one mass point located
at ρ.
Proof: To prove the first part of Lemma 2, we observe that
the function qn,γ(·) defined in (40) has the following properties
(see Fig. 2):
1) qn,γ(0) , limx→0 qn,γ(x) = 1 and qn,γ(eγ − 1) = 1/2;
2) qn,γ(·) is differentiable and monotonically decreasing
for every γ > 0;
3) qn,γ(·) is strictly convex on [eγ − 1,∞);
4) for every n ≥ 2pi(e2γ−1)γ−2 and for every x ∈ [0, eγ−
1], the function qn,γ(x) lies above the line connecting
the points (0, 1) and (eγ − 1, 1/2), i.e,
qn,γ(x) ≥ 1− 1
2
x
eγ − 1 . (46)
Furthermore, (46) holds with equality if x = 0 or x =
eγ − 1.
Properties 1–3 can be established through standard techniques.
To prove Property 4, we start by noting that
−C(x)− γ√
V (x)
= − ln(1 + x)− γ√
x(x+ 2)(1 + x)−2
(47)
= ln
(
1 +
eγ
1 + x
− 1
)
1 + x√
x2 + 2x
(48)
≥ γ
eγ − 1
(
eγ
1 + x
− 1
)
1 + x√
x2 + 2x
(49)
=
γ(1− x/(eγ − 1))√
x2 + 2x
(50)
≥ γ(1−
√
x/(eγ − 1))√
(eγ + 1)x
(51)
=
γ√
e2γ − 1
(√
eγ − 1
x
− 1
)
. (52)
Here, (49) follows because ln(1 +a) ≥ γa/(eγ − 1) for every
a ∈ [0, eγ − 1] and by setting a = eγ/(1 + x) − 1; in (51)
we used that
√
x2 + 2x ≤√(eγ + 1)x and that x/(eγ−1) ≤√
x/(eγ − 1) for every x ∈ [0, eγ − 1]. Using (52), we obtain
that for every n ≥ 2pi(e2γ − 1)γ−2
qn,γ(x) +
1
2
x
eγ − 1 − 1
=
1
2
x
eγ − 1 −Q
(
−√n ln(1 + x)− γ√
x(x+ 2)(1 + x)−2
)
(53)
≥ 1
2
x
eγ − 1 −Q
( √
nγ√
e2γ − 1
(√
eγ − 1
x
− 1
))
(54)
1
 
 
 
 
qn,γ(x)
(eγ − 1, 1/2)
(ω0, qn,γ(ω0))
L0
qˆ(x)
x
y
0
1
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Fig. 2. A geometric illustration of qn,γ(·) (black curve), of the tangent line
L0 (blue line), and of the convex envelope qˆ(·) (red curve).
≥ 1
2
x
eγ − 1 −Q
(√
2pi
(√
eγ − 1
x
− 1
))
. (55)
Here, in (53) we used that Q(x)+Q(−x) = 1 for every x ∈ R,
and in (55) we used that n ≥ 2pi(e2γ−1)γ−2 and that Q(·) is
monotonically decreasing. The RHS of (55) is nonnegative on
the interval [0, eγ−1] since it is equal to zero if x ∈ {0, eγ−1}
and it first increases and then decreases on (0, eγ−1). Finally,
it can be verified that (46) holds with equality at x = 0 and
at x = eγ − 1.
Properties 1–4 guarantee that there exists a unique ω0 ∈
[eγ−1,∞) and a line L0 passing through the point (0, 1) such
that L0 is tangent to qn,γ(·) at (ω0, qn,γ(ω0)) and that L0 lies
below qn,γ(x) for all x ≥ 0 (see Fig. 2). By construction, ω0
is the unique number in [eγ−1,∞) that satisfies (44) and (45).
This concludes the first part of Lemma 2.
We proceed now to prove the second part of Lemma 2. Let
qˆ(x) , inf
PΠ:E[Π]≤x
EPΠ [qn,γ(Π)] (56)
where the infimum is over all probability distributions PΠ
on R+ satisfying EPΠ [Π] ≤ x. It follows that qˆ(·) is convex,
continuous, and nonincreasing. In fact, qˆ(·) is the convex
envelope (i.e., the largest convex lower bound) [21, p. 151]
of qn,γ(·) over R+. Indeed, let Eˆ and E denote the epigraph2
of qˆ(·) and of qn,γ(·) over R+, respectively. To show that qˆ(·)
is the convex envelope of qn,γ(·), it suffices to show that Eˆ is
the closure of the convex hull of E (see [21, Ex. 3.33]), i.e.,
Eˆ = Cl(Conv(E)) (57)
where Cl(S) and Conv(S) stand for the closure and convex
hull of a given set S, respectively. Since qn,γ(x) ≥ qˆ(x) for
all x ∈ R+, it follows that E ⊂ Eˆ . Moreover, since qˆ(·) is
convex and continuous, its epigraph Eˆ is convex and closed.
This implies that Cl(Conv(E)) ⊂ Eˆ .
We next show that Eˆ ⊂ Cl(Conv(E)). Consider an ar-
bitrary (x0, y0) ∈ Eˆ . If y0 > qˆ(x0), then by (56) there
exists a probability distribution PΠ satisfying EPΠ [Π] ≤ x0
and EPΠ [qn,γ(Π)] < y0. By the definition of convex hull,
2The epigraph of a function f : Rn 7→ R is the set of points lying on or
above its graph [21, p. 104].
6(E[Π] ,E[qn,γ(Π)]) ∈ Conv(E). Since qn,γ(·) is monotoni-
cally decreasing, we conclude that all points (x, y) such that
x ≥ EPΠ [Π] and y ≥ E[qn,γ(Π)] must lie in Conv(E).
Hence, (x0, y0) ∈ Conv(E). If y0 = qˆ(x0), then we can
find a sequence {(x0, yn)} such that yn > y0 for all n,
and limn→∞ yn = y0. Since {(x0, yn)} ⊂ Conv(E), it
follows that (x0, y0) ∈ Cl(Conv(E)). This proves that Eˆ ⊂
Cl(Conv(E)) and, hence, (57).
We next characterize qˆ(·). Properties 1–4 imply that qˆ(x)
coincides with the straight line connecting the points (0, 1)
and (ω0, qn,γ(ω0)) for x ∈ [0, ω0], and coincides with qn,γ(x)
for x ∈ (ω0,∞) (see Fig. 2). To summarize, we have that
qˆ(x) =
{
1− xω0 + xω0 qn,γ(ω0), x ∈ [0, ω0]
qn,γ(x), x ∈ (ω0,∞). (58)
The proof is concluded by noting that the probability distri-
bution P ∗Π defined in Lemma 2 satisfies
EP∗Π [qn,γ(Π)] = qˆ(ρ) (59)
i.e., it achieves the infimum in (43).
We now use Lemma 2 to further lower-bound the RHS
of (42), and, hence, further upper-bound the RHS of (36).
Let ω0 be as in Lemma 2. Assume that γ in (36) is chosen
from the interval
(
C(ρ/(1 − )) − δ, C(ρ/(1 − )) + δ) for
some 0 < δ < C(ρ/(1− )) (recall that the upper bound (36)
holds for every γ > 0). For such a γ, we have
ω0 ≥ eγ − 1 (60)
> exp
(
C
(
ρ
1− 
)
− δ
)
− 1 (61)
= e−δ
(
1 +
ρ
1− 
)
− 1. (62)
Note that the RHS of (62) can be made greater than ρ by
choosing δ sufficiently small. Let
n0 ,
2pi
(
e2C(ρ/(1−))+2δ − 1)(
C(ρ/(1− ))− δ)2 (63)
≥ 2pi(e2γ − 1)γ−2. (64)
Using (62), (64), and Lemma 2, we conclude that for all γ ∈(
C(ρ/(1 − )) − δ, C(ρ/(1 − )) + δ) with δ chosen so that
ρ < ω0, and all n ≥ n0,
inf
PΠ∈Ω
E[qn,γ(Π)] = 1− ρ
ω0
+
ρ
ω0
qn,γ(ω0) . (65)
Substituting (65) into (42), then (42) into (36), and using that
%n = O
(
n−1 lnn
)
, we obtain
R∗awgn,lt(n, ) ≤ γ −
1
n
ln
(
1− ρ
ω0
+
ρ
ω0
qn,γ(ω0)
−6 · 3
3/2
√
n
− 
)
+O
(
lnn
n
)
. (66)
We choose now γ as the solution of
1− ρ
ω0
+
ρ
ω0
qn,γ(ω0)− 6 · 3
3/2
√
n
−  = 1√
n
. (67)
In words, we choose γ so that the argument of the ln on the
RHS of (66) is 1/
√
n. Evaluating (44) and (67) for large n,
we conclude that ω0 and γ must satisfy (see Appendix II)
√
n
C(ω0)− γ√
V (ω0)
=
√
lnn+ o(1). (68)
Substituting (68) in (67) (recall the definition of qn,γ(·)
in (40)), and using that Q(−√lnn + o(1)) = 1 − o(1/√n),
we have
ω0 =
ρ
1−  +O
(
1√
n
)
. (69)
Finally, solving (68) for γ, and using (69), we conclude that
γ = C(ω0)−
√
V (ω0)
√
lnn
n
+ o
(
1√
n
)
(70)
= C
(
ρ
1− 
)
−
√
V
(
ρ
1− 
)√
lnn
n
+O
(
1√
n
)
. (71)
Observe now that γ belongs indeed to the interval
(
C(ρ/(1−
)) − δ, C(ρ/(1 − )) + δ) for sufficiently large n. The
proof of the converse part of Theorem 1 is concluded by
substituting (67) and (71) into (66).
B. Proof of the Achievability Part
The proof is a refinement of the proof of [17, Th. 77]. Let
(n,Mn, n)st, where
n =
2√
n lnn
(72)
be a code for the AWGN channel (12) with codewords {cl},
l = 1, . . . ,Mn, satisfying the short-term power constraint
1
n
‖cl‖2 ≤ ρn , ρ1− n
1−  , l = 1, . . . ,Mn. (73)
Set
M = Mn
1− n
1−  (74)
and assume that n is large enough so that M > Mn. We
construct a code with M codewords for the case of long-term
power constraint by adding (M − Mn) all-zero codewords
to the codewords of the (n,Mn, n)st code. However, we
leave the decoder unchanged in spite of the addition of extra
codewords. The resulting code satisfies the long-term power
constraint. Indeed,
0 · M −Mn
M
+ ρn · Mn
M
= ρ. (75)
At the same time, the average probability of error of the new
code is upper-bounded by
1 · M −Mn
M
+ n · Mn
M
= . (76)
Therefore, by definition,
R∗awgn,lt(n, ) ≥
lnM
n
(77)
=
lnMn
n
+
1
n
ln
(
1− n
1− 
)
(78)
=
lnMn
n
+O
(
1
n
)
. (79)
7Here, (78) follows from (74), and in (79) we used (72). As
noted in Section I, the strategy just described is equivalent to
concatenating the (n,Mn, n)st code with a power controller
that zeroes the power of the transmitted codeword with prob-
ability
− n
1−  = −O
(
1√
n lnn
)
(80)
and keep the power unchanged otherwise.
To conclude the proof, we show that there exists an
(n,Mn, n)st code with n as in (72) and with codewords
satisfying (73), for which
lnMn
n
≥ C
(
ρ
1− 
)
−
√
V
(
ρ
1− 
)√
lnn
n
+O
(
1√
n lnn
)
.
(81)
Before establishing this inequality, we remark that a weaker
version of (81), with O(1/√n lnn) replaced by o(
√
n−1 lnn),
follows directly from [17, Th. 96]. The proof of [17, Th. 96]
is built upon a moderate-deviation analysis [22, Th. 3.7.1].
To prove the tighter inequality (81) we use instead a Cramer-
Esseen-type central limit theorem [19, Th. VI.1].
We proceed now with the proof of (81). By applying the κβ
bound [16, Th. 25], with τ = n/2, Fn , {x ∈ Cn : ‖x‖2 =
nρn}, and QY = CN (0, (1 + ρn)In), we conclude that there
exists an (n,Mn, n)st code with codewords in Fn for which
lnMn ≥ − sup
x∈Fn
{
lnβ1−n/2(PY |X=x, QY )
}
+ lnκn/2(Fn, QY ). (82)
Here, κn/2(Fn, QY ) is defined as follows [16, Eq. (107)]:
κn/2(Fn, QY ) , inf
∫
PZ |Y (1 |y)QY (dy). (83)
The infimum in (83) is over all conditional probability distri-
butions PZ |Y : Cn → {0, 1} satisfying∫
PZ |Y (1 |y)PY |X=x(dy) ≥ n
2
, ∀x ∈ Fn. (84)
Let x0 , [
√
ρn, · · · ,√ρn] ∈ Fn. Using that
κn/2(Fn, QY ) ≥
(
n/2 − e−c2n
)
/c1 for some constants
c1 > 0 and c2 > 0 (see [16, Lem. 61]) and that
β1−n/2(PY |X=x, QY ) takes the same value for all
x ∈ Fn (see [16, Sec. III.J]), we get
lnMn ≥ − lnβ1−n/2(PY |X=x0 , QY )
+ ln
(
1
c1
(
1√
n lnn
− e−c2n
))
(85)
= − lnβ1−n/2(PY |X=x0 , QY ) +O(lnn). (86)
We now further lower-bound the first term on the RHS of (86)
as follows [16, Eq. (103)]:
− lnβ1−n/2(PY |X=x0 , QY ) ≥ nγn (87)
where γn satisfies
PY |X=x0
[
ln
dPY |X=x0
dQY
≤ nγn
]
≤ n
2
=
1√
n lnn
. (88)
To conclude the proof, we show that, for sufficiently large n,
the choice
γn = C(ρn)−
√
V (ρn)
√
lnn
n
(89)
satisfies (88). The desired result (81) then follows by substi-
tuting (89) into (87), and (87) into (86), and by using that
C(ρn) = C
(
ρ
1− 
)
+O
(
1√
n lnn
)
(90)
V (ρn) = V
(
ρ
1− 
)
+O
(
1√
n lnn
)
(91)
which follow from (72), (73), and from Taylor’s theorem [23,
Th. 5.15].
To establish that (88) holds when γn is chosen as in (89),
we shall use a Cramer-Esseen-type central limit theorem on
the LHS of (88). We start by noting that, under PY |X=x0 ,
the random variable ln dPY |X=x0dQY has the same distribution as
(see (30))
nC(ρn) +
√
V (ρn)
n∑
i=1
Ti (92)
where
Ti ,
1√
V (ρn)
(
1− |
√
ρnZi − 1|2
1 + ρn
)
, i = 1, . . . , n (93)
are i.i.d. random variables with zero mean and unit variance,
and {Zi}, i = 1, . . . , n, are i.i.d. CN (0, 1)-distributed. It
follows that
P
[
ln
dPY |X=x0
dQY
≤ nγn
]
= P
[
1√
n
n∑
i=1
Ti ≤
√
n
γn − C(ρn)√
V (ρn)
]
(94)
= P
[
1√
n
n∑
i=1
Ti ≤ −
√
lnn
]
(95)
where the last step follows by choosing γn as specified in (89).
To upper-bound the RHS of (95), we shall need the following
version of Cramer-Esseen-type central-limit theorem.
Theorem 3 ([19, Th. VI.1] [20, Th. 15]): Let X1, . . . , Xn
be a sequence of i.i.d. real random variables having zero mean
and unit variance. Furthermore, let
ϕ(t) , E
[
eitX1
]
and Fn(ξ) , P
 1√
n
n∑
j=1
Xj ≤ ξ
 . (96)
If E
[|X1|4] <∞ and if sup|t|≥ζ |ϕ(t)| ≤ k0 for some k0 < 1,
where ζ , 1/(12E
[|X1|3]), then for every ξ and n∣∣∣∣Fn(ξ)−Q(−ξ)− k1(1− ξ2)e−ξ2/2 1√n
∣∣∣∣
≤ k2
{
E
[|X1|4]
n
+ n6
(
k0 +
1
2n
)n}
. (97)
Here, k1 , E
[
X31
]
/(6
√
2pi), and k2 is a positive constant
independent of {Xi} and ξ.
8To apply Theorem 3, we need first to verify that the
conditions under which this theorem holds are satisfied, i.e.,
that
E
[
T 41
]
<∞ (98)
and that
sup
|t|≥1/(12E[|T1|3])
∣∣E[eitT1]∣∣ ≤ k0 (99)
for some k0 < 1. Both (98) and (99) follow as special cases of
the more general results provided in [20, App. IV.A]. Applying
Theorem 3 to the RHS of (95), we obtain
P
[
1√
n
n∑
i=1
Ti ≤ −
√
lnn
]
≤ Q
(√
lnn
)
+
E
[
T 31
]
6
√
2pi
√
n
(
1− lnn
)
e−
lnn
2︸ ︷︷ ︸
=O(ln(n)/n)
+ k2
(
E
[
T 41
]
n(1 +
√
lnn)4
+ n6
(
k0 +
1
2n
)n)
︸ ︷︷ ︸
=o(1/n)
(100)
= Q
(√
lnn
)
+O
(
lnn
n
)
(101)
≤ 1√
2pi
√
n lnn
+O
(
lnn
n
)
(102)
where k2 > 0 in (100) is a constant that does not depend
on T1 and n. Here, in (101) we used (98), that, by Lyapunov’s
inequality, |E[T 31 ] | ≤ E[|T1|3] ≤ (E[T 41 ])3/4 <∞, and that
n6
(
k0 +
1
2n
)n
= o
(
1
n
)
. (103)
Furthermore, (102) follows because
Q(x) ≤ 1√
2pix
e−x
2/2, ∀x > 0. (104)
The bound (102) implies that for the choice of γn in (89), the
inequality (88) holds for sufficiently large n. This concludes
the proof of the achievability part of Theorem 1.
C. Convergence to Capacity
For AWGN channels subject to a short-term power con-
straint, it follows from [16, Sec. IV.B] that the finite-
blocklength rate penalty compared to channel capacity is
approximately proportional to 1/
√
n. In contrast, Theorem 1
in Section II shows that for AWGN channels subject to a
long-term power constraint, this rate penalty is approximately
proportional to
√
n−1 lnn. To understand the implications
of this asymptotic difference in convergence speed, we next
complement our asymptotic characterization of R∗awgn,lt(n, )
with numerical results and an easy-to-evaluate approximation
that is more accurate than (8).
TABLE I
MINIMUM BLOCKLENGTH REQUIRED FOR THE LONG-TERM POWER
CONSTRAINT TO BE BENEFICIAL ON AN AWGN CHANNEL.
 = 0.1  = 10−3
ρ = −10 dB n & 103 n & 2× 106
ρ = 0 dB n & 102 n & 3× 105
ρ = 10 dB n & 30 n & 105
ρ = 20 dB n & 30 n & 9× 104
1) Normal Approximation: We start by developing a nor-
mal approximation for R∗awgn,lt(n, ) along the lines of [16,
Eq. (296)]. We will then show through numerical results that
this approximation is useful to characterize the speed at which
R∗awgn,lt(n, ) converges to C(ρ/(1−)) as n→∞. We define
the normal approximation RNawgn,lt(n, ) of R
∗
awgn,lt(n, ) to
be the solution of3
inf
PΠ∈Ω
E
[
Q
(
√
n
C(Π)−RNawgn,lt(n, ) + (2n)−1 lnn√
V (Π)
)]
= .
(105)
Note that this optimization problem is a special case of (43)
(set γ = RNawgn,lt(n, ) − (2n)−1 lnn). It then follows from
Lemma 2 that the probability distribution that minimizes the
LHS of (105) has two forms depending on n, , and ρ. For
small values of n or , the optimal probability distribution has
only one mass point located at ρ. In this case, the resulting
approximation RNawgn,lt(n, ) coincides with the normal ap-
proximation for the case of short-term power constraint, which
we denote by RNawgn,st(n, ), and is given by [16, Eq. (296)]
RNawgn,st(n, ) , C(ρ)−
√
V (ρ)
n
Q−1() +
lnn
2n
. (106)
This suggests that a long-term power constraint is not bene-
ficial in this scenario. Conversely, the long-term power con-
straint may be beneficial when the PΠ solving (105) has two
mass points, in which case we have
RNawgn,lt(n, ) > R
N
awgn,st(n, ). (107)
Next, we establish a sufficient condition for (107) to hold.
Set γ0 = RNawgn,st(n, ) − (2n)−1 lnn. By Lemma 2, (107)
holds if
n ≥ 2pi(e2γ0 − 1)γ−20 (108)
and if
ρ < ω0 (109)
where ω0 is the solution of (44) with γ replaced by γ0. Since
qn,γ0(·) defined in (40) is convex and strictly decreasing on
[eγ0 − 1,∞), and since
eγ0 − 1 ≤ eC(ρ) − 1 = ρ (110)
the inequality (109) holds if and only if
qn,γ0(ρ)− 1
ρ
> q′n,γ0(ρ). (111)
3The term (2n)−1 lnn in (105) is motivated by the normal approximation
in [16, Eq. (296)] for the short-term power constraint case.
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Fig. 3. Nonasymptotic bounds on R∗awgn,lt(n, ) and normal approximation
for the case ρ = 0 dB, and  = 10−3. Two nonasymptotic bounds for the case
of short-term power constraint and the corresponding normal approximation
are also depicted. Here, lt stands for long-term and st stands for short-term.
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Fig. 4. Nonasymptotic bounds on R∗awgn,lt(n, ) and normal approximation
for the case ρ = 0 dB, and  = 0.1. The normal approximation for the case
of short-term power constraint is also depicted. Here, lt stands for long-term
and st stands for short-term.
A direct computation shows that (111) is equivalent to
n >
(
1 + ρ
ρ
√
2piV (ρ)(1− )e (Q
−1())2
2 +
Q−1()
(1 + ρ)2
√
V (ρ)
)2
.
(112)
In Table I, we list the minimum blocklength required for the
long-term power constraint to be beneficial for different values
of ρ and , according to the normal approximation.
2) Numerical Results: In Fig. 3, we compare4 the nor-
mal approximation (105) against nonasymptotic converse and
achievability bounds for the case ρ = 0 dB and  = 10−3.
The achievability bound is computed by (numerically) maxi-
mizing (78) over n ∈ (0, ) with lnMn given in (82). The
converse bound is computed by using (36). Note that the
4The numerical routines used to obtain these results are available at
https://github.com/yp-mit/spectre
infimum
inf
PΠ∈Ω
P[Sn(Π) ≤ nγ] (113)
on the RHS of (36) can be solved analytically using the same
technique as in the proof of Lemma 2. For comparison, we
also plot the achievability bound (κβ bound [16, Th. 25]) and
converse bound (meta-converse bound [16, Th. 41]) as well
as the normal approximation [16, Eq. (296)] for an AWGN
channel with the same SNR and error probability, but subject
to a short-term power constraint. We observe that for the
parameters considered in this figure, the achievability bounds
for the long-term power constraint and the short-term power
constraint coincide numerically. The same observation holds
also for the normal approximation. This is not surprising,
since (112) implies that a blocklength n > 2.65 × 105 is
required for RNawgn,lt(n, ) to be larger than R
N
awgn,st(n, ).
In Fig. 4, we consider the case ρ = 0 dB and  = 10−1.
In this scenario, having a long-term power constraint yields a
rate gain compared to the case of short-term power constraint
(about 4% when n = 1000). Observe that the blocklength
required to achieve 90% of the -capacity for the long-term
constraint case is approximately 650. For the case of short-
term power constraint, this number is approximately 320.
Hence, for the parameters chosen in Fig. 4, the maximal
channel coding rate converges more slowly to the -capacity
when a long-term power constraint is present. To conclude, we
note that the approximation for the maximal channel coding
rate obtained by omitting the O(1/√n) term in (8) is often
less accurate than (105).
III. THE QUASI-STATIC FADING CHANNEL
We move now to the quasi-static fading channel (1). An
(n,M, )lt code for the quasi-static fading channnel (1) con-
sists of:
1) an encoder f : {1, . . . ,M} × C → Cn that maps the
message J ∈ {1, . . . ,M} and the channel coefficient
H to a codeword x = f(J,H) satisfying the long-term
power constraint
E
[‖f(J,H)‖2] ≤ nρ. (114)
Here, J is equiprobable on {1, . . . ,M} and the average
in (114) is with respect to the joint probability distribu-
tion of J and H .
2) A decoder g: Cn × C → {1, . . . ,M} satisfying the
average error probability constraint
P[g(Y , H) 6= J ] ≤  (115)
where Y is the channel output induced by the transmit-
ted codeword x = f(J,H) according to (1).
The maximal channel coding rate is defined as
R∗qs,lt(n, ) , sup
{
lnM
n
: ∃ (n,M, )lt code
}
. (116)
As discussed in Section I, the -capacity of the quasi-static
fading channel (1) is
lim
n→∞R
∗
qs,lt(n, ) = C
(
ρ/g¯
)
(117)
10
where C(·) is defined in (3) and g¯ in (4). Note that, for the
AWGN case, a long-term power constraint yields a higher
-capacity compared to the short-term case only under the
average probability of error formalism (and not under a
maximal probability of error—see Section II). For the quasi-
static fading case, the situation is different and (117) holds also
if the average error probability constraint (115) is replaced by
the maximal error probability constraint
max
1≤j≤M
P[g(Y , H) 6= J | J = j] ≤  (118)
provided that H is a continuous random variable. Indeed, one
way to achieve (117) under the maximal error probability
formalism (118) is to employ the channel coefficient H as
the common randomness shared by the transmitter and the
receiver. Using this common randomness, we can convert the
average probability of error into a maximal probability of error
by applying a (H-dependent) relabeling of the codewords.
If we replace (114) with the short-term power constraint
‖f(j, h)‖2 ≤ nρ, ∀j ∈ {1, . . . ,M}, ∀h ∈ C (119)
then (117) ceases to be valid and the -capacity is given by
the well-known expression C(ρFinv()) (see, e.g., [20]).
Theorem 4 below characterizes the first two terms in the
asymptotic expansion of R∗qs,lt(n, ) for fixed 0 <  < 1 and
large n.
Theorem 4: Assume that the input of the quasi-static fading
channel (1) is subject to the long-term power constraint ρ. Let
0 <  < 1 be the average probability of error and assume that
1) E[G] <∞, where G , |H|2 is the channel gain;
2) CSI is available at both the transmitter and the receiver;
3) Finv(·) defined in (5) is strictly positive in a neighbor-
hood of , namely, ∃ δ ∈ (0, ) such that Finv(−δ) > 0.
Then
R∗qs,lt(n, ) = C
(
ρ
g¯
)
−
√
V
(
ρ
g¯
)√
lnn
n
+O
(
1√
n
)
(120)
where C(·) and V (·) are defined in (3) and (7), respectively,
and g¯ is given in (4).
Remark 2: The AWGN channel (12), which can be viewed
as a quasi-static channel with H = 1 with probability one,
satisfies all conditions in Theorem 4. Indeed, Conditions 1
and 2 in Theorem 4 are trivially satisfied. Condition 3 is also
satisfied, since for an AWGN channel Finv() = 1 for every
 ∈ (0, 1). Therefore, Theorem 4 implies Theorem 1 (for the
AWGN case, we have that g¯ = 1− ).
Proof: See Sections III-A and III-B below.
Before proving Theorem 4, we motivate the validity of (120)
through a heuristic argument, which also illustrates the simi-
larities and the differences between the AWGN and the quasi-
static fading case. Fix an arbitrary code with rate R that
satisfies the long-term power constraint (114), and let PΠ |G
be the conditional probability distribution induced by the code
on the normalized codeword power Π = ‖X‖2/n given G.
We shall refer to PΠ |G as (stochastic) power controller. Note
that PΠ |G must be chosen so that (see (114))
EPΠ,G [Π] ≤ ρ. (121)
For the quasi-static fading channel (114), the effective power
seen by the decoder is ΠG. Thus, the minimum error proba-
bility (PΠ |G) achievable with the power controller PΠ |G is
roughly (cf. (22))
(PΠ |G) ≈ EPΠ,G
[
Q
(
√
n
C(ΠG)−R√
V (ΠG)
)]
. (122)
As in the AWGN case, we need to minimize the RHS of (122)
over all power controllers PΠ |G satisfying (121). Because of
Lemma 2, it is tempting to conjecture that, for sufficiently
large n, the optimal power controller should be such that
ΠG has two mass points, located at 0 and ω0, respectively,
with ω0 satisfying (24). This two-mass-point distribution can
be achieved by choosing Π(g) to be equal to ω0/g with
probability one if g > gth, and to be 0 with probability
one if g < gth. For the case that the distribution of G has
a mass point at gth, i.e., P[G = gth] > 0, we need to
choose Π(gth) to be a discrete random variable supported
on {0, ω0/gth}. Here, the threshold gth is chosen so as to
guarantee that (121) holds with equality. The resulting power
controller corresponds to truncated channel inversion.5 Indeed,
the fading channel is inverted if the fading gain is above gth.
Otherwise, transmission is silenced. Although this truncated
channel inversion power controller turns out to be optimal up
to second order, in general it does not minimize the RHS
of (122) for any finite n. This implies that some technicalities,
which do not arise in the AWGN case, need to be taken care
of in the proof of Theorem 4.
Using the truncated channel inversion power controller
in (122), and then making use of (24), we obtain (assuming
for simplicity that P[G = gth] = 0)
 ≈ Q
(√
lnn
)
Pr{G ≥ gth}+ Pr{G < gth} (123)
≈ Pr{G < gth} (124)
where the last approximation holds when n is large. Using (5),
we conclude that the minimum error probability must satisfy
gth ≈ Finv(). (125)
Furthermore, combining (125) with (121), we conclude that
ω0 ≈ ρ/g¯ (126)
where g¯ was defined in (4). Finally, the desired result follows
from (24) and (126) as follows
R∗qs,lt(n, ) ≈ C(ω0)−
√
V (ω0)
n
√
lnn (127)
≈ C
(
ρ
g¯
)
−
√
V
(
ρ
g¯
)√
lnn
n
. (128)
We next provide a rigorous justification for these heuristic
steps.
5For given R and ρ, the truncated channel inversion scheme depends on the
fading statistics only through the threshold gth. For unknown fading statistics,
the threshold can be estimated through the fading samples (see [13] for a
detailed discussion).
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A. Proof of the Converse Part
The proof follows closely that of the converse part of
Theorem 1. We shall avoid repeating the parts that are in
common with the AWGN case, and focus instead on the novel
parts. For the channel (1) with CSI at both the transmitter and
the receiver, the input is the pair (X, H) and the output is the
pair (Y , H). Consider an arbitrary (n,M, )lt code. To upper-
bound R∗qs,lt(n, ), we use the meta-converse theorem [16,
Th. 26]. As auxiliary channel QY |XH , we take a channel
that passes H unchanged and generates Y according to the
following distribution
QY |X=x,H=h = CN
(
0,
(
1 +
‖x‖2|h|2
n
)
In
)
. (129)
Then, [16, Th. 26]
β1−(PXY H , PHPX |HQY |XH) ≤ 1− ′ (130)
where ′ is the average probability of error incurred by
using the selected (n,M, )lt code over the auxiliary chan-
nel QY |XH , and PX |H denotes the conditional probability
distribution on X induced by the encoder.
As in Section II-A, we next lower-bound the LHS of (130)
using [16, Eq. (102)] as follows: for every γ > 0
β1−(PXY H , PHPX |HQY |XH)
≥ e−nγ∣∣P[Sn(ΠG) ≤ nγ]− ∣∣+ (131)
where Sn(·) was defined in (30), Π , ‖X‖2/n, and G ,
|H|2. The RHS of (130) can be lower-bounded as follows
(see Appendix III)
1− ′ ≤ 1
M
(
1 +
√
n
2pi
E
[∣∣ lnG− ln η0∣∣+]) (132)
where η0 is the solution of
E
[∣∣∣ 1
η0
− 1
G
∣∣∣+] = Mρ. (133)
Let
%n(M) ,
1
n
ln
(
1 +
√
n
2pi
E
[∣∣ lnG− ln η0∣∣+]) (134)
where the dependence on M is through η0. Substituting (131)
and (132) into (130), taking the logarithm of both sides
of (130), and using (134), we obtain
lnM ≤ nγ − ln∣∣P[Sn(ΠG) ≤ nγ]− ∣∣+ + n%n(M). (135)
Note that the RHS of (135) depends on the chosen (n,M, )lt
code only through the conditional probability distribution
PΠ |G that the encoder induces on Π = ‖X‖2/n. Maximizing
the RHS of (135) over all PΠ |G satisfying (121), we con-
clude that every (n,M, )lt code for the quasi-static fading
channel (1) must satisfy
lnM ≤ nγ − ln
∣∣∣ inf
PΠ |G
P[Sn(ΠG) ≤ nγ]− 
∣∣∣+ + n%n(M).
(136)
We next characterize the asymptotic behavior of the RHS
of (136) for large n. We start by analyzing %n(M). Choose
an arbitrary g0 > 0 such that P[G > g0] > 0. If η0 ≥ g0, we
have
%n(M) ≤ 1
n
ln
(
1 +
√
n
2pi
E
[∣∣ lnG− ln g0∣∣+]) (137)
≤ 1
n
ln
(
1 +
√
n
2pi
E[G]
g0
)
(138)
= O
(
lnn
n
)
. (139)
Here, in (138) we used that lnx < x for every x ∈ R+,
in (139) we used that E[G] <∞. If η0 < g0, we have
E
[∣∣∣ 1
η0
− 1
G
∣∣∣+] ≥ E[( 1
η0
− 1
G
)
· 1{G > g0}
]
(140)
≥ P[G > g0]
η0
− P[G > g0]
g0
. (141)
Combining (133) with (141), we obtain
η0 ≥
(
Mρ
P[G > g0]
+
1
g0
)−1
. (142)
Since lnM ≤ nC(ρ/g¯) + o(n) (see (117)), we have
ln η0 ≥ −nC(ρ/g¯) + o(n). (143)
Substituting (143) into (134),
%n(M) ≤ 1
n
ln
(
1 +
√
n
2pi
E[logG · 1{G > η0}]
+
√
n
2pi
(
nC(ρ/g¯) + o(n)
)
P[G > η0]
)
(144)
≤ 1
n
ln
(√ n
2pi
E[G] +O(n)
)
(145)
= O
(
lnn
n
)
. (146)
Here, in (145) we used again that lnx < x for every
x ∈ R+; (146) follows because E[G] <∞. Combining (139)
and (146), we conclude that
%n(M) ≤ O
(
lnn
n
)
. (147)
Substituting (147) into (136) and dividing each side of (136)
by n, we obtain
R∗qs,lt(n, ) ≤ γ −
1
n
ln
∣∣∣ inf
PΠ |G
P[Sn(ΠG) ≤ nγ]− 
∣∣∣+
+O
(
lnn
n
)
. (148)
Next, we evaluate the second term on the RHS of (148).
Applying the Berry-Esseen theorem and following similar
steps as the ones reported in (39)–(42), we obtain that
P[Sn(ΠG) ≤ nγ] ≥ E[qn,γ(ΠG)]− 6 · 3
3/2
√
n
(149)
where the function qn,γ(·) was defined in (40). The infimum
of E[qn,γ(ΠG)] over PΠ |G can be computed exactly via
the convex envelope qˆ(·) of qn,γ(·) (see Section III-C1). In
particular, if the distribution of G is discrete and takes finitely
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many (say m) values, then the minimizer P ∗Π |G is such that
ΠG takes at most m+1 different values, and the RHS of (148)
can be analyzed using a similar approach as in the AWGN
case. However, the analysis becomes more involved when G
is nondiscrete. To circumvent this difficulty, we next derive a
lower bound on E[qn,γ(ΠG)], which is easier to analyze and
is sufficient to establish (120). Furthermore, as we shall see
shortly, the resulting lower bound is minimized by truncated
channel inversion.
Let γ belong to the interval (C(ρ/g¯) − δ, C(ρ/g¯) + δ)
for some 0 < δ < C(ρ/g¯) (recall that (148) holds for every
γ > 0). Furthermore, let
n1 ,
2pi
(
e2(C(ρ/g¯)+δ) − 1)
(C(ρ/g¯)− δ)2 (150)
≥ 2pi(e2γ − 1)γ−2. (151)
Using Lemma 2, we obtain that for all n > n1 there exists a
unique ω0 ∈ [eγ − 1,∞) satisfying (44) and (45). Let
k(n, γ) , −q′n,γ(ω0). (152)
Using (45) and that qn,γ(x) ≥ 0, ∀x ≥ 0, we conclude that
qn,γ(x) ≥
∣∣1− k(n, γ)x∣∣+, ∀x ≥ 0. (153)
Note that the lower bound
∣∣1 − k(n, γ)x∣∣+ differs from the
convex envelope qˆ(x) of qn,γ(x) by at most 1/
√
n. Indeed, as
it can be seen from Fig. 2, for every x ≥ 0,∣∣qˆ(x)− |1− k(n, γ)x|+∣∣ ≤ qn,γ(ω0) ≈ Q(√lnn) ≈ 1/√n.
(154)
This suggests that if qn,γ(x) is replaced with the lower bound∣∣1 − k(n, γ)x∣∣+, then the RHS of (149) is changed only
by 1/
√
n, which is immaterial for the purpose of establish-
ing (120).
We proceed to consider the following optimization problem
inf
PΠ |G
EPΠ,G
[∣∣1− k(n, γ)ΠG∣∣+] (155)
where the infimum is over all conditional probability distribu-
tions PΠ |G satisfying (121). The solution of (155) is given in
the following lemma.
Lemma 5: Let
gth , inf
{
t > 0 : E
[
1
k(n, γ)G
1{G ≥ t}
]
≤ ρ
}
(156)
and6
p∗(g) ,

1, if g > gth
gth
(
ρk − E[G−11{G > gth}] )
P[G = gth]
, if g = gth
0, if g < gth.
(157)
Then, the conditional probability distribution P ∗Π |G that min-
imizes (155) satisfies
P ∗Π |G
( 1
k(n, γ)g
∣∣∣g) = p∗(g) and P ∗Π |G(0 | g) = 1− p∗(g).
(158)
6If P[G = gth] = 0 then p∗(gth) can be defined arbitrarily.
Proof: See Appendix IV.
Note that the minimizer (158) is precisely truncated channel
inversion. By Lemma 5, we have
inf
PΠ |G
EPΠ,G
[∣∣1− k(n, γ)ΠG∣∣+]
= P[G < gth] + (1− p∗(gth))P[G = gth]. (159)
Substituting (159), (153), and (149) into (148), we obtain
R∗qs,lt(n, )
≤ γ − 1
n
ln
(
P[G < gth] + (1− p∗(gth))P[G = gth]
− 6 · 3
3/2
√
n
− 
)
+O
(
lnn
n
)
. (160)
We next choose γ to be the solution of
P[G < gth] + (1− p∗(gth))P[G = gth]− 6 · 3
3/2
√
n
−  = 1√
n
(161)
where the gth on the LHS of (161) depends on γ through
k(n, γ). Assume for a moment that the following relation holds
ρk(n, γ) = g¯ +O(1/
√
n), n→∞. (162)
Combining (162) with (152) and (44), we obtain
g¯ − ρ
ω0
(1− qn,γ(ω0)) = O
(
1√
n
)
. (163)
Solving (44) and (163) for ω0 and γ by proceeding as in the
converse proof for the AWGN case (see Appendix II), we
conclude that
γ = C
(
ρ
g¯
)
−
√
V
(
ρ
g¯
)√
lnn
n
+O
(
1√
n
)
. (164)
Observe now that γ in (164) belongs indeed to the interval
(C(ρ/g¯) − δ, C(ρ/g¯) + δ) for sufficiently large n. The
converse part of Theorem 4 follows by substituting (164)
and (161) into (160).
To conclude the proof, it remains to prove (162). By (161)
and (5), we have that
Finv() ≤ gth ≤ Finv(+ c1/
√
n) (165)
where c1 , 1+6·33/2. If the LHS of (165) holds with equality,
i.e., if Finv() = gth, then we have
ρ · k(n, γ) = E
[
1
G
1{G > gth}
]
+
p∗(gth)P[G = gth]
gth
(166)
= E
[
1
G
1{G > Finv()}
]
+
P[G < Finv()]
Finv()
+
P[G = Finv()]− − c1/
√
n
Finv()
(167)
= g¯ − c1
Finv()
√
n
. (168)
Here, (166) follows from (157); (167) follows from (161);
and (168) follows from (4).
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If the RHS of (165) holds with strict inequality, i.e.,
Finv() < gth, then we have
ρ · k(n, γ)
= E
[
1
G
1{G > gth}
]
+
p∗(gth)P[G = gth]
gth
(169)
= E
[
1
G
1{G > Finv()}
]
+
P[G ≤ Finv()]− 
Finv()︸ ︷︷ ︸
=g¯
+
p∗(gth)P[G = gth]
gth
− P[G ≤ Finv()]− 
Finv()︸ ︷︷ ︸
,δ1,n
− E
[
1
G
1{G ∈ (Finv(), gth]}
]
︸ ︷︷ ︸
,δ2,n
. (170)
The terms δ1,n and δ2,n defined on the RHS of (170) can be
evaluated as follows
0 ≥ δ1,n − δ2,n (171)
≥ p
∗(gth)P[G = gth]
gth
− E
[
1
G
1{G ∈ (Finv(), gth)}
]
− P[G = gth]
gth
− P[G ≤ Finv()]− 
Finv()
(172)
= −
(
− P[G < gth] + c1/
√
n
gth
)
− P[G < gth]− 
Finv()
(173)
≥ − c1
Finv()
√
n
. (174)
Here, (173) follows from (161), and (174) follows be-
cause, by (159) and (165),  ≤ P[G < gth] ≤  +
c1/
√
n. Since Finv() ≥ Finv( − δ) > 0 by assump-
tion, (168), (170), (174) imply (162).
B. Proof of the Achievability Part
We build upon the proof of the achievability part of The-
orem 1 in Section II-B. In the quasi-static case, the effective
power seen by the decoder is ΠG, where Π = ‖f(J,H)‖2/n
denotes the normalized power of the codeword f(J,H). The
encoder uses the randomness in G to shape the effective
power distribution—i.e., the probability distribution of ΠG—
to a two-mass-point probability distribution with mass points
located at 0 and ρ/g¯ +O(1/
√
n lnn), respectively.
Let
n ,
2√
n lnn
and ′n ,
− n
1− n . (175)
For sufficiently large n, we have n <  and, hence, ′n > 0.
Let
g¯n , E
[
1
G
1
{
G > Finv(
′
n)
}]
+
P[G ≤ Finv(′n)]− ′n
Finv(′n)
(176)
and let
ρn , ρ/g¯n. (177)
We define a randomized truncated channel inversion power-
allocation function Π∗(g) for each g ∈ R+ such that the condi-
tional distribution of Π∗ given G coincides with the one given
in (158) with k(n, γ) and gth replaced by 1/ρn and Finv(′n),
respectively. Let Mn denote the maximal number of length-n
codewords that can be decoded with maximal probability of
error not exceeding n over the AWGN channel (12) subject
to the short-term power constraint ρn. Let the corresponding
code be (n,Mn, n)st and its codewords be {c1, . . . , cMn}.
Consider now a code whose encoder f has the following
structure
f(j, h) =
√
Π∗(|h|2)
ρn
cj , j ∈ {1, . . . ,Mn}, h ∈ C. (178)
This encoder can be made deterministic by assigning power
ρn/Finv(
′
n) to the first Mnp
∗(Finv(′n)) codewords, where
p∗(·) is given in (157), and allocating zero power to the
remaining codewords. The resulting code satisfies the long-
term power constraint. Indeed,
1
Mn
EH
Mn∑
j=1
‖f(j,H)‖2

=
1
Mn
EPGP∗Π |G [Π]
Mn∑
j=1
‖cj‖2 (179)
≤ ρ. (180)
Here, (179) follows from (178), (180) follows
from (157), (176), and (177). The maximal probability
of error of the code is upper-bounded by
1 · ′n + n(1− ′n) = . (181)
Indeed, channel inversion is performed with probability
P[G > Finv(′n)] +
P[G ≤ Finv(′n)]− ′n
P[G = Finv(′n)]
· P[G = Finv(′n)]
= 1− ′n. (182)
Channel inversion transforms the quasi-static fading channel
into an AWGN channel. Hence, the conditional error probabil-
ity given that channel inversion is performed is upper-bounded
by n. When channel inversion is not performed, transmission
is silenced and an error occurs with probability 1. This shows
that the code that we have just constructed is an (n,Mn, )lt
code, which implies that
R∗qs,lt(n, ) ≥
lnMn(n, n)
n
. (183)
From Section II-B, we know that
lnMn
n
≥ C(ρn)−
√
V (ρn)
√
lnn
n
+O
(
1√
n lnn
)
. (184)
We next show that
ρn =
ρ
g¯
+O
(
1√
n lnn
)
. (185)
The achievability part of Theorem 4 follows then by substi-
tuting (185) into (184) and by a Taylor series expansion of
C(·) and V (·) around ρ/g¯. To prove (185), we proceed as
in (165)–(174), and obtain that
|g¯n − g¯| ≤ − 
′
n
Finv(′n)
. (186)
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Since −′n = O(1/
√
n lnn), and since Finv(·) is nondecreas-
ing and positive at  − δ for some δ > 0, we conclude that
the RHS of (186) is O(1/√n lnn). This together with (177)
establishes (185).
C. Convergence to Capacity
Motivated by the asymptotic expansion (120), we define the
normal approximation RNqs,lt(n, ) of R
∗
qs,lt(n, ) as follows
RNqs,lt(n, ) = C
(
ρ
g¯
)
−
√
V
(
ρ
g¯
)√
lnn
n
. (187)
As for the AWGN case, we now compare the approxima-
tion (187) against nonasymptotic bounds.
1) Nonasymptotic Bounds: An achievability bound can be
obtained by numerically maximizing (183) over all n ∈ (0, )
with lnMn(n, n) given in (82). To obtain a nonasymptotic
converse bound, we compute numerically the largest M that
satisfies (136), i.e.,
R∗qs,lt(n, ) ≤ max
{
1
n
lnM : M satisfies (136)
}
. (188)
To this end, we need to solve the optimization problem
infPΠ |G EPΠ,G [P[Sn(ΠG) ≤ nγ]] on the RHS of (136). Next,
we briefly explain how this is done. Let
fn,γ(x) , P[Sn(x) ≤ nγ], x ∈ R+. (189)
For γ values sufficiently close to C(ρ/g¯) and for sufficiently
large n, the function fn,γ(x) has a similar shape as qn,γ(x)
(see Fig. 2). More precisely, fn,γ(0) = 1, fn,γ(·) is mono-
tonically decreasing, and there exists an x0 > 0 such that
fn,γ(x) is concave on (0, x0) and is convex on (x0,∞). Let
fˆ(x) be the convex envelope of fn,γ(x) over R+. It follows
that fˆ(x) coincides with the straight line connecting (0, 1)
and (x1, fn,γ(x1)) for x ∈ [0, x1], and equals fn,γ(x) for
x ∈ (x1,∞) for some x1 > 0. By Lemma 2, if G is a
continuous random variable, then
inf
PΠ |G
EPΠ,G [fn,γ(ΠG)] = inf
pi:E[pi(G)]≤ρ
EG
[
fˆ(pi(G)G)
]
(190)
where the infimum on the RHS of (190) is over all functions
pi : R+ → R+ satisfying E[pi(G)] ≤ ρ. Since fˆ is convex by
construction, the minimization problem on the RHS of (190)
can be solved using standard convex optimization tools [24,
Sec. 5.5.3]. In particular, if G is a continuous random variable,
then the solution pi∗(·) of (190) satisfies
pi∗(g) = (fˆ ′)−1(µ/g)1{g ≥ g˜th} (191)
where (fˆ ′)−1 denotes the inverse of the derivative of the
function fˆ(·), and g˜th > 0 and µ < 0 are the solution of
pi∗(g˜th)g˜th = x1 (192)
and ∫ ∞
g˜th
(fˆ ′)−1(µ/g) fG(g)dg = ρ. (193)
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Fig. 5. Nonasymptotic bounds on R∗qs,lt(n, ) and normal approximation
for a quasi-static Rayleigh-fading channel with ρ = 2.5 dB, and  = 0.1.
The normal approximation for the case of short-term power constraint is also
depicted. Here, lt stands for long-term and st stands for short-term.
2) Numerical Results: In Fig. 5, we compare the normal
approximation (187) against the converse and achievability
bounds for a quasi-static Rayleigh fading channel with ρ =
2.5 dB and  = 0.1. For comparison, we also show the normal
approximation for the same channel with inputs subject to a
short-term power constraint (see [20, Eq. (59)]). As we can see
from Fig. 5, the gap between the normal approximation (187)
and the achievability and converse bounds is less than 0.04
bit/(ch. use) for blocklengths larger than 500. We also observe
that having a long-term power constraint in this scenario yields
a significant rate gain7 compared to the case of short-term
power constraint already at short blocklengths.
IV. CONCLUSION
In this paper, we studied the maximal channel coding
rate for a given blocklength and error probability, when the
codewords are subject to a long-term power constraint. We
showed that the second-order term in the large-n expansion of
the maximal channel coding rate is proportional to
√
n−1 lnn
for both AWGN channels and quasi-static fading channels
with perfect CSI at the transmitter and the receiver. This is
in contrast to the case of short-term power constraint, where
the second-order term is O(1/√n) for AWGN channels and
O(n−1 lnn) for quasi-static fading channels. We developed
simple approximations for the maximal channel coding rate
of both channels. We also discussed the accuracy of these
approximations by comparing them to non-asymptotic achiev-
ability and converse bounds.
For AWGN channels, our results imply that a long-term
power constraint is beneficial only when the blocklength or the
error probability is large. For example, for an AWGN channel
with SNR of 0 dB and block error probability equal to 10−3,
a blocklength of 265 000 is needed in order to benefit from a
long-term power constraint.
7Note that the assumption of perfect CSIT is crucial to exploit the benefit
of a long-term power constraint.
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For quasi-static fading channels, we showed that truncated
channel inversion is both first- and second-order optimal.
This result is particularly appealing for practical wireless
communication systems, since it is a common practice in such
systems to maintain a certain target rate through power control.
Finally, numerical evidence shows that the rate gain resulting
from CSIT and long-term power constraint occurs already at
short blocklengths.
There are several possible generalizations of the results in
this paper.
• One generalization is to consider the maximal achievable
rate of codes under both short-term and long-term power
constraints. In [13, Prop. 5], it is shown that to achieve
the -capacity, one of the power constraints is always
redundant. Using the approach developed in this paper,
it is not difficult to show that this is also true if one
wants to achieve the second-order term in the expansion
of R∗(n, ).
• Another direction is to consider a total energy constraint
on K successive packets for some finite K. This con-
straint lies in between the short-term and the long-term
ones (the short-term and the long-term power constraints
correspond to K = 1 and K = ∞, respectively).
Assuming that the channel gain is known causally at
the transmitter, the power-control policy that maximizes
the outage capacity is obtained through dynamic pro-
gramming, and no closed-form solutions are available
in general [25], [26].8 Determining the optimal power-
control strategy under such a power constraint in the
finite-blocklength regime is an open problem.
• In this paper, we assume that perfect CSI is available
at the transmitter. A more realistic assumption is that the
transmitter is provided with a noisy (or quantized) version
of the fading coefficient. The impact of nonperfect CSIT
on the outage probability of quasi-static fading channels
are studied in [27], [28]. In both papers, it is shown that
nonperfect CSIT still yields substantial gains over the
no-CSIT case. Whether this remains true in the finite-
blocklength regime requires further investigations.
APPENDIX I
PROOF OF (32)
According to (28), the output of the channel QY |X depends
on the input X only through Π = ‖X‖2/n. Let V , ‖Y ‖2/n.
Then, V is a sufficient statistic for the detection of X from Y .
Therefore, to establish (32), it suffices to lower-bound the
average probability of error ′ over the channel QV |Π defined
by
V =
1 + Π
n
n∑
i=1
|Zi|2 (194)
where {Zi}, i = 1, . . . , n, are i.i.d. CN (0, 1)-distributed. By
taking the logarithm of both sides of (194), the multiplicative
8If the K channel gains are known noncausally at the transmitter, then
the scheme that maximizes the outage probability is a variation of water-
filling [13].
noise in (194) can be converted into an additive noise. This
results in the following input-output relation
U , lnV = ln(1 + Π) + ln
n∑
i=1
|Zi|2 − lnn. (195)
Given Π = pi, the random variable U is Log-Gamma dis-
tributed, i.e., its pdf is [29, Eq. (2)]
qU |Π(u |pi) = n
nenu−n·e
u/(1+pi)
(1 + pi)n(n− 1)! . (196)
For later use, we note that qU |Π(u |pi) can be upper-bounded
as
qU |Π(u |pi) ≤ n
ne−n
(n− 1)! ≤
√
n
2pi
, ∀u ≥ 0 (197)
where the first inequality follows because qU |Π(u |pi) is a
unimodal function with maximum at u = ln(1 + pi), and the
second inequality follows from Stirling’s formula [30, Eq. (1)].
Note that the upper bound in (197) is uniform in both u and w.
Consider now the code for the channel QU |Π induced by the
(n,M, )lt code chosen at the beginning of Section II-A. By
definition, the codewords {c1, . . . , cM} ⊂ R+ of the induced
code (which are scalars) satisfy
1
M
M∑
j=1
cj ≤ ρ. (198)
Without loss of generality, we assume that the codewords are
labeled so that
0 ≤ c1 ≤ · · · ≤ cM . (199)
Let {Dj}, j = 1, . . . ,M , be the disjoint decoding sets,
determined by the maximum likelihood (ML) criterion, cor-
responding to each of the M codewords {cj}. For simplicity,
we assume that all codewords are distinct. If two or more
codewords coincide, we assign the decoding set to only one
of the coinciding codewords and choose the decoding set of
the other codewords to be the empty set.
Next, we show that the interval (−∞, ln(1+c1)) is included
in the decoding set D1, and that the interval (ln(1 + cM ),∞)
is included in DM . Indeed, consider an arbitrary codeword cj ,
j 6= 1. The conditional pdf qU |Π(u | cj) can be obtained from
qU |Π(u | c1) by a translation (see (195) and Fig. 6)
qU |Π(u | cj) = qU |Π
(
u+ ln(1 + c1)− ln(1 + cj) | c1
)
. (200)
Since qU |Π(u | c1) is strictly increasing on (−∞, ln(1 + c1)),
we have
qU |Π
(
u+ ln(1 + c1)− ln(1 + cj) | c1
)
< qU |Π(u | c1) (201)
for all u < ln(1 + c1), which implies that qU |Π(u | cj) <
qU |Π(u | c1) on (−∞, ln(1 + c1)). Therefore,
(−∞, ln(1 + c1)) ⊂ D1. (202)
The relation
(ln(1 + cM ),∞) ⊂ DM (203)
can be proved in a similar way.
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Fig. 6. A geometric illustration of the probability of successful decoding
under the ML criterion. The average probability of success is equal to the
area of the shaded regions (both grey and blue) divided by the number of
codewords M . Note that the area of the shaded regions is upper-bounded by
the sum of the area of the dashed rectangle and the area of the blue-shaded
regions S1 and SM .
The average probability of successful decoding 1−′ is then
upper-bounded as (see Fig. 6 for a geometric illustration)
1− ′ ≤ 1
M
M∑
j=1
∫
Dj
qU |Π(u | cj)du (204)
=
1
M
(∫ ln(1+c1)
−∞
qU |Π(u | c1)du
+
M∑
j=1
∫
Dj
⋂
[ln(1+c1),ln(1+cM )]
qU |Π(u | cj)du
+
∫ ∞
ln(1+cM )
qU |Π(u | cM )du
)
(205)
≤ 1
M
(
1 +
∫ ln(1+cM )
ln(1+c1)
√
n
2pi
du
)
(206)
≤ 1
M
(
1 +
∫ ln(1+Mρ)
0
√
n
2pi
du
)
(207)
=
1
M
(
1 +
√
n
2pi
ln(1 +Mρ)
)
. (208)
Here, (204) follows because ML decoding minimizes the
average probability of error for a given code; (205) follows
from (202) and (203); (206) follows from (197) and because∫ ln(1+c1)
−∞
qU |Π(u | c1)du+
∫ ∞
ln(1+cM )
qU |Π(u | cM )du = 1;
(209)
and (207) follows because 0 ≤ c1 < cM ≤ Mρ. This
concludes the proof of (32).
APPENDIX II
PROOF OF (68)
To prove (68), we evaluate (44) and (67) for large n. Let
y0 ,
√
n
C(ω0)− γ√
V (ω0)
. (210)
Since ω0 ≥ eγ − 1 (see Lemma 2), we have y0 ≥ 0, which
implies that
1
2
≤ Q(−y0) = 1− qn,γ(ω0) ≤ 1. (211)
Solving (67) for ω0, we obtain
ω0 =
ρQ(−y0)
1− − (6 · 33/2 + 1)/√n (212)
=
ρQ(−y0)
1−  +O
(
1√
n
)
. (213)
Next, we solve (44) for y0. The first derivative of qn,γ(ω0) is
given by
q′n,γ(ω0) = −
√
n√
2pi
e−y
2
0/2ϕ(ω0, γ) (214)
where
ϕ(ω0, γ) ,
V (ω0)(1 + ω0)
2 − (C(ω0)− γ)√
V 3(ω0)(1 + ω0)3
. (215)
Substituting (214) into (44), we obtain
√
ne−y
2
0/2 =
√
2piQ(−y0)
ω0 ϕ(ω0, γ)
. (216)
Assume for a moment that
k1 + o(1) ≤ ϕ(ω0, γ) ≤ k2 + o(1) (217)
for some finite constants 0 < k1 < k2 < ∞. Then,
using (211), (213), and (217) in (216), and then taking the
logarithm of both sides of (216), we obtain the sought-after
y0 =
√
lnn+O(1) =
√
lnn+ o(1). (218)
To conclude the proof of (68), it remains to demon-
strate (217). We establish the upper bound in (217) through
the following steps:
ϕ(ω0, γ)
≤ 1√
V (ω0)(1 + ω0)
(219)
≤ 1
1 + ω0
(
1− 1(
1 + ρ/(2− 2) +O(1/√n))2
)−1/2
(220)
≤
(
1− 1(
1 + ρ/(2− 2))2
)−1/2
+O
(
1√
n
)
. (221)
Here, (219) follows because ω0 ≥ eγ − 1; (220) follows
from (7), (213), and the lower bound in (211).
Next, we establish the lower bound in (217). Substituting
both the lower bound in (211) and (220) into (216), we obtain
√
ne−y
2
0/2
≥
√
2pi
2
1 + ω0
ω0
(
1− 1(
1 + ρ/(2− 2))2
)1/2
+O
(
1√
n
)
(222)
≥
√
2pi
2
(
1− 1(
1 + ρ/(2− 2))2
)1/2
︸ ︷︷ ︸
,k3
+O
(
1√
n
)
. (223)
Since k3 > 0, it follows from (223) that
y0 ≤
√
lnn− 2 ln k3 +O(1/
√
n) (224)
=
√
lnn+ o(1). (225)
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Using (225) in (210), we obtain
C(ω0)− γ ≤
√
lnn
√
V (ω0)√
n
+ o
(
1√
n
)
. (226)
Finally, utilizing (226), we establish the desired lower bound
on ϕ(ω0, γ) as follows:
ϕ(ω0, γ) ≥ 1√
V (ω0)(1 + ω0)
− 1
V (ω0)(1 + ω0)3
√
lnn
n
+ o
(
1/
√
n
)
(227)
≥ 1
1 + ρ/(1− ) +O(1/√n) + o(1) (228)
=
1
1 + ρ/(1− ) + o(1). (229)
Here, in (228) we used (213), the upper bound in (211), and
that V (ω0) ≤ 1 for all ω0 ≥ 0.
APPENDIX III
PROOF OF (132)
As in the proof of (32), it suffices to analyze the average
probability of error ′ over the channel QV |ΠG with input-
output relation (recall that G = |H|2, Π = ‖X‖2/n, and
V = ‖Y ‖2/n)
V =
1 + ΠG
n
n∑
i=1
|Zi|2. (230)
Here, {Zi}, i = 1, . . . , n, are i.i.d. CN (0, 1)-distributed.
Let PΠ |G be the conditional distribution of Π given G
induced by the (n,M, )lt code introduced at the begin-
ning of Section III-A. By assumption, PΠ |G satisfies (121).
Furthermore, let ¯(g) be the conditional average probability
of error over the channel QV |ΠG given G = g, and let
p¯i(g) , E[Π |G = g]. It follows from (32) that
1− ¯(g) ≤ 1
M
(
1 +
√
n
2pi
ln(1 +Mp¯i(g)g)
)
. (231)
Hence,
1− ′ = 1− E[¯(G)] (232)
≤ 1
M
(
1 +
√
n
2pi
E
[
ln
(
1 +Mp¯i(G)G
)] )
. (233)
The proof is concluded by noting that [10, Eq. (7)]
sup
p¯i:E[p¯i(G)]≤ρ
E
[
ln
(
1 +Mp¯i(G)G
)]
= E
[∣∣ lnG− ln η0∣∣+] (234)
where η0 is defined in (133).
APPENDIX IV
PROOF OF LEMMA 5
To keep the mathematical expressions in this appendix
compact, we shall indicate k(n, γ) simply as k throughout
this appendix. Let PG denote the probability distribution of
the channel gain G. We start by observing that the conditional
probability distribution P ∗Π |G specified in Lemma 5 satisfies
the constraint (121) with equality, i.e.,
EPGP∗Π |G [Π] = ρ. (235)
Furthermore, it results in
EPGP∗Π |G
[
[1− kΠG]+]
= P[G < gth] + (1− p∗(gth))P[G = gth] , ∗. (236)
Consider now an arbitrary PΠ |G. Let
ˆ(g) , EPΠ |G=g
[
[1− kΠg]+] (237)
=
∫
[0,1/(kg))
(1− kpig) dPΠ |G(pi | g). (238)
To prove Lemma 5, it suffices to show that if E[ˆ(G)] is
smaller than ∗, then PΠ |G must violate (121). Indeed, assume
that E[ˆ(g)] < ∗. Then∫ ∞
0
∫ ∞
0
pidPΠ |G(pi | g)dPG(g)− ρ
≥
∫ ∞
0
(∫
[0,1/(kg))
pidPΠ |G(pi | g)
+
∫ ∞
1/(kg)
1
kg
dPΠ |G(pi | g)
)
dPG(g)− ρ (239)
=
∫ ∞
0
1− ˆ(g)
kg
dPG(g)− ρ (240)
=
∫ ∞
0
1− ˆ(g)
kg
dPG(g)−
∫
(gth,∞)
1
kg
dPG(g)
− p
∗(gth)PG[G = gth]
kgth
(241)
=
∫
[0,gth)
1− ˆ(g)
kg
dPG(g)−
∫
(gth,∞)
ˆ(g)
kg
dPG(g)
+
P[G = gth]
kgth
(
1− p∗(gth)− ˆ(gth)
)
(242)
≥
∫
[0,gth)
1− ˆ(g)
kgth
dPG(g)−
∫
(gth,∞)
ˆ(g)
kgth
dPG(g)
+
P[G = gth]
kgth
(
1− p∗(gth)− ˆ(gth)
)
(243)
=
1
kgth
(
P[G < gth] + (1− p∗(gth))P[G = gth]︸ ︷︷ ︸
=∗
−E[ˆ(G)]
)
(244)
> 0. (245)
Here, (240) follows from (238), and (241) follows from (235)
and (158). This concludes the proof.
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