This investigation treats the problem of estimating the common mean~of two populations using a fixed number n of observations. If the population variances were known, the most efficient procedure would be to take all n observations from that population with the smaller variance. When prior information about the variances is lacking or is too vague to be quantified, it is natural to consider the procedure which consists of taking a preliminary sample of size m from each population, computing estimates of the variances, and then taking the remaining n-2m observations from that population With the apparently smaller variance. Since, if m is chosen too large or too small, the advantage of the two-stage sampling scheme over the procedure of taking n/2 observations from each population will be lost, the important question is to determine for some good estimator an optimum choice of m as a function of n, not dependent on the unknown variances.
As an example, we may suppose that we have available two devices for measuring a physical constant, that each measurement is expensive or time consuming so that their total number is limited, and that we wish to estimate the constant as accurately as possible.
For related work on two-stage experiments with a fixed total sample size, reference should be made to Ghurye and Robbins £:2] where it is shown that the ratio of the variance of a certain two-stage estimator for the difference of two means to the minimum variance tends to unity as the sample size increases, and to Putter 1:3] · .
v where an analogous result, among others, is obtained for a double sampling rule for estimating the mean of a stratified population.
In Chapter I the problem will be formulated explicitly; the ratio of the variance of an estimator to the minimum variance will be called the risk function of the es~imator. In Chapters II, III where the two populations are assumed normal, necessary and sufficient conditions for the risk to converge to unity will be obtained, and the asymptotic min~value of m will be derived; these results will be seen to be, in a certain sense, estimator-free.
In this chapter, the problem will be formulated in an explicit and convenient manner. 
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, which is the minimum variance attainable by any sampling scheme when 9 is known a priori, and define (1), Returning to the two-stage ex.periment, we will say, for a.ny 
It is easy to show that Rln(Q,m) =Rln(l/Q,m) by using the fact that Fm_l Returning to the expression for the risk, we find that .... Combining the results of the dissection, we have 
Dn(Q,m) < l12/n, for all Q and 6 < m < n/2.
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Therefore" the solution for the proposed estimator~3 is specified by Theorem 4.
The last result implies that the m.m. risk for 1J. risk than that of~, the theorem remains valid.
