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Abstract
A large body of recent Bayesian work has focused on the question of how to find sparse sig-
nals. Much less work, however, has been done on the natural follow-up question: how to make
valid inferences for the magnitude of those signals once they’ve been found. Ordinary Bayesian
credible intervals are not necessarily appropriate for this task: in many circumstances, they suffer
from selection bias, owing to the fact that the target of inference is chosen adaptively. There are
many purely frequentist proposals for addressing this problem. But these typically require sacri-
ficing the benefits of shrinkage or “borrowing strength” inherent to Bayesian modeling, resulting
in confidence intervals that are needlessly wide. On the flip side, there are also Bayesian propos-
als for addressing this problem, most notably that of Yekutieli (2012), who constructs selection-
adjusted posterior distributions. The resulting credible intervals, however, have poor frequentist
performance: for nearly all values of the underlying parameter, they fail to exhibit the correct
nominal coverage. Thus there is an unmet need for approaches to inference that correctly ad-
just for selection, and incorporate the benefits of shrinkage while maintaining exact frequentist
coverage.
We address this gap by proposing a nonparametric empirical-Bayes approach for construct-
ing optimal selection-adjusted confidence sets. The method produces confidence sets that are as
short as possible, while both adjusting for selection and maintaining exact frequentist coverage
uniformly across the whole parameter space. Across a series of examples, the method outper-
forms existing frequentist techniques for post-selection inference, producing confidence sets that
are notably shorter but with the same coverage guarantee.
*Ph.D. Student, The University of Texas at Austin, Department of Statistics and Data Science. Email:
spencer.woody@utexas.edu (corresponding author)
†Associate Professor, The University of Texas at Austin, Department of Statistics and Data Science and Department of
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1 Introduction
This paper proposes a nonparametric empirical-Bayes approach to post-selection inference with
an exact coverage guarantee. Our framework is very general, but here we focus on its applica-
tion in the commonly encountered setting of inference for a sparse vector of normal means, where
(yi | θi) ∼ N (θi, σ2), and where most θi are either zero or negligibly small. This model, although
simple, is ubiquitous in modern statistical practice. For example, yi may represent the observed
log-fold change in expression level for one gene between two conditions; it may quantify the sta-
tistical significance of a single voxel in an fMRI study; or it may measure differential methylation
at a particular chromosomal location.
A large body of recent Bayesian work has focused on the question of how to find interesting
signals, i.e. significantly nonzero θi’s. Some of this work has been based on the two-groups model
(e.g. Efron et al., 2001; Scott and Berger, 2006; Efron, 2008), where it is assumed that the signals
arise from a mixture of a point mass at zero together with some distribution pi of nonzero signals:
θi ∼ p · pi(θ) + (1− p) · δ0. Other work has been based on continuous global-local shrinkage priors
(Polson and Scott, 2011), such as the horseshoe prior (Carvalho et al., 2010) or the Bayesian lasso
(Park and Casella, 2008).
But regardless of the particular prior used, an important question that is not adequately ad-
dressed in this literature on sparse Bayesian modeling is how to quantify the magnitude of those
signals declared to be interesting. Our argument in this paper is that this is inherently a problem of
post-selection inference, sometimes called selective inference (Berk et al., 2013). Post-selection infer-
ence arises when the same data set is used twice: first, to adaptively select the “interesting” θi’s; and
second, to form confidence sets only for these selected θi’s. This situation is ubiquitous in sparse
Bayesian modeling, where some variation of the following pipeline is typically used:
1. Data (yi | θi) ∼ N (θi, σ2) are collected, and a sparse model is fit.
2. The interesting θi’s are flagged using posterior summaries, i.e. by thresholding the posterior
mean E(θi | yi) or, in the two-groups model, the posterior probability Pr(θi 6= 0 | yi).
3. Confidence sets are produced only for the interesting θi’s, while the uninteresting (presum-
ably zero or small) θi’s are ignored.
If we do not take into account the selection mechanism, confidence sets for the underlying signal
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will be victim to the winner’s curse: they will tend to be biased upward in magnitude, and they
will not maintain the nominal coverage level.
It is widely known that Bayesian credible sets are not, in general, valid frequentist confidence
sets, except under very specific, usually improper, “matching” priors (e.g. Ghosh, 2011). But un-
der post-selection inference, the departure from nominal coverage is much more severe than is
commonly appreciated. For example, Section 2 presents a simple case where, under a plausible
selection mechanism, the frequentist coverage of 90% Bayesian credible sets is actually less than
50% for very strong signals, and nearly 0% at θ = 0. There is, of course, an active line of recent
work on purely frequentist solutions to the post-selection inference problem (e.g. Benjamini and
Yekutieli, 2005; Lee et al., 2016; Reid et al., 2014). However, these adjustment procedures do not
borrow information across components of the θ vector, and as a result, they produce confidence
sets that are needlessly wide.
Thus there is a major unmet need for inferential procedures that: 1) correctly adjust for the
effects of selection; 2) maintain valid frequentist coverage, uniformly across the whole parameter
space; and 3) produce confidence sets that are as short as possible. The approach we propose here
has all three of these desirable features. As we will illustrate, while our procedure is frequentist
in nature, its efficiency gains arise from Bayesian thinking: that is, from positing the existence of a
prior that describes the sparsity pattern in the data set, and then estimating that prior nonparamet-
rically using modern empirical-Bayes tools. Hence the method is “frequentist assisted by Bayes,”
or FAB in the parlance of Yu and Hoff (2018). We refer to the method as “saFAB,” for selection-
adjusted FAB inference.
The rest of the paper is organized as follows. In Section 2, we review some key elements of
both Bayesian and frequentist proposals for post-selection inference. In Section 3 we introduce
our framework for optimal post-selection inference inference, building directly on the “frequentist
assisted by Bayes” (FAB) framework introduced by Yu and Hoff (2018). This method depends on a
prior, and we address the question of how the prior affects post-selection inference. Then in Section
4 we present the core of our proposal: a method for nonparametric empirical-Bayes post-selection
inference that yields exact frequentist coverage, yet requires no strong assumptions about a prior.
In Section 5 we study the performance of the method across a range of simulated and real examples.
Finally, in Section 6 we conclude by discussing some open questions and areas for future research
on post-selection inference.
3
2 Background on post-selection inference
Our proposed method incorporates elements of both Bayesian and frequentist approaches to post-
selection inference, and here we briefly summarize some important developments in these areas.
Our intention is not to provide a comprehensive review. Rather, we have two goals: 1) to highlight
prior work that most directly informs our approach; and 2) to provide a toy example that illustrates
the potentially worrisome frequentist performance of Bayesian post-selection inference procedures.
Throughout the paper, we let θi denote a scalar parameter, and yi denote the data dependent on
θi and observed on the sample space R for i = 1, . . . , n. We assume that each θi is itself the target of
inference, but that inference is performed on θi only if yi is observed within a pre-specfied selection
region Si, that is if yi ∈ Si ⊂ R. To simplify the exposition, we typically assume that Si ≡ S for all i,
but this is not a formal requirement. An example of a selection region under standard normal error
is S = {y : |y| > 2σ}, where results are reported only if they are more than two standard deviations
from zero, corresponding roughly to a p-value of 0.05 under the hypothesis that θi = 0.
Both Bayesian and frequentist approaches to post-selection inference utilize the selection-adjusted
likelihood for the selected data, which is the ordinary likelihood restricted and renormalized to the
selection region.
fS(y | θ) = f (y | θ)∫
S f (y | θ)dy
· 1(y ∈ S) . (1)
We assume that the selection region S is defined a priori, but we will also investigate the empirical
performance of various methods under data-adaptive selection regions.
2.1 Selection-adjusted Bayesian inference
Here we follow the approach of Yekutieli (2012) in treating Bayesian inference under selection as
a truncated-data problem. For a given selection region S, the basic components of Bayesian post-
selection inference are:
1. the selection-adjusted prior, piS(θ);
2. the selection-adjusted likelihood, fS(y | θ), as defined above in equation (1);
3. the selection-adjusted posterior, piS(θ | y); and
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4. the selection-adjusted marginal distribution of the data,
mS(y) =
∫
R
piS(θ | y) fS(y | θ) dθ .
As Yekutieli (2012) shows, these quantities are all derived from the appropriate joint distribu-
tion of (θ, y) under selection. Depending on the precise details of the selection mechanism, these
selection-adjusted quantities may differ from their ordinary (unadjusted) Bayesian counterparts,
which we write without the subscript S as pi(θ), f (y | θ), pi(θ | y) and m(y), respectively.
We must first define two probabilities associated with the selection set S. First, let
Pr(S) = Pr(Y˜ ∈ S) =
∫
S
m(y) dy ,
which represents the marginal probability that a point Y˜ sampled from the ordinary Bayesian
marginal m(y) =
∫
f (y | θ)pi(θ)dθ will fall into the selection region S. Second, let
Pr(S | θ) = Pr(Y˜ ∈ S | θ) =
∫
S
f (y | θ) dy ,
which represents the conditional probability, given θ, that a point Y˜ sampled from f (y | θ) will fall
into the selection region S.
We now consider two different selection mechanisms, which we refer to as “joint” and “condi-
tional” selection.
Scenario 1: joint selection. As an example, imagine a genomics lab cherry-picking results from a
study on the differences in gene expression across two experimental conditions. The data arise as
follows. For each gene i = 1, . . . , N:
1. Draw θi ∼ pi(θ), representing a “true” effect size for gene i.
2. Observe data yi ∼ N(θi, σ2), representing the observed effect size for gene i.
3. Select the (yi, θi) pairs where yi ∈ S (e.g. |y| > 2), and perform inference only for those
selected θi’s.
Yekutieli (2012) refers to this as “random parameter” selection, but we prefer the term “joint
selection,” which emphasizes that (θi, yi) pairs are selected jointly, and that credible sets are pro-
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duced for only the θi’s corresponding to selected yi’s. In this scenario, the joint distribution of (θ, y)
under selection is
p(J)S (θ, y) =
pi(θ) · f (y | θ)
Pr(S)
· 1(y ∈ S) , (2)
where the superscript J stands for joint selection. From (2), one may derive all four quantities
required for post-selection inference, by marginalizing with respect to θ or y (see Yekutieli, 2012,
for details):
1. The selection-adjusted prior, which represents the distribution of θ’s for which inference is
actually performed, is
pi
(J)
S (θ) =
pi(θ) · Pr(S | θ)
Pr(S)
.
2. The selection-adjusted likelihood is
f (J)S (y | θ) =
f (y | θ) · 1(y ∈ S)
Pr(S | θ) ,
3. The selection-adjusted posterior for θ, given any y that falls in S, is
pi
(J)
S (θ | y) =
pi(θ) · f (y | θ)
Pr(S)
,
which, up to a constant, is the ordinary (unadjusted) Bayesian posterior.
4. The selection-adjusted marginal is
m(J)S (y) =
∫
1(y ∈ S)pi(θ) f (y | θ)/ Pr(S) dθ
= m(y) · 1(y ∈ S)/ Pr(S) ,
(3)
which is the ordinary Bayesian marginal, truncated to the selection region and appropriately
renormalized.
Notice that under joint selection, the selection-adjusted posterior and ordinary Bayesian pos-
terior are identical. One possible reaction to this fact is to argue that Bayesians need not worry
about post-selection inference at all. Dawid (1994) puts the argument as follows: “Since Bayesian
posterior distributions are already fully conditioned on the data, the posterior distribution of any
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quantity is the same, whether it was chosen in advance or selected in the light of the data.” Yet
even in the case of joint selection, this argument does not address an important concern: that or-
dinary Bayesian credible intervals may suffer from very poor frequentist coverage under selection.
Of course, Bayesian credible intervals do not generally come with any frequentist guarantees, but
the discrepancy can be especially severe in the presence of selection.
To illustrate this on a simple example, we repeatedly simulated data where θi ∼ N(0, 22) and
where (yi | θi) ∼ N(θi, 1). We formed 90% equal-tailed ordinary Bayesian credible sets B(y) =
(l(y), u(y)), under the true prior, but in a selective manner, only for those (yi, θi) pairs where |y| >
2. We then computed the Monte Carlo estimates for the frequentist coverage Prθ(l(y) ≤ θ ≤ u(y))
as a function of the true signal θ. For comparison, we also calculated the frequentist coverage of
Bayesian credible intervals for all signals, without any selection involved.
Figure 1 shows the marginal distribution of the signals, the coverage of Bayesian credible inter-
vals as a function of θ, and coverage on average across the marginal distribution of signals. The
coverage of the 90% Bayesian credible sets is far from uniform across all values of θ for both the
case of no selection and the case of joint selection. In particular, in both cases the coverage is quite
low out in the tails of the marginal for θ. More strikingly, for θi near zero, the coverage is close to
0% under joint selection. This is especially worrisome from the standpoint of post-selection infer-
ence, where the θi = 0 case is presumably common. It is true that the credible sets also over-cover
for some values of θ, so that the average coverage across all θi’s drawn from the selection-adjusted
prior is 90%. But this is just like the old joke about three statisticians playing darts in a bar: the first
one misses badly high, and the second one misses badly low, whereupon the third one yells, “Bulls-
eye!” It is clear that, in situations where coverage at some particular value of θ is important (e.g. the
sparse case of θ = 0), Bayesian credible intervals do not represent even an approximate frequentist
solution, even in the “nice” case where the prior is correctly specified and the selection-adjusted
posterior is identical to the ordinary posterior.
Moreover, the problem gets worse under alternative, less “nice” forms of selection. We now
consider a second selection mechanism where the posterior for selected components is affected,
and where the coverage failure of ordinary Bayesian credible intervals is amplified dramatically.
Scenario 2: conditional selection. As an example, imagine a scientific field with many open ques-
tions, where journals publish results only if y ∈ S. For each open question (i = 1, 2, . . .), published
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Figure 1: A toy example where θi ∼ N(0, 22) and the data yi are observed with standard Gaussian
error. On the left, we compare the marginal distributions of all signals (i.e. without any selection)
(top), signals selected under the joint mechanism in equation (2) (middle), and signals selected under
the conditional mechanism in equation (4) (bottom), with S = {y : |y| ≥ 2} determining which
observations are selected for inference. The right half shows frequentist coverage probabilities of
ordinary Bayesian credible intervals as a function of the true signal size for all three settings, as
well as the mean coverage across the marginal for θ.
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results are generated as follows.
1. Sample θi ∼ pi(θ), representing the true effect size for question i.
2. Many labs (k = 1, 2, . . .) observe y(k)i ∼ N(θi, σ2).
3. The first lab that observes y(k)i ∈ S publishes its results.1
Let yi denote the published estimate for θi; by construction, this is a sample from N(θi, σ2) truncated
to S, taken by rejection sampling. In light of this published result, what can we say about the true
effect size?
Compared to the previous case, conditional selection involves first drawing θi once from pi(θ),
and then drawing y from f (y | θ) repeatedly, keeping θ constant, until y falls into S—hence the term
“conditional selection,” which we prefer to the term “fixed parameter” selection from Yekutieli
(2012). The joint distribution of (θ, y) is now
p(C)S (θ, y) =
pi(θ) · f (y | θ)
Pr(S | θ) · 1(y ∈ S) . (4)
The subtle but important distinction between the joint distributions (2) and (4) under the two selec-
tion mechanisms is their respective selection event probabilities in the denominator, which reflects
the nature of the selection event and must be included to normalize the joint distribution to inte-
grate to 1. Under joint selection, this denominator is Pr(S), while under conditional selection, it is
Pr(S | θ).
From (4) one may, as before, derive all the components of the truncated model, which we list
below. We again refer the reader to Yekutieli (2012) for details of the calculations.
1. The selection-adjusted prior is
pi
(C)
S (θ) = pi(θ) ,
which coincides with the ordinary Bayesian prior, reflecting the fact that inference is per-
formed for all θi’s, not merely a subset passing some selection threshold.
2. The selection-adjusted likelihood is
f (C)S (y | θ) =
f (y | θ) · 1(y ∈ S)
Pr(S | θ) ,
1We assume that eventually one lab does observe such a result.
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which differs from the ordinary likelihood, but is the same as the likelihood under joint se-
lection.
3. The selection-adjusted posterior for θ, given any y that falls in S, is
pi
(C)
S (θ | y) ∝
pi(θ) · f (y | θ)
Pr(S | θ) ,
which differs from the ordinary Bayesian posterior due to the presence of the term Pr(S | θ).
This is rarely available in closed form, even in simple models.
4. The selection-adjusted marginal is
m(C)S (y) = 1(y ∈ S)
∫
pi(θ) f (y | θ)/ Pr(S | θ) dθ , (5)
which is also rarely available in closed form.
Conditional selection makes ordinary (unadjusted) Bayesian credible intervals perform even
worse from a frequentist perspective, since in effect the selection mechanism involves sampling
to a foregone conclusion. To illustrate this, we again simulated data where θi ∼ N(0, 22), ex-
cept this time, for each θi, we simulated (yi | θi) ∼ N(θi, 1) truncated to the selection region
S = {y : |y| > 2}. We formed 90% equal-tailed Bayesian posterior credible sets B(y) =
(l(y), u(y)), under the ordinary prior for all (θi, yi) pairs. As before, we computed the Monte Carlo
estimates for the frequentist coverage Prθ(l(y) ≤ θ ≤ u(y)) as a function of the true signal θ. The
results are shown in the bottom panel of Figure 1.
As we can see, the frequentist coverage for credible sets as a function of θ is the same for con-
ditional selection as for joint selection. However, because the marginal distribution for signals is
the same as that under no selection, we do not achieve the nominal coverage rate on average. The
selection-adjusted Bayesian credible sets calculated from pi(C)S (θ | y) (not shown) perform much
better here, since they at least reach an average coverage of 90%. Even so, similar to the case of
credible sets under joint selection, their coverage is far from uniform across all values of θ.
Summary. We summarize the literature on Bayesian post-selection inference as follows. Depend-
ing on the selection mechanism itself, sometimes it is necessary to adjust the posterior to account
for selection, and sometimes it isn’t. Yet even if the correct adjustment choice is made, the coverage
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of Bayesian credible sets is not satisfying from a frequentist perspective. In the best-case scenario
where the prior and selection mechanism are modeled correctly, then coverage will be correct on
average across all draws from piS(θ). Even so, departures from the nominal coverage level can be
quite severe in important parts of the parameter space, in particular near θ = 0. This is especially
troublesome in situations where we expect that most elements in the underlying θ vector will be
zero or of negligible size, which is precisely the case we encounter when post-selection inference is
necessary.
2.2 Selection-adjusted frequentist inference
To provide frequentist guarantees for confidence sets of selected parameters, one must turn to
frequentist methods for post-selection inference. As such, we will summarize the work of Fithian
et al. (2014), who extend classical theory to the selective inference setting. To do so, they first define
the selective type-I error rate for a hypothesis test by conditioning on the test being performed,
Pr0(Reject H0 | Test performed) ,
where Pr0 indicates probability under the null hypothesis. (Note that the performance of the test
is a random variable under the frequentist framework.) Then the authors define a selective α-level
hypothesis test as one which controls the selective type-I error. To briefly summarize, the selective
α-level universally most powerful (UMP) test for the point null hypothesis H0 : θ = θ0 has the
acceptance region
AS(θ0) = {y : F−1S (α/2 | θ0) ≤ y ≤ F−1S (1− α/2 | θ0)},
where F−1S represents the inverse of the cumulative distribution function (CDF) FS of selection-
adjusted likelihood defined in (1). Similarly, the 1− α-level selective confidence set CS(y) is one
which satisfies the condition
Prθ(θ ∈ CS(y) | confidence set constructed) ≥ 1− α .
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Fithian et al. (2014) prove the duality between AS and CS by showing that inverting a family of
selective hypothesis tests yields a valid selective confidence set. We refer the reader to the original
paper for a rigorous treatment of these concepts; for our purposes, the key take-away message is
that all inference is based on the selection-adjusted likelihood.
There is a recent array of work applying this general approach across a variety of cases. Most
related to the work presented here, Reid et al. (2014) develop selective confidence intervals for
independent Gaussian means. Lee et al. (2016) addresses inference for coefficients of a linear model
after model selection using the lasso of Tibshirani (1996). Benjamini et al. (2016) provide adjusted
inference for detected regions of spatially correlated data. The references contained within Lee et al.
(2016) provide an extensive review of the development and application of this methodology.
While this approach does indeed provide a frequentist guarantees, the trade-off is that we sur-
render the advantage of the Bayesian approach, which naturally incorporates a shrinkage effect.
These purely frequentist confidence sets, on the other hand, do not leverage any prior knowledge
of θ and thus are needlessly wide. We address this shortcoming in the next section.
3 Selection-adjusted FAB inference
We have seen that existing Bayesian techniques do not have frequentist guarantees of coverage,
while existing frequentist techniques are not conducive to “information borrowing” via a prior that
models the underlying data structure. To address these gaps, we propose a method which adjusts
for selection, maintains frequentist coverage uniformly across the parameter space, and achieves
minimal expected confidence set size using a prior distribution for signals. In this section, for ease
of exposition, we construct our procedure under the simplifying assuming that the prior pi(θ) is
known. In the following section (§4), we will come to the core of our proposal, when we describe a
method for the more realistic setting of unknown pi(θ).
3.1 “Frequentist assisted by Bayes” (FAB) inference
Our work builds directly off the “frequentist assisted by Bayes” (FAB) framework, which was artic-
ulated in its earliest form by Pratt (1963) and was then rediscovered and substantially extended by
Yu and Hoff (2018). This technique was originally proposed for constructing confidence intervals
for group-level means in hierarchical normal models, and has also been extended to constructing
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confidence intervals for coefficients in a linear regression by Hoff and Yu (2017). First we will sum-
marize this framework as introduced for nonselective inference, and next we will generalize it to
the case of post-selection inference.
Suppose we know the sampling distribution for y ∼ f (y | θ) given some parameter θ, with
corresponding CDF F(y | θ). It is well known that an inversion of an α-level hypothesis test yields
the confidence set at confidence level 1− α. In particular, consider the acceptance region for the
universally most powerful unbiased (UMPU) test of the point null hypothesis H0 : θ = θ0 given
the density f , which is
A(θ0) = {y : F−1(α/2 | θ0) ≤ y ≤ F−1(1− α/2 | θ0)}. (6)
Inversion of A(θ) gives the 1 − α-level universally most accurate unbiased (UMAU) confidence
interval C(y) = {θ : y ∈ A(θ)}. It is easy to show that frequentist coverage holds, because Pr(θ ∈
C(y)) = Pr(y ∈ A(θ)) = 1− α.
The key argument of Yu and Hoff (2018) is that we need not restrict ourselves to the unbiased
confidence interval using equal-tail probability regions in F(y | θ) for the acceptance region. In
fact, we may generally choose a biased test parameterized by the scalar quantity w ∈ [0, 1], of the
form
Aw(θ0) = {y : F−1(αw | θ0) ≤ y ≤ F−1(αw + 1− α | θ0)} . (7)
The parameter w controls how much of the α probability mass outside the acceptance region is
split between the two tails of f (y | θ); w < 0.5 corresponds to putting less probability mass in
the left tail as compared to the UMPU test, w > 0.5 puts more probability mass in the left tail
than the UMPU test, and w = 0.5 recovers the UMPU test. Inversion of any such family of tests
via Cw(y) = {θ : y ∈ Aw(θ)}, for any w, will retain nominal coverage by construction. We are
therefore are at liberty to tune the choice of w to suit our needs. Specifically, we will find a form of
w to give to give the most efficient (shortest) confidence sets for θ, in expectation under an assigned
prior pi(θ)
Following Yu and Hoff (2018), define the (frequentist) risk of a confidence region procedure for
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θ to be its expected Lebesgue measure,
R(θ; w) =
∫ ∫
1(y ∈ A(θ˜)) f (y | θ)dθ˜dy.
Then, upon introducing a prior θ ∼ pi(θ), we may compute the Bayes loss of a confidence interval
procedure C as
L(pi, w) =
∫
R(θ; w)pi(θ)dθ
=
∫ [∫ ∫
1(y ∈ A(θ˜)) f (y | θ)dθ˜dy
]
pi(θ)dθ
=
∫ [∫ ∫
1(y ∈ A(θ˜)) f (y | θ)pi(θ)dydθ
]
dθ˜
=
∫
Pr(Y ∈ A(θ˜))dθ˜.
(8)
Intuitively, confidence procedures that yield shorter intervals, on average under m(y), have smaller
Bayes loss.
Note that the final integrand Pr(Y ∈ A(θ˜)) is the marginal prior probability of y falling into the
acceptance region. We may write this probability as a function of w for a given θ,
Hθ(w) := Pr(y ∈ A(θ)) = M
[
F−1(αw + 1− α | θ)
]
−M
[
F−1(αw | θ)
]
, (9)
where M(y) is the CDF of the marginal distribution m(y). It is clear from (8) that the Bayes risk is
minimized when Hθ(w) is minimized. Finding the w to minimize Hθ(w) in will generally depend
upon θ, yielding the functional form w(θ) := arg minw∈[0,1] Hθ(w). To reflect this, we may explicitly
rewrite a form of the biased acceptance region (7) as
Aw(θ) = {y : F−1(αw(θ) | θ) ≤ y ≤ F−1(αw(θ) + 1− α | θ)}, (10)
so now the acceptance region allocates probability between the two tails of f (y | θ) differently for
each value of θ. We obtain the Bayes optimal confidence region by inverting the acceptance region
(10), Cw(y) = {θ : y ∈ Aw(θ)}. That is, we first construct Aw(θ) for all θ using w(θ). Then, for
an observation y, the optimal confidence set is given by the set of θ for which the y is contained
within the family of biased acceptance regions. The toy example of Section 3.3 contains a graphical
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demonstration of this procedure.
The FAB procedure yields a Bayes-optimal confidence set, in that it minimizes the expected size
of the confidence set with respect to the prior pi(θ). We observe that this Bayes optimal procedure
is determined by defining the optimal function w(θ) for use in constructing the family of biased
acceptance regions, and this function stems from two components: the likelihood f (y | θ), and
marginal m(y), which is induced by the prior pi(θ) along with the likelihood. Yu and Hoff (2018) call
w(θ) the spending function, because it determines where the acceptance region procedure “spends”
its type-I error based on y values more likely under the prior predictive distribution. Note that
for any spending function w(θ), we will retain nominal coverage of the confidence set procedure,
and in fact using wUMAU(θ) ≡ 0.5 returns the usual UMAU intervals. But the FAB procedure
provides the optimal such spending function to minimize expected size of the confidence set. See
Appendix A for an explanation of how we proceed in constructing the optimal spending function
w(θ) computationally.
3.2 FAB inference after selection
We now generalize the FAB procedure to produce Bayes-optimal confidence sets under post-selection
inference. We call this procedure selection-adjusted FAB (saFAB).
To do this, we invert a family of hypothesis tests using the selection-adjusted likelihood fS(y | θ).
Section 2.2 described how to do this to construct the selective UMP tests to give the selective UMAU
confidence sets, and Reid et al. (2014) applied this methodology to the case of independent Gaus-
sian means. But instead of constructing the UMP tests, we use the family of biased tests in (10)
after constructing the optimal spending function w(θ) as described in the previous subsection. The
saFAB confidence set procedure is then specified by inverting this family of biased tests.
Recall that the spending function is built by minimizing the objective Hθ(w) in (9) point-wise
along θ. From this we can see that the spending function, and therefore the saFAB confidence
set procedure, depends on the (selection-adjusted) likelihood fS(y | θ) and marginal distribution
mS(y). As we have seen from Section 2.1, in the post-selection setting the marginal depends on the
prior as well as the selection mechanism. However, the likelihood function will be the same across
both selection mechanisms.
The full procedure works as follows:
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1. Define the model by its likelihood function f (y | θ), prior pi(θ), selection region S, and selec-
tion mechanism (whether joint or conditional).
2. Derive the selection-adjusted likelihood fS(y | θ), and the selection-adjusted marginal mS(y)—
either (3) or (5) depending on whether selection mechanism is joint in (θ, y) or conditional
on θ.
3. Construct the spending function w(θ) to minimize the Bayes risk (9) using fS(y | θ) and mS(y)
4. Construct the family of biased tests for each value of θ as determined by w(θ)
5. Invert this family of biased tests to get the optimal confidence set; for an observed data point
y, the confidence set is the set of θ for which y falls into the acceptance region of the biased
set of tests.
The selection-adjusted marginal mS(y) in Step 2 is generally difficult or intractable to find in
closed form. However, for our purposes of constructing the spending function we are able to utilize
numerical integration to evaluate the marginal density pointwise along y. Additionally, minimiz-
ing the Bayes risk in Step 3 will typically require a numerical root-finding algorithm. Appendix A
details the numerical techniques we use for implementing the saFAB procedure.
3.3 A toy example
To demonstrate the advantages of our method, as well to illustrate how it works, we employ a toy
example using the two-groups model,
pi(θ) = p · N (θ; 0, τ2) + (1− p) · δ0(θ), (11)
a mixture of a point mass at 0 and a zero-centered Gaussian with variance τ2 . For this example we
set the hyperparameters to the known values p = 0.1 and τ2 = 3. Samples of θi are generated from
this distribution, and then each yi is sampled from N (θi, 1). The selection region is S = {y : |y| >
2} and we operate under the joint selection mechanism, so that (θi, yi) are sampled jointly and a
confidence set is constructed for θi only if |yi| > 2.
Figure 2 shows the process for constructing the saFAB confidence sets as applied to this toy
example. The top panel shows the constructed spending function w(θ) for this particular model,
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Figure 2: Showing the steps for constructing saFAB confidence sets for the toy example, compared
to usual UMAU confidence sets. The optimal spending function (top), the acceptance regions for a
family of hypothesis tests (middle), and the confidence sets as a function of the observed value of y
(bottom).
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dence sets (non-sa UMAU), selection-adjusted Bayesian posterior credible intervals (saBayes), and
saFAB intervals (saFAB) using the two-groups model with a Gaussian non-null distribution, for the
cases of θ = 0 (left) and θ 6= 0 (right).
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Figure 4: Efficiency gains of saFAB confidence set procedure over UMAU. Top: saFAB intervals are
shorter than the UMAU intervals below approximately |y| < 3.6. Bottom: This range encompasses
roughly 90% of the yi’s that one sees under the marginal m(y), explaining why the saFAB intervals
are shorter on average.
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selection set, and selection mechanism. The middle panel shows the hypothesis test acceptance
regions. For comparison, we also show the usual post-selection UMAU confidence sets as derived
by Reid et al. (2014); we can consider this method as fitting into our saFAB procedure pipeline,
except using wUMAU(θ) ≡ 0.5 as the spending function instead of the optimal spending function
that we calculate from the prior. Looking across from the spending function in the top panel to the
acceptance regions in the middle panel, we recognize the bias induced by the spending function
w(θ). When w(θ) = 0.5, the saFAB acceptance region is unbiased; when w(θ) < 0.5, the acceptance
region is biased in favor of lower values of y; and conversely, w(θ) > 0.5 corresponds to bias in
favor of higher values of y. Finally, the bottom panel shows the constructed saFAB and UMAU
confidence sets, which we find by inverting the acceptance regions pointwise along y. Note that for
some regions of y, the Bayes-optimal confidence sets are unions of disjoint intervals; we address
this point in Section 3.4.
Figure 3 shows the constant coverage property of the saFAB procedure. For comparison, we
also consider the coverage properties of the non-selection-adjusted UMAU confidence intervals,
and of equal-tailed Bayesian credible intervals using the appropriate posterior, which in this case
is the same as the ordinary posterior, owing to joint selection. Since we use the two-groups model
with a point mass at 0, we consider coverage properties for the two cases θ = 0 and θ 6= 0. The
non-adjusted confidence sets perform poorly, particularly for θ = 0 and other small values of θ,
and do not come close to achieving nominal coverage on average because they do not account for
selection bias. The selection-adjusted Bayesian credible intervals do achieve the nominal coverage
on average. Still, because the prior, and therefore the posterior, include a point mass at zero, the
equal-tail credible intervals almost always include this point mass as either the lower or upper
limit. Consequently, the coverage for θ = 0 is nearly 100%; the downside to this is that signals
close, but not equal to, 0 have very low coverage, falling to nearly 60%. In contrast, by construction
the saFAB intervals have constant coverage for all θ. (The selection-adjusted UMAU intervals, not
shown, exhibit the same property.)
Finally, Figure 4 shows the efficiency gains of the saFAB procedure over the UMAU procedure.
For this figure, we simulated joint draws of (θi, yi) from the specified model and selected pairs of
where yi ∈ S until we had 1000 selected pairs, and then constructed both the UMAU and saFAB
confidence sets for the selected θi. The top panel compares the size of the confidence sets as function
of y. The bottom panel shows the marginal distribution of y. Notice that in regions of sample space
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where the marginal m(y) has most of its probability mass, the saFAB method gives more efficient
(shorter) confidence sets.
We explore the efficiency gains of the saFAB procedure in greater detail across a range of situa-
tions in Section 5.
3.4 Guaranteeing interval sets
In some cases, as in the toy example above, the saFAB procedure will, for some values of y, return
confidence sets that are unions of disjoint intervals. These unions of intervals are indeed the Bayes-
optimal confidence sets for the given pi(θ), in the sense that no other procedure will give smaller
sets on average. Yet if one is willing to sacrifice optimality in order to have confidence sets which
are always intervals, one can simply report the smallest interval that contains the confidence set.
This will guarantee a confidence interval which has conservative coverage, i.e. higher than the
nominal rate, as the following lemma shows.
Lemma 1. Define the altered confidence set C˜(y) := (u˜(y), l˜(y)) where
u˜(y) = inf C(y)
l˜(y) = sup C(y)
These confidence sets are intervals, and have conservative coverage, i.e. Pr(θ ∈ C˜(y)) ≥ 1− α.
The proof is elementary: the confidence sets are intervals because u˜(y) and l˜(y) are functions,
and return scalar values. To show that there is conservative coverage, first suppose θ ∈ C(y). It
follows that θ ≥ inf C(y) = u˜(y) and θ ≤ sup C(y) = l˜(y), so θ ∈ (u˜(y), l˜(y)) = C˜(y). Therefore,
C(y) ⊆ C˜(y) so then Pr(θ ∈ C˜(y)) ≥ Pr(θ ∈ C(y)) = 1− α.
We consider this matter not overly concerning; in our simulations the set of y for which C(y) is
a set of disjoint intervals represents only about 9% of the post-selection marginal distribution for
y, and when expanding these confidence sets to be intervals, we lose about 1% of the efficiency in
terms of average confidence set size as compared to the Bayes-optimal sets. Therefore we do not
give up too much efficiency in practice.
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4 A nonparametric empirical-Bayes saFAB procedure
In the previous section we introduced the saFAB procedure for situations where the prior pi(θ)
had a known parametric form. This assumption allowed us to construct the spending function
w(θ) so as to produce confidence sets that are as short as possible, on average under the assumed
pi(θ). In cases where pi(θ) is not known, however, it may not be desirable to specify a parametric
form or elicit a subjective choice. For this situation, we now present a method for post-selection
inference where a prior need not be fully specified but rather is estimated from the data using a
nonparametric empirical-Bayes approach. As we will show, this data-driven strategy offers sub-
stantial efficiency improvements over the UMAU intervals, while losing very little compared to a
oracle-Bayes analysis in which the prior is known.
Recall that the prior plays a role in our saFAB procedure via its effect on the (selection-adjusted)
marginal density mS(y), which in turn determines the optimal spending function w(θ). Thus if
we are able to specify a prior whose induced marginal matches the data well, we should also be
able to recover a good estimate of the optimal spending function. The nonparametric empirical-
Bayes variant of our method exploits this fact by using a plug-in estimate for the prior distribution.
Specifically, we assume a generalized form of the two groups prior,
pi(θ) = p · pi1(θ) + (1− p) · δ0(θ) (12)
where pi1(θ) is the distribution of non-null signals. Since we now assume that these quantities
are unknown, we propose to form estimates pˆi1(θ) and pˆ, using the predictive recursion algorithm
of Newton (2002). Then, by plugging in the estimated pˆi(θ) = pˆ · pˆi1(θ) + (1− pˆ) · δ0(θ), we can
approximate mS(y). This in turns allows us to calculate the optimal spending function and build
the family of tests.
The full empirical-Bayes procedure, then, is as follows:
1. Specify the sampling model as f (y | θ) ∼ N (θ, σ2).
2. Specify the selection region S and the selection mechanism, which together determine the
selection-adjusted likelihood fS(y | θ).
3. With the observed data y1, . . . , yN , estimate the prior pi(θ) under the generalized two-groups
model using predictive recursion (see Appendix B).
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4. Calculate the estimated selection-adjusted marginal mS(y) using the selection-adjusted like-
lihood from Step 2 and the estimated pˆi(θ) from Step 3.
5. Using fS(y | θ) and mS(y), construct the estimated optimal spending function wˆ(θ).
6. Use wˆ(θ) to construct the family of biased tests for each value of θ.
7. Invert this family of biased tests to get the optimal confidence sets.
With this approach we can still reap the benefits of Bayesian modeling in constructing selective
confidence sets, without the need to specify a prior. Before presenting some empirical evidence that
this method performs quite well in practice, we first make a remark concerning the procedure’s
inherent robustness to error in estimating the prior.
Remark 1. Estimating pi(θ) is equivalent to the Gaussian deconvolution problem, which is known
to a poorly conditioned inverse problem, in the sense that large changes to pi(θ) can produce quite
small changes in m(y). Thus in general, we expect that any nonparametric procedure may incur
errors in estimating pi(θ) from the observed marginal distribution of the data (see, e.g. Padilla
et al., 2018). However, even if we do not get especially close to capturing the true prior for θ, the
saFAB procedure still guarantees that our confidence sets will retain nominal coverage across all
θ. This follows trivially from the fact that any prior determines a spending function w(θ), and any
spending function will lead to a family of tests that, when inverted, produce uniform coverage.
Thus even if the prior is not well estimated, the worst that will happen is that we will not achieve
Bayes optimality of the procedure. Said another way, prior mis-specification can compromise efficiency,
but never coverage.
The next section will show, however, that concerns about pi(θ) being estimated poorly are rarely
a practical concern, even from an efficiency perspective.
Above we assumed that the sampling variance σ2 is known, but this can also be estimated
from the data. Efron (2004) proposes two methods for doing so. The first is maximum likelihood
estimation after fitting a smoothed estimate of the null density. The second is central matching,
whereby fitting a quadratic function to the log-density for some central portion of the data. We
recommend the latter method, as it gives smaller standard errors for the estimates, and use this as
a preprocessing step in our analyses.
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5 Results on simulated and real data
5.1 Performance of empirical Bayes methods
In this section we will compare the performance of selective confidence sets from the saFAB pro-
cedure to the usual selective confidence intervals, i.e. the UMAU intervals from Reid et al. (2014).
Specifically we will check that nominal coverage is maintained, and also compare the efficiency
(size) of the confidence sets. We consider three variants of the saFAB procedure:
(i) The “oracle” case where we know the parametric form and the hyperparameters of the prior.
(ii) The “parametric empirical Bayes” (PEB) case where we assume a parametric form of the prior,
and estimate hyperparameters and the sampling variance σ2 via maximum marginal likeli-
hood estimation.
(iii) The “nonparametric empirical Bayes” (NPEB) case as described in the previous section, where
we only assume the general two-groups prior and estimate the alternative hypothesis density,
using predictive recursion, and sampling variance σ2, using the central matching method of
Efron (2004), from the data.
5.1.1 Well-specified parametric prior
First, we generate data from the same point mass-Gaussian model (11) as in the toy example in
Section 3.3. For the parametric empirical Bayes saFAB procedure, we presume correct knowledge
of the parametric form of the prior.
We simulate 100,000 overall signals, structured in 100 batches as follows. First, for each batch,
we make n = 1000 draws from the mixture model for θi and generate yi centered on θi under stan-
dard Gaussian noise. For conditional selection case, these θi are generated once and used for each
simulation, while for the joint selection case they are generated anew each time. All the data are
used to estimate the hyperparameters of the prior (11) (for the parametric empirical Bayes proce-
dure), and to estimate the non-null density (for the nonparametric empirical Bayes procedure). The
selection rule for choosing which θi will be the target of inference is also the same, S = {y : |y| > 2}.
For these selected θi we construct 90% confidence sets under the four considered methods, and then
for each method we calculate the proportion of confidence sets which cover the true θi, as well as
the average size of the confidence sets.
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Coverage Average size Rel. average size
Oracle 0.9022 (0.0297) 3.2801 (0.0099) 0.8755 (0.0027)
UMAU 0.9039 (0.0295) 3.7464 (0.0088) 1.0000 (0.0024)
PEB 0.9015 (0.0298) 3.2829 (0.0201) 0.8763 (0.0054)
NPEB 0.8891 (0.0314) 3.2892 (0.0285) 0.8780 (0.0076)
Table 1: Well-specified prior case under joint selection, comparing the performance of oracle, par-
metric empricial Bayes (PEB), and nonparametric empirical Bayes (NPEB) saFAB confidence sets
against UMAU intervals. Numbers in parentheses represent Monte Carlo standard errors.
Coverage Average size Rel. average size
Oracle 0.8998 (0.0300) 3.3542 (0.0106) 0.9028 (0.0028)
UMAU 0.9056 (0.0292) 3.7153 (0.0079) 1.0000 (0.0021)
PEB 0.9153 (0.0278) 3.3948 (0.0122) 0.9137 (0.0033)
NPEB 0.8953 (0.0306) 3.3729 (0.0292) 0.9078 (0.0079)
Table 2: Well-specified prior case under conditional selection, comparing the performance of oracle,
parmetric empricial Bayes (PEB), and nonparametric empirical Bayes (NPEB) saFAB confidence
sets against UMAU intervals. Numbers in parentheses represent Monte Carlo standard errors.
Table 1 contains the results of this simulation study, showing the average coverage, and the
mean of the average confidence set sizes across the 100 simulations. For comparison, we also stan-
dardize the average confidence set sizes so that the UMAU average is 1.0.
The coverage is slightly higher than the nominal rate for empirical Bayes procedure, and slightly
lower for the nonparametric empirical Bayes, though both are within one Monte Carlo standard
error of the nominal rate. We can see that under the best-case oracle Bayes scenario, the saFAB
procedure has an average gain in efficiency over UMAU of about 12.5% under joint selection, and
9.7% under conditional selection. Notably, both empirical Bayes procedures come very close to
this best-case efficiency gain of the oracle. The parametric empirical Bayes procedure does not
seem to significantly outperform the nonparametric variant, despite leveraging knowledge of the
parametric form of the prior (with the caveat being that the average coverage is slightly higher
for parametric vs. nonparametric). However, the nonparametric procedure does have a higher
standard error of its mean average size, reflecting greater sampling variability in estimating the
spending function. This is reflected in Figure 5, which shows each Monte Carlo estimate of the
spending function, compared to the true optimal spending function under the oracle.
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Figure 5: Estimated spending functions (grey lines) from empirical Bayes procedures for each sim-
ulation, under the well-specified prior simulation study, compared to the true (oracle) optimal
spending function in red. We can see that there is more variability in the nonparametric empir-
ical Bayes procedure, owing to the fact that we do not use a parametric form of the prior.
25
5.1.2 Misspecified parametric prior
Now we compare the performance of the nonparametric procedure against the parametric proce-
dure under a misspecified prior. We still assume the point mass-Gaussian mixture prior (11) for the
parametric procedure, but in actuality the θi will be drawn from a different distribution. We study
two different scenarios of misspecification: one where the non-null θi come from a bimodal distri-
bution with both modes separated from zero, and one where they come from a skewed, unimodal
nonzero-centered distribution.
In both cases, we simulate 1 million signals in 100 batches, for each batch drawing 10,000 pairs
of (θi, yi), and we retain the same selection region, S = {y : |y| > t}. For brevity, we only consider
selection acting jointly on (θi, yi).
Bimodal non-null distribution For this scenario we draw θi from the mixture model
θi ∼

N (−µ, τ2) w.p. p/2
N (µ, τ2) w.p. p/2
δ0 w.p. 1− p
that is, the non-null θi come from a mixture of Gaussians with opposite means and identical vari-
ance. For our simulation study we set the hyperparameters to p = 0.1, µ = 4, and τ2 = 1/4. Results
are presented in Table 3. As expected, the nonparametric procedure outperforms the parametric
procedure owing to the form of model misspecification. In fact, the efficiency of the nonparamet-
ric procedure comes very close to that of the oracle. Surprisingly, the parametric procedure still
handily outperforms the UMAU intervals in efficiency, and only falls short of the oracle by about
1.6% relative to UMAU. The loss in efficiency of the parametric procedure is due to the discrep-
ancy between the estimated and true selection-adjusted marginal density , which is well captured
by predictive recursion in the nonparametric procedure. Note that, despite this shortcoming, the
parametric procedure gives the correct nominal coverage rate. This reinforces the message of Re-
mark 1.
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Coverage Average size Rel. average size
Oracle 0.9041 (0.0294) 3.3012 (0.0013) 0.9030 (0.0004)
UMAU 0.8991 (0.0301) 3.6557 (0.0018) 1.0000 (0.0005)
PEB 0.9033 (0.0295) 3.3518 (0.0012) 0.9169 (0.0003)
NPEB 0.9038 (0.0295) 3.3059 (0.0015) 0.9043 (0.0004)
Table 3: Misspecified parametric model, bimodal case.
Skewed non-null distribution Now we draw θi from
θi ∼

µ+ Exponential(λ) w.p. p
δ0 w.p. 1− p
(13)
i.e. a mixture of a point mass at zero and an exponential distribution with scale parameter λ shifted
to the right by µ. Here we use p = 0.1, µ = 1, λ = 1. Table 4 shows the results of this simula-
tion study, and the results are analagous to those from the bimodal scenario. The nonparametric
procedure outperforms the parametric variant and comes very close to the oracle, although the
parametric still gives gains over UMAU.
Coverage Average size Rel. average size
Oracle 0.8948 (0.0307) 3.2504 (0.0024) 0.8738 (0.0006)
UMAU 0.9003 (0.0300) 3.7199 (0.0023) 1.0000 (0.0006)
PEB 0.8984 (0.0302) 3.3496 (0.0064) 0.9004 (0.0017)
NPEB 0.8944 (0.0307) 3.2532 (0.0025) 0.8745 (0.0007)
Table 4: Skewed prior case
5.2 Data dependent thresholding
As described in Section 2, we have so far presumed that the selection set S is well-specified a
priori, so that the selection event probabilities Pr(S) and Pr(S | θ), and therefore the selection-
adjusted components of Bayesian inference, are all well-defined. Now we investigate the use of
data-adaptive selection sets. We focus on the popular Benjamini-Hochberg (BH) procedure (Ben-
jamini and Hochberg, 1995) for controlling the false discovery rate (FDR) to decide the selection
rule. To briefly summarize the BH procedure, suppose we have m null hypotheses H01, . . . , H0m
all with corresponding p-values p1, . . . , pm, and let p(k) represent the kth smallest p-value with
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corresponding null hypothesis H(k). Rejecting all null hypotheses H(1), . . . , H(k?) with
k? := max
{
k :
p(k)
k
≤ q
?
m
}
(14)
bounds the FDR at q?, where the FDR is the expected proportion of rejected null hypotheses which
are actually true. Clearly this is a data-dependent rule for selection, as we must calculate the p-
values from the data to decide the selection rule.
Previously, Benjamini and Yekutieli (2005) developed confidence intervals for parameters se-
lected by the BH procedure, but these intervals are needlessly conservative; Reid et al. (2014) char-
acterize the BH procedure as an affine linear constraint for use in the selection-adjusted likelihood
for constructing UMAU confidence intervals, but here we are interested in investigating the per-
formance of confidence sets constructed by simply treating the BH procedure as a simple data-
dependent thresholding problem.
We perform a simulation study to see if nominal coverage is still upheld using this approach. We
generate data in an identical way to the well-specified prior example of Section 5.1. For simplicity,
we assume that we know the sampling variance σ2 = 1 for all considered methods, and we only
consider the case of joint selection. Each two-sided p-value is then given by pi = 2Φ(−|yi|), where
Φ(·) is the standard normal CDF. We use the BH rule in (14) to choose which θi to be considered for
inference. The selection set for constructing the selection-adjusted likelihood is now considered to
be S = {y : |y| > |y(k?+1)|}, i.e. the threshold is determined by the largest yi in magnitude of those
not chosen by the BH procedure. We use q? = 0.2 as the target FDR for the decision rule, and again
construct 90% confidence sets for each method, performing 100 simulations.
The results are presented in Table 5. We appear to recover nominal coverage for each method,
within Monte Carlo standard error. While this is not conclusive evidence, it is still suggestive that
treating the BH procedure as an a priori thresholding rule that is actually decided a posteriori will
still give valid confidence sets for both the UMAU and saFAB procedures.
Coverage Average size Rel. average size
Oracle 0.9028 (0.0296) 3.7493 (0.0315) 0.8745 (0.0073)
UMAU 0.9049 (0.0293) 4.2876 (0.0335) 1.0000 (0.0078)
PEB 0.9150 (0.0279) 3.9574 (0.0605) 0.9230 (0.0141)
NPEB 0.8894 (0.0314) 3.8828 (0.0553) 0.9056 (0.0129)
Table 5: BH results
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Figure 6: Estimated spending function for neural synchrony data from Kelly et al. (2010), Smith
and Kohn (2008).
5.3 Cortex data analysis
Finally, we apply the nonparametric saFAB procedure to a real dataset to show how, with min-
imal assumptions about the prior, we may still construct confidence sets which have significant
gains in efficiency over the UMAU confidence sets. To do so, we analyze the neural synchrony
data published in Kelly et al. (2010) Smith and Kohn (2008) and re-analyzed by Scott et al. (2013).
The goal of this application is to identify fine-time-scale neural interactions (“synchrony”) among
many neurons recorded simultaneously by a multi-electrode array. The experiment from which the
data are drawn produced thousands of pairwise test statistics, each representing the magnitude of
interaction between a single pair of neurons.
Kelly et al. (2010) provides full details of the data and the experiment. For our purposes, the
relevant fact is that the data for each neuron pair can be assumed to take the form zi ∼ N(θi, 1). (We
use i to index pairs, which can be thought of as edges in a network.) Here θi can be interpreted as a
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Figure 7: saFAB and UMAU confidence sets for selected neuron pairs
log rate ratio: that is, eθi represents how much more often, in multiplicative terms, the two neurons
in pair i fire together, compared to the rate one would expect if they were firing independently.
Thus if θi ≈ 0, the two neurons are plausibly independent, while if θi is substantially larger than
zero, they exhibit an interesting pattern of fine-time-scale synchronous firing. The case θi < 0 is
less well understood scientifically, but potentially interesting as well.
In our analysis, we assume no parametric form of the prior for θ, preferring instead to use the
nonparametric saFAB procedure in which we estimate the prior via predictive recursion. Here
selection acts jointly on θi and yi, since we will form confidence sets only for those θi that meeting
an initial screen of significance.
Figure 6 shows the constructed spending function, and Figure 7 shows the saFAB confidence
sets as compared to the UMAU confidence sets. The pronounced asymmetry in the estimated
spending function reflects that fact that most signals in the data set corresponding to presumed
cases where θi > 0 (synchrony enhancement), rather than θi < 0 (synchrony suppression). Indeed,
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Average size Rel. average size
UMAU 3.8102 1.0000
saFAB 3.3671 0.8836
Table 6: Results from the analysis of neural synchrony data.
there are clear neuro-scientific reasons to suspect than many neuron pairs will have θi > 0, but
the case θi < 0 would be unusual. Our analysis detects this fact without having to assume it, and
adapts to it via the choice of the spending function.
We use S {y : |y| ≥ 2} as a very liberal selection region, but a large fraction of the resulting
confidence sets contain 0. For the majority of observed test statistics, the saFAB method (average
width 3.37) gives a shorter interval than the UMAU method (average width 3.81). This is an overall
efficiency gain of 12% across all discovered signals, with the same guarantee of uniform coverage
across all θi values. We emphasize that our analysis complements, rather than competes with, the
analyses in Kelly et al. (2010) and Scott et al. (2013). In those papers, the goal was to discover
interesting pairs of neurons, i.e. to test which pairs have θi 6= 0. Our analysis takes such a test as a
starting point. Using the techniques developed here, we are able conduct valid frequentist inference
for the discovered θi’s, while exploiting their probabilistic structure via a prior, and simultaneously
controlling for post-selection inference. Because θi has a useful neurophysiological interpretation
as a log relative rate, quantifying uncertainty about its magnitude can in this manner can add
substantially to the analyses conducted by previous authors.
6 Discussion
The central argument of this paper has been two-fold: (1) that the shrinkage effect induced by a
prior is not enough, on its own, to combat the substantial bias induced by commonly encountered
forms of post-selection inference; but (2) that the prior, when used in the right way, does indeed
play a decisive role in constructing optimal selection-adjusted confidence sets. Bayesian credible
sets do not exhibit uniform coverage in any case, but they perform especially poorly near θi =
0, presumably a very common case in situations where post-selection inference is likely to be a
concern. Meanwhile, existing methods for frequentist post-selection inference (e.g. the UMAU
intervals considered here) are essentially at the “pre-James–Stein” stage: they do not assume a
prior or otherwise borrow information across components of the θ vector to achieve a beneficial
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shrinkage effect. As a result, they produce confidence intervals that are unnecessarily wide.
Neither approach on its own is enough to satisfactorily address the post-selection inference
problem. Yet by combining Bayesian and frequentist thinking through the FAB framework, we
have shown that it is possible to construct optimal selection-adjusted confidence sets, via the con-
struction of a spending function that depends on a prior. Moreover, even in situations where there
is no rationale for assuming a parametric form of the prior, it is possible to estimate that prior from
the data using nonparametric empirical Bayes. Doing so is computationally straightforward, with
analyses of tens of thousands of data points taking only a few seconds on a laptop. The resulting
efficiency gains versus the UMAU procedure are substantial: on the order of 10% on simulated
data sets, and 12% on a real data set involving neural synchrony, all while maintaining the same
coverage guarantee as the standard frequentist analysis. These are not small differences; on the syn-
chrony example, a 12% efficiency improvement corresponds to confidence sets that are, on average,
nearly half a standard deviation narrower.
There is much research left to be done on the question of how to marry Bayesian and frequentist
thinking in selection-adjusted inference. We anticipate that similar improvements can be made to
post-selection inference procedures for regression and spatial hotspot detection, and we are actively
researching these possibilities.
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A Constructing the optimal spending function
The spending function is specifed by
w(θ) := arg min
w∈[0,1]
Hθ(w),
Hθ(w) := Pr(y ∈ A(θ)) = M
[
F−1(αw + 1− α | θ)
]
−M
[
F−1(αw | θ)
]
pointwise along θ. To minimize Hθ(w) we will find the solution w to set its first derivative to 0. The
derivative is
H′θ(w) = m(F
−1(αw + 1− α | θ)) · 1
f (F−1(αw + 1− α | θ) | θ) − . . .
m(F−1(αw | θ)) · 1
f (F−1(αw | θ) | θ) ,
(15)
so the necessary components to minimize Hθ(w) and therefore construct the spending function are
the marginal density, likelihood, and inverse CDF of the likelihood. For the saFAB procedure, these
components are replaced by their selection-adjusted counterparts
In practice we use a root-finding algorithm to solve H′θ(w) = 0. The likelihood and inverse CDF
are easily calculated for the truncated normal likelihood which we use throughout the paper, and
we show these components in a following subsection. Marginal densities are typically difficult to
calculate analytically, and therefore we use numerical integration as an approximation. Next we
will detail our numerical technique for doing so.
A.1 Approximating the marginal density
For the saFAB procedure, we need to evaluate the marginal density of y to minimize the objective
Hθ . Note that the unadjusted marginal is
m(y) =
∫ +∞
−∞
f (y | θ)pi(θ)dθ,
the joint selection-adjusted marginal is
m(J)S (y) =
∫ +∞
−∞
1
Pr(S)
f (y | θ)pi(θ)1(y ∈ S)dθ = m(y) · 1(y ∈ S)/ Pr(S),
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and the conditional selection-adjusted marginal is
m(C)S (y) =
∫ +∞
−∞
1
Pr(S | θ) f (y | θ)pi(θ)1(y ∈ S)dθ
Whenever we need to evaluate the marginal density at a point y˜, we simply plug y˜ into the
likelihood for the above integrals, and perform numerical integration on the reals using adaptive
quadrature as implemented in the integrate function within the R language. This is assuming that
the conditional selection probability Pr(S | θ) in the denominator for integrand of m(C)S (y) can be
written in closed form.
A.2 Double-tailed truncated normal distribution
Suppose the random variable y is normally distributed with mean θ and variance σ2, and truncated
to outside the range of (−t, t),
(y | θ) ∼ N (θ, σ2) · 1(|y| > t).
Furthermore, let Φ(·) represent the CDF of the standard Gaussian distribution. The selection-
adjusted likelihood of (y | θ) is
fS(y | θ) = 1
Φ
(
−t−θ
σ
)
+ 1−Φ
(
t−θ
σ
) · N (y; θ, σ2) · 1(|y| > t)
The CDF of (y | θ) is:
FS(y | θ) = 1
Φ
(
−t−θ
σ
)
+ 1−Φ
(
t−θ
σ
) ×

Φ
(
y−θ
σ
)
if y ≤ −t
Φ
(
−t−θ
σ
)
if − t < y ≤ t[
Φ
(
−t−θ
σ
)
+Φ
(
y−θ
σ
)
−Φ
(
t−θ
σ
)]
if y > t
,
Let c(θ) = 1 − Φ
(
t−θ
σ
)
+ Φ
(
−t−θ
σ
)
. Then the inverse CDF under the truncated sampling
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model is
y = F−1S (γ | θ) = θ + σ×

Φ−1 (c(θ)γ) if γ ≤ 1c(θ)Φ
(
−t−θ
σ
)
Φ−1
(
c(θ)γ+Φ
(
t−θ
σ
)
−Φ
(
−t−θ
σ
))
if γ > 1c(θ)Φ
(
−t−θ
σ
)
,
B Predictive recursion
For the nonparametric saFAB procedure, we use the generalized two-groups prior in equation (12),
which we here restate as
(yi | θi) ∼ N (θi, σ2)
θi ∼ Ψ, Ψ = p˜i1(θ) + pi0δ0,
where p˜i1(θ) = p · pi1(θ) is a sub-density for signals, and pi0 = 1− p is the mass at zero for nulls.
By marginalizing out θ we may reformulate the model as
yi ∼ p · f1(yi) + (1− p) · f0(yi)
f0(z) ∼ N (y; 0, σ2)
f1(z) ∼
∫
R
N (yi; θ, σ2)pi(θ)dθ.
We use predictive recursion (Newton, 2002) to estimate the mixing density Ψ from the observa-
tions y1, . . . , yn. Begin with an intial guess Ψ[0] a sequence of weights γ[i] ∈ (0, 1). For i = 1, . . . , n,
recursively compute the update
m[i−1](yi) =
∫
R
N (yi; u, σ2)Ψ[i−1](du) (16)
Ψ[i](du) = (1− γ[i])Ψ[i−1](du) + γ[i] ·
{
N (yi; u, σ2)Ψ[i−1](du)
m[i−1](yi)
}
Algorithm 1 details our implementation. We sweep through the data 10 times, each time ran-
domizing the sweep order over the data. In practice, the continuous density pi1(θ) is computed
on a grid, and the integral in (16) is computed using the trapezoid rule. Tokdar et al. (2009) give
conditions on the weights [γ[i]] to lead to almost-sure weak convergence of the PR estimate to the
true mixing distribution. In the case that the mixture model is misspecified, they show that the
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PR estimate converges in total variation to the mixing density that minimizes the Kullback-Leibler
divergence to the truth. Specifically, the conditions for convergence are satisfied by γ[i] = (i+ 1)−a.
We use the default value a = 0.67 recommended by Tokdar et al. (2009) for the weights. See also
Newton (2002), Martin and Tokdar (2012), and Tokdar et al. (2009).
Input : Data y1, . . . , yn; null model N (0, σ2); intial guess Ψ[0] = p˜i[0]1 (θ) + pi[0]0 δ0 with
continuous subdensity p˜i[0]1 (θ) and a Dirac measure at zero of mass pi
[0]
0
for i = 1, . . . , n do
m[i]0 = pi
[i−1]
0 · N (yi; 0, σ2)
f [i]1 (θ) = N (yi; θ, σ2)p˜i[i−1]1 (θ) (discrete grid)
m[i]1 =
∫
R
f [i]1 (θ)dθ (trapezoid rule)
pi
[i]
0 = (1− γ[i]) · pi[i−1]0 + γ[i] ·
(
m[i]0
m[i]0 + m
[i]
1
)
pi
[i]
1 (θ) = (1− γ[i]) · pi[i−1]1 + γ[i] ·
(
f [i]1 (θ)
m[i]0 + m
[i]
1
)
end
Output: Estimates p = 1− pi[n]0 and pi1(θ) = p˜i[n]1 (θ)/p
Algorithm 1: Predictive recursion
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