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vRésumé
Le Cloud Computing permet une optimisation des coûts de déploiement et de main-
tenance des applications. Grâce au cloud, chaque application peut être déployée et re-
configurée en l’espace de quelques minutes. La nécessité pour une application d’être en
permanence à la juste taille afin que celle-ci maintienne continuellement une qualité de
service suffisante, sans pour autant utiliser trop de ressources, requiert de mettre en place
l’élasticité des applications dans le cloud. Cependant, l’état de l’art montre que les solu-
tions actuelles de gestion de l’élasticité sont restreintes à des applications multi-tiers tout
en limitant fortement les scénarios possibles. Le cloud est effectivement un paradigme
jeune et les différents acteurs du marché ont rapidement cherché à offrir l’élasticité. Si
l’élasticité ainsi proposée présente l’avantage indéniable d’être simple à mettre œuvre,
celle-ci n’obéit pas aux besoins de nombreux utilisateurs.
Afin de repousser les limites actuelles de l’élasticité, les travaux présentés dans ce
manuscrit proposent un outil de spécification de l’élasticité nommé Vulcan. A la fois
simple et complet, Vulcan montre qu’il n’existe pas de corrélation entre la complétude
de la solution et la complexité de son utilisation. Basé sur une approche autonomique,
Vulcan apporte les contributions suivantes :
• un modèle d’applications élastiques : celui-ci permet de décrire selon un mode dit
par intention, la façon dont l’application doit évoluer au cours des reconfigurations
induites par l’élasticité. Le formalisme de ce modèle est à la base de la simplicité
recherchée quant à l’utilisation de la solution.
• un algorithme de planification : cet algorithme permet la résolution des différents
paramètres lors de l’élasticité tout en offrant une compréhension simple à l’utilisa-
teur de Vulcan.
• un prototype qui met en œuvre l’ensemble des concepts mis en avant dans ce
document.
Reposant sur des principes à la fois novateurs mais également issus de solutions éprou-
vées, des expérimentations ont démontré tant les capacités d’intégration de Vulcan vis-
à-vis de l’existant, que la viabilité des concepts proposés ou le potentiel de l’approche. Il
en ressort une solution générique, sans restriction quant aux applications gérées et qui
repousse les limites actuelles en matière d’élasticité.
Mots-clés : informatique dans le nuage, élasticité, systèmes répartis, applications




Cloud computing permits cost optimization of both deployment and maintenance
applications. Thanks to the cloud, applications can be deployed and reconfigured in a
few minutes. Each application can thus be continuously maintained at a fair size, so
that it can continuously maintain a sufficient quality of service without using too many
resources. This adaptation is achieved thanks to the feature named elasticity . However,
the state of the art shows that current solutions for the management of elasticity are
restricted to multi-tiers applications and do not manage all possible scenarios. The cloud
is actually a young paradigm and the various market providers have managed to offer
elasticity. If the provided elasticity has the undeniable advantage of being a fast and
easy mean to manage basic cases, it does not address the needs of many users.
To tackle the current limits of elasticity, the work presented in this manuscript pro-
pose a tool for the specification of elasticity that is named Vulcan. Besides being simple
and complete, Vulcan shows that there is no correlation between the completeness of a
solution for the management of elasticity and the complexity of its use. Based on an
autonomous approach, Vulcan brings the following contributions :
• a model for elastic applications : it is used to describe how an application should
evolve over the reconfigurations induced during elasticity. This description is done
at a high level said by intension thanks to an innovative formalism. The proposed
formalism is the basis of the Vulcan simplicity of use.
• a scheduling algorithm : this algorithm resolves various parameters during elastic-
ity while providing to the user of Vulcan an easy comprehension.
• a prototype that implements all concepts described in this manuscript.
Making use of both innovative concepts and principles from proven solutions, Vulcan
has shown its capabilities to push the current limits of elasticity.
Keywords: cloud computing, elasticity, distributed systems, legacy applications,
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Les travaux de thèse présentés dans ce manuscrit se situent dans le domaine du CloudComputing [40, 105] (l’informatique dans le nuage), un nouveau paradigme d’ac-
cès à des infrastructures informatiques. Le cloud met à disposition de ses utilisateurs
des ressources généralement virtualisées, capables d’effectuer des calculs, de stocker des
données ou de faire transiter des informations. Ses ressources sont accessibles sous la
forme de services et au travers du réseau, généralement internet. Leur utilisation est
facturée suivant la formule "Pay-as-you-go" : l’utlisateur paie ni plus ni moins que ce
qu’il consomme. Un avantage extraordinaire du cloud computing réside dans l’approvi-
sionnement des services puisque celui-ci est à la demande : le client obtient les services
qu’il demande en fonction de ses propres besoins. Ces besoins sont quant à eux dictés
par ceux de son application, c’est-à-dire le programme qu’il exécute dans le cloud.
Le cloud computing présente plusieurs avantages majeurs comparativement aux in-
frastructures matérielles traditionnelles. En effet, avec les infrastructures traditionnelles,
le temps d’approvisionnement de machines était de l’ordre de plusieurs semaines/mois là
où le cloud fournit un service équivalent en seulement quelques minutes. Outre la rapidité,
les démarches nécessaires sont également considérablement simplifiées : l’approvisionne-
ment de ressources dans le cloud peut se faire au travers d’une simple interface web là
où avec les infrastructures traditionnelles des formalités administratives devaient égale-
ment être remplies (e.g. obtention d’un budget Capex suffisant, accord de la hiérarchie,
appel d’offre, bon de commande). Le cloud permet donc une fourniture rapide et simple
d’infrastructures informatiques. Outre la rapidité et la simplicité, le cloud permet aussi
de maintenir une infrastructure à la taille nécessaire, à chaque instant, là où les infra-
structures matérielles traditionnelles étaient marquées soit par un gaspillage constant de
ressources, soit par une insuffisance des ressources allouées. En effet, face à la complexité
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des démarches d’obtention de moyens matériels, le choix était souvent fait de surdimen-
sionner les ressources de sorte à pouvoir absorber quelques rares pics de charge. Ce choix
résultait dans une sous-utilisation quasi permanente des ressources matérielles en dehors
des pics tout en ne garantissant même pas que ces fameux pics soient correctement gérés
quand ils se produisaient. Le cloud promet quant à lui de pouvoir adapter dynamique-
ment les ressources consommées : il devient ainsi possible de non seulement absorber
correctement les pics de charge en un temps très court, mais aussi d’éviter le gaspillage
en ne consommant que les ressources requises. Cette notion d’adaptation dynamique de
la consommation des services du cloud est connue sous le terme d’élasticité, une des
promesses du Cloud Computing qui est au centre des préoccupations des travaux de
thèse présentés.
1.1 Problématique
Face à l’intérêt manifesté par les utilisateurs, l’élasticité est très rapidement devenue un
buzzword que toutes les plateformes de cloud se doivent d’afficher parmi leurs fonction-
nalités. Il s’agit également d’un sujet de recherche très en vogue face à l’intérêt suscité
mais également en raison des problématiques à adresser.
Au niveau industriel, la gestion de l’élasticité a vu naître un ensemble important
de solutions très souvent propriétaires (e.g. Amazon CloudFormation, Microsoft Azure,
Google AppEngine). Ces solutions permettent une gestion automatique de l’élasticité.
Elles sont néanmoins marquées à la fois par des risques d’enfermement propriétaire
mais aussi par des limites importantes qui empêchent un utilisateur d’avoir une maîtrise
complète sur l’élasticité de son application. En outre, ces solutions ne gèrent bien souvent
qu’un ensemble restreint d’applications.
Au niveau des solutions de recherche, celles-ci se focalisent dans l’ensemble, sur des
problématiques de prises de décision relatives à des méta-modifications à opérer sur
l’application. Ces décisions visent à adapter dynamiquement le profil de l’application
et consistent en des ordres d’ajout, de suppression ou de reconfiguration de ressources.
De nombreux travaux ont ainsi vu le jour, apportant des solutions capables de décider
des méta-modifications durant l’élasticité. Ces solutions permettent donc d’adapter une
application en fonction de sa charge. Néanmoins, si ces travaux sont absolument essen-
tiels, ils ne suffisent pas à garantir que l’élasticité ne soit pas restreinte par manque de
contextualisation. Pour comprendre ce point, il suffit de considérer par analogie l’expé-
rience de la CIA nommée "chaton acoustique" (Acoustic Kitty). En pleine Guerre Froide,
à la recherche de nouveaux moyens pour espionner le Kremlin et ses ambassades, la CIA
a mené dans les années 1960 un programme consistant à équiper un chat d’un micro,
d’une batterie et d’un émetteur. L’antenne était alors implantée par acte chirurgical le
long de la colonne vertébrale de l’animal. La CIA avait même réussi à lui implanter un
récepteur afin de lui donner des ordres de déplacement à distance. Coûtant des millions
de dollars, ce programme fut un échec puisque dès le premier essai sur le terrain, l’ex-
périence s’acheva par le décès tragique du chat. En effet, l’expérience s’est déroulée près
d’un parc à Washington DC et pour y parvenir le chat devait traverser la route afin
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d’obéir à l’ordre lui intimant d’aller tout droit. Malheureusement pour le pauvre animal,
son aptitude à traverser une route avec des voitures n’avait pas été testée et celui-ci
périt, heurté par un taxi. Au-delà de l’aspect tragique de la scène, cet exemple montre
l’importance que revêt le fait de contextualiser des ordres. De même que l’ordre d’aller
tout droit pour le chat aurait dû être contextualisé afin de tenir compte de la route, les
décisions de méta-modifications pour l’élasticité doivent également l’être afin de tenir
compte des limites et des possibilités relatives à un environnement. Les contributions
des travaux de thèse exposés dans ce manuscrit consistent en une solution capable de
lever les verrous actuels de l’élasticité en permettant une contextualisation intelligente
des décisions d’élasticité.
La solution présentée permet d’adapter les décisions d’élasticité à l’environnement
courant de sorte à établir un plan complet et pertinent des modifications de l’application.
En rapport avec la précédente analogie, l’ordre "va tout droit" serait ainsi décliné en
opérations élémentaires successives telles que : "cherche le passage piétons le plus proche",
puis "attends le feu rouge", puis "traverse", puis "gagne le point à atteindre". Il s’agit là
d’un scénario un peu surréaliste mais qui illustre bien la complexité et l’intérêt de cette
problématique.
Les travaux de thèse doivent remplir les objectifs suivants :
1. Définir un modèle architectural et un formalisme permettant la représentation et la
spécification d’applications élastiques déployées dans le cloud. Il s’agit de proposer
un modèle qui permette à un utilisateur de décrire non seulement son application
mais également les contraintes qui en régissent le comportement durant l’élasticité.
Cette application étant élastique, elle est amenée à évoluer, à être reconfigurée : il
faut donc offrir une maîtrise complète sur les différentes évolutions avec le moins
de restrictions possibles provenant de leur expression.
2. Concevoir et prototyper les mécanismes permettant l’élasticité. Cet objectif vise
à implanter un prototype à même de gérer l’élasticité d’une application tout en
tenant compte du modèle issu du premier objectif. Ce prototype doit permettre
des évolutions de l’application qui soient intégralement maîtrisées par l’utilisateur.
Cette maîtrise se doit d’être simple mais ne doit également pas se faire au prix de
restrictions quant à la couverture des évolutions possibles d’une application.
3. Valider l’approche par des cas d’usages réalistes. Pour remplir cet objectif, des
applications doivent être identifiées. Chacune de ces applications doit correspondre
à de vrais besoins utilisateurs. Pour l’ensemble de ces applications, des évolutions
possibles durant l’élasticité doivent être identifiées et examinées. Chacune de ces
évolutions correspond à un scénario qui doit justifier de son réalisme.
.
1.2 Contributions et Plan
Les contributions des travaux présentés sont au nombre de trois :
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1. Un modèle d’applications élastiques. Celui-ci comprend deux modèles complémen-
taires l’un de l’autre. Le Modèle par Extension est une connaissance de l’état cou-
rant de l’application tandis que le Modèle par Intention permet la description de
contraintes servant à contextualiser les décisions d’élasticité. Le Modèle par Inten-
tion fait usage d’un formalisme original et innovant.
2. Un algorithme permettant la réalisation de la contextualisation des décisions d’élas-
ticité. Cet algorithme fait appel à des méthodes issues de l’intelligence artificielle
et permet une gestion aisée et compréhensible de l’élasticité.
3. Un prototype implantant l’ensemble des concepts. Une évaluation permettant de
valider l’approche en est issue. Celle-ci repose sur un sous-ensemble des cas d’usages
réalistes qui ont été identifiés.
Les travaux présentés apportent une gestion de l’élasticité clairement novatrice en com-
paraison de l’état de l’art actuel. Ces travaux ont fait l’objet de deux diffusions scienti-
fiques :
• L. Letondeur, X. Etchevers, T. Coupaye, F. Boyer and N. De Palma. Planification
pour la gestion autonomique de l’élasticité d’applications dans le cloud. Confé-
rence d’informatique en Parallélisme, Architecture et Système (ComPAS 2014),
Neuchâtel, Suisse, 2014.
• L. Letondeur, X. Etchevers, T. Coupaye, F. Boyer and N.De Palma. Architectural
Model and Planification Algorithm for the Self-Management of Elastic Cloud Ap-
plications. IEEE International Conference on Cloud and Autonomic Computing
(CAC 2014), Londres, Royaume-Uni, 2014.
De plus, une participation au projet collaboratif FSN OpenCloudWare1 a été réalisée au
travers de plusieurs présentations dont une en réunion plénière.
La présentation des travaux est réalisée dans ce document en trois parties successives.
1. La première partie consiste en la présentation de l’état de l’art actuel. Pour cela,
dans le chapitre 2, une description du contexte est donnée en préambule d’une
étude approfondie de solutions de gestion de l’élasticité dans le chapitre 3.
Au cours du chapitre 2, une description de l’élasticité des applications est tout
d’abord donnée avant une description du Cloud Computing. Cette seconde des-
cription vise à montrer à quel point cet environnement est changeant, ce qui influe
directement sur les contributions de la thèse.
Le Chapitre 3 propose l’étude d’un ensemble de solutions de gestion de l’élasticité.
Au cours de cet état de l’art, chaque solution est présentée puis évaluée suivant
une grille de critères. Ces solutions concernent à la fois des solutions de recherche
et des solutions industrielles.
1http ://www.opencloudware.org
1.2. CONTRIBUTIONS ET PLAN 5
2. Une deuxième partie expose les contributions de la thèse et en détaille les concepts
les plus importants. Le chapitre 4 expose une vue d’ensemble des contributions. Les
chapitres suivants détaillent ces contributions en expliquant les problématiques que
chacune adresse et l’approche retenue pour le faire. Le chapitre 5 détaille le Modèle
par Extension, un modèle visant à offrir la connaissance de l’état de l’application
de sorte à pouvoir en calculer les évolutions durant l’élasticité. Ces calculs sont
guidés par les contraintes que l’utilisateur mentionne dans le Modèle par Intention
que le chapitre 6 décrit. Ce chapitre présente notamment le formalisme original
et innovant retenu. Le chapitre 7 aborde une contribution majeure de la solution
proposée. Il s’agit d’un algorithme permettant une gestion avancée des calculs mais
qui rend toutefois l’utilisation de la solution extrêmement simple et pratique. En
fin de ce chapitre, une synthèse rappelle les concepts de la solution et en expose
d’autres montrant que la solution proposée s’appuie sur des préoccupations plus
étendues.
3. Une troisième partie présente l’implantation du prototype et les expérimentations
qui ont permis de valider l’approche proposée. Pour cela, le chapitre 8 commence
cette partie en décrivant l’implantation du prototype qui a été réalisé. Il explique
et justifie les choix importants qui ont été faits. Ensuite, le chapitre 9 propose une
évaluation qualitative de ce prototype au travers de l’identification de cas d’usages
réalistes et positionne les travaux par rapport à l’existant. Cette partie s’achève
par le chapitre 10 qui propose une évaluation des performances du prototype.
Enfin, une conclusion rappelle les objectifs de la thèse, les contributions et expose des
perspectives.
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Ce chapitre vise à offrir au lecteur une vision à la fois claire et concise du contexte de lathèse qui porte sur l’élasticité des applications dans le cloud. Pour cela, ce chapitre
commence par décrire dans une première section les applications et leurs architectures
de sorte à proposer un contexte minimal servant de base à la définition de l’élasticité.
Dans une deuxième section, ce chapitre aborde le Cloud Computing, un domaine dans
lequel l’élasticité est simplifiée mais également soumise à des spécificités.
2.1 Elasticité des applications
Cette section aborde la thématique de l’élasticité des applications. Pour cela, elle com-
mence par exposer les concepts de base nécessaire à la compréhension de l’élasticité :
les applications et les architectures applicatives. Cette première section vise à décrire la
problématique de l’élasticité par une représentation à la fois compréhensible et intuitive.
2.1.1 Définition des applications et des architectures applicatives
Une application se définit comme un ensemble coopératif de briques logicielles pouvant
être exécutées sur une ou plusieurs machines. Chaque brique logicielle est en charge de
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fournir des fonctionnalités, soit directement à l’application, soit à destination d’autres
briques logicielles servant l’application. Chacune de ces briques logicielles requiert des
ressources en termes de capacités de calcul (CPU, GPU, nombre de threads), de stockage
(disque dur, SSD), et de réseau.
L’architecture d’une application se définit quant à elle par l’ensemble des briques
logicielles d’une application et des interactions existant entre ces briques et/ou avec le
"monde extérieur". Il s’agit typiquement de canaux de communication et d’échanges
de configurations. Le concept d’architecture à base de composants [146] modélise les
applications avec des composants pouvant être soit des composants primitifs soit des
composants composites. De façon générale, un composant est en fait une abstraction à
granularité libre d’une ou plusieurs briques constitutives d’une application. La figure 2.1
donne un exemple d’architecture à base de composant pour Springoo, une application
web JavaEE représentative de 80% du Système d’Information (SI) d’Orange.
Springoo est un application web de gestion de catalogues constituée de trois tiers : présenta-
tion, métier et persistance. (a) et (b) sont deux architectures présentant la même application
avec des granularités différentes.
Figure 2.1 – Présentation de l’application Springoo
Cette application est constituée de trois tiers : un tiers présentation, un tiers mé-
tier et un tiers de persistance. Les parties (a) et (b) de la figure 2.1 représentent deux
architectures de Springoo mais avec une granularité différente. Le tiers présentation est
constitué d’un serveur Apache représenté par un composant Apache, le tiers métier com-
prend un serveur Jonas représenté par un composant Jonas et le tiers persistance un
serveur de base de données MySQL représenté par un composant MySQL. La différence
de granularité entre les deux parties de la représentation est la suivante : la partie (a)
mentionne des composant primitifs Mod_jk, EAR et RAR alors qu’ils sont absents de la
partie (b). Dans la partie (a), les serveurs Apache et Jonas sont ainsi représentés par des
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composants composites puisqu’ils contiennent des composants primitifs, tandis que dans
la partie (b), ces mêmes serveurs sont représentés par des composants primitifs. Comme
le montre cet exemple, les architectures à base de composants permettent de modéliser
une application suivant différentes granularités. Il aurait par exemple été possible de re-
présenter les ressources matérielles au travers de composants. Cela souligne l’adaptabilité
des architectures à base composants. Dans la suite de ce manuscrit, les exemples donnés
s’appuient sur la granularité de la partie (b) de la figure 2.1, le terme composant faisant
référence à des briques logicielles auxquelles des ressources sont allouées. Les ressources
sont décrites par des paramètres des composants qu’ils soient primitifs ou composites.
2.1.2 Définition de l’élasticité
Le début de cette section a exposé les concepts permettant de poser les bases nécessaires
à la définition l’élasticité que cette deuxième sous-section expose et illustre au travers
de l’application Springoo.
La définition de l’élasticité qui est fournie dans cette sous-section est donnée du point
de vue de l’architecture de l’application. C’est du reste ce point de vue qui est utilisé
dans la suite du manuscrit. Ce point de vue est toutefois complété par une explicitation
concrète.
L’élasticité se définit comme un ensemble d’opérations venant modifier l’architec-
ture d’une application par des ajouts/suppressions/reconfigurations de composants à des
fin d’adaptation de l’application à la charge.
De façon concrète, au cours de l’élasticité, de nouvelles briques logicielles peuvent
être ajoutées à une application de sorte à, par exemple, absorber une charge plus im-
portante tout en maintenant de bonnes performances. De même, des ressources peuvent
être ajoutées, soit pour permettre l’exécution de nouvelles briques logicielles, soit pour
améliorer les performances de celles déjà présentes. Il s’agit par exemple d’ajouter de la
mémoire vive et/ou des cœurs CPU alloués à une brique logicielle lorsque celle-ci par-
vient à saturer ses ressources. A contrario, l’élasticité concerne aussi la désallocation de
briques logicielles et la libération de ressources matérielles. Une désallocation se traduit
par la suppression d’une brique logicielle lorsque la charge de l’application est faible,
tandis que la libération de ressources correspond à la fin de l’utilisation de ces mêmes
ressources. La libération de ressources peut par exemple être réalisée lorsqu’une brique
logicielle est désallouée ou lorsque la charge de l’une d’elle au cours de son exécution est
faible.
L’élasticité comprend donc des opérations à la hausse comme à la baisse qui im-
pactent les briques logicielles et/ou leurs ressources. En ce sens, deux types d’élasticité
sont exposés dans la littérature scientifique : l’élasticité horizontale et l’élasticité ver-
ticale. Par définition, l’élasticité horizontale consiste en l’ajout ou le retrait de briques
logicielles tandis que l’élasticité verticale ne modifie pas le nombre de composants mais
uniquement leurs allocations de ressources. Un cas pratique d’opération d’élasticité ver-
ticale consiste en l’ajout de ressources matérielles supplémentaires : un serveur Jonas
peut ainsi voir sa quantité de mémoire être augmentée en l’espace de quelques secondes.
L’élasticité verticale est ainsi particulièrement réaliste en raison de sa rapidité d’exé-
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cution par rapport au temps de nécessaire pour l’élasticité horizontale qui elle requiert
plusieurs dizaines de secondes.
D’un point de vue architectural, l’élasticité horizontale ajoute ou retire des compo-
sants tandis que l’élasticité verticale modifie la configuration des composants-composites.
La figure 2.2 illustre un cas d’élasticité horizontale pour l’application Springoo tandis
que la figure 2.3 montre une opération d’élasticité verticale.
(1) est la situation intiale. En (2) le nombre de serveurs a augmenté : un nouveau serveur
a été ajouté au tiers métier pour faire face à l’augmentation du nombre d’utilisateurs. Un
équilibrage de charge est opéré sur le tiers présentation entre les deux serveurs Jonas.
Figure 2.2 – Exemple d’une opération d’élasticité horizontale pour l’application Sprin-
goo
Dans la suite de ce document, la terminologie des opérations d’élasticité[108, 155,
21, 9] est définie de la façon suivante :
• croissance verticale (scale up) : opération d’élasticité verticale consistant à ajou-
ter des ressources à des briques logicielles. D’un point de vue d’une architecture ap-
plicative, il s’agit de reconfigurer à la hausse les composants d’une application sans
qu’aucun composant ne soit ni ajouté ni retiré. Par exemple, une telle opération
peut résulter en l’ajout de mémoire vive à une application en cours d’exécution.
• décroissance verticale (scale down) : opération d’élasticité verticale inverse de
la croissance verticale.
• croissance horizontale (scale out) : opération d’élasticité horizontale qui consiste
à ajouter de nouvelles briques logicielles à une application. Ce type d’opération
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De (1) vers (2), le nombre de serveurs n’a pas évolué. Seules les ressources matérielles allouées
au tiers métier (i.e. le serveur Jonas) ont été augmentées pour soutenir la charge.
Figure 2.3 – Exemple d’une opération d’élasticité verticale pour l’application Springoo
provoque donc l’ajout de composants dans l’architecture de l’application.
• décroissance horizontale (scale in) : opération d’élasticité horizontale inverse
de la croissance horizontale.
Dans la suite de ce manuscrit, l’élasticité est abordée du point de vue de l’archi-
tecture des applications élastiques. Toutefois, toutes les applications ne permettent
pas la réalisation de toutes les opérations d’élasticité. La suite de cette section aborde
ce point.
2.1.3 Capacités d’élasticité des applications
Si l’élasticité ouvre de formidables horizons en matière d’adaptation à la charge pour
les applications, la pratique montre qu’il ne s’agit toutefois pas d’un "remède miracle".
En effet, toutes les applications ne sont pas aptes à être élastifiées. Il est ainsi courant
de rencontrer des administrateurs voulant élastifier une application. Pensant détenir une
pierre philosophale à même de répondre à tous leurs tracas, ceux-ci ne se rendent mal-
heureusement pas compte qu’une application voit ses capacités élastiques être limitées
par sa propre conception.
Pour comprendre ce point il est nécessaire de considérer l’informatique "avant le
cloud". Comme le souligne [54], avant le cloud, l’informatique avait recours à des infra-
structures physiques disponibles ça et là dans des centres de données de plus ou moins
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petite échelle. Ces infrastructures physiques étaient administrées de façon locale, à des
coûts élevés et étaient caractérisées par une faible autonomie nécessitant presque sys-
tématiquement le déplacement physique d’un administrateur. En plus d’être onéreuses,
les infrastructures physiques traditionnelles n’étaient administrées ni de façon réellement
automatisée ni de façon réactive. En conséquence, nombre d’applications destinées à ces
infrastructures étaient conçues en tenant compte de ces limites et ne sont par exemple pas
administrables de façon automatisée. Par ailleurs, comme les infrastructures tradition-
nelles étaient lentes à évoluer (plusieurs semaines pour obtenir une nouvelle machine),
nombre d’applications n’étaient pas aptes à être un jour élastifiées, dans le sens où ni
l’ajout ni le retrait de composants n’étaient possibles sans nécessiter un redémarrage.
Pour aller plus loin, certaines applications requérant des matériels spécifiques ne sont
carrément pas portables dans le cloud. Leur élasticité revient à manipuler des ressources
matérielles spécifiques, ce qui n’entre clairement pas dans le cadre des travaux de thèse.
Les travaux de thèse présentés dans ce manuscrit adressent donc les applications por-
tables dans le cloud. De plus, tout comme une file de voitures voit sa vitesse être limitée
par celle roulant le plus doucement, l’élasticité offerte par la solution proposée est bien
évidemment limitée par les capacités de l’application. Dans le tableau 2.1 nous proposons
une caractérisation des applications en fonction de leurs aptitudes face à l’élasticité.






Caractéristiques observables de l’application
Oui Oui L’application est à même de gérer tout type d’opé-
ration élastique. Ses performances augmentent avec
le nombre de composants. Individuellement, chaque
composant est à même de tirer parti d’une augmen-
tation des ressources qui lui sont allouées (e.g. CPU,
RAM, nombre de threads)
Non Oui L’application permet d’ajouter ou de retirer des com-
posants. Ces opérations influent clairement sur les
performances de celle-ci tandis que les opérations de
(dé)croissance verticale n’ont qu’un faible impact. Ceci
est par exemple le cas des applications de minage de
crypto-monnaies sur GPU pour lesquelles l’ajout de
RAM ou de CPU n’a presque aucune influence.
Oui Non L’application ne permet ni d’ajouter, ni de retirer des
composants que ce soit de façon dynamique ou non.
En revanche, une opération de croissance verticale lui
apporte une hausse de performances et réciproque-
ment, une décroissance verticale effectuée dans des
conditions satisfaisant son fonctionnement s’accom-
pagne d’une baisse des performances.
Non Non L’application ne peut être pas élastifiée en raison d’une
conception ne permettant ni de dupliquer des compo-
sants ni même de tirer partie d’une élasticité verticale
à la volée (i.e. augmentation des ressources allouées
sans redémarrage)
Ce tableau donne les caractéristiques observables des applications en fonction de leurs ap-
titudes élastiques. Une application ne permettant ni élasticité verticale, ni élasticité hori-
zontale ne pourra pas devenir élastique sans une refonte de son architecture et/ou de son
code.
Table 2.1 – Caractérisation des applications concernant leur gestion de l’élasticité
Ainsi l’élasticité est limitée par la conception des applications. Elle l’est également
dans une infrastructure physique traditionnelle en raison du manque d’automatisation
et de rapidité. La section suivante présente le cloud computing, un environnement qui
permet d’élargir les possibilités de gestion de l’élasticité.
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2.2 Cloud Computing
Cette section continue de présenter le contexte des travaux de thèse et se focalise sur le
Cloud Computing, un paradigme jeune et en plein essor. Le but de cette section est d’offrir
une compréhension complémentaire à celle des présentations usuelles puisque le Cloud
Computing est sujet à une évolution rapide et permanente. Ce paradigme ne se résume
pas à un simple modèle en couches ni à une façon d’accéder à des ressources et services.
S’il est tout-à-fait possible d’établir "une photo" actuellement, tout indique que celle-ci
ne sera pas valable très longtemps. Par analogie, si l’on considère la théorie du Big Bang,
l’univers à T0+8 ans était radicalement différent à T0+10 ans. Le cloud computing peut
ainsi être vu comme un écosystème darwinien complexe et en perpétuel changement :
des "espèces" s’éteignent faute d’adaptations, là ou d’autres apparaissent voire prennent
l’ascendance. Cette section décrit donc le Cloud Computing au travers de sa définition
communément admise tout en l’augmentant de changements possibles. Ces deux aspects
sont effectivement au cœur des préoccupations adressées par les contributions exposées
dans la suite du manuscrit.
2.2.1 Définition usuelle du cloud
Les difficultés et les coûts liés au déploiement et à l’administration des applications
dans les infrastructures physiques traditionnelles ont motivé l’émergence d’un nouveau
paradigme : le Cloud Computing. Le cloud computing se caractérise par un ensemble
infini de ressources accessibles au travers d’internet et facturées à l’usage [26, 65, 105]. Il
est communément décrit au travers d’un modèle en trois couches [26, 65, 105, 131, 137].
Un modèle en trois couches
Les ressources du cloud sont mises à disposition sous la forme de services qui peuvent
être répartis en trois couches en fonction des préoccupations adressées :
• La couche Infrastructure constitue le plus bas niveau du modèle. Les services offerts
concernent la fourniture de capacités de calcul, de stockage et de réseau. Il s’agit
de préoccupations au niveau du matériel. Cette couche est généralement appelée
IaaS pour Infastructure as a Service. Amazon EC2 [11] et OpenStack[10] sont, par
exemple, des services de IaaS.
• La couche Software as a Service (SaaS) est la couche de plus haut niveau qui
concerne des préoccupations visant à offrir des logiciels directement utilisables par
les utilisateurs finaux. L’offre Office365 [13, 141] de Microsoft en est un exemple.
• La couche intermédiaire PaaS (Platform as a Service) est un liant entre la couche
Iaas et la couche SaaS. Il s’agit d’offrir des intergiciels nécessitant les services de
la couche IaaS pour permettre la réalisation des préoccupations de la couche SaaS
comme Cloud Foundry [4] ou OpenShift [15] par exemple.
2.2. CLOUD COMPUTING 17
repris de : http://www.technologies-ebusiness.com/enjeux-et-tendances/le-cloud-computing
Figure 2.4 – Modèle en couches du cloud et préoccupations adressées par les différents
acteurs
Le schéma 2.4 illustre ce modèle en trois couches ainsi que les préoccupations adressées.
Ce schéma mentionne également les acteurs identifiés du cloud computing. Le fournisseur
de cloud met à disposition des services tandis que les clients du cloud les consomment.
Ces clients peuvent être des utilisateurs finaux (SaaS) et/ou des administrateurs d’ap-
plications (PaaS/IaaS) qui eux-mêmes déploient et gèrent des applications pour des
utilisateurs finaux.
L’émergence du cloud computing a été étroitement liée au développement d’internet,
ce qui permet à un client du cloud d’accéder simplement à n’importe quel cloud de par le
monde. Outre les réseaux de télécommunications planétaires, le cloud computing repose
également sur la virtualisation.
La virtualisation
La virtualisation est une technique permettant de reproduire l’intégralité du comporte-
ment d’une machine physique dans un environnement logiciel : il s’agit d’une machine
dite virtuelle(VM) par opposition à une machine physique (PM). Avec une VM, un uti-
lisateur a l’illusion de manipuler une machine physique alors que celle-ci n’est en réalité
qu’une application intégralement logicielle ou presque. Chaque machine virtuelle exécute
un système d’exploitation permettant à un utilisateur d’y héberger des logiciels : il s’agit
d’un système d’exploitation qualifié d’invité pour le discerner de celui de la machine phy-
sique qui lui est qualifié d’hôte. Les VMs sont créées et gérées par des logiciels appelés
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hyperviseurs. Les hyperviseurs ont recours à différentes techniques de virtualisation [123]
ce qui influe sur certaines spécificités des VMs qu’ils créent :
• La para-virtualisation. Il s’agit d’une couche de virtualisation directement installée
sur du matériel. Chaque système d’exploitation invité a connaissance d’être une
machine virtuelle. Cette technique est mieux adaptée aux systèmes d’exploitation
libres puisqu’une modification est requise pour prendre en compte cette connais-
sance. Historiquement, Xen [28] est un hyperviseur utilisant cette technique. De
base, la para-virtualisation offre d’excellentes performances par rapport à la vir-
tualisation complète.
• La virtualisation complète permet l’exécution de VMs sans modification des sys-
tèmes d’exploitation invités. Toutefois, l’hyperviseur émule un processeur complet.
Cette émulation étant particulièrement couteuse, il en résulte une forte dégra-
dation des performances. VMWare Workstation et Virtualbox sont des exemples
d’hyperviseurs utilisant cette technique.
Faces au succès de la virtualisation dans les serveurs, les fondeurs Intel et AMD ont
apporté une amélioration matérielle des performances pour la virtualisation complète :
on parle alors de virtualisation complète assistée par le matériel. Connues sous les noms
d’Intel-VT et d’AMD-V, ces technologies ont permis de combler l’écart de performances
entre la para-virtualisation et la virtualisation complète. L’ensemble des hyperviseurs
actuels gèrent la virtualisation complète, dont Xen. La tendance actuelle en matière de
virtualisation tend vers un déclin de la para-virtualisation au profit de la virtualisation
complète.
La virtualisation permet donc d’obtenir des machines virtuelles complètes (également
dites lourdes) par opposition à une autre approche appelée conteneurs légers. L’idée des
conteneurs légers est non plus de créer une machine complète, mais de se baser sur un
socle commun incluant un noyau et des bibliothèques, de sorte à avoir une approche plus
simple, plus rapide et moins lourde par rapport aux VMs complètes [73]. En effet, les
VMs complètes nécessitent de créer une image virtuelle, de paramétrer l’ensemble des
caractéristiques techniques de la VM ( nombre de cœurs CPU, quantité de RAM, réseau,
disque durs, chipset, ...). Il s’agit d’un processus décrit comme étant complexe dans la
littérature [58, 131]. Un conteneur léger est une sorte de chroot (i.e. un cloisonnement
d’environnements d’exécution) plus évolué puisqu’il offre par exemple des liens réseaux
séparés et un contrôle des ressources utilisées i.e. cpu, ram, disque). Un conteneur léger
peut être déployé aussi bien sur des machines physiques que sur des machines virtuelles.
Cette approche souffre toutefois d’une isolation moindre par rapport à des VMs lourdes.
Des solutions comme l’univers Docker [17], Cloud Foundry [4] ou OpenShift [15] ont par
exemple recours aux conteneurs légers.
La virtualisation et les conteneurs légers permettent donc l’exécution de multiples
systèmes d’exploitation et environnements logiciels sur une même machine physique
comme l’illustre la figure 2.5. Ce partage est à la base du Cloud Computing et plus
particulièrement de ses apports. .
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Comparaison de l’informatique sur infrastructure physique traditionnelle (a) avec
les techniques de virtualisation (b et c) et les conteneurs légers (d)
Figure 2.5 – Virtualisation et conteneur légers
L’apport du cloud
Le cloud computing offre de nombreux avantages. Le premier d’entre eux est la réduc-
tion des coûts. Le partage des ressources matérielles permet, à partir d’une même
ressource matérielle, de fournir des services à de multiples utilisateurs tout en les main-
tenant isolés : on parle de mutualisation des ressources. Ainsi, contrairement aux in-
frastructures physiques traditionnelles, les ressources physiques peuvent être concomit-
tament partagées entre différents utilisateurs de façon sécurisée. Ce partage est rendu
réaliste puisqu’en moyenne les serveurs physiques ne sont utilisés qu’entre 5 et 20% de
leurs capacités [26]. De plus, un serveur sur six n’est tout simplement pas utilisé dans le
monde. Le cloud permet donc une consolidation des serveurs tout en offrant un contrôle
et des performances similaires à celles pouvant être obtenues au sein d’une infrastructure
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physique traditionnelle. Pour un client, les coûts d’administration sont tirés vers le bas
dans la mesure où la gestion du parc physique incombe au fournisseur de cloud.
Au-delà de la baisse des coûts, le cloud computing permet une optimisation énergé-
tique [32, 53, 61, 162] : les machines physiques sont rassemblées en de grands ensembles
et ne tournent plus à un niveau d’utilisation faible voire nul. Les grands ensembles ainsi
créés permettent de tirer partie d’une meilleure expertise en matière de transport d’éner-
gie, de refroidissement des serveurs et de valorisation de la chauffe de ces mêmes serveurs.
Comparativement aux ensembles de petites et moyennes tailles issus des infrastructures
physiques traditionnelles, le cloud computing se situe effectivement à la pointe des initia-
tives en la matière. A titre d’illustration, OVH utilise par exemple des refroidissements à
eau et, à l’instar d’Orange, a recours à une architecture des bâtiments favorisant la dis-
sipation passive des calories évacuées. Par ailleurs, google va jusqu’à étudier l’utilisation
de la chaleur produite à destination du chauffage urbain. Le cloud computing permet
donc une mise en place de meilleures pratiques environnementales [27, 81, 171].
Un autre avantage significatif du cloud réside dans la haute-disponibilité. Un utili-
sateur peut ainsi fiabiliser son application et ses données au sein de différents fournisseurs
à un coût significativement bas par rapport aux infrastructures physiques traditionnelles.
Les possibilités conjointes de scalabilité et de dynamicité offertes aux utilisa-
teurs [41] constituent des apports également importants.
• La scalabilité renvoie à la possibilité de déployer des applications ayant une taille
adaptée à une charge donnée : il s’agit d’une mise à l’échelle statique de l’appli-
cation. Le cloud présente une bonne scalabilité dans la mesure où il permet une
gestion aisée des charges qu’elles soient faibles ou au contraire très lourdes, ce que
les infrastructures traditionnelles ne permettent pas simplement. La scalabilité a
d’ailleurs été un argument décisif retenu par Netflix, un acteur majeur de diffusion
de vidéo à la demande qui a décidé de migrer l’intégralité de son infrastructure
dans le cloud. NetFlix utilise actuellement 1 Pétaoctet de données, pour 1 milliard
d’heures de vidéos diffusées par mois à destination de 48 millions d’utilisateurs se
répartissant dans 40 pays.
• La dynamicité est liée à la possibilité de démarrer une machine en l’espace de
quelques minutes seulement, là où la même opération, sur une infrastructure tra-
ditionnelle, nécessitait auparavant des jours voire des semaines.
Le cloud offre effectivement une gestion dynamique de la scalabilité : à chaque instant,
chaque utilisateur du cloud peut consommer uniquement les ressources dont il a besoin.
Une telle gestion dynamique de la scalabilité permet ainsi aux utilisateurs du cloud
d’optimiser leurs dépenses tout en garantissant une gestion de forts pics de charges. Au
niveau économique, il s’agit donc d’un avantage séduisant pour les entreprises qui sont
ainsi assurées d’avoir une infrastructure à même de supporter de fortes hausses dans
leurs activités commerciales. Un exemple souvent mentionné comme un cas d’école est
Animoto, un service permettant la création de vidéos personnalisées à partir d’images,
de clips vidéos et de musiques. En 2008, ce service hébergé dans le cloud lança son ap-
plication Facebook, avec la possibilité pour chaque personne de créer gratuitement une
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vidéo, à la seule condition de s’inscrire sur le site. La plateforme a alors dû faire face
à une augmentation spectaculaire de son utilisation faisant passer son nombre d’utilisa-
teurs de 25000 à 250000 en l’espace de trois jours. Ce succès a alors requis la gestion
d’un pic d’inscriptions de 20000 nouveaux utilisateurs simultanés. D’un nombre de 50
VMs à l’origine, la plateforme est grimpée à près de 4000 comme l’illustre la figure 2.6.
Grâce à la scalabilité dynamique offerte par le cloud computing, la plateforme a pu être
source : http://www.rightscale.com/blog/enterprise-cloud-strategies/animotos-facebook-scale
Figure 2.6 – Animoto : un cas d’école d’élasticité
adaptée dynamiquement à la hausse comme à la baisse. Ces deux types d’adaptation
sont effectivement primordiaux. L’adaptation à la hausse permet aux applications de
toujours être à même de gérer la demande, ce qui garantit une bonne qualité de ser-
vice à tous les clients. Aucun client n’est ainsi rebuté par un service défectueux ou peu
réactif : comparativement aux infrastructures traditionnelles, la perte de clients en rai-
son d’une mauvaise qualité de service est minimisée. Réciproquement, l’adaptation à
la baisse permet de maintenir une dépense optimale vis-à-vis de la demande : seuls les
services nécessaires sont consommés.
Cependant, la gestion dynamique de la scalabilité nécessite que l’application soit
elle-même élastique. Le site web d’Animoto constitue un excellent exemple d’application
web élastique, qui a permis de pleinement exploiter les possibilités de gestion dynamique
de la scalabilité offertes par le cloud. En outre, le cas d’Animoto montre l’importance
primordiale que revêt l’automatisation de l’élasticité. Ce n’est effectivement qu’une
fois qu’elle est automatisée, que l’élasticité devient à la fois réaliste en termes de coûts,
réaliste au niveau de la main d’œuvre nécessaire, mais également beaucoup plus réactive
qu’un opérateur humain ne peut l’être [114, 36]. Conscients de l’importance majeure de
l’élasticité automatisée, différents acteurs du cloud proposent aujourd’hui des solutions
pouvant la gérer, faisant de l’élasticité automatisée un apport supplémentaire du
cloud computing.
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L’automatisation de l’élasticité
L’automatisation de l’élasticité est un apport incontournable du cloud que diverses so-
lutions existantes visent à offrir. La figure 2.7 en illustre l’approche générale qui consiste
en une boucle composée de trois étapes : à partir de l’observation de l’application, des
décisions d’élasticité sont prises de sorte à adapter son architecture, lesquelles résultent
en des réactions qui vont modifier l’architecture courante. Il s’agit là d’une approche
générique mentionnée pour expliquer l’approche générale, mais il est à noter que cer-
taines solutions abordent l’automatisation de l’élasticité de façon plus fine avec la boucle
MAPE-K [84] telle que décrite dans le chapitre 4.
Dans la boucle simple d’automatisation, grâce à une canevas de surveillance, l’Obser-
vation remonte des métriques montrant l’état de l’application : une métrique d’utilisation
CPU élevée peut par exemple révéler une surcharge locale qu’il convient de corriger. Pour
cela, une brique de prise de décision décide si une décision d’élasticité est nécessaire. Une
telle opération est ni plus ni moins que la description d’une (dé)croissance verticale ou
horizontale : il s’agit en fait d’une méta-modification de l’architecture de l’application
à laquelle va correspondre un plan de reconfiguration. Ce plan consiste en une séquence
d’opérations de reconfigurations telles que l’ajout d’une VM, la détermination du profil
matériel de celle-ci. La déclinaison de la décision en un plan de reconfiguration est établie
et réalisée dans la partie Réaction de la boucle.
Figure 2.7 – Boucle simple d’automatisation de l’élasticité
L’élasticité automatisée est au cœur des travaux de thèse présentés dans ce manuscrit
puisqu’il s’agit d’une fonctionnalité majeure et incontournable du cloud computing [26,
105, 131]. Plus particulièrement, ces travaux concernent une partie de la troisième étape
comme décrit dans le chapitre 4. Après la description "usuelle" du cloud computing, la
suite de cette section vise à montrer des problématiques inhérentes au cloud et qui ont
été prises en compte dans les contributions exposées dans ce document. Il s’agit d’obtenir
une gestion innovante, performante et évolutive de l’élasticité.
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2.2.2 Un paradigme en constante évolution
De façon globale, le cloud computing est constitué de grands ensembles répartis dans le
monde et interconnectés. Toutefois, ce paradigme est en constante évolution ce qui a eu
une incidence directe sur les contributions de la thèse. La suite de cette sous-section fait
un point sur l’évolution actuelle du cloud computing.
Un facilitateur d’usages
Si le paradigme du cloud computing a émergé pour répondre à des besoins précis, un
aspect amusant réside dans le fait qu’il a lui-même facilité certains de ses cas d’utilisa-
tion. Par exemple, l’Internet des Objets (Internet Of Things) ou le Big Data sont deux
domaines pour lesquels le cloud computing fait office de catalyseur.
L’internet des objets L’internet des objets se caractérise par une multitude d’élé-
ments connectés ayant des capacités matérielles réduites mais permettant de remonter
de grandes quantités d’informations. Ces informations sont potentiellement créées dans
le monde entier et le cloud computing permet d’offrir un stockage et un traitement ré-
partis dans différents clouds. La figure 2.8 illustre des cas d’usages pour l’Internet des
Objets et son rapport avec le cloud computing.
La répartition géographique est ici un facteur clé en raison des limites de bande
passante induites par les longues distances [168]. Au regard des perspectives évoquées de
développement de l’internet des objets, ce facteur de répartition prend tout son sens :
de 13 millions en 2013, le nombre d’objets connectés devrait atteindre 130 millions en
2018 [165] pour un chiffre d’affaires de 19 milliards de dollars. Il s’agit donc d’un marché
émergent qui nécessite un traitement réparti, élastique et multi-cloud [165, 168]
source : http://www.satiztpm.it
Figure 2.8 – Illustration d’applications de l’Internet des Objets et du lien avec le Cloud
Computing
Comme le décrit [175], l’internet des objets avant le cloud computing était à la
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fois coûteux et complexe à mettre en œuvre en raison de la nécessité d’administrer de
vastes systèmes à la fois hétérogènes et répartis géographiquement. L’émergence du cloud
computing est ainsi un facilitateur pour l’internet des objets et il en est de même pour
le Big Data.
Le Big Data Le big data concerne des ensembles de données dont la taille empêche
l’utilisation et la valorisation par des techniques usuelles de bases de données ou de
gestion de l’information : on parle également de datamasse en français. Au-delà de la
quantité de données, la nature même de ces données rend leur utilisation difficile. Celles-
ci sont en effet non-relationnelles et peu structurées voire pas structurées du tout. Une
partie importante du travail consiste donc à donner un sens à ces données de sorte à en
permettre l’utilisation et donc les valoriser. Pour cela, le big data nécessite une réparti-
tion des calculs de même qu’une maîtrise des emplacements géographiques des nœuds de
calcul par rapport à ceux des données de sorte à maximiser la proximité. Différents four-
nisseurs de cloud ont leur propre service de big data comme Google BigQuery, Microsoft
Azure ou Amazon Web Services.
Conjointement à l’utilisation d’éléments à haute-scalabilité comme les bases de don-
nées NoSQL ou le canevas Hadoop, l’élasticité du cloud est un atout majeur pour le big
data. Il est ainsi possible de créer rapidement des applications permettant un traitement
d’une quantité importante de données en un temps très court. Toutefois, le big data
requiert la maîtrise de l’emplacement géographique des données tant pour des problé-
matiques de performances que pour des problématiques légales.
Le cloud computing permet donc l’émergence de nouveaux usages. Pour certains cher-
cheurs, il s’agit même d’une opportunité de créer de nouvelles applications à la fois sca-
lables, fiables, réparties et peu onéreuses pouvant proposer des services à faibles coûts
capables de concurrencer des offres onéreuses et économiquement bien établies issues
de l’infrastructure physique traditionnelle. Par exemple [37] propose une application ré-
partie permettant l’acheminement de contenu statique pour des applications web aussi
connue sous le terme de Content Delivery Network (CDN). Cette solution est définie par
les auteurs comme étant une alternative performante et très accessible de par son prix
face à ceux d’un ténor du marché comme Akamai, dont les tarifs le rendent uniquement
accessible à de grosses sociétés. L’élasticité des applications de type CDN fait ainsi partie
des cas d’usages retenus pour valider les travaux de thèse.
Tous ces usages ne montrent pas seulement l’intérêt de l’élasticité mais aussi sa
nécessité. Plus particulièrement, les usages relatés dans cette première partie de sous-
section soulignent plusieurs problématiques majeures que l’élasticité doit adresser. Celles-
ci concernent la maîtrise des emplacements géographiques des briques applicatives et
des données, ainsi que la nécessité d’adresser le multi-cloud comme le souligne [116]. Ces
problématiques ne sont pas ou peu adressées actuellement lors de la prise en charge de
l’élasticité. D’autres problématiques que doit adresser l’élasticité sont exposées dans la
suite de cette sous-section.
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Le cloud : un paradigme façonné par les évolutions
Le cloud computing a donc été rendu possible en partie grâce aux solutions matérielles
fournies par Intel et AMD permettant une assistance matérielle de la virtualisation. Au-
jourd’hui encore, il continue d’être façonné par les différentes évolutions technologiques
matérielles. Par exemple, les processeurs ARM sont souvent présentés comme de bons
candidats pour le cloud une fois qu’un jeu d’instructions 64 bits sera réellement dispo-
nible : leur consommation maitrisée est effectivement un argument de poids. Parallèle-
ment, l’essor des disques durs à l’état solide [61, 95, 142] (SSD) ou des calculs généralistes
sur processeurs graphiques [98, 113, 145, 174] (GPGPU) est en train de modifier le vi-
sage du cloud. Des fournisseurs de cloud permettent par exemple de créer des machines
virtuelles utilisant du stockage sur SSD et/ou permettant le GPGPU. Certaines initia-
tives de recherches profitent de cette évolution matérielle constante pour présenter des
travaux innovants à base de FPGAs pour Field Programmable Gate Array, des circuits
électroniques programmables. Par exemple, [44] propose une solution d’acheminement
de contenu (CDN) utilisant ces circuits : l’approche proposée offre d’excellentes perfor-
mances pour une consommation réduite. De même, [140] propose une solution économe
en énergie à base de FPGAs permettant l’accès à distance à des machines virtuelles ou
physiques.
Au-delà du matériel, des initiatives industrielles de PaaS comme Docker, Cloud Foun-
dry et OpenShift montrent une évolution du modèle du cloud. Ces solutions de PaaS
utilisent des conteneurs légers comme base de déploiement. Ce choix peut notamment
être vu comme un élément de réponse aux constats de complexité de gestion du multi-
cloud par divers travaux de recherches [33, 58, 131]. Les conteneurs légers permettent
par exemple aux solutions de PaaS mentionnées ci-avant d’être déployées au sein de
différentes VMs lourdes. Les VMs lourdes permettent une bonne isolation des utilisa-
teurs de la plateforme vis-à-vis "du reste du monde" tandis que les conteneurs légers
permettent une gestion rapide, simple et légère d’une mutualisation des VMs lourdes
sous-jacentes (également montré par [170]). Ces initiatives démontrent que la vision du
cloud logiciel-serveur-VM elle-même, est sujette à évolution.
2.2.3 Synthèse
Le cloud computing est un paradigme prometteur. Il s’agit d’un environnement d’exécu-
tion pour les applications qui offre des possibilités de mise à l’échelle et d’optimisation des
coûts très nettement supérieures à celles des infrastructures physiques traditionnelles.
Cette optimisation passe par la gestion de l’élasticité des applications au niveau du cloud
et plus particulièrement sous sa forme automatisée. L’automatisation de l’élasticité peut
être vue de façon générale comme une boucle observation - décision - action.
Le contexte actuel montre des applications nécessitant une maîtrise géographique
de leur exécution et une répartition sur différents clouds. Ces besoins découlent de
contraintes de passage à l’échelle, de haute-disponibilité et d’optimisation de perfor-
mances. Cela illustre plusieurs enjeux que la gestion de l’élasticité doit adresser : l’élas-
ticité ne doit pas se cantonner à une plateforme ou à un fournisseur mais elle doit per-
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mettre de répartir une application au sein de plusieurs clouds. Par ailleurs, l’élasticité
doit permettre de maîtriser l’emplacement géographique des éléments d’une application.
Un autre point important réside dans l’émergence de nouveaux matériels et le recours
à des approches mêlant conteneurs légers et VMs lourdes : le cloud évolue régulièrement.
L’élasticité des applications dans le cloud doit donc permettre d’adresser au mieux ces
nouveaux éléments sans être limitée à des sous-ensembles correspondant à une "photo"
du cloud à un moment donné.
Les contributions de la thèse tiennent compte de l’ensemble de ces points afin de
repousser les limites de la gestion actuelle de l’élasticité des applications dans le cloud
computing. Le chapitre suivant aborde justement ces limites afin de positionner les tra-
vaux exposés dans ce manuscrit.
Chapitre 3
Etude des solutions d’élasticité
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un "état des lieux" en matière de gestion automatisée de l’élasticité. Afin de mieux
appréhender les solutions décrites, il est nécessaire de comprendre leur positionnement
par rapport au cycle de vie d’une application.
3.1 Cycle de vie d’une application et positionnement des
solutions de gestion de l’élasticité
Le cycle de vie d’une application est défini par une succession précise de phases. Cette
succession a pour but d’organiser et de stipuler le processus nécessaire à la création
complète d’une application. Pour chacune des phases du processus, des préoccupations
à la fois différentes mais globalement complémentaires sont stipulées par la méthode
de gestion de projet utilisée. Les méthodes de gestion de projet sont fortement dis-
semblables [130, 103, 35, 92, 30] et préconisent des cycles dont les processus sont très
différents. Cependant, toutes ces méthodes mentionnent des préoccupations similaires
qui peuvent être regroupées en la succession de macro-phases suivantes [49, 54] :
• La conception vise à définir l’application à créer. Cette définition se fait en
fonction des besoins exprimés par le client. La conception vise à établir un cahier
des charges puis les spécifications techniques et fonctionnelles de l’application.
• La réalisation concerne la production effective de l’application qui doit couvrir
l’ensemble des spécifications de la conception. C’est au cours de la réalisation que
le code applicatif est développé, testé et documenté. En fonction de la méthode de
gestion de projet et des méthodes de génie logiciel utilisées, des phases d’implan-
tation puis de tests peuvent se succéder continuellement. Il est dès lors primordial
pour les équipes de développement de pouvoir effectuer leurs tests de façon rapide
et aisée.
• La validation est la vérification des caractéristiques de l’application. Il s’agit de
s’assurer que l’application couvre de façon effective les exigences exprimées par le
client. La validation comprend notamment des tests de performances et de gestion
de la charge.
• Le déploiement correspond tout d’abord à l’installation et le démarrage de l’ap-
plication sur une infrastructure en vue de son exploitation.
• L’administration regroupe l’ensemble des préoccupations autour de la mainte-
nance de l’application dans le but de permettre son exploitation. Cette maintenance
s’appuie sur de la supervision afin de connaître l’état de l’application, ainsi que
des mécanismes ou des procédures de reconfigurations et de mises à jour. L’élas-
ticité peut par exemple permettre l’exploitation d’une application en offrant des
mécanismes d’adaptation à la charge, qui vont permettre de maintenir une bonne
expérience utilisateur.
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La prise en compte de l’élasticité durant ces différentes phases détermine l’aptitude
finale de l’application à permettre son élasticité. Lors de la conception, l’établissement de
l’architecture fonctionnelle et de l’architecture technique requiert de prendre en compte
le comportement élastique de la future application. Cette prise en compte se traduit
de façon pratique par des architectures logicielles adaptées pour la montée en charge.
Lors de la réalisation, les équipes de développement sont amenées à effectuer des tests
qui incluent notamment la vérification du bon fonctionnement de l’application durant
l’élasticité. Lors de la validation, les tests de performances visent notamment à montrer
la bonne montée en charge de l’application, ce qui concerne directement l’élasticité de
l’application et sa mise en œuvre. Durant le déploiement, le choix de l’approche utili-
sée pour réaliser cette phase est cruciale pour l’élasticité : par exemple, une approche
manuelle de déploiement permettra une élasticité vraisemblablement moins réactive en
comparaison d’une approche automatisée telle que VAMP [54, 55].
Les solutions connues de gestion de l’élasticité adressent tout ou partie des macro-
phases décrites. Par exemple, la solution Jelastic [5] a vocation à favoriser le développe-
ment (durant la réalisation) en offrant un environnement l’intégration d’outils d’intégra-
tion continue [143] tels que Hudson, Maven, Ant ou Jenkins [107]. D’autres concernent
plus particulièrement l’administration voire uniquement cette macro-phase à l’instar de
[89]. De façon globale, les solutions de gestion de l’élasticité se séparent en deux grandes
catégories :
1. Les solutions centrées sur la décision et qui se destinent plus particulièrement
à l’administration.
2. Les solutions complètes qui peuvent viser tout ou partie des macro-phases.
Les solutions industrielles visent particulièrement la conception, le déploiement ou
l’administration.
Ce chapitre dresse un état de l’art de la gestion de l’élasticité en détaillant chacune des
deux catégories en deux sections. Étant donné que le positionnement de chaque catégorie
est différent vis-à-vis des travaux exposés dans ce document, des critères différents ont
été retenus pour les évaluer. Les critères retenus sont décrits au début de chacune des
sections.
3.2 Solutions orientées décision
Cette section présente la première catégorie identifiée de solutions à destination de la
gestion de l’élasticité. Ces solutions se focalisent sur la prise de décision qui se situe en
entrée de la contribution exposée dans ce manuscrit. Toutes ces solutions sont issues de
travaux de recherche, les solutions industrielles se focalisant sur une approche complète
(Observation + Décision + Réaction) de sorte à offrir un service d’élasticité automatique
de bout-en-bout à leurs clients. L’étude qui suit dans cette section a donc pour principal
objectif l’identification des différentes décisions possibles.
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Les sous-sections suivantes présentent des solutions étudiées de prises de décisions.
Ces solutions sont regroupées en fonction du type d’élasticité visée par la prise de dé-
cision. Une description synthétique est donnée pour chacune de ces solutions. En fin de
section, le tableau 3.1 synthétise les opérations d’élasticité admises par l’ensemble des
solutions.
3.2.1 Solutions gérant la prise de décision pour de l’élasticité soit ver-
ticale soit horizontale
Les solutions présentées dans cette sous-section décident d’opérations concernant soit
élasticité verticale soit l’élasticité horizontale.
La première de ces solutions [94] utilise un processus de décision reposant sur logique
neuro-floue. Il s’agit d’une approche hybride alliant la logique floue au réseau neuronal.
La solution gère la prise de décision pour l’élasticité horizontale.
CloudScale [139] utilise un modèle prédictif reposant à la fois sur une prédiction à
base de transformations rapides de Fourier pour la détection des signatures des bursts
(i.e montée en charge très rapide) et sur une prédiction à base de chaînes de Markov à
temps discret. CloudScale adresse la décision pour de l’élasticité verticale. L’originalité
de la solution réside dans sa gestion des fréquences des processeurs des nœuds physiques
du IaaS et de leur tension d’alimentation (aussi appelée Vcore). Cette originalité permet
de maîtriser l’énergie nécessaire aux applications.
Dans [62], les auteurs s’intéressent à l’utilisation de politiques d’élasticité décrites
dans un précédent article [63]. L’approche se base sur la théorie du contrôle et des heu-
ristiques en utilisant une prédiction par modélisation stochastique. La solution adresse
la prise de décision d’opération d’élasticité horizontale.
La solution exposée dans [87] propose d’offrir l’élasticité à des applications non-
élastiques puisque leur conception n’a pas prévu cette possibilité. Les auteurs adressent
la prise de décision concernant l’élasticité horizontale en utilisant une approche originale
à base de migrations de VMs. La migration de VMs vise à utiliser toutes les ressources
matérielles libres des nœuds physiques sous-jacents.
VirtRL [167] utilise l’apprentissage par renforcement pour effectuer des prises de dé-
cisions à destination de l’élasticité horizontale. VirtRL utilise un processus de prise de
décision markovien et offre un apprentissage accéléré grâce à un mécanisme d’initialisa-
tion innovant en plus d’un mécanisme de convergence accéléré.
Dans [112], la solution présentée décide d’opérations d’élasticité horizontale. Elle vise
plus particulièrement l’élasticité des applications avec état. La solution garantit la haute-
disponibilité grâce à la gestion de la réplication de sessions. Le cas d’usage présenté porte
sur un réseau de télécommunications.
IACRS [72] offre une prise de décision par gestion de dépassement de seuils. Les seuils
résultent de la composition de plusieurs métriques là où d’autres solutions ne proposent
que des seuils basés sur une seule. L’approche s’intéresse notamment à l’élasticité des
répartiteurs de charge en décidant quand il est nécessaire d’ajouter ou retirer un répar-
titeur en tête d’un ensemble de nœuds de calcul. IACRS vise la prise de décision pour
des opérations d’élasticité horizontale.
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Cette sous-section a décrit des solutions de gestion de l’élasticité orientées sur la prise
de décision et ne gérant qu’un type d’élasticité (i.e soit verticale soit horinzontale). D’une
manière générale, l’élasticité verticale est moins abordée que l’élasticité horizontale. Ce
constat est sûrement à lier avec le fait que si l’élasticité verticale est bien gérée par les
hyperviseurs, elle l’est moins au niveau des IaaS.
3.2.2 Solutions gérant la prise de décision pour de l’élasticité verticale
et horizontale
Les solutions de prise de décision présentées dans cette sous-section adressent à la fois
l’élasticité verticale et l’élasticité horizontale.
HybridScale [88, 89] est un gestionnaire de niveau de services (SLAs). Il s’agit d’une
approche hybride tant au niveau des décisions (élasticité verticale et horizontale) qu’au
niveau de la prise de décision elle-même en alliant les modes proactif et réactif [23].
Dans [164] les auteurs proposent une solution qui, en tenant compte du placement
des VMs au sein de l’infrastructure du cloud, décide s’il faut plutôt prendre une décision
d’élasticité horizontale ou bien une décision portant sur de l’élasticité verticale. Une
comparaison des différentes stratégies est proposée.
La solution décrite dans [70] propose des algorithmes de prise de décision qui mixent
à la fois de l’élasticité horizontale et de l’élasticité verticale. L’article propose une com-
paraison de ces algorithmes sur une application web multi-tiers.
DejaVu [160] offre une prise de décision reposant sur une classification de profils de
charge. La décision est prise en fonction de l’établissement d’une correspondance entre
l’état courant d’une application et un profil de charge. Une particularité de la solution
est la méthode pour rendre possible l’établissement du profil : DejaVu effectue un rejeu
des requêtes à destination des serveurs surveillés vers son Profiler. Pour cela, la solution
nécessite l’exécution d’un proxy spécifique placé en tête des serveurs et qui communique
ainsi les doublons des requêtes qui leur sont adressées vers le Profiler.
L’approche de [134, 23] vise à minimiser les coûts d’exécution d’une application.
L’originalité de la solution réside dans la gestion de l’élasticité verticale par regroupement
des VMs. Un ensemble de petites VMs peut par exemple être regroupé en une VM ayant
un profil matériel plus élevé si cela minimise le prix final.
Les solutions décrites dans cette sous-section gèrent à la fois des décisions pour de
l’élasticité verticale et des décisions pour de l’élasticité horizontale. [164] et [134, 23]
soulignent l’importance de la gestion du placement et plus précisément, de la décision
en tenant compte du placement des différentes ressources au sein de l’infrastructure.
3.2.3 Synthèse
Cette section a présenté des solutions orientées sur la prise de décision uniquement. D’un
point de vue fonctionnel, ces solutions se situent en amont des contributions exposées
dans ce manuscrit. Elles visent toutes à effectuer des prises de décision d’opérations
d’élasticité à partir de l’observation des applications et plus particulièrement des mé-
triques remontées (e.g. utilisation CPU/RAM, temps de réponse de l’application, nombre
32 CHAPITRE 3. ETUDE DES SOLUTIONS D’ÉLASTICITÉ
de requêtes par seconde). Le tableau 3.1 présente une synthèse des différentes approches
mentionnées ci-avant dans le but d’établir un inventaire des décisions possibles. Dans cet
inventaire, les entrées sont le nom des solutions et les décisions d’opérations d’élasticité.
Solution Elasticité verticale Elasticité horizontale












Table 3.1 – Inventaire des décisions possibles concernant l’élasticité.
Le tableau 3.1 montre que les solutions présentées adressent les deux types d’élasti-
cité. Outre les deux types d’élasticité présents dans le tableau 3.1, la décision peut éga-
lement concerner la migration des VMs au sein d’infrastructures à l’instar de certaines
solutions décrites dans cette section. Par ailleurs, une solution comme DejaVu [160] re-
quiert l’ajout de proxies propres à la solution mais pas à l’application. Il s’agit donc
d’une problématique supplémentaire à prendre en compte pour les travaux de thèse qui
se situent en aval de la décision. Cette problématique n’est pas spécifique à DejaVu puis-
qu’elle concerne également la mise en place de canevas de surveillance de l’application
dont les autres solutions de gestion de l’élasticité font usage. De tels canevas de sur-
veillance nécessitent notamment l’ajout et la configuration de sondes afin de remonter
des relevés de métriques.
Cette section a permis d’établir un bilan des décisions possibles lors de la gestion
automatique de l’élasticité. Ce bilan est primordial puisque comme le détaille le cha-
pitre 4, les travaux de thèse doivent justement offrir un point d’entrée pour une brique
spécialisée dans la prise de décision. La section suivante aborde les solutions proposant
une boucle complète d’automatisation de l’élasticité.
3.3 Solutions de gestion complète de l’élasticité
Cette section décrit les solutions offrant une gestion de l’élasticité dite "complète". Cet
adjectif ne signifie pas que ces solutions gèrent intégralement l’élasticité durant tout
le cycle de vie de l’application puisqu’elles peuvent être spécialisées dans la gestion
3.3. SOLUTIONS DE GESTION COMPLÈTE DE L’ÉLASTICITÉ 33
d’une seule macro-phase. En revanche, ces solutions offrent une boucle complète en
matière d’élasticité automatique. Il s’agit de solutions tout-en-un qui comprennent des
mécanismes plus ou moins poussés de prise de décision. Ces mécanismes s’appuient sur
des observations de métriques (e.g. occupation CPU/RAM, temps de réponse, nombre
de requêtes par seconde) afin de décider quand il est nécessaire de réaliser une opération
d’élasticité sur l’application. Toutes les décisions prises permettent une réaction qui
consiste en des actions de reconfiguration de l’application. La fonctionnalité permettant
la déclinaison des décisions en actions de reconfigurations de l’application constitue le
cœur de la contribution de cette thèse. Les solutions décrites dans la suite de cette
section seront donc abordées suivant cet aspect. Pour chaque solution, une description
sera donnée ainsi qu’une évaluation en suivant des critères. La description et les critères
qui ont été retenus sont explicités dans les deux sous-sections qui suivent.
3.3.1 Un point sur la description des solutions
La description des solutions complètes repose sur une explication de l’utilisation des
différentes solutions selon le point de vue de leurs utilisateurs.Chaque solution fait l’objet
d’une description en six temps.
1. Dans un premier temps, une introduction décrit les services de la solution ainsi
que ses concepts.
2. L’exécution d’une application au sein d’une des solutions de cette section peut
nécessiter un travail préparatoire afin d’adapter l’architecture de l’application à
l’environnement du cloud. Pour cela, il est nécessaire de comprendre quels sont
les services qui seront consommés par l’application et leurs interactions. Chaque
solution peut en effet offrir ses propres services, avec des appellations spécifiques
ainsi que des concepts spécifiques. L’exécution d’une application et son élasticité
requiert donc d’identifier quels sont les services nécessaires à l’application et com-
ment ces services doivent être utilisés. Pour chaque solution, l’identification de ces
services est explicitée dans une sous-section intitulée Modèle d’application.
3. Une sous-section nommée Opérations d’élasticité couvertes décrit quelles sont les
opérations admises par la solution : la gestion de l’élasticité verticale et de l’élas-
ticité horizontale y est abordée.
4. La sous-section nommée Architecture applicative aborde la connaissance de l’ap-
plication qui est offerte à l’utilisateur de la solution d’élasticité (i.e la personne
qui exécute son application). Plus précisément, il s’agit de répertorier les descrip-
tions offertes à l’utilisateur. Ces descriptions concernent tout d’abord les services
identifiés pour l’application en sous-section Modèle d’application . Ces descriptions
concernent également la connaissance de l’état de l’application lors de son exécu-
tion.
5. La sous-section Gestion du placement aborde la maîtrise qui est laissée à l’utili-
sateur de ces solutions quant à l’emplacement d’exécution des sous-ensembles de
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son application. L’absence ou le manque de connaissance sur l’emplacement des
données dans le cloud est effectivement une crainte récurrente de ses utilisateurs.
Cet aspect concerne également des problématiques légales et de performances des
services déployés.
6. La dernière sous-section appelée Positionnement par rapport aux critères décrit
pour chaque critère donné ci-après, l’évaluation obtenue par la solution. Un graphe
en toile d’araignée est fourni de sorte à identifier visuellement les caractéristiques
de la solution. La surface n’est pas remplie pour ne pas fausser la perception du
lecteur : une grande surface donnerait effectivement une impression de qualité
là où la lecture de ce graphe doit être une perception de la carte d’identité des
caractéristiques de la solution.
3.3.2 Critères d’évaluation
Chaque solution est évaluée au travers de huit critères. Pour chaque critère, la solution
est notée sur une échelle Faible - Moyen(ne) - Bon(ne) - Fort(e). La suite de cette section
décrit et justifie les critères retenus.
Indépendance applicative
Ce premier critère permet d’évaluer l’aptitude de la solution à adresser une élasticité
pour un ensemble peu ou non restreint d’applications. Par exemple, certaines solutions
d’élasticité sont des mécanismes ad hoc propres à une application comme DELMA [56],
CAP2020 [120], ou ElastiCLIF [148]. D’autres moins spécifiques peuvent ne gérer qu’un
type d’applications : les applications web ou HPC [79] par exemple. Ce critère permet
donc d’évaluer l’étendue des types d’applications pouvant être rendus élastiques par la
solution.
• Faible. Une indépendance applicative évaluée à Faible traduit une forte adhérence
de la solution à un type d’application. C’est par exemple le cas d’une solution ne
gérant que les applications web.
• Moyenne. La solution est évaluée à Moyenne pour ce critère lorsqu’elle adresse un
ensemble fini de types d’applications. Cet ensemble a une cardinalité strictement
supérieure à 1 et chaque application ne peut correspondre qu’à un unique type. Par
exemple, une solution ne permettant de rendre élastique des applications qu’uni-
quement de type web ou qu’uniquement de type MapReduce [67] sera évaluée à
Moyenne. Pour une application donnée, celle-ci ne peut donc pas résulter de la
composition de plusieurs types.
• Bonne. L’indépendance applicative d’une solution est évaluée à Bonne si la so-
lution gère un ensemble de types d’applications avec une cardinalité strictement
supérieure à 1, tout en permettant de composer entre eux les différents types
d’applications gérés. Par exemple, une solution permettant de rendre élastique les
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applications à la fois de type web et de type MapReduce, obtiendra une évaluation
pour ce critère à Bonne.
• Forte. Cette évaluation est retenue si la solution n’a pas de limite connue concer-
nant sa gestion d’applications.
Indépendance architecturale
Le critère d’indépendance architecturale traduit l’inverse de l’adhérence de la solution
à un type d’architecture. La notion de "type d’architecture", réfère au gabarit (ou pat-
tern) des éléments constitutifs de l’application. Par exemple, une application qui a une
architecture organisée en tiers, a un type d’architecture multi-tiers. Pour ce type d’ar-
chitecture, l’élasticité globale de l’application peut être opérée de façon simple au moyen
de l’ajout ou du retrait d’éléments constitutifs d’un tiers. C’est un cas d’usage de base
puisque très répandu dans les solutions connues de gestion de l’élasticité. Toutefois, la
gestion de ce seul cas ne suffit pas à adresser tous les besoins : c’est pour cela qu’il est
nécessaire d’évaluer chaque solution en fonction de sa non-adhérence à un type d’archi-
tecture, c’est-à-dire qu’il faut évaluer son indépendance face aux types d’architectures.
Ce critère reflète ce dernier point et le détail de son évaluation est comme suit :
• Une indépendance Faible correspond au fait que la solution ne gère qu’un type
d’architecture. Un exemple typique est une solution ne gérant que les applications
multi-tiers.
• Une indépendance Moyenne correspond à une solution gérant plusieurs types d’ar-
chitectures sans permettre de les composer.
• L’indépendance architecturale est évaluée à Bonne si la solution gère plusieurs
types d’architectures et que la composition de ces architectures est possible.
• L’évaluation de ce critère est Forte lorsqu’il n’y a pas de limite connue à la solution.
Celle-ci peut donc a priori gérer n’importe quel type d’architecture.
Il est à noter que ce deuxième critère n’est pas complètement orthogonal au précédent.
Par exemple, une solution ne gérant que les applications web n’adressera vraisemblable-
ment que des applications avec une architecture multi-tiers. En revanche, la réciproque
n’est pas vraie. La lecture de ces critères doit donc tenir compte de ce fait.
Indépendance vis-à-vis de l’environnement
L’indépendance de l’environnement vise à évaluer si la solution de gestion de l’élasticité
est spécifique à un ensemble de fournisseurs de cloud. Ce critère est primordial dès lors
qu’il s’agit d’établir les risques d’enfermement propriétaire. Une indépendance forte est
garante d’un risque minimum là où une indépendance faible indique que ce risque est
maximal.
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• L’indépendance vis-à-vis de l’environnement est évaluée à Faible, la solution ne
permet d’accéder qu’à un unique IaaS.
• Evaluée à Moyenne, l’indépendance vis-à-vis de l’environnement indique que la
solution peut adresser un ensemble fini et non-extensible de plusieurs IaaS.
• Bonne est l’évaluation retenue pour une solution qui peut gérer un ensemble fini
et extensible de plusieurs IaaS. La seule limite provient du fait que le déploiement
d’une application ne peut être réalisé sur plusieurs d’entre eux en même temps.
• Une indépendance Forte à l’environnement indique que la solution de gestion de
l’élasticité est à même de gérer une application sans limite relative quant aux
IaaS accessibles. L’ensemble de ces IaaS est extensible et le déploiement d’une
application peut être réalisé sur plusieurs d’entre eux en même temps.
Gestion des applications patrimoniales
La gestion des applications patrimoniales est un critère-clé qui permet d’évaluer le sup-
port d’applications qui ne peuvent ni être recompilées ni être modifiées pour la plate-
forme. Comme le souligne [33], il s’agit d’une difficulté majeure à laquelle les entreprises
font face. La migration des application patrimoniales dans le cloud constitue effective-
ment un frein à son adoption. Pour ce critère, plus une solution a une évaluation proche
de Forte, moins cette solutions nécessitera de modifier l’application. De fait, la nécessité
de recompiler une application constitue déjà une modification. En revanche, ce critère
n’est absolument pas révélateur de la quantité de travail à fournir pour que l’application
soit portée sur la solution. Une solution peut par exemple nécessiter une recompilation
complète, sans que cela nécessite le moindre travail supplémentaire par rapport à un
environnement en dehors du cloud. Cette solution sera évaluée comme ayant une gestion
Faible des applications patrimoniales alors même qu’elle ne requiert aucun effort addi-
tionnel. Cet exemple a aussi sa réciproque : une solution peut obtenir une évaluation
Forte tout en demandant le développement de pilotes spécifiques. Le présent critère doit
donc être vu comme étant en lien avec les modifications à apporter à une application
existante du point de vue de la recompilation et de la modification de l’architecture de
l’application. Voici l’évaluation du critère de gestion des applications patrimoniales :
• Faible : la solution nécessite une recompilation de l’application et éventuellement
des changements dans son architecture.
• Moyenne : la solution ne nécessite pas une recompilation complète de l’application
mais uniquement de certains composants.
• Bonne : aucune recompilation n’est requise. En revanche, il est nécessaire d’effec-
tuer des changements dans l’architecture de l’application. Par exemple, il est requis
de changer le serveur métier d’une application web.
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• Forte : aucune modification de l’application n’est requise. Le seul effort porte sur
la création de pilotes des composants par la solution, notamment pour gérer leur
cycle de vie.
Granularité des opérations
La granularité est un critère qui concerne les capacités de reconfiguration des applications
que peuvent gérer les solutions durant l’élasticité. Plus précisément, ce critère a pour
objectif l’évaluation de la finesse des opérations admises par la solution. Ce point est
important car plus la finesse est faible plus les opérations possibles sont grossières. D’une
granularité grossière découle une limitation au niveau du comportement élastique de
l’application puisque certains paramètres sont alors cachés et ne peuvent donc pas être
administrés. A titre d’illustration, une solution gérant uniquement l’ajout ou le retrait
de VMs typées, toutes similaires et, avec l’usage implicite d’un répartiteur de charge, ne
permet par exemple pas d’adresser les problématiques d’élasticité verticale. L’évaluation
de ce critère est finalement :
• Granularité Faible : La solution a une granularité au niveau de la VM. Seuls des
ajouts et retraits de VMs issues d’une même image virtuelle sont permis et avec
un profil matériel fixe.
• Granularité Moyenne : la finesse des opérations offertes par la solution concerne
des groupes de composants. La solution ne réalise en fait que des traitements par
lots sur les composants sans possibilité de gestion individuelle. Tous les composants
d’un même type sont donc administrés de la même façon. En outre, il n’y a pas de
gestion du placement de ces composants.
• Granularité Bonne : la solution permet d’administrer le profil de VMs typées. De
façon concrète, la solution gère l’élasticité verticale.
• Granularité Forte : la solution admet des opérations élastiques au niveau des com-
posants. Les placements sont donc gérés par la solution et il est par exemple pos-
sible d’ajouter/de retirer des composants dans une VM existante. L’ensemble des
paramètres de configuration de l’architecture est également administrable.
Modélisation de l’application à l’exécution
La modélisation de l’application à l’exécution est un critère permettant d’apprécier la
connaissance que la solution donne à l’utilisateur de l’état courant de son application.
Une telle connaissance doit être explicite et est bien entendu nécessaire afin de pou-
voir évaluer le bon fonctionnement de l’application à des fins de tests de conception,
de validation, de vérification du déploiement et bien évidemment pour pouvoir réaliser
l’administration de cette application.
• Faible modélisation de l’application à l’exécution : une solution obtenant cette
évaluation n’offre qu’une vue des services consommés de façon globale et les services
consommés ne sont pas liés à une application précise.
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• Moyenne modélisation de l’application à l’exécution : cette évaluation correspond
à une modélisation reposant sur des consommations de services par application
sans explicitation ni des composants ni des liaisons au niveau applicatif.
• Bonne modélisation de l’application à l’exécution : cette évaluation signifie que la
solution décrit les composants avec leurs liaisons mais sans les placements.
• Forte modélisation de l’application à l’exécution : la solution mentionne à la fois
les composants, leurs liaisons, leurs placements et leurs configurations.
Modélisation de l’élasticité
Ce critère est central pour une solution de gestion de l’élasticité. Il s’agit de la descrip-
tion du comportement élastique de l’application. En d’autres termes, cette modélisation
sert à déterminer les modifications possibles de l’application durant l’élasticité. Suivant
la solution, cette modélisation va consister à interdire des évolutions non voulues par
exemple en spécifiant un minimum et maximum pour chaque ensemble de composant.
Cette modélisation peut aussi expliciter comment doivent être construites les liaisons
entre composants. Cependant toutes les solutions n’offrent pas le même degré de mo-
délisation et certaines n’en permettent même pas du tout. Chaque solution a donc été
évaluée suivant ce critère de la façon qui suit :
• Faible. Cette évaluation indique qu’aucune modélisation n’est offerte par la solu-
tion. Celle-ci s’appuie donc uniquement sur un comportement implicite de l’appli-
cation.
• Moyenne. Lorsque la solution ne permet que de lister des services de la solution
(ou bien des types de VMs), l’évaluation retenue est Moyenne.
• Bonne. La solution permet de modéliser une application au travers de l’expression
de ses composants mais sans notion explicite soit de placement, soit de liaison,
soit de configuration.
• Forte. L’évaluation de la solution est forte pour ce critère lorsque le modèle gère à
la fois les notions de composants, de placements, de liaisons et de configurations. Ce
type de modèle permet l’expression de l’entièreté de l’évolution d’une architecture
applicative durant l’élasticité.
Expression de contraintes
L’expression de contraintes est un critère d’évaluation de la possibilité que la solution
offre à ses utilisateurs de décrire des exigences portant sur le comportement élastique
de l’application. Il ne s’agit non plus seulement d’évaluer l’expression de la modification
d’une architecture applicative, mais d’évaluer s’il est possible d’exprimer des contraintes
qui vont régir à la fois les liaisons, les placements, les cardinalités de composants et les
configurations de tous les éléments de l’architecture. La grille d’évaluation retenue pour
ce critère est donc :
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• Faible : aucune contrainte n’est exprimable au travers de la solution, pas même
des cardinalités minimale et maximale sur les composants.
• Moyenne : il est possible d’exprimer des contraintes simples portant sur des cardi-
nalités de composants ou de VMs. Les placements, les liaisons ou les configurations
ne sont pas contraignables.
• Bonne. L’expression des contraintes est évaluée à bonne lorsque la solution permet
d’exprimer des contraintes plus complexes que des cardinalités.
• Forte. Cette évaluation est retenue si la solution laisse la possibilité d’étendre les
contraintes gérées.
40 CHAPITRE 3. ETUDE DES SOLUTIONS D’ÉLASTICITÉ
3.3.3 Heroku
Créé en 2007 puis racheté en 2010 par Salesforce.com [16], Heroku [6] est un service de
PaaS spécialisé pour les applications écrites en langages Ruby, Node.js, Java, Python,
Clojure et Scala. Il gère également certains canevas de programmation basés sur ces
langages. Il fut originellement destiné au développement rapide d’applications web. Cette
préoccupation caractérise encore aujourd’hui cette offre.
Le déploiement dans Heroku s’effectue au travers du logiciel de gestion de version
git. Il suffit de pousser le code source sur le dépôt distant d’Heroku à partir du dépôt
local. De façon préalable, l’utilisateur doit renseigner un fichier mentionnant les com-
mandes admises par chaque conteneur d’exécution ainsi que d’éventuelles dépendances
extérieures, telles que les plugins d’un serveur Node.js requis pour le fonctionnement
de l’application par exemple. L’approche de Heroku repose sur des Buildpacks, des pa-
quets de construction permettant à la fois de compiler le code mais aussi de l’exécuter.
Cette approche est suivie par une large communauté et les Buildpacks ainsi créés sont
largement utilisés par d’autres solutions décrites dans ce manuscrit.
Modèle d’application
Si Heroku repose sur l’infrastructure d’Amazon, celle-ci n’est pas directement visible
par l’application. Les VMs d’EC2 et le stockage de S3 sont ainsi utilisés de façon quasi-
ment transparente. L’application est exécutée dans des conteneurs légers appelés dynos.
Chaque dyno peut exécuter un certain nombre de processus :
• Des processus orientés présentation de pages web.
• Des processus pour les traitements métier appelés workers.
• Des processus systèmes qui permettent notamment la gestion de l’interface en ligne
de commandes, de l’administration et de l’ordonnancement.
L’ensemble des dynos requis pour l’exécution d’une application est appelé slug. Lors du
déploiement, le BuilPack nécessaire est automatiquement détecté et va déterminer les
dynos requis pour l’application.
Opérations d’élasticité couvertes
Chaque slug est élastique au travers d’opérations d’élasticité horizontale portant sur
le nombre de dynos. Les dynos ne sont pas élastiques en eux-mêmes. Ils provoquent
notamment des notifications d’erreurs lorsque leur consommation de mémoire vive excède
le quota fixé par leur profil. Une fois ce quota dépassé, la mémoire supplémentaire est
prise sur le swap d’où une dégradation importante des performances du dyno. Si ce
rapport parvient à cinq, le dyno incriminé est redémarré automatiquement.
Heroku met à disposition différents profils de dynos. Ces profils sont caractérisés
par le nombre de cœurs virtuels et la quantité de RAM. Les profils des dynos peuvent
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modifiés mais, pour un slug donné, un seul profil est admis par type de dyno. Le redi-
mensionnement d’un dyno entraine successivement le redimensionnement de l’ensemble
des dynos de même type pour le slug auquel il appartient, puis leur redémarrage.
Architecture applicative
L’architecture de l’application est implicite et répartie en dynos dont le type détermine
le comportement au sein de l’application. Plus précisément le type d’un dyno induit les
liaisons vers les autre(s) type(s) de dynos. Chaque type de dyno est présent dans un
catalogue fixe.
Certains types de dynos doivent respecter le pattern singleton : à chaque instant,
un seul et unique dyno de ce type doit exister pour une application. C’est notamment
le cas du dyno de type clock qui est une horloge pour l’application. Il appartient à
l’utilisateur de ne pas commettre l’erreur de l’instancier plusieurs fois, ce sans quoi des
dysfonctionnements pourraient apparaître.
Gestion du placement
Le placement est transparent pour l’utilisateur au niveau des dynos. Ceux-ci sont répartis
au sein de l’infrastructure physique par la plateforme de sorte à ce qu’au sein d’un même
slug, tous les dynos d’un même type soient placés sur des machines différentes.
Au niveau des slugs, l’utilisateur maitrise leur emplacement d’exécution. Les ma-
chines en elles-mêmes sont disponibles dans deux régions correspondant à deux data-
centres d’EC2 :
• La région USA correspond au datacentre us-east-1.
• La région Europe en cours de test correspond au datacentre eu-west-1.
Par défaut, les applications sont déployées aux USA, sauf demande explicite lors du
déploiement. Un slug est entièrement localisé dans une région.
Positionnement par rapports aux critères
• L’Indépendance applicative est Faible puisque Heroku ne gère que des applications
Web. Il s’agit d’une limite due à l’utilisation de routeurs http/https qui empêchent
tout autre trafic.
• Indépendance architecturale. Heroku ne permet que le déploiement d’applications
ayant une architecture multi-tiers. L’indépendance architecturale est donc évaluée
à Faible.
• Indépendance vis-à-vis de l’environnement. Heroku s’appuie exclusivement sur le
IaaS Amazon EC2 alors même que les conteneurs légers permettent potentiellement
une couverture plus vaste. Ce critère est en conséquence évalué à Faible.
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• La Gestion des applications patrimoniales est évaluée à Faible puisque leur déploie-
ment dans Heroku requiert de les recompiler.
• L’évaluation concernant la Granularité des opérations est Moyenne car Heroku
offre une granularité au niveau du groupe de composants. Même s’il est possible
de rajouter des composants individuellement (chacun étant exécuté dans un conte-
neur), l’élasticité verticale ne peut s’appliquer qu’à l’ensemble des dynos de même
type.
• Concernant la modélisation à l’exécution, celle-ci est évaluée à Moyenne en raison
de l’absence d’un modèle ayant un niveau de détail plus fin qu’une liste des dynos
utilisés par l’application.
• La modélisation de l’élasticité évaluée à Moyenne. Heroku n’offre effectivement
qu’une approche explicite mentionnant une liste des types de dynos que l’applica-
tion utilise.
• Enfin, l’Expression de contraintes est évaluée à Faible : aucune expression n’est
possible. L’exemple du pattern singleton est révélateur de ce point.
Figure 3.1 – Evaluation d’Heroku par rapport aux critères d’étude
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3.3.4 OpenShift
OpenShift [15] est l’évolution d’une solution de PaaS initialement développée par la
société Makara, rachetée en 2010 par la société RedHat. Cette solution permet le dé-
ploiement et l’élasticité d’applications au travers de la composition de services élastiques.
L’offre comprend à la fois des versions gratuite et payante pour un cloud privé et une
offre en ligne.
OpenShift a pour première préoccupation d’accélérer et faciliter le développement
d’applications web. Pour cela, OpenShift propose une interface avec le logiciel de gestion
de versions git. OpenShift est en outre interfacé avec l’IDE Eclipse et gère un envi-
ronnement d’intégration continue composé de Maven et Jenkins. Pour le déploiement,
OpenShift utilise des conteneurs légers reposant sur SELinux. Ces conteneurs sont exé-
cutés sur des nodes à la demande d’un orchestrateur hébergé sur le broker. Le broker
et les nodes communiquent entre eux au travers d’un bus à messages utilisant le proto-
cole AMQP. Il s’agit d’une solution de PaaS très en vogue dans l’industrie et également
étudiée dans des travaux de recherche [101].
Modèle d’application
OpenShift propose un modèle d’application reposant sur la composition de services. Ces
services sont issus de modèles appelés cartridges. Les cartridges sont à la fois un élément
de modélisation de l’application élastique, mais aussi des composants exécutés. Chaque
cartridge est notamment constitué d’un fichier de manifeste décrivant l’ensemble des
services utilisés. Ce fichier de manifeste renseigne également l’arborescence des fichiers
d’exécution. Une fois instanciée, l’application est composée d’un ensemble de conteneurs
légers disposant chacun d’un profil matériel. Ces conteneurs sont appelés gears et sont
exécutés sur les nodes. Chaque gear exécute un cartridge.
Le modèle d’applications proposé par OpenShift est exposé à l’utilisateur soit au
travers de la console web hébergée par le broker, soit au travers d’une interface en ligne
de commande.
L’ensemble des cartridges est disponible au sein d’un catalogue exposé par les inter-
faces d’OpenShift. OpenShift offre la possibilité de rajouter de nouveaux cartridges.
Une contrainte importante est que toute application doit au moins avoir un cartridge
web (e.g. PHP, Node.js).
Opérations d’élasticité couvertes
L’élasticité d’une application est réalisée au travers de l’addition, le retrait ou le maintien
des gears. Ces gears ont un profil matériel correspondant à un quota de ressources de leur
node d’exécution. Ce profil est déterminé par le cartridge qu’ils exécutent et demeure
fixe. Il est important de noter que seul le profil small est accessible avec l’offre gratuite
tandis que des profils medium et large existent. Pour chaque cartridge constitutif de son
application, l’utilisateur peut déterminer les paramètres suivants :
• La gestion par le cartridge de l’élasticité.
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• Cardinalités minimale et maximale de gears.
Lors de l’exécution de l’application, OpenShift permet de mettre à l’échelle le nombre
de gears soit de façon manuelle, soit de façon automatique. Pour cela, la solution se base
sur son propre système de collecte de métriques pour déterminer le nombre de gears
nécessaires à la gestion du trafic à destination de l’application.
Architecture applicative
L’architecture d’une application provient, avant le déploiement, de la composition de
services offerts par les cartridges. Durant l’exécution, l’utilisateur peut accéder à une
vue architecturale simple mentionnant les gears exécutés, leur profil, et une adresse pour
un accès direct via SSH. Il n’y a pas de mention de liaisons architecturales mais il y a
une cohérence applicative. En effet, l’utilisateur peut choisir d’afficher uniquement les
gears appartenant à une application précise.
Gestion du placement
De façon automatique, OpenShift distribue les gears d’un service au sein des différents
nodes. Il n’y a pas de façon de maîtriser le placement des gears au sein des nodes. Il
n’est par ailleurs pas possible de déterminer des zones groupant des nodes par exemple.
Positionnement par rapports aux critères
• L’Indépendance applicative est Faible étant donné que seules les applications web
sont gérées.
• L’Indépendance architecturale est également évaluée à Faible en raison de la spé-
cificité d’OpenShift aux architectures n-tiers.
• Indépendance vis-à-vis de l’environnement. OpenShift voit ce critère avoir une éva-
luation Forte grâce à la portabilité des conteneurs légers : cela permet effectivement
à la solution d’être déployée au sein de n’importe quel IaaS.
• La Gestion des applications patrimoniales est Moyenne puisque la gestion des ap-
plications par OpenShift dépend de la présence d’un cartridge adapté. S’il est pos-
sible d’en rajouter, rien n’indique par exemple que ce puisse être possible avec une
vieille version d’un serveur ce qui entraîne donc potentiellement des modifications
dans l’application.
• La Granularité des opérations est évaluée à Moyenne, celle-ci se situant au niveau
des groupes de composants.
• L’évaluation retenue pour la Modélisation à l’exécution est Moyenne : seule une
liste des services consommés est disponible.
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• Au niveau de l’évaluation de la Modélisation de l’élasticité, celle-ci est Faible car
le comportement élastique de l’application est presque intégralement implicite.
• L’Expression de contraintes est évaluée à Faible car seules des cardinalités simples
sont exprimables.
Figure 3.2 – Evaluation d’OpenShift par rapport aux critères d’étude
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3.3.5 Jelastic
Jelastic [5] est une société créée en 2010 qui fournit une offre de PaaS à destination des
applications web écrites en Java, en PHP ou en Ruby. La plateforme de Jelastic permet
un déploiement rapide pour les développeurs grâce à sa gestion d’outils d’intégration
continue tels que Hudson, Maven, Ant ou Jenkins. La plateforme permet de déployer
une application de deux façons différentes :
• Au travers de l’interface graphique fournie par la plateforme.
• Au travers de plugins pour différents environnements intégrés de développement
(Netbeans, Eclipse, IntelIj IDEA).
La plateforme s’interface également avec les logiciels de gestion de versions Git et SVN.
En ce qui concerne la virtualisation, Jelastic repose sur Parallels Virtuozzo Contai-
ners, une solution propriétaire de virtualisation à base de conteneurs légers linux. Les
applications sont hébergées dans des conteneurs dont la consommation en ressources
physiques est exprimée en Cloudlets. Chaque Cloudlet correspond à 200MHz de proces-
seur et 128Mo de RAM. Les clients de la plateforme sont facturés en fonction de leur
consommation en Cloudlets.
Modèle d’application
Jelastic propose un ensemble de services dont la composition permet de déployer et exé-
cuter une application. Comme Jelastic vise des applications web, la plateforme propose
différents serveurs se répartissant dans les catégories qui suivent :
• Répartition de charge : Nginx, Apache.
• Serveur d’application (tiers métier) : Tomcat, TomEE, GlassFish, Jetty.
• Base de données : mongoDB, MariaDB, MySQL, CouchDB, PostgreSQL.
• Services annexes d’intégration continue.
.
L’utilisateur explicite son application en commençant par spécifier les services qui la
composent. Ces services sont ensuite dimensionnés et configurés. La plateforme permet
un accès total aux paramètres de configuration des différents services.
Opérations d’élasticité couvertes
Jelastic permet des opérations élastiques verticales et horizontales.
L’élasticité verticale se situe au niveau du nombre de Cloudlets attribués à chaque
service. Initialement, l’utilisateur dimensionne chaque service en renseignant un nombre
minimal de Cloudlets. Ce dimensionnement minimal sera réservé et donc attribué en
permanence. En revanche, lors de pics de charge, la plateforme permet aux services
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d’utiliser plus de cloudlets de façon automatique. L’automatisation de l’élasticité verti-
cale est transparente pour l’utilisateur.
L’élasticité horizontale consiste en la possibilité d’ajouter et retirer dynamiquement
des serveurs à l’application. Un cas particulier concerne la possibilité de définir un serveur
Tomcat en haute-disponibilité de sorte à ce que chaque serveur est redondé par un autre.
Les serveurs Tomcat sont alors organisés en doublons et l’ajout d’un serveur entraine
automatiquement l’ajout d’un second.
Architecture applicative
L’architecture applicative est implicite dans Jelastic. Celle-ci provient effectivement de
la composition de services et des différentes instances exécutées. Les différentes instances
en cours d’exécution sont consultables au travers de l’interface web de la plateforme sans
toutefois offrir une réelle vision architecturale.
Gestion du placement
Jelastic repose sur différents fournisseurs de IaaS. Il est possible de spécifier l’emplace-
ment d’exécution de l’application. Pour chaque application, la plateforme place chaque
serveur d’un même service sur un nœud physique différent. C’est aussi la plateforme
qui place globalement tous les serveurs de sorte à optimiser l’utilisation des ressources
physiques. Ce placement complètement automatisé est transparent pour l’utilisateur. La
plateforme optimise ces placements en réalisant notamment des migrations à chaud de
serveurs. Par ailleurs, toutes les applications sont hébergées dans leurs propres conte-
neurs de sorte à maintenir une isolation entre les applications.
Positionnement par rapports aux critères
• Indépendance applicative. Jelastic gère uniquement des applications web. Ce critère
est donc évalué à Faible.
• L’Indépendance architecturale de la solution est évaluée à Faible car Jelastic est
spécifique aux applications n-tiers.
• Indépendance vis-à-vis de l’environnement. Jelastic repose sur une virtualisation
à base de conteneurs légers et exploite différents offres de IaaS réparties dans le
monde. Chaque application étant uniquement déployée dans un seul IaaS, l’indé-
pendance à l’environnement est donc Bonne.
• Gestion des applications patrimoniales. La gestion des applications patrimoniales
est évaluée à Faible puisqu’elle reste soumise à la bonne adaptation des binaires
de l’application aux services à disposition. Si tel n’est pas le cas, il est nécessaire
de modifier l’application en profondeur.
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• La Granularité des opérationsest évaluée à Moyenne. Jelastic admet à la fois des
opérations d’élasticité horizontale et des opérations d’élasticité verticale mais cela
concerne des groupes de composants.
• Concernant laModélisation à l’exécution, ce critère obtient une évaluationMoyenne
puisque Jelastic fournit uniquement une vue de la consommation des services par
l’application sans raffinement supplémentaire.
• Modélisation de l’élasticité : Jelastic permet de modéliser une application en com-
posant des services. Cette composition est accessible au travers de l’interface de
la plateforme. Le reste du comportement élastique étant uniquement implicite,
l’évaluation de ce critère est Moyenne.
• L’expression de contraintes est évaluée à Bonne grâce à la possibilité d’exprimer
une contrainte de haute-disponibilité sur le frontal d’une application, en plus de la
gestion de contraintes décrivant des cardinalités.
Figure 3.3 – Evaluation de Jelastic par rapport aux critères d’étude
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3.3.6 Ecosystème Docker
Docker [17] n’est pas une solution permettant de gérer l’élasticité. Il s’agit en fait d’un
projet open source qui automatise la gestion de conteneurs légers linux. S’appuyant lui-
même sur LXC, Docker permet de créer des conteneurs légers et de les distribuer sous
forme d’images de sorte à offrir la possibilité d’avoir toujours les mêmes conditions d’ins-
tallation et/ou de déploiement de binaires d’applications hébergées par ses conteneurs.
Docker est ici présenté en raison de l’écosystème de PaaS se basant dessus. La suite de
cette section explore différentes solutions appartenant à l’écosystème de Docker.
Deis [12], Dokku [7] et Flynn [18] sont regroupées dans le même graphe en raison de
leurs fortes similarités. Ces solutions sont toutes basées sur Docker et ont une approche
qui vise à ressembler à la solution proposée par Heroku. Toutes sont disponibles au
téléchargement et peuvent être installées librement.
Deis
Deis est une solution open source créée et maintenue par la société OpDemand. Deis
permet de déployer des conteneurs légers et de gérer l’élasticité des applications qu’ils
hébergent. Deis repose sur Docker et gère les Buildpacks de Heroku. Cette solution est
à même de provisionner automatiquement des conteneurs sur les infrastructures EC2,
Rackspace et Digital Ocean.
Deis supporte de base les applications écrites en Ruby, Python, Node.js, Java, Clo-
jure, Scala, Play, PHP, Perl, Dart et Go. Cependant, Deis supporte plus généralement
toutes les applications disposant d’un Buildpack ou de fichiers de configuration Docker.
Le déploiement d’une application est réalisée au travers de Git.
Concernant l’élasticité, Deis permet des opérations horizontales d’ajout et de re-
trait de composants au niveau du tiers métier. La configuration des éventuels nouveaux
conteneurs et celle relative à la répartition de charge est gérée automatiquement par
Deis. Pour cela, Deis intègre notamment un serveur Nginx qui permet de rediriger les
requêtes entrantes de la plateforme vers l’application de destination. C’est au travers de
Nginx qu’est réalisé la répartition de charge.
Dokku
Dokku (Docker - Heroku) est un projet open source permettant de déployer un "mini-
heroku" comme le décrit la page d’hébergement du projet. Ce projet en développement
permet de déployer un environnement d’exécution d’applications web. Dokku offre de
base la gestion des applications écrites en Node.js, Ruby et Python. Il est par ailleurs
possible d’ajouter la gestion de langages supplémentaires.
Dokku vise le déploiement rapide d’applications non patrimoniales. En effet, le dé-
ploiement s’effectue en poussant le code de l’application au travers de Git en direction
d’une plateforme Dokku.
La gestion de l’élasticité est réalisée au travers du plugin dokku-logging-supervisord.
Ce plugin permet de définir des opérations de pseudo-élasticité horizontale. Il s’agit en
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réalité d’opérations de mise à l’échelle qui requièrent le redémarrage de l’application pour
être exécutées. De plus, tous les composants d’un même type sont en réalité hébergés au
sein du même conteneur.
Dokku réalise la répartition de charge et le routage des requêtes vers les applications
grâce à Nginx, un serveur HTTP et reverse proxy.
La portabilité des conteneurs légers est clairement à l’avantage de Dokku qui peut être
déployé au sein de n’importe quel IaaS offrant des VMs avec un OS Linux (de préférence
Ubuntu). Dokku est par exemple directement accessible dans l’offre du fournisseur de
IaaS Digital Ocean.
Flynn
Flynn est une solution open source permettant de déployer une application dans des
conteneurs légers grâce à Docker. Flynn s’appuie sur un scheduler qui répartit les dif-
férentes tâches de création suppression, configuration des conteneurs entre les différents
nœuds qui constituent la plateforme. Flynn permet le déploiement d’applications web
au travers d’un client en ligne de commandes. Flynn propose une approche originale
pour le point d’entrée de la plateforme (tiers présentation des applications) : il s’agit
d’un routeur spécifique à Flynn, appelé Strowger qui, à l’instar de Nginx pour d’autres
solutions, permet le routage HTTP et TCP en direction des applications déployées par
la plateforme. Il ajoute une facilité de gestion de la découverte dynamique de services.
Strowger rend ainsi possible la composition de services hébergés par la plateforme. Flynn
comprend un composant appelé Slugrunner qui comme son nom l’indique, permet le
déploiement d’applications suivant la même approche que Heroku. Flynn permet de dy-
namiquement ajouter ou retirer des instances du tiers métier et gère automatiquement
leur configuration. Flynn peut être installé sur n’importe quelle plateforme Linux.
Positionnement par rapports aux critères
La discussion des critères pour Deis, Dokku et Flynn est sujette à une évolution rapide car
ces trois solutions sont encore peu matures et en phase de développement. Globalement,
elles offrent des profils similaires.
• L’Indépendance applicative est Faible : tout comme pour Heroku, ces solutions ne
gèrent que les applications web.
• Indépendance architecturale Faible : ces solutions ne gèrent que les applications
multi-tiers.
• L’indépendance vis-à-vis de l’environnement est Moyenne pour Deis en raison de
sa spécificité à un ensemble limité de plateformes de cloud ; Bonne pour Dokku et
Flynn qui tirent pleinement avantage de la non-spécificité de Docker.
• Gestion des applications patrimoniales : Faible. Toute application doit effective-
ment être recompilée avant d’être déployée
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• La Granularité des opérations est évaluée à Forte puisque celle-ci est au niveau des
composants.
• L’évaluation retenue pour la Modélisation à l’exécution est Moyenne puisque seuls
les services consommés par une application sont décrits.
• En ce qui concerne l’évaluation de laModélisation de l’élasticité,celle-ci estMoyenne
étant donné que la seule modélisation possible provient de la liste des services com-
posant l’application. Les liaisons et placements sont respectivement implicites et
non-exposés.
• L’Expression de contraintes est évaluée à Moyenne. Il n’est pas possible d’ajouter
des contraintes à prendre en compte lors de l’exécution des applications.
Le tracé en ligne continue donne l’évaluation de Dokku et Flynn tandis que le tracé en pointillés illustre
celle de Deis.
Figure 3.4 – Evaluation des solutions de l’écosystème Docker par rapport aux critères
d’étude
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3.3.7 Amazon CloudFormation
Amazon CloudFormation [1] est intégré dans Amazon Web Services (AWS), un ensemble
de services de cloud computing. Amazon CloudFormation permet de décrire une appli-
cation et son comportement élastique en utilisant les divers services d’AWS. Chacun de
ces services traite des usages identifiés et sont segmentés de la façon suivante :
• Amazon Elastic Compute Cloud (EC2) fournit des machines virtuelles. Cette offre
s’appuie sur l’hyperviseur Xen.
• Amazon Elastic Load Balancer (ELB)sert à créer un point d’entrée unique pour
un ensemble de composants d’une application répartis dans un ensemble défini
d’instances EC2. Ces répartiteurs permettent de gérer les flux HTTP mais ne
gèrent notamment pas les flux HTTPS.
• Amazon Auto-Scaling est un service de dimensionnement automatique. Il permet
de maîtriser le nombre d’instances EC2 appartenant à un sous-ensemble de l’appli-
cation. Ce service s’articule avec ELB ainsi qu’Amazon CloudWatch. Il permet de
définir des politiques d’élasticité qui dans le cas d’Amazon sont une planification
d’opérations de scale-in/out.
• Amazon CloudWatch (ACW) est à la fois un service de prise de décision élas-
tique et un service de surveillance de l’application. Son activation permet l’accès à
des sondes permettant de remonter des métriques depuis les instances EC2 et les
groupes d’Auto-Scaling. ACW permet d’historiser ces métriques et permet de les
consulter soit en direct, soit a posteriori. C’est ce service qui permet le déclenche-
ment de politiques d’élasticité.
Amazon propose également d’autres services de différents niveaux. Ces services peuvent
correspondre à des usages très spécifiques :
• Amazon Elastic Block Store (EBS) est une offre de stockage persistant accessible
en mode bloc. Il s’agit d’un stockage ne pouvant être accédé que par un seul tenant
et uniquement après avoir été monté à la manière d’un disque dur traditionnel. EBS
sert de stockage persistant aux instances EC2.
• Amazon Simple Storage Service (S3) est une offre de stockage persistant acces-
sible au travers d’interfaces web ou programmatiques. Contrairement à EBS, il est
possible d’accéder aux données au travers d’un protocole HTTP et par plusieurs
tenants.
• Amazon RedShift est un service de réplication des données.
• Amazon DynamoDB offre un service de base de données NoSQL sur SSD répliquée
en trois dupliquas.
• Amazon Relational Database Service (RDS) est une base de données relationnelle
donc des répliquas en lecture peuvent être créés.
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• Amazon Simple Queue Service (SQS) est un service de communication par mes-
sages entre briques applicatives.
• Amazon Elastic MapReduce (EMR) permet de créer des ensembles de nœds de
calculs distribué.
• Amazon Elastic Beanstalk est un service de PaaS permettant de déployer des
applications écrites en Node.js, PHP, Java, Python ou .NET. Dans les faits, ce
service est issu de la fédération de tous les autres services offerts par Amazon.
• Amazon CloudFront est un service de diffusion de contenu (CDN) à partir de S3
en direction d’un utilisateur
L’offre d’Amazon couvre un large spectre de cas d’usage mais impose cependant
certaines restrictions. Il s’agit d’une offre présente aussi bien dans l’industrie que dans
les travaux de recherche qui l’utilisent comme modèle technico-économique [20, 34, 82,
153] ou comme plateforme d’évaluation [76, 144]. L’analyse qui suit est focalisée sur
CloudFormation qui a l’approche la plus liée aux travaux de thèse exposés dans ce
manuscrit.
Modèle d’application
La description des applications et des ressources qu’elles utilisent est réalisé au travers
d’Amazon CloudFormation. Amazon CloudFormation s’appuie sur la quasi totalité des
services Amazon dont Auto-Scaling EC2, S3 et ELB. Cette description est réalisée au
moyen d’un fichier texte au format JSON qui liste des services, leurs interconnexions et
leurs configurations. A partir de la description offerte par CloudFormation, les services
d’Amazon correspondants sont mis à disposition de l’application lors de son déploiement
et de son exécution. Par exemple, Amazon Auto-Scaling conjointement avec ELB permet
la gestion d’application multi-tiers au niveau du tiers métier pour les applications web
notamment. Les services de bases de données servent alors de tiers persistance. Pour les
applications non multi-tiers, il peut exister des services spécifiques à Amazon tels que
SQS, RDS, CloudFront ou encore DynamoDB. En dehors de ces services, il est nécessaire
de créer soi-même un service à partir de l’offre IaaS EC2.
Opérations d’élasticité couvertes
Les scénarios d’élasticité couverts sont spécifiques à chaque service et sont utilisés en
l’état par CloudFormation. La gestion des scénarios d’élasticité est offerte par le service
Amazon Auto-Scaling qui permet de définir un nombre minimal et un nombre maximal
d’instances EC2 appartenant à un groupe. Amazon Auto-Scaling gère automatiquement
le démarrage d’instances supplémentaires lorsque le nombre minimal d’instances est
atteint lors de pannes d’instances EC2. Toutes les VMs sont identiques de par leur
image virtuelle, leur configuration d’insertion dans l’application et leur profil matériel.
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Architecture applicative
L’architecture applicative lors de l’exécution de l’application se résume en la composition
de services Amazon. Amazon offre la vision des services consommés mais sans réelle co-
hérence applicative. En effet, l’interface d’Amazon permet par exemple de savoir quelles
sont les instances EC2 en cours d’exécution, à quel ELB elles sont liées mais lors du
déploiement de plusieurs applications sur un même compte utilisateur, il n’y a pas de
séparation entre applications.
Gestion du placement
La gestion du placement dépend de l’architecture du cloud d’Amazon. Celle-ci comprend
sept régions (USA Est, USA Ouest - Oregon, USA Ouest - Californie, USA GovCloud,
Amérique du Sud, Europe, Asie Singapour, Asie Sydney, Asie Tokyo). Ces régions com-
prennent elles-mêmes différents zones de disponibilités d’instances EC2. La gestion du
placement au sein des services eux-mêmes diffère selon ces mêmes services. Pour RDS,
les dupliquas en lecture peuvent être situés dans différentes régions. Pour DynamoDB
les répliquas sont placés dans différentes zones de d’une même région uniquement. De
même, toutes les instances EC2 d’un groupe Auto-Scaling peuvent être placées dans
différentes zones mais à l’intérieur d’une seule région. Enfin, certains services ne sont
disponibles que dans certaines zones précises, à l’instar de CloudFront ou de RedShift.
Une difficulté d’Amazon est de gérer une application déployée dans plusieurs sites. Sur
ce point les services d’Amazon se montrent difficiles à mettre en œuvre. Notamment,
ni ELB, ni Auto-Scaling, ni CloudWatch ne gèrent cet aspect. CloudFormation permet
d’exprimer des contraintes dans la limite des capacités des services sous-jacents. Il est
par exemple possible de décrire explicitement des zones de disponiblité d’exécution pour
les services en plus de leur région de déploiement.
Positionnement par rapports aux critères
L’évaluation de CloudFormation est la suivante :
• L’Indépendance applicative est Bonne puisque CloudFormation propose des ser-
vices élastiques multiples pouvant être composés entre eux.
• Indépendance architecturale. Le constat pour ce deuxième critère est identique à
celui du premier. L’évaluation résultante est donc Bonne.
• L’Indépendance vis-à-vis de l’environnement est Faible : CloudFormation ne per-
met pas de sortir du cloud d’Amazon avec les mêmes fonctionnalités qu’en interne.
Il en résulte donc un risque évident d’enfermement propriétaire.
• Gestion des applications patrimoniales : l’offre d’Amazon n’est pas parfaitement
adaptée aux applications patrimoniales puisqu’en fonction de l’application et de
son code propre, il ne sera pas possible d’utiliser les services fournis et il faudra
donc en recoder. L’évaluation de ce critère est donc Bonne.
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• La Granularité des opérations est évaluée à Faible puisque celle-ci est au niveau de
la VM.
• L’évaluation retenue pour la Modélisation à l’exécution est Faible puisqu’il n’est
effectivement pas possible de connaître les services consommés par application :
seule une consommation globale par utilisateur est fournie. Il n’y a donc aucune
vision architecturale ni même de cloisonnement entre les différentes applications
d’un même compte utilisateur.
• En ce qui concerne l’évaluation de laModélisation de l’élasticité,celle-ci estMoyenne.
CloudFormation ne permet de décrire une application que grâce à une liste de
VMs typées et de services de la plateforme. Les placements dépendent des services
concernés et leur expression est généralement implicite. Seule est explicite la de-
mande d’un utilisateur de déployer son application en un endroit spécifique ainsi
que le profil matériel d’un groupe de VMs.
• L’Expression de contraintes est évaluée à Moyenne. Il n’y a pas d’expression de
contrainte de placement et seules des contraintes sur les cardinalités sont expri-
mables. Ces contraintes ne sont pas extensibles.
Figure 3.5 – Evaluation d’Amazon CloudFormation par rapport aux critères d’étude
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3.3.8 Windows Azure
Windows Azure [14] est l’offre de cloud proposée par Microsoft. Cette offre est constituée
d’un ensemble de services correspondant tant à la fourniture de VMs qu’à la fourniture
d’intergiciels. Ces services se répartissent de la façon suivante :
• Les sites web Windows Azure. Il s’agit d’environnements de déploiement d’applica-
tions web Node.js, Java, PHP, ASP.NET, Python et Ruby. De façon globale, toute
application acceptée par le serveur Microsoft Internet Information Services (IIS).
Ce service vise avant tout le déploiement rapide d’applications en cours de déve-
loppement. Windows Azure Web Sites s’interface effectivement avec des logiciels
de gestion de version ou d’hébergement de code tels que Git, Mercurial, bitbucket
ou encore CodePlex.
• Les rôles applicatifs sont des environnements de déploiement permettant un contrôle
plus fin à l’utilisateur que les sites web Windows Azure. Ils en existent deux sortes :
– LesWeb Roles sont des VMs appelées instances dont le système d’exploitation
est Windows Server 2012. Ces VMs embarquent un serveur IIS actif. Les Web
Roles permettent à une application d’exposer une interface web.
– Les Worker Roles sont des VMs dont le but est d’effectuer des traitements
pour les applications. Leur usage convient notamment au tiers métier d’une
application web multi-tiers. Il ne diffèrent desWeb Roles que par l’inactivation
par défaut de IIS (qui peut malgré tout être réactivé par l’utilisateur).
Ces rôles applicatifs offrent l’avantage d’être redémarrés aussitôt que la plateforme
Azure détecte leur panne. En revanche, il s’agit de VMs sans état : à chaque démar-
rage, l’image virtuelle est vierge de toute donnée issue d’un démarrage précédent.
La persistance doit être assurée par le recours à des services de stockage de la pla-
teforme Azure. Enfin, l’image de ces VMs est maintenue par Microsoft qui ajoute
régulièrement des mises à jour.
• Les Virtual Machines sont des VMs avec état laissant un contrôle total à l’uti-
lisateur. Elles peuvent aussi bien embarquer un système d’exploitation Microsoft
qu’un Linux. Le maintien des images est à la charge de l’utilisateur.
L’ensemble de ces services peut avoir accès à des services de stockage fournis par Win-
dows Azure pour assurer la persistance des données. Les services de stockage com-
prennent :
• Un service de base de données relationnelle nommé SQL Database.
• Un service de base de données non-relationnelle NoSQL. Il s’agit de tables asso-
ciatives clé-valeur.
• Un service de stockage sous forme de blobs. Ce sont des blocs de stockage d’in-
formations binaires qui peuvent permettre de créer des périphériques de stockage
embarquant un système de fichier pour les VMs.
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Enfin, d’autres services ciblent des besoins plus spécifiques tels que Windows Azure
Service Bus, un intergiciel de communication par messages ; HDInsight un service de
calcul distribué basé sur Hadoop ; ou encore Windows Azure CDN qui est un service de
livraison de contenu.
Modèle d’application
Une application s’exécutant dans le cloud Microsoft Azure est issue de la composition
des services offerts par la plateforme.
Microsoft offre un large catalogue de gabarits d’environnements au niveau de son
services Web Sites. Ce catalogue contient des gabarits pour des environnements de sys-
tème de gestion de contenus très populaires tels que WordPress ou Drupal. Ce catalogue
contient également des gabarits pour des canevas de prototypage rapide tels que Node.js
ou Django.
Opérations d’élasticité couvertes
La gestion de l’élasticité est opérée en trois points distincts. Le premier est intégré à la
plateforme (Autoscale) tandis qu’un deuxième est un outil additionnel que l’utilisateur
doit déployer et configurer lui-même (WASABi). Par ailleurs, à l’instar de la base de
donnée relationnelle, Windows Azure offre des services élastiques. Toutefois, le contrôle
sur ces services est faible puisque géré automatiquement par la plateforme.
Autoscale permet l’élasticité automatique des services Azure. Il offre la possibilité
de définir les cardinalités minimales et maximales du nombre de VMs. il permet éga-
lement de définir des politiques de prises de décision s’appuyant soit sur des métriques
de surveillance, soit sur des planifications temporelles. L’équilibrage de charge se fait au
niveau des flux réseau.
WASABi est un outil plus ancien qui permet toutefois une plus large gamme d’opéra-
tions. Il ne permet cependant de gérer que des rôles applicatifs. De façon globale, il peut
être considéré comme un canevas de développement servant à l’élasticité dans Windows
Azure. WASABi permet de définir des politiques de décision similaires à celles admises
par Autoscale mais permet également à l’utilisateur d’en définir de nouvelles. WASABi
permet de définir des priorités à appliquer entre les règles de sorte à pouvoir opérer une
conciliation lors de l’exécution. En fonction de la règle à appliquer, des opérations sont
planifiées. Ces opérations permettent notamment d’ajouter ou de retirer des VMs mais
également de modifier des paramètres applicatifs. Un cas d’usage du dernier point est la
mise en place d’un mode dégradé d’une application web lorsque la charge des serveurs
est trop importante. Ce scénario est particulièrement adapté pour continuer à offrir un
service dans l’attente du démarrage de nouvelles instances.
Architecture applicative
Windows Azure n’offre pas d’architecture applicative à proprement parler, tant durant
l’exécution que lors de la spécification de l’application élastique. L’architecture est ef-
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fectivement implicite et restreinte aux applications multi-tiers. Une pseudo-vision des
liaisons applicatives est proposée au niveau de la spécifications des ports réseau d’entrée
et de sortie des rôles applicatifs.
Gestion du placement
Concernant Autoscale, l’utilisateur peut uniquement définir une région d’exécution.
L’utilisateur peut également définir les profils des VMs sous-jacentes. Ce profil est fixe,
hormis pour les Windows Azure Web Sites qui permettent un redimensionnement dyna-
mique des conteneurs d’exécution à chaud.
Avec WASABi, les mêmes paramètres peuvent être gérés. WASABi ajoute cependant
la possibilité d’effectuer des opérations élastiques réparties dans différentes régions. Il
se pose alors pour l’utilisateur la problématique de définir et réaliser le déploiement de
WASABi au sein de ces régions.
Positionnement par rapports aux critères
• Indépendance applicative. Windows Azure permet l’élasticité de plusieurs types
d’applications ainsi que de les composer. Ce critère a une évaluation à Bonne.
• L’Indépendance architecturale de Windows Azure est évaluée à Bonne puisque la
solution gère plusieurs types d’architectures et permet de les composer.
• L’Indépendance vis-à-vis de l’environnement est évaluée à Faible car Autoscale et
WASABi ne permettent d’accéder qu’au cloud Azure.
• Gestion des applications patrimoniales. La gestion des applications patrimoniales
est Bonne puisqu’en fonction de l’application, il peut être nécessaire de modifier
une partie de l’architecture de l’application de sorte à permettre l’utilisation des
services de la plateforme. Il est par exemple nécessaire pour l’application d’être
adaptée à l’équilibrage de charge offert par la plateforme (équilibrage matériel sur
des ports réseau) ce qui implique le remplacement des éléments de répartition de
charge déjà présents dans l’application.
• Granularité des opérations. La granularité des opérations se situe au niveau de la
VM tant pour Autoscale que pour WASABi. Le critère de granularité est donc
évalué à Faible.
• Concernant la Modélisation à l’exécution, Windows Azure permet de connaitre la
consommation en nombre de VMs instanciées pour chaque application. Il n’est fait
mention ni de composant, ni de liaison. Ce critère est donc évalué à Moyen.
• La Modélisation de l’élasticité est évaluée à Moyenne en raison du fait que le
comportement élastique de l’application est implicitement décrit par la mention
de groupes de VMs et de services consommés.
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• Expression de contraintes. Autoscale et WASABi permettent l’expression de contraintes
à base de cardinalités sur le nombre d’instances par type de VMs composant l’appli-
cation. WASABi se différencie sur ce point d’Autoscale puisqu’il permet d’exprimer
des contraintes de placement. Il est possible de répartir des opérations élastiques
au sein de différentes régions. Ces contraintes ne sont pas extensibles. L’évaluation
de ce critère est Moyenne pour Autoscale, et Bonne pour WASABi.
Le tracé en Orange donne l’évaluation d’Autoscale. Celle de WASABi est illustrée par le tracé de couleur
verte. Il est utile de rappeler que WASABi n’est pas directement accessible à l’utilisateur et que celui-ci doit
opérer son déploiement.
Figure 3.6 – Evaluation de Windows Azure par rapport aux critères d’étude
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3.3.9 Cloud Foundry
Cloud Foundry [4] est une solution open source de PaaS développée par la société VM-
Ware. Cette solution est à la fois accessible en ligne au travers du service cloudfoun-
dry.com et en téléchargement pour une installation sur un cloud privé. Cloud Foundry
gère les applications développées en Java, Groovy, Ruby, Node.js et Scala. Cloud Foun-
dry gère effectivement des canevas de développement pour ces langages tels que Node.js,
Sinatra, Grails, Ruby on Rails, Spring ou encore Rack. Cloud Foundry vise le déploie-
ment rapide d’une application et s’interface avec l’outil de gestion de version Git. Le
déploiement sur Cloud Foundry se résume à pousser le code d’une application depuis
le dépôt local à destination de Cloud Foundry avec Git. La plateforme identifie alors
automatiquement le type d’application à déployer et offre en conséquence les environne-
ments d’exécution requis. Plus largement, la plateforme offre une interface en ligne de
commande VMC ainsi qu’un plugin pour Eclipse. Cloud Foundry s’affiche donc claire-
ment comme étant une solution à destination des développeurs.
Au niveau de la virtualisation, Cloud Foundry s’appuie sur Warden, un canevas
de gestion de conteneurs légers de VMWare. La plateforme peut être installée sur des
infrastructures implémentant une interface EC2 ou étant à base d’OpenStack ou de
VSphere. Une version de test de présente même sous la forme d’une VM exécutable dans
un hyperviseur.
Cloud Foundry supporte différents services à disposition des applications dont Rab-
bitMQ, PostgreSQL, Redis, MongoDB ou encore MySQL.
Modèle d’application
Cloud Foundry repose sur l’introspection du code source d’une application et fait corres-
pondre chaque application gérée avec les services qui lui seront nécessaires. Pour cela, la
plateforme dispose d’un catalogue de buildpacks, des utilitaires de compilation. L’identi-
fication du buildpack adapté est réalisée lors du déploiement. A l’aide de ce buildpack,
la plateforme compile le code de l’application en un code exécutable en son sein et confi-
gure également les conteneurs d’exécution pour qu’ils hébergent les serveurs applicatifs
nécessaires. Le catalogue de buildpacks peut être étendu pour supporter de nouveaux
canevas ou langages.
La plateforme Cloud Foundry expose des composants appelés routers qui routent
des requêtes à destination de noms de domaines vers des applications en cours d’exécu-
tion. Il en existe actuellement deux implantations aux propriétés différentes. Les routers
historiques ne gèrent que les protocoles HTTP et HTTPS. Une migration récente vers
l’implantation gorouter [3] lève cette limitation. Les routers font également office de
répartiteurs de charge entre les instances des composants applicatifs.
La description d’une application s’effectue dans un fichier de manifeste. Chaque fi-
chier de manifeste permet de décrire :
• les services (au sens Cloud Foundry) requis par l’application. Ces services doivent
être pré-existants.
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• le domaine associé à l’application.
• la mémoire RAM maximale utilisable par l’application.
• le nombre d’instances de composants applicatifs.
Le fichier de manifeste est détecté automatiquement lors du déploiement de l’application.
Opérations d’élasticité couvertes
Cloud Foundry permet des opérations élastiques sur les applications déployées. Ces opé-
rations visent soit à modifier le nombre d’instances de serveurs applicatifs soit à modifier
la taille mémoire maximale allouée à l’application.
Architecture applicative
Cloud Foundry expose des notions de liaisons qui lient les serveurs applicatifs de façon
globale aux services de la plateforme. Ces liaisons peuvent être créées, modifiées ou
détruites dynamiquement au travers de VMC. Il est également possible de consulter quels
sont les services à disposition et aussi ceux liés au serveurs applicatifs de l’application.
Gestion du placement
La gestion du placement est totalement transparente pour l’utilisateur. Il n’est effecti-
vement possible que de choisir quelle plateforme Cloud Foundry utiliser pour le déploie-
ment.
Positionnement par rapports aux critères
• L’Indépendance applicative de Cloud Foundry est évaluée à Forte puisque la solu-
tion n’est pas limitée en termes d’applications pouvant être adressées.
• L’évaluation de l’Indépendance architecturale de Cloud Foundry est Faible puisque
la solution ne gère que des applications multi-tiers.
• Grâce à ses possibilités d’installation sur différentes plateformes, Cloud Foundry a
une Indépendance vis-à-vis de l’environnement qui est Forte.
• La Gestion des applications patrimoniales de CloudFoundry est Faible puisque la
plateforme compile nécessairement le code de l’application.
• Granularité des opérations. Ce critère est évalué à Moyen puisque la finesse des
opérations concerne des groupes de composants sans offrir la gestion individuelle
des profils matériels de chacun des conteneurs légers.
• Cloud Foundry permet de connaître quels sont les services liés à une application et
le nombre de serveurs applicatifs. La plateforme n’offre donc pas une modélisation
architecturale complète. Le critère portant sur la Modélisation à l’exécution est en
conséquence évalué à Moyen.
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• La Modélisation de l’élasticité est évaluée à Moyenne car Cloud Foundry repose
sur l’utilisation de fichiers manifestes ne pemettant qu’une définition des services
composant l’application.
• Pour le critère d’Expression de contraintes, Cloud Foundry est évaluée à Moyenne
car la solution ne permet que la mention d’une cardinalité maximale par type de
composant ainsi que la RAM pouvant être utilisée. Il n’est en outre pas possible
de rajouter des contraintes supplémentaires.
Figure 3.7 – Evaluation de Cloud Foundry par rapport aux critères d’étude
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3.3.10 soCloud
soCloud [115, 116, 117, 118] est une solution issue des travaux au de l’Université Lille 1.
Cette solution vise à adresser plusieurs problématiques du cloud.
La première de ces préoccupations concerne la résistance aux pannes des services
fournis dans le cloud. Face aux problèmes rencontrés chez différents fournisseurs, so-
Cloud propose une gestion de la haute-disponibilité basée sur la mise en place automa-
tique de répliquas pour chaque application. Ces répliquas sont répartis dans plusieurs
clouds de sorte à palier les problèmes de panne pouvant se produire chez un ou plusieurs
fournisseurs.
Une deuxième problématique est la résilience. Celle-ci augmente la première : soCloud
propose un mécanisme permettant la résilience en se basant à la fois sur son mécanisme
de réplication, mais également par la détection des pannes et le retour vers un état
fonctionnel.
Une troisième problématique que soCloud adresse est l’enfermement propriétaire.
soCloud opère au sein de différentes offres de cloud de façon uniforme : les applications
ne sont ainsi pas liées à un ou plusieurs services spécifiques à une offre. Par ailleurs,
cette uniformité permet aux utilisateurs de soCloud de ne pas devoir gérer eux-mêmes
différentes APIs et plateformes d’administration.
Enfin, une problématique importante du cloud actuellement, remise en lumière par
les récentes actualités relatives à la confidentialité des données est la maîtrise des em-
placements d’exécution. Il s’agit pour un utilisateur d’avoir un contrôle total sur la
destination géographique lors du déploiement de son application.
SoCloud propose une boucle complète d’élasticité qui s’appuie sur une plateforme
multi-cloud. Une originalité de soCloud réside dans sa mise en place transparente de la
haute-disponibilité et de la résilience. Afin de mener à bien sa tâche, soCloud utilise les
composants principaux suivants :
• Le Monitoring est un composant réparti sous la forme d’agents au sein des dif-
férentes VMs que compte une application. Il remonte par défaut un ensemble de
métriques telles que l’occupation CPU, l’occupation mémoire ou l’utilisation CPU
et mémoire par processus. Par ailleurs, ce composant est essentiel afin de repérer
les pannes au sein des VMs applicatives.
• Le Workload Manager se situe en aval du monitoring. Il a la charge de récupérer et
stocker les données du monitoring. Il a également pour rôle d’agréger les données
de sorte à pouvoir fournir des indicateurs de dérive. Par exemple, le workload
manager peut signaler une occupation CPU trop importante sur les cinq dernières
minutes. Ce type d’alerte est ensuite remonté au Controller,
• Le Controller est le composant de soCloud chargé de la décision. A partir des
indications de dérives remontées depuis le workload manager, le controller décide
des actions correctrices à mener. Ces actions sont répercutées sur l’application au
niveau applicatif et au niveau des clouds par le biais d’actionneurs adaptés.
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Le controller offre par ailleurs différents services qui facilitent l’utilisation de so-
Cloud ainsi que l’administration des applications déployées comme un service de
géo-localisation qui réalise une répartition géographique des accès. Un autre service
est l’éclatement de bases de données relationnelles de sorte à ce qu’elle soit répartie
et passe bien à l’échelle. Le controller gère également les problèmes de crédences
ou de création de graphiques montrant les métriques du monitoring et les données
agréges du workload manager.
• Le Load Balancer est le composant qui permet la mise en œuvre pratique de la
haute-disponibilité, de la résilience et de l’élasticité. Ce composant gère la répar-
tition de charge et fait office de proxy pour des flux TCP et HTTP. Sa gestion des
flux TCP en plus des flux HTTP est clairement à l’avantage de soCloud.
Modèle d’application
Le modèle d’application de soCloud repose sur SCA (Service Component Architecture),
le standard du consortium international OASIS relatif aux architectures SOA (Service
Oriented Architecture). De façon plus précise, soCloud utilise FraSCAti [135, 136], une
implantation des spécifications SCA basée sur le modèle de composants Fractal. FraS-
CAti offre des capacités de réflexivité à SCA ce qui est un atout important pour son
utilisation dans soCloud. FraSCAti adresse la composition de services à destination de
composants marqués par une forte hétérogénéité de langages et de canevas. Cette com-
position est décrite au travers d’un fichier renseignant l’architecture de l’application ainsi
que les différentes règles et contraintes d’élasticité.
Le recours à FraSCAti souligne deux limites de la solution. Tout d’abord, la liste
des langages et canevas couverts est importante puisque FraSCAti permet à soCloud de
supporter les interfaces écrites en WSLD et Java. Les langages et canevas supportés sont
Java, Groovy, BPEL, EJB, OSGI, Spring, Xquery, Jython, Jruby, Fscript, Beanshell et
Velocity. Cependant, à notre connaissance, il n’est pas possible de gérer des applications
écrites par exemple en PHP, Ruby On Rails, ou même Node.js. Une seconde limite
est a priori plus gênante : elle concerne la nécessité d’avoir une application ayant une
architecture SCA. Il s’agit d’une limite identifiée pour laquelle le recours à des wrappers
permettrait de conserver les atouts de SCA et FraSCAti au niveau de la gestion des
composants et services tout en repoussant cette limite. De fait, cette même limite peut
être rédhibitoire à l’égard d’applications ne pouvant pas être modifiées.
Opérations d’élasticité couvertes
soCloud gère une gamme très complète d’opérations d’élasticité qui incluent à la fois les
opérations de croissance et décroissance horizontale, mais également les opérations de
croissances et décroissances verticales. Il s’agit là d’un point fort de la solution claire-
ment différenciateur par rapport à d’autres solutions existantes. soCloud gère ainsi des
opérations de scale out sur un type de composant. L’opération inverse consiste en un
scale in sur ce même type de composant. Il est à noter que la seconde opération est
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exactement l’inverse de la première : elle permet de faire revenir l’application dans l’état
exact d’avant le scale out. Il en est de même pour les opérations d’élasticité verticales.
Architecture applicative
Nous n’avons pas identifié de point d’accès ou d’API offrant une vision de l’architec-
ture de l’application durant son exécution. Cette limite peut, par exemple, être gênante
pour un administrateur ou un développeur voulant aller consulter les journaux système
présents sur les VMs de l’application à des fins de debug. En revanche, un point fort
de soCloud réside dans la modélisation de l’élasticité d’une application. La solution in-
troduit effectivement une description permettant de mentionner des règles d’élasticité
et les modalités d’exécution des opérations élastiques. Les règles d’élasticité permettent
de spécifier les décisions prises par soCloud à partir de l’expression des actions à entre-
prendre en cas de dépassement de seuils. Ces règles ont l’avantage d’être extensibles et
peu verbeuses. Par ailleurs, le modèle proposé dans soCloud permet à l’utilisateur de
spécifier sous la forme d’annotations, les modalités de réalisation des décisions au travers
d’un Domain Specific Language (DSL) non-extensible.
Gestion du placement
Les annotations proposés dans soCloud permettent une gestion très fine des placements :
il est possible de spécifier le profil matériel des VMs à utiliser, des cardinalités maxi-
males, le nombre de répliquas ou encore des emplacements géographiques précis pour le
déploiement des composants de l’application. Là encore, il s’agit d’un point fort pour
soCloud.
Positionnement par rapports aux critères
L’évaluation de soCloud montre qu’il s’agit d’une solution très complète par rapport aux
critères considérés.
• L’Indépendance applicative est Forte. soCloud ne souffre d’aucune limite en matière
de gestion de types d’applications. Il faut toutefois modérer cette évaluation face à
l’absence de gestion de certains langages et canevas populaires. Un point intéressant
de soCloud réside dans son load balancer : alors que ce type de composant introduit
des limites sur ce critère pour d’autres solutions étudiées dans ce manuscrit, ce n’est
pas le cas ici.
• L’Indépendance architecturale est évaluée à Faible. L’évaluation de ce critère pro-
vient de la spécificité de soCloud au type d’architecture SCA et face à la faible
utilisation de ce standard. Une couche de wrappers permettrait de faire remonter
l’évaluation de ce critère à Forte.
• L’Indépendance vis-à-vis de l’environnement est Forte. Il s’agit évidemment d’un
des gros points forts de la solution puisqu’aucune limite n’est notée en matière de
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capacité d’accès à quelque cloud que ce soit. Par ailleurs, soCloud gère le déploie-
ment d’une même application au sein de plusieurs clouds en même temps.
• Gestion des applications patrimoniales : la gestion des seules applications ayant
une architecture SOA est une limite identifiée. Une application ne pouvant être
modifiée ne peut être gérée par soCloud, ce critère est évalué à Faible. Ici encore,
l’introduction de wrappers offrirait potentiellement une évaluation à Forte.
• La Granularité des opérations est évaluée à Bonne puisque soCloud permet des
opérations d’élasticité verticale sans toutefois offrir une finesse au niveau du com-
posant.
• L’évaluation retenue pour la Modélisation à l’exécution est Faible car il ne semble
pas possible pour un utilisateur de la solution d’avoir connaissance de l’architecture
de son application en cours d’exécution.
• Concernant l’évaluation de la Modélisation de l’élasticité,celle-ci est Forte grâce à
une expression explicite complète.
• L’Expression de contraintes est évaluée à Bonne en raison de la possibilité d’ex-
primer des contraintes complexes telles que le placement, le nombre de répliquas
ou le profil matériel des VMs. Il faut toutefois noter que les contraintes d’élasticité
exprimées sous la forme d’annotations ne sont apparemment pas extensibles. De
même les notions de cardinalités sur les liaisons semblent restreintes.
Figure 3.8 – Evaluation de soCloud par rapport aux critères d’étude
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3.3.11 ElaaS
ElaaS (ElasticityasaService) [90] est une solution qui vise à rendre l’élasticité autonome.
Il s’agit d’un canevas issu des travaux de l’Université de Nationale Technique d’Athènes
qui s’inscrit comme une contribution du projet Européen 4CaaSt [60].
ElaaS répartit le traitement de l’élasticité en différents modules. Ces modules sont
au nombre de cinq :
1. L’ElaaS Core est le module en charge de coordonner l’activité globale. Pour cela,
l’ElaaS Core initialise les autres modules lors de la phase d’initialisation du canevas
en fixant les paramètres adéquats, de même qu’en établissant les canaux de com-
munication inter-modules. Il est crée également tous les éléments de stockage de
données requis pour le fonctionnement des modules. Après la phase d’initialisation,
l’ElaaS Core orchestre les échanges entre les modules.
C’est le seul module qui ne soit pas extensible (au moyen du chargement de plu-
gins).
2. L’Application Manager récupère la description de l’application lors de la phase
d’initialisation ainsi que la description des SLAs et les KPIs à surveiller.
3. LeMonitoring Manager est en charge de la communication avec les sondes. Celui-ci
est configuré pour ne consommer que les KPIs connues de l’Application Manager.
Il gère un sous-module de stockage de données de sorte à créer et maintenir un
historique des relevés des KPIs. Cet historique est primordial pour permettre les
prises de décision d’élasticité.
4. Le Business Logic Manager est le module de prise de décision d’ElaaS. Il n’inclut
pas de logique de prise de décision qui reste à la charge du développeur. Cette
approche est justifiée par le fait qu’ElaaS a pour vocation d’être un canevas de
prise de décision d’élasticité indépendant de l’approche retenue (i.e. pro-active ou
réactive).
5. L’Action Manager est un module dont le rôle est triple. Il s’agit en premier lieu
d’un passe-plats entre les décisions du Business Logic Manager et les composants
applicatifs ou les éléments de la plateforme de cloud sous-jacente. L’Action Ma-
nager est également une brique à même de pouvoir compléter des décisions afin
d’élaborer des séquences de reconfigurations à opérer. Par exemple, si la décision
de dupliquer un serveur d’application est prise, il ajoutera automatiquement un
répartiteur de charge en frontal. Le Business Logic Manager est aussi en charge
d’établir un graphe d’état cible de l’application (i.e. une architecture cible) appelé
graphe de déploiement.
Les interactions avec ElaaS sont rendues possibles au moyen de web services. Parmi
ces interactions se trouvent celles relatives à l’exposition de chaque instance du canevas
ElaaS comme un service élastique auprès d’autres instances : ElaaS a cette particula-
rité de viser l’élasticité offerte comme un service à disposition d’englobants eux-mêmes
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élastiques. Par ailleurs, ElaaS se base sur la solution de déploiement Smartfrog [64] pour
appliquer les actions de l’Action Manager.
Modèle d’application
ElaaS propose la modélisation des applications en deux modèles de niveaux différents.
Le graphe d’application est un modèle dit de "haut-niveau" qui est décliné en un second
appelé graphe de déploiement. Plus précisément, le graphe d’application renseigne l’en-
semble des dépendances d’une application (par exemple, un fichier .war est exécuté dans
un serveur d’application Glassfish et requiert une base de données MySQL). Le graphe
d’application utilise une description à gros grain listant les logiciels requis et les artefacts
applicatifs.
Durant le déploiement, le graphe d’application est raffiné pour obtenir le premier
graphe de déploiement de l’application. Après le déploiement initial, seul le graphe de
déploiement est modifié en fonction des logiques implantées dans les modules Business
Logic Manager et Action Manager.
Opérations d’élasticité couvertes
Les opérations d’élasticité permises dépendent des logiques implantées dans les modules
mais aussi des possibilités. ElaaS n’introduit pas de limitation quant aux possibilités
d’opérations d’élasticité. Cependant celles-ci restent à la charge de l’administrateur de
l’application.
Architecture applicative
ElaaS offre une vision de l’architecture applicative en deux niveaux, au travers des
graphes d’application et de déploiement. Le premier graphe de déploiement est issu du
graphe d’application, tandis que les suivants proviennent directement de modifications
successives appliquées sur les graphes de déploiement courants. Le graphe d’application
offre donc une vision à haut-niveau pour le premier déploiement, sans toutefois couvrir
des notions de contraintes. Le comportement élastique de l’application est à la fois décrit
par le graphe d’application en plus d’être réparti dans les implantations des modules.
De son côté, le graphe de déploiement offre la vision de l’architecture durant l’exécution
de l’application.
Gestion du placement
De même que pour la couverture des opérations d’élasticité, la gestion du placement
est liée à l’implantation des modules d’ElaaS. Il est par exemple possible de gérer du
multi-cloud mais cela implique de modifier l’implantation du module appelé Business
Logic Manager.
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Positionnement par rapports aux critères
ElaaS est un canevas d’élasticité à destination d’application qui peut être spécialisé au
travers de plugins. Le positionnement par rapport aux critères qui suit a été réalisé en
prenant en compte l’état connu de l’implantation.
• L’Indépendance applicative est Forte car ElaaS ne semble présenter aucune limite
en matière de gestion de types d’applications
• L’Indépendance architecturale est évaluée à Faible car en l’état actuel d’implanta-
tion de ses plugins, ElaaS n’adresse que des applications multi-tiers.
• L’évaluation de l’Indépendance vis-à-vis de l’environnement est Bonne puisque
grâce à SmartFrog, ElaaS ne semble pas restreint quant aux clouds accessibles. En
revanche, l’utilisation simultanée de plusieurs IaaS pour une même application ne
semble pas possible.
• Gestion des applications patrimoniales : ElaaS utilisant smartFrog, les applica-
tions patrimoniales sont correctement adressées sans contrainte de modification.
L’évaluation pour ce critère est donc Forte.
• La Granularité des opérations est évaluée à Faible puisqu’en l’état actuel de son
implantation rien n’indique qu’ElaaS raffine la granularité VM de SmartFrog.
Figure 3.9 – Evaluation d’ElaaS par rapport aux critères d’étude
• L’évaluation retenue pour la Modélisation à l’exécution est Bonne. Le Deployment
Graph mentionne effectivement les liaisons entre composants mais toutefois, ce
n’est pas le cas des placements.
• Pour le critère de la Modélisation de l’élasticité, l’évaluation obtenue est Moyenne.
Seuls les types de composants de l’application sont mentionnés dans l’Application
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Graph. Le reste du comportement élastique est décrit dans le code des plugins
et cela n’est pas considéré comme une mention explicite et centralisée en un seul
modèle.
• L’Expression de contraintes est évaluée à Forte. ElaaS permet l’expression de
contraintes d’élasticité au travers de l’implantation de plugins pour ses modules.
ElaaS permet d’étendre les contraintes gérées. Toutefois, cette évaluation est à
nuancer : l’approche par implantation de plugins peut devenir une tâche complexe
lorsque le nombre de contraintes à satisfaire augmente et ElaaS ne semble disposer
d’aucun mécanisme permettant de gérer les conflits pouvant apparaître.
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3.3.12 Application Deployment Toolkit (ADT)
Application Deployment Toolkit (ADT) [83] est une solution issue des travaux menés au
sein de l’Université de Paderborn en Allemagne. ADT permet d’automatiser le déploie-
ment et l’élasticité d’applications. ADT constitue une approche tout-en-un composée de
cinq modules :
• Le Topology Module (TM) assure le maintien de la connaissance des différentes
plateformes de cloud à disposition. Pour cela il interroge régulièrement les plate-
formes connues pour connaître leur état. C’est également lui qui permet la gestion
des problématiques éventuelles liées au réseau d’une application. En l’état actuel,
le TM permet uniquement de connaître l’état du réseau et pas de le maîtriser.
• Le Steering Module (SM) crée une communication bidirectionnelle entre ADT et
l’application. Le SM permet d’opérer des (re)configurations au niveau des binaires
applicatifs : chaque composant peut ainsi être commandé individuellement. Le SM
sert également à remonter des KPI de façon régulière de sorte à rendre possible la
prise de décision.
• Le Resource Module coordonne le déploiement de ressources. Son rôle consiste tout
d’abord à gérer les IaaS en permettant la création, le maintien et la suppression de
VMs. Il permet également de connaître l’état courant global de l’application (VMs
et composants applicatifs).
• L’Adaptation Module. ADT pouvant gérer plusieurs applications concomitamment,
chacune est gérée par un Adaptation Module (AM). C’est l’AM qui intègre toute
la logique de l’élasticité d’une application (placements, décision, optimisations,
contraintes). Chaque AM est spécifique à des ensembles d’applications et de son
implantation dépend les fonctionnalités d’élasticité possibles. L’AM dialogue à la
fois avec le TM, le RM et le SM. Chaque AM est créé et supervisé par le RM.
ADT présente une interface graphique offrant la possibilité à l’utilisateur de fournir un
modèle d’application puis de suivre l’évolution de son application.
Modèle d’application
ADT propose un modèle en deux niveaux : un de haut-niveau d’avant déploiement et
un autre représentatif de l’état de l’application durant son exécution.
• L’Application Template est le modèle de haut-niveau d’ADT. Il repose sur un
formalisme proche d’UML constitué d’objets représentant des templates d’éléments
de l’application et de liaisons entre eux. Ces liaisons sont orientées en fonction
des communications entre les composants applicatifs et sont décorées au niveau
de chaque extrémité par un attribut numéral. Cet attribut est une cardinalité
maximale pour le template situé à cette extrémité par rapport à chaque instance
du template de l’autre extrémité.
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• L’Allocation Graph est la représentation de l’état courant de l’application ainsi que
de son architecture-cible. L’Allocation Graph est en partie visible dans l’interface
graphique fournie par ADT. Ce graphe comporte des éléments reliés et annotés.
Les liaisons représentent les communications entre éléments applicatifs tandis que
les annotations mentionnent les divers paramètres de ces éléments.
Le déploiement d’une application s’effectue par le renseignement de la description
de déploiement de l’application. Celle-ci comprend l’Application Template, l’identifiant
de l’AM à utiliser et des données dites d’"adaptation" permettant à l’AM d’adapter son
fonctionnement à l’application.
Opérations d’élasticité couvertes
Les opérations d’élasticité couvertes sont dépendantes de l’implantation de l’AM mais
également des fonctionnalités des IaaS sous-jacents. Typiquement, ADT permet théori-
quement les opérations d’élasticité verticale mais un IaaS comme Amazon ne le permet
pas. Par ailleurs, ADT permet la gestion à un grain très fin des applications (ex : para-
mètres des binaires applicatifs), mais toutefois, la gestion de l’élasticité horizontale reste
au grain de l’ajout/retrait de VM.
Architecture applicative
L’état courant de l’application est connu au travers de l’Allocation Graph contenu dans
le RM. Cet état peut être demandé par l’AM de l’application qui peut alors le modi-
fier et retourner au RM l’état-cible. Le RM décompose alors les changements à opérer
en actions de (re)configuration au niveau du IaaS et de l’applicatif. Les modifications
possibles d’un état courant sont contraintes par l’Application Template au travers des
cardinalités renseignées. Une restriction de ces modèles porte sur la mise à plat des com-
posants applicatifs et des VMs. En effet, l’Allocation Graph et l’Application Template ne
mentionnent pas des composants applicatifs mais des VMs typées, c’est-à-dire des VMs
embarquant un ensemble prédéfini de composants applicatifs.
Gestion du placement
Le placement est adressé par l’implantation des AMs. Ceux-ci intègrent effectivement la
logique inhérente à cette problématique hormis le placement des composants applicatifs
dans les VMs. Ce dernier aspect est implicite puisque les VMs sont typées. La gestion
du placement n’est donc pas intégrée à l’Application Template. En revanche l’Allocation
Graph mentionne les nœuds/clouds servant à l’exécution des VMs de l’application.
Positionnement par rapports aux critères
ADT est un canevas d’élasticité qui peut être spécialisé au travers de l’utilisation d’une
implantation spécifique de l’AM. Le positionnement par rapport aux critères qui suit a
été réalisé en prenant en compte l’état connu d’ADT.
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• Indépendance applicative. ADT n’est pas spécifique à une application ou à un
ensemble défini d’applications : son indépendance applicative est donc Forte.
• Indépendance architecturale. ADT n’a pas de restriction connue relative à la gestion
des architectures applicatives. L’évaluation de ce critère est donc Forte.
• L’Indépendance vis-à-vis de l’environnement est évaluée à Bonne puisque si aucune
restriction n’est présente au niveau des IaaS accessibles via ADT, le déploiement
d’une application ne peut être réalisé qu’au sein d’un seul cloud.
• Gestion des applications patrimoniales. La gestion par ADT des applications pa-
trimoniales ne présente aucune restriction. Ce dernier critère reçoit en conséquence
une évaluation à Forte.
• Granularité des opérations. Seules des VMs typées sont utilisées : la granularité
est donc au niveau de la VM. Le critère de granularité est donc évalué à Faible.
Figure 3.10 – Evaluation d’ADT par rapport aux critères d’étude
• Concernant la Modélisation à l’exécution, l’état courant de l’application est tota-
lement connu au travers de l’Allocation Graph : sur ce critère ADT est évalué à
Fort.
• La Modélisation de l’élasticité est évaluée à Bonne . Une partie du comportement
élastique est modélisée par l’Application Template mais cependant, les placements
et les configurations sont directement implantés dans l’Adaptation Module propre
à chaque application.
• Expression de contraintes. L’Application Template permet l’expression de contraintes
de connexions entre éléments applicatifs avec la possibilité de décrire des motifs
complexes. Les autres contraintes sont implantées dans l’Adaptation Module. Il ne
semble pas possible d’étendre ces contraintes. L’évaluation résultante est Bonne.
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3.4 Synthèse
Cette première partie s’achève après avoir commencé par décrire le contexte des travaux
de thèse : il s’agit du cloud computing, un environnement d’exécution marqué par sa
jeunesse et son évolution rapide.
Dans un second temps, cette partie a dressé un état de l’art à propos de l’élasticité
automatique des applications. Pour cela, douze solutions spécialisées dans la prise de
décision ont tout d’abord été décrites afin de déterminer quelles en sont les décisions
possibles. Ce point est important car les travaux de thèse se situent en aval de ces
solutions.
Ensuite, treize solutions gérant une boucle complète d’automatisation ont été étu-
diées suivant huit critères. La figure 3.11 montre un récapitulatif des évaluations de ces
solutions.
Heroku OpenShift Jelastic Ecosystème Amazon
Docker CloudFormation
Windows Azure Cloud Foundry soCloud ElaaS ADT
Figure 3.11 – Récapitulatif de l’ensemble des évaluations des différentes solutions com-
plètes étudiées
La figure 3.12 montre la moyenne obtenue sur le panel des solutions présentées.
Seuls deux critères obtiennent (de peu) une évaluation globale supérieure à la moyenne :
l’Indépendance applicative et l’Indépendance vis-à-vis de l’environnement. Les évalua-
tions globales les plus faibles sont obtenues pour les critères d’Indépendance Architectu-
rale et de Granularité des opérations.
La faiblesse du critère concernant l’Indépendance Architecturale s’explique par le fait
que certaines solutions sont très clairement spécialisées pour adresser certains besoins.
C’est notamment le cas des solutions Heroku, OpenShift, Jelastic et Cloud Foundry qui
sont ostensiblement tournées vers les développeurs d’applications web multi-tiers. Leur
succès montre par ailleurs que le besoin qu’elles adressent est un vrai cas d’usage qu’il
faut prendre en compte.
A contrario, OpenShift, Cloud Foundry, Jelastic et Heroku sont assez mal adaptées
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La ligne orange montre la moyenne obtenue sur l’ensemble des solutions, tandis que la ligne verte sert de
repère pour identifier ce qui correspond à l’évaluation moyenne sur chaque critère (i.e. l’équivalent de 10/20)
Figure 3.12 – Evaluation moyenne des solutions étudiées
aux besoins d’un administrateur en environnement de production : l’abstraction de ces
plateformes ne permet pas de maîtriser l’ensemble de l’environnement d’exécution et des
fonctionnalités comme la gestion des placements font défaut. Le passage en production
pour des applications développées sur ces plateformes peut par ailleurs devenir problé-
matique en raison du changement d’environnement nécessaire. Un contrôle total doit
donc être offert à l’utilisateur afin de correspondre à l’ensemble de ses besoins, qu’il soit
développeur ou administrateur en environnement de production. Ce constat est du reste
abordé par [24, 59].
Néanmoins, la faiblesse globale du critère concernant la Granularité des opérations
illustre toute la problématique actuelle que pose un contrôle total sur l’application : beau-
coup de solutions ne gèrent que des opérations à la granularité de la VM par mimétisme
avec les IaaS alors qu’une finesse supérieure est non seulement possible mais également
totalement justifiée au regard des capacités décrites des solutions de prise de décision.
La gestion des applications avec des concepts de la couche IaaS a donc clairement un
effet négatif sur les possibilités d’administration de ces mêmes applications. Ce constat
rejoint celui exposé dans [159] : il existe une adhérence trop forte entre les solutions de
gestion des applications et les IaaS, ce qui dans les faits provoque une remontée dans les
couches supérieures des limites d’administration de la couche IaaS.
Les travaux de thèse exposés dans ce manuscrit visent à aller dans le sens d’un
contrôle total laissé à l’utilisateur. Nous pensons que cela passe par l’émancipation de
la réaction dans la boucle d’automatisation de l’élasticité, vis-à-vis des IaaS, des appli-
cations et des architectures. Pour l’utilisateur, comme ce contrôle doit être choisi et non
subi, nous pensons qu’il est nécessaire de garantir à chaque utilisateur la connaissance de
son application, à tout moment de son exécution. Outre cette connaissance, nous pen-
sons également que le moyen doit être laissé à l’utilisateur d’exprimer le comportement
élastique de son application, et plus particulièrement en lui permettant d’exprimer ses
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exigences au travers de contraintes à respecter pour l’architecture de l’application.
Enfin, une préoccupation également importante concerne la gestion des applications
patrimoniales, à l’heure où beaucoup d’utilisateurs du cloud font part de difficultés re-
latives à la migration d’applications vers le cloud. Nous pensons effectivement que cette
problématique doit être adressée, mais évidemment, dans la limite des capacités intrin-
sèques des applications à adopter l’élasticité.







Vue d’ensemble de la solution
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4.1 Rappel des objectifs
Les objectifs des travaux de thèse exposés dans ce manuscrit sont au nombre de trois :
1. Définir un modèle architectural et un formalisme devant permettre la description
d’applications élastiques dans le cloud. L’approche retenue doit être générique.
2. Définir et prototyper les mécanismes devant permettre l’élasticité. Il s’agit de per-
mettre le calcul d’architectures-cibles et de gérer la répercussion de cette architec-
ture sur l’application.
3. Valider l’approche par des cas d’usage. Cet objectif très concret consiste en l’iden-
tification d’exemples d’applications dont il faut gérer l’élasticité. La validation est
évidemment primordiale afin d’identifier les besoins et de ne pas adresser des "non-
cas d’usage", c’est-à-dire des cas d’usage non représentatifs.
4.2 Automatisation de l’élasticité
Le but principal de l’élasticité automatique est de permettre une adaptation des res-
sources consommées par l’application en fonction de la charge. L’élasticité permet d’op-
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timiser les coûts d’exploitation de l’application grâce à des montées en charge ou inverse-
ment à des adaptations à la baisse qui sont rapides. Pour cela, il faut donc adapter dyna-
miquement l’architecture de l’application en fonction de la charge. Seule une adaptation
complètement automatisée, c’est-à-dire sans intervenant humain, est à même d’utiliser
efficacement les avantages du cloud. L’application est ainsi administrée non plus par un
être humain mais par un processus adaptatif constitué d’une succession d’opérations
de surveillance, de calculs et de reconfigurations. Afin que l’architecture soit toujours op-
timale, ce processus adaptatif doit être réalisé de façon continuelle de sorte à suivre
les besoins de l’application quasiment en temps "réel".
La gestion automatisée de l’élasticité requiert donc un processus adaptatif automa-
tique qui répète continuellement des successions d’opérations. L’Autonomic Computing
propose de modéliser un tel processus par la boucle MAPE-K [84] 1. Le schéma 4.1
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Figure 4.1 – La boucle MAPE-K appliquée à la gestion automatisée de l’élasticité
MAPE-K est un cycle dont la finalité est la gestion de ressources de façon automa-
tique. Dans le cas de l’élasticité des applications dans le cloud, ces ressources sont les
éléments constitutifs de l’architecture d’une application. Les ressources sont pilotées par
des actionneurs et observées par des sondes. Les actionneurs et les sondes permettent
la mise en place des quatre étapes de la boucle MAPE-K :
1. La Surveillance remonte, centralise et agrège les données des sondes. Ces données
1Monitoring, Analysis, Planification, Execution - Knowledge
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permettent notamment de connaître l’état des différents éléments d’une applica-
tion. Les données agrégées sont ensuite exposées à l’étape suivante appelée Analyse.
2. L’Analyse est une étape de prise de décision : en fonction de l’état de l’application
et de sa charge, l’Analyse décide d’une opération d’élasticité. Cette décision décrit
une modification de l’architecture de l’application qui ne suffit pas à elle seule à
déterminer une nouvelle architecture. La décision consiste effectivement en une
méta-modification de l’application qui implique d’être raffinée afin d’obtenir une
nouvelle architecture-cible. C’est le rôle de la Planification
3. La Planification est l’étape durant laquelle un plan de reconfiguration de l’architec-
ture de l’application va être établi. La Planification permet d’obtenir une nouvelle
architecture-cible à partir de l’architecture courante en appliquant la décision de
l’Analyse. Cette étape est au cœur des travaux exposés dans ce manuscrit. Fina-
lement, la nouvelle architecture est fournie à la quatrième et dernière étape de la
boucle MAPE-K.
4. L’Exécution est l’étape durant laquelle la nouvelle architecture de l’application est
effectivement mise en place au niveau des éléments de l’application.
Tout au long de la boucle, les étapes lisent et enrichissent la Connaissance du système.
Des approches antérieures ont déjà visé à utiliser la boucle autonomique MAPE-K
pour permettre la modification d’architectures applicatives. Ce fut le cas de Rainbow [46,
45]. Cependant, cette solution n’est pas adaptée au cloud. Nous pensons qu’une solution
permettant la modification d’architectures applicatives à des fins d’élasticité dans le
cloud est primordiale. Plus particulièrement, nous pensons que des avancées peuvent
être apportées grâce à une planification innovante.
La suite de ce manuscrit se focalise sur la troisième étape de la boucle MAPE-K ,
la Planification. Comme l’a montré l’état de l’art, il s’agit d’une problématique qui est
actuellement très peu adressée. La section suivante détaille le rôle de la planification afin
de comprendre en quoi cette étape est primordiale.
4.3 Rôle de la Planification
La planification a pour principal objectif d’appliquer la méta-modification correspon-
dant à la décision de l’analyse sur l’architecture courante de l’application, pour au final
établir un plan de reconfiguration. Le rôle de planification est de contextualiser
la décision de l’analyse à l’architecture courante de l’application tout comme
la décision de faire aller tout droit le chat dans le programme Acoustic Kitty aurait dû
l’être pour traverser la route.
L’établissement d’un tel plan de reconfiguration est un processus complexe puisqu’il
faut adresser l’ensemble des problématiques de l’architecture de l’application. Comme
le montre la figure 4.2, ces problématiques sont nombreuses. Elles ne se résument pas à
de simples arrêts ou démarrages de VM. Afin de comprendre la complexité du rôle de la
planification, la suite de cette section s’appuie sur l’exemple illustré par la figure 4.2, qui
82 CHAPITRE 4. VUE D’ENSEMBLE DE LA SOLUTION
correspond à un scénario de croissance horizontale sur le tiers métier de l’application
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Figure 4.2 – Explicitation du rôle de la planification au travers d’une croissance hori-
zontale de l’application Springoo
Dans cet exemple, la décision a été prise par l’analyse d’ajouter un serveur Jonas,
c’est-à-dire d’ajouter une instance au tiers métier. Cette décision n’est pas suffisante
pour que l’architecture de l’application soit correcte. En effet, la nouvelle instance de
serveur Jonas n’est non seulement pas placée au sein d’une VM, mais elle reste en outre
non-connectée au reste de l’application. La décision de l’analyse est une méta-
modification qui nécessite des calculs supplémentaires pour obtenir une nou-
velle architecture-cible complète. Dans cet exemple, la planification va donc consis-
ter à établir un plan de reconfiguration mentionnant l’ajout d’une VM pour y exécuter
la nouvelle instance de serveur Jonas ainsi que la façon d’inclure cette nouvelle instance
dans l’application. Pour cela, la planification va :
• Spécifier l’ajout d’une nouvelle VM. La planification va établir dans quel cloud
la nouvelle VM doit être démarrée. Ce choix n’est pas immédiat puisqu’en fonc-
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tion des exigences de l’utilisateur, la planification doit - par exemple - pouvoir
gérer des notions de haute-disponibilité ou de tarification. Outre le choix du cloud
d’hébergement de la nouvelle VM, la planification doit également en déterminer
le profil matériel adéquat. Pour cela, la planification peut être amenée à résoudre,
par exemple, des exigences de l’utilisateur portant sur les besoins des logiciels em-
barqués (ex : un serveur Jonas doit avoir 1Go de ram au minimum), sur le prix
maximum que l’utilisateur veut respecter pour chaque VM , voire les deux conco-
mittamment. En plus du choix du cloud d’hébergement, de la détermination du
profil matériel, la planification peut être amenée à gérer d’autres aspects tels que
le choix de l’image virtuelle à utiliser, la gestion des serveurs de noms DNS, la
détermination de la nécessité d’obtenir une adresse IP publique pour la nouvelle
VM...
• Configurer la nouvelle instance pour qu’elle intègre l’application. Suivant la solu-
tion d’exécution utilisée, cette préoccupation peut nécessiter différentes reconfigu-
rations. Si la solution utilisée est VAMP par exemple, cette configuration passe
par la mention des interfaces du composant Fractal représentatif de la nouvelle
instance de serveur Jonas. Pour d’autres, il s’agira de renseigner des paramètres
possiblement connus uniquement lors de l’exécution de l’application (ex : adresse
ip du serveur MySQL, nom du serveur Jonas, port du serveur MySQL, crédences
du serveur MySQL,..).
• Configurer le reste de l’application pour intégrer la nouvelle instance de serveur
Jonas. Là encore, cette préoccupation est liée à la solution d’exécution utilisée. Il
peut aussi bien s’agir de la spécification d’interfaces Fractal, que du renseignement
de paramètres possiblement dynamiques (ex : ip de la nouvelle VM, nom de la
nouvelle instance de serveur Jonas à renseigner auprès du module mod_jk du
serveur Apache,..)
Le rôle de la planification est donc de compléter la décision de l’analyse pour établir
un plan de reconfiguration à même d’être interprété par la solution d’exécution. Ce
plan dépend donc de la solution d’exécution et doit être adapté en conséquence. Le
plan de reconfiguration constitue une description des modifications de l’architecture
courante de l’application établie en appliquant la décision de l’analyse. Sa détermination
doit également obéir à des exigences de l’utilisateur que celui-ci peut fixer au travers
de l’expression de contraintes. L’état de l’art a montré que les solutions actuelles ne
permettent pas d’adresser toutes les problématiques de l’établissement d’un tel plan de
reconfiguration, or nous pensons qu’une planification complète et complètement
descriptible est nécessaire. Cependant, les approches actuelles fonctionnent en mode
"boîte noire" : nous pensons qu’en conséquence, une brique séparée permettant
d’exprimer l’ensemble des exigences de l’architecture de l’application doit
être réalisée.
Ce manuscrit décrit dans sa suite une proposition de solution à même de lever les
verrous des solutions actuelles. La section suivante décrit les caractéristiques requises
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pour que cette solution puisse à la fois permettre d’atteindre les objectifs généraux de
la thèse mais aussi d’élargir le champ des possibles en matière de gestion de l’élasticité.
4.4 Caractéristiques requises pour la planification
Cette section a pour but d’établir les caractéristiques d’une solution innovante de plani-
fication à des fins d’automatisation de l’élasticité d’applications exécutées dans le cloud.
A partir des limites identifiées dans l’état de l’art, le tableau 4.1 répertorie les verrous à
lever et des caractéristiques que la solution proposée se doit d’avoir. Bien évidemment,
pour une application donnée, l’élasticité possible est limitée par les aptitudes de celles-ci.
L’explicitation de ces caractéristiques est la suivante :
• La solution proposée doit être agnostique vis-à-vis des applications, des architec-
tures applicatives et des environnements tout en permettant de coller aux spécifi-
cités de chaque cas. La solution doit également gérer les applications patrimoniales
en ne nécessitant aucune modification de l’application. Bien évidemment, seules
les applications virtualisables et adaptées à l’élasticité sont visées.
• La solution doit permettre de spécifier le comportement élastique d’une application
à un niveau de granularité plus fin que la VM. La spécification du comportement
élastique doit être à la fois exhaustif mais aussi extensible.
• Une vision fidèle de l’état courant de l’application doit être offert.
A ces caractéristiques s’en ajoutent d’autres relatives à la facilité d’utilisation de la
solution ainsi qu’aux performances. Il est nécessaire d’offrir une compréhension aisée
de la détermination du plan de reconfiguration. Cette détermination doit s’effectuer en
un temps négligeable par rapport aux autres phases de la boucle MAPE-K appliquée à
l’élasticité.
L’ensemble des caractéristiques identifiées dans cette section constitue le socle de la
réflexion scientifique menée au cours des travaux de thèse. Ce socle a permis d’aboutir
à une solution qui lève l’ensemble des verrous identifiés. La section suivante aborde les
concepts de l’approche retenue.
4.5 Vulcan, une solution de planification pour une élasti-
cité automatisée
La solution présentée dans ce manuscrit est appelée Vulcan en référence à la vulcanisa-
tion, une réaction chimique permettant de rendre un élastomère élastique. Le fonction-
nement global de Vulcan est illustré par le schéma 4.3.
La planification réalisée par Vulcan s’appuie sur deux modèles.
1. Le premier des deux modèles est appelé Modèle par Extension [77]. Il permet la
représentation de l’architecture courante d’une application ainsi que la représenta-
tion de l’architecture-cible. Si l’architecture courante est issue de la Connaissance
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Limite identifiée Risque possible Caractéristique requise
Spécificité à une application La solution est limitée dans
sa gestion des applications
Agnosticité vis-à-vis de l’appli-
cation, tout en permettant de
spécialiser l’élasticité à une ap-
plication
Spécificité à un type d’archi-
tecture applicative (ex : ap-
plications n-tiers)
La solution est limitée dans
sa gestion des architectures
applicatives
Agnosticité vis-à-vis de l’archi-
tecture applicative




Agnosticité vis-à-vis de l’envi-
ronnement d’exécution
Mauvaise gestion des ap-
plications patrimoniales vir-
tualisables
Non-utilisation de la solu-
tion par manque d’adapta-
tion
Ne pas nécessiter de modifica-
tions de l’application
Granularité limitée à la VM Limitation quant à la ges-
tion du placement (ex :
choix du profil matériel im-
possible)
Offrir une granularité plus fine
que la VM au niveau du com-
posant applicatif et des para-
mètres de configurations
Non-exposition à l’utilisa-
teur de l’architecture de
l’application
Non-connaissance de l’état
de l’application par l’utilisa-
teur






La solution est limitée
dans les scénarios possibles
d’élasticité





est compliqué à spécifier




contraintes relatives à l’élasti-
cité
Expression du comporte-
ment élastique suivant dif-




la solution par l’utilisateur
Recours à une approche unique
pour la spécification du com-
portement élastique
Les contraintes ne peuvent
être étendues
La solution ne peut gérer de
nouvelles contraintes
Le formalisme du modèle
d’élasticité doit permettre
d’étendre les contraintes
gérées par la solution
Table 4.1 – Caractéristiques requises pour une solution innovante de planification
de la boucle MAPE-K, l’architecture-cible provient du moteur de calculs de Vulcan.
Vulcan réalise ses calculs directement sur le modèle par extension. La réalisation
de ces calculs dépend d’un algorithme de planification innovant. Une des particu-
larités de cet algorithme est de réaliser les calculs en tenant compte des différentes
contraintes de l’application. Ces contraintes sont en fait connues grâce au second
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Figure 4.3 – Fonctionnement global de Vulcan, un gestionnaire de planification de
l’élasticité
modèle sur lequel s’appuie Vulcan : le Modèle par Intention.
2. Le Modèle par Intention [77] permet à l’algorithme de connaître comment modifier
l’architecture de l’application. Il est fourni par l’administrateur de l’application à
rendre élastique. Il s’agit d’un gabarit pour l’ensemble des modèles par extension
possibles. Pour cela, le modèle par intention centralise l’ensemble des contraintes
d’une application et permet d’adresser l’ensemble des calculs nécessaires à l’éta-
blissement d’un plan de reconfiguration. Le modèle par intention de Vulcan fait
usage d’un formalisme novateur permettant de décrire des contraintes suivant un
mode d’expression unique. L’utilisation de ce formalisme conjointement avec celle
de l’algorithme de Vulcan offre l’avantage de faciliter la réutilisation des contraintes
exprimées pour une application par d’autres applications. Cela permet un appren-
tissage aisé de la solution.
La suite de ce document approfondit les concepts énoncés dans cette section tout en
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L’émergence du cloud computing a vu des travaux proposer des ontologies afin d’adres-ser la diversité des offres de cloud et l’absence de standards de description. Ces
travaux visent principalement à homogénéiser des offres de cloud ayant des descriptions
très hétérogènes. Une ontologie se définit par l’ensemble structuré des termes et concepts
caractéristiques d’un domaine. Les ontologies permettent de décrire des éléments en les
liant par des relations avec une sémantique précisée par l’ontologie [169]. Certaines ap-
proches visent à offrir une connaissance homogène la plus complète possible, accessible
par l’utilisateur pour des services offerts par les fournisseurs de cloud [147, 111]. D’autres
ont pour objectif d’offrir des services spécifiques comme du stockage répartis et fiable
dans le cloud [22, 85] ou du déploiement automatisé sur plusieurs IaaS en prenant en
compte les niveaux de services demandés par l’utilisateur [110].
Ces travaux montrent un enjeu actuel de recherche qui est d’offrir une description
homogène de services hétérogènes. Il s’agit plus précisément de permettre une connais-
sance simple des plateformes sous-jacentes mais aussi de l’application comme le montre
[169].
Le modèle par extension va dans ce sens et offre une connaissance de l’état courant
de l’application. Il permet en outre à Vulcan de planifier les reconfigurations à opérer sur
l’application lorsqu’une décision d’élasticité est prise par l’analyse. Ce chapitre a pour
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objectif de décrire de façon détaillée ce qu’est le modèle par extension.
5.1 Description du modèle par extension
Le modèle par extension est une représentation de l’état de l’application. Il ne s’agit
aucunement d’un modèle de programmation comme OSGI [48], ou Fractal [39, 129] par
exemple. Le modèle par extension est une abstraction des ressources de l’application
servant à leur administration. De ce fait, Vulcan n’impose pas de changement au
niveau du code applicatif. En revanche, le modèle par extension permet une réelle
connaissance de l’application durant la mise en œuvre de l’élasticité.
S’il n’est pas un modèle de programmation comme Fractal, le modèle par extension
en utilise toutefois les concepts architecturaux. Ces concepts permettent de décrire l’in-
tégralité des préoccupations à adresser pour permettre l’élasticité d’une application dans
le cloud. Les préoccupations à adresser se répartissent en deux niveaux d’administration
de l’élasticité [24, 59, 157] : le niveau infrastructure et le niveau applicatif.
• Le niveau infrastructure de l’administration de l’élasticité des applications dans le
cloud concerne principalement les VMs, les IaaS, le réseau, leurs configurations et
leurs liens. Une illustration d’un tel lien est l’hébergement d’une VM dans un IaaS :
de l’existence, la disponibilité et la capacité d’accueil du IaaS dépend l’exécution
de la VM.
• Le niveau applicatif concerne les logiciels qui par leur exécution assurent la mise
en œuvre des fonctionnalités de l’application. Ce niveau concerne également les
configurations de ces logiciels. D’autre part, le niveau applicatif inclut également
les liens entre les briques logicielles. Les briques logicielles peuvent effectivement
dépendre d’autres briques logicielles pour leur exécution. Cette notion de dépen-
dance reflète la nécessité d’une brique logicielle de communiquer avec la brique
logicielle dont elle dépend, afin de pouvoir elle-même être fonctionnelle. C’est par
exemple le cas dans une application web comme Springoo où le serveur frontal
Apache dépend d’un serveur Jonas qui lui même dépend d’un serveur de base de
données MySQL.
La gestion de l’élasticité d’une application requiert donc d’administrer ces deux ni-
veaux. Pour cela, il est nécessaire d’en permettre la représentation dans le modèle par
extension. En outre, ces deux niveaux de préoccupations doivent être gérés de façon
concomitante de sorte à également adresser les liens existants entre les deux niveaux.
A titre d’exemple, les briques logicielles d’une application s’exécutent au sein de VMs
qui elles-mêmes sont hébergées dans des clouds. Une réponse à cette problématique
est en partie fournie par les travaux autour des solutions Jade, TUNe et TUNeEngine
évoquées dans la suite de ce manuscrit en sous-sous-section 6.2.3. Ces travaux ont effec-
tivement permis de démontrer la pertinence du recours aux architectures à composants
pour rendre homogène la gestion automatisée et simplifiée d’éléments hétérogènes [68].
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Afin de permettre la modélisation de l’ensemble des préoccupations décrites ci-avant,
le modèle par extension utilise des concepts issus des architectures à base de composants
et plus particulièrement du modèle Fractal. Le choix de retenir les architectures à base
de composant pour le modèle par extension se justifie également par l’expressivité de
cette approche ainsi que par sa capacité à permettre des calculs et des raisonnements.
Si le premier point a été démontré par des solutions comme Fractal ou OSGi, le se-
cond l’a été par exemple par SystemCAS, une solution de simulation de circuits et de
programmes [91, 122].








Le composant B dépend 
du composant A
Composant de l'application
ex: serveur Apache, serveur Jonas
Conteneurs
Figure 5.1 – Vue globale des concepts manipulés dans le modèle par extension
plication est constituée de composants primitifs qui sont exécutés dans des composants
composites. Un composant primitif ne peut contenir d’autres composants, tandis qu’un
composant composite peut contenir des composants primitifs et/ou des composants com-
posites. La suite du manuscrit désigne les composants primitifs par le terme de compo-
sants, et les composants composites par celui de conteneurs. L’exécution d’un composant
au sein d’un conteneur est décrite par le placement de ce composant dans son conte-
neur d’exécution. Par exemple, dans la figure 5.1, le composant C.1 est placé dans le
conteneur VM.1. La notion de placement désigne également l’exécution d’un conteneur
au sein d’un autre : le conteneur VM.1 est ainsi placé dans le conteneur Cloud.2. Cet
exemple met en évidence une notion additionnelle qui est la hiérarchie de conteneurs :
les conteneurs de plus bas niveau sont placés dans des conteneurs de plus haut niveau.
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Outre la notion de placement, le modèle par extension utilise celle de liaison. Une
liaison relie deux composants et traduit une dépendance de l’un par rapport à l’autre.
Plus précisément, il s’agit d’une relation orientée qui indique la dépendance du compo-
sant d’origine envers le composant de destination. Dans le cas de la figure 5.1, il existe
une liaison depuis le composant C.3 vers le composant C.2 : cela traduit une dépendance
de C.3 envers C.2.
La configuration de chaque composant et de chaque conteneur est portée par chaque
élément grâce à des paramètres de configuration. Les paramètres permettent de men-
tionner l’ensemble des attributs de chacun des éléments. Par exemple, les paramètres
d’un conteneur de type VM mentionnent - notamment - le profil matériel de la machine
représentée.
L’ensemble des notions du modèle par extension est issu du méta-modèle illustré
par la figure 5.2 et la section suivante donne un exemple de modèle par extension pour
une application très largement utilisée. De plus, des exemples issus de l’implantation de
Vulcan sont donnés dans le chapitre 8.
Figure 5.2 – Méta-modèle du modèle par extension
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5.2 Modèle par extension d’une application de distribution
de contenu
La figure 5.4 est une représentation graphique d’un modèle par extension pour l’ap-
plication représentée par la figure 5.3. Il s’agit d’un service de distribution de contenu
(CDN) [173]. L’utilisation du cloud pour les services CDN suscite l’intérêt de nombreux
travaux de recherche [37, 44, 99] et plus particulièrement en ce qui concerne l’élasti-
cité [37, 97, 163].
Un service CDN sert à acheminer du contenu statique (images, fichiers) vers des
utilisateurs finaux géographiquement éloignés. La particularité d’un CDN est de faire
transiter les données depuis le serveur central appelé serveur.1 sur la figure 5.3 vers
les clients finaux au moyen de caches intermédiaires locaux appelés nœuds. Un service









Figure 5.3 – Exemple d’application de distribution de contenu (CDN)












Figure 5.4 – Représentation graphique d’un modèle par extension d’une application
CDN
Le recours à un service CDN permet :
1. Une réduction de la charge du serveur central.
2. Une amélioration de l’expérience utilisateur en réduisant les latences et/ou en
maximisant la bande passante.
Pour cela, les nœuds stockent les données du serveur central et les envoient vers
les utilisateurs qui leur sont connectés. Afin d’optimiser les performances, les clients
finaux doivent être routés vers le meilleur nœud, qui correspond à celui qui minimise la
distance le séparant du client final. Toutefois, la charge des différents nœuds doit être
prise en compte pour qu’il n’apparaisse pas de nœuds surchargés aussi appelés points
chauds [132].
Dans la figure 5.4, seuls certains nœuds ont été représentés par souci de lisibilité.
L’intérêt de ce schéma est de montrer un exemple des différentes notions décrites théo-
riquement ci-avant dans ce chapitre avec un cas d’usage différent de Springoo. Ce sont
ces notions que la planification doit manipuler afin d’obtenir une liste exhaustive des
reconfigurations à opérer sur une application durant son élasticité. Cette manipulation
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implique de maîtriser des opérations élémentaires qui par leur application vont per-
mettre de modifier le modèle par extension d’une application. La section suivante décrit
ces opérations.
5.3 Opérations élémentaires de modification d’un modèle
par extension
Le méta-modèle du modèle par extension représenté par la figure 5.2 est extrêmement
simple. On ne prétend pas que ce méta-modèle est exhaustif mais il s’est montré suffisant
pour l’ensemble des scénarios considérés. D’autres possibilités ont été explorées : elles
visaient à apporter des raffinements au modèle par extension, mais elles ont été aban-
données. Ces abandons sont la conséquence d’un constat pragmatique simple pouvant
être énoncé ainsi : l’augmentation du nombre de concepts dans un modèle aug-
mente la complexité pour le modifier d’une façon pas toujours justifiée au
regard des précisions offertes. De façon concrète ce constat a résulté en un modèle
par extension simple mais non simpliste : il s’agit d’un choix délibéré et calculé
pour pouvoir à la fois décrire les applications élastiques avec une large couverture tout en
ayant un ensemble contenu d’opérations élémentaires de modification. Le méta-modèle
du modèle par extension résulte donc d’un choix volontaire et propre à l’approche de
n’avoir qu’un faible nombre de concepts à manipuler. Il en résulte un ensemble d’opé-
rations élémentaires de modifications clairement identifié et avec une petite cardinalité.
Les opérations élémentaires de modifications sont effectivement les suivantes :
• Ajout/retrait d’un composant/conteneur.
• Lier/délier des composants.
• Placer un composant/conteneur dans un conteneur, et son opération inverse.
• Définir la valeur d’un paramètre d’un composant/conteneur.
Toutefois, même si le nombre d’opérations élémentaires de modification du modèle
par extension est réduit, il n’en demeure pas moins qu’elles doivent être calculées pour
permettre la planification. La contribution exposée dans ce manuscrit utilise un gabarit
qui permet de gérer l’ensemble de ces reconfigurations. Il s’agit du Modèle par Intention
que le chapitre suivant décrit.
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Si le modèle par extension permet une représentation statique de l’application, la ges-tion de la planification de l’élasticité automatisée implique de le manipuler de façon
dynamique. En effet, une application élastique n’a plus un unique modèle par extension
mais une séquence potentiellement infinie. Un enjeu actuel de la recherche est d’établir
des modèles complets de façon automatique tout en ayant un moyen d’exprimer des
contraintes. Ces contraintes concernent aussi bien le niveau applicatif que le niveau in-
frastructure exposés dans le chapitre précédent. L’obtention de modèles complets suscite
de nombreux travaux de recherche mais qui n’adressent pas toutes les préoccupations
de l’élasticité. [47, 138, 172] se focalisent sur le niveau infrastructure de l’administration
de l’élasticité. [74, 25, 86] adressent quant à eux le niveau applicatif. Enfin, la solu-
tion [128] adresse le niveau infrastructure, le niveau applicatif ainsi que leurs liens mais
n’est pas adaptée à la gestion de l’élasticité puisque seuls des modèles statiques sont
calculés. D’autre part, des travaux démontrent les limites des solutions actuelles de ges-
tion de l’élasticité en créant des solutions à même de retrouver de l’information perdue
qui concerne pourtant les deux niveaux d’administration de l’élasticité. [106] adresse le
recouvrement d’informations sur les images virtuelles d’Amazon EC2 afin de connaître
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les différents logiciels embarqués. Il s’agit d’informations du niveau applicatif dont la
connaissance n’est pas exposée par absence de modèle adapté.
L’automatisation de l’élasticité implique donc de non seulement adresser les deux
niveaux d’administration de l’élasticité mais aussi de limiter la perte d’information né-
cessaire à la prise de décision. Il est aussi nécessaire de pouvoir exprimer des contraintes
comme le montrent les travaux de recherche actuels [74, 25, 86, 128]. Les sections qui
suivent décrivent l’approche retenue pour le modèle par intention.
6.1 Gestion de la modification du modèle par extension
courant
Le modèle par intention sert de gabarit pour la modification du modèle par extension
courant. Une telle modification requiert d’adresser l’ensemble des concepts exprimés dans
le modèle par extension. Pour cela, le modèle par intention permet d’adresser quatre
types de contraintes qui suffisent à couvrir l’ensemble des aspects de modification d’un
modèle par extension. Ces types sont :
• Héritage : une application est constituée de composants et de conteneurs. Chaque
composant hérite une partie de ses caractéristiques d’un type de composant tout
comme un objet hérite d’une classe en programmation orientée objet. Dans tout
modèle par extension, aucun composant ne peut exister s’il n’hérite pas d’un type
de composant. De la même façon, un conteneur doit hériter d’un type de conteneur.
• Liaison : tout composant peut avoir des liaisons depuis ou vers d’autre(s) compo-
sant(s). La création de ces liaisons doit satisfaire des contraintes afin de garantir les
exigences exprimées. Par exemple, dans la figure 5.4, chaque composant représen-
tatif d’un nœud doit avoir une liaison unique vers le composant nommé serveur :1.
• Placement : tout composant doit être placé au sein d’une hiérarchie complète
de conteneurs. En reprenant l’exemple du schéma 5.4, tout composant doit être
placé dans sa propre VM. De plus, chaque VM doit elle-même être placée dans un
conteneur cloud.
• Configuration : tous les composants et les conteneurs doivent avoir une configu-
ration complète. Dans le cas de la figure 5.4, chaque composant nœud doit exposer
son service au travers du port 80.
Ces quatre types de contraintes sont au cœur de la contribution du modèle par intention.
Le tableau 6.1 montre une liste non-exhaustive d’exemples de contraintes pouvant être
exprimées et le type qui leur correspond. Comme le montre ce tableau, les contraintes
pouvant être exprimées ne sont pas limitées par les types cités ci-avant. En effet, les
quatre types servent à identifier quelles sont les entités et propriétés du modèle par
extension concernées.
Les contraintes peuvent mêler plusieurs types. Il est par exemple possible de vou-
loir exprimer des contraintes de liaison en fonction du placement et réciproquement.
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Id Type de
contrainte
Objectif Exemple de contrainte
1 Héritage Cardinalité Garantir qu’un type de composant n’a tou-
jours qu’une seule instance (singleton)
2 Héritage Cardinalité Imposer un nombre maximal de VMs pour
une application
3 Liaison Qualité de ser-
vice
Lier uniquement des composants dont la dis-
tance n’excède pas une certaine limite
4 Liaison Cardinalités Lier des composants qui ne sont pas déjà liés
par plus de n liaisons
5 Placement Prix Utiliser uniquement des clouds dont le coût
horaire est inférieur à un prix donné
6 Placement Localisation Utiliser uniquement des clouds localisés en
Europe
7 Placement Disponibilité Maintenir des répliquas géographiquement
distribués
8 Configuration Dimensionnement Avoir des profils matériels de VMs qui soient
adaptés aux besoins des composants héber-
gés
9 Configuration Répartition de
charge
Gérer une répartition dynamique de charge
entre plusieurs composants en gérant l’affec-
tation de coefficients de répartition
Table 6.1 – Exemples de contraintes pouvant être exprimées dans le modèle par inten-
tion
Par définition, les contraintes ne résultant que d’un seul type sont dites contraintes du
premier ordre. Toujours par définition, les contraintes résultant de plusieurs types sont
appelées contraintes du second ordre. Dans le tableau 6.1, les contraintes présentées sont
de premier ordre à l’exception des contraintes 3, 7, 8 et 9.
D’autres exemples sont illustrés par la figure 6.1. Celle-ci montre un modèle par ex-
tension pour une application de surveillance similaire à celle évoquée dans le chapitre 9.
Cette application est constituée de sondes qui au sein des VMs, remontent des informa-
tions telles que la charge CPU, l’occupation mémoire ou les entrées/sorties. Les sondes
remontent leurs informations vers un agrégateur local. Cet agrégateur doit surveiller les
VMs dont il a la charge ainsi qu’agréger les données remontées pour répartir la charge
relative à leur traitement. Une fois agrégées, ces données sont ensuite remontées vers le
serveur central central.1 qui historise ces données et les expose. Le composant WebUI.1
fournit une interface web qui expose les données du serveur central à des utilisateurs.
Cette application présente des contraintes du premier ordre mais aussi des contraintes
du second ordre. La figure 6.1 montre deux exemples de contraintes du second ordre.
La première concerne l’établissement des liaisons applicatives : celles-ci doivent se faire
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en fonction des placements puisque chaque sonde doit remonter ses informations auprès
de l’agrégateur en charge de la zone dans laquelle la VM de la sonde est exécutée. La
seconde contrainte de second ordre illustrée par la figure 6.1 concerne la co-localisation
des composants central.1 et WebUI.1 au sein de la même VM : une instance de compo-
sant WebUI liée au serveur central doit être co-localisée avec ce même serveur central.
Le cadre grisé de la figure 6.1 montre un scénario illicite au regard de ces contraintes.
Si pour la première contrainte de second ordre, les liaisons sont construites en fonction
des placement, la seconde contrainte donnée en exemple montre un cas de réciprocité.
Un exemple de contrainte du second ordre est également visible dans la figure 5.4 où
pour chaque conteneur de type VM qui contient un composant de type nœud, son profil
matériel doit être au minimum de 2Go de RAM et deux CPUs. Une telle contrainte est à
la fois basique et courante mais elle combine pourtant des contraintes de type placements

























Figure 6.1 – Modèle par extension représentatif de l’état d’une application de sur-
veillance
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Un enjeu de la planification réside dans l’expression des quatre types de contraintes
mais aussi dans la possibilité d’exprimer leur combinaison. Le modèle par intention
permet d’exprimer aussi bien des contraintes du premier ordre que des contraintes du
second ordre. Pour cela, il fait usage d’un formalisme innovant dont la section suivante
donne une description.
6.2 Formalisme du modèle par intention
Le formalisme proposé est à la base des fonctionnalités et des caractéristiques du mo-
dèle par intention. Cette section commence par décrire dans une première sous-section
les propriétés fondamentales qui ont été identifiées pour le formalisme du modèle par
intention. Cette sous-section peut paraître très théorique mais elle permet de jeter la
lumière sur les choix réalisés durant la conception de Vulcan. Ensuite, une deuxième
sous-section décrit le formalisme proposé en donnant des exemples des contraintes ex-
primables dans le modèle par intention. Enfin, une troisième sous-section évoque d’autres
solutions possibles et/ou étudiées.
6.2.1 Propriétés du formalisme
Durant la conception de la solution, plusieurs propriétés fondamentales ont été retenues
pour le formalisme du modèle par intention.
• Une première propriété fondamentale concerne la simplicité d’utilisation. Pour
cela, le formalisme du modèle par intention fait usage d’une approche uniforme
pour trois des quatre types de contraintes à adresser avec une simplification pour
le quatrième type (ce point est détaillé dans la suite du document). Toujours dans
cette optique de simplicité, le formalisme utilise une expression de contraintes qui
permet d’établir un plan de reconfiguration grâce à l’introspection du modèle par
extension courant.
• Une deuxième propriété retenue est l’agnosticité vis-à-vis de l’ensemble des pré-
occupations d’une application élastique. Le formalisme du modèle par intention
permet une totale agnosticité tant au niveau applicatif qu’au niveau infrastruc-
ture. Par exemple, la notion même de hiérarchie de conteneurs n’est pas détermi-
née et un composant peut aussi bien être placé au sein d’une VM qu’au sein d’un
conteneur léger.
• Une troisième propriété identifiée concerne l’évolutivité du modèle par intention.
Pour cela, le formalisme doit permettre au modèle par intention de ne pas être
restreint à un ensemble de contraintes. En plus du modèle par extension qui offre
une description non-figée des configurations des composants et des conteneurs, le
formalisme du modèle par intention permet une extension des contraintes admi-
nistrables.
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• La quatrième et dernière propriété retenue est l’adaptation du modèle par in-
tention à l’application. Il s’agit de permettre à un administrateur d’application de
décrire un modèle par intention qui colle au plus près des spécificités et des besoins
d’une application. Cette propriété peut paraître contradictoire avec la deuxième
propriété de cette liste, mais elle est pourtant offerte par le modèle par intention
grâce à son formalisme.
Outre ces propriétés fondamentales, le formalisme du modèle par intention doit égale-
ment en garantir une fonctionnalité fondamentale. Il s’agit de permettre une introspec-
tion du modèle par extension courant depuis le modèle par intention. En effet, le choix
a été fait de lier d’un point de vue fonctionnel les deux modèles de sorte à avoir une
approche cohérente. Le modèle par extension expose donc la connaissance de l’archi-
tecture courante de l’application aux contraintes du modèle par intention de sorte à ce
qu’elles puissent retourner des séquences de modifications permettant de les satisfaire.
En ce sens, l’introspection du modèle par extension est une fonctionnalité primordiale
que doit garantir le formalisme du modèle par intention. La sous-section qui suit décrit
le formalisme proposé.
6.2.2 Description du formalisme
Le formalisme du modèle par intention repose sur une expression des contraintes à base
d’un langage de requêtes ensemblistes à l’instar de SQL [93]. Les langages de requêtes
ensemblistes présentent deux caractéristiques particulièrement intéressantes pour le mo-
dèle par intention puisqu’ils permettent non seulement de facilement extraire des vues
depuis une base de connaissance mais aussi d’en décrire les modifications. Ces
deux aspects sont en totale adéquation avec les nécessités fonctionnelles du modèle par
intention vis-à-vis du modèle par extension. Il s’agit de deux caractéristiques qui ont
également été largement traitées et démontrées par le passé pour les bases de données
qu’elles soient relationnelles [42] ou orientées objets [31]. Le formalisme du modèle par
intention à base d’un langage de requêtes ensemblistes constitue fonctionnellement la
pierre angulaire du modèle par intention dans la mesure où il permet l’introspection du
modèle par extension.
L’utilisation d’un langage à base de requêtes ensemblistes offre une expressivité qui
simplifie le traitement massif des données, ce qui est particulièrement intéressant pour
les systèmes visant à modifier des bases de connaissances comme le souligne [66]. Il est
ainsi possible de réaliser un traitement spécifique sur de multiples éléments et par une
expression minimale. Cette approche permet par exemple d’effectuer au travers d’une
unique requête, des opérations sur les composants placés dans des VMs dont le coût ho-
raire est supérieur à une limite. La force du mode d’expression par requêtes ensemblistes
réside principalement dans le fait que les contraintes peuvent être décrites à partir d’une
connaissance partielle du modèle. Dans le cas de l’exemple ci-avant, les composants re-
cherchés peuvent être identifiés et filtrés par la seule mention d’un nom de paramètre
et de la valeur attendue : application.iaas.vms.coût < limite. Il n’est pas nécessaire de
connaître le chemin d’accès complet comme par exemple dans le monde java où l’ex-
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pression est de la forme IaaS.getVMs().get(VM).getCout() < limite si l’application est
exécutée dans un seul IaaS. Dans le cas contraire, il faudrait d’abord parcourir tous les
IaaS et stocker dans une variable temporaire les éléments retournés par l’expression pré-
cédente. Cet exemple très simple, voire naïf, démontre bien l’utilité du mode d’expression
par requêtes ensemblistes. Ceci est encore plus vérifiable lorsqu’il est requis d’effectuer
la prise en compte croisée de plusieurs paramètres comme mentionné dans la section 6.1.
Un langage de requêtes ensemblistes permet donc une expression concise et compré-
hensible des contraintes mais il offre également d’autres avantages :
• Une composition de contraintes comme le souligne [166] ce qui est tout particu-
lièrement intéressant puisque cette propriété permet une approche de type "divide
and conquer" afin de "casser" la complexité. Ce point est le cœur de l’algorithme
de planification expliqué dans le chapitre suivant.
• Un ordonnancement d’éléments. Cette caractéristique est intéressante lorsqu’il
s’agit d’opérer des modifications sur le modèle par extension courant en mention-
nant un ordre d’accession aux éléments. Par exemple, en considérant la contrainte
n˚ 4 du tableau 6.1 , cette caractéristique permet de réaliser une liaison avec le
composant le moins déjà lié.
• Une bonne connaissance auprès des utilisateurs potentiels de Vulcan. SQL et
XQuery sont en effet largement répandus.
Le modèle par intention constitue - grâce à son formalisme - un moyen programma-
tique de spécification des contraintes à respecter lors de l’élasticité pour une application.
Le pseudo-code 1 montre un exemple pour une application CDN d’une contrainte qui
impose que toute VM contenant un composant de type nœud ait un profil matériel avec
2 CPUs et 2Go de ram.
Code 1 Exemple d’une requête écrite en pseudo-code permettant la configuration d’un
profil matériel en fonction des placements
1 : for each Container c in Extensional_Model/[all V M containers]
2 : where c contains a component inheritingfrom ”node”
3 : return Configure(c, RAM=2GB, CPU=2)
4 : . Seuls les conteneurs de type VM qui contiennent un composant de type nœud. Le résultat Configure(c,
RAM=2GB, CPU=2) est par la suite interprété par le moteur de planification.
Le résultat retourné par la requête en pseudo-code est une opération de configuration
qui est ensuite interprétée par le moteur de planification de Vulcan. D’autres exemples
sont donnés dans le chapitre 8. La figure 6.2 présente le méta-modèle du modèle par
intention.
La sous-section suivante compare le choix retenu pour le formalisme du modèle par
intention avec d’autres propositions.
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Figure 6.2 – Méta-modèle du modèle par extension
6.2.3 Positionnement par rapport à d’autres approches
Le recours à un langage à base de requêtes ensemblistes présente plusieurs avantages
en comparaison d’autres approches. Cette sous-section les présente et explicite le choix
pour un langage à base de requêtes ensemblistes.
Cardinalités
Le formalisme du modèle par intention n’est pas spécifique à un un type de contraintes
comme l’est une approche par cardinalités. Les cardinalités sont par exemple utilisées
par TUNe [38], un système autonome d’administration développé par l’équipe Astre au
sein de l’Institut de Recherche en Informatique de Toulouse. Si TUNe n’adresse pas
l’élasticité, cette solution offre une modélisation très intéressante permettant de lever les
difficultés liées à la description d’une architecture de déploiement pour une application
répartie et large échelle. En effet, TUNe fait suite aux travaux menés dans Jade [68, 36],
une solution d’administration autonome d’applications réparties. Les travaux autour de
Jade ont effectivement montré un verrou relatif à la description d’une architecture com-
plète qui s’avère être non seulement une tâche fastidieuse lorsque le nombre d’éléments
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à décrire augmente, mais également rebutant quant à l’adoption de la solution, en plus
d’augmenter le risque d’erreurs. TUNe adresse cette problématique grâce à deux modèles
complémentaires : la représentation de système, appelée Representation System(SR) est
une architecture complète de l’application qui est le résultat de la projection du modèle
par intension de TUNe. Le modèle par intension permet une représentation de haut-
niveau de l’architecture de l’application. Son formalisme, à base de diagrammes UML,
permet une description simplifiée d’architectures grâce à des patterns architecturaux. Ces
patterns sont stipulés au moyen des liaisons entre des types de composants, lesquelles
sont décorées par des cardinalités comme illustré par la figure 6.3. Cette approche à base
de cardinalités permet de mentionner le nombre minimal et maximal d’éléments pouvant
être liés entre eux.
Cette image extraite de [150] montre un exemple de modèle par intension pour une application J2EE
Figure 6.3 – Exemple de Modèle par Intension
Par ailleurs, les travaux portant sur le TUNeEngine [151, 149, 152] apportent des
notions de dynamicité aux architectures applicatives contrairement à Jade et TUNe. Il
devient ainsi possible de réaliser des opérations d’élasticité mais limitée dans la mesure
où, par exemple, les contraintes 3, 5, 6, 7, 8 et 9 du tableau 6.1 ne sont pas exprimables.
Il est à noter que les travaux autour de Jade, TUNe et TUNeEngine ont mis en
lumière des bonnes pratiques de conception qui se retrouvent dans la solution proposée.
Enfin, l’approche par cardinalités si elle a été étudiée durant ces travaux de thèse
en faisant l’objet d’un prototype, celle-ci fut abandonnée en raison de ses limitations.
Lesdites limitations concernent aussi bien les contraintes non-adressées du tableau 6.1
que la nécessité de rajouter de la sémantique sur les cardinalités lors de la manipulation
du modèle par intension. Par exemple, [156] propose plusieurs algorithmes permettant
de mettre en œuvre des politiques de résolution du modèle par intension, afin de savoir
comment interpréter les cardinalités. Par exemple, faut-il rechercher une connectivité
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maximum ou au contraire minimum? Par souci de recherche d’un formalisme homogène,
les cardinalités n’ont donc pas été retenues pour nos travaux.
Feature models
Une approche plus ouverte est proposée par [124, 125, 126, 127, 128]. Cette approche
est à base de feature models très utilisés dans les Software Product Lines qui visent
à la production de logiciels adaptés à des domaines mais à partir d’une base de code
commune. Les feature models constituent un moyen de modélisation de la variabilité. Les
auteurs proposent d’étendre les feature models au moyen de cardinalités et de contraintes
décrites par un Domain Specific Language (DSL). Les auteurs soulignent effectivement
l’obligation de pouvoir exprimer des contraintes supplémentaires à celles exprimables par
le formalisme des feature models et à celles des contraintes par cardinalités [125, 126].
Ils ont pour cela recours à un formalisme additionnel reposant sur un langage spécifique
à ce domaine (DSL).
Cette image extraite de [126] montre trois feature models. Le cadre violet n˚ 1 correspond au formalisme de
base des feature models. Les auteurs y ajoutent les cardinalités comme dans les cadres n˚ 2 et des contraintes
sous la forme d’un Domain Specific Language visible dans les cadres n˚ 3
Figure 6.4 – Exemple de Feature Model
Dans [119], les auteurs ont recours aux feature models pour calculer l’évolution de
l’architecture d’une application. Dans ce but, ils utilisent les feature models conjointe-
ment à de la résolution de contraintes. Cette résolution est effectuée grâce à un moteur
de résolution de contraintes.
De façon globale, l’approche par feature models n’offre pas autant de flexibilité que
le formalisme du modèle par intention puisqu’elle nécessite la maîtrise des différents
formalismes la composant : cela ne correspond donc pas à la recherche d’une approche
homogène. Par ailleurs, [50] confirme le manque d’adaptation des feature models pour
le formalisme du modèle par intention en les plaçant au niveau des préoccupations de la
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thèse qui sont adressées par le modèle par extension.
Langage de navigation
Par le passé, des tentatives antérieures ont été menées sur les architectures à base de
composants afin d’en permettre l’accès et la manipulation comme par exemple Fscript
et Fpath pour Fractal [8]. Fscript est un DSL permettant d’effectuer des opérations de
manipulations et de modifications sur des composants Fractal. Pour cela, Fscript s’appuie
sur Fpath, un DSL d’accès aux composants Fractal inspiré de XPath1. Cette approche
a été étudiée comme candidate pour la solution proposée, mais face à sa faible adoption
et à son expressivité en retrait elle n’a pas été retenue.
Bilan des autres approches
Au cours des travaux de thèse, différentes approches ont été expérimentées. La première
reposait sur une gestion des cardinalités avec le recours à des concepts additionnels.
Cette approche n’a pas été retenue puisqu’elle ne permettait pas d’adresser l’ensemble
des contraintes identifiées dans différents cas d’usage. Par ailleurs, cette approche né-
cessitait d’effectuer des choix algorithmiques résultant en une opacité pour l’utilisateur.
De plus, les langages à base de requêtes ensemblistes permettent non seulement de gé-
rer des cardinalités mais également d’aller plus loin. Cette approche a finalement été
abandonnée.
Une approche à base de graphes a aussi été expérimentée pour la gestion des place-
ments. Il s’agissait à partir d’une notion de distances croissantes, d’exprimer la distance
minimale et maximale entre deux éléments. Cette approche avait comme intérêt de per-
mettre d’adresser certaines problématiques du placement. Des algorithmes de résolution
ont été créés afin de permettre la validation du modèle par intention proposé mais éga-
lement sa résolution. Au final, l’approche souffrait des mêmes limites que l’approche à
base de cardinalités : une opacité forte lors de la résolution, une absence d’extensibilité
et un manque d’expressivité.
Finalement, si d’autres approches ont été étudiées, voire expérimentées dans le cadre
des travaux présentés dans ce manuscrit, la solution proposée pour le modèle par inten-
tion s’appuie sur un langage à base de requêtes ensemblistes. Les autres solutions ont en
effet montré des limites rédhibitoires.
6.3 Synthèse
Le modèle par intention permet d’introspecter le modèle par extension courant et d’en
décrire les modifications. Ces modifications résultent des contraintes exprimées par l’uti-
lisateur de Vulcan. Le recours à un langage à base de requêtes ensemblistes offre la
possibilité de décrire des traitements massifs d’une façon simple, expressive et exten-
sible. Un tel formalisme est à la fois globalement agnostique mais permet également de
1http ://www.w3.org/TR/xpath20/
106 CHAPITRE 6. MODÈLE PAR INTENTION D’APPLICATIONS ÉLASTIQUES
coller aux spécificités de chaque application. Ces points sont détaillés dans la dernière
partie de ce document. Malgré toutes ses qualités, le formalisme proposé ne permet
pas à lui seul de conjuguer la simplicité d’utilisation avec la possibilité de décrire des
contraintes complexes. Le chapitre suivant présente un algorithme qui, utilisé concomi-
tamment avec le modèle par intention, permet d’offrir une planification qui repousse les
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L’approche proposée repose sur une modélisation à deux niveaux : le modèle par in-tention et le modèle par extension. Le premier est le gabarit du second tandis que
le second sert de base de connaissance au premier. Le modèle par intention lui-même
repose sur un formalisme innovant à base d’un langage de requêtes ensemblistes. Ces
contributions permettent d’exprimer des contraintes d’une façon simple, expressive et
extensible. Cependant, la notion même de contraintes renvoie à une complexité pour
l’utilisateur qui n’est pas anodine. Les solutions actuelles de gestion de l’élasticité ré-
duisent cette complexité en diminuant l’ensemble des paramètres à préciser. Cependant,
comme l’a montré ce document, ce type d’approche n’est pas souhaitable puisqu’il en
résulte des restrictions importantes dans la gestion de l’élasticité. Ce chapitre présente
la contribution des travaux de thèse qui permet d’adresser la gestion des contraintes du
modèle par intention en réduisant la complexité d’utilisation. Pour cela, une approche
innovante est exposée. Celle-ci repose sur un algorithme basé sur un raisonnement par
révision.
7.1 Raisonnement par révision
Le raisonnement par révision est une notion issue de l’intelligence artificielle. Les quali-
tés du raisonnement par révision sont largement décrites dans la littérature scientifique
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[43, 52, 121, 133]. Il s’agit d’un raisonnement qui est dit non-monotone. Là où un raison-
nement monotone ne permet que la considération ordonnée d’une succession d’éléments
qui peuvent être des règles ou des contraintes, un raisonnement non-monotone permet
de sortir de cette succession monotone en faisant des retours. Ces retours permettent
de reconsidérer certaines règles et de ce fait, un raisonnement non-monotone permet de
résoudre les conflits pouvant apparaître entre des règles ou contraintes comme l’explique
[43] avec les trois lois de la robotique :
1. Un robot ne peut pas blesser un être humain ni, par son inaction, permettre à un
être humain d’être blessé.
2. Un robot doit obéir aux ordres donnés par un être humain, sauf si cela implique
de contrevenir à la première loi.
3. Un robot doit protéger son existence tant que cette protection n’entre en conflit ni
avec la première loi, ni la deuxième.
Une approche monotone ne permet pas de résoudre les conflits inhérents à la résolution de
ces lois sans une considération groupée et en seule passe de toutes ces lois. En revanche,
une approche non-monotone peut résoudre ces conflits par un accès séquentiel grâce aux
retours possibles dans la considération des différentes lois/règles/contraintes.
Outre la possibilité d’adresser de possibles conflits, le raisonnement par révision per-
met à l’utilisateur de Vulcan d’améliorer sa compréhension des scénarios d’élasticité. En
effet, un constat simple réside dans le fait que plus un mécanisme est complexe plus
la compréhension de ce mécanisme sera compliquée pour un être humain. Celui-ci peut
effectivement éprouver des difficultés à comprendre les liens logiques liant le mécanisme
aux résultats obtenus. Dans le cas d’une solution comme Vulcan, il en découlerait no-
tamment :
• une difficulté d’apprentissage.
• un manque de compréhension conduisant à des bogues.
• des difficultés lors du débogage et lors de l’exécution de l’application.
La complexité étant clairement un obstacle, la simplicité est un objectif recherché pour
Vulcan. Il s’agit donc d’offrir un mécanisme qui soit accessible : l’approche à base de
raisonnement par révision va justement en ce sens. Comme illustré par la figure 7.1, une
telle approche permet effectivement de réduire la complexité de chaque contrainte
tout en maintenant non seulement une bonne compréhension mais également
une bonne couverture des scénarios d’élasticité.
De façon plus précise, la réduction de la complexité est obtenue en diminuant le
nombre de préoccupations adressées par chaque contrainte. Pour cela, les préoccupa-
tions globales de l’application sont réparties en sous-problèmes individuel-
lement simples. Ces sous-problèmes sont issus d’un type unique de contraintes et
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La figure présente deux parties : à gauche quatre approches sont décrites (a, b,c et d). Pour chaque approche,
la partie de droite correspondante en discute les (dés)avantages suivant deux critères : la compréhension
offerte à l’utlisateur de Vulcan et la couverture des scénarios d’élasticité par l’approche.
source : http://www.tomsguide.fr/article/ios-maps-iphone,5-389.html
Figure 7.1 – Intérêt du raisonnement par révision : comparaison de différentes approches
n’adressent que des modifications simples du modèle par extension. L’apport du rai-
sonnement par révision se situe principalement dans sa capacité à composer ces sous-
problèmes entre eux de sorte à maintenir une très bonne couverture des scénarios d’élas-
ticité, y compris sur les cas les plus complexes.
Une analogie de l’approche proposée est l’établissement d’un parcours permettant
d’aller d’un pont A à un point B distants de plusieurs kilomètres en milieu urbain 1. En
dehors de situations "réflexes", un humain ne va ni créer un itinéraire complet en une
1Cette analogie n’est pas caractérisée par une grande rigueur scientifique mais elle a l’avantage de
permettre une meilleure compréhension.
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seule phase de réflexion, ni même le créer mètre par mètre. En revanche, une approche
réaliste consiste à construire un itinéraire de façon itérative en vérifiant que le point en
cours est atteignable et qu’il le rapproche du point final. L’approche proposée vise à res-
pecter ce processus cognitif : il est non seulement intuitif mais également naturellement
compréhensible par un être humain [43]. Il s’agit là de deux caractéristiques absolument
primordiales.
A titre d’illustration, la partie a) de la figure 7.1 montre une approche boite noire
qui mêle l’ensemble des types de contraintes. Si ce type d’approche est satisfaisant du
point de vue de la couverture des scénarios pouvant être exprimés, ce n’est pas le cas
concernant la compréhension en raison d’une expression nécessairement très complexe.
Pour reprendre l’analogie précédente, la partie a) revient à créer en une seule passe un
itinéraire en tenant compte - par exemple - des sens interdits, de l’optimisation de la
distance, de l’heure de circulation (pour les bouchons), du parking gratuit à l’arrivée,
des travaux en cours de chemin... Au final, l’utilisateur crée des éléments rapidement
très complexes au point qu’il lui est difficile de comprendre le lien entre le résultat qu’il
obtient (i.e le scénario d’élasticité) et ce qu’il a décrit.
Les parties b) et c) illustrent quant à elles le fait qu’en diminuant la complexité de
chaque contrainte, la compréhension augmente alors que les possibilités de description
de scénarios d’élasticité se restreignent. Pour ces parties l’analogie peut être une création
d’itinéraire avec une construction élémentaire : cela reviendrait par exemple à créer un
itinéraire en ne faisant que naviguer tout droit, à droite, à gauche sans pouvoir prendre en
compte d’autres éléments tels que ceux mentionnés pour la partie a). Les optimisations
ne sont pas toujours possibles (ex : Paris - Grenoble via Marseille) mais en revanche, le
processus est simple à comprendre. Néanmoins, il est possible que l’itinéraire ne soit pas
calculable si les considérations deviennent trop simplistes (ex : gestion d’une voie sans
issue sans opération de demi-tour). La compréhension qu’a l’utilisateur est réellement
améliorée mais cela se fait au détriment des fonctionnalités, c’est-à-dire des scénarios
couverts.
Enfin, la partie d) illustre l’approche retenue à base de raisonnement par révision
qui permet à la fois une forte compréhension grâce à des contraintes très simples mais
aussi une forte couverture des scénarios d’élasticité grâce à la composition permise par
ce type de raisonnement. L’approche à base de raisonnement par révision permet ainsi
d’allier les avantages d’une expression complexe à ceux d’une expression simplifiée. L’uti-
lisateur peut décrire des scénarios complexes par plusieurs contraintes simples et garde
une compréhension aisée du rapport de causalité liant chacune des contraintes décrites
au comportement élastique obtenu. Pour reprendre l’analogie de l’itinéraire, il devient
possible de supprimer des parties de cet itinéraire si celui-ci ne satisfait pas certaines
exigences : la voie sans issue n’est ici plus un problème même avec une navigation simple,
puisque la résolution de l’itinéraire permet de supprimer la partie l’y envoyant.
Comme l’a montré [133] dans le cas des applications web, le raisonnement par révi-
sion est particulièrement bien adapté pour la création de mécanismes de détection et de
récupération d’états problématiques. Ceci est primordial, car tout système de contraintes
7.2. DÉTAILS DE L’ALGORITHME DE PLANIFICATION 111
peut créer des erreurs comme illustré 1 par la figure 7.2. Le raisonnement par ré-
vision permet que l’erreur ne soit non plus une fatalité mais au contraire,
un mode de fonctionnement normal qui soit compréhensible et maitrisé par
l’utilisateur.
Bugs avec l’application de cartographie Apple Maps. De gauche à droite :
- Trois itinéraires sont proposés sans qu’aucun ne parvienne à l’arrivée.
- Une route originale empruntant les voies maritimes plutôt que le pont. Heureusement, l’utilisateur est
prévenu qu’il devra avoir recours à un service de ferry !
- Une recherche de Rome, la capitale de l’Italie retourne Pyongyang, capitale de Corée du Nord, un résultat
surprenant.
source : http://www.tomsguide.fr/article/ios-maps-iphone,5-389.html
Figure 7.2 – Tout système peut générer des erreurs qu’il convient de détecter et corriger
Cette section a présenté le raisonnement par révision une approche issue de l’intelli-
gence artificielle. Le recours au raisonnement par révision permet d’offrir une plus grande
compréhension à l’utilisateur de Vulcan tout en permettant une bonne couverture des
scénarios d’élasticité. Cette approche innovante constitue le cœur de la contribution de
ces travaux de thèse qui porte sur un algorithme de planification. La section suivante
détaille cet algorithme.
7.2 Détails de l’algorithme de planification
L’algorithme de planification proposé se base sur un raisonnement par révision. Il per-
met à l’utilisateur de Vulcan de décrire des contraintes complexes à l’échelle de l’appli-
cation au moyen d’un ensemble de contraintes pouvant être extrêmement simples. Les
contraintes de l’utilisateur permettent de calculer des modifications à opérer sur le mo-
dèle par extension à partir de son introspection. Les sous-sections qui suivent donnent
1De façon humoristique.
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l’algorithme de Vulcan et expliquent le contexte de sa mise en place ainsi que les moyens
retenus pour le faire.
7.2.1 Énoncé de l’algorithme
Cette sous-section fournit un énoncé de l’algorithme de planification Vulcan. La figure 7.3
en est une représentation graphique. L’algorithme de planification de Vulcan est constitué
d’une séquence principale et de déroutements depuis cette séquence.
• La séquence principale comprend quatre phases. Chacune d’elle correspond à
l’un des quatre types de contraintes décrits en section 6.1. Dans la figure 7.3, les
phases de la séquence principale sont repérées par des boites oranges.
• Les déroutements permettent d’opérer des révisions lorsqu’une étape de la sé-
quence principale s’achève par un état "problématique", comme une voie sans issue
dans le tracé d’un itinéraire. La figure 7.3 permet de bien visualiser la notion de dé-
routement pour le traitement des révisions. La boite verte correspond à la gestion
des révisions.
Figure 7.3 – Représentation graphique de l’algorithme de planification
Durant son déroulement, l’algorithme va passer par chacune des phases de la séquence
principale. Au cours de chacune d’elles, les contraintes du modèle par intention qui cor-
respondent au type de la phase en cours vont être examinées. Si une seule contrainte
n’est pas satisfaite, un déroutement vers une phase de révision est opéré. La réalisation
d’une révision consiste à corriger une erreur à partir de la description du contexte dans
lequel celle-ci est apparue. Pour reprendre l’analogie de la section précédente, une phase
décrirait une erreur par exemple de la façon suivante : "cette voie est sans issue : im-
possible de continuer" et la révision consisterait soit à supprimer la partie de l’itinéraire
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menant dans cette voie, soit à opérer un demi-tour. La phase de révision est la partie
de l’algorithme qui permet d’adresser la gestion des erreurs. Des exemples de révisions
sont donnés la partie suivante de ce manuscrit.
L’algorithme 2 présente le détail de l’algorithme de planification proposé. De la ligne
1 à ligne 17, l’algorithme commence par appliquer la décision d’élasticité sur une copie
du modèle par extension courant (em’) puis parcourt les différentes phases en appliquant
les modifications calculées. Au final, em’ correspond au modèle par extension cible de
l’application qui dénote son futur état. De la ligne 5 à la ligne 17, tous les types de
contraintes sont successivement parcourus puis appliqués sur le modèle par extension
cible. Le premier type de contrainte appliqué est l’Héritage lorsque des composants
ou des conteneurs sont ajoutés comme c’est le cas au sein des lignes 5 et 30. Tous
les autres types de contraintes (Liaison, Placement et Configuration) sont gérés par
la fonction nommée manageConstraints (lignes 20 à 35). L’appel à cette fonction est
effectué dans les lignes 7, 9 et 11, permettant de réaliser la séquence principale. Durant
chaque appel à cette fonction, les contraintes d’un type sont récupérées dans le modèle
par intention (ligne 21), puis exécutées une-à-une sur le modèle par extension em’(ligne
24) tant qu’une révision n’est pas requise. Si aucune révision n’est requise (ligne 25), les
modifications déterminées à l’aide de la requête sont appliquées sur em’ (ligne 26) puis
la prochaine contrainte est considérée. En revanche, si une révision est nécessaire (ligne
27), l’algorithme est dérouté vers la phase de révision. Cette étape est dénotée par l’appel
à la fonction handleRevisions (lignes 38 à 46). Ce déroutement consiste principalement
en l’identification entre le code qui identifie la révision requise dans sa description et
l’ensemble des révisions connues. Par exemple, si une description de révision signifiant "il
manque une VM vide" est requise, la correspondance avec la ligne 41 sera faite résultant
dans une modification de em’ qui ajoutera un nouveau conteneur de type VM (ligne
42). A la ligne 30, toutes les modifications additionnelles provenant des révisions sont
appliquées sur em’ avant de recommencer la séquence principale.
L’algorithme de Vulcan est donc constitué d’une séquence principale dont chacune
des quatre phases qui la constituent peut résulter en un déroutement lorsqu’un état non
satisfaisant - du point de vue des contraintes contenues dans le modèle par intention
- est atteint . C’est ce découpage en phases, chacune propre à un type de contrainte,
qui permet une approche simplifiée pour l’utilisateur puisque celui-ci n’a qu’à énoncer
des contraintes spécifiques à un type unique. L’algorithme compose ensuite toutes ces
contraintes entre elles de façon à décrire des scénarios élaborés d’élasticité. D’autre part,
c’est aussi ce découpage en phases qui garantit la connaissance qu’a l’utilisateur du dé-
roulement de la planification : celui-ci peut alors suivre les successions des modifications
en sachant les phases traversées et les révisions requises. Cela lui offre la connaissance
du lien de causalité liant ses contraintes au nouveau modèle par extension obtenu. La
séparation des types de contraintes constitue donc le fondement même de l’algorithme
proposé. Toutefois, les avantages offerts par cet algorithme deviennent totalement ca-
duques si l’utilisateur mélange les types de contraintes : la complexité des contraintes
augmente ce qui réduit automatiquement la maîtrise de la solution par l’utilisateur. Il
convient alors de mettre en place des "garde-fous" de sorte à empêcher des hybridations
114 CHAPITRE 7. ALGORITHME DE PLANIFICATION
Algorithme 2 Détails de l’algorithme de planification
ENTRÉE : Une décision d’élasticité provenant de l’Analyse
ALGORITHME :
1 : M ← input.getCorrespondingBaseModifications() .
Premièrement : obtenir la modification du modèle par extension correspondant à l’entrée
2 : em′ ← em.copy() . Copie du modèle par extension courant
3 : endF lag ← false . Définition d’un drapeau signifiant la fin du déroulement de l’algorithme
4 : . Les contraintes du type héritage sont traitées par la ligne suivante
5 : em′ ← em′.doAllModifications(M) . Application de la modification de base sur la copie du modèle par
extension courant
6 : while not(endFlag) do . Démarrage de la séquence principale
7 : revisionF lag ← manageConstraints(em’,Bindings,im)
8 : if not(revisionFlag) then
9 : revisionF lag ← manageConstraints(em’,Placements,im)
10 : if not(revisionFlag) then
11 : revisionF lag ← manageConstraints(em’,Configurations,im)
12 : if not(revisionFlag) then
13 : endF lag ← true
14 : end if
15 : end if
16 : end if
17 : end while
18 :
19 :
20 : function manageConstraints(em’,t, im)
21 : typedConstraints← im.getConstraintsOfType(t) . Récupération des contraintes dans le modèle par
intention par type
22 : revisionF lag ← false
23 : for c in typedConstraints do
24 : (M, r)← c.executeOn(em′) . Obtention des modifications dans M, des révisions dans r
25 : if r is null then . Aucune révision : application des modifications
26 : em′ ← em′.doAllowedModificationsForType(M, t)
27 : else . / !\ Une révision est requise
28 : revisionF lag ← true
29 : handleRevisions(em’,c,M,r)
30 : em′.doAllModifications(M) . Application des modifications nécessitées par les révisions
31 : break . Retour au début de la séquence principale de l’algorithme
32 : end if
33 : end for
34 : return revisionF lag
35 : end function
36 :
37 : . A partir des déclarations de révisions, trouver un ensemble de modifications correctives
38 : function handleRevisions(em’,c,M,r)
39 : if r.getCode().equals("Lacks one component of type") then
40 : M ← {new Modification(add, r.getConcernedType()}
41 : else if r.getCode().equals("Lacks one container of type") then
42 : M ← {new Modification(add, r.getConcernedType()}
43 : else if others then
44 : ...
45 : end if
46 : end function
47 :
SORTIE : Transformer le nouveau modèle par extension dénoté par EM’ en un formalisme de sortie compré-
hensible par l’Exécution
de types de contraintes. A ce titre, le lecteur peut noter que l’algorithme 2 fait mention
aux lignes 26 d’une fonction nommée doAllowedModificationsForType qui applique des
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modifications sur em’. Celle-ci ne permet que certaines modifications en fonction du type
de contraintes considéré. En fait, cette fonction s’appuie sur une propriété du modèle
général d’élasticité offert par Vulcan qui est abordée dans la sous-section suivante.
7.2.2 Type de contraintes et modifications
Une des contributions exposées dans ce manuscrit concerne le modèle d’applications
élastiques dans le cloud. Pour rappel, celui-ci repose sur la dualité du modèle par ex-
tension qui décrit les éléments d’une application de façon exhaustive, et du modèle par
intention qui décrit les contraintes régissant la modification des modèles par extension
durant l’élasticité. De la taille contenue de l’espace de l’ensemble de ces modifications
élémentaires résulte un nombre de types de contraintes qui est faible mais aussi une
propriété visible dans le tableau 7.1.
Pour rappel, les opérations élémentaires de modifications sont les suivantes :
• Ajout/retrait d’un composant/conteneur.
• Lier/délier des composants.
• Placer un composant/conteneur dans un conteneur et son opération inverse.
• Définir la valeur d’un paramètre d’un composant/conteneur.
De la taille contenue de l’espace de l’ensemble de ces modifications élémentaires résulte
un nombre de types de contraintes qui est faible mais aussi une propriété visible dans le
tableau 7.1.
Type de contrainte Modifications possibles
Héritage ajouter/retirer un composant/conteneur
Liaisons lier/délier des composants
Placements placer un composant/conteneur au sein d’un conteneur
Configurations fixer la valeur d’un paramètre d’un composant/conteneur
Table 7.1 – Modifications possibles par type de contraintes du modèle par intention
Comme le montre le tableau 7.1, pour chaque type de contraintes les modifications
élémentaires possibles forment des ensembles disjoints et complémentaires puisque leurs
intersections deux-à-deux sont vides tandis que leur union comprend l’ensemble des
modifications possibles. Il s’agit d’une propriété primordiale du modèle de Vulcan car
elle permet à Vulcan de garantir le respect du typage des contraintes et de ce fait permet
de garantir le respect par l’utilisateur de la séparation des phases de l’algorithme. En
effet, l’identification du tableau 7.1 permet de mettre en place une vérification de la
non-hybridation des contraintes décrites par l’utilisateur, puisque pour chaque type de
contrainte, un ensemble fini d’opérations élémentaires de modification du modèle par
extension est attendu, sans recouvrement possible avec les autres types. Il s’agit donc
d’une capacité primordiale de Vulcan qui permet de garantir le respect des principes de
la solution.
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7.3 Synthèse
Les chapitres et sections précédentes ont présenté les concepts essentiels de Vulcan ainsi
que les différents objectifs recherchés. D’autres notions moins essentielles pour la com-
préhension de l’approche offrent toutefois à Vulcan des caractéristiques intéressantes.
Parmi les objectifs mentionnés ci-avant, se trouve la facilitation de la compréhension
et de la gestion des erreurs. En ce sens, un concept important qui a fait l’objet de
préoccupations tout au long des travaux menés est désigné sous l’appellation "cerveau-
B" dans [109]. En effet, Vulcan est un système visant à permettre une intelligence dans
la gestion de l’élasticité. C’est notamment pour cela qu’il vise à s’intégrer dans la boucle
MAPE-K en aval d’une prise de décision et en amont de la modification des briques
réelles de l’application. Dans [109], Minsky décrit un système intelligent en le donnant
comme comprenant un cerveau-B qui ne surveille pas le "monde extérieur" (i.e l’état
de l’application), mais l’état du cerveau-A. Le cerveau-B est en effet un agent qui a
pour objectif de surveiller et d’examiner le cerveau-A. Le cerveau-A de son côté est en
charge de l’observation et de la gestion du "monde extérieur" ce qui correspond ici à la
gestion de l’élasticité de l’application. C’est le cerveau-B qui peut, par exemple, décider
d’arrêter le cerveau-A si celui-ci rentre dans une boucle infinie. Le cerveau-B a donc
un rôle prépondérant pourtant négligé par nombre d’approches. D’une façon générale,
Vulcan a été conçu de façon à respecter cette dualité cerveau-A - cerveau-B :
• Le cerveau-A correspond à l’ensemble formé par le modèle par intention, le modèle
par extension et la considération des contraintes du modèle par intention vis-à-vis
d’une décision d’élasticité appliquée sur le modèle par extension courant.
• Le cerveau-B est en partie fourni dans Vulcan au travers du suivi des révisions
et de la progression dans les phases de la séquence principale de l’algorithme.
L’algorithme de planification de Vulcan est la pierre angulaire de ce second aspect
d’autant plus qu’il facilite la compréhension du fonctionnement du cerveau-A en
permettant de suivre de façon précise les répercussions des contraintes du modèle
par intention sur les évolutions du modèle par extension. Vulcan permet également
de suivre les erreurs lors de l’établissement de la planification comme cela peut se
produire, si par exemple, aucune révision n’est définie pour une description donnée
d’erreur : l’utilisateur et/ou les autres éléments de la boucle MAPE-K sont ainsi
notifiés du dysfonctionnement car aucune solution n’a été trouvée.
Les concepts présentés par Minsky sont également présents dans l’implantation de Vulcan
et seront présentés dans la partie suivante de ce manuscrit. Le cerveau-B peut faire
l’objet d’améliorations notamment pour la détection anticipée de problèmes : ceci sera
également abordé dans la suite de ce document.
Ce chapitre a présenté l’algorithme de planification de Vulcan. Il s’agit d’une ap-
proche innovante qui a recours au raisonnement par révision, une notion issue des travaux
portant sur l’intelligence artificielle. Cet algorithme est à la fois à la base de la simplicité
d’utilisation de Vulcan, mais est aussi garant de ses capacités de couverture des scéna-
rios possibles d’élasticité. Cet algorithme s’appuie sur les spécificités du méta-modèle du
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modèle par extension afin de garantir les caractéristiques recherchées de Vulcan. Vulcan
est donc une approche composite issue de briques dont les qualités s’auto-entretiennent :
le modèle par extension permet la mise en place de l’algorithme de Vulcan qui lui même
permet la description par intention, laquelle offre une maîtrise simple de la modification
du modèle par extension et fournit des contraintes à l’algorithme, qui lui-même garantit
la simplicité de la maîtrise de la modification du modèle par extension. L’algorithme
de planification n’est donc qu’une partie de l’édifice que constitue Vulcan. Pour rappel,
celui-ci se compose des apports suivants :
• Le modèle par Extension : un modèle représentant l’architecture d’une appli-
cation lors de son exécution. Ce modèle peut être modifié faisant de lui le creuset
des calculs nécessaires à la planification dans la boucle autonomique MAPE-K.
• Le modèle par Intention : un modèle de description des modifications licites
du précédent modèle. Celui-ci se base sur un formalisme innovant qui garantit
une forte expressivité, une forte couverture des scénarios possibles et une forte
extensibilité.
• Un algorithme de planification novateur tant par son mode de raisonnement
issu de l’intelligence artificielle, que par ses capacités de calcul et sa simplicité
d’utilisation. Cet algorithme permet une gestion aisée et compréhensible des er-
reurs.
• Une approche homogène à la confluence de travaux de modélisation et de travaux
d’intelligence artificielle [109]. Cette approche offre une planification simple et qui
étend les capacités de gestion des scénarios d’élasticité.
Grâce à ces concepts et contributions, l’approche adresse des cas d’usage à la fois com-
plexes et réels. La partie suivante permet d’apprécier ce dernier point et plus générale-
ment de valider l’approche de Vulcan.
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Le prototype implanté durant les travaux de thèse se nomme Vulcan. Il est composéde code écrit en Java 1 et Node.js [154]. Ce prototype comprend deux modules : le
Vulcan Engine et le Vulcan Communication Tools comme illustrés par le schéma 8.1. Le
Vulcan Engine est le module constitué des éléments de calcul de la planification tandis
que les éléments au sein du Vulcan Communication Tools sont des éléments permettant
d’interagir avec le Vulcan Engine. Ce second module comprend notamment une interface
web graphique appelée VulcanJs, une interface web RESTful [57] (VulcanREST ) et un
bus à messages (MOM) reposant sur ActiveMQ. Ce bus à messages (le VulcanMOM) est
totalement asynchrone et permet de faire communiquer les agents de Vulcan qui sont eux
aussi asynchrones. Il repose sur STOMP, un protocole d’échange de messages au format
texte ce qui permet un excellent découplage du code des éléments au sein des modules :
VulcanJs, codé en Node.js peut ainsi aisément dialoguer avec des éléments codés en Java
tels que ceux au sein du Vulcan Engine. VulcanREST offre à Vulcan une API permettant
de s’interfacer avec une brique de décision et une brique d’exécution. Le choix de REST
est justifié par le fait que ce mode de communication permet un découplage complet avec
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les autres briques, tout en permettant un mode d’accès qui passe bien les pare-feu. De
son côté, VulcanJs offre une interface graphique qui offre un bon suivi à un utilisateur.
Architecure de Vulcan au niveau de ses modules. "MI" désigne le Modèle par Intention, "ME"
désigne le Modèle par Extension, "ops. élasticité" désigne les opérations d’élasticité.
Figure 8.1 – Architecture de Vulcan
Cette notion de découplage et ce bus à messages offrent à Vulcan une grande flexibilité
quant à sa configuration ce qui est à la base d’une caractéristique de Vulcan : son auto-
élasticité. Avant d’aborder ce point par la suite, ce chapitre va commencer par décrire
l’architecture utilisée pour la validation et à une granularité plus fine pour le Vulcan
Engine.
8.1 Le Vulcan Engine
Le Vulcan Engine se situe au cœur des préoccupations de la thèse puisque c’est lui qui a
été - et qui est encore - la principale source d’innovations en matière de recherche autour
de l’approche proposée. En effet, ce moteur doit permettre à la fois l’implantation de l’al-
gorithme par révision mais aussi l’utilisation des implantations des autres contributions
de la thèse, c’est-à-dire les modèles par extension et par intention. Ce moteur a été pensé
pour être modulaire et performant avec une implantation simple et compréhensible de
sorte à faciliter son utilisation et son perfectionnement futurs par d’autres personnes que
l’auteur actuel de son code.
Le Vulcan Engine se compose ainsi de cinq gestionnaires, chacun servant à la prise
en charge d’une des phases de l’algorithme exposé précédemment :
1. Le Vulcan Planification Manager est en charge d’orchestrer les différentes phases
de l’algorithme. C’est aussi lui qui gère les contraintes d’héritage et assure que
toute entité du modèle par extension aura un nom unique.
1Le code Java représente un volume d’environ 40.000 lignes de code
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2. Le Vulcan Binding Manager gère l’ensemble des contraintes de liaisons entres les
composants d’une application élastique.
3. Le Vulcan Placement Manager permet de gérer les contraintes de placement des
composants et conteneurs au sein de conteneurs.
4. Le Vulcan Configuration Manager assure la prise en charge des contraintes de
configuration des composants et des conteneurs.
5. Le Vulcan Revision Manager est l’entité qui permet d’offrir un mécanisme de ré-
visions configurables.
Tous ces gestionnaires ont été implantés en Java. Ils communiquent au travers de
messages sous la forme de chaines de caractères : il n’y a donc pas d’échange d’objets.
Le Vulcan Planification Manager constitue l’unique point d’entrée du Vulcan Engine.
L’architecture du Vulcan Engine est illustrée par le schéma 8.2 qui illustre également le
déroulement de l’algorithme de planification de Vulcan.
Détail des échanges effectués entre les gestionnaires du Vulcan Engine. MI désigne le Modèle
par Intention, ME désigne le Modèle par Extension.
Figure 8.2 – Architecture du Vulcan Engine
Outre la prise en charge de leur phase de calculs, les gestionnaires du Vulcan Engine
assurent également la vérification du type des opérations décidées. Pour rappel, à chaque
phase de l’algorithme correspond un ensemble d’opérations de modifications du modèle
par extension courant. Par exemple, le placement d’un composant ne peut être réalisé
que durant la phase de Placement de l’algorithme et en dehors de celle-ci, une telle
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opération doit être interdite. En ce sens, les gestionnaires du Vulcan Engine filtrent les
modifications calculées en ne gardant que celles permises par leur phase d’algorithme.
Les gestionnaires permettent également l’expression de demandes de révisions de sorte
à respecter l’algorithme principal du Vulcan Engine.
Le choix de filtrer les opérations autorisées au sein des gestionnaires - avec un éventuel
avertissement - a été préféré à celui d’un départ en erreur mettant brutalement fin aux
calculs. Ce choix s’inscrit dans la philosophie de Vulcan de toujours faciliter le traitement
ce qui ne peut provenir que d’une simple erreur d’écriture des contraintes du modèle par
intention. Ce choix vise à éviter des moments de désarroi pour un administrateur utilisant
Vulcan en limitant autant que possible les sorties en erreur à l’exécution.
Cette section vient de présenter le Vulcan Engine, le moteur de calculs pour la plani-
fication implanté pour la validation de Vulcan. Ce moteur est constitué de modules qui
font usage des deux modèles issus des contributions de la thèse : le modèle par intention
et le modèle par extension. Chacun de ces modèles a fait l’objet d’une implantation et
les sections suivantes les décrivent.
8.2 Implantation du Modèle par Extension
Le modèle par extension permet la représentation de la connaissance de l’état de l’appli-
cation. Il repose sur un méta-modèle qui bien que simple n’a pas présenté de restriction
de cas d’usages. De par le fait qu’il représente l’état courant de l’application et qu’il
sert de base à l’introspection, le modèle par extension se doit d’avoir une implantation
en rapport avec son rôle de base de connaissance. Par ailleurs, le modèle par extension
doit également être à même de proposer une gestion simple et rapide des modifications.
Ces deux constats sont à la fois simples et évidents mais ils sont par nature opposés. La
sous-section suivante décrit plus précisément cette problématique ainsi que l’approche
utilisée pour l’implantation du modèle par extension qui permet de tenir compte de ces
constats.
8.2.1 Dualité objet-représentation
Une gestion simple des modifications implique d’avoir des méthodes facilement acces-
sibles comme le permet la programmation orientée objet. De plus, la programmation
orientée objet offre globalement de bonnes performances grâce à une compilation en code
machine. Cependant, le paradigme de l’objet se prête relativement mal à une représen-
tation d’état pouvant être facilement introspectée et compréhensible pour un humain.
En ce sens, le travail autour de JMX, un ensemble d’outils permettant de surveiller
des applications Java, montre la complexité d’une telle compréhension. A contrario, des
formalismes comme XML, YAML ou JSON facilitent la compréhension pour utilisateur
humain, grâce à des données pouvant être facilement lisibles même si celles-ci peuvent
être un peu verbeuses comme avec XML. Par ailleurs, XML se prête très bien à l’utilisa-
tion de requêtes ensemblistes durant l’introspection. L’inconvénient de ces formalismes
est leur absence de méthodes de manipulation.
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Face à ces constats et face aux nécessités du modèle par extension, un travail pré-
paratoire autour de l’implantation du modèle par extension a donc consisté à allier la
simplicité de manipulation des objets à la facilité de compréhension des formalismes
comme XML, YAML et JSON. L’implantation du modèle par extension repose
donc sur la dualité objet - formalisme de représentation. La forme objet du
modèle par extension permet d’effectuer des modifications de façon rapide, simple et
performante, tandis que sa représentation offre une introspection compréhensible et fa-
cilitant l’usage du formalisme du modèle par intention. Pour un modèle par extension
donné, ces deux formes sont le miroir l’une de l’autre. Si le langage java a été retenu
pour la partie objet, le XML a quant à lui été choisi pour la représentation. Le lis-
ting 8.1 donne un exemple d’une telle représentation pour l’application Springoo. Dans
cet exemple, tous les composants sont déployés dans des VMs séparées, elles mêmes
placées au sein d’un même IaaS (ici un OpenStack interne à Orange).
Le choix du formalisme XML a été principalement motivé par le fait que celui-ci
se prête très bien à l’utilisation de requêtes ensemblistes constitutives du formalisme
du modèle par intention. Ces requêtes servent effectivement à décrire les contraintes
applicatives qui, une fois appliquées sur la forme de représentation XML du modèle par
extension courant, renvoient des modifications de ce même modèle ou des demandes de
révisions. Si les demandes de révisions sont primordiales pour le cheminement global
dans l’algorithme du Vulcan Engine, les modifications du modèle par extension le sont
également puisqu’elles permettent une évolution de l’architecture de l’application afin
que celle-ci vérifie les contraintes fixées. Toutefois la gestion de ces modifications n’est
pas immédiate puisque le Vulcan Engine doit également assurer tout au long de la
planification la cohérence du modèle par extension. La sous-section suivante détaille ce
point précis.
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Listing 8.1 – Modèle par Extension de l’application Springoo sous forme de représentation
XML
1 <extens iona lMode l>
2 <!−− l i s t e des i n s t an c e s de composants−−>
3 <!−− instance du se rveur Apache qui a une l i a i s o n ver s Jonas : 1
4 son conteneur e s t vm:1−−>
5 <instance type="Apache " name=" 1 ">
6 <container type="vm" name=" 1 "/>
7 <binding endType=" Jonas " name=" 1 "/>
8 </instance>
9 <instance type=" Jonas " name=" 1 ">
10 <container type="vm" name=" 2 "/>
11 <binding endType="MySQL" name=" 1 "/>
12 </instance>
13 <instance type="MySQL" name=" 1 ">
14 <container type="vm" name=" 3 "/>
15 </instance>
16
17 <!−− l i s t e des VMs avec l e u r s p r o f i l s de IaaS−−>
18 <!−− conteneur vm:1 son p r o f i l mat e r i e l e s t m1. smal l
19 son conteneur e s t i a a s : 1−−>
20 <container type="vm" name=" 1 ">
21 <container type=" i a a s " name=" 1 "/>
22 <property name" p r o f i l e ">
23 <value>m1 . smal l</value>
24 </property>
25 </container>
26 <container type=" i a a s " name=" 1 "/>
27 <property name" p r o f i l e ">
28 <value>m1 . smal l</value>
29 </property>
30 </container>
31 <container type="vm" name=" 3 ">
32 <container type=" i a a s " name=" 1 "/>
33 <property name" p r o f i l e ">




38 <!−− IaaS de d e s t i n a t i on −−>
39 <!−− conteneur i a a s : 1
40 i l propose i c i un s eu l p r o f i l mat e r i e l pour l e s vm : "m1 . smal l "−−>
41 <container type=" i a a s " name=" 1 ">
42 <property name" id ">
43 <value>Orange_OpenStack</value>
44 </property>
45 <property name" p r o f i l e s ">
46 <value>




51 </extens iona lMode l>
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8.2.2 Maintien de la cohérence du Modèle par Extension lors des cal-
culs de la Planification
Le traitement des modifications a donné lieu à un travail important autour du maintien
de la cohérence du modèle par extension durant la planification. Il faut effectivement
éviter des manipulations hasardeuses conduisant à un état-cible incohérent et inappli-
cable. Par exemple, avant que le placement d’un composant au sein d’un conteneur ne
soit effectif, le moteur doit d’abord vérifier que ledit conteneur existe et qu’il s’agit bel
et bien d’un conteneur. De même, pour les liaisons entre composants, deux composants
ne peuvent évidemment être liés que si chacun d’eux existe. Ces exemples de vérifica-
tions sont basiques mais ils illustrent toutefois bien les problématiques du maintien de
cohérence. La mise en place de cette vérification de modèle s’appuie sur un choix d’im-
plantation qui empêche une modification directe du modèle par extension courant. De
façon plus précise, le Vulcan Engine applique lui-même des séquences de modifications
sur la forme objet du modèle par extension courant tandis que sa représentation en XML
n’offre qu’un accès en lecture. C’est durant cette phase que la vérification de cohérence
est effectuée. Le schéma 8.3 illustre le fonctionnement générique de l’implantation du
modèle par extension.
Ce schéma montre les échanges réalisés dans le Vulcan Engine. Les flèches indiquent les flux
de données. Les requêtes du modèle par intention accèdent en lecture seule à la représentation
XML du modèle par extension.
Figure 8.3 – Détails de la manipulation de l’implantation du Modèle par Extension
Empêcher toute modification du modèle par extension est certes une contrainte faite
à l’utilisateur, mais elle permet la mise en place de la vérification de cohérence. D’autre
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part, cette approche offre plusieurs autres avantages :
• L’implantation du manipulateur de modèle par extension repose sur BaseX, une
base de données NoSQL [69, 96, 158] orientée document. Dans cette base, les
opérations de lecture sont très rapides alors que les opérations en écriture sont bien
plus lentes [96]. La partie objet de l’implantation du modèle par extension permet
en revanche de garantir de bonnes performances en écriture. Le choix d’interdire les
modifications directes de la représentation XML du modèle par extension permet
ainsi de meilleures performances.
• Le fait de rassembler les modifications sur la forme objet du modèle par extension
permet un suivi à faible coût de l’ensemble des modifications opérées sur le modèle
par extension. Ceci s’inscrit dans la continuité des principes de Minsky en permet-
tant la mise en place d’un cerveau-A exposant son état et son évolution pour qu’un
cerveau-B puisse le surveiller.
• La partie objet de l’implantation du modèle par extension bénéficie d’un ensemble
très complet d’outils permettant de calculer des répercussions de modifications, des
différentiels, des unions et des copies de modèles. Empêcher les modifications di-
rectes du modèle par extension courant au niveau de sa représentation permet donc
à l’utilisateur de bénéficier de l’intégralité de ces outils. Il ne lui reste alors qu’à
écrire des contraintes dans le modèle par intention et à énoncer les modifications
requises sans avoir à se soucier de leur bonne répercussion.
Face à ces avantages, le choix d’empêcher la modification directe de la représentation
du modèle par extension s’est donc imposée. Les requêtes ensemblistes du modèle par
intention permettent ainsi de décrire des séquences de modifications que le Vulcan Engine
prend en charge et applique sur la partie objet. Cela permet notamment de maintenir la
cohérence du modèle par extension lors de la planification. Lors de cette prise en charge,
le choix a été fait de filtrer les modifications valides et de rejeter les autres plutôt que
de sortir en erreur.
Ainsi, les requêtes ensemblistes accèdent en lecture seulement à la re-
présentation XML du modèle par extension et retournent des séquences de
modifications et/ou des demandes de révisions. Le Vulcan Engine applique ces
modifications sur la forme objet du modèle par extension mais uniquement après véri-
fication. La sous-section qui suit donne une liste des modifications possibles du modèle
par extension.
8.2.3 Modifications du Modèle par Extension et révisions
L’implantation du modèle par extension présente une dualité objet - représentation. Sa
manipulation en écriture revient au Vulcan Engine qui applique donc les modifications
retournées par les requêtes ensemblistes du modèle par intention. Le Vulcan Engine traite
également les demandes de révisions. Les demandes de révisions et les modifications sont
renvoyées directement sous une forme XML et le listing 8.2 en montre deux exemples
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pour des modifications inverses l’une de l’autre. La première va de la ligne 2 à la ligne 5
et signifie l’ajout d’un conteneur de type "vm", c’est-à-dire un ajout de machine virtuelle.
De façon inverse, la seconde modification (lignes 8-11) indique le retrait de cette même
machine virtuelle.
Listing 8.2 – Exemple de modifications du Modèle par Extension
1 <!−− modification : a j ou t e r une VM −−>






8 <!−− modification i n v e r s e : r e t r a i t de c e t t e VM −−>
9 <modification type=" remove ">
10 <container type="vm" name=" 1 ">
11 </container>
12 </modification>
Les demandes de révision sont également retournées sous forme XML tout comme
le montre le listing 8.3. Cet exemple montre une demande de révision retournée lors
de la phase de placement dont la contrainte de placer chaque composant dans une VM
séparée ne peut être satisfaite en raison d’un manque de conteneur de type vm pour
le composant Jonas :1. Cette demande de révision permettra, après traitement par le
Vulcan Revision Manager, de rajouter les conteneurs nécessaires. Outre la modification
de l’architecture de l’application, cette demande de révision permettra également à un
cerveau-B de suivre les traitements dans le Vulcan Engine notamment grâce au champ
msg qui renseigne la description du problème rencontré lors des calculs.
Listing 8.3 – Exemple de demande de révision
1 <!−− revision : i l manque une VM pour p l a c e r le composant Jonas : 1−−>
2 <revision ownertype=" Jonas " ownername=" 1 " ta rge t type="vm" code=" 0X1001 "
3 msg="One␣ conta ine r ␣ o f ␣ type␣vm␣ i s ␣miss ing " />
C’est ce type de retour constitué de descriptions XML de modifications et/ou de
demandes de révisions qui est renvoyé par les requêtes ensemblistes du modèle par in-
tention. Ces retours vont servir - durant la planification - à faire évoluer le modèle par
extension afin qu’il satisfasse l’ensemble des contraintes de l’application.
L’implantation du modèle par extension a nécessité un travail important et primor-
dial de conception et de réalisation qui est complètement utilisé au sein des différents
gestionnaires du Vulcan Engine. Ces gestionnaires implantent tous une phase de l’al-
gorithme de planification proposé dans ce manuscrit. Pour cela, chacun d’eux applique
le type de contraintes du modèle par intention qui est propre à sa phase. La section
suivante décrit l’implantation du modèle par intention et plus précisément de celle de
son formalisme.
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8.3 Implantation du Modèle par Intention
Le modèle par intention est au cœur des travaux de thèse. Il repose effectivement sur un
formalisme innovant permettant de décrire de façon simple des contraintes sur des archi-
tectures applicatives. Le formalisme du modèle par intention permet en effet d’introspec-
ter le modèle par extension courant sous sa forme XML et d’en décrire les modifications
et révisions nécessaires pour parvenir à une architecture-cible respectant l’ensemble des
contraintes exprimées. La prochaine sous-section décrit le langage retenu pour la des-
cription des contraintes du modèle par intention.
8.3.1 Langage des contraintes
L’implantation du modèle par intention nécessite la description de contraintes. Ces
contraintes sont décrites en XQuery, un langage de requêtes ensemblistes permettant
de lire, créer et modifier des arborescences XML. Ces requêtes accèdent donc en lecture
à la représentation XML du modèle par extension courant et retournent des arbores-
cences XML décrivant les modifications requises. XQuery est un standard faisant partie
des recommandations du World Wide Web Consortium (W3C) depuis 2007. Les re-
quêtes écrites dans ce langage sont composées d’expressions dites FLOWR, en rapport
avec les mots-clés de XQuery qui les composent. Ces mots-clés sont similaires à ceux des
expressions en langage SQL : select from, where, order by.
• For permet de signifier le parcours sur des ensembles pouvant être désignés par
des expressions de filtrage.
• Let sert à la définition de variable temporaire afin de - par exemple - stocker un
résultat intermédiaire.
• Order signifie qu’un tri sera appliqué sur le résultat renvoyé.
• Where permet de ne garder que des éléments remplissant une condition.
• Return exprime le résultat retourné par la requête. Ce résultat peut être mis en
forme de sorte à pouvoir notamment recréer une arborescence XML.
Le langage XQuery utilise les expressions XPath qui permettent une navigation condi-
tionnelle au sein de l’arborescence XML tout comme FScript fait l’usage d’expressions
FPath. A titre d’illustration, le listing 8.4 montre un exemple de requête XQuery utilisant
une navigation XPath. Appliquée sur la représentation XML du modèle par extension
8.1, cette requête renvoie toutes les instances du composant Jonas. Pour cela, elle par-
court l’ensemble des instances de composants dont le type est égal à Jonas (ligne 2) et
les retourne tels qu’ils sont stockés dans le modèle par extension (ligne 3).
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Listing 8.4 – Requête XQuery renvoyant tous les Jonas pour le modèle par extension 8.1
1 <!−− Requete −−>
2 for $ i in $ExtensionalModel/instance [@type=" Jonas " ]
3 return $ i
4
5 <!−− Resu l tat −−>
6 <instance type=" Jonas " name=" 1 ">
7 <container type="vm" name=" 2 "/>
8 <binding endType="MySQL" name=" 1 "/>
9 </instance>
Pour aller plus loin, les listings 8.6 et 8.7 montrent comment des contraintes peuvent
être vérifiées à la fois par l’introspection du modèle par extension transitoire (i.e. une
architecture incomplète au cours des calculs de la planification) et par le calcul de sé-
quences de modifications. Le modèle par extension transitoire est donné par le listing 8.5.
Dans celui-ci aucun composant n’est placé. Le listing 8.6 montre une requête XQuery
permettant d’en calculer les modifications afin de satisfaire une contrainte requérant
que tous les composants de l’application soient placés dans une seule et même VM. Le
listing 8.7 donne quant à lui une requête relative à une contrainte requérant que chaque
composant soit placé dans sa propre VM. Ces listings font appel à des fonctions ex-
ternes - elles aussi simples - mais non écrites ici par souci de lisibilité et de facilité de
compréhension pour le lecteur.
Listing 8.5 – Modèle par Extension transitoire de l’application Springoo
1 <extens iona lMode l>
2 <!−− l i s t e des i n s t an c e s de composants−−>
3 <instance type="Apache " name=" 1 "/>
4 <instance type=" Jonas " name=" 1 "/>
5 <instance type="MySQL" name=" 1 "/>
6
7 <!−− l i s t e des VMs−−>
8 <container type="vm" name=" 1 "/>
9 <container type="vm" name=" 2 "/>
10 <container type="vm" name=" 3 "/>
11 <extens iona lMode l/>
Dans la requête du listing 8.6, les composants non placés sont stockés dans la va-
riable temporaire $unplacedComponents à la ligne 2. Ensuite la requête parcourt chaque
composant non-placé (ligne 3) et retourne une modification du modèle par extension
courant (ligne 4). Le résultat retourné par l’exécution de cette seule requête est exposé
de la ligne 7 à la ligne 15. Il sera appliqué par le Vulcan Engine.
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Listing 8.6 – Requête XQuery calculant des modifications de placement
1 <!−− Requete −−>
2 let $unplacedComponents := getUnplacedComponent ( )
3 for $component in $unplacedComponents
4 return <modification type=" p lace "
t a r g e t="vm:1 ">{$component}</modification>
5
6 <!−− Resu l tat −−>
7 <modification type=" p lace " t a r g e t="vm:1 ">
8 <instance type="Apache " name=" 1 "/>
9 </modification>
10 <modification type=" p lace " t a r g e t="vm:1 ">
11 <instance type=" Jonas " name=" 1 "/>
12 </modification>
13 <modification type=" p lace " t a r g e t="vm:1 ">
14 <instance type="MySQL" name=" 1 "/>
15 </modification>
Dans le listing 8.7, la requête est similaire à celle du listing 8.6 hormis pour le
choix de la vm de placement. Celui-ci était effectivement codé en dur, là où dans cette
présente requête, il est calculé en direct. Les conteneurs vides sont ainsi stockés dans la
variable temporaire $emptyContainers (ligne 3). Le parcours des composants non-placés
(ligne 4) retourne des modifications de placement (ligne 7) de chaque composant dans
un conteneur de type vm qui lui est propre (ligne 5). Ce conteneur est désigné par son
identifiant qui est extrait à la ligne 6 et spécifié dans le champ target de la modification.
Le résultat obtenu est écrit entre les lignes 10 et 18.
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Listing 8.7 – Requête XQuery permettant de calculer toutes les modifications nécessaires
au placement de chaque composant non déjà placé dans un conteneur vide de type vm
1 <!−− Requete −−>
2 let $unplacedComponents := getUnplacedComponent ( )
3 let $emptyContainers := getEmptyContainers ( )
4 for $component in $unplacedComponents
5 let $container :=
$emptyContainers [ index−o f ($unplacedComponents ,
$component ) ]
6 let $ id := get Id ($container )
7 return <modification type=" p lace "
t a r g e t="{$ id} ">{$component}</modification>
8
9 <!−− Resu l tat −−>
10 <modification type=" p lace " t a r g e t="vm:1 ">
11 <instance type="Apache " name=" 1 "/>
12 </modification>
13 <modification type=" p lace " t a r g e t="vm:2 ">
14 <instance type=" Jonas " name=" 1 "/>
15 </modification>
16 <modification type=" p lace " t a r g e t="vm:3 ">
17 <instance type="MySQL" name=" 1 "/>
18 </modification>
Dans le prototype implanté pour la validation des contributions de la thèse, des bi-
bliothèques de contraintes ont été créées avec une documentation expliquant leur signifi-
cation. Ces bibliothèques sont extensibles ce qui permet à Vulcan de ne pas être restreint
quant aux contraintes adressées. Il s’agit d’un des objectifs de Vulcan qui vise à être une
solution de gestion de l’élasticité qui soit extensible. Les deux contraintes expo-
sées dans les listings 8.6 et 8.7 sont ainsi accessibles par des fonctions présentes dans
les bibliothèques du prototype. Elles se retrouveront d’ailleurs dans les modèles par in-
tention utilisés pour la validation de l’approche. Le listing 8.8 donne ces fonctions : la
fonction de la ligne 2 correspond à un équivalent de la requête exposée dans le listing 8.6
tandis que l’équivalent de la requête du listing 8.7 est présente ligne 5.
Listing 8.8 – Fonctions XQuery présentes dans les bibliothèques du prototype
1 <!−− Placer tous l e s composants dans une s eu l e VM −−>
2 placement : placeAl lOne ( )
3
4 <!−− Placer chaque composant dans sa propre VM −−>
5 placement : placeOneOne ( )
Le listing 8.8 montre également - en partie - une qualité de Vulcan : sa facilité d’uti-
lisation. L’utilisateur peut ainsi utiliser les requêtes déjà écrites et présentes dans les bi-
bliothèques du prototype ce qui permet d’en faciliter la prise en main. Les bibliothèques
de Vulcan incluent également des traitants de révisions, c’est-à-dire du code permettant
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de faire correspondre à une demande de révision, une nouvelle séquence de modifica-
tions dans le but de corriger un état transitoire problématique du modèle par extension.
Dans l’exemple de demande de révision donné par le listing 8.3, le traitant retourne une
modification requérant l’ajout d’une nouvelle VM. Le Vulcan Revision Manager procède
en réalité à l’exécution du bon traitant à partir de l’établissement d’une correspondance
avec le code de la demande (ici 0X1001). Tous les traitants sont également écrits en
XQuery afin de pouvoir introspecter le modèle par extension problématique et la de-
mande de révision. Les requêtes des traitants sont également présentes dans une des
bibliothèques de Vulcan qui est elle aussi extensible.
Cette sous-section a décrit le langage de requêtes ensemblistes utilisé pour l’implan-
tation des contraintes mais également des révisions. Elle a également donné des exemples
basiques d’expression de contraintes architecturales et montré une partie de la simpli-
cité d’apprentissage de Vulcan. Les contraintes du modèle par intention sont écrites en
langage XQuery. Le prototype offre des bibliothèques de requêtes qui permettent non
seulement une prise en main simple et rapide pour un utilisateur débutant, mais égale-
ment une grande flexibilité et de bonnes capacités d’extension pour l’utilisateur averti.
Toutefois, l’expression des contraintes ne constitue qu’une partie du formalisme du mo-
dèle par intention. La sous-section suivante aborde donc le formalisme global du modèle
par intention.
8.3.2 Formalisme complet du Modèle par Intention : XQuery dans
XML
Le formalisme complet du modèle par intention constitue une des parties visibles pour
l’utilisateur de Vulcan avec le modèle par extension et l’API de notification d’opération
d’élasticité. De façon à rester cohérent au niveau de l’approche proposée, le formalisme
du modèle par intention est en XML. Il intègre l’ensemble des requêtes XQuery qui
spécifient les contraintes de l’application.
Pour rappel, il existe quatre types de contraintes : héritage, liaison, placement, confi-
guration. Ces quatre types de contraintes sont décrits dans leurs sections propres comme
le montre le listing 8.9. Ce listing correspond à un modèle par intention pour l’application
Springoo.
De la ligne 3 à la ligne 10, les contraintes d’héritage sont fixées. Les contraintes d’hé-
ritage ne sont pas décrites en XQuery car cela n’est pas apparu comme étant nécessaire.
Les champs init permettent de mentionner le nombre initial exact d’instances de com-
posants et de conteneurs. Un champ max peut également être renseigné afin de limiter
ce nombre.
Ensuite, les contraintes de liaisons sont décrites de la ligne 13 à la ligne 20. La
première de ces deux requêtes (ligne 15) permet de lier chaque composant Apache à
au moins un composant Jonas et réciproquement de lier chaque Jonas à exactement un
Apache. La seconde (ligne 18) permet quant à elle de lier chaque composant Jonas à
exactement un MySQL et de lier chaque MySQL à au moins un Jonas.
Entre les lignes 23 et 30, sont décrites les contraintes de placement. La requête à la
ligne 25 est une des contraintes données en exemple dans la partie précédente : chaque
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composant doit être placé dans sa propre VM. La seconde requête présente à la ligne
28 permet de n’avoir que des VMs utiles, c’est-à-dire de ne conserver que des VMs
hébergeant des composants.
Enfin, les contraintes de configurations sont écrites entre les lignes 33 et 37. Il s’agit
d’une unique requête permettant de placer un marqueur sur toute VM embarquant
un composant Apache afin qu’une adresse IP publique lui soit assignée par la brique
d’exécution.
Listing 8.9 – Modèle par Intention pour l’application Springoo
1 <intensional−model>
2 <!−− Her i tage −−>
3 <components>
4 <component name="Apache " i n i t=" 1 "/>
5 <component name=" Jonas " i n i t=" 1 "/>
6 <component name="MySQL" i n i t=" 1 "/>
7 </components>
8 <containers>
9 <container name="vm" i n i t=" 0 "/>
10 </containers>
11
12 <!−− L ia i s on s −−>
13 <bindings>
14 <binding−query>
15 l o c a l : bindExactlyOneAll ( "Apache " , " Jonas " )
16 </binding−query>
17 <binding−query>




22 <!−− Placements −−>
23 <placements>
24 <placement−query>
25 <!−− un composant par vm−−>
26 l o c a l : placeOneOne ( )
27 </placement−query>
28 <placement−query>
29 <!−− pas de vm sans composant en son s e i n −−>




34 <!−− Conf i gura t i ons −−>
35 <configurations>
36 <configuration−query>
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Il s’agit là d’un exemple relativement simple de modèle par intention qui permet
néanmoins de donner une idée de la faible complexité de la tâche. Dans les chapitres 9
et 10, des scénarios autrement plus complexes mais avec une expression restant toujours
simple seront montrés.
Le formalisme complet du modèle par intention permet au Vulcan Engine d’assurer le
déroulement de l’algorithme de planification. Ainsi chaque gestionnaire reçoit les requêtes
dont le type correspond à la phase de l’algorithme qu’il implante. Le Vulcan Binding
Manager reçoit par exemple les requêtes de type Liaisons identifiées par les balises
<bindings>...</bindings> dans le modèle par intention. En fonction de l’application,
un type de contrainte peut évidemment être vide.
Cette section a présenté l’implantation du modèle par intention. Son formalisme permet
de décrire des contraintes qui, à partir de l’introspection du modèle par extension cou-
rant, permettent de décrire des séquences de modifications ou des demandes de révisions.
Ces séquences de modifications et ces demandes de révisions sont ensuite traitées par
le Vulcan Engine de sorte à parvenir à un nouveau modèle par extension respectueux
des contraintes souhaitées. Ces contraintes sont écrites en XQuery, un langage de re-
quêtes ensemblistes standard, et sont renseignées dans l’arborescence XML du modèle
par intention. La section suivante aborde une caractéristique intéressante de Vulcan :
son auto-élasticité. Elle dresse également un bilan de ce chapitre.
8.4 Auto-élasticité et synthèse
Vulcan est une application composée de modules. Ces modules communiquent par un bus
à messages, le VulcanMOM. L’auto-élasticité de Vulcan a été imaginée dès sa conception
afin de pallier des problèmes de fiabilité et de performances. Cette architecture permet
par exemple d’avoir un serveur frontal VulcanJs avec une interface VulcanREST sur un
autre serveur en tête d’un ou plusieurs Vulcan Engines eux-mêmes placés sur d’autres
serveurs pouvant avoir un ou plusieurs gestionnaires de chaque type. L’intérêt est d’avoir
une solution de gestion de la planification de l’élasticité qui soit évolutive, non seulement
au niveau des contraintes pouvant être exprimées, mais également au niveau de la façon
de les gérer. Il s’agit là de perspectives orientées recherche qui seront exposées dans la
conclusion de ce manuscrit. Toutefois, l’implantation actuelle de Vulcan propose une
première version d’auto-élasticité servant à des fins de preuve de concepts.
L’auto-élasticité de Vulcan s’appuie sur un bootstrap qui permet à un administrateur
de renseigner un modèle par intention pour Vulcan. Ce modèle est ensuite traité par le
bootstrap qui procède ensuite au déploiement proprement dit de Vulcan, c’est-à-dire celui
de l’application Vulcan en tant que telle, celle qui permet la planification d’une autre
application. De façon plus précise, le Vulcan Bootstrap n’est ni plus ni moins qu’une
application Vulcan déployée au sein d’une même machine pouvant avoir une interface
VulcanREST mais pas d’interface VulcanJS de façon automatisée. Le Vulcan Bootstrap
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fait usage du Vulcan Deployer, un canevas de déploiement qui a notamment permis le
déploiement et l’élasticité de Springoo sur un cluster d’hyperviseurs Virtualbox. A tout
moment, il est par exemple possible de rajouter un nouveau Vulcan Engine pour accueillir
un nouvel utilisateur. L’auto-élasticité de Vulcan est une propriété remarquable dans le
sens où elle offre une capacité d’évolution intéressante à des fins de recherche. Le Vulcan
Bootstrap constitue ainsi une partie du cerveau-B décrit par Minsky et laisse entrevoir
le potentiel théorique de Vulcan.
Conclusion
Ce chapitre a expliqué l’implantation des concepts théoriques de Vulcan dans un pro-
totype caractérisé par une architecture modulaire. Ce prototype implante une première
version d’auto-élasticité. Vulcan fait usage d’un modèle par extension se présentant sous
une double forme, chacune étant le miroir de l’autre. Sa forme objet permet des modifi-
cations simples et rapides pour le Vulcan Engine. Sa forme-représentation est écrite en
XML et permet un accès simplifié à la connaissance de l’architecture courante de l’appli-
cation. La forme-représentation du modèle par extension courant n’est accessible qu’en
lecture aux contraintes exprimées dans le modèle par intention. Seul le Vulcan Engine
peut modifier le modèle par extension. Il s’agit d’un choix qui obéit en tout premier
lieu à une nécessité de maintien de cohérence du modèle par extension. Ce choix obéit
également à d’autres considérations telles que la simplicité d’usage ou les performances.
Le Vulcan Engine utilise la base de données NoSQL Basex qui lui permet d’exécuter
les contraintes de l’application. Ces contraintes sont exprimées en XQuery et sont re-
groupées dans le fichier XML décrivant un modèle par intention. Lors de l’écriture d’un
modèle par intention, un utilisateur de Vulcan a accès à des bibliothèques de requêtes
XQuery qui lui permettent une expression simple des contraintes de son application. Ces
bibliothèques sont extensibles de sorte à permettre l’élargissement des contraintes pos-
sibles. Les révisions, ce mécanisme de résolution d’états problématiques, sont également
des requêtes XQuery et bénéficient aussi d’une bibliothèque extensible. Vulcan s’inscrit
donc comme une canevas de planification d’élasticité automatisée. Ce canevas opère un
contrôle de cohérence architecturale. Vulcan est auto-élastique, simple d’utilisation et
extensible. Le chapitre suivant propose une évaluation du prototype réalisé.
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Un objectif des travaux de thèse est de valider l’approche par des cas d’usages permet-tant de montrer l’apport de la solution proposée. Ce chapitre présente donc des cas
d’usages significatifs et va montrer comment Vulcan se différencie par rapport à d’autres
solutions de gestion de l’élasticité. Pour cela, une première section présente les applica-
tions recensées et explique leur intérêt pour l’élasticité. Cela a pour but d’identifier des
scénarios d’élasticité représentatifs et pourtant loin d’être tous adressés par les solutions
actuelles de gestion de l’élasticité des applications dans le cloud.
9.1 Applications retenues pour la validation
Cette section présente la liste des applications retenues afin de valider l’approche propo-
sée. Chacune de ces applications diffère des autres par ses besoins en termes de scénarios
d’élasticité. Cette différence s’explique aussi bien par les dissimilitudes d’architectures
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que par des logiques métiers hétéroclites. La première de ces applications est Springoo,
un exemple déjà exposé au cours des explications de ce document.
9.1.1 Springoo
Springoo est une application web trois tiers JavaEE. Elle se compose de serveurs Apache,
Jonas et MySQL. Cette application présente les caractéristiques suivantes :
• Springoo est une application représentative de 80% du Système d’information
d’Orange.
• Par ses concepts elle est similaire à d’autres applications dans des domaines variés
comme par exemple l’Auto-Configuration Server (ACS) de la société Motorola, une
application permettant l’authentification et la configuration de matériels tels que
des Livebox, des actionneurs de vannes, des capteurs de température ou d’autres
périphériques. Un autre exemple est CoopNet, une application permettant de créer
des ponts téléphoniques, de partager des documents et le bureau des utilisateurs en
cours de conférence. Cette application est proposée par Orange Business Services.
• Springoo fait également partie des cas d’usages du projet FSN OpenCloudWare
dans lequel s’inscrit cette thèse.
• Le champ des similitudes de Springoo peut même être étendu aux applications
PHP reposant sur la stack LAMP en raison de leur architecture très similaire :
seuls les serveurs du tiers métier changent.
• L’élasticité des applications multi-tiers est largement adressée par les solutions
actuelles.
Toutes ces caractéristiques démontrent l’intérêt de Springoo : il s’agit d’une applica-
tion très représentative et dont l’élasticité est déjà adressée par les solutions actuelles
de gestion de l’élasticité. Springoo présente donc l’avantage d’être non seulement un
cas d’usage pertinent mais également différenciateur dans la mesure où au final beau-
coup de scénarios d’élasticité ne sont aujourd’hui pas adressés. C’est cette application
qui a été mise en œuvre lors de l’intégration avec VAMP, une solution de déploiement
d’applications dans le cloud qui implante l’Exécution dans la boucle MAPE-K.
9.1.2 Clif
Clif [51] est un canevas d’injection de charge permettant de stresser une application
et d’en observer le comportement induit. Clif est une application Open Source écrite
en Java. Elle fait partie intégrante des contributions du projet OpenCloudWare. Cette
application est par ailleurs très utilisée pour tester des applications en cours de dévelop-
pement ainsi que pour effectuer des calibrages. Clif diffère totalement de Springoo par
son architecture qui comprend les éléments suivants :
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• Le Superviseur est l’unité centrale de Clif. Il orchestre les tests en modulant l’in-
jection de charge puis rassemble les données produites par les sondes.
• Les Sondes sont des capteurs présents au niveau du Système Sous Test (SUT).
Elles permettent aussi bien de stocker des métriques généralistes (charge CPU,
occupation mémoire) que des métriques plus spécifiques aux applications (nombre
de requêtes par seconde, temps de réponse). Il s’agit donc d’un élément embarqué
dans les machines de l’application soumises à la charge.
• Les Blades sont des éléments d’injection de charge qui simulent le comportement
d’utilisateurs humains. Chaque blade peut moduler son injection. Le placement des
blades par rapport au système sous test est primordial pour garantir la bonne tenue
des tests. Il est effectivement nécessaire qu’elles soient placées dans le même réseau
que le SUT afin que les flux réseaux ne constituent pas un goulet d’étranglement.
Les blades sont pilotées par le superviseur. Chacune d’elles présente donc une liaison
en direction de celui-ci et les sondes suivent le même schéma. La figure 9.1 donne un
exemple d’architecture de Clif.
Dans ce schéma, les rectangles de couleurs représentent des composants. Les VMs sont
représentées par des rectangles oranges avec des bords arrondis. Ce type de représentation
est utilisé dans l’ensemble des schémas d’architectures du reste du chapitre.
Figure 9.1 – Architecture de l’application Clif
Clif a été retenu en raison de l’importance du calibrage d’une application avant sa
mise en production. Cela permet effectivement à une brique d’Analyse de savoir comment
une application doit être mise à l’échelle. Son utilisation dans les milieux industriel et
académique [148] en fait un cas d’usage intéressant puisque répandu.
9.1.3 Ganglia
Ganglia [75, 102, 104, 161] permet la surveillance de machines et d’applications. Il s’agit
d’un canevas Open Source écrit en partie en C, en Perl et en PHP. Il est également
capable de gérer des éléments en Python. A l’instar de Nagios [80] ou Zabbix, d’autres
canevas de surveilance, Ganglia est très utilisé, que ce soit au niveau industriel ou aca-
démique (Grid5000). Il se compose de deux éléments principaux :
• Le Ganglia Monitor Deamon (Gmond) est un élément collecteur. Il permet de
remonter les métriques de la machine sur laquelle il s’exécute. Il surveille égale-
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ment les autres Gmonds du cluster. Les données des Gmonds sont envoyées au
GmetadUI.
• Le GmetadUI comprend un Ganglia Meta Deamon (Gmetad), un élément en
charge de remonter et stocker dans une base de données locale les informations
des Gmonds. Le GmetadUI comprend également une interface graphique PHP qui
doit être colocalisée avec la base de données stockant les métriques.
L’architecture de Ganglia est en étoile : chaque Gmond a un liaison en direction du
GmetadUI comme illustré par la figure 9.2.
Figure 9.2 – Architecture applicative de ganglia
Ganglia a été retenu comme cas d’usage en raison de son utilisation répandue à des
fins de supervision. Il s’agit d’un canevas pouvant par exemple être proposé comme un
service de collecte de métriques par une plateforme de cloud. Ganglia peut également
être vu comme une brique de Monitoring au sein d’une boucle autonomique MAPE-K
visant à créer une élasticité automatique.
9.1.4 USB over IP
L’application USB over IP est un cas d’usage d’origine interne à Orange. Cette applica-
tion permet de connecter des périphériques USB sur une Livebox sans avoir à charger des
pilotes sur celle-ci. Les Livebox ont en effet des capacités matérielles limitées. D’autre
part, inclure des pilotes à la volée pose d’importants problèmes de sécurité et de sta-
bilité. L’idée est donc de déporter dans le cloud le traitement des périphériques USB.
L’application se compose de deux types d’éléments :
• Les Nœuds sont des contrôleurs USB. De par une limitation du bus USB, ils ne
peuvent gérer que 128 périphériques de façon concomitante bien que ces contrôleurs
ne soient pas exigeants en termes de ressources matérielles. Une VM n’est donc
jamais surchargée par un seul Node.
• Le Répartiteur est une unité en charge d’orienter les périphériques USB nouvelle-
ment connectés vers un nœud de traitement. Il s’agit d’une sorte de répartiteur de
charge. Après cette première connexion, plus aucun flux ne passe par lui.
L’architecture d’USB over IP (USBoIP) comporte donc des nœuds tous liés en direction
du répartiteur. La figure 9.3 en illustre un exemple.
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Figure 9.3 – Architecture de l’application USBoIP
L’intérêt d’USBoIP réside dans le fait que les scénarios optimaux d’élasticité pour
cette application impliquent d’avoir une granularité plus fine que celle de la VM.
Cette section a présenté les cas d’usages retenus pour la validation des travaux de thèse.
Ceux-ci comprennent des applications ayant des logiques métiers très différentes et des
architectures tout aussi dissemblables. La section suivante présente des scénarios d’élas-
ticité identifiés pour ces applications.
9.2 Scénarios d’élasticité
Un scénario d’élasticité est une succession d’architectures pour une application. Plus
concrètement, durant son élasticité, une application va voir son architecture être modifiée
en fonction de contraintes généralement en lien avec ses caractéristiques. Cette section
présente un ensemble de scénarios d’élasticité pour les applications retenues comme cas
d’usage et présentées ci-avant. Ces scénarios décrivent des évolutions architecturales pour
chacune de ces applications. Ils visent à montrer des aptitudes de gestion de l’élasticité
permettant de clairement différencier Vulcan par rapport à l’état de l’art actuel.
9.2.1 Scénario n˚ 1 : Elasticité multi-tiers élémentaire
Ce scénario est basique mais indispensable puisqu’il correspond à l’élasticité adressée
par les solutions actuelles. Il s’agit d’une opération de croissance horizontale résultant
en l’ajout d’un serveur sur le tiers métier. Appliqué à Springoo, ce scénario est réalisé au
travers de l’ajout d’un nouveau serveur Jonas comme illustré par la figure 9.4. Cela per-
met pour l’application de pouvoir améliorer l’expérience utilisateur lorsque les serveurs
existants commencent à être surchargés.
Ce scénario se justifie par sa représentativité tant au niveau des applications visant à
être élastifiées, qu’au niveau de l’état de l’art actuel en matière de gestion de l’élasticité.
Il s’agit d’un point de repère pour l’évaluation de Vulcan. Les scénarios qui suivent sont
plus poussés.
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Dans ce schéma, les rectangles de couleurs représentent des composants applicatifs, tandis
que les rectangles oranges avec des bords arrondis correspondent aux VMs. Cette représen-
tation est utilisée dans le reste des schémas de ce chapitre.
Figure 9.4 – Scénario d’élasticité n˚ 1 : représentation de deux modèles par extension
successifs.
9.2.2 Scénario n˚ 2 : Elasticité à granularité composant
Ce scénario correspond de façon pratique à l’application USBoIP. L’idée est de permettre
une élasticité qui ne fonctionne non pas par ajouts ou retraits de VMs mais plutôt par
des ajouts ou des retraits de composants au sein des VMs. L’élasticité n’est donc plus à la
granularité VM mais bel et bien à celle du composant. Dans le cas d’USBoIP, ce scénario
vise à maximiser l’utilisation des ressources des VMs en regroupant plusieurs nœuds par
VM. Il vise dans le même temps à minimiser le prix d’exécution de l’application. Cette
optimisation existe certes déjà en partie avec une élasticité à granularité VM, mais cette
optimisation peut être poussée plus loin grâce à ce scénario.
Toutefois, une VM a malgré tout des limites quant à ses capacités d’accueil en termes
de nombres de nœuds placés. Il convient donc de respecter une cardinalité maximale. Le
schéma 9.5 montre une succession de différents modèles par extension durant l’élasticité
de l’application USBoIp.
9.2.3 Scénario n˚ 3 : Elasticité verticale
L’élasticité verticale est en quelque sorte le "parent pauvre" de l’élasticité puisque peu
adressée actuellement. Il s’agit pourtant d’une possibilité formidable lorsqu’une forte
rapidité d’exécution est requise. Comme le décrit la littérature scientifique, les pics de
charge sont pour certains non-prévisibles : il est donc vital de pouvoir réagir rapidement
lorsque l’un de ces pics se produit. Malgré le peu d’engouement suscité jusqu’à présent,
ce scénario est aussi élémentaire que primordial.
Bien que cantonnée il y a peu aux seuls hyperviseurs dont Xen, ce type d’élasticité est
dorénavant inclus dans les IaaS puisqu’OpenStack supporte ce type d’élasticité depuis la
version Havana sortie le 17 Octobre 2013. Dans le cas de l’application Springoo, il peut
par exemple être intéressant d’opérer une croissance verticale sur le tiers métier et/ou
le tiers persistance, le temps d’un pic de charge comme illutré par la figure 9.6.
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Ce schéma reprend la représentation graphique décrite pour la figure 9.4. Dans ce schéma, les
VMs ne peuvent accueillir plus de deux nœuds. Il est donc nécessaire d’en rajouter comme
durant la transition de l’état 2 à l’état 3.
Figure 9.5 – Scénario d’élasticité n˚ 2 : représentation de quatre modèles par extension
successifs.
Les serveurs Jonas et MySQL bénéficient ici de l’augmentation des capacités matérielles de
leurs VMs respectives.
Figure 9.6 – Scénario d’élasticité n˚ 3 : représentation de deux modèles par extension
successifs.
9.2.4 Scénario n˚ 4 : Elasticité profilée
L’élasticité profilée est un scénario d’origine interne à Orange. Il vise à moduler l’élas-
ticité en fonction d’un profil. Il existe évidemment différents types de profils n’ayant
pas les mêmes objectifs. Par exemple, un profil "Développement" a pour but de vérifier
les fonctionnalités techniques et métier de l’application sans pour autant avoir besoin
de bonnes performances. Ce profil est amené à réitérer souvent des opérations de dé-
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ploiement/suppression d’une même application et celle-ci peut donc être déployé au sein
d’une seule et même VM.
En revanche, un profil "Production" vise non plus à vérifier le fonctionnel de l’appli-
cation, mais a besoin de bonnes performances. Le profil "Production" requiert donc un
placement distribué sur plusieurs VMs. Par ailleurs, en fonction du profil, le déploiement
peut être autorisé au sein d’une infrastructure mais pas d’une autre. Ce scénario peut
être complété par deux sous-scénarios.
n˚ 4 bis : Elasticité profilée et injection d’outils de plateforme de cloud
Ce scénario se présente comme étant un raffinement du scénario n˚ 4. Il vise à injecter
automatiquement des services dans une application. Les services de ce sous-scénario
concernent ici l’injection de charge et la surveillance.
Un profil "Production" peut ainsi bénéficier d’une solution de surveillance telle que
Ganglia afin de notamment veiller à la bonne santé de l’application. Un tel canevas per-
met également de surveiller l’évolution de certaines métriques ce qui permet d’envisager
des améliorations à développer et/ou de réaliser une élasticité autonomique.
Un nouveau profil appelé "Test" permet de réaliser une injection de charge dans l’op-
tique par exemple de calibrer l’application. Ce profil requiert une application ayant des
contraintes de performances similaires à celles pouvant être obtenues en environnement
de production. Dans ce sous-scénario, un canevas d’injection comme Clif est automati-
quement ajouté à la plateforme sans que l’utilisateur n’ait à le spécifier.
En fonction du profil spécifié, des services peuvent ainsi être injectés automatique-
ment, ce qui permet :
• Une simplicité d’utilisation de la plateforme : chaque utilisateur déploie son ap-
plication en spécifiant son profil et peut ainsi bénéficier de services sous-jacents
offerts par la plateforme sans qu’il n’ait à se préoccuper de leur paramétrage et de
leur élasticité.
• La fourniture d’une offre comportant une vaste gamme d’outils pour le fournisseur
de plateforme de sorte à pouvoir se différencier face à la concurrence en permettant
d’améliorer l’expérience utilisateur.
Ce sous-scénario s’appuie sur des considérations pragmatiques de séparations des préoc-
cupations entre celles de l’utilisateur d’une plateforme de cloud et celles de son fournis-
seur. Si les solutions actuelles de gestion de l’élasticité permettent l’injection d’un ser-
vice de surveillance, elles ne permettent pas d’injecter un canevas d’injection de charge.
D’autre part, ces solutions de surveillance peuvent être propriétaires et leur utilisation
payante.
Ce sous-scénario correspond à des cas d’usages internes à Orange mais également
externes, notamment dans le projet OpenCloudWare.
Une première difficulté de sous-scénario consiste en la gestion des différents cane-
vas injectés puisque ceux-ci ne doivent pas interférer les uns avec les autres sauf à le
vouloir expressément. De base, deux profils "Production" doivent avoir des déploiements
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de canevas de surveillance totalement indépendants. Il en est de même pour plusieurs
déploiements avec le profil "Test" pour l’injection de charge. Il serait a priori mal venu
que deux déploiement partagent le même Superviseur Clif ou la même interface de sur-
veillance !
Une seconde difficulté réside dans le placement des sondes : celles-ci doivent être
placées au sein des VMs de l’application. Leur propre placement dépend donc de celui
des composants de l’application.
Scénario n˚ 4 ter : Elasticité profilée, avec injection de services et maîtrise des
placements & configurations
Ce second sous-scénario constitue un raffinement supplémentaire pour le scénario n˚ 4.
Il vise à aborder la problématique de la maîtrise de l’emplacement de destination de
l’application mais également celle de la détermination les profils matériels des VMs.
Concernant ce second point, il ne s’agit pas de remplacer une brique d’Analyse mais
plutôt d’en compléter les demandes. Ce sous-scénario inclut également la détermination
des VMs nécessitant une adresse IP publique puisque, de base, les IaaS ne fournissent
que des adresses IP privées sauf demande explicite.
Une réalisation de ce sous-scénario concerne le profil "développement". L’application
est uniquement placée dans un IaaS séparé de l’environnement de production, mais
également au sein d’une VM dont le profil matériel doit malgré tout obéir à certaines
contraintes.
Concernant les profils "Production" et "Test", ceux-ci requièrent que l’application
soit placée en environnement de production, ce qui correspond à un placement dans un
IaaS dédié avec des profils de VMs pouvant changer en fonction des composants. D’autre
part, dans le cas d’une injection de charge, les injecteurs (e.g. les Blades de Clif) doivent
être placés au sein du même IaaS que celui retenu pour l’application. Un profil de VM
adapté doit également être déterminé.
Une première difficulté de ce sous-scénario réside une nouvelle fois dans la maîtrise
des placements : les injecteurs de Clif doivent notamment être placés dans le même IaaS
que l’application-cible. De même que dans le précédent sous-scénario, le placement des
VMs des blades est induit a posteriori par celui des VMs de l’application.
Une seconde difficulté résulte des profils matériels des VMs : ceux-ci sont effecti-
vement très différents entre les différents IaaS. La détermination du profil matériel de
chaque VM nécessite donc de connaitre au préalable son IaaS de destination.
Cette section a présenté quatre scénarios d’élasticité issus des besoins des applications
recensées comme cas d’usage pour la validation de Vulcan. Cette liste de scénarios n’a
pas vocation à être exhaustive. Il s’agit là de scénarios choisis, toujours dans une optique
de validation à partir de cas d’usages concrets. Dans la section suivante, ces scénarios
permettent de situer Vulcan par rapport aux solutions actuelles de gestion de l’élasticité.
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9.3 Positionnement par rapport à l’état de l’art
La section précédente a donné une liste de quatre scénarios correspondant aux besoins
d’élasticité des applications retenues pour la validation de Vulcan. La gestion de ces
différents scénarios permet de situer Vulcan par rapport aux solutions existantes, comme
le montre le tableau 9.1 Le cas des solutions ADT et Elaas est un peu à part puisque
ces canevas permettent d’implanter des logiques de gestion de l’élasticité. La mention
"partiel" indique donc qu’à notre connaissance la solution ne gère pas ce scénario mais
également que moyennant un coût de développement, un utilisateur expert peut parvenir
à en permettre la logique.
Scénarios n˚ 1 n˚ 2 n˚ 3 n˚ 4 n˚ 4bis n˚ 4ter
Amazon AWS Oui Partiel Non Non Non Non
Microsoft Azure Oui Partiel Non Non Non Non
Cloud Foundry Oui Non Oui Non Non Non
Heroku Oui Non Oui Non Non Non
Jelastic Oui Non Oui Non Non Non
Env. Docker Oui Non Oui Non Non Non
Redhat OpenShift Oui Non Oui Non Non Non
ADT Oui Partiel Partiel Partiel Partiel Partiel
ElaaS Oui Partiel Partiel Partiel Partiel Partiel
soCloud Oui Partiel Oui Non Non Non
Vulcan Oui Oui Oui Oui Oui Oui
Table 9.1 – Gestion des scénarios d’élasticité présentés par différentes solutions d’élas-
ticité
Vulcan est à notre connaissance la seule solution de gestion de l’élasticité qui soit
capable de gérer l’intégralité des scénarios énoncés. Il faut toutefois bien admettre que
ceux-ci n’ont pas été choisis innocemment puisqu’ils ont clairement pour but de diffé-
rencier Vulcan par rapport à des solutions concurrentes. Néanmoins, ces scénarios sont
clairement réalistes et représentatifs.
Conclusion
Ce chapitre a présenté certains des cas d’usage d’élasticité identifiés dans le cadre des
travaux de thèse. Ceux-ci comprennent des applications et leurs scénarios d’élasticité :
ce chapitre a permis d’expliquer la pertinence de leur choix. Cette pertinence qui se base
notamment sur un critère de représentativité des besoins a été avérée durant ce chapitre.
L’identification de ces cas d’usage a permis de fournir une évaluation qualitative qui
identifie clairement Vulcan comme une solution qui apporte une vraie avancée en matière
de couverture de l’élasticité. Vulcan permet donc d’adresser des cas d’usage à la fois plus
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complexes mais également non adressés actuellement malgré un besoin réel. Le chapitre
qui suit donne une évaluation des performances de Vulcan sur les scénarios recensés.
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Après que le chapitre précédent ait fourni une évaluation qualitative montrant unepartie des capacités de Vulcan en matière de couverture de scénarios d’élasticité, ce
chapitre propose une évaluation des performances. Ces mesures de performances visent
tout d’abord à estimer la rapidité de calcul de Vulcan. Il s’agit de montrer que le pro-
totype offre des performances suffisantes mais surtout réalistes : Vulcan ne doit pas in-
troduire un overhead trop grand lors des traitements de l’élasticité. Ces mesures doivent
également illustrer la couverture des scénarios d’élasticité évoqués dans le chapitre pré-
cédent. Enfin, les mesures effectuées visent à offrir un aperçu de la simplicité à utiliser
Vulcan.
Pour la réalisation des mesures de performances, un protocole d’expérimentations a
été mis en place. La sous-section suivante décrit le protocole de tests retenu.
10.1 Protocole de tests
Dans l’ensemble, les tests présentés ont consisté en des calculs de planification sans
répercussion sur une application réelle au travers d’une brique de déploiement. Nous
avons effectivement estimé que cela ne présente pas d’intérêt scientifique de montrer
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systématiquement une répercussion complète dans la mesure où les temps de répercussion
font l’objet d’une forte variabilité liée notamment au réseau et à l’éloignement des VMs.
Cela aurait pour effet de diluer la vraie problématique sans ajouter d’informations utiles.
Dans un souci de clarté pour le lecteur et de concision, seul un test avec une répercussion
est présenté ici. Celui-ci permet de valider la capacité d’intégration de Vulcan dans la
boucle MAPE-K tout en donnant un référentiel de temps pour les autres tests qui eux
portent sur l’étude de la complexité de la planification. La complexité de planification
réside avant tout dans son expressivité et dans la qualification de sa mise en œuvre.
Cette qualification renvoie plus particulièrement à la capacité de gestion de multiples
scénarios d’élasticité à l’aide de contraintes. Elle renvoie également à l’appréciation de
l’évolution des performances face à différents facteurs tels que le nombre d’entités à
gérer ou la multiplication des contraintes. En plus du test portant sur l’intégration, des
tests mesurant la durée nécessaire aux calculs de la planification ont été menés. Pour
valider la capacité de Vulcan à effectivement gérer les scénarios du chapitre précédent, ces
tests ont donc consisté en la mise en œuvre de ces scénarios. Afin d’éliminer les erreurs
statistiques, chaque test a été reproduit 200 fois. Pour chacun, les métriques relevées
permettent de mesurer le temps pris par chaque phase de l’algorithme de planification
proposé ce qui permet de montrer des effets intéressants.
Ces tests ont été menés dans l’optique d’être aussi réalistes que possible. Nous avons
effectivement estimé que fournir des tests sur une plateforme matérielle haut-de-gamme
n’est pas plus réaliste que de le faire sur des processeurs anciens. Dans la mesure du
possible, ces tests ont donc été réalisés afin de coller à l’actualité matérielle actuelle tout
en fixant un contexte de performances n’avantageant clairement pas les résultats.
La plateforme retenue est donc une configuration d’entrée de gamme pour l’année
2014. Celle-ci se compose d’un processeur Intel Pentium G1840 (double-cœur à 2,8GHz
sans Turbo-Boost), de 2Go de ram (DDR3 PC10600 Cas11, simple canal), d’un disque
dur de 500Go (SATA2, 7200 tours/min) le tout sur une carte mère MSI H97M-G43
(chipset Intel H97). Cette plateforme fonctionne sous une Ubuntu Desktop 13.10 avec
Java en version 1.7. Afin de faciliter la reproductibilité des tests, l’Intel SpeedStep a été
désactivé (variation de la fréquence en fonction de l’occupation CPU). Il s’agit donc
d’une plateforme minimaliste mais honnête puisqu’elle n’a ni le défaut d’embellir les
résultats ni celui de les réduire de façon inconsidérée.
Pour les tests portant sur l’intégration VAMP-Vulcan, la plateforme de tests est un
IaaS OpenStack interne à Orange, s’exécutant sur des nœuds comprenant deux proces-
seurs Intel Xeon E5450 (Core2Quad 3,0GHz).
La suite de ce chapitre présente les résultats obtenus lors des tests mentionnés.
Chaque section traitera d’un test et donnera quelques détails supplémentaires afin d’offrir
une vision claire et complète du scénario et des modèles par intention utilisés.
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10.2 Test n˚ 1 : Intégration VAMP-Vulcan
Ce premier test est un scénario basique concernant l’application Springoo, le scénario
n˚ 1 de la liste donnée ci-avant. Celui-ci est constitué de deux étapes successives comme
le montre la figure 10.1. La première étape consiste en le déploiement initial de Springoo
composée d’un serveur Apache, d’un serveur Jonas et d’un serveur MySQL chacun ayant
sa propre VM. A la fin de cette première étape, l’application Springoo est déployée et
fonctionnelle. Une fois ce déploiement initial effectué, le test continue sur une seconde
étape qui vise à opérer une opération d’élasticité. Il s’agit d’une opération de crois-
sance horizontale sur le tiers métier qui résulte en l’ajout d’un nouveau serveur Jonas.
L’application est alors modifiée pour inclure ce nouveau serveur.
De façon plus précise, ce test met en avant l’intégration de Vulcan avec VAMP. La
plateforme de test est composée d’un Vulcan Engine avec une interface VulcanREST,
d’un VAMP et du IaaS OpenStack interne à Orange. En début de première étape, le mo-
dèle par intention est renseigné auprès de Vulcan qui effectue son calcul de planification
puis renvoie le modèle par extension correspondant au déploiement initial. Un connec-
teur traduit ensuite ce modèle par extension en un fichier OVF étendu, le formalisme de
VAMP. VAMP procède alors au déploiement initial.
L’opération d’élasticité de la seconde phase suit un cheminement différent. Celle-ci
répond effectivement à une demande de croissance horizontale provenant de la brique
de décision implantée pour le test (i.e. une pseudo-brique d’Analyse). En suivant la
logique de la boucle MAPE-K, cette décision est fournie à Vulcan. Vulcan complète
alors le modèle par extension qui représente l’état actuel de l’application. Le nouveau
modèle par extension obtenu est ensuite traduit en OVF étendu puis fourni à VAMP qui
répercute les changements nécessaires. Au final, l’application Springoo se voit affectée
d’un nouveau serveur Jonas placé dans sa propre VM.
Le modèle par intention utilisé pour cette expérimentation est donné par le listing 8.9
tandis que la figure 10.2 montre les mesures du temps nécessaire à la réalisation des
différentes opérations.
Figure 10.1 – Détail du scénario d’élasticité réalisé par l’intégration de VAMP et Vulcan.
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Figure 10.2 – Performances de l’intégration de Vulcan avec VAMP.
Le diagramme de la figure 10.2 présente trois mesures de temps. La première corres-
pond au démarrage d’une instance de Deployment Manager, un gestionnaire de déploie-
ment de VAMP qui s’exécute dans sa propre VM et qui a la charge d’une application. Il
s’agit d’une mécanique interne à VAMP qui n’est donc pas géré par Vulcan. Le temps de
démarrage mentionné dans la figure 10.2 inclue le boot de la VM et la configuration du
Deployment Manager. Les deux autres mesures correspondent au temps nécessaire pour
le déploiement des étapes 1) et 2) de la figure 9.4. Le déploiement initial ne prend ici
qu’uniquement deux secondes de plus que l’opération de croissance horizontale en raison
de la parallélisation de VAMP qui permet le déploiement de l’ensemble des trois VMS
de l’application initiale en même temps. En comparaison, le temps nécessaire à Vulcan
pour effectué ses calculs se chiffre à moins de 100ms.
Cette figure montre un temps d’approvisionnement et de configuration des VMs qui
est de l’ordre de la minute. Cela permettra de discuter les performances de Vulcan dans
la suite de ce document, sur des scénarios plus complexes.
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10.3 Test n˚ 2 : USBoIP
Ce test correspond au scénario d’élasticité n˚ 2 : l’élasticité à la granularité composant.
Le cas d’usage est USBoIp, une application nécessitant de placer plusieurs composants
au sein d’une même VM tout en ne dépassant pas un nombre maximal. L’expérimenta-
tion a ici consisté à mesurer le temps nécessaire à la planification lors d’ajouts successifs
de nœuds. La limite du nombre de nœuds par VM a été fixée dans cette expérimenta-
tion à quatre. Le modèle par extension initial est minimal puisqu’il ne comporte qu’un
contrôleur et un noeud. Le contrôleur est placé dans sa propre VM.
Le modèle par intention utilisé pour ce test est exposé dans le listing 10.1. Les
performances mesurées sont quant à elles exposées dans le digramme 10.3.
Figure 10.3 – Performances de Vulcan sur le Scénario n˚ 2 pour l’application USBoIp :
temps de calcul en millisecondes, en fonction du nombre final de nœuds
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Listing 10.1 – Modèle par Intention pour l’application USBoIp
1 <intensional−model>
2 <components>
3 <component name=" Contro l e r " i n i t=" 1 "/>
4 <!−− i n i t i a l i s a t i o n :
5 un p e t i t p i ege pour t e s t e r l a c on t r a i n t e de l i a i s o n ! −−>
6 <component name="Node " i n i t=" 0 "/>
7 </components>
8 <containers>











20 l o c a l : p laceManyInstancesPerContainer ( "Node " , 4 ,
"vm" )
21 </placement−query>
22 <!−− pour le placement du con t r o l eu r −−>
23 <placement−query>
24 l o c a l : placeOneOne ( )
25 </placement−query>
26 <!−− suppre s s i on des VMs v ide s −−>
27 <placement−query>











Le diagramme 10.3 montre les performances mesurées de Vulcan sur la machine de
test en procédant à 20 ajouts successifs de 1 nœud. Sur ce diagramme, sont présentés les
relevés moyens des temps de calculs exprimés en millisecondes et en fonction du nombre
de nœuds obtenus après traitement de l’ajout.
Pour chaque relevé un ensemble de sept sous-mesures est exposé. Les cinq premières
sous-mesures sont appelées Héritages, Liaisons, Placements, Configurations et Révisions.
Elles indiquent la durée totale des calculs dans chacune des phases de l’algorithme de
planification. La sous-mesure Finalisation indique quant à elle le temps mis pour finaliser
10.3. TEST N˚ 2 : USBOIP 157
le modèle par extension, c’est-à-dire le temps nécessaire pour les traitements internes sur
le modèle par extension en fin de déroulement d’algorithme. Enfin, la sous-mesure Total
indique le temps total de calcul. Les mesures sont donc exposées avec une granularité
relativement fine qui permet d’évaluer le comportement du Vulcan Engine durant les
calculs. Dans les faits, ces mesures proviennent de l’agrégation de métriques plus fines
qui si elles présentent un intérêt évident pour un cerveau-B, n’offrent en revanche pas
une vision suffisamment concise pour ce manuscrit.
Le diagramme 10.3 montre que les relevés pour cette expérimentation sont compris
entre 39 et 127 millisecondes. De façon plus précise, en dehors de l’initialisation qui est
un peu à part (relevé n˚ 1), les mesures ont une répartition bi-modale. Deux ensembles
peuvent en effet être distingués : un premier dont les valeurs sont comprises entre 39
et 48 millisecondes et un second qui a des valeurs entre 70 et 83 millisecondes. Cette
répartition s’explique par le fait que lors d’un ajout de nœud requérant une nouvelle
VM comme illustré dans le cas de la figure 10.4, une révision est demandée en phase de
Placements par la contrainte local :placeManyInstancesPerContainer("Node", 4, "vm").
Cette révision stipule qu’il manque un conteneur de type "vm" pour le nouveau nœud. Ce
déroulement est bien visible sur le diagramme 10.3, au niveau des relevés n˚ 5, 9, 13, 17 et
21 qui ont tous une sous-mesure pour les révisions qui a une valeur comprise entre 13 et
14ms, alors qu’elle vaut 0 pour les autres, exception faite de l’initalisation. Par ailleurs,
comme une révision entraine une reprise de la séquence principale de l’algorithme depuis
son début, les sous-mesures Héritages, Liaisons et Placements voient leur durée également
augmenter. Le cas de l’initialisation est un peu à part dans ces relevés puisque comme
l’illustre la figure 10.5, plusieurs révisions sont requises : une pour ajouter un premier
nœud afin de satisfaire la contrainte de liaison, une autre pour l’ajout d’une VM pour
le contrôleur, et une dernière pour l’ajout d’une VM pour le premier nœd, lui-même
ajouté par une précédente révision. Le temps passé par le Vulcan Engine en traitement
des Révisions passe ainsi à 40ms.
Dans ce scénario, le temps de calcul de Vulcan peut ainsi être considéré comme faible
et même négligeable en comparaison du temps de démarrage et de configuration d’une
VM dans un IaaS.
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Figure 10.4 – Passage de l’état 4 à l’état 5 du test n˚ 1 : une révision est requise
Figure 10.5 – Détail de l’initialisation du test n˚ 1 et des révisions requises
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10.4 Test n˚ 3 : Elasticité verticale de l’application Springoo
Relatif au scénario n˚ 3, ce test vise à montrer les capacités de Vulcan à gérer l’élasticité
verticale. De façon plus précise, cela implique de :
1. Placer chaque composant dans une VM.
2. Placer chaque VM dans un IaaS.
3. Choisir le profil de VM adapté en fonction d’un profil matériel minimal et des
profils proposés par le IaaS choisi.
4. Mettre à jour le profil de VM lorsque cela est requis comme c’est le cas lors d’une
opération de (dé)croissance verticale.
Dans ce test, Vulcan doit donc résoudre plusieurs contraintes de placements et de confi-
gurations (pour le profil des VMs, en plus de celles déjà existantes pour les liaisons
applicatives. La figure 10.6 montre les différentes étapes du test pour le modèle par
intention exposé dans le listing 10.2.
Figure 10.6 – Succession des différentes étapes du test n˚ 3
Dans la figure 10.6, les IaaS sont représentés par des rectangles violets avec des coins
arrondis. Dans ce test, deux Iaas sont utilisés afin d’illustrer un cas de choix de placement
pour les VMs. Ces IaaS correspondent pour l’un au IaaS OpenStack précédemment utilisé
pour l’intégration VAMP-Vulcan, et pour l’autre à un datacentre dernière génération
d’Orange.
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Listing 10.2 – Modèle par Intention du test n˚ 3
1 <intensional−model>
2 <!−− l e s b a l i s e s de l im i tan t l e s r eque t e s sont absentes pour
f a c i l i t e r l a l e c t u r e −−>
3 <components>
4 <component name="Apache " i n i t=" 0 "/>
5 <component name=" Jonas " i n i t=" 0 "/>
6 <component name="MySQL" i n i t=" 0 "/>
7 </components>
8 <containers>
9 <container name="vm" i n i t=" 0 "/>




14 <!−− l i a i s o n Apache [ 1 ]−[ 1 . .∗ ] Jonas −−>
15 l o c a l : bindExactlyOneAll ( "Apache " , " Jonas " )
16 <!−− l i a i s o n Jonas [ 1 . .∗ ]−[ 1 ]MySQL −−>




21 <!−− p l a c e r chaque composant dans sa propre VM −−>
22 l o c a l : placeOneOne ( )
23 <!−− aucune VM vide au t o r i s e e −−>
24 l o c a l : purgeEmptyContainers ( "vm" )
25 <!−− p l a c e r chaque VM contenant un composant Apache , Jonas ou MySQL
26 dans un IaaS p r e c i s ( reconnu par son i d e n t i f i a n t l og i que ) −−>
27 l o c a l : p laceAl lConta inersConta in ingTypesOfInstances ( "vm" ,
" i a a s " ,
28 " id " , " iaas_val−de−r e u i l " ,
29 ( "Apache " , " Jonas " , "MySQL" ) )
30 </placements>
31 <configurations>
32 <!−− p r o f i l minimal pour l e s VMs −−>
33 l o c a l : s e tConta ine r sPro f i l e sByIns tance sConta ined ( "vm" ,
34 ( "Apache " , " Jonas " , "MySQL" ) ,
35 <p r o f i l e cpu=" 1 " ram=" 4096 " d i s kS i z e=" 20GB"/>)
36 <!−− mise a jour des p r o f i l s de VMs : E l a s t i c i t e Ve r t i c a l e −−>
37 l o c a l : a pp l yVe r t i c a l E l a s t i c i t y ( "vm" , " i a a s " )
38 <!−− adre s s e ip publ ique sur tout composant Apache −−>
39 l o c a l : setPubl icIpOn ( ( "Apache " ) , "vm" )
40 </configurations>
41 </intensional−model>
Le lecteur pourra noter qu’aucun IaaS n’est stocké directement dans le modèle par
intention : les IaaS peuvent ainsi être connus lors de l’exécution, de même que les profils
matériels qu’ils proposent à leur clients. La prise en compte des IaaS est dynamique mais
comme le montre cet exemple, il est possible de maîtriser le IaaS de destination, puisque
la contrainte - écrite de la ligne 25 à la ligne 27 - renseigne un identifiant précis de IaaS
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à utiliser : cela est lié à cette contrainte et résulte donc d’un choix utilisateur.
Le non-renseignement des IaaS dans le modèle par intention permet non seulement
une connaissance dynamique des IaaS mais aussi de garantir une certaine facilité d’uti-
lisation. La connaissance des IaaS disponibles est réalisée dans l’étape n˚ 1 au travers
d’une simple addition de conteneur de type IaaS par la même API que celle fournie à
la brique d’Analyse. Pour chaque IaaS, les propriétés renseignées spécifient l’identifiant
et les profils matériels disponibles. Le modèle par extension obtenu est visible dans le
listing 10.3. Il mentionne les deux IaaS cités ci-avant.
Listing 10.3 – Modèle par Extension de l’étape n˚ 1 du test n˚ 3
1 <extens iona lMode l>
2 <container type=" i a a s " name=" 2 ">
3 <p r op e r t i e s name=" p r o f i l e s ">
4 <value>
5 <p r o f i l e name="m1. t iny " ram=" 512 " cpu=" 1 " arch=" x86 " d i s kS i z e=" 4GB"/>
6 <p r o f i l e name="m1. smal l " ram=" 1024 " cpu=" 1 " arch=" x86 " d i s kS i z e=" 10GB"/>
7 <p r o f i l e name="m1.medium" ram=" 2048 " cpu=" 2 " arch=" x86 " d i s kS i z e=" 10GB"/>
8 </value>
9 </p r op e r t i e s>
10 <p r op e r t i e s name=" id ">
11 <value>openstack−dev</value>
12 </p r op e r t i e s>
13 </container>
14 <container type=" i a a s " name=" 1 ">
15 <p r op e r t i e s name=" p r o f i l e s ">
16 <value>
17 <p r o f i l e name=" t2 .micro " ram=" 1024 " cpu=" 1 " arch=" x86 " d i s kS i z e=" 0GB"/>
18 <p r o f i l e name=" t2 . smal l " ram=" 2048 " cpu=" 1 " arch=" x86 " d i s kS i z e=" 0GB"/>
19 <p r o f i l e name=" t2 .medium" ram=" 3840 " cpu=" 1 " arch=" x86 " d i s kS i z e=" 4GB"/>
20 <p r o f i l e name="m3. l a r g e " ram=" 7680 " cpu=" 2 " arch=" x86 " d i s kS i z e=" 32GB"/>
21 <p r o f i l e name="m3. x l a rg e " ram=" 15360 " cpu=" 4 " arch=" x86 " d i s kS i z e=" 80GB"/>
22 <p r o f i l e name="m3. x2 la rge " ram=" 30720 " cpu=" 8 " arch=" x86 "
d i s kS i z e=" 160GB"/>
23 </value>
24 </p r op e r t i e s>
25 <p r op e r t i e s name=" id ">
26 <value>i aas_val−de−r e u i l</value>
27 </p r op e r t i e s>
28 </container>
29 </extens iona lMode l>
Durant le test n˚ 3, les profils des VMs sont donc choisis parmi ceux des IaaS rensei-
gnés. Le choix du IaaS est spécifié par contrainte dans le modèle par intention de même
que la détermination du profil adapté pour les VMs. Au cours des tests, ce profil est
modifié pour un serveur Jonas et le serveur MySQL comme illustré aux étapes n˚ 3, 4
et 6 par le schéma 10.6. Les performances obtenues sont quant à elles visibles dans le
diagramme 10.7. Celui-ci montre que les opérations d’élasticité se répartissent en trois
ensembles :
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1. Les étapes n˚ 3, 4 et 6 ont des mesures et des répartitions très similaires. Celles-ci
correspondent à des opérations de (dé)croissance verticale portant sur une VM.
Les durées de la planification durant ces étapes se situent ici entre 133 et 153
millisecondes ce qui est rapide. L’étape n˚ 1 est également similaire, mais son cas
est un peu à part en raison de la nature de l’opération traitée.
2. Les étapes n˚ 2 et 5 correspondent à des opérations d’élasticité horizontale avec
pour la première l’ajout d’un composant Apache dans un modèle ne comprenant
que des conteneurs de type iaas (ce qui entraine l’ajout d’un composant Jonas et
d’un MySQL), et pour la seconde, l’ajout d’un composant Jonas au tiers métier.
Ces deux étapes requièrent des révisions pour des ajouts de VMs et leurs durées
mesurées sont respectivement de 199 et 230ms ce qui est également rapide.
3. L’étape n˚ 1 qui est un peu à part en raison de sa nature.
Les relevés pour ce test n˚ 3 montrent la rapidité d’exécution de Vulcan pour l’élasticité
verticale. Il est à noter qu’un scénario non-montré dans ce test est adressé par Vulcan :
il s’agit d’une gestion concomitante de l’élasticité verticale ET horizontale.
Vulcan permet effectivement de réaliser concomitamment les deux types d’élasticité ce
qui est un différenciateur supplémentaire.
Figure 10.7 – Performances de Vulcan sur le Scénario n˚ 3 pour l’application Springoo :
le temps de calcul est donné en millisecondes, en fonction des étapes
Au cours du test n˚ 3, Vulcan a démontré ses capacités de gestion de l’élasticité
verticale. Plus que cela, il a démontré sa capacité à offrir une connaissance dynamique
du cloud par une liste de IaaS fournie durant l’exécution. Grâce à cette connaissance
à chaud Vulcan se définit comme une solution à la fois simple d’usage, dynamique et
réaliste. Enfin, sa gestion concomitante des deux types d’élasticité est un avantage par
rapport aux solutions existantes. Par ailleurs, il est à noter que des scénarios d’élasticité
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à la granularité composant ont également concernés Springoo : à partir d’un déploiement
initial sur deux VMs où un serveur Apache et un serveur Jonas étaient colocalisés sur la
même VM, l’application était élastifiée en répartissant chacun des composants dans sa
propre VM avant de revenir à l’état initial. Ce scénario a été mené à bien sur une instance
réelle de Springoo grâce au Vulcan Deployer et sur un cluster d’hyperviseurs Virtualbox.
Le test qui suit aborde une autre capacité différenciatrice de Vulcan : l’élasticité profilée.
164 CHAPITRE 10. PERFORMANCES
10.5 Test n˚ 4 : Elasticité profilée
Ce quatrième test correspond au scénario n˚ 4. Ce scénario adresse le déploiement multiple
de la même application avec des modalités qui évoluent au cours de son cycle de vie.
Ce scénario est particulièrement pertinent face à l’émergence de l’approche DevOps [29,
78, 2] un mouvement qui vise à diminuer les incompréhensions et problèmes entre le
développement (Dev) et l’exploitation (Ops). Il s’agit de favoriser la coopération entre
des entités qui ont des objectifs opposés : stabilité pour l’exploitation, évolutions pour le
développement. Le scénario n˚ 4 abonde dans le sens de ce mouvement en permettant le
déploiement élastique multiple de la même application avec des sources pouvant varier.
Les différentes étapes suivies au cours du présent test sont illustrées par la figure 10.8.
Comme le montre ce schéma, ce test a consisté en l’instanciation de l’application Sprin-
goo selon différents profils : Production, Test et Développement. Les profils Production
et Test ne présentent ici aucune différence, il s’agit juste de mettre en place un contexte
expérimental qui pourra être réutilisé pour les scénarios 4bis et 4ter afin de comparer
les temps de calculs mesurés lorsque le nombre de contraintes augmente. Par ailleurs, les
modèles par extension 5 et 6 sont identiques puisque si pour les scénarios 4bis et 4ter
il s’agit d’ajouter une blade pour Clif, dans le cas du scénario n˚ 4 le composant blade
n’est pas connu. Cela offre néanmoins l’avantage de vérifier le respect des contraintes
d’héritage puisque ce +1 Blade ne débouche sur aucune modification pour le scénario
n˚ 4 au contraire des scénarios 4bis et 4ter.
Le modèle par intention utilisé pour ce test est donné dans le listing 10.4. Celui-ci
utilise des contraintes similaires à celles utilisées pour les précédents tests, mais avec une
légère modification permettant de filtrer les profils. Pour améliorer la clarté, certaines
balises ont été retirées.
Le graphique de la figure 10.9 présente les mesures de temps relevées pour les diffé-
rentes opérations. Celles-ci se répartissent sur un intervalle compris entre 163 et 239ms
pour les opérations entrainant une modification du modèle par extension. Les autres opé-
rations sont l’initialisation (étape n˚ 1) et l’ajout d’un composant inconnu (étape n˚ 6).
Concernant l’initialisation, celle-ci crée un modèle par extension vide puisque les champs
init des composants et conteneurs du modèle par intention 10.4 ont une valeur nulle. Les
durées observées sont donc ici rapides au regard du temps de démarrage d’une VM au
sein d’un IaaS.
Avec les tests n˚ 1, 2, 3 et 4 Vulcan a montré son aptitude à gérer efficacement des
scénarios standards et innovants. Toutefois, aucun d’eux n’a montré les limites de l’im-
plantation actuelle du prototype. La suite de cette section vise donc à complexifier le
scénario n˚ 4 avec les raffinements complémentaires des sous-scénarios 4bis et 4ter. L’ob-
jectif est d’étudier le comportement de l’implantation face à l’augmentation du nombre
de contraintes complexes.
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Pour chaque étape, l’opération d’élasticité à son origine est spécifiée à côté de son numéro.
Les étapes 5 et 6 sont identiques puisque l’opération élastique demandée concerne un ajout
de composant non reconnu : les contraintes d’héritages sont vérifiées car aucune modification
n’est réalisée. Pour améliorer la lisibilité, le nom des composants est abrégé : A pour Apache,
J pour Jonas et M pour MySQL
Figure 10.8 – Succession des différentes étapes du test n˚ 4
166 CHAPITRE 10. PERFORMANCES
Listing 10.4 – Modèle par Intention pour le scénario n˚ 4
1 <components>
2 <component name="Apache " i n i t=" 0 "/>
3 <component name=" Jonas " i n i t=" 0 "/>
4 <component name="MySQL" i n i t=" 0 "/>
5 </components>
6 <containers>




11 l o c a l : b indExact lyOneAl l_pro f i l e ( "Apache " , " Jonas " , " p r o f i l e " )




16 l o c a l : p laceAl l InOneConta iner_pro f i l e (
17 ( "Apache " , " Jonas " , " Database " ) ,
18 "vm" , " group " , " dev " )
19 l o c a l : placeOneOne ( )
20 l o c a l : purgeEmptyContainers ( "vm" )
21 </placements>
22 <configurations>
23 l o c a l : setPubl icIpOn ( ( " Contro l e r " ) , "vm" )
24 </configurations>
Figure 10.9 – Performances de Vulcan sur le Scénario n˚ 4 pour l’application Springoo :
le temps de calcul est donné en millisecondes, en fonction des étapes
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10.5.1 Test n˚ 4bis
Le test n˚ 4bis correspond à l’ajout au test n˚ 4 de composants et de contraintes permettant
la mise en place d’un canevas d’injection de charge pour le profil "Test", et d’un canevas de
supervision pour le profil "Production". De façon concrète, ce test correspond à l’injection
automatisée de services élastiques tels que ceux pouvant être proposés par une plateforme
de cloud. La figure 10.10 montre les modifications opérées pour les étapes n˚ 5 et n˚ 6 :
pour le profil "Test", le canevas Clif est automatiquement injecté tandis que pour le profil
"Production", il s’agit du canevas de surveillance Ganglia.
Figure 10.10 – Détail des étapes n˚ 5 et 6 du test n˚ 4bis
Comme le montre la figure 10.10, les composants sondes et Gmonds doivent être co-
localisés avec les composants de l’application Springoo. Il s’agit d’une contrainte d’ordre
2 qui dépend du placement d’autres composants. Une autre contrainte vise a contrario
à supprimer toutes les VMs dans lesquelles aucun composant de l’application Springoo
n’est placé. Cela implique donc de supprimer les VMs qui n’hébergent que des compo-
sants des canevas Ganglia ou Clif. Il est à noter que cette contrainte obéit au scénario
fixé. Celle-ci peut toutefois être modifiée comme par exemple, pour maintenir un pool
de VMs démarrées en permanence afin de garantir une meilleure réactivité lors de l’élas-
ticité.
La liste des contraintes rajoutées par rapport au test n˚ 4 est renseignée dans le lis-
ting 10.5. Les performances mesurées sont présentées dans le graphique 10.11. Celles-ci
se répartissent entre 301 et 1318ms. La durée de 1318ms rapportée à celle de l’appro-
visionnement d’une VM donne un rapport de 2,2% ce qui reste négligeable. Toutefois,
ce test n˚ 4bis montre un phénomène qui concerne la baisse des performances avec la
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multiplication des contraintes. Ce phénomène est aussi normal qu’attendu puisqu’avec
l’augmentation du nombre de contraintes, le nombre de calculs à effectuer augmente
également notamment en raison des dépendances entre contraintes. Pour aller plus loin
concernant ce point, la sous-section qui suit présente les performances de Vulcan sur le
test n˚ 4ter.
Figure 10.11 – Performances de Vulcan sur le Scénario n˚ 4bis pour l’application Sprin-
goo : le temps de calcul est donné en millisecondes, en fonction des étapes
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Listing 10.5 – Extraits du Modèle par Intention pour le scénario n˚ 4bis
1 [ . . . ]
2 <component name=" Blade " i n i t=" 0 "/>
3 <component name=" Probe " i n i t=" 0 "/>
4 <component name=" Superv i so r " i n i t=" 0 "/>
5 <component name="GmetadUI" i n i t=" 0 "/>
6 <component name="Gmond" i n i t=" 0 "/>
7 [ . . . ]
8 <bindings>
9 [ . . . ]
10 <!−− l i a i s o n s pour C l i f −−>
11 l o c a l : bindAllExactlyOne_group ( " Blade " , " Superv i so r " , " i n j e c t i o n " )
12 l o c a l : bindAllOne_group ( " Probe " , " Superv i so r " , " i n j e c t i o n " )
13 l o c a l : bindAllExactlyOne_group ( " Blade " , "Apache " , " i n j e c t i o n " )
14 <!−− l i a i s o n de Ganglia −−>
15 l o c a l : bindAllExactlyOne_group ( "Gmond" , "GmetadUI" , " monitor ing " )
16 <!−− suppr e s s i on s des VMs sans composant propre a Springoo −−>
17 l o c a l : purgeGivenTypesOfInstancesAloneIns ideAContainer (




22 [ . . . ]
23 <!−− g e s t i on des sondes et Gmonds −−>
24 l o c a l : placeOneIntoEachContainer_group ( " Probe " , "vm" , " group " , " t e s t " )
25 l o c a l : placeOneOne_ForAllInstancesTypesExceptGivenOnes ( ( " Probe " , "Gmond" ) )
26 l o c a l : placeOneIntoEachContainer_group ( "Gmond" , "vm" , " group " ,
" product ion " )
27 <!−− suppre s s i on des VMs v ide s −−>
28 l o c a l : purgeEmptyContainers ( "vm" )
29 </placements>
30 <configurations>
31 <!−− c on t r a i n t e s pour i s o l e r l e s d i f f e r e n t s canevas−−>
32 l o c a l : copyPropert iesToColocatedInstancesOfType_group ( " Probe " , "vm" ,
" i n j e c t i o n " , " group " , " t e s t " )
33 l o c a l : copyPropert iesToColocatedInstancesOfType_group ( "Gmond" , "vm" ,
" monitor ing " , " group " , " product ion " )
34 </configurations>
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10.5.2 Test n˚ 4ter
Dans ce test le sous-scénario n˚ 4ter est mis en œuvre. Aux contraintes du sous-scénario
n˚ 4bis, celui-ci ajoute une gestion plus fine du placements. Chaque VM est ainsi placée au
sein d’un IaaS et le choix du profil matériel le plus proche des exigences exprimées pour la
VM est réalisé. Ce choix est évidemment lié au IaaS de destination et des profils matériels
proposés, mais également aux placements des composants, ce qui signifie que ce sous-
scénario introduit des contraintes dépendant de la réalisation d’autres contraintes, elles-
mêmes dépendant de précédentes. Ce sous-scénario introduit donc une forte complexité
au niveau des dépendances des contraintes. Le listing 10.6 est un extrait du modèle par
intention utilisé qui montre le différentiel au niveau des contraintes avec le précédent
test. Les performances mesurées lors de ce test sont quant à elles présentées par la
figure 10.12.
Figure 10.12 – Performances de Vulcan sur le Scénario n˚ 4ter pour l’application Sprin-
goo : le temps de calculs est donné en millisecondes, en fonction des étapes
Les mesures des durées pour la réalisation de ce test ont une valeur moyenne de
1142ms. De façon plus détaillée, les valeurs obtenues se répartissent entre 189ms pour
l’initalisation du modèle par extension avec l’ajout des IaaS utlisés, et 5,9s. Cette dernière
mesure est plus élevée en raison de l’augmentation du nombre de contraintes du modèle
par intention. Même si cette durée est plus élevée que les autres, elle reste malgré tout
raisonnable au regard de la réactivité moyenne d’un IaaS. En considérant que cette
réactivité moyenne se situe à 60s, l’overhead introduit est de 9,8% sur cette mesure.
Il est également nécessaire de rappeler que les tests ont été menés sur une plateforme
d’entrée de gamme et que le scénario considéré est volontairement complexe. Il s’agit là
d’une valeur plus importante que les autres mais raisonnable.
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Listing 10.6 – Extraits du Modèle par Intention pour le scénario n˚ 4ter
1 [ . . . ]
2 <containers>
3 <container name=" i a a s " i n i t=" 0 "/>
4 </containers>
5 [ . . . ]
6 <placements>
7 [ . . . ]
8 <!−− c on t r a i n t e s sur le i a a s de d e s t i n a t i on en f onc t i on du p r o f i l de
deplo iement
9 − p r o f i l dev dans le IaaS OpenStack i n t e rn e a Orange
10 − p r o f i l s product ion et t e s t dans le c loud de Val de Reui l −−>
11 l o c a l : placeAllContainerOne_group ( "vm" , " i a a s " , " group " , " dev " , " id " ,
" openstack−dev " )
12 l o c a l : placeAllContainerOne_group ( "vm" , " i a a s " , " group " , " product ion " ,
" id " , " iaas_val−de−r e u i l " )
13 l o c a l : placeAllContainerOne_group ( "vm" , " i a a s " , " group " , " t e s t " , " id " ,
" iaas_val−de−r e u i l " )
14 <!−− c on t r a i n t e s des b lades dans le meme IaaS que l app l i c a t i o n
15 ( c on t r a i n t e etendu aux supe rv i s eu r s )−−>
16 l o c a l : p laceAccordingToAReferenceInstance ( "vm" , " i a a s " , "Apache " ,
" group " , ( " Blade " , " Superv i so r " ) , " i n j e c t i o n " )
17 <!−− c o l o c a l i s a t i o n dans le meme i a a s des GmetadUIs et Springoo−−>
18 l o c a l : p laceAl lConta inersConta in ingTypesOfInstances ( "vm" , " i a a s " , " id " ,
" iaas_val−de−r e u i l " , ( "GmetadUI" ) )
19 </placements>
20 <configurations>
21 <!−− choix du p r o f i l mat e r i e l des VMs en f onc t i on des composants−−>
22 l o c a l : s e tConta ine r sPro f i l e sByIns tance sConta ined ( "vm" , ( "GmetadUI " ) ,
<p r o f i l e cpu=" 1 " ram=" 1024 " d i s kS i z e=" 20GB"/>)
23 l o c a l : s e tConta ine r sPro f i l e sByIns tance sConta ined ( "vm" , ( " Blade " ) ,
<p r o f i l e cpu=" 1 " ram=" 1024 " d i s kS i z e=" 4GB"/>)
24 l o c a l : s e tConta ine r sPro f i l e sByIns tance sConta ined ( "vm" , ( " Superv i so r " ) ,
<p r o f i l e cpu=" 1 " ram=" 1024 " d i s kS i z e=" 20GB"/>)
25 <!−− choix du p r o f i l s mat e r i e l des VMs en f onc t i on des composants ET
du p r o f i l de deplo iement−−>
26 l o c a l : s e tConta iner sPro f i l e sByInstancesConta ined_group ( "vm" ,
( " Jonas " , "Apache " , " Database " ) , <p r o f i l e cpu=" 1 " ram=" 4096 "
d i s kS i z e=" 20GB"/> , " group " , " product ion " )
27 l o c a l : s e tConta iner sPro f i l e sByInstancesConta ined_group ( "vm" ,
( " Jonas " , "Apache " , " Database " ) , <p r o f i l e cpu=" 1 " ram=" 4096 "
d i s kS i z e=" 20GB"/> , " group " , " t e s t " )
28 l o c a l : s e tConta iner sPro f i l e sByInstancesConta ined_group ( "vm" , "Apache " ,
<p r o f i l e cpu=" 1 " ram=" 2048 " d i s kS i z e=" 4GB"/> , " group " , " dev " )
29 <!−− a s s i gna t i on des ad r e s s e s IP pub l iques −−>
30 l o c a l : setPubl icIpOn ( ( "Apache " , " Superv i so r " , "GmetadUI " ) , "vm" )
31 </configurations>
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Toutefois, cette hausse du temps de calculs ne remet pas en cause la validation
de l’approche proposée, non seulement puisque cette valeur n’est pas aberrante, mais
également puisqu’il s’agit d’une limite propre à l’implantation actuelle mais qui peut
facilement être corrigée. Dans ce sens, des expérimentations supplémentaires ont été
menées afin d’évaluer les bienfaits d’une modification simple de l’implantation actuelle
et qui repose en partie sur des fonctionnalités avancées déjà implantées. Toutefois, le
cadre de recherche d’une thèse étant limité dans le temps, il n’a pas été possible de
réaliser une implantation complète et stable de ces avancées.
Le test n˚ 4ter a donc montré une des limites de l’implantation actuelle : celle-ci n’étant
pas parallélisée, l’augmentation du nombre de contraintes résulte dans une augmentation
de la durée des calculs de planification. Toutefois, le lecteur averti aura remarqué que
ce scénario présente une caractéristique intéressante : l’architecture globale de l’applica-
tion est en fait constituée de sous-graphes totalement indépendants. Ces sous-graphes
n’interagissant pas, il est donc possible et réaliste d’en séparer les traitements. Concrè-
tement, nous avons repris le test n˚ 4ter en procédant à la planification en parallèle de
ces sous-graphes ceci en procédant à un pré-traitement judicieux et réaliste du modèle
par intention. La figure 10.13 montre les durées maximales observées et le gain de ces
améliorations. Seules les étapes les plus couteuses sont données de façon à fournir une
Figure 10.13 – Gains possibles de Vulcan en complétant l’implantation actuelle
évaluation de la durée maximale pour le scénario 4ter. La séparation proposée pour les
traitements de la planification s’appuie sur la capacité d’auto-élasticité de Vulcan : plu-
sieurs Vulcan Engines sont créés et un Vulcan Planification Manager en tête du cluster
coordonne les calculs.
Dans ce graphe est faite la mention d’une implantation "+" et d’une implantation
"++". La première consiste en une séparation basique des sous-graphes : le modèle par
intention est inchangé et seule est opérée une répartition des profils sur plusieurs Vulcan
Engines. La seconde est quant à elle plus poussée puisqu’elle effectue une introspection
des contraintes du modèle par intention en ne retournant que le sous-ensemble mini-
mal par profil. Concrètement, le Vulcan Engine en charge du profil "Développement" ne
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recevra aucune contrainte concernant Ganglia, Clif ou celles concernant les autres pro-
fils. Les gains observés sont spectaculaires puisque l’implantation+ offre une réduction
des temps de calculs de 65,7% pour l’étape 4 et de 75,9% pour l’étape 8 par rapport
à l’implantation stable actuelle. L’implantation++ ajoute un gain supplémentaire de
27,3% et de 29,8% par rapport à l’implantation+, soit respectivement 75,1% et 83,1%
de réduction du temps de calcul par rapport à l’implantation stable actuelle.
10.6 Conclusion des tests
Les tests menés dans le cadre de la validation des concepts de la thèse ont permis la
vérification des qualités de Vulcan. Des cas d’usages différenciant Vulcan des solutions
actuelles ont été montrés et des tests en ont évalué la gestion par l’implantation actuelle
stable du prototype. Ces tests ont été menés de façon non complaisante pour
Vulcan, en utilisant une plateforme d’entrée de gamme et des scénarios pouvant être
complexes. De façon très claire, les temps de calculs sont soit négligeables soit
raisonnables en comparaison de la réactivité moyenne d’un IaaS. D’autre part, des
évolutions n’ayant pu être complètement menées à bien ont démontré du potentiel de
Vulcan avec des gains très importants par rapport à l’implantation évaluée. Au regard
de ces évaluations, l’approche proposée est donc validée au niveau des per-
formances. Par ailleurs, les différents exemples de modèles par intention ont illustré la
simplicité d’usage de Vulcan :
• Pour l’utilisateur débutant ou averti, il suffit d’utiliser des requêtes documentées
et présentes dans des bibliothèques.
• L’utilisateur averti peut ajouter de nouvelles requêtes dans ces bibliothèques puis-
qu’elles sont extensibles.
La suite de ce manuscrit conclue et expose le perspectives d’avenir. Si certaines ont été
évoquées ici, beaucoup d’autres existent grâce au potentiel de Vulcan et seront donc
discutées.
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Ce chapitre achève la présentation des travaux de thèse de ce manuscrit. Il concluten trois sections successives afin de rappeler au lecteur les différents éléments de
la proposition. Une première section commence par rappeler le contexte des travaux de
thèse et leurs objectifs en vue de les ressituer. Ensuite, une deuxième section rappelle
les contributions évoquées dans ce manuscrit et positionne la solution proposée par
rapport aux critères utilisés dans la partie de ce manuscrit portant sur l’état de l’art.
Enfin, comme les travaux menés ne sont qu’un point de départ, une dernière section en
mentionne des perspectives envisagées.
11.1 Rappel du contexte et des motivations
Le contexte des travaux de thèse exposés dans ce manuscrit est le Cloud Computing,
un paradigme récent permettant à tout-un-chacun d’accéder à des infrastructures dé-
matérialisées au travers du réseau. Ces infrastructures permettent à leurs utilisateurs
d’exécuter des programmes aussi appelées applications. Chaque application est caracté-
risée par son architecture, c’est-à-dire l’ensemble de ses composants, de leurs liaisons et
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de leurs interactions avec le monde extérieur. Le Cloud Computing fournit un environne-
ment d’exécution dont l’unité fondamentale de facturation et d’exécution est la Machine
Virtuelle (VM).
Le cloud laisse ses utilisateurs libres de créer ou supprimer des VMs en fonction de
leurs besoins, ce qui offre à ces mêmes utilisateurs un moyen d’optimiser leur consom-
mation de VMs : l’élasticité. L’élasticité permet effectivement d’adapter les ressources
consommées aux besoins d’une application. Concrètement, une application soumise à
une forte charge peut ainsi se voir allouer plus de ressources (i.e. plus de VMs, ou des
VMs plus puissantes) de sorte à augmenter son nombre de composants et conséquem-
ment pouvoir soutenir la charge. Afin de pouvoir réellement bénéficier des avantages de
l’élasticité, celle-ci doit être automatisée : une boucle automatique opère les allocations
et désallocations nécessaires sans qu’aucun humain n’ait à intervenir directement.
Tous les grands acteurs du cloud proposent aujourd’hui leur solution permettant de
gérer l’élasticité de façon automatique. Toutefois, celles-ci demeurent marquées par des
problématiques d’enfermement propriétaire et de restriction de gestion de l’élasticité. De
façon plus détaillée, ces solutions s’appuient sur des simplifications servant à diminuer
la complexité de la tâche mais qui brident clairement leur couverture de l’élasticité. Ces
simplifications étant identifiées comme la source des restrictions évoquées, les travaux de
thèse ont visé à adresser les problématiques qui leur sont liées. Pour cela, il est nécessaire
de permettre la création d’architectures-cibles pour des applications durant leur élasticité
avec toute la complexité que cela entraine : il s’agit d’offrir un mécanisme de calcul
d’architectures à la fois simple d’utilisation, paramétrable, évolutif et agnostique vis-à-
vis de l’application, de son architecture, de ses modifications élastiques et des clouds
utilisés. En considérant la boucle MAPE-K, la thématique de la thèse visait à offrir
une phase de Planification qui ait l’ensemble de ces caractéristiques et remplisse trois
objectifs :
1. Définir un modèle architectural et un formalisme permettant la représentation et
la spécification d’applications élastiques déployées dans le cloud.
2. Concevoir et prototyper les mécanismes permettant l’élasticité.
3. Valider l’approche par des cas d’usages réalistes.
La solution proposée répond à l’ensemble des objectifs posés, grâce aux contributions
exposées. Le diagramme 11.1 présente l’évaluation de notre solution par rapport aux
critères retenus pour dresser un état de l’art des solutions de gestion de l’élasticité des
applications dans le cloud.
Grâce à leurs contributions, les travaux présentés permettent de maximiser l’ensemble
de ces critères ce qui traduit une réponse à chacun des objectifs de la thèse. La section
suivante résume les contributions de Vulcan, la solution proposée dans ce manuscrit.
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Figure 11.1 – Positionnement de Vulcan par rapport aux critères d’évaluation de l’état
de l’art
11.2 Contributions
Les contributions de la thèse sont au nombre de trois. La première d’entre elles est un
modèle pour les applications élastiques.
Un modèle d’applications élastiques
Ce modèle est en fait un agrégat de deux modèles : le Modèle par Intention et le Modèle
par Extension. Le premier permet à l’utilisateur de décrire les contraintes architecturales
de son application durant l’élasticité tandis que le second contient la connaissance de
l’architecture courante de l’application, c’est-à-dire la connaissance de son état courant.
Le Modèle par Extension Ce modèle fait usage d’une description architecturale à
base de composants et reprend une partie des concepts issus de Fractal. L’architecture
de l’application est modélisée par des composants et des conteneurs. Elle mentionne
également des placements, des liaisons et des paramètres de configuration. Il s’agit d’un
modèle simple mais non simpliste qui propose une approche pragmatique permettant,
au travers d’un nombre réduit mais suffisant de modifications, de parvenir à établir des
architectures-cibles pour une application durant son élasticité. Le modèle par extension
est au centre des calculs d’architectures-cibles puisque s’il est utilisé comme connaissance
de l’architecture courante, il est également le siège des calculs effectués. Ces calculs sont
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régis par des contraintes, celles renseignées dans la seconde partie du modèle global
proposé : le Modèle par Intention.
Le Modèle par Intention Le modèle par intention est la description de l’ensemble
des contraintes devant être satisfaites durant les calculs d’architectures-cibles. Il fait
usage d’un formalisme innovant quant à son utilisation puisqu’il a recours à des requêtes
ensemblistes pour l’écriture de contraintes. Ces requêtes permettent la description des
modifications à opérer sur des composants ou conteneurs du modèle par extension, ceci
afin de satisfaire des exigences de l’utilisateur.
Quatre types de contraintes ont été identifiées, elles concernent l’Héritage, les Liai-
sons, les Placements et les Configurations. A chacun de ces types correspond un ensemble
fini de modifications du modèle par extension courant. Les ensembles des quatre types
de contraintes sont à la fois disjoints et complémentaires, ce qui permet la mise en place
de la deuxième contribution de cette thèse : un algorithme de Planification.
L’algorithme de Planification
La deuxième contribution des travaux de thèse exposés dans ce manuscrit consiste en
un algorithme de Planification. Celui-ci est à base de raisonnement révisable, une no-
tion issue de l’intelligence artificielle. Il offre des capacités extraordinaires de gestion
des erreurs pouvant se produire lors des calculs d’architectures-cibles. Ce mode de rai-
sonnement original permet la composition automatique de contraintes simples ce qui
adresse des contraintes nettement plus complexes. Son utilisation permet à la solution
proposée d’offrir une composition de contraintes compréhensible pour un administrateur
d’application : celui-ci n’a plus qu’à énumérer un ensemble de contraintes simples afin
d’adresser les cas d’élasticité les plus élaborées.
Ce mode de raisonnement offre, en plus de sa simplicité, une extension du champ des
possibles en matière d’élasticité. Vulcan est ainsi caractérisé par une couverture inégalée
jusqu’à présent en matière de gestion des scénarios d’élasticité.
Les deux premières contributions forment un ensemble cohérent et innovant dont les
concepts ont été évalués et validés par la troisième contribution de la thèse qui est une
première implantation de Vulcan.
L’implantation d’un prototype de validation
Les concepts des deux premières contributions ont été implantés dans un prototype. Ce
prototype a permis de valider l’approche proposée grâce à ses performances, sa simplicité
d’usage, son extensibilité et à sa flexibilité. Ces caractéristiques lui confèrent un potentiel
réellement intéressant en matière de perspectives de recherche. L’implantation évaluée
souffre de quelques limites qui ont été identifiées et des solutions ont été non seulement
proposées mais également pré-évaluées.
Ainsi Vulcan a démontré ses capacités à offrir une élasticité repoussant les limites des
solutions connues d’une façon vraiment significative. L’évaluation a validé les concepts
de l’approche sur des cas d’usages réalistes et qui obéissent à de vrais besoins. Les
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perspectives de Vulcan sont elles aussi réelles et sont justement exposées dans la section
suivante.
11.3 Perspectives
Les perspectives de Vulcan découlent des limites actuelles identifiées mais également des
nouvelles possibilités apportées par les caractéristiques intrinsèques de Vulcan. Cette
section les décrit.
11.3.1 Le Prefetching
Une première perspective de recherche concerne le prefetching, c’est-à-dire le calcul d’ar-
chitectures cibles par anticipation. L’idée serait de calculer en avance de phase les futures
architectures-cibles possibles. Une façon d’aborder cette problématique pourrait être de
réaliser un auto-apprentissage qui soit capable de prédire les futures décisions d’élasti-
cité de sorte à maintenir un cache de pré-calculs. Une telle prédiction est par exemple
présente dans les processeurs puisqu’ils utilisent de la prédiction de branchement afin de
maintenir de bonnes performances : cette perspective est donc réaliste.
L’auto-élasticité de Vulcan est un élément facilitateur de cette perspective puisqu’elle
permet de lancer plusieurs Vulcan Engines chacun pouvant pré-calculer une architecture
cible par anticipation d’une ou plusieurs décisions d’opérations élastiques. La complexité
de cette perspective réside dans la prédiction des bons ensembles d’opérations élastiques.
11.3.2 Gestion du changement de version à chaud
Une seconde perspective est la gestion avancée du changement de version à chaud. Il s’agit
d’adresser la mise à jour des éléments applicatifs durant l’exécution de l’application.
Cette thématique est effectivement primordiale pour des opérationnels devant garantir
la stabilité d’une application au cours du temps, y compris durant les phases de mises à
jour. Les mécanismes d’élasticité de Vulcan ont une granularité plus fine que les solutions
actuelles puisqu’elle se situe au niveau du composant et de sa configuration. Cela fait de
Vulcan une approche de choix pour ce genre de problématiques.
11.3.3 Problématiques de fiabilité et de résilience
Les problématiques de la fiabilité et de la résilience peuvent être abordés en suivant trois
aspects.
Le premier concerne la résistance aux pannes des VMs de Vulcan. Vulcan s’exécute
effectivement sur une ou plusieurs VMs pour gérer des applications dans le cloud et il
peut arriver que ses VMs entrent en erreur. Un mécanisme de reprise sur panne serait
donc une avancée puisqu’il permettrait à Vulcan d’être fiabilisé. L’auto-élasticité de
Vulcan constitue un embryon de cette fiabilité mais il manque encore le partage d’état
ainsi que la détection de panne. L’un comme l’autre sont réalisables et il serait même
possible d’offrir à terme un système complet de résilience pour Vulcan.
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Le deuxième aspect de ces problématiques est relatif aux calculs du Vulcan Engine
puisque si l’implantation actuelle permet une grande tolérance aux pannes grâce à son
algorithme à base de raisonnement révisable, la terminaison des calculs n’est effective
que si les contraintes sont correctement écrites. L’implantation actuelle permet déjà un
suivi de son fonctionnement par un cerveau-B tel que décrit par Minsky. Cependant la
réalisation complète d’un tel cerveau-B serait une étape déterminante afin de permettre
une fiabilité des calculs et même une résilience en proposant un mécanisme intelligent
de reprise sur panne. Il serait par exemple possible de détecter des boucles voir même
de les anticiper à partir des contraintes renseignées par l’utilisateur dans le modèle par
intention.
Le troisième et dernier aspect de la fiabilité et de la résilience concerne les applications
elles-mêmes. Vulcan est effectivement un moteur de calcul dynamique d’architectures qui
peut facilement être étendu. Si Vulcan permet déjà d’assurer la fiabilité d’une application
en créant par exemple une architecture hautement disponible, il peut être étendu afin
de mettre en place les mécanismes nécessaires à la résilience des applications.
11.3.4 Optimisation des performances
Une quatrième perspective concerne l’optimisation des performances. Là encore, la réali-
sation complète d’un cerveau-B serait une façon pour un utilisateur d’entrevoir comment
améliorer les contraintes qu’il crée dans la mesure où cet élément permettrait un suivi
très fin des phases de calculs. Le cerveau-B pourrait même interagir avec une sorte de
système expert pouvant conseiller l’utilisateur durant la création de contraintes. L’opti-
misation peut également être abordée par des mécanismes tels que ceux pré-testés en fin
d’évaluation. Il s’agirait de minimiser les calculs à effectuer de sorte à gagner en perfor-
mances. Ce type d’approche peut également être complété par une phase de compilation
des requêtes puisque l’implantation actuelle repose sur du langage interprété.
11.3.5 Perspectives industrielles
Outre ces perspectives orientées recherche, Vulcan présente des perspectives au niveau
de son outillage dans une optique industrielle. Par exemple, un modeleur graphique
permettant de créer un modèle par intention peut être envisagé et créé très facilement.
Par ailleurs l’amélioration des outils relatifs au debug et à la composition de modèles
par intention serait un plus, apprécié des développeurs.
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Annexe : Exemple de
déroulement de l’algorithme
Cette annexe vise à décrire le déroulement de l’algorithme de planification durant un
scénario d’élasticité. Il s’agit d’expliquer l’enchaînement des différentes phases sur un cas
non-trivial. Le scénario retenu est une opération de décroissance horizontale portant sur
un Jonas au sein d’une application Springoo. La figure 2 illustre les modifications et révi-
sions calculées sur le modèle par extension lors de l’exécution de l’algorithme. Le modèle
par intention utilisé est celui donné par le listing 8.9. Pour faciliter la compréhension,
celui-ci est rappelé dans le listing1.
Le déroulement observé est comme suit :
1. De l’étape 0 à l’étape 0.c, la séquence principale est débutée jusqu’à ce qu’une ré-
vision soit demandée en phase de gestion des contraintes de liaisons durant l’étape
0.b. Cette demande de révision porte le code 0x0001 et mentionne que le compo-
sant Apache :2 a une contrainte (décrite à la ligne 13 du modèle par intention)
qui ne peut être satisfaite. Dans l’étape 0.c, le traitant de demande de révision
correspondant au code 0x0001 établit une révision en fonction de la description de
la révision mais également à partir du contexte : la dernière modification consis-
tant à supprimer l’instance Jonas :4, l’instance Apache :2 est superflue et il faut
la supprimer elle aussi.
2. De l’étape 0.d à l’étape 0.g, un nouveau déroulement de la séquence principale de
l’algorithme de planification est exécuté. Dans l’étape 0.g, une révision est requise
puisque deux VMs sont vides : cela viole la contrainte de la ligne 25 du modèle par
intention. Une demande de révision portant sur ces conteneurs avec le code 0X1001
est donc retournée dans l’étape 0.f. Cette demande est gérée durant l’étape 0.g qui
retourne une révision requérant la suppression des VMs vides.
3. De l’étape 0.h à 1, la séquence principale se déroule complètement sans demande de
révision. Une nouvelle architecture-cible a été établie. Celle-ci respecte l’ensemble
des contraintes du modèle par intention utilisé pour cet exemple.
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Figure 2 – Détail du déroulement de l’algorithme de planification pour un scénario de
décroissance horizontale pour l’application Springoo
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3 <component name="Apache " i n i t=" 1 "/>
4 <component name=" Jonas " i n i t=" 1 "/>
5 <component name="MySQL" i n i t=" 1 "/>
6 </components>
7 <containers>





13 l o c a l : bindExactlyOneAll ( "Apache " , " Jonas " )
14 </binding−query>
15 <binding−query>






22 l o c a l : placeOneOne ( )
23 </placement−query>
24 <placement−query>
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