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Abstract
Experiments and numerical models were used to investigate an inductively
coupled plasma source (ICPS) operating with a magnetic filter field. The
work shows that applying magnetic filters transversely to the plasma offers
several new control parameters to help enhance the properties of a plasma
source. The application of these new results using magnetic enhancement is
discussed with respect to both industrial plasma fabrication processes and
neutral beam injection for fusion power.
Experimental measurements of the power transfer efficiency of the ICPS were
undertaken comparing the effect of the magnetic field for both hydrogen and
argon plasmas. The location and strength of the magnetic field was varied
while measurements of the plasma resistance and power transfer efficiency
were performed. The changes in forward power transfer were correlated
with plasma density measurements and a numerical model of the electri-
cal plasma circuit was used to guide the optimal choice for the power system
components. The results demonstrate that the magnetic field increases the to-
tal efficiency of the plasma source and that the gains are strongly dependant
on the choice of location for the magnetic field.
Plasma properties were then investigated across the plasma source 1 cm in-
tervals. Experimental measurements comparing the effect of the magnetic
filter on the plasma properties include: electron densities using a hairpin
probe, electron energy probability functions using a compensated Langmuir
probe, negative ion densities by laser photo detachment and rotational gas
temperatures by optical emission spectroscopy. These measurements revealed
interesting new properties of the plasma when a magnetic filter is applied in-
cluding: the formation of a high density cold particle trap, changes in particle
transport and drift motions, increased gas temperatures, and a peak in nega-
tive ion density under the magnetic filter center.
Pulsing the plasma can greatly affect the plasma dynamics, leading to elec-
tron cooling in the afterglow and increased negative ion production. A com-
bination of a pulsed plasma with a magnetic filter was then investigated.
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Measurements of the negative ion and electron populations were performed
in the plasma afterglow with the magnetic filter applied. The results reveal
a complex and dynamic afterglow process including strong spatial depen-
dencies measured for diffusive transport, ambipolar breakdown and ion-ion
plasma formation.
The applications for this work include offering new avenues for control over
processing plasma chemistry as well as initial results toward the future via-
bility of a caesium-free pulsed negative ion neutral beam source.
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Chapter 1
Introduction
This chapter introduces the motivation and historical research context with
respect to the findings presented in this work.
This new research contributes primarily to two important areas of plasma
science: negative ion sources for fusion heating and low temperature indus-
trial plasma fabrication. An introduction to negative ion sources for fusion
applications will be given first in Section 1.1 followed by plasma processing
applications in Section 1.2. The scope of the PhD work will be outlined in
Section 1.3
The work centers around the optimization and investigation of a new mag-
netically enhanced inductive coupled plasma (ICP) device using both experi-
mental measurements and modelling.
1.1 Fusion Power and Negative Ion Sources
The United Nations population projections indicate that the world’s popu-
lation will grow from 7.6 billion to around 10 billion by 2050 [1] which will
place increased demands on energy and natural resources. This growing pop-
ulation will require new and clean technologies to meet the growing needs
for base load power. Fossil fuels currently account for 81% of the worlds en-
ergy consumption with energy demand globally set to increase by a further
10% by 2050. Despite a predicted growth in fossil fuels, there is uncertainty
surrounding the global energy trajectory as there is a growing demand from
consumers for different forms of renewable energy. 2015 marked a year of
record investment in renewable energy investment [2] as the world’s appetite
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for clean energy grows and the price point of renewable becomes competitive.
In their 2018 report the US Energy Information Administration stated that [3]
"Energy market projections are subject to much uncertainty, as many of the events
that shape energy markets and future developments in technologies... cannot be fore-
seen with certainty."
Nuclear fusion power sources have been researched since the 1950s and ma-
jor progress towards commercial scale fusion power has been made in recent
decades. Several large plasma fusion projects have been undertaken which, if
successful, could reshape future developments in the renewable energy mar-
ket. The large projects with long-term funding have included developments at
the National Ignition Facility in the USA, JET in the United Kingdom, Wen-
delstein 7-X in Germany, the EAST test reactor in China, KSTAR in Korea,
JT-60 in Japan and now the ITER test fusion reactor in France. Indeed such
progress has been made in fusion power for some scientists to suggest that [4]:
"The last quarter of this century will see the dawn of the Age of Fusion."
Unlike nuclear fission reactors, the cleaner nuclear fusion reactor currently
requires larger and more expensive facilities and has required the work of
several generations to solve problems such as confinement, instabilities and
importantly, plasma heating.
One of the major challenges for tokamak and stellarator fusion reactors is the
optimization of the neutral beam injection system (NBI) which is the primary
method of heating the plasma to achieve sustained fusion. Neutral beam
systems begin by generating large numbers of negative ions in a plasma en-
vironment and then accelerate them into a reactor. NBI systems have been
developed since the late 1970s and have replaced the positive ion beams as
the leading candidate for large NBI systems due to their inherently higher
neutralization efficiency [5]. Modern NBI sources typically are magnetically
enhanced ICP sources which use a transverse array of permanent magnets to
enhance the formation of negative ions within the plasma.
Interest in the process of negative ion formation in hydrogen began to grow
around the 1950s [6] where vapour experiments were developed which could
yield low levels of negative ions. In the 1960s electron scattering experiments
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revealed the resonant short-lived (2Σ+u ) state in spectral peaks indicating an
intermediate electron capture state of H−2 prior to decay into dissociation into
H− and H (see [7] and references therin). This process was later found to
be sensitive to the initial rovibrational excitation state of the molecule where
the reaction rate could be increased up to several orders of magnitude when
attaching to molecules in higher rovibrational states [8]. More recently, mod-
elling work on quantum scattering from Horacek et al., [9] reveals the dynamic
cross-sections and low energy ranges of these H2 dissociative attachment res-
onance peaks which occur in the range of 0 eV to 5 eV for various rovibra-
tional states. This range has been found to be ideal for negative ion sources
as low electron temperature environments reduce the rate of destructive elec-
tron stripping events.
During the 1980s high density plasma devices were constructed with trans-
verse fields to try to maximize this negative ion production inside the plasma
bulk primarily for use in thermonuclear fusion NBI [10] [11] [12]. The pho-
todetachment technique used in this work was applied to hydrogen for the
first time around this period by Bacal et al., to measure the negative ion den-
sities [13] and has since become one of the standard techniques to measure
negative ions in plasma sources.
Negative ion measurements for hydrogen inside magnetically enhanced plasma
sources has been a growing area of research in recent decades due to the con-
tinued demand for high current density NBI sources [14] [15] [16] and more
recently the ITER source [17].
There are two major methods for generating high density negative ions sources:
volume production and surface production. Volume production (also called
bulk production) is the production of negative ions from inside the main body
of the plasma itself. For hydrogen the process mainly occurs via attachment
of a slow electron to a rovibrationally excited H2 molecule:
H∗2 (v”) + e→ H− +H (dissociative attachment) (1.1)
The first evidence of volume production occurred in 1976 and 1981 from two
experiments [19] [20]. The negative ion density was measured in response to
changing plasma potential and two conditions were tested. Firstly, increas-
ing gas was shown to lead to a higher density of H− ions. Secondly, when
caesium was allowed to coat the chamber surfaces, a second population of en-
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Figure 1.1: Schematic of a neutral beam injection system. The negative ion source
region is on the left and includes the transverse filter region (light blue). Image
adapted from [18].
ergetic H− ions appeared which increased in response to increased caesium
injection. This process was reversible and showed for the first time that neg-
ative ion production, using a hydrogen plasma had two distinct generation
pathways: volume and surface.
The volume production process unfortunately requires the two competing
processes of high electron energies, to maintain the plasma ionization, and
low electron energies to perform the attachment and negative ion formation.
To solve this problem, transverse magnetic fields have been applied to the
plasma source. A primary feature in the NBI designs is this transverse field
where permanent magnets are arranged either side of the source to produce
a North-South transverse field geometry. The filter has been shown to spa-
tially partition the plasma into regions of fast electrons upstream of the filter
and cold electrons inside the filter [21] [15] [22]. Often larger systems have
only limited optical access to the source and the effect of the filter can only be
correlated to a few locations. This work will present experimental measure-
ments of the full spatial and temporal profile of the negative ion population
in hydrogen along the length of the source.
The second method to create negative ions is via surface production which is
used in larger neutral beam injection systems. The surface method involves
electrons attaching to hydrogen atoms via quantum tunnelling events from
a surface with a sufficiently high work function such as tungsten or caesium
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[23] [24] [25].
Publications in the late 1980s showed evidence that surface produced nega-
tive ions were the dominant ion population during beam extraction [26] and
surface production rather than volume production became the primary mech-
anism to generate negative ions for fusion applications. The use of pulsed
plasmas for large scale negative ion production and extraction was discon-
tinued after several works such as Hopkins et al., [15] found insufficient H−
levels compared to continuous operation in their cusp system to continue
looking into a pulsed negative ion production source.
These early works were important for initial NBI source development, how-
ever the plasma systems used during the works incorporated obsolete thermionic
filaments and were undertaken with inefficient source geometries. Recent de-
velopments in source design combined with the preliminary findings in this
work suggest that a competitive volume-only pulsed negative ion source may
be viable into the future and warrants further investigation.
The motivation for such a source is due to the problems encountered from op-
erating continuous mode caesiated sources such as: excessive current loads
on the plasma facing surfaces [17], heat loads [27] extensive caesium sputter
contamination of the source [28] [29] [30], and ion beam divergence [31]. The
toxicity of caesiated sources is an ongoing concern and the constant mainte-
nance requirements draw questions regarding the long-term viability of such
sources [32] [30].
Ideally, hydrogen and deuterium negative ions could be produced in suffi-
cient quantities (>30%) inside the volume of the plasma via a magnetic filtra-
tion system and optimized source design. For a viable NBI source which uses
volume production the electron current must be removed from the plasma
bulk to avoid excessive co-extracted electrons. This is extremely challenging
since the electronegativity is low for a hydrogen plasma and hence there is a
large fraction of electrons present. One way to deal with this is by pulsing the
plasma system on and off which allows for the highly mobile electrons to first
exit the system whhile the longer-lived negative ions remain for extraction.
This research will center around a comprehensive characterization of the new
ICPS and will include initial measurements and modelling of the volume pro-
duced negative ion distribution throughout the source. The effect of pulsing
6 Introduction
the plasma in combination with the application of magnetic fields will be
quantified and the transport of plasma across the magnetic field will be in-
vestigated.
Transport of charged plasma particles across transverse magnetic fields is a
complex process has been the subject of several works in the last decade moti-
vated by improvements in NBI efficiency. The magnetic filter has been found
to affect many aspects of the plasma experimentally including power trans-
fer efficiency [33], electron cyclotron heating [34], plasma drift rates [35], and
electron temperatures [22] [15]. These effects can change the localization of
negative ions within the source and hence the efficiency of negative ion ex-
traction. Since 2011, an increased focus on modelling of NBI sources using
a transverse magnetic filter has revealed new complexities arising from the
presence of the magnetic field such as creating plasma asymmetries [36] [37]
plasma instabilities [38] and source wall effects [39]. There have been many
NBI sources tested in recent decades with notable progress coming from the
high power test sources developed at the Max Planck Institute such the BAT-
MAN source and more recently the ELISE source [40]. These sources have
been developed to asses the challenges in up-scaling the source size and op-
timization of the negative ion density to meet the high density requirements
of the ITER NBI.
Despite this increased work on magnetically filtered sources, negative ion
source efficiency remains at levels below the requirement for a continuous
high density fusion environment. Fantz et al., have noted recently that [35]:
"The challenges on such negative ion sources are enormous... further investigations
on the modelling side as well as on the experimental side are desirable to understand
the complex behaviour of the source performance on the magnetic filter field"
The inductive plasma system used in this work is ideal for investigating new
plasma processes related to the transverse filter without conflation from the
effects of extraction grids and caesiation. The size of the ICPS and its optical
access means that a complete treatment of spatially resolved measurements
can be made on a single plasma system. The lower operating power and wide
range of pressures available in the ICPS means that fundamental processes re-
lating to the magnetic filter can be investigated in detail.
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1.2 Plasma Processing and Pulsed Application
Since the 1990s, motivations from the semiconductor industry have generated
an increasingly strong demand for commercial plasma processing for appli-
cations such as etching, coating and doping of materials. The plasma process
can catalyze reactions at lower temperatures which also creates a host of new
chemical species which have industrial importance. The global plasma pro-
cessing industry was recently valued at $20.8 billion US in 2016 with a growth
trajectory set to reach as high as $48 billion US by 2025 [41].
Many of these commercial plasma systems are pulsed magnetically enhanced
sources with duty cycles less that 10%. The majority of the commercial value
to fabrication companies using these sources lies in the complex pulsed after-
glow dynamics of the electrons, ions and recombined neutral chemical species
in these sources. The characterization of the evolution of the afterglow chem-
istry attracts strong interest from the fabrication industry due to its com-
plexity and importance to the quality of processed end products. Negative
ion formation in the afterglow is a complex process involving both temporal
and spatial variations in plasma properties. The changing conditions inside
different pulsed plasmas can affect several parameters including: modify-
ing the sheath potential and ion temperature [42], modification of plasma
polymerization and the formation of functional surfaces [43] and surface con-
tamination by-products [44]. This work will present detailed measurements
of several afterglow features with an emphasis on the H− negative ion pop-
ulation and provide new insight into the spatial and temporal variation of
negative ions in pulsed magnetically enhanced plasmas.
There exists a large body of literature relating to afterglow chemistry of plas-
mas across a variety of gasses and plasma system types. Typically measure-
ments are made using mass spectrometry, emission spectroscopy and pho-
todetachment in the case of negative ion chemistry. Negative ion densities
in plasma afterglows have been studied less completely with sporadic works
across a range of plasma gasses and conditions including negative ion mea-
surements in nitrogen plasmas [45], chlorine plasmas [45] [46] [47], oxygen
plasmas [48] [49], fluorine mixtures [50] [51] and silicon hydride plasmas [43].
In low temperature plasmas, the electron population can determine much of
the plasma chemistry such as density, ionization fraction, excitation states,
plasma potentials and drift motions. Electron population measurements can
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be made using a Langmuir probe which can produce the electron energy
probability function (EEPF). Spatial variations in the temperature of the elec-
tron population from the EEPF can reveal key information about plasma pro-
cess and plasma chemistry within a system. There are two important ways
of controlling the electron temperature, the first is by applying external mag-
netic fields which can increase the plasma confinement in certain areas of the
source and enhance the collisional cooling of the electrons. The second way to
control the electron temperature is by pulsing the plasma on and off whereby
the hot electrons exit the system first in the early plasma afterglow. Both of
these methods to cool electron population will be explored in this work and
EEPF results will be presented for measurements through the transverse field
and correlated with changes in plasma chemistry.
The neutral gas from which plasmas are formed have both translational (elas-
tic) motion and a complex internal (inelastic) energy structure. Collisions
between particles which preserve translational motion are said to be ’elastic’
while those which excite internal energy states at the cost of some kinetic
energy after collision are said to be ’inelastic’. Information of the internal
energetic state of the background feedstock gas is an important diagnostic
in both low temperature, low ionization industrial plasmas and also for high
power NBI beam plasma sources. Collisions between electrons which heat
the neutral molecules not only form the major energy sink for low power
plasma chemical processes but importantly, they excite higher rovibrational
states and increase the collisional cross section of the molecule. Since disso-
ciative attachment process which creates negative ions is highly sensitive to
the H2 cross section, measuring the inelastic energy state of neutrals becomes
a key factor in determining conditions which optimize the formation of neg-
ative ions. Spatial results will be presented in this work measuring the effect
of the magnetic field on H2 rotational temperatures across the source to help
correlate negative ion formation to the inelastic neutral gas temperature.
In commercial plasma systems the forward power is one of the important
control parameters to adjust the plasma product properties including: ion
flux, reaction energies, material chemistry, deposition layer size and etch
consistency. In recent decades, dry plasma etching has revolutionized the
semiconductor fabrication industry allowing for nanometer scale circuits and
surfaces with thin film layers to be produced. Hydrogen plasmas have been
used widely in the semiconductor industry since the 1980s due to their abil-
ity to uniformly etch semiconductor substrates, remove oxides and create
electronically neutral surfaces [53]. New pulsed magnetized plasma sources
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Figure 1.2: A typical commercial pulsed DC magnetron sputtering system used for
thin films and coatings. Photograph adapted from [52].
operated at low power have been applied widely for fabrication of thin films
and custom nano-layers using techniques such as plasma enhanced chemical
vapour deposition (PECVD) high power impulse magnetron sputtering (HiP-
IMS), ion implantation doping and direct current RF magnetron sputtering
(DCMS/RFMS) [54]. This work will present extensive measurements of the
power transfer efficiency of the source using magnetic enhancement for both
hydrogen and argon plasmas. These results will help to provide new avenues
for optimization of plasma sources used in commercial fabrication.
Hydrogen plays a key role in plasma processing when used with a mixture
of other gasses as it can offer several controls on the desired chemistry. Hy-
drogen plasmas specifically can be used for applications such as: acting as
a carrier for a target material [55], semiconductor material passivation (eg.
silane) [56] and it can also be used to catalyze targeted plasma chemistry
reactions [57]. Argon has been used extensively for ion implantation, as a
metastable buffer gas and has also been found to affect surface nucleation in
processing plasmas [43].
1.3 Thesis Scope
Results will be presented across four chapters which aim to help contribute
to both experimentally and through modelling to the knowledge of mag-
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netically enhanced inductive plasma systems. The contributions to plasma
science which arise from the results in this work are:
1) Development of a new inductive plasma system including diagnostic tech-
niques and probe construction to study low temperature plasma phenomena.
2) Quantifying the interaction between the transverse magnetic filter and the
power transfer efficiency in hydrogen and argon.
3) Increasing the knowledge of the transverse magnetic filter in plasmas in-
cluding interesting new effects and transport properties.
4) Advancing the knowledge of negative ion formation and afterglow dynam-
ics within a magnetically filtered plasma source.
This thesis is set out in four chapters with all experimental results conducted
on a single inductive system.
Chapter 2 will introduce the inductive source and discuss all of the diagnos-
tics, equipment and methodologies used throughout the work. The chapter
also includes a model and measurements of the power transfer circuit.
Chapter 3 provides detailed measurements of power transfer efficiency of the
source and correlates it with plasma density results. The effect of the mag-
netic filter is compared between hydrogen and argon while changing several
plasma parameters such as forward power, pressure and location of the mag-
netic filter.
Chapter 4 presents key results of axial measurements along the length of the
source and magnetic filter region both experimentally and theoretically. The
results include plasma density measurements, electron energy distributions,
rotational gas temperatures and two custom plasma transport models writ-
ten for the new system. This complete treatment of the source will show new
effects to emerge from the physics of the magnetic filter.
Lastly, Chapter 5 will show the spatial and temporal evolution of the neg-
ative ions along the source and into the afterglow. Rate coefficients of the
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production and loss of the negative ions will show interesting new informa-
tion about the afterglow dynamics of negative ions including the formation
of ion-ion plasmas.
Chapter 2
The Inductively Coupled Plasma
System and Diagnostics
The new plasma system developed during this PhD is a magnetically en-
hanced inductively coupled plasma source (the ICPS) located within the Ma-
terials Diagnostic Facility at the Plasma Research Laboratory (PRL) at the
Australian National University (ANU). The system is a newly constructed
inductive source designed for studying low temperature plasma physics phe-
nomenon and the development of plasma diagnostics. This work presents
the first characterization of the ICPS and so this chapter will include mea-
surements of the power transfer circuit, RF plasma oscillations, the external
magnetic field and power system grounding.
This chapter presents all of the experimental diagnostics and methodology
used in the subsequent results chapters. The term ’ICPS’ will be used ex-
clusively throughout this work to describe the apparatus used for this PhD
whereas terms such as ’ICP devices’ or ’ICP sources’ will be used to refer
more generally to other inductive systems in the literature.
Section 2.1 describes the source apparatus and operating conditions. Sec-
tion 2.2 details the power transfer circuit including the impedance matching
network and presents a model designed to predict power transfer efficiency.
Section 2.3 provides details for the two probe diagnostics used on the system:
Langmuir probe and hairpin probe. Section 2.4 describes the optical emis-
sion spectroscopy diagnostic and Section 2.5 presents the methodology for
the laser photodetachment measurements.
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2.1 The Inductively Coupled Plasma System
2.1.1 Vacuum System and Plasma Source
A schematic of the the ICPS is shown in Figure 2.1 showing the matching
unit, source tube and gas inlet, the location of the magnetic filter and the
diffusion chamber downstream. The ICPS consists of a 30 cm long, 6 cm
diameter, cylindrical borosilicate source tube connected to a stainless steel
diffusion chamber. The borosilicate tube allows for both physical and optical
access throughout the source as well as resistance to heat expansion under
vacuum.
A 7-turn copper solenoid antenna surrounds the outside of the source tube
and is driven by a 13.56 MHz 1000 W ENI power supply through a variable
L-type matching network (details given in Sec. 2.2). The matching network
is adjusted for each measurement to achieve a minimum in reflected power
determined by standing wave ratio (SWR) readings from a Diamond SX-100
power meter. Due to the performance of the impedance matching system and
the relatively low forward power (<1 kW) used across the experimental pa-
rameter space, SWR ratios were able to be kept within 5% of the ideal SWR
ratio of 1 in this work.
The coordinate system used throughout the thesis begins at the ’front’ edge of
the antenna at x = 0 cm and proceeds in the positive x-direction downstream
of the antenna through the filter toward the diffusion chamber (Figure 2.1).
The y-axis is defined laterally across the side of the 6 cm diameter tube from
y = -3 cm to y = 3 cm and similarly with the z-axis for x = 3 cm at the top of
the tube and z = -3 cm at the bottom of the tube.
Negative x-axis values indicate positions under the antenna upstream toward
the gas cap inlet. All experimental measurements were performed within a
20 cm region of the source tube ranging from x = -10 cm to x = 10 cm as
this region corresponds to the full range of densities and areas used in most
plasma sources. Diagnostic probes were inserted along the center of the tube
(y = 0 cm, z = 0 cm) from the diffusion chamber side and into the source
region (see Fig. 2.1 g) and e) ).
Gas enters the system through one end of the source tube upstream of the
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Figure 2.1: The ICPS device showing (from left): a) the gas inlet and conductive gas
end-tap b) the Pyrex source tube and coil antenna c) the impedance matching net-
work, d) magnetic field location e) diffusion chamber, f) turbo-molecular pump, g)
Langmuir probe / hairpin probe h) mirrors and infra-red laser path i) Photodetach-
ment circuit.
antenna via an inlet valve attached to a stainless steel end cap and is pumped
out through the bottom of the diffusion chamber downstream of the source.
The operating gas is let into the chamber with a gate valve and flow is then
controlled by adjusting the gas inlet via a fine-scale needle valve.
The vacuum chamber operates over a wide range of pressures from high
vacuum to atmospheric pressure and so the ICPS is equipped with two pres-
sure gauges: a Pirani style MKS Granville Phillips 275 convectron gauge to
measure typical plasma pressures from atmospheric pressure down to 10−4
Torr and a Pfeiffer cold cathode ion gauge which covers the higher vacuum
conditions from 10−3 Torr down to 10−7 Torr. For this work, experimental
operating gas/plasma pressures were used up to 150 mtorr. The ICPS is not
able to generate an inductive discharge for hydrogen below 10 mtorr and so
this was the lowest operating pressure available in this work.
Initially there were electrical grounding issues with the ICPS which were
found to affect several plasma parameters. Due to the high frequency RF,
troubleshooting grounding issues can be difficult as the RF currents can prop-
agate along the skin layer of both conductive and dielectric surfaces. Insuffi-
cient return paths for wall currents from the plasma in some cases caused DC
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potentials to build up on surfaces and were seen to also affect sheath sizes,
plasma potentials, RF noise and power transfer stability. Several grounding
configurations were tried, including the commonly used ’star’ configuration.
The entire system was moved from a conductive bench top to a wooden table
to assist in troubleshooting. The optimal termination point for grounding the
ICPS was eventually determined to be via the copper impedance matching
unit chassis where the neutral return of the antenna was also terminated in
series (Fig. 2.1 c) ). The RF current exits via the neutral return path shielding
of the UHF power cable which is attached to the matching unit. RF conduc-
tive braiding was used to connect both the diffusion chamber and the gas
feed inlet caps (the two plasma exposed surfaces) to the impedance matching
box chassis to provide the same return path for the wall currents as the path
of the antenna driving current. A single grounding braid was attached to
the system and connected to a local earth terminal (building ground) in case
of an electrical accident. The success of this setup was seen in reliable and
repeatable plasma operation and the absence of DC potential build-ups on
surfaces.
2.1.2 Magnetic field Geometry
The main magnetic field configuration used throughout the experiments was
the transverse magnetic filter. The configuration consisted of two ferrite block
magnets measuring 5 cm x 5 cm x 1 cm which were externally clamped to
a variable sliding stage and were positioned either side of the source tube.
Figure 2.2 shows two photographs of the source tube, one without the mag-
netic filter applied (Fig. 2.2(a)) (top) and the other with the magnetic blocks
clamped either side of the filter (Fig. 2.2(b)) (bottom). The magnetic blocks
could be separated in the z-direction above and below the tube and could also
be moved in the x-direction along the length of the source tube to measure
the effect of the filter location on the plasma. This region shown in the pho-
tographs between the front of the antenna and the entrance to the diffusion
chamber is the area in which all of the plasma experiments were conducted
for this work.
At first glance, the unfiltered plasma is seen to generate a uniform plasma
which extends downstream of the antenna and into the diffusion chamber.
However with the application of the magnetic filter, the discharge is seen to
create a ’dark’ region between the magnets which continues downstream to-
ward the chamber entry. This dark region is due to the magnetic filter cooling
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(a) A typical ICPS H-mode hydrogen discharge without a magnetic filter.
(b) A typical ICPS H-mode hydrogen discharge with a magnetic filter attached at x = 5
cm. Note the ’dark’ region under the filter field.
Figure 2.2: The ICPS source discharge comparison showing: a) Faraday cage, b) front
of antenna, c) transverse magnetic field magnets, d) diffusion chamber.
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electrons to energies below the ionization potential of the gas but this dark
region will be shown to contain significant plasma density despite the lack of
light emission. The particle dynamics and chemistry surrounding this dark
region will be a major focus throughout this work as interesting properties
and new results will emerge when magnetically enhancing an inductive sys-
tem in this way.
Since the magnetic field forms a key aspect to this work, a model was created
of the transverse filter’s 3d magnetic field profile (See Appendix A for the
code). The domain of the field calculation was made at a 1:1 scale size to the
1000 cm−3 surrounding the magnets. A 3d gridded finite element method
was developed whereby the Biot-Savart Law was integrated with respect to
each point on a 3d spatial grid with the permanent magnet blocks modelled
as layers of permanent dipole vectors. This process yields the 3d magnetic
vector potential field ~A(~ra) which is calculated at each point in the spatial
domain~ra:
~A(x, y, z) =∑
m
~A(~ra) =∑
m
~M(~rm)× (~rm − ~ra)
|~rm−a|3 (2.1)
where ~A is the magnetic vector potential field, a is each location of 3d grid to
iterate over, m is the position of each permanent magnetic pole, ~M(~rm) is the
magnetic moment of each magnetic pole. After performing the calculation
for each point in space a for each magnetic moment, the vector field ~A is
produced. The curl of this magnetic vector potential field yields the magnetic
field vector at each point in space:
~B(x, y, z) = ~∇× ~A(x, y, z) (2.2)
The motivation behind this modelling is to visualize the field and to apply
the 3d field to a particle transport model which will be presented in Chapter 4.
The magnetic field strength was measured experimentally along the center
x-axis of the tube at 1 cm intervals using a Bell 640 Incremental Gaussmeter
attached to a three-axis Hall probe. The Gaussmeter probe was oriented in
the -zˆ direction and the measurements showed a Gaussian field profile which
are shown in Figure 2.3(a). The magnetic field through the center axis from
the source ranges from 0 to 250 Gauss with the surface field of the magnets
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(a) Measurements of the (-zˆ) transverse
magnetic field strength (black dots) and an
interpolated Gaussian field profile (red).
(b) X/Z transverse slice of the fil-
ter region showing the magnetic field
strength profile.
(c) 3d contour of the magnetic field
strength (coloured contours) between
the transverse filter magnets (blue
blocks). The red far edges of the field
are an artefact of the domain boundary
conditions.
(d) X/Z transverse slice of the filter re-
gion in false colour showing the rounded
3d field geometry at the edges of the fil-
ter region.
Figure 2.3: Measurements and simulations of the transverse magnetic field configu-
ration used for the experiments from x = 0 cm on the left, to x = 10 cm downstream
on the right. The white lines in the contour plots indicate the location of the source
tube edges along its length.
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measured at 1000 Gauss. Except where otherwise stated, the magnetic field
configuration used is in the attracting transverse North-South position which
is center d at x = 5 cm downstream of the antenna edge as shown in Figure
2.2(b).
The magnetic field strength profile is shown as a transverse slice in Figure
2.3(b) and as a 3d rendering in Figure 2.3(c) with the permanent magnets
shown as blue blocks. Figure 2.3(d) shows a transverse slice of the magnetic
field profile in false colour to highlight the field contour lines. The rounded
edges seen in the false colour image are seen to follow the rounded shape of
the plasma light emission seen in Figure 2.2(b) indicating that the ionization
profile of the plasma follows the 3d magnetic filter field geometry.
The field applied to the transport code was run at 1 mm per grid. The reason
for such a resolution was necessary to capture the smallest scale transport
and drift behaviour including conservation of Larmor forces and the ∇B drift
motion of electrons. At higher resolution grid sizes, the number of mag-
netic dipoles from the permanent magnets must also increase to maintain a
smooth field and so a field of 106 grid locations was used with 5×104 mag-
netic dipoles.
2.2 System Circuit and Impedance Matching Model
The power circuit of the ICPS will be presented here with both experimental
and modelling results of the impedance matching circuit.
To provide an efficient transfer of power in driven AC circuits and in or-
der for an electrical standing wave to develop, the impedance of the voltage
source must match the total load of the circuit. Most RF amplifiers which
drive plasma systems have an in-series 50 Ω internal source resistance (Rs)
with a purely real component which must be matched to an equivalent real
load. The plasma resistance of common laboratory discharges range from
approximately 1 Ω to 20 Ω depending on the gas type and gas pressure. This
means that the difference between the plasma resistance and the source re-
sistance must be added to the circuit to match the impedance of the system
thereby preventing reflected power losses and possible damage to the source
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amplifier. A variable resistor could be used to solve this problem however,
such a resistor would require excessive cooling at higher power. The solution
for many AC driven plasma devices is the use of an impedance matching
network consisting of inductors and variable capacitors to augment the real
component of the load. The core circuit design and choice of component
specifications is crucial in order to ensure an efficient discharge which can be
generated across the desired range of operational parameters such as differ-
ent pressures and powers for a variety of gasses.
The ICPS uses a matching circuit made in-house, at ANU’s PRL, which fea-
tures: two variable vacuum capacitors, a small copper inductor, a copper
antenna and a ceramic core capacitor at the end of the circuit. For a match-
ing unit to be able to change the resistance of a load, at least one of the
reactance components must be in parallel with the load. The variable compo-
nents should be resistant to high voltages and heat.
There was a wide experimental parameter space used for the project, cov-
ering pressures ranging from 2 mtorr to 150 mtorr, and powers from 1 W
to 450 W in both argon and hydrogen with the use of magnetic enhance-
ment. This meant that a wide range of impedances were required to achieve
a good resistance match across the plasma parameters. In order to satisfy
the experimental requirements, a custom impedance matching circuit model
was developed to help inform which designs and circuit components were
suitable for the ICPS. The motivation behind the model came from capacitor
component failures and electrical issues early in the project which required
a redesign and reconstruction of the matching network and new choices of
components. Incorrect matching network components can cause early com-
ponent failure and also dangerous arc discharges inside the matching circuit
due to high kV potentials.
A model was designed to incorporate arbitrary circuit designs and compo-
nents to assess the properties of any type of load matching system prior to
redesigning the ICPS matching unit. The model consisted of a simplified
matching circuit where the components are complex valued resistors (Fig.
2.4(b)). The model was benchmarked against measurements of the physical
network using a vector network analyser which was found to be a reliable
device to test the operational range of matching circuits. The network ana-
lyzer is a frequency sweeping diagnostic tool used for investigating circuits
and will be described in more detail in Section 2.3.8.
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(a)
(b)
Figure 2.4: Two ways to model the ICPS matching circuit: a) Circuit diagram of the
ICPS L-type network representing the discharge as a transformer coupling. Vs is the
source voltage, C1 and C2 are the variable capacitors, Lant is the antenna inductance,
Lp is the plasma self inductance and Rplas is the plasma resistance. b) The simplified
plasma circuit used to create a model of the impedance matching network using
variable complex value resistors.
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Figure 2.5: Reconstructed L-type Impedance matching network showing: a) power
I/O, b) 0-2500 pf variable capacitor, c) 3.94 µH inductor, d) 0-500 pf variable capacitor,
e) antenna, f) 100 pf grounding capacitor, g) current monitor, h) capacitor control
knobs.
Figure 2.6: The 1000 W ENI 13.56 MHz amplifier, turbo molecular pump controller
and pressure gauge
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The vector network analyser can be operated in ’reflective’ mode whereby AC
signals of different frequency are generated by the VNA and sent through a
single coaxial cable into a circuit such that the total impedance frequency
response of the circuit can be measured. This single cable measurement is
ideal for testing the matching circuit as the matching unit has a single input
port and the return current from the source is via the matching units chassis.
During the reflection measurement, the variable capacitors in the matching
circuit can be changed while the VNA can be used then to measure changes
in several parameters including: the total impedance, impedance phase, com-
plex resistance and real resistance.
The impedance matching network was modelled as a series of variable resis-
tors with complex reactances. The reactance of each component was deter-
mined as a function of frequency for a wide range of components and archi-
tectures and the total impedance of each circuit type was determined using
the usual additive circuit rules for resistors with imaginary components:
χC( f ) =
1
jωC
, χL( f ) = jωL (2.3)
where ω is the driven angular frequency of the source and j denotes the imag-
inary unit. The capacitive reactance can be considered a ’negative’ resistor
and the inductive reactance considered a ’positive’ resistor for the calcula-
tion of the total impedance of the system. Unlike voltage and current, the
impedance vector of each circuit component is not time varying and so the
impedance phase angle in the complex plane can be simply summed across
all components using Kirchhoff’s laws and the rules for complex numbers.
From this the voltage and current phase and amplitudes can be determined
across each component but these are not required for determining just the
impedance response of the system. The impedance response of the system
as a function of frequency is precisely what a vector network analyser is de-
signed to measure and so this kind of model can be benchmarked against a
VNA output for validation.
Figure 2.7 shows the comparison between the model (red) and the experimen-
tal output from the network analyser (black) for four impedance properties of
the matching unit. The component values used in the model for these results
were the component values from the ICPS matching unit. The model ampli-
tudes were normalized by a factor of 0.5 and the frequency shifted higher by
approximately 1 MHz to achieve the overlay with the experimental measure-
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ments of the matching unit.
The model is seen to accurately predict the major features of the matching
circuit when tuned to match a 50 Ohm real load at 13.56 MHz. Figure 2.7(a)
shows that both the matching unit and the model produce a single resonance
peak with a maximum match of anywhere up to a 1900 Ohm load. This peak
can be shifted left or right using the two variable tuning capacitors which are
components b) and d) from Figure 2.5. In the case of a 50 Ohm load at 13.56
MHz the matching units peak is not needed as its impedance is too high. In-
stead the match is achieved by moving the peak sideways using the variable
capacitors to match to the ’shoulder’. The total real impedance is shown in
Figure 2.7(d) and shows a 50 Ohm impedance at 13.56 MHz on the shoulder
of the peak. If the tuning range of the capacitors is wide enough to move the
peak across to the other shoulder, then two optimal matching points would
be possible on the system.
The impedance phase and complex impedance is shown in Figures 2.7(b) and
2.7(c) as are both seen to cross the zero line at 13.56 MHz which means that
the forward power is being delivered to a purely real load. This is desirable
for optimizing plasma power efficiency and also matching unit safety as off-
phase impedances can cause voltage arcs from the matching unit components
to surrounding surfaces. Good agreement was found between the properties
except for the higher frequency part of the impedance phase in Fig. 2.7(c);
this discrepancy is due to the additional periodic 1/4 wavelength resonance
of the power cable which was not included in the model.
While inputting values from a known matching unit can provide validation
of existing matching ranges and expected impedances, a model such as this
can be used instead to solve for unknown component values for optimization
of power transfer prior to the purchasing of expensive components. Various
matching unit circuit configurations can be fed to the model without spec-
ifying their value and the model can scan a range of driving frequencies,
capacitances and inductances for the optimal component choice. This allows
for better choices of components with superior matching ranges and power
factors, (ratios of real power to apparent power). Not only can the frequency
response of forward and reflected power be determined quickly, but also ex-
tra information can be found such as the frequency span of the power factor
for a given combination of components.
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(a) Comparison of model circuit total
impedance. (Z).
(b) Comparison of model circuit com-
plex impedance. (χ).
(c) Comparison of reactance phase in
degrees.
(d) Comparison of real resistive compo-
nent (R).
Figure 2.7: Comparison of matching circuit model (black) and network analyser
output (red) for various circuit parameters.
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Figure 2.8: Matching circuit parameters search-matched to an arbitrary 500 kHz
driven 50 Ohm plasma circuit: reflected power fraction (black), power factor (red),
total normalized impedance (blue).
The model was tested for a hypothetical case where a new 500 kHz amplifier
was used instead of the 13.56 MHz amplifier. Figure 2.8 shows an output
from the model with initial conditions requiring an L-type 50 Ω, 500 kHz AC
source, with one of the capacitors between 0 and 1000 pf capacitance and the
other chosen by the models frequency search.
The model provided new values for suggested circuit components and showed
the resultant range of reflected power fraction (black), power factor (red) and
normalized impedance (blue) should those components be chosen. The fig-
ure shows the frequency response of the reflected power (black) is relatively
narrow around 500 kHz but the power factor (red) remains above 90 % from
0 kHz to 500 kHz. The shoulder of the normalized impedance (blue) is equiv-
alent here to 50 Ohms at 500 kHz. This means that while the optimal circuit
design was for 500 kHz here, a lower efficiency match could also occur at
lower frequencies using these suggested components.
§2.3 Plasma Probe Diagnostics 27
Using this model it can quickly determined whether or not a circuit can
achieve a zero reflected power frequency for a given set of initial components
and how wide the power factor can be made. These results can be informative
prior to purchasing expensive components or quantify equipment already in
use if an expensive network analyser is not available.
2.3 Plasma Probe Diagnostics
This section introduces first the theory and then measurement methodolo-
gies for the Langmuir probe and the hairpin probe plasma diagnostics. The
physics for both diagnostics will be introduce briefly in turn and calibration
results which establish the validity of each technique will be shown.
2.3.1 Langmuir Probe Theory
While the use of electrodes inside a plasma discharge had been around since
the early 20th century from early pioneering works from Stark and others
[58], it was Irving Langmuir and Harold Mott-Smith who were the first to
develop a theory of measuring particle populations using a ’sweep’ of volt-
ages applied to an electrode from positive to negative bias [59]. A Langmuir
probe is the term used simply for a plasma exposed electrode which draws a
small amount of current from the plasma; when it is biased positively it will
mostly draw negative charges, when biased negatively it will mostly draw
(neutralize) positive charges. The probe can still draw same-polarity charges
if the energy of the particle is enough to overcome the retarding electric field
of the probe i.e if Eparticle > e(Vp − Vprobe) where Vp is the plasma potential
and Vprobe is the voltage applied to the Langmuir probe electrode. The sym-
bol for the voltage difference at this minimum particle energy is often written
as e in Langmuir probe literature and it changes as the probe is swept from
negative to positive voltages.
The total current draw on an exposed electrode for electrons and ions in a
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plasma can be given by [60]:
Iprobe = eA
(
−n0v¯e
4
exp
(
e( Vprobe −Vp )
kTe
)
+ nsuB
)
(2.4)
where A is the probe tip area, n0 is the plasma density in the bulk, v¯e is the
average electron speed, Vprobe is the bias voltage applied to the probe tip, ns
is the sheath plasma density and uB is the Böhm velocity. The current draw
to the probe is primarily a function of the electron density, bias voltage and
electron velocity.
In inductive systems such as the ICPS, the use of an AC amplifier creates a RF
oscillation in the plasma potential amplitude (VRF) at the driving frequency
(13.56 MHz) and its harmonics. This RF oscillation modifies the Vp term in
Equation 2.4 with a non-linear time varying contribution in the exponential
term by the addition of VRF cos(ωt). Since the sweep rate of the probe is gen-
erally lower than the driving frequency of the generator, the RF interference
can distort the shape of the IV curve throughout the Langmuir probe sweep.
This ’RF noise’ is visible on an oscilloscope and can be measured using fast
Fourier transforms. The RF contribution in the ICPS and the use of passive
compensation to reduce it will be discussed in the next section (Sec. 2.3.2).
Many plasma properties may be calculated from the IV curve such as electron
density (ne), ion density (ni), electron temperature (Te) and the electron energy
distribution function (EEDF). The versatility of plasma parameters which the
the Langmuir probe can measure is why it is still the most common plasma
diagnostic tool.
Conductive and dielectric surfaces which are plasma exposed and not con-
nected to any other potentials are said to be at an equilibrium ’floating’ po-
tential with respect to ground where no net current is drawn. The floating
arises due to a conservation of flux between positive and negative charges
and the floating potential of a conductor is always negative with respect to
the plasma potential in an electron-ion plasma since Te > Ti and me < mi.
The electron and ion flux to plasma exposed surface can be given by [60]:
Γe =
−nsv¯e
4
exp
(
e( Vf −Vp )
kTe
)
, Γi = nsuB (2.5)
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(a) IV curve. (b) IV curve first derivative
(c) IV curve second derivative. (d) EEPF calculation from the second derivative.
Figure 2.9: Compensated Langmuir probe measurements in the ICPS without a filter
in hydrogen at 50 mtorr 200 W.
where Vf is the floating potential. Since the ion and electron fluxes at the wall
must balance we can equate the terms in Equation 2.5 and substitute in the
Böhm velocity and solve for this floating potential:
Vf =
−kB Te
2e
· ln
(
2pime
mi
)
(2.6)
The floating potential of a surface is then simply a constant factor multiplied
by the electron temperature. For plasmas with multiple ion species the float-
ing potential becomes a function of the average ion mass in the vicinity of the
surface.
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Figure 2.9 shows examples of Langmuir probe data from the ICPS taken at x =
2 cm downstream of the antenna. The first figure (Fig. 2.9(a)) shows a typical
Langmuir probe sweep from inside the plasma were the voltage axis shows
the applied bias to the probe tip and the y-axis shows current drawn from
the plasma at that voltage. At large negative biases the probe draws positive
ion current in the so called ion saturation regime (Isat). At higher voltages
the current draw is zero on the probe indicating the floating potential of the
plasma (Vf ) has been reached. The ’knee’ of the IV curve occurs when the
exponential current draw above the floating potential changes indicating the
plasma potential (Vp). At higher positive biases the electron current to the
probe saturates in the so called electron saturation regime (Esat). Depending
on plasma conditions, the collection radius of the probe may not fully saturate
and increasing biases continue to draw more current in the Isat or Esat regime
as the sheath around the probe expands with increasing voltage. This can
be problematic if these regions of the profile are being used to calculate the
ion densities and electron densities and other techniques are not employed to
verify the results.
Figure 2.9(b) shows the first derivative of the IV curve where the ’knee’ of
the plasma potential is obvious as a peak. Figure 2.9(c) shows the second
derivative of the IV curve where the zero crossing represents the plasma po-
tential and the distance from the peak and the zero crossing can be used to
assess the RF effect on the profile. RF interference of the probe broadens the
knee area of the IV characteristic more prominently than other areas of the
profile as measurements near the plasma potential represent the current draw
primarily from low energy particles. Figure 2.9(d) shows the resultant EEPF
from an integration of the second derivative from the plasma potential to the
ion saturation region. The rounding of the low energy region is indicative of
RF interference.
The method used to calculate the electron energy distributions (Fig. 2.9(d))
using the Langmuir probe is the Druyvesteyn method. In 1930 a seminal pa-
per from Dutch plasma physicist Mari Johan Druyvesteyn first demonstrated
the ability to obtain a map of the electron population inside a plasma using
a Langmuir probe [61] although preceding work from Mott-Smith and Lang-
muir was arguably the catalyst. The Druyvesteyn method is still the most
common way of measuring electron populations inside plasmas. Measure-
ments of electron populations are important as fast moving electrons exhibit
increased ionization and atomic excitations processes within the plasma while
populations of slow moving electrons instead favour recombination and elec-
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Figure 2.10: Example EEPF with an 2.17 eV effective electron temperature fit. The
low energy resolution here is indicative of successful RF compensation.
tron attachment events [62] [63]. The EEPF can highlight both high and low
energy populations of electrons and this is of particular interest when using
magnetic filters and investigating negative ion formation.
The electron energy distribution function (EEDF) was measured along the
axis of the ICPS tube at 1 cm intervals for both argon and hydrogen using the
Druyvesteyn method (Eqn. 2.7). The resulting function was then normalized
by the energy at each voltage step e = e(V − Vp) to produce an electron en-
ergy probability function (EEPF) for each measurement (Figure 2.9(d)). The
EEPF is used throughout this work as the effective electron temperature of
the population can be calculated from these profiles.
The number of particles N with energy e in the vicinity of the probe was
calculated from the IV characteristic using the Druyvesteyn equation:
N(e) =
2d2 I(V)
dV2
· 1
eA
·
√
2me(Vp −V)
e
(2.7)
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Equation 2.7 was used to produce the EEDF where the function I(V) is the
current drawn at each voltage (V) on the IV characteristic. The EEPF is
constructed the same way as above but removing the electron energy term
(Vp − V) for each step. If the plasma is sufficiently collisional, these EEPF
profiles will yield Maxwell-Boltzman distributions of the form:
f (e) =
2√
pi
√
e
kTe
· exp
(
− e
kTe
)
(2.8)
Taking the inverse slope on a log plot of these distributions yields the effec-
tive electron temperature Te(e f f ) for the population (Fig. 2.10). This method
of the inverse slope was used for all electron temperature measurements and
was found to have an error of around ±5% due to the choice of slope interval
taken on the EEPF.
2.3.2 Langmuir Probe Construction and RF Compensation
The Langmuir probe used in the ICPS consisted of a custom hollow stainless
steel rod housing measuring 1 m long and 7 mm in diameter. The rod was
inserted from the diffusion chamber side of the apparatus and into the source
tube along the central axis. The probe shaft was vacuum sealed and movable
in the x-direction while maintaining the vacuum to make axial measurements
of the plasma along the length of the source. Inside the housing a LMR-100A
shielded coaxial cable was used as the primary conductor. At the rear of the
probe a vacuum sealed BNC connector was installed to connect the probe to
measurement equipment such as the Impedans ALP sweeper an oscilloscope
or the photodetachment circuit. The coax shielding was soldered onto the
grounded end of the probe at the rear BNC connector to prevent static build
up. At the front end of the Langmuir probe on the plasma exposed side, the
core of the cable was soldered to a custom made tunable compensation circuit
(Fig. 2.11). The plasma exposed probe tip on the end of the probe was a 0.05
mm radius, 7 mm in length tungsten wire.
An Impedans ALP unit was used as a remote controlled voltage sweeper for
the Langmuir probe measurements. The sweep parameters such as sweep
rate and number of averages was controlled via software and the output of
each set of IV measurements was saved to CSV files for post analysis.
During a typical voltage sweep, the current drawn at a given voltage was
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recorded and a current (I) to voltage (V) characteristic curve (IV curve) was
constructed from averaging multiple sweeps from negative bias voltages to
positive bias voltages.
The passive compensation was a small hand-made tuned circuit to mitigate
the effect of RF on the probe measurements at 13.56 MHz and the first har-
monic of 27.12 MHz. A series of tunable capacitors and inductors in parallel
were incorporated just behind the probe tip which resonate at the driving
frequency of the source and its first harmonic (Fig. 2.11(b)). A compensation
electrode was placed in the vicinity of the probe tip and was AC coupled
to the components via a capacitor. The ’notch filter’ circuit produces up to
100 dB attenuation at the two frequencies primarily responsible for the RF
interference (Fig. 2.11(c)), however this value represents only the bench top
rather than the in situ attenuation of the chokes. When the choke circuit was
attached in series inside the probe shaft and the probe was inserted into an
operating plasma environment several issues can still cause signal quality
degradation such as: the choke tuning range being temperature shifted off-
frequency, parasitic capacitances between the choke, the shaft and grounded
surfaces, as well as interference from displacement currents.
In addition to the previously mentioned criteria of the probe tip radius (rp/rL
 1) it has been shown that for EEDF measurements that the main criteria
for producing reliable measurements is that the RMS value of RF interference
on the probe should not exceed three times the electron temperature [64].
The plasma collisionality of the sheath surrounding the Langmuir probe tip
can also affect current draw at higher densities. The sheath collisionality term
Ψs is a measure of the collisional sheath effect on the EEDF given by:
Ψs =
4rp
3λe
· rl
2rp
(2.9)
where λe is the electron mean free path and rp and rl and the probe tip radius
and length respectively. Across the operating range, the effects of sheath col-
lisionality were calculated to be insignificant with Ψs values of at most only
0.014 were found across the parameter space [65]. Additionally other probe
considerations summarized by Godyak & Demidov for reliable EEDF mea-
surement were also satisfied [66].
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(a) The front of the compensated Langmuir probe showing the three driving frequency
chokes and the two first harmonic self-resonant inductors.
(b) Choke circuit diagram of a) .
(c) Network analyzer attenuation spectrum for the chokes (not in
situ).
Figure 2.11: Compensated Langmuir probe photograph, circuit diagram and network
analyser measurement of choke attenuation.
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2.3.3 Radio Frequency Interference
Prior to adding the compensation circuit to the Langmuir probe, measure-
ments were made with a floating uncompensated probe to characterize the
degree of RF interference in the ICPS.
Several centimeters from the antenna the IV measurement sweeps taken in
the ICPS show that each sweep is highly repeatable and time invariant on the
order of microamps (µA) meaning that averaging the sweeps was not distort-
ing the overall characteristic. However probe measurements taken close to the
antenna, the RF oscillations in the plasma potential cause a voltage displace-
ment in the characteristic which is seen to widen the knee of the IV curve and
affects subsequent analysis of the low energy electron profile. The RF ’noise’
is mediated via capacitative coupling through the probe sheath and standing
waves form within the sheath generating harmonics in the current draw. The
RF currents can flow to other capacitive paths before the being captured on
the oscilloscope and change non-linearly when a bias is applied to the probe.
This means that using a floating probe to take RF noise measurements repre-
sents a minimum level in the RF experienced by the probe when compared
to operating it with a bias sweep.
Figure 2.12 shows the results from Fourier transforms of the floating potential
oscillations as a function of power and pressure. Figure 2.12(a) shows the RF
amplitude as a function of power near the antenna at x = 1 cm using argon.
The RF amplitudes for the fundamental (13.56 MHz) and harmonics are seen
to vary in the ICPS with the first harmonic at 27.12 MHz seen to dominate
across all applied powers and it accounts for more than double the RF noise
generated by the fundamental mode at this location. At this location there is
no effect of the magnetic filter on the RF. The transition from the capacitive
E-mode to the inductive H-mode occurs in argon at very low powers (< 25
W) and this transition is seen to not strongly affect the RF.
Figure 2.12(b) shows the RF amplitudes to the probe for argon downstream
at x = 5 cm which is directly underneath the magnetic filter. The fundamental
mode dominates at lower powers before the first harmonic begins to take over
as the dominant RF noise source above 50 W. The effect of the magnetic filter
on the RF in argon is seen to be limited, although interestingly the magnetic
filter is seen to affect only the fundamental RF mode at this x = 5 cm location
and is seen to reduce its amplitude by around 35%. Note the reduction in
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(a) Argon RF oscillation amplitudes and
three harmonics at x = 1 cm downstream
of the antenna. With the filter (red), with-
out the filter (black).
(b) Argon RF oscillation amplitudes and
three harmonics at x = 5 cm downstream
of the antenna. With the filter (red), with-
out the filter (black).
(c) Hydrogen power dependence RF at x =
5 cm downstream of the antenna. With the
filter (red), without the filter (black).
(d) Hydrogen pressure dependence of RF
at x = 5 cm downstream of the antenna.
With the filter (red), without the filter
(black).
Figure 2.12: Power and pressure dependence of the RF at two positions in the source.
Fast Fourier transform measurements of the amplitude of RF plasma oscillations
comparing the magnetic filter in argon at 10 mtorr, 200 W.
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overall RF amplitudes here at x = 5 cm compared to the x = 1 cm profiles.
This is the reason why even with RF compensation circuitry, measurements
near the antenna in the ICPS using a Langmuir probe were difficult, espe-
cially for sensitive measurements such as the EEPF.
The two figures (Fig. 2.12(c) and Fig. 2.12(d)) show the results for hydrogen.
the first figure (bottom left) shows the pressure dependence of the RF under
the filter region at x = 5 cm, and the second (bottom right) shows the pressure
dependence for hydrogen at the same location.
The RF power sweep under the filter for hydrogen shown in Figure 2.12(c)
shows far more complexity in the RF amplitudes than in argon. Importantly,
the magnetic field is seen to reduce the RF more strongly in hydrogen than
argon and the reduction occurs for both the fundamental mode (13.56 MHz
solid lines) and first harmonic (27.12 MHz). This result shows that Langmuir
probe measurements which are sensitive to the RF noise such as the EEPF can
be improved by the presence of the magnetic filter.
Figure 2.12(d) shows the pressure dependence of the RF at x = 5 cm down-
stream for hydrogen. With the exception of the first harmonic without the
magnetic filter in place (27.12 MHz, black) increasing the pressure is not seen
to affect the RF generally.
2.3.4 Current Depletion and Magnetization
When operating a Langmuir probe in the presence of a magnetic field, the
ratio of the probe tip radius to the Larmor radius must be less that 1:1 to
prevent localized electron depletion near the probe tip [67]. For the strongest
applied magnetic field in these experiments (250 Gauss at x = 5 cm) and at
the lowest electron energy (0.2 eV) the Larmor radius is approximately 0.07
mm. With a probe tip radius of 0.05 mm the so called ’thin probe critera’ of
rprobe / rL < 1 is satisfied.
To determine the effect of probe tip orientation on the Langmuir probes cur-
rent draw, a ’dogleg’ L-shaped probe tip was used attached to an uncom-
pensated Langmuir probe. Measurements were taken at 1 cm intervals along
the x-axis of the source tube and the probe was biased at a set voltage using
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batteries to bias the probe in either the ion saturation or the electron satura-
tion region (Fig. 2.13). The current was compared at 10 mtorr and 50 mtorr
pressure with and without the filter in place.
The electron saturation profiles are shown in Figure 2.13 at 10 mtorr and 50
mtorr (top left and top right). The unfiltered profiles (black) show no depen-
dence of current draw on tip orientation with the profiles lying directly on
top of each other and not able to be distinguished. This is indicative of elec-
tron behaviour in an unmagnetized isotropic plasma. With the filter attached
(red profiles), the current draw shows a dependency on probe tip orientation
with a depletion in the current draw seen in the parallel orientation. This is
indicative of magnetized electrons which are tightly bound to the transverse
field lines at both 10 mtorr and 50 mtorr. The electrons are seen to be magne-
tized from x = 3 cm onwards and continues downstream of the filter.
The ion saturation profiles at 10 mtorr and 50 mtorr are shown in Figure 2.13
(bottom left and bottom right). While the ions can become magnetized at
lower pressures near the magnetic filter, the ion saturation profiles show no
dependency on probe tip orientation as their Larmor radii across all the mag-
netic field strengths is always greater that 1.5 mm allowing the thin probe tip
to collect them in either parallel or perpendicular probe tip orientation with
respect to the magnetic field lines.
The higher upstream electron saturation current at 10 mtorr compared to 50
mtorr is not due to higher electron densities but rather due to higher up-
stream electron temperatures altering the current draw. This will be shown
in Chapter 4 with the measurements of electron densities and electron energy
populations. From this data, the Langmuir probe orientation was chosen to
be perpendicular to the field lines for all following measurements to ensure
current depletion was not an issue when measuring through the center of the
magnetic filter.
A comparison of the Larmor radii for both hydrogen and argon is shown in
Figure 2.14 for the range of temperatures seen in the ICPS for hydrogen (left)
and argon (right) plasmas. The ions for both species are above the thin probe
limit for all magnetic fields and the Larmor orbits for argon are higher than
hydrogen ions due to the higher mass nucleus. The ion mass will be shown
to play a role in the cross field transport of plasma through the filter which
will be discussed in Chapter 4.
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(a) 10 mtorr esat measurements. Parallel
and perpendicular orientation of Lang-
muir probe tip with respect to the trans-
verse magnetic field with the field ap-
plied (red) and without the field (black).
(b) 50 mtorr esat measurements. Parallel
and perpendicular orientation of Lang-
muir probe tip with respect to the trans-
verse magnetic field with the field ap-
plied (red) and without the field (black).
(c) 10 mtorr Isat measurements. Parallel
and perpendicular orientation of Lang-
muir probe tip with respect to the trans-
verse magnetic field with the field ap-
plied (red) and without the field (black).
(d) 50 mtorr Isat measurements. Parallel
and perpendicular orientation of Lang-
muir probe tip with respect to the trans-
verse magnetic field with the field ap-
plied (red) and without the field (black).
Figure 2.13: Dependence of the probe tip orientation for the electron saturation cur-
rent and the ion saturation current at 10 mtorr and 50 mtorr in hydrogen.
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(a) Hydrogen plasma Larmor radii for
electrons (blue) and H+3 ions (red).
(b) Argon plasma Larmor radii for elec-
trons (blue) and Ar+ ions (red).
Figure 2.14: Hydrogen and argon cyclotron orbital radii across the range of magnetic
fields found in the ICPS.
2.3.5 The Hairpin Probe
The measurement results of electron density profiles using the hairpin probe
will be shown later in Chapter 4 with the theory and background for the tech-
nique to be presented here first.
The basic plasma physics properties and background related to the hairpin
probe measurement will be shown in Sections 2.3.6 and 2.3.7. The methodol-
ogy and operation will be covered in Section 2.3.8 and the limits of the hairpin
probe technique will be covered in Section 2.3.9.
In a landmark paper from 1976, Stenzel showed that a simple inductive probe
could be built for a direct measurement of the electron density inside a plasma
[68]. The hairpin probe measures the relative electric permittivity of a mate-
rial surrounding two ends of ’U’ shaped wire pin. When a high frequency AC
signal is sent through a loop positioned near the pin parallel to its surface,
a varying AC current of the same frequency is magnetically induced within
the pin perpendicular to the changing magnetic flux lines from the loop. If
the AC frequency matches the resonant frequency of the hairpin, an electrical
standing wave is formed along the pin and a noticeable drop in resistance to
the AC coupling is seen. The frequency at which this occurs corresponds to
the resonant frequency of the pin which can change depending on the electric
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permittivity of the medium surrounding it. This change in electric permittiv-
ity can then be related to an electron density within the plasma giving the
ability of the probe to sense plasma densities. The hairpin probe is consid-
ered one of the most direct and reliable methods of measuring plasma density.
2.3.6 Hairpin Probe Theory
The electric permittivity e which also called the dielectric constant (κ) is a di-
mensionless measure of the opposition of a material to an externally applied
electric field. It is related to the polarizability of any substance whether it
be neutral atoms, a solid material or free charges and it originates from the
formation of dipole moments which counter the external field. In the case of
the hairpin probe, the electrostatic wave (eg. the signal through the floating
pin) is immersed in a dielectric medium (the plasma) and the speed of signal
propagation is attenuated from c to c/er where er is the relative permittivity
of the dielectric medium surrounding the pin.
The hairpin measurement can be related to a plasma density without any
knowledge usually required for the density measurement such as electron
temperature, ion saturation current, or ion flux at the sheath edge. In this
respect the hairpin measurement can make a reliable indirect measurement of
electron density within a plasma [69]. The quarter-length resonant frequency
( fr) of an AC signal travelling at the speed of light c along a wire of length L
is:
fr =
c
4L
√
e
(2.10)
The way the hairpin probe can sense the plasma density is through changes in
this dielectric permittivity. The experimental relationship between the hairpin
fres and the plasma density can be derived from first considering the electric
dipole moments ~P from n gas atoms induced by an electric field ~E:
~P = n · e
2
me(ω20 −ω2)
~E (2.11)
where ω0 is a an excitation frequency and ω is the variable driving frequency
of the external electric field ~E. Noting that the ne2/me here looks similar to
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the square of the plasma frequency (see Appendix B for a plasma frequency
derivation) but is missing the e0. Since the the dipole moment per unit volume
can be represented in terms of permittivity as:
P˜ = e0(er − 1) ~E (2.12)
Combining Equations 2.11 and 2.12 and setting ω0 = 0 gets us close. Now
imagining the varying electric field from equation 2.11 originates from a res-
onant standing wave frequency at the end of the hairpin tips, then ω → fres.
Solving for er yields the relative permittivity of a plasma:
er = 1−
f 2plas
f 2res
(2.13)
where fres is the resonant frequency of the hairpin surrounded by a plasma of
relative permittivity er. Substituting Equation 2.13 into Equation 2.10 shows
the relationship between the plasma frequency, resonant pin frequency and
vacuum frequency as:
f 2res = f
2
plas + f
2
vac (2.14)
Finally this allows us to solve for the number density (n) of particles by ex-
panding the plasma frequency fplas term. Typically these numbers lie within
the GHz band and so an electron plasma density (ne) can be quickly calcu-
lated during a measurement from:
ne =
( fres)2 + ( fvac)2)
0.81
· 1016 (2.15)
where fres and fvac resonance frequencies are in units of GHz.
2.3.7 Electric permittivity in magnetized conditions
It is important to consider the effect of magnetized plasmas have on the elec-
tric permittivity as the hairpin probe is sensitive to changes in the electric
permittivity of the plasma rather than the density directly. Changes in the
electric permittivity of the plasma can occur without changes in density and
this can lead to errors when making the density calculation using the hairpin
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probe.
If a medium resists an electric field more strongly in one direction than an-
other, the electric permittivity can no longer be described simply by one num-
ber er and must be split into tensor components in three directions with
respect to an external magnetic field. These components are parallel (e‖),
perpendicular (e⊥) and co-perpendicular (e×) [70] and can be expressed as:
er = e0
 e⊥ −je× 0je× −je⊥ 0
0 0 e‖
 (2.16)
In a plasma this usually occurs in the presence of a magnetic field where
the electrons gyrate in circular orbits perpendicular to the applied ~B field
with angular cyclotron frequency ωce such that the permittivity components
in collisionless conditions can be given by:
e⊥ = 1−
ω2pe
ω2res −ω2ce
, e× =
ωce
ωres
· ω
2
pe
ω2res −ω2ce
, e‖ = 1−
ω2pe
ω2res
(2.17)
In the absence of a ~B field in Equation 2.17, ωce → 0 and the dielectric tensor
in equation 2.16 reduces to the unit matrix. From Equation 2.17 and Equation
2.16, the cold plasma dispersion relation for the relative permittivity can be
calculated as [71]:
er =
√
1− ω
2
pe
ω2res
.
ω2res −ω2pe
ω2res − (ω2pe +ω2ce)
(2.18)
This new electric permittivity reduces to being a multiplicative correction fac-
tor of 1− f 2ce
f 2res
in front of Equation 2.15 when calculating the electron density.
For the ICPS, the maximum magnetic field strength the hairpin probe expe-
rienced was 250 Gauss and the change in electric permittivity due to magne-
tization of the electrons equates to, at most, a 3% underestimate of electron
density by the hairpin probe. This is supported by the parallel and perpen-
dicular density measurements taken through the magnetic field which will
be shown and discussed in the following section (see Fig. 2.18).
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2.3.8 Hairpin Probe Design and Operation
A custom hairpin was constructed for use in the ICPS for electron density
measurements. Several designs were tried which included trying multiple
loops, different loop geometries, different types of coaxial cables and various
pin positions and lengths before a final design was settled upon. Several cou-
pling techniques were also developed to maximize the signal to noise ratio of
the hairpin measurement and the new coupling result will be shown.
Figure 2.15(a) shows a schematic of the hairpin probe, Figure 2.15(b) shows a
photograph of the tip and Figure 2.15(c) shows a photograph of the network
analyzer used for the measurements. The Rohde & Shwarz ZVB 20 network
analyser was used to capture the resonant hairpin probe data for measuring
electron densities. A single LMR-100 coaxial cable was used for the measure-
ment which was connected to the vector network analyser. One cable end
was cut and the exposed cable core was looped onto the shielding forming
the inductive loop at one end. Frequency sweeps of microwave signals were
sent through the coaxial cable using the VNA. The signal was returned via the
coaxial shielding with the VNA operating in S1-1 ’reflection’ mode. The loop
and cable were inserted inside a thin glass tube before being inserted into the
plasma chamber, thereby preventing any plasma contact to the cable and lim-
iting RF coupling to the probe (Fig. 2.15(a)). The inside of the glass tube was
at atmospheric pressure so the cable can be inserted and adjusted during the
plasma discharge without breaking the vacuum. A tungsten ’U’ shaped hair-
pin was adhered to the outside of the glass adjacent to the coupling loop and
was plasma exposed. This type of hairpin probe is called a ’floating’ probe
as the resonant pin has no ground reference and is ’floating’ with respect to
the plasma. The design was chosen following the paper of Piejak et al., [72]
who compared many hairpin probe designs in RF discharges such as biased
probes, AC/DC coupled probes where the floating probe design was shown
to be superior for density measurements especially in RF driven discharges.
In the absence of plasma surrounding the hairpin wire, the signal can propa-
gate freely along the wire and the relative permittivity is equal to 1 giving the
’vacuum’ resonance frequency as simply fvac = c/4L. When a plasma sur-
rounds the hairpin wire, the electric permittivity decreases, and is measured
as an upward shift in the resonance frequency of the hairpin resonance and is
seen on the network analyzer. The difference between the vacuum frequency
peak and the ’shifted’ plasma-on frequency peak ( fres) gives the density mea-
surement. This technique is not suitable for measuring changes in neutral
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(a)
(b)
(c)
Figure 2.15: a) Schematic of the hairpin setup showing the plasma exposed hairpin,
coaxial cable, pickup loop and connection to the VNA S1 port measurement. b)
Photograph of the hairpin probe. Coaxial loop inside a glass tube with the floating
hairpin adhered to the outside. c) Rohde & Shwarz ZVB 20 network analyser used
for the hairpin probe measurements.
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gas densities as the relative permittivity of gasses at lower pressures is ap-
proximately equal to 1 and there is no discernible shift in the signal from the
reference vacuum resonance when increasing the gas pressure.
The pin length during these experiments was 2.11 cm giving a vacuum pin
resonance frequency of 3.55 GHz and this corresponds to a theoretical maxi-
mum maximum measurable plasma density of approximately 1017 m−3 from
the plasma frequency limit, however reliable measurements were found to be
possible at higher densities outside of plasma frequency limit via evanescent
coupling of the hairpin signal while operating below the plasma frequency.
The option to use the hairpin probe in the evanescent regime is generally not
mentioned in the literature and it was found produce reliable results and al-
lowed for extended ranges of pin lengths to be used. The evanescent regime
will be discussed further in Section 2.3.9.
The proximity of the loop to the hairpin was found to be important as the
signal could vary an order of magnitude when moving the loop only a few
millimeters from the pin. A single long loop design was finally used which
was bent so it ran flush against the inside of the glass tube was used to place
the loop as close to the plasma exposed pin as possible.
Due to the background noise associated with microwave band measurements,
a subtraction of ’background’ noise from signals was developed. In order to
obtain a visible ’peak’ in the hairpin resonance signal, the noise from the 1/4
wavelength self-resonant cable mode was the first subtraction. Typically the
cable noise is saved as a background during the plasma ’off’ period where
only the vacuum resonance peak is present in the absence of a discharge [73]
[74]. While this method works at low power and with short probes, the non-
linear interactions between the cable and the plasma during the ’on’ period
is not taken into consideration and can result in wide resonance peaks at low
resolution which were found to cause miscalculations of the plasma density.
To mitigate these common effects, a method was developed whereby the back-
ground subtraction was done while the pick-up loop was turned 90 degrees
away from the hairpin which decoupled the cable and plasma noise from the
hairpin measurement. The decoupled 90 degrees signal was saved in-situ
with the plasma running and then the loop was re-coupled near the pin to
be saved again. The comparison of this signal subtraction method are shown
in Figure 2.16 during a high density argon discharge. Figure 2.16(a) shows
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(a) Raw hairpin probe signals from the
VNA at different distances from the an-
tenna.
(b) Raw hairpin signals using the decoupled
background subtraction technique.
Figure 2.16: Comparison of raw signals from the hairpin probe without background
subtraction to the 90 decoupling subtraction technique. a) raw signals b) signals with
decoupled background subtraction. Argon at 5 mt, 200 W.
8 hairpin measurements without any subtraction at different locations along
the source and Figure 2.16(b) shows the same positions with the 90 degree
decoupling subtraction, note this method is best used to increase the signal to
noise ratio in the low density 1015 m−3) measurements from x = 4 cm through
to x = 8 cm.
The final probe design performed well under a wide range of pressures, pow-
ers and magnetic field conditions and showed high signal fidelity relative to
other hairpin measurements [73].
A general criteria was developed for the minimum signal resolution for a
hairpin measurement. To achieve reliable peak resolution each frequency
step on the network analyzer sweep must be equal to, at most, a 1% change
in the plasma density. Ideally there should be at least 10 steps per 1% change
to resolve the full features of the density change. This minimum step size
is dependant on the hairpin length and is summarized in Figure 2.17. The
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Figure 2.17: Step sizes of the VNA frequency sweep required to resolve 1% density
changes. Solid line shows a single step size per 1% density change and the dotted
line shows the ideal frequency step required for 10 steps per 1% change.
resolution steps used in this work were always within the ideal range of ap-
proximately 0.1 MHz per 0.1% density shift for a 2.5 cm pin.
Previous modelling of the hairpins resonant electric and magnetic field struc-
ture have shown that the fields are generally isotropic and peak at the end
of the pin where the anti-nodes of the standing wave occur [75] [76]. The
ability of the hairpin probe to operate well under anisotropic field conditions
was found to be due to the shape of the electric field structure which forms
between the end tips of the hairpin during resonance [76]. This modelling
by Gogna showed that the open end of the hairpin is the most sensitive to
changes in the dielectric permittivity and so the tip of the hairpin was con-
sidered the ’center’ coordinate for all hairpin measurements in this work.
This indicates two desirable properties of the hairpin: the hairpin measure-
ment is spatially sensitive at open ends of the tip and that the measurement
should be robust to axial rotation of the pin within anisotropic conditions
such as low pressure magnetized plasmas.
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(a) 15 mtorr electron density compari-
son of parallel and perpendicular pin
orientation (red) 240 Gauss magnetic fil-
ter applied (black) No magnetic filter.
(b) 50 mtorr electron density compari-
son of parallel and perpendicular pin
orientation (red) 240 Gauss magnetic fil-
ter applied (black) No magnetic filter.
Figure 2.18: Axial electron density profiles through the source comparing pin orien-
tation parallel and perpendicular to the magnetic field orientation. Hydrogen at 200
W.
To test the probes response to axial rotation under magnetized conditions in
the ICPS (see Equation 2.18) axial profiles of the electron density was taken at
15 mtorr and 50 mtorr both parallel and perpendicular relative to the trans-
verse magnetic field direction (Fig. 2.18). The hairpin density measurement
was found to be largely unaffected by parallel or perpendicular measurement
meaning that the probe is able to capture the value of the dielectric tensor
regardless of orientation.
The figures show good agreement between density measurements through
the filter under different orientations for both magnetized low-collisional
pressures (10 mtorr) and higher collisional magnetized conditions (50 mtorr).
Gogna & Karkari [73] performed similar experiments and showed that the
hairpin probe is resistant to anisotropic permittivities through transverse fields
up to 600 Gauss. This highlights one of the strengths of the hairpin probe; its
robustness under magnetized ~B field conditions. The increase in the down-
stream unfiltered profile density in Figure 2.18(a) was an accidental measure-
ment due to an unstable capacitive coupling of the antenna to the chamber
faceplate.
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2.3.9 Limits of the Hairpin Probe
If the resonant frequency of the hairpin fres is below the plasma frequency,
then the signal energy is absorbed locally into the plasma and the pin should
be unable to form a standing wave necessary for the measurement. However,
this work shows that the pin resonant frequency fres can remain below the
plasma frequency and still make reliable measurements as the signal is only
attenuated over the plasma skin depth δ which ranges between 2 cm to 10 cm
for the densities seen in most ICP systems. This distance is far greater than
the separation between the hairpin tip and so hairpin measurements below
the plasma frequency can be made comfortable via this ’evanescent coupling’
regime. Importantly this evanescent coupling was not found to shift the res-
onant peak but only degrade the quality of the peak with increasing density.
At densities above 1018 m−3 this degradation becomes apparent as the skin
depth for GHz microwaves becomes small with respect to typical hairpin
separation distances. This is the primary drawback of the hairpin probe tech-
nique; that it is unsuitable for high density applications.
If the resonant frequency of the probe is above the plasma frequency, the
probe can radiate electromagnetic waves and the electric permittivity between
the pins can be sensed without the electric field being attenuated. If the pins
are too far apart the pin will radiate but will not form a standing wave. If the
pins are too close, the pin will be sensing the dielectric permittivity of the ion
rich floating sheath around the pins rather than the permittivity of the bulk
plasma and this results in an underestimate of the plasma density [69]. The
sheaths surrounding the pins used in these experiments range from approxi-
mately 0.3 mm at high pressure to 1.8 mm at low pressure which equates to
a pin-to-sheath separation ratio of 20:1 to 3:1 respectively across the pressure
and power range of the experiments. Theoretical modelling and experiments
show that at the separation ratio of 3:1, which occurs at low densities of ap-
proximately 1015 m−3 indicates that the density from the hairpin probe may
be underestimated by up to a factor of two [72] at x = 10 cm downstream.
This effect may be mitigated by a slight increase in densities seen just outside
the diffusion chamber downstream possibly due to capacitive coupling of the
antenna to the chambers faceplate.
§2.4 Optical Emission Diagnostics 51
2.4 Optical Emission Diagnostics
Measurements of the H2 gas rotational temperature will be shown later in
Chapter 4 Section 4.3 to correlate internal energy structure of the hydrogen
gas to negative ion formation. The experimental setup, emission theory and
spectral temperature fit methodology for these optical measurements will be
presented here first.
Measurements were made using optical emission spectroscopy (OES) of the
Fulcher-α emission band of H2 to quantify the effect of the magnetic filter on
the rotational energy of the background gas population and to determine the
spatial distribution of energetic neutrals axially along the ICPS.
Optical emission spectroscopy of the Fulcher band is as well established tech-
nique and has been used across a variety of applications. including: planar
ICP [77], electrodeless lamps [78], linear helicon [79], hollow cathode devices
[80] and in NBI neutralizers [81]. Previous work using Fulcher band mea-
surements for inductive plasma devices similar to the ICPS include: RF cycle
heating [82] [77], plasma food sterilization [83] and afterglow sheaths [84].
Despite these wide applications, the number of measurements in ICP de-
vices investigating the spatial effect of transverse magnetic fields on hydrogen
gas temperatures are limited. Work in this area includes Takama & Suzuki
[85] who measured gas temperatures through axial magnetic fields along the
length of the discharge showing a decrease in gas temperature. Tsankov et
al., [86] used a pseudo-axial cusp field using a North-North magnetic config-
uration which showed no change in gas temperature. Fulcher measurements
were also taken through a cusp magnetic field in the caesiated prototype
Linac4 negative ion source which showed no major changes to rotational or
vibrational temperatures [87]. Fantz et al., [88] in 2006 measured a power
and pressure sweep of hydrogen gas temperatures at a single position within
the transverse filter region in their NBI test BATMAN source at high powers
and showed that molecular vibrational temperatures were up to three times
higher than the translational gas temperature. In this work, rotational tem-
peratures will be measured along the source tube to determine the effect of
the magnetic filter.
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(a) (b)
Figure 2.19: Experimental H2 emission spectrum taken in the ICPS from 606 nm to
636 nm showing the rotational Q-bands for the v = 0,1,2,3 vibrational states. Note
the alternating intensity due to nuclear spin degeneracy. Figures show magnetic filter
applied (red) and without the magnetic filter (black) superimposed for each showing
changes in emission intensity. a) is at 10 mtorr, b) at 75 mtorr. Measurements are
determined from the relatively unperturbed v = 2-2 band.
2.4.1 Theory of the H2 Fulcher Band
Neutral gas species temperature plays an important role in determining the
plasma chemistry for many applications as the rate coefficient for chemical
reactions is often a function of neutral gas temperature. For plasma enhanced
chemical vapour deposition, the neutral gas temperature is a critical param-
eter in the fabrication process as the neutral gas temperature gradient within
the chamber determines the relative chemical species densities produced [89].
Importantly for negative ion production, rotational gas temperatures are also
closely associated with increased vibrational modes [90]. This is due to rovi-
brational coupling of angular momentum which requires that each change in
vibrational state is accompanied by a change in rotational quantum number.
However, in gas systems where vibrational changes from surface recombina-
tion effects dominate over bulk processes, the vibrational states can be mea-
sured as being independent of the discharge conditions [85] [86]. Generally
however, vibrational temperatures of H2 have been shown experimentally
to linearly track the rotational/translation temperature for changes in both
power and pressure in ICP NBI sources [91], Tokamaks [90] and low power
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ICP systems similar to that in this work [84].
Trends in rotational temperatures can be extended to trends in vibrational
temperatures and increased rovibrational states have been shown to strongly
enhance negative ion formation both experimentally [12][63][92] and in model
simulations [93][94].
2.4.1.1 Emission channels
Appendix C defines the molecular term symbols used here and includes an
introduction to molecular bonding, rotation, vibration and nuclear spin states
with respect to H2 and the Fulcher band. The theory for the emission chan-
nels here relates to the temperature fit application in Section 2.4.3
The Fulcher-α Q-branch lines can originate from several excitation levels in a
spontaneous emission decay down to the 2s3Σ+g state, which occurs via the
intermediate triplet state 3p3Π−u . The intermediate state can either be popu-
lated from below via direct excitations from the ground 1s1Σ+g state or from
above via spontaneous decay from the higher state 4d3Π−g through P and R
channels and from the 4d3Π+g state via the Q channel (See Fig. 2.20(a)).
Figure 2.20(b) shows alternative channels for Fulcher-α emissions from the 3p
level where 3p3Π+u decays into the 2s3Σ+g via P and R branches and 3p3Π−u
decays into the Q branch. Note the ∆mJ changes which populate these states
compared to those in Figure 2.20(a). The assumptions outlines in Section
2.4.4 requires that the primary population channel for the Fulcher emissions
is from below via the ∆mJ = 0 ground excitations shown in Figure 2.20(a).
These transitions preserve the rovibrational ground state numbers through
both the excitation and then decay to the final 2s3Σ+g state which is a key
detail in determining the ground state rotational population. The assumption
of the dominance of ground excitations rather than cascading emissions from
above levels is part of the so called ’Coronal’ equilibrium condition and it is
generally fulfilled for most low density Maxwellian plasmas. This important
assumption in emission channels for this diagnostic is discussed in detail in
Section 2.4.4 with respect to the operating conditions of the ICPS measure-
ments.
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(a) Excitation pathways for the Fulcher-α emission. Each electronic
state is split into rotational quantum numbers mJ = 0,1,2,3,4. Nu-
clear spin states s,a and +,- parity states are shown. Figure adapted
from [82].
(b) Secondary pathways for the Fulcher-α emission for ∆mJ transi-
tions. Each electronic state is split into rotational quantum numbers
mJ = 0,1,2,3,4. Nuclear spin states s,a and +,- parity states are shown.
The Q-branch direct transition from 3p3Π−u to 2s3Σ+g emits Fulcher-
α wavelengths while the 3p3Π+u to 2s3Σ+g produces P and R side
bands. Figure adapted from [95].
Figure 2.20: .
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While Figure 2.20(a) and Figure 2.20(b) show the primary channels for the
Fulcher-α band emission, higher excitation states can also cascade downward
to populate the Fulcher band as high as 4dΣ, 4dΠ and even 4d∆ levels [82].
These levels are considered rare emission pathways and their influence on
the overall Fulcher population is thought to be negligible at low densities and
temperatures.
2.4.2 Experimental Setup
Measurements of the optical emission were taken along the length of the
source at 1 cm intervals using a movable optic fibre connected to a Prince-
ton Instruments SCT-320 spectrometer and a PI-MAX 4 ICCD camera (Fig.
2.21(a)). The spectrometer is a Schmidt-Czerny-Turner style with adjustable
diffraction grating and blazing and a 320 mm focal length. For these experi-
ments a diffraction grating of 1200 grooves per mm was used with a 500 nm
blazing. The PI-MAX 4 ICCD camera connected to the spectrometer is an
internally cooled 1024 × 1024 pixel array with a variable intensifier. For dark
regions of the plasma downstream of the source and under the magnetic fil-
ter, the intensifier was required for long time-integrated exposures to achieve
desirable spectra.
Axial profiles were taken of the source with and without the magnetic filter
via a narrow optical fibre which was clamped in a fixed position on a sliding
stage next to the source. The optical fibre was positioned 1 mm from the
source tube surface, limiting any lateral light collection, and then the sliding
stage was moved along the length of the source for each x-position measure-
ment. The PI-MAX 4 ICCD was controlled using the PI LightField software
which outputs raw intensity 2D CSV files from the integrated CCD data. The
raw files were then analysed to produce spectra and to calculate gas tempera-
tures. Generally 10 to 50 CCD images were summed per ’frame’ and 10 to 100
frames were averaged to produce a final spectrum depending on light levels
at each location. The diffraction slit width was optimized for the strongest
fidelity.
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(a)
(b)
Figure 2.21: a) The Princeton Instruments Isoplane SCT-320 spectrometer connected
to the PI-MAX 4 ICCD used for the OES measurements. b) Schematic view from
above of the plasma source tube showing axial measurement locations using an optic
fibre.
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2.4.3 Gas Temperature Fit Method
The process to convert Fulcher-α line emissions into rotational temperatures
begins with an expression from Herzberg [96] relating the measured line in-
tensity to the emission frequency and transition probability:
In
′
n” =
64pi4 f 3
3h
· 1
(2J′ + 1)
· Nn′An′n” (2.19)
where In
′
n” is the intensity for the transition from a lower n
′ state to an upper n”
state where the n state is a function of the electronic, vibrational and rotational
quantum numbers n′(e′, v′, m′J), f is the emission frequency for a particular
line, Nn′,v′,m′J is the number density of each of the lower states and A
n′
n” is
the state transition probabilities (Einstein coefficients). The number density
Nn′,v′,m′J can be related to the rotational temperature of the ground state [97]:
Nn′,v′,m′J = Cn′,v′ · ga,s · (2J
′ + 1) · exp
( −hcEn′,v′,m′J
kBTrot(n′, v′)
)
(2.20)
where Cn′,v′ is a normalization constant, ga,s is the 2I + 1 nuclear spin de-
generacy, and Trot(n′, v′) is the effective rotational temperature in the lower
state. The transition probabilities An
′
n” can be separated into the probabilities
for electronic, vibrational and spin respectively [98]:
An
′
n” = Ae′,e” · qv′,v” · SJ′,J” (2.21)
where qv′,v” is the Frank-Condon factor and SJ′,J” is the Hönl-London factor.
Finally, substituting Eqns. 2.21 and 2.20 into Eqn. 2.19 eliminates the number
density, and noting that transition constants now include: the FC factor, the
HL factor, Cn′,v′ , and SJ′,J” = 12(2J + 1), an experimentally useful relationship
to get at the rotational temperature Trot is then found:
ln
(
In
′
n”
ga,s · (2J′ + 1) · f 3
)
∝
En′,v′,m′J
Trot(n′, v′)
(2.22)
The left hand side can be plotted on a log scale from experimental measure-
ments of the intensity and frequency of each line emission. Inserting the
spin degeneracies ga,s and the rotational numbers (2J′ + 1) for each line is
straightforward. The LHS can be plotted against a linear scale of the energy
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(a) (b)
(c)
Figure 2.22: Processed Fulcher peaks Q1 through Q5 and the fitted temperature
gradients. Measurements taken downstream at x = 5 cm and at 10 mtorr. The gas
temperature fit shown in a) without the magnetic filter is compared to b) at the same
location under the center of the field. The y-axis of the temperature fits are the LHS
of Equation 2.22. Changes in ICCD camera settings are shown in c) and were taken
at intermediate conditions of x = 2 cm, 160 W, 10 mtorr.
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levels En′,v′,m′J for each rotational level where the values for these levels can
be taken from the reliable works of Dieke [99], Astashkevich et al, [97] or
Fantz & Wünderlich [100]. A correction for overestimating temperatures due
to overpopulation of upper states was provided by a calculation in the thesis
of de Graaf [101] and has been implemented for the measurements presented
in this work.
Raw emission spectra showing the ∆v = 0 Fulcher bands are shown in Figure
2.19 for 10 mtorr and 75 mtorr. The Q1 through Q5 peaks were processed
following Equation 2.22 and fitted to a temperature gradients. The results of
this fitting procedure are shown in Figures 2.22(a) and 2.22(b) with typical
R2 values for the temperature fits ranged between .96 and .99 which indicate
good agreement with Boltzmann-like distributions across the emission peaks.
Despite some authors stating that this fitting procedure can be performed for
subsets of the Q1 through Q5 lines [97] [101], the temperature gradient fits
were found to be sensitive to the low intensity Q4 and Q5 peaks and exclu-
sion of these peaks from the fit resulted in underestimates of gas temperatures
relative to the expected room temperature minimum at low powers and there-
fore all temperatures shown in this work include Q4 and Q5 peak fits.
For the experimental OES plasma measurements, the shot-to-shot variability
of the ICCD was determined as well as the effect of changing three different
camera settings (See Figure 2.22(c)). The ICCD control software allowed for
three primary changes to the frame capture: intensifier multiplier, exposures
per frame and on-pixel accumulations. Measurements were taken to investi-
gate the effect on the gas temperature fits of changing the control settings.
Measurements were taken at a single position and power (x = 2 cm at 160 W)
as the ICCD settings were changed capturing the variability between differ-
ent ICCD settings. The maximum change to the temperature fits was found
to be 40 K and therefore this was the maximum error assigned to each of
the gas measurements shown later in Chapter 4 Section 4.3. Measurements
downstream of the the filter in the ’dark’ region required long exposures of
approximately 45 minutes for each position. A comparison of these profiles
was performed with a temperature difference of only 50 K highlighting the
robustness of these temperature estimates between multiple long exposures
in the plasma.
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2.4.4 Assumptions
To relate rotational gas temperatures to translational gas speeds from the
Fulcher band, several assumptions must be made regarding the population
channels and excitation states that are contributing to the measured emission.
1) Firstly, the majority of the emission is assumed to arise from collisional ex-
citation from the ground state followed by radiative decay to the 2s3Σ+g rather
than the majority of the emissions occurring from cascades from higher states.
When a plasma is this equilibrium state it is referred to the ’Corona’ regime
and is one of the core assumptions in certain radiative transition models [102].
A rule of thumb value to determine if a plasma is in the Corona regime de-
pends on the electron density:
pcr =
9√
9× 1023 m−3
ne
where p = Z
√
Ry · h · c
|Epi| (2.23)
where Ry is the Rydberg constant, Ryhc = 13.6 eV, En′ is the energy level for
the transition, the d3Π state is 1.6 eV and Z is the nuclear weight number. If
the value of the critical threshold pcr is below the p value for the transition
then the plasma is said to be in the Corona regime. For the ICPS the electron
density ranges from 1014 m−3 to 1018 m−3, well below the 5× 1019 m−3 re-
quired to exceed the corona regime.
2) If the excitation/relaxation time for rotational states is fast compared to
the radiative decay time of the electronic state, the rotational states will ex-
hibit a Boltzmann distribution between the levels and this will be captured
during the emission event [97]. When this occurs for the ground state 1s1Σ+g ,
the rotational and translational energy of the molecule is in equilibrium and
can then be assumed to be equal. Typical radiative lifetimes for rovibrational
states of H2 have been measured since the 1970s and generally range from 10
ns to 70 ns depending on the transition and the initial state [97]. Electronic
decay lifetimes for the electronic transition from the Fulcher d3Πu state has
been shown to range from 30 ns to 70 ns [103] and so this assumption is only
partially fulfilled.
3) The rate coefficients for the Fulcher-α transitions under varying collisional
regimes and electron populations are assumed to be reliable and unchanging.
This assumption is related to the final part of 2) but extended for all vibra-
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tional and spin processes involved in the rate coefficients and ’constants’ from
Equation 2.22.
4) The line emission is dominated by ∆J = 0 channels for both excitation and
de-excitation processes rather than the emission being populated from mixed
∆J = ±1,±2, etc states. This assumption essentially states that the upper P, Q
and R branches (see Figs. 2.20(a) and 2.20(b)) are not the primary population
channels for the final transition. This is generally the case as the transitional
probabilities are dominated by the ∆v = 0 Q-branches for the Fulcher-α tran-
sitions (see Spindler [104] and Tables 6.3 and 6.4 and 6.5 in [101]). The Frank-
Condon radiative decay factors heavily favor preservation of the ’diagonal’
transitions which include the ∆v = 0 (2-2) Fulcher band as presented in this
work.
2.5 Laser Photodetachment Diagnostic
In order to measure the effect of the magnetic field for enhancing negative ion
densities inside the hydrogen plasma, the laser photodetachment technique
was used along the axial length of the tube with the results to be presented
later in Chapter 5. The theory and methodology of the diagnostic will first be
described here.
2.5.1 Theory of Laser Photodetachment
The basic principle of laser photodetachment is summarized in Figure 2.23(b)
where a laser beam is sent into the plasma to detach H− ions and a Langmuir
probe is positioned inside the beam to collect the detached ions to measure
the abundance of negative ions within that region.
The core electron of a hydrogen atom is bound to the nucleus with a ground
state energy of 13.6 eV however, when the negative hydrogen ion is formed
(H−) the binding energy of the extra electron is only weak with a ground state
energy of 0.75 eV. At this energy, a 1064 nm infra-red laser has the energy to
photo-ionize (photodetach) the 0.75 eV electron without ionizing other bonds
present in a pure hydrogen plasma. A Langmuir probe can be placed inside
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the laser beam column to capture the detached electrons and the current can
be read using an oscilloscope where an increase in electron current is seen at
the time of the laser shot. If the Langmuir probes positive bias is set above
the plasma potential in the electron saturation part of the IV characteristic
and the laser is at a sufficient energy to saturate the detachment process,
then the increase in electron current from the negative ions can be compared
to the background current draw. The signal spike seen on the oscilloscope
during the laser shot is called the photodetachment current (IPD) and the
background direct current draw from the bulk plasma electrons is the elec-
tron direct current (IDC). During these experiments both IPD and IDC were
measured simultaneously and averaged over approximately 100 laser shots.
A negative ion fraction was then calculated from the ratio IPD/IDC also called
the alpha (α) of an electronegative plasma.
To ascertain what power is required to photodetach all H− ions within the
laser column, a sweep of the laser power can be performed and compared
against the theoretical detachment limit from the known photodetachment
cross section. The theoretical curve is characterized by [13]:
∆I−PD
I−PD
= 1− exp
(
Laser Energy/beam area
σPD/h f
)
(2.24)
where σPD is the photodetachment cross section and h is Planck’s constant
in units of Joule seconds. This theoretical curve was compared to the nor-
malized IPD signal data as the laser energy was increased to verify that the
experimental photodetachment signal is valid (Fig. 2.24(b)).
For the Langmuir probe to collect an accurate ratio of negative ions to elec-
trons the particle collection radius of a biased Langmuir probe must be less
than or equal to width of the laser column. Typically a Langmuir probe
collects particles in a radius from one to three sheath widths. The Child-
Langmuir law estimates sheath size for a biased probe and is given by:
s =
2
3
V3/40 ·
√
Ji
e0
−1
·
(
2e
Mi
)1/4
(2.25)
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where Ji is the ion current density given by:
Ji = ne · e · uB (2.26)
The collection area here is dependant on electron density, bias voltage, elec-
tron temperature and ion mass. The law gives sheath size approximations
between 0.4 mm and 4 mm for the Langmuir probe across the range of op-
erating conditions within the ICPS. The laser beam diameter was 1 cm2 for
these experiments so the Langmuir probe and so the probe was collecting a
representative fraction of charged particles inside the laser column.
Diagnostic experiments were undertaken to confirm that the collection regime
was consistent with Equation 2.25 and that the laser energy and voltage bias
were properly calibrated for this laser technique. The results are shown in the
following section which discusses the diagnostics.
2.5.2 Laser Diagnostic Experiments
The laser used for the photodetachment measurements was a Quantel Bril-
liant B Nd:YAG laser operating at 1064 nm (Figure 2.24(a)). The laser beam
formed a circular 10 mm diameter laser shape and the intensity could be
varied using the internal Q-switch delay which ranged between 475 µs (low
power) and 225 µs (high power) yielding beam energies of 50 mJ per cm2 to
700 mJ per cm2 respectively (Fig. 2.24(c)).
Measurements were unable to be made during continuous mode operation
due to the prohibitively high RF noise in the ICPS and so measurements
were taken in pulsed mode as close as possible to the discharge on time at
around 2 µs into the afterglow. During this afterglow period the negative
ions are only able to diffuse at most 4 mm which is less than the radius of
the laser beam and so this can be considered a ’snapshot’ of the continuous
discharge. Additionally, the most destructive process for the negative ions
during this afterglow period is associative detachment from atomic hydro-
gen. The atomic hydrogen density is approximately 10% for the ICPS [105]
[106] and with a rate coefficient for associative detachment of approximately
KAD = 2× 10−15 m3 s−1 and estimate for the loss of negative ions in 2 µs at
100 mtorr can be made using the product of the reactants multiplied by the
rate coefficient of the reaction and the time period given by nH ·n− ·KAD · 10−6
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≈ 1× 1014 m−3 negative ions lost. This number assumes no production of
negative ions occurs in the afterglow and represents a density loss fraction of
at most 1/10 of the negative ions compared to when the discharge is on (see
Chapter 5 Fig. 5.1). For the negative ion laser photodetachment at 2 µ are
considered a measurement of 90% of the density of the negative ion popula-
tion.
The laser was positioned on an optics bench 2 m from the ICPS and the beam
was deflected using three hand aligned mirrors to be perpendicular to the
source tube allowing for axial measurements of the negative ions along the
source tube (Figure 2.23(a)). A simple custom-made series circuit of batteries
and a 50 Ohm resistor were connected to an uncompensated Langmuir probe
and the oscilloscope. An oscilloscope was used to acquire the photodetach-
ment signal from the probe. The uncompensated Langmuir probe tip was a
’dogleg’ L-shape and set perpendicular to the central axis of the tube. This
orientation allowed for the beam to be coincident with the Langmuir probe
tip axis while also allowing the tip to be perpendicular to the field lines of the
magnetic filter to prevent electron current depletion.
For the pulsed afterglow measurements, a double trigger setup was imple-
mented using two function generators to create a variable delay between the
plasma off cycle and the timing of the laser shot. The pulses were 5 V TTL off-
set square waves which provided reliable temporal control between the laser
and the ENI power supply.
Figure 2.23(b) shows a diagram of the atomic detachment process for H−
and the positioning of the positively biased Langmuir probe to collect the
detached electron. A diagram of a typical resultant oscilloscope signal is
shown below with the size of the downward voltage spike corresponding to
the negative ion density. The raw detachment signals from the oscilloscope
are shown in Figure 2.25.
The Q-switch delay which controls the power level on the laser was first in-
vestigated to map the delay to an energy density. The laser energy density of
the laser was measured using a beam calorimeter as the laser Q-switch delay
was changed. By limiting the beam size to 1 cm2 using an adjustable iris,
the beam energy density as a function of the laser Q-switch delay was deter-
mined. Figure 2.24(c) shows that the response of the laser energy to changes
in the Q-switch delay is non-linear. The borosilicate source tube itself was
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(a)
(b)
Figure 2.23: a) The photodetachment setup using a double trigger with ’Trig2’ used
as delay line for afterglow measurements. b) Diagram of the photodetachment pro-
cess showing the laser beam incident on a H− ion inside the plasma, the positively
biased Langmuir probe (black) to collect the detached electrons and the resulting
signal as seen on an oscilloscope.
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also found to attenuate the beam energy by up to 15% due to scattering com-
pared to the open air beam power.
The optimal laser power was then investigated. The laser energy was assessed
during photodetachment measurements using the Langmuir probe. The de-
tachment signal was compared to the theoretical energy cross section from
Equation 2.24 and the result is shown in Figure 2.24(b). The detachment is
seen to increase as a function of laser power until the signal plateaus as all
negative ions within the collection radius are being photoionized. Above this
laser energy the laser becomes high enough to ablate the probe tip material
which liberates extra electrons and ions causing an undesirable spurious sig-
nal. The diagnostic was found to have saturation energy from 100 mJ cm2 to
150 mJ cm2 which is consistent with established literature and known cross
sections from both Langmuir probe photodetachment [13] [107] [108] and also
hairpin probe photodetachment [109].
The dependency of the detachment signal to the voltage bias was then inves-
tigated to ensure the electron collection was maximized. Figure 2.24(d) shows
the bias voltage as a function of the negative ion to electron ratio with and
without the filter in place at x = 5 cm. The signal is seen to saturate without
the filter (black) and when using a radial magnetic filter (blue) which will
be discussed later. While the signal with the transverse filter was not able
to fully saturate up to the maximum voltage of +100 V, this diagnostic was
performed in the strongest negative ion producing region of the ICPS and
subsequent measurements at different locations showed saturation at +60 V.
A voltage of +80 V was chosen as the general operating voltage for the tech-
nique due to electrical safety reasons and for probe survivability.
Finally the sheath collection radius was compared to the previous estimates
using the Child-Langmuir Law of 0.4 mm to 4 mm in Equation 2.25. A laser
iris was used to attenuate the beam width from 1.5 mm to 9 mm in order
to measure the response of the Langmuir probes H− collection radius to the
laser radius and to estimate the sheath width. Figure 2.25 shows an example
of the photodetachment signal spike on the oscilloscope in a high density re-
gion at x = 1 cm downstream of the antenna. The depth of the spike indicates
the number of negative ions being collected by the probe and this experiment
showed that even at a laser beam width of only 1.5 mm, the negative ion
collection from the probe remained the same at around 20 mV. This validates
the sheath size estimate made previously and fulfils the requirement that the
laser width is always greater than the collection width of the probe. The angle
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(c) (d)
Figure 2.24: Laser photodetachment diagnostics including a) Brilliant B 1064nm Nd
YAG. b) the laser energy function. c) laser energies and ablative limits. d) negative
ion fractions. Hydrogen, 100 mtorr at 200 W.
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Figure 2.25: Change in raw photodetachment signal when changing the laser beam
diameter.
of the slope after the photodetachment peak is related to the re-population of
the negative ions after being depleted in the laser column [107], Figure 2.25
also shows that when the iris diameter is increased the recovery time of the
negative ions also increases. This is consistent with the re-population of neg-
ative ions on microsecond time scales after the photodetachment process.
Chapter 3
Power Efficiency and Magnetic
Enhancement
This chapter discusses the optimization of the ICPS discharge and presents
measurements of the efficiency gains when using magnetic enhancement of
the plasma source. An increase in the plasma source efficiency is important
to many plasma applications ranging from low power commercial systems
to larger industrial and laboratory plasma systems. For the larger systems
increasing the system efficiency can be important in reducing the power re-
quirements, component costs and cost of system cooling. For smaller com-
mercial processing plasmas, which typically use low power at low densities,
limitations exist in maintaining uniform H-mode discharges across a range of
low power levels and different operating pressures. Magnetic enhancement
can help solve these issues by increasing ionization efficiency and allowing
for increased control over plasma uniformity and particle fluxes.
While power transfer studies have been performed on ICP systems previously
(eg. [33] [65] [110]) to the authors knowledge this chapter presents the most
comprehensive study of power transfer optimization of an ICP for both hy-
drogen and argon and includes the effect of magnetic enhancement.
The power transfer efficiency was investigated for both argon and hydrogen
plasmas while the operating power, gas pressure and the spatial position of
the magnetic filter was changed. A brief introduction will be given to induc-
tive power coupling in Section 3.1.1 and then the power transfer results will
be presented.
The key findings from this chapter include:
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1) The magnetic filter increases the plasma resistance up to a factor of two
in argon and up to a factor of three in hydrogen.
2) The increase in plasma resistance translates to a system efficiency gain of
up to 6% in argon and up to 25% in hydrogen and the increased efficiency
is shown to correlate with increased ionization rates inside the plasma.
3) The increases to system efficiency is sensitive to both the positioning of
the magnetic field with respect to the antenna and the strength of the mag-
netic field.
4) The magnetic field is shown to be able to initiate the H-mode at lower
powers.
3.1 Power Transfer in the ICPS
Initially Section 3.1.1 will introduce the basics of inductive power transfer and
then Section 3.1.2 will provide the methodology of measuring power transfer.
Section 3.2 presents the power optimization results for hydrogen and Section
3.3 presents the power optimization results for argon.
3.1.1 Source Dynamics
Typically, in a plasma source, energy for the discharge is provided by a power
amplifier which couples power to the plasma either capacitively, inductively
or via microwaves. For inductively coupled plasma sources such as the ICPS,
both the capacitive and inductive paths are employed. Initially an alternating
current is passed through the antenna which creates a near-field time varying
magnetic field through the solenoid. If the AC frequency driving the antenna
current is below the plasma frequency, (which is often the case), then the
near-field emission from the antenna is evanescent and diminishes within the
plasma at a characteristic length scale (the plasma skin depth). When the
momentum transfer collisional frequency of the electrons (νm) is greater than
the driven near-field frequency (ω), the ’collisional’ skin depth δc is used,
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when νm  ω the ’collisionless’ skin depth δp is used [60]:
δp =
c
ωpe
, δc =
√
me
e2µ0ns
(3.1)
where c is the speed of light, νm is the collisional frequency given by (σ¯elngv¯e),
ns is the sheath density and ωpe is the electron plasma frequency.
The electron plasma frequencies in hydrogen in the ICPS range from 17.8 GHz
in the high density region near the antenna to 1.8 GHz in the low density ar-
eas downstream at x = 10 cm. The plasma frequencies in argon are higher
than hydrogen due to the increased power coupling yielding increased den-
sities at a given power. They range between 56.3 GHz under the antenna and
5.6 GHz in the downstream region.
The skin depth of the hydrogen plasma discharge in the ICPS ranges between
20 cm at low plasma densities to 1.6 cm at higher densities. This means the
H-mode plasma power coupling is able to penetrate across the diameter of
the source tube for hydrogen. However for argon, the skin depth ranges be-
tween 5.3 cm at low density and as low as 5 mm at the higher operating
power. This means the H-mode argon plasma power coupling is not able to
penetrate the source tube at higher powers and the power deposition profile
is instead confined to a thin layer near the antenna.
The ratio of the collision frequency to the driving frequency gives an indi-
cation of the collisionality within the skin depth during one RF cycle. For
the ICPS, this ratio ranges from approximately 1 to 50 for hydrogen in the
pressure range from 10 mtorr to 100 mtorr respectively. This places the ICPS
measurements in an intermediate collisional skin regime.
In addition to the time varying magnetic field, there is also a capacitive cou-
pling of the antenna arising from the time varying applied voltage. At low
power, this capacitive potential field is the dominant mode of power coupling
to the plasma despite its low efficiency. This coupling results in a low den-
sity diffuse plasma throughout the source called the E-mode typically present
from 0 W up to 80 W depending on the plasma resistance. As the power is in-
creased, the primary power coupling switches to the inductive mode whereby
the time varying magnetic field of the antenna gives rise to induced closed-
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loop azimuthal electric fields perpendicular to the magnetic field lines [111]:
~Eind = −δ
~A
δt
(3.2)
With ~A as the magnetic vector potential where ~B = ∇× ~A. The low mass
electrons responding to these high frequency induced electric fields are ac-
celerated and undergo collisions dissipating the power from the source. Col-
lisional energy transfer of this kind is called ohmic heating and is the pri-
mary channel for power deposition in ICP devices operating at higher pow-
ers. When the azimuthal currents are the primary sink for the electrons
the coupling mode is called H-mode operation and it is highly power effi-
cient. The H-mode also typically exhibits a uniform plasma discharge profile
with Maxwellian particle distributions making inductively coupled systems
ideal for plasma processing applications. The power absorbed by a volume
of plasma is related to the azimuthal current density and the effective plasma
conductivity by [70]:
Pabs =
J2θ
2σe f f
piVvolδc (3.3)
where Jθ is the current density, Vvol is a plasma volume and σe f f is the effective
plasma conductivity:
σe f f =
e0ω
2
pe
νm + jω
(3.4)
where e0 is the electric permittivity of free space. The azimuthal electron flow
induced in the plasma skin layer creates its own magnetic field and along with
the inertial electron induction, the total plasma inductance is defined Lp. It
is clear from Eq. 3.4 that increasing the collisional frequency of the electrons
decreases the conductivity, (equivalent to an increase in the resistivity), of
the plasma. Higher resistivity increases the ability of the plasma to absorb
power. The plasma resistance Rp (in ohms) is described as the inverse of the
plasma conductivity containing no imaginary part and can be considered as
an in-series resistive component of the plasma:
Rp = νmLp (3.5)
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The plasma resistivity can be increased by increasing the collisional frequency
or increasing the plasma inductance. Increasing the plasma resistance is the
primary way in which the efficiency of the source can be increased how-
ever, increased plasma resistance does not always imply increased ionization.
Power may be deposited via inelastic collisions such as atomic orbital exci-
tation or power may also be deposited by pumping of rovibrational atomic
bond modes if the feedstock gas is molecular.
3.1.2 Measuring Power Efficiency
Initial calibration of the current measurements were made by comparing an
Ion Physics CM-10 current monitor ring with a Tectronix TCPA300 current
probe. The two devices were found to closely agree across a power range of
2 W to 200 W within an offset of 7% between them (Fig. 3.1(a)). Due to its
simplicity and size, the CM-10 ring was permanently installed in the ICPS
matching box and then used for all subsequent power measurements in this
chapter. The CM-10 current monitor was terminated at 50 Ω into an oscil-
loscope and the AC current waveform amplitude was converted to RMS to
obtain the current measurement.
Power efficiency measurements were made using knowledge of the antenna
current, forward power, plasma resistance and the contact resistance of the
system (eg. matching unit and antenna). The contact resistance was first
determined by taking antenna current measurements in the absence of a
plasma load under vacuum (Rvac). Power was run through the system cir-
cuit (matching unit and antenna) and was impedance matched for near zero
reflective power using a Diamond SX-100 power meter. With knowledge
of the applied power and the current through the antenna, the relationship
Pf orward = I2antRvac was used to find the contact resistance and shown in Fig-
ure 3.1(b). This measurement must be performed at low powers to avoid
contact solder melting and component damage to the matching unit or an-
tenna. Typically in inductive plasma systems the vacuum resistance of the
matching unit (Rvac) is approximately 1 Ohm, and > 1 Ohm in CCP systems.
The plasma was then turned on and the plasma resistance was calculated
from Rp = Rtotal − Rvac where Rtotal is the resistance calculated with the
plasma running. The total resistance (Rtotal) of the circuit was determined
by converting the ’plasma on’ current at a known power into a resistance
by using the power relation Rtotal =
Pf orward
I2ant
. Once the vacuum resistance
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(a) Comparison of antenna current Iant
using two different devices.
(b) Matching unit and antenna circuit
resistance Rvac found to be on average
1.31. Ohms
Figure 3.1: Calibration of antenna current measurements (Iant and assessing the vac-
uum resistance (Rvac) of the impedance matching network.
and plasma resistance have been found, the overall power deposition (η) of
the system can be determined as the ratio of the plasma resistance to the
resistance of the plasma driving circuit:
η =
Rp
Rp + Rvac
(3.6)
This is a measure of the fraction of power being deposited into the plasma
and is the method used to measure the overall efficiency of the plasma source
in this chapter. The power fraction of the system can be increased by either
increasing the plasma resistance or decreasing the vacuum resistance of the
system circuit. Since the vacuum resistance is set by the physical components,
the plasma resistance is the key factor for determining source efficiency.
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3.2 Hydrogen Power Transfer
The following three sections will describe the power transfer for hydrogen:
the E to H mode transition, pressure changes and changes to magnetic field.
The efficiency of a plasma source is a key property
3.2.1 Hydrogen E-mode to H-mode Power Dependency
Figures 3.2(a) and 3.2(b) shows the how the plasma resistance and power de-
position change with increasing power. The red profiles show data for when
the transverse field is applied to the plasma. The filter is centered at x = 5
cm downstream of the antenna for these results. The black profiles show data
without the transverse field applied. The low power range from 0 W to 50 W
represents the low efficiency E-mode coupling state of the plasma where the
power is not coupled to the inductive fields but rather capacitive coupling to
the plasma via the antenna voltage.
Figure 3.2(a) shows that the downstream magnetic filter increases the plasma
resistance in hydrogen up to 70% (roughly 2 Ohms) during the H-mode. The
magnetic field also increases the plasma resistance per Watt faster than with-
out the filter. Figure 3.2(b) shows that this increase in plasma resistance trans-
lates into a power efficiency increase by up to 20% in the H-mode. The figure
importantly shows that the magnetic filter allows access to H-mode transition
by up to 40 W lower than without magnetic filtration. This effect is important
for pulsed applications and will be discussed further with respect to the ar-
gon results in Section 3.3.
The magnetic field in Figure 3.2(b) shows increasing gains in plasma resis-
tance with increasing power up to 300 W here which means that the gains
from the magnetic field range can apply to a wide range of system powers.
While there is a paucity of detailed literature on hydrogen ICP power depo-
sition, these trends show similarities in the available literature for both ICP
systems [33] [112] [113] [114].
Interestingly, Figure 3.2(b) shows that the efficiency of the source decreases
through the capacitive mode from around 0 W to 60 W. This drop in power
efficiency is due to increasing screening of the electric field with increasing
charged particle density. The measurement of this effect closely matches the
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(a)
(b)
(c)
Figure 3.2: Hydrogen plasma power deposition and densities at 10 mT pressure.
(Black) no field, (Red) 250 G field centered at x = 5 cm. a) Hydrogen plasma resistance
as a function of power. b) Hydrogen plasma power efficiency as a function of power.
c) Hydrogen electron density (ne) as a function of power.
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analytical model of ICP power transfer from the E-mode to H-mode devel-
oped by Chabert [60] when capacitive coupling was included.
To determine whether or not the increased efficiency translates into increased
ionization, electron density measurements were taken inside the center of the
discharge under the antenna at x = -2.5 cm upstream of the front of the coil.
Figure 3.2(c) shows the electron density as a function of power from hairpin
probe measurements. The E-mode to H-mode transition is well-defined for
the electron density measurements occurring around 80 W forward power
(Fig. 3.2(c) and increasing the electron density by an order of magnitude.
The trend in electron density (ionization) is seen to follow the trend in power
transfer efficiency. The effect of magnetic filter increases in electron density by
a factor of 2 to 3 in the H-mode compared to the unfiltered case which corre-
sponded to a 10% increase in power deposition. Note that the magnetic filter
is located 5 cm downstream of the antenna and this density measurement
was taken in the center of the discharge at x = -2.5 cm and so the increase in
ionization efficiency from the magnetic filter can be non-local. The onset of
the H-mode with the magnetic field applied is seen to be delayed compared
to the power transfer measurements due to the presence of the probe inside
the discharge. When the probe was removed the H-mode was seen to trigger
at a lower power with the application of the magnetic filter consistent with
Figure 3.2(b) when the density probe was not inserted.
It is unclear exactly what the mechanism is which produces the increased
power transfer efficiency when using the magnetic field, however several ex-
planations can be offered. Firstly power transfer gains may be driven by in-
creases in the plasma resistivity from increased particle confinement whereby
longer particle residence times allow for greater numbers of ohmic collisional
events. Secondly the plasma inductance Lp could be being modified by the
coincidence of magnetic field line geometry of the nearby filter with the an-
tenna. Thirdly any effects which increase in the effective plasma conductivity
σe f f will lower the required antenna current for a given power setting [110].
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3.2.2 Hydrogen Pressure Dependency
The power transfer efficiency as a function of pressure was investigated. Mea-
surements were taken during an H-mode discharge at a constant forward
power of 100 W. The hairpin probe was again used to measure electron den-
sity changes in the central discharge.
Figure 3.3(a) shows the hydrogen plasma resistance measurements as a func-
tion of pressure. The plasma resistance is seen to increase from 10 mtorr up
to around 35 mtorr where it then begins to decline. The magnetic field is seen
to enhance the plasma resistance by around 60% compared to the unfiltered
case at low pressure but at high pressure increases the plasma resistance by
only 6%. This indicates that the efficiency gains from the magnetic field are
strongest for low pressure hydrogen plasmas and make little difference to
transfer efficiency on high pressure systems.
Figure 3.3(b) shows the power transfer efficiency profile. At low pressure, the
plasma resistance gain of approximately 1 Ohm from the magnetic filter is
seen here to translate into enhancing the system efficiency by around 13%.
At higher pressures of 50 mtorr however the system shows little increase in
the power efficiency with both filtered and unfiltered profiles at around 70%
efficiency. The saturation of the power efficiency at higher pressure stems
from the inability of the azimuthal inductive current to couple energy into
highly collisional electrons who have short mean free paths and are subjected
to high frequency scattering.
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(a)
(b)
(c)
Figure 3.3: Hydrogen plasma pressure dependencies and densities. H-mode op-
eration at 200 W power. (Black) no field, (Red) 250 G field centered at x = 5 cm.
a) Hydrogen plasma resistance a function of pressure. b) Hydrogen plasma power
efficiency as a function of pressure. c) Hydrogen electron density as a function of
pressure.
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3.2.3 Hydrogen Magnetic Field Dependency
Two sets of experiments were conducted to ascertain the spatial effect of the
magnetic filter on the power efficiency by moving it along the x-axis and sep-
arating it in the z-direction. In the first experiment the filter field was moved
along a sliding stage so the magnetic filter could be moved to different posi-
tions along the length of the source as well as vertically separated above and
below the source including over the antenna.
Figures 3.4(a) and 3.4(b) (top figures) show the resistance and efficiency changes
when the magnetic filter is moved along the length of the source in the x-
direction. The maximum efficiency gains are made for hydrogen when the
center of the magnets were placed just downstream of the front of the an-
tenna at x = 1 cm. When the magnets were centered above the antenna from
x = -5 cm to x = -1 cm the H-mode discharge was abruptly suppressed and
only a diffuse E-mode plasma was able to be made. When moving the mag-
nets further downstream the H-mode reappeared. The plasma resistances
range from 0.5 Ohms up to 2.25 Ohms when moving the magnets. The power
transfer efficiency ranged from 30% up to 62% when the magnets were moved
along the length of the source. These results show the optimal efficiency gains
for the hydrogen source is when the transverse magnetic field is positioned
close to the front of the antenna.
This suppression of the discharge may be due to the superposition of the time
varying axial field inductive with a permanent transverse field disrupting the
formation of azimuthal electric fields and currents. The peak in the source
efficiency which occurred when the magnetic filter was positioned directly
adjacent to the front of the antenna at (x = 0 cm). As mentioned, this effect
may be a result of the lateral field lines of the filter edge improving the up-
stream inductance of the plasma or improving collisional confinement of the
discharge.
The second set of experiments involved placing the field at x = 5 cm and
changing the magnetic field strength by separating the magnets shown (Fig-
ures 3.4(c) and 3.4(d)). The plasma resistance measurements shown in Figure
3.4(c) shows a strong 4 Ω peak in plasma resistance at low magnetic field
strengths at around 10 G. The plasma resistance then declines toward 2 Ω
at a field strength of 100 G before increasing back up to 3 Ω at around 225
G. This low field peak corresponds to a strong jump in efficiency from the
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(a) Hydrogen plasma resistance as a
function of the center magnetic filter
distance from antenna.
(b) Hydrogen plasma power efficiency
as a function of the center magnetic fil-
ter distance from antenna.
(c) Hydrogen plasma resistance as a
function of field strength.
(d) Hydrogen plasma power efficiency
as a function of field strength.
Figure 3.4: Hydrogen plasma resistances and power deposition fractions changing
transverse field position in a) and b) and changing the field strength in c) and d). The
magnetic field was centered at x = 5 cm for Figures c) and d). Operating power was
200 W, H-mode discharge at 10 mtorr pressure.
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H-mode coupling up to a high power transfer efficiency of 75%. This low
field peak may be related to a resonance matching between the 13.56 MHz
driving frequency of the plasma and the electron cyclotron frequency at 5
Gauss. This effect from transverse filters has been seen recently by Kim et al.,
[34] and also by Lee et al., [110] and has been shown to be related electron
cyclotron resonance heating. Electron energy probability functions (EEPFs)
near the antenna will be shown in Chapter 4 which will support this hypoth-
esis.
It is noted that changing the magnets in the z-direction changes two param-
eters simultaneously: the strength of the filter field and the geometry of the
magnetic field with respect to the source.
3.3 Argon Power Transfer
Comparative power deposition experiments were then performed with ar-
gon for the plasma resistance, source efficiency and magnetic field position.
The experiments show much higher plasma resistances for argon than those
measured in hydrogen due to the wider range of available electric excitation
states and the ability of argon to absorb energy into metastable states. De-
tailed electron density measurements of the central discharge were attempted
to match the hydrogen data but the probe was not able to withstand long pe-
riods inside the discharge due to the high plasma densities and temperatures.
3.3.1 Argon Power Dependency
In argon the higher plasma resistance allows for H-mode coupling activation
at powers as low as 10 W forward power and so the E to H mode transi-
tions were not able to be characterized. Figures 3.5(a) and 3.5(b) show the
power dependency of argon. The plasma resistance when the magnetic fil-
ter is applied is seen to increase strongly from around 3 Ohms to 15 Ohms
when the power is increased from 0 W to 50 W. The plasma resistance then
steadily decreases with increasing power down to around 10 Ohms. Without
the magnetic filter the plasma resistance trend is similar but peaks around 11
Ohms before declining to 8 Ohms.
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(a) Argon plasma resistance as a func-
tion of forward power.
(b) Argon power efficiency as a function
of forward power.
Figure 3.5: Argon power dependencies at 10 mtorr. (Red) magnetic field applied,
(black) no field applied. The field was centered at x= 5 cm.
These high argon plasma resistances translate into high power transfer effi-
ciencies. Argon efficiencies range between 64% at 10 W and 92% at 50 W
before slowly decreasing in efficiency by 4% as the power is increased to 300
W. The greatest gain in efficiency for argon is seen at the lowest power range
of 10 W where the difference between the filtered and unfiltered efficiency is
around 8%. To emphasis the high plasma resistance of argon, at 10 W argon
already has the same plasma resistance of hydrogen at 200 W.
3.3.2 Argon Pressure Dependency
Figures 3.6(a) and 3.6(b) show the pressure dependency for argon. The pres-
sure profile for argon looks similar to that of hydrogen with increasing plasma
resistance and efficiency from low pressure up to 15 mtorr before plateauing
up to 25 mtorr. The plasma resistance changes by around 4 Ohms over the
pressure range and the power transfer efficiency increases by around 8 Ohms
with increasing pressure. A maximum gain from magnetic enhancement of
only 4% is seen at the lowest pressure of 2.5 mtorr. Argon displays plasma
resistances ranging from 2 Ω to 15 Ω, which is three times higher than those
measured in hydrogen.
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(a) Argon plasma resistance as a func-
tion of pressure.
(b) Argon power efficiency as a function
of pressure.
Figure 3.6: Argon pressure dependencies at 100 W power. (Red) magnetic field
applied, (black) no field applied. The field was centered at x= 5 cm.
The argon pressure sweeps show that the magnetic filter increases the plasma
resistance more strongly at low pressure by around 2 Ω at 3 mtorr and around
1 Ohm at 10 to 15 mtorr. There was a noticeable saturation of the plasma re-
sistance at around 10.5 Ohms for increasing pressure at 15 mtorr for the field
on case, and at around 25 mtorr for the field off case (Figs. 3.6(a) and 3.6(b)).
The pressure range of this saturation effect closely supports the findings of
Arancibia et al., [33] who used a novel ICP coupling system to perform power
efficiency measurements in argon.
Since the power efficiency is a ratio of plasma resistance to the contact resis-
tance of the system (Eqn. 3.6), increasing the plasma resistance higher pro-
vides depreciating returns for system efficiency. For this reason, the largest
gains in power efficiency are found when improving the plasma resistance
from low levels especially if the plasma resistance is comparable to the con-
tact resistance of the system. In the case of hydrogen which has low plasma
resistance, the increases in plasma resistivity of only a few Ohms from the
magnetic filter can equate to a 20% increase in the power transfer efficiency.
Whereas in argon the plasma resistance can be increased by 12 Ohms with
only a gain of only a few percent in transfer efficiency. This result suggests
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that the best improvements in power transfer efficiency from the magnetic
filter is for low resistance plasma gas species. The finding also suggests that
the best efficiency gains are made when operating at low gas pressures.
3.3.3 Argon Magnetic Field Dependency
Similar to the previous experiments in hydrogen the position of the filter
along the source tube was moved along the x-direction and then separated
in the z-direction. Figures 3.7(a) and 3.7(b) show the results for moving the
filter in the x-direction along the length of the source. The plasma resistance
again shows a strong local effect from the position of the magnetic filter with
plasma resistances ranging from 13 Ohms to 26 Ohms. Interestingly the H-
mode discharge was not able to be suppressed at any position of the magnetic
filter in argon. In fact the maximum plasma resistance is seen when the trans-
verse field is centered behind the antenna at x = -3 cm.
In hydrogen placing the filter in this position transitioned the plasma from the
H-mode to E-mode but in argon this was actually the optimal position for the
filter. This could be due to the plasma skin depth in argon being around only
5 mm compared to several centimeters in hydrogen. The DC magnetic field
of the permanent magnets has no skin depth and can penetrate the plasma
volume, this means that the transverse field has an increased ability to sup-
press the formation of the inductive mode in hydrogen but not in argon.
Figures 3.7(c) and 3.7(d) show the effect of separating the magnets in the
z-direction when they are stationed at x = 5 cm downstream. The gain in
plasma resistance is seen to increase from 12 Ohms to 22 Ohms at a field
strength of approximately 40 Gauss. The field strength profile trend is sim-
ilar to hydrogen with an early increase in the resistance followed by a dip,
then a recovery. However, this peak is higher than that seen in hydrogen
where the peak coincided with the electron cyclotron frequency possibly due
to a slight positioning error in the field during this run. Despite a drop in
plasma resistance of 14 Ohms when moving the filter from x = -3 cm to 4 cm
downstream, the plasma transfer efficiency only changes by 4% due to the
already high ratio of plasma resistance to contact resistance. These relatively
high argon power efficiency measurements agree closely with recent publica-
tion of power measurements in argon [33].
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(a) Argon plasma resistance as a func-
tion of the center magnetic filter dis-
tance from antenna (100 G separated
field)
(b) Argon power deposition as a func-
tion of the center magnetic filter dis-
tance from antenna (100 G separated
field)
(c) Argon plasma resistance as a func-
tion of the magnetic field strength
(d) Argon power deposition as a func-
tion of the magnetic field strength
Figure 3.7: Argon plasma resistances and power deposition fractions changing trans-
verse field position a) and b) and changing the field strength c) and d). The magnetic
field was centered at x = 5 cm for Figures c) and d). All plots at 100 W at 10 mtorr
pressure.
§3.3 Argon Power Transfer 87
The results in this chapter suggest that the magnetic field geometry strongly
affects the power transfer efficiency of the source and so several mechanisms
were proposed to explain this effect including increased inductance, conduc-
tance and confinement of the plasma. However to to fully ascertain the mech-
anism for the efficiency gains from the magnetic field, a model would need
to be developed which takes into account not only the magnetic fields spa-
tial geometry, but also its interaction with the inductive coupling and plasma
chemistry.
Modelling this effect analytically is difficult as the spatial sensitivity of the
power enhancement presented in this work suggest that at least a 2d axi-
symmetric B-field solution is required. Since a 2d+ filter field is highly non-
linear, adding such a field into analytical models is not straightforward and
has been explicitly avoided historically for this reason [115] [47]. Recently a
circuit based power transfer model designed to optimize the efficiency of the
ITER NBI source was developed [116] which also excluded external magnetic
field effects. Basic monte-carlo modelling approaches have shown that the
external field can increase the plasma conductance [117] and hence power
transfer.
To the authors knowledge, no model has yet had the ability to both quantify
dynamic changes in inductive power coupling and changes to plasma chem-
istry under external magnetic fields. A comprehensive model such as this
would be required to compare the dataset presented in this chapter. A lead-
ing candidate to achieve the required modelling results of this type would be
a hybrid fluid/global model approach similar to that of Yang et al., [118] with
the additional inclusion of a 2d+ magnetic field. The development of such
a model here lies outside the scope of this work but could be an important
choice for future work.
Chapter 4
Charged Particle Dynamics Across
the Magnetic Filter
This Chapter presents the results of the effect of the magnetic filter on im-
portant plasma properties along the length of the source at various pressures.
There results are discussed with respect to conditions which are conducive
to increased negative ion formation. Section 4.1 presents the electron den-
sity profiles, Section 4.2 presents the axial EEPF measurements, Section 4.3
presents results of H2 rotational temperatures and Section 4.4 presents two
models of plasma transport to help explain the results.
Interesting new results emerge in this chapter from the magnetic filter exper-
iments including:
1) The formation of a particle ’trap’ occurring only at certain pressure
ranges and magnetic field strengths.
2) A strong increase in the density of low energy electrons inside the trap
downstream of the source.
3) Unexpectedly high electron temperatures near the source antenna at low
pressure due to electron cyclotron resonance heating from the edge mag-
netic field geometry of the transverse filter.
4) Increased gas heating of H2 rotational temperatures seen with the addi-
tion of the magnetic field.
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5) 1d and 3d modelling suggesting a mechanism for the formation of the
particle trap inside the magnetic filter and suggesting the parameter range
under which it can form.
4.1 Electron Density Profiles
This section presents the electron density measurements from both hydrogen
and argon at a variety of pressures for a 200 W H-mode discharge. Measure-
ments were taken using the hairpin probe at 1 cm intervals from the front of
the antenna from x = 0 cm to x = 10 cm. The effect of the transverse filter on
electron density was compared.
The first experiments investigating the effect of transverse magnetic filters on
plasmas were made in the 1920s [119]. Theoretical treatments in the 1940s in-
dicated that the filter caused decreasing electron temperatures and increases
in axial electric field strengths [120]. The Lorentz force from electrons trav-
elling in a cathodic arc through a filter was seen to affect the radial particle
distributions and transport in the 1970s [121] [122] and electron transport
through a filter was able to be halted creating a negative ion positive ion
plasma downstream of the filter [123]. The 1970s and 1980s saw renewed in-
terest in magnetic filtration for both plasma industrial processing [124], the
rise of Monte Carlo collisional simulations and the creation of negative ion
beam candidates for fusion power heating [125] [126].
Despite the publication history of magnetic filtration in plasmas, the precise
mechanism behind particle transport across a transverse magnetic field is still
contentious. Classical transport theory at low collisional regimes (1 mtorr
to 10 mtorr pressure) disallows electrons from crossing from the source dis-
charge across strong transverse fields as the electrons should be tightly con-
fined in cyclotron orbits to the transverse field lines they encounter and are
unable to transport via collisions before being lost to the walls or recombin-
ing. Despite this, appreciable electron densities through magnetic fields can
still be measured in most plasma sources [127] [128] [129] [21]. Overwhelm-
ingly, plasma sources that use transverse magnetic fields report declines in
electron density along the positive gradient of the magnetic field downstream
of the filter consistent with the known ability of the magnetic field to inhibit
plasma diffusion and mobility. This decline in plasma density is also associ-
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ated with the characteristic lowering of electron energy [130] [21] which make
the filter desirable for negative ion formation. A recent review was conducted
by Aanesland et al., of ion-ion plasmas and provide a brief outline of the con-
tention surrounding the question of filter transport [22] and suggested that
models of the electron cooling and negative ion transport are incomplete. Ide-
ally, it would be useful for the filter to lower electron temperatures without a
decline in plasma density.
Since 2012, theoretical modelling of new transport mechanisms through trans-
verse filter has been an active research topic which has been inspired partly
by problems encountered for optimization of ITER neutral beam prototype
sources [91] [35]. Several works covering particle transport across the filter
have since been produced including: 1d flux particle in cell (PIC) modelling
[38], 2d modelling of flux asymmetries from E×B drift currents [37], wall-
induced pre-sheath transport [39] [131] [36] and experimental external bias
control [132]. Despite these recent theoretical developments, there is a strong
lack of experimental evidence of obvious non-classical transport through the
filter to support it.
In 2016 Cho et al., [133] provided the first experimental evidence of their ’un-
expected’ increased hydrogen plasma electron density inside their transverse
filter. They investigated the role of electron cooling and H− production in
their tandem cusp negative ion system and showed the formation of a peak
in electron density which increased with gas pressure and magnetic field
strength. The explanation for this increase was suggested as particle trapping
due to decreasing perpendicular diffusion with the increasing magnetic field
strength. This paper will be discussed further with respect to the results pre-
sented in the following section.
4.1.1 Hydrogen Electron Density Profiles
During the first set of axial measurements with the hairpin probe, an increase
in the electron density through the magnetic filter in the ICPS was immedi-
ately noticed for hydrogen. The operating pressure of 50 mtorr was the first
pressure used during initial testing which is higher than that used some ap-
plications including NBI sources, however it will be shown that the may be
formed at lower pressures which are applicable to NBI relevant conditions.
§4.1 Electron Density Profiles 91
The electron density profiles were found to be repeatable over several days of
testing and so a series of profiles were taken at different pressures to quantify
the pressure dependence of the density peak. Six pressure ranges were then
chosen from 10 mtorr to 150 mtorr to investigate if the increase in density
through the filter occurred only at 50 mtorr. The forward power for the ex-
periments was 200 W and the applied magnetic field used was the standard
250 Gauss filter.
Note that in inductive hydrogen plasmas with less than 1 kW power, the dom-
inant ion present in the plasma is H+3 which increases also with higher gas
pressures. This has been shown theoretically in ICP modelling [105] [106] [93]
and also through early experimental verification using a mass spectrometer
which was installed on the ICPS.
Figure 4.1 shows the results for the axial electron density profiles at a variety
of pressures in the ICPS with the red profiles taken with the magnetic filter
applied and the black profiles show the results without the filter. The elec-
tron density profiles taken without the filter show the common exponential
decline in density with distance from the driving antenna (linear in the log-
scale shown here). With the application of the filter however the formation
of a peak in the electron density profile can be seen. The peak forms initially
at a pressure range between 10 mtorr and 25 mtorr and reaches a maximum
between 50 mtorr and 75 mtorr. At 150 mtorr the density profile looks to be
transitioning away from the trapping regime. The density peak appears lo-
calized around the center of the filter and is predominantly bound to the area
between physical edges of the permanent magnet blocks. The largest dif-
ference between magnetically filtered and unfiltered densities occurs in the
center of the filter at x = 5 cm and is more than three times higher for the 50
mtorr and 75 mtorr peaks. Electron densities for hydrogen at this power are
seen to range from 2 × 1015 m−3 up to 7 × 1016 m−3.
To test whether or not the density peak was an artefact from anisotropic elec-
tric permittivities arising from an effect of the magnetic filter, density profiles
were measured using both parallel and perpendicular orientations of the hair-
pin probe with respect to the magnetic field lines. The results were shown
previously in the diagnostics chapter (Figure 2.18 in Chapter 2) and show the
density peaks are not a measurement error from anisotropy in the plasma
permittivity.
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(a) 10 mtorr. (b) 25 mtorr.
(c) 50 mtorr. (d) 75 mtorr.
(e) 100 mtorr. (f) 150 mtorr.
Figure 4.1: Hydrogen plasma electron densities measured using the hairpin probe.
(Black) no field, (red) 250 G field center d at x = 5 cm.
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This same density increase seen in Figure 4.1 was also seen by Cho et al.,
[133] in their negative ion source showing a similar width and increase in-
side the peak. While the magnetic field strength here of 250 G is similar to
their peak field of 220 G, the peak seen here is centered on the peak magnetic
field position rather than a few centimeters upstream of the peak. This may
be due to the presence of a bias electrode near the filter in their work. The
pressure of the peak formed in this work begins above 10 mtorr and has a
maximum around 50 mtorr to 75 mtorr which is above the pressures used in
NBI devices. However, in the work of Cho et al., [133] the peak forms at a
lower pressure of 3 mtorr (0.4 Pa) and so this feature is reproducible at NBI
relevant pressures.
The ability to produce the density peak and tailor its creation at different gas
pressures is due to a number of factors including collisional frequency, ion
mass, magnetic field strength, and the presence of a tandem cusp field. These
factors will be discussed later with transport modelling in Section 4.4 and the
criteria for generating this trapping effect in a source will be presented. It will
be also be shown in Chapter 5 that optimization of this density peak may be
exploitable for use in fusion relevant plasma sources using different magnetic
field combinations.
While electron-driven processes are usually used to explain cross filter trans-
port, these results for hydrogen can instead be explained by considering ion-
driven plasma transport initiating the cross filter diffusion followed by parti-
cle trapping occurring over microsecond time scales for ion diffusion.
Due to the low ionization fraction in the ICPS the dominant collisional trans-
port processes in the plasma are the elastic collisions between charged par-
ticles and neutrals [92] [134]. At pressure ranges between 1 mtorr and 100
mtorr, the light-weight H+3 ion dynamics of hydrogen plasmas have several
different properties which can contribute to this trapping behaviour. Mod-
elling of the filter dynamics in Section 4.4 of this trapping effect will show
that the filter particle transport is dominated by the ion transport properties
and ∇B drift fields but a qualitative explanation of the process will be ex-
plained briefly here.
At the lower measurement pressures here of around 10 mtorr the H+3 ions ex-
hibit weakly collisional magnetized kinetics characterized by long mean free
paths and with wall loss lifetimes on the scale of roughly 30 µs to 70 µs.
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At intermediate pressures between 25 mtorr and 75 mtorr the combination of
moderate mean free paths and Larmor radii on the order of the source tube
width allows for strong cross field transport from upstream near the antenna
into the central region of the magnetic filter where they become magnetized
and trapped.
At higher pressures of 100 mtorr to 150 mtorr, the ions are highly collisional
and freely diffuse throughout the source across field lines at long timescales
of 100 µs to 500 µs. Table 4.1 summarizes the ion properties of H+3 through
the filter region. At the trapping pressure of 50 mtorr the Table 4.1 shows that
the momentum exchange collisions per cyclotron orbit (νm · ω−1ci ) is approxi-
mately 1.91 meaning that collisions occur at each half cycle which allows for
the maximum cross field displacement per collision. This idea is qualitatively
supported by Hayashi et al., [135] who used different ion mass plasmas to
show an indirect relationship between ion mass and filter transport. Their
work reasoned that the ion Larmor radius is related to to filter transport, but
they provided no density measurements or transport theory.
Table 4.1: Leading collision parameters for dominant hydrogen ions (H+3 ) in the
ICPS. 0.05 eV ion energy at (10 Gauss / 250 Gauss) respectively in the brackets
Parameter 1 mtorr 10 mtorr 50 mtorr 100 mtorr
Mean free path λm f p (cm) 41 4.1 .83 0.04
Cyclotron frequency ωci (kHz) (5 / 126.9) (5 / 126.9) (5 / 126.9) (5 / 126.9)
Collision frequency νm (kHz) 4.85 48.5 242.8 485
Larmor radius rL (cm) (6.3 / 0.25) (6.3 / 0.25) (6.3 / 0.25) (6.3 / 0.25)
Collisions per cyclotron orbit νm ·ω−1ci (0.97/0.38) (1.7/0.38) (48.56/1.91) (97/3.82)
These initial experimental results for hydrogen on the ICPS show that the
transverse filter can cause particle traps to occur which increase the local
plasma density by several factors. This trap has been previously shown to
form at NBI relevant pressures [133] and so this chapter will provide a suite
of measurements and modelling of the source to elucidate the mechanisms
which lead to its formation. This work could help inform a future set of ex-
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periments which could specifically target this phenomena and optimize the
process on an up-scaled negative ion device at lower pressure.
It should be noted that when the magnetic field is in place, a ’dark’ region
occurs in the vicinity of where this peak in plasma density occurs (See Fig-
ure 2.2(b) from Chapter 2 for a photograph of the dark region). Previously
shown ion saturation and electron current data (Figs. 2.13) support these den-
sity measurements which indicate that this region is certainly not devoid of
plasma. Further supporting evidence of the density peak using EEPF mea-
surements will be shown in Section 4.2. The lack of light emission under the
magnets implies low levels of electronic de-excitation are taking place within
the filter region. Recombination events are rare within the plasma bulk due
to the low cross section for radiative recombination [136] and the majority of
recombination occurs due to charged particle flux to the walls with an emis-
sion in the invisible ultraviolet region. Despite this, successful measurements
of the optical emission through the dark region were made and will be shown
in Section 4.3.
4.1.2 Hydrogen HP and LP Comparison
The hairpin probe electron densities from Figure 4.1 were compared to the
Langmuir probe measurements using an integration of the EEDF (see Eqn.
2.7). The It should be noted that while the EEDF and EEPF look similar, the
EEDF is used for the density integration and the EEPF is used for the effec-
tive electron temperature fits. Using the EEDF for the electron temperature
fits result in incorrect temperature fits.
Figure 4.2 shows the hairpin electron density profiles overlain with the den-
sities calculated from the Langmuir probe EEDFs. The Langmuir probe den-
sities are seen to generally follow the hairpin probe profiles.
The flattening of the densities toward the antenna for the LP measurements
result from the RF fluctuations near causing rounding of the EEPF near the
plasma potential which degrades the resolution of the low energy electrons
arriving at the probe tip. In this case, increases in RF close to the antenna
are balanced by increasing electron density resulting in a roughly flat density
profile toward the source.
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(a) 50 mtorr. (b) 100 mtorr.
Figure 4.2: Comparison of hairpin probe electron densities with EEDF integration
densities. (black) no field, (red) 250 G field center d at x = 5 cm. Vertical lines show
the physical edge of the filter magnets.
The EEPF profiles shown in this chapter show data trends and EEPF elec-
tron temperatures consistent with other ICP sources [21] [130]. This rounding
effect can be unavoidable in some ICP systems and can be seen even when
using high quality commercial probes [33].
4.1.3 Magnetic Permeability and Electron Cooling
It should be stated briefly about how far into the plasma the magnetic field
penetrates. Under the effect of a magnetic field, a plasma can be considered
to be a diamagnetic material whereby free charges in cyclotron orbits create
discrete magnetic moments in opposition to an external magnetic field. This
process is analogous to the formation of electric dipole moments which arise
from external electric fields to create the electric permittivity of a material.
The magnetic dipoles can be described by the magnetization moment:
~M = −zˆ n(~r,~v) µmag (4.1)
where µmag is the magnetic permeability of the plasma, n is the number of
particles at position~r with velocity ~v, and −zˆ is the unit vector opposite the
direction of the external magnetic field. For low density plasmas less than
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1017 m−3, the plasma is essentially transparent to DC magnetic fields and the
field is able to permeate throughout the source. The magnetic field pene-
tration from the filter is not strongly attenuated in either hydrogen or argon
discharges in the ICPS and so the axial measurements taken in the center of
the tube are under the same magnetic field conditions for both gasses.
4.1.4 Hydrogen Magnetic Field Strength Comparison
A set of experiments were performed to examine the formation of the density
peak as a function of transverse filter strength. Figure 4.3 shows the results
for increasing magnetic field strength at two pressures. Three types of filter
were used with the same physical dimensions as the standard 250 Gauss filter
presented in the majority of this work. A smaller set of 120 Gauss transverse
field strength (Fe) magnets were used (blue profiles) along with a pair of
strong neodymium 800 Gauss magnets (green profiles). The electron density
profiles were measured at two pressures of 10 mtorr and 50 mtorr with the
three filter strengths.
At 10 mtorr the formation of a peak did not occur at any of the field strengths
and indeed the 800 Gauss field was shown to inhibit electron densities into
the filter immediately from the front end of the antenna at x = 0 cm. However
at the higher pressure of 50 mtorr a small peak is seen to form under the
magnetic filter around 120 Gauss and and grows in size at 250 Gauss. The
trapping effect of the filter therefore is seen to be a maximum at magnetic field
strengths around 250 G and intermediate pressure ranges of around 50 mtorr.
At the higher pressure of 50 mtorr here (Fig. 4.3(b)) the 800 Gauss filter is
seen to increase the upstream density by up to a factor of 4 near the antenna.
This increase in upstream electron density is due to the strong suppression
of perpendicular diffusion of the plasma and the magnetic filter acts to re-
duce the effective plasma size (de f f ). At higher gas pressures de f f has been
shown to become shorter [137] [70] and so the plasma ’sees’ a smaller cham-
ber size for a given RF power yielding higher local plasma densities. This
result shows that the transverse magnetic filter can also be used to control the
effective system size and increase densities inside the discharge by up to a
factor of 6 under certain collisional regimes.
These two experiments show that transport and trapping property of the filter
in hydrogen is a function of not only pressure (collisionality) but also mag-
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(a) 10 mtorr. (b) 50 mtorr
Figure 4.3: Investigation of the density peak as a function of magnetic filter strength
at 200 W.
netic field strength and both of these are required to create the density peak.
This finding shows that the origin of the increased filter transport is related
to an interplay between collisionality and cyclotron orbits. An argon plasma
was next measured to investigate the dependence of ion mass and collision-
ality on the trap formation.
4.1.5 Argon Electron Density Profiles
Figure 4.4 shows the axial electron density measurements in argon across
a range of pressures. Electron densities in argon were measured between
3× 1015 m−3 to 3× 1017 m−3 which were higher than for the same 200 W
forward power in hydrogen due to the higher plasma resistance in argon (see
power transfer results in Chapter 3). Near the antenna the electron density
approached 1018 m−3 and exceeded the density limit of the hairpin design
used for these experiments (see Section 2.3.9).
In contrast to the hydrogen measurements, no development of a density peak
was seen in argon across the pressure range of 2 mtorr to 75 mtorr for the 250
Gauss filter. The filtered and unfiltered density profiles show similar den-
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(a) 2 mtorr. (b) 5 mtorr
(c) 13 mtorr. (d) 27 mtorr.
(e) 37 mtorr. (f) 75 mtorr.
Figure 4.4: Argon plasma electron densities measured using the hairpin probe at 200
W. (black) no field, (red) 250 G field center d at x = 5 cm. Vertical lines show the
physical edge of the filter magnets.
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sities throughout the source. This finding implies that the ion mass or ion
collisional frequency may be a key variable governing the formation of the
trap.
Argon plasmas have similar frequencies for electron-neutral collisions to hy-
drogen but have an order of magnitude higher collision frequency for ion-
neutral collisions than hydrogen. The higher argon ion-neutral collision cross
section means that the argon ions have five times the collisional frequency as
hydrogen for a given gas pressure and so the cyclotron orbits are frequently
disrupted and the ions can diffuse via collisions through the filter more easily.
Compared to hydrogen, argon’s heavier ion mass means that the Ar+ ions
also have larger Larmor radii and so are unable to become magnetized even
at the center of the magnetic filter at 250 G. Modelling in Section 4.4 will show
the argon ions also exhibit long residence times, between 100 µs and 1000 µs,
and are free to collisionally diffuse throughout the filter and the source.
The argon electron density measurements support this as they show no lo-
cal effect of the magnetic filter across a wide range of pressures (Fig. 4.4).
The negligible effect of the filter on argon density profiles was also seen by
Aanesland et al., [21] at 10 mtorr using a similar magnetic filter in a conduc-
tive walled source.
The magnetic field is seen to produce higher electron densities in argon by
around 2 factors at pressures up to 75 mtorr. These power efficiency gains
from the magnetic field become lower as the pressure is increased.
Since the magnetic field penetration and collisional frequencies are similar
between argon and hydrogen, the strength of the electron cooling effect is in-
stead determined by the ion mass. The amount of energy loss per background
gas collision is two orders higher in hydrogen and so electrons require less
collisions to dissipate their energy. Inelastic collision pathways also play a role
as argon also exhibits a relatively high threshold for electronic excitations of
12.38 eV, whereas hydrogen has rovibrational molecular channels which can
be accessed from as low as 0.1 eV to 10 eV [92].
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4.2 Electron Energy Distributions and Plasma Pa-
rameters
This section shows spatial measurements through the ICPS including: elec-
tron energy distributions, floating potentials and effective electron tempera-
tures for both hydrogen (Sec. 4.2.1) and argon (Sec. 4.2.2). The effect of the
magnetic field strength on electron cooling will also be shown (Sec. 4.2.3).
This section characterizes the effect of the magnetic filter on the electron pop-
ulations at 10 mtorr, 50 mtorr, and 100 mtorr pressure and demonstrates that
the peak in electron densities seen in the previous section consists of a high
density of low energy electrons. The formation of the trap is accompanied
by a slight ’dome’ shaped potential profile which is seen to develop at higher
pressures centered around the filter.
The evolution of the EEPF as the electron population is the main parameter
for assessing the plasma chemistry of the source as many of the key plasma
chemistry processes are related to the electron speed via minimum threshold
energies or collisional cross sections. The EEPF profiles provide a snapshot of
the temperature of the electron population and can highlight regions where
differing chemistry is taking place within the source including negative ion
formation.
Many publications have been made showing EEPF measurements in both ICP
and CCP systems including detailed measurements of the dependencies of
electron temperatures to pressure and power levels for noble gasses [138] [66],
spatial profiles of electron temperatures through transverse filtered systems
[130] [21], novel ICP coupling regimes [33] and pulsed afterglow plasmas [15].
Hopkins and Graham [139] performed spatially resolved EEPF measurements
through their magnetic filter systems back in the late 1980s however they were
using a hot cathode system at very low pressure with a high central magnetic
field strength of around 1000 G. They showed a strong suppression in elec-
trons at the filter region and they created a situation similar to the conditions
seen in Figure 4.3(a) where a strong magnetic filter at low pressures reduces
the effective size of the system along with the opportunities for optimization
and customization of the plasma.
While taking EEPFs measurements inside a magnetic filter is not new, often
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the measurements are taken at either a single position or for a single gas
pressure condition. This dataset presents comprehensive measurements of
the spatial cooling effect of the filter in both hydrogen and argon at 1 cm in-
tervals and reveals the spatial evolution of the electron population using the
250 G filter. Detailed comparisons between filtered and unfiltered cases will
be shown including comparisons to the same conditions in argon.
The electron populations shown in the following sections were measured us-
ing a custom made compensated Langmuir probe (see Section 2.3.1) inserted
from the chamber side of the system through the central tube axis at 1 cm in-
tervals from x = 0 cm to x = 10 cm downstream. The profiles were measured
under continuous power operation (no pulsing) at 200 W and the IV curves
were generated by sweeping the Langmuir probe at kHz frequencies using
an Impedans ALP unit. Each IV curve was an average of 100 profiles which
were exported as CSV files for post-processing to calculate the EEPF, electron
temperature and floating potentials. The effective electron temperature was
calculated from the inverse slope of the EEPFs as described in Chapter 2 Sec-
tion 2.3.2. The dynamic range of the EEPFs is around 3 orders of magnitude
which is a good indicator for resolving the high energy electron ’tails’. All
profiles were taken while operating the inductive H-mode.
Measurements to obtain the EEPF inside the ICPS proved to be difficult and
required many probe construction iterations. The difficulties encountered
while measuring the EEPF in the ICPS included:
1) The chamber geometry required long Langmuir probe poles which at-
tracted larger parasitic capacitances and required the custom made RF chokes
to be located near the tip of the Langmuir probe rather than externally.
2) High plasma temperatures near the antenna destroyed RF choke circuitry
and casings several times before a more robust design was made.
3) The combination of both dielectric and conducting surfaces surrounding
the source generated different capacitive field coupling environments.
Despite these issues, a probe design was eventually made such that the EEPF
could be reliably resolved with a reliable low energy electron resolution un-
der most conditions and a long dynamic range of 3 orders of magnitude.
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4.2.1 Hydrogen EEPF Profiles
4.2.1.1 IV Profiles
Figure 4.5 shows an example of the raw IV profiles and their second derivative
for hydrogen used to calculate the EEPFs, electron temperatures and floating
potentials. For a general description of the IV profile and its features, see
Section 2.3.1.
Without the magnetic filter applied, the IV profiles and their second deriva-
tive are shown in Figures 4.5(a) and 4.5(b) (top figures), and with the appli-
cation of the filter are shown in Figures 4.5(c) and 4.5(d) (bottom figures).
Both filtered and unfiltered raw IV profiles (Figs. 4.5(a) and 4.5(c)) show
increasing ion saturation current with increasing negative bias. This is a com-
mon Langmuir probe effect due to the increasing Debye sheath as a function
of voltage. The expansion only affects Isat region and does not affect the re-
sults as the plasma density is not measured using the ion saturation current.
The IV profiles with the magnetic filter applied (Fig. 4.5(c)) show a reduction
in the electron saturation currents. This effect is not due to lower electron
densities but rather a reduction in the electron temperature when the mag-
netic filter is applied which reduces the current to the probe.
Figure 4.5(d) shows the second derivatives of the IV when the magnetic filter
is applied. The shorter distance between the first peak and the zero crossing
of the profile means that the ’knee’ of the IV is better defined and allows for
better resolution of the low energy electrons compared to the unfiltered pro-
files shown in Figure 4.5(b). This better resolution of the second derivative is
due to the property of the magnetic filter which was shown to lower the RF
noise inside the plasma (see Section 2.3.3).
4.2.1.2 10 mtorr Profiles
Figure 4.6 shows EEPF measurements, Te and V f made at 10 mtorr in hydro-
gen for both filtered and unfiltered source conditions. Without the magnetic
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(a) Axial profiles of IV characteristic
profiles without a filter in hydrogen at
50 mtorr 200 W.
(b) Axial profiles of 2nd derivative IV char-
acteristic profiles without filter in hydro-
gen at 50 mtorr 200 W.
(c) Axial profiles of IV characteristic
profiles with the filter in hydrogen at 50
mtorr 200 W.
(d) Axial profiles of 2nd derivative IV char-
acteristic profiles with the filter in hydro-
gen at 50 mtorr 200 W.
Figure 4.5: Compensated Langmuir probe, first and second derivatives, with and
without the magnetic filter. Profiles in 50 mtorr hydrogen at 200 W.
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filter in place (Fig. 4.6(a)), the EEPFs show similar Maxwellian populations
of electrons throughout the length of the ICPS and a steady reduction in
density with distance from the source is seen. This shows that the electron
populations in the ICPS are Maxwellian and can be considered collisionally
thermalized even at 10 mtorr.
However, with the application of the magnetic field, the electron populations
exhibit strong localized spatial dependency. Figure 4.6(b) shows the EEPFs
with the magnetic filter applied where a clear change in the electron popula-
tion is evident with a hot population of electrons at the front of the antenna
at x = 0 cm (black profile). The increasing slope of the EEPF profiles toward
center the filter (orange profile) indicate a cooling of the general population
with the lowest electron temperatures occurring around the center of the fil-
ter. The change in EEPFs with the application of the filter is well known effect
and has been characterized for electronegative plasmas previously including
hydrogen [130] and SF6 [128]. The shift from non-local kinetics to local kinet-
ics with the application of the magnetic field is due to the electrons becoming
magnetized and confined to field lines. This forces them to collisionally dis-
sipate their energy locally. At pressures below 10 mtorr, a cooling effect can
also be seen as a result of the faster electrons being preferentially lost to the
walls along transverse field lines before they can lose their energy collision-
ally.
Figure 4.6(c) shows the effective electron temperature, with the unfiltered
profile (black) and the filtered profile (red) calculated from the slopes of the
EEPFs. The unfiltered profile remains similar throughout the source with
electron temperatures ranging from 4 eV to 5 eV. These flat temperature pro-
files are indicative of semi non-local electron kinetics whereby the mean free
path for momentum transfer for the electrons is approaching the size of the
plasma system. Under these conditions the mean free paths for the electrons
in the ICPS is around 3 cm with residence times in the system of between
100 ns and 300 ns at 10 mtorr. These conditions are typical for low pressure
discharges in inductive systems [140] [60].
With the application of the filter (red profile) the electron temperature is seen
to reach as high as 12 eV near the antenna and as low as 1 eV inside the
filter region. This electron temperature is very high for a low power induc-
tive source. The high electron temperature occurs only when the filter field
is applied at this pressure of 10 mtorr. This high electron temperature effect
is likely due to a resonance between the frequency of the driven inductive
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(a) No magnetic filter. 10 mtorr hydro-
gen EEPF profiles.
(b) 250 G transverse filter. 10 mtorr hy-
drogen EEPF profiles.
(c) Effective electron temperature from
EEPF profiles.
(d) Floating potential profiles.
Figure 4.6: Hydrogen EEPF profiles, Te, and Vf at 10 mtorr, spatial evolution of
plasma properties downstream of the antenna. The filter is center d at x=5 cm.
Measurements taken at 200 W forward power and at 10 mtorr pressure.
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electric fields (ω) of 13.56 MHz and the cyclotron orbits of the electrons (ωce).
Near the front of the antenna, the edge of the magnetic filter has a weak x-
directed magnetic field component of around 5 G to 9 G which corresponds
to an electron cyclotron frequency of 13.56 MHz and 27.12 MHz for the fun-
damental and first harmonic cyclotron frequencies respectively. This effect of
electron cyclotron resonance (ECR) heating has been seen in other magneti-
cally enhanced ICP systems such as in Lee et al., [110] and more recently in
the work of Kim et al., [34]. The effect here is seen to produce far higher elec-
tron temperatures than in those works which indicates that the heating effect
may be quite sensitive to the position of the filter with respect to the antenna.
The high electron temperatures here correlate with the strong increase in for-
ward power transfer seen in Chapter 3 which supports the hypothesis that
the power is being transferred to the electron population via ECR heating.
This unexpectedly high resonance heating from the filter offers another con-
trol option possibly for processing applications. Electron cyclotron resonance
enhancement has been used to create hot localized plasma conditions previ-
ously in industrial fabrication etching but this often requires the careful use
of external microwave sources (eg. [141]). These results suggest that specific
placement of permanent magnets could be used to tailor location-specific ECR
for a variety of future uses in plasma processing which require localized hot
electron populations or high temperature gradients.
Inside the filter the electron temperature is as low as 1 eV however, these
EEPF profiles can also exhibit hot population ’tails’ (Figure 4.6(b) (blue pro-
file)). These hot tails are typically in the range of 10 eV to 20 eV and are at
a lower density compared to the bulk electrons. These tails can be impor-
tant not only for maintaining excitation and ionization processes but also for
undesirable destruction processes such as in the case of negative ions due to
electron detachment: e + H− → 2e + H [62]. The other primary destruc-
tion process for negative ions is mutual neutralization and electrons need to
be kept below 2 eV to maintain electron stripping rates below those of mutual
neutralization [142].
The floating potential profile in the unfiltered case (Fig. 4.6(d)) (black profile)
ranges between 38 V near the antenna to almost 0 V at x = 8 cm downstream.
The application of the magnetic filter showed a marked change in the overall
potential structure with potentials ranging from around 8 V inside the wave
coupled region, to a peak of around 20 V inside the filter.
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4.2.1.3 50 mtorr Profiles
These EEPF profiles taken at 50 mtorr (Fig. 4.7) represent measurements of
the electron population though the ideal conditions for the density peak for-
mation was seen previously in Section 4.1.1). The 50 mtorr profiles show
again Maxwellian profiles for both filtered and unfiltered cases and exhibit
lower overall electron populations compared with the 10 mtorr case.
The filtered EEPFs show strong cooling toward the center of the filter and im-
portantly, the filter shows not only a cooling population of electrons but also
an increased density of the low energy electrons at the center of the filter (Fig.
4.7(b) orange profile). This is an important result as these measurements are
taken though the maximum of the density peak and they show that the filter
is trapping a high density of low energy electrons which is ideal to assist dis-
sociative attachment that can increase negative ion formation. Furthermore,
EEPF results showing an increase in low energy electrons through a magnetic
filter in hydrogen are rare and the only other case the author is aware of in
the recent work by Cho et al., [133] using a low power prototype NBI source.
These results represent a new effect of the transverse filter and can help an-
swer broader questions related to plasma transport across magnetic fields by
presenting some of the first reproducible experiments showing filter trans-
port and trapping. Historically electron temperatures and electron densities
are seen to go down together which is undesirable as a lower density of
electrons produces less opportunities for negative ion formation. This result
shows that electron densities in hydrogen can be increased at locations far
from the initial plasma discharge and together with the findings of Cho et al.,
show that this density peak can be created over a wide range of pressures.
Figure 4.7(c) shows the effective electron temperatures at 50 mtorr which
range from around 4.5 eV to 2.5 eV for the unfiltered case and from 6.5 eV
down to 0.5 eV for the filtered case. The higher pressure reduces the over-
all electron temperature due to increased collisional losses. Interestingly the
50 mtorr Te profiles show a reduction in the high energy upstream electrons
seen in the 10 mtorr filtered plasma. This can be explained by the increased
electron collisionality at the higher pressure either disrupts the efficiency of
the ECR power coupling inside the discharge or the electrons have more op-
portunity to collisionally cool by the time they reach the center of the tube
and are measured on the Langmuir probe.
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(a) No magnetic filter. 50 mtorr hydro-
gen EEPF profiles.
(b) 250 G transverse filter. 50 mtorr hy-
drogen EEPF profiles.
(c) Effective electron temperature from
EEPF profiles.
(d) Floating potential profiles.
Figure 4.7: Hydrogen EEPF profiles, Te, and Vf at 50 mtorr, spatial evolution of
plasma properties downstream of the antenna. The filter is center d at x=5 cm.
Measurements taken at 200 W forward power at 50 mtorr.
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At 50 mtorr (Fig. 4.7(c)), the electrons are still strongly magnetized within
the filter region but undergo more collisions prior to being lost to the walls.
The collisional cooling mechanism is more efficient under these conditions
and is seen here to generate lower overall electron temperatures than at the
10 mtorr pressure range. The effective electron temperature inside the filter
region is very low at around 0.5 eV. A hot tail of 5 eV electrons also exists
in the filter center which comprises approximately 1% of the total popula-
tion. For electrons over the ionization threshold for H2 of 15.43 eV, only 0.01
% of the population exhibit the energy required for this ionization reaction:
e +H2 → H+2 + e. This finding suggests that the high electron densities seen
inside the filter region cannot be generated locally from ionization but are
instead being transported from elsewhere in the source. Since these electrons
downstream of the antenna are no longer within the vicinity of the azimuthal
inductive current, there is no way to recouple energy to the electrons and the
population is collisionally cooled over time during transport into the filter
region.
These EEPF measurements explain the ’dark region’ observed in the source
tube where the electronic de-excitation emissions from higher energy states
of H2 are not occurring. The EEPFs in Figure 4.7(b) show a strong reduction
in the electron energies above 10 eV which means that the optical emission
channels responsible for the visible discharge (primarily from H2) are not able
to be pumped by sufficiently energetic electron impact inside the filter region
and this indicates that a majority of the gas population is in the electronic
ground-state inside the dark region of the filter. While the electronic state is
mostly in the ground state, the H2 rovibrational energy of H2 may not be in
the ground state as the cross section for pumping rovibrational modes occurs
at a much lower energy range < 1 eV range [92].
The EEPF profiles inside the dark region are not only below the standard
ionization threshold but are also below the energy threshold for destruction
of vibrational states via dissociation H(v)2 + e → H+2 + 2e and H(v)2 + e →
H+2 + 2e→ H++H+ 2e [136]. This implies that rovibrational states from up-
stream are also not destroyed through the filter region. The following Section
4.3 will present optical emission results to ascertain the rovibrational popula-
tion along the source.
Finally at 50 mtorr, a ’dome’ shape potential profile begins to form around
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the magnetic field center (Figure 4.7(d)) with Vf potentials ranging between 5
V and 15 V. This dome potential appears at the pressures consistent with the
formation of the density peak (Chap. 4.1, Fig.4.1(c)) and could indicate that
the trap is slightly rich in positive ions which lends support to the theory of
ion-driven processes leading to its formation.
4.2.1.4 100 mtorr Profiles
The 100 mtorr EEPF profiles in Figures. 4.8(a) and 4.8(b) show an increased
overall cooling effect and exhibiting similar properties to the 50 mtorr case
including an increase in the low energy electrons (< 4 eV) and also show a
further reduction of the hot population tails.
The effective electron temperatures from the EEPFs at 100 mtorr are shown in
Figure 4.8(c) showing electron temperatures ranging between 4.5 eV and 2 eV
for the unfiltered case and between 4 eV and 0.3 eV for the filtered case. The
upstream electron heating is seen to be completely suppressed at the higher
collisional regime with lower electron temperatures than the unfiltered case
across the entire length of the source.
The domed floating potential profile is seen to persist at this pressure when
the filter is applied (Fig. 4.8(d)) with floating potentials ranging between 0 V
and 10 V. This is consistent with the continuation of the density peak from
the trap seen previously in the electron density profiles at this pressure (Fig.
4.1(e)).
4.2.2 Argon EEPF Profiles
Comparative axial measurements of the EEPF profiles were conducted in ar-
gon. Data is presented for two pressure regimes, 10 mtorr and 50 mtorr. The
magnetic field shows less localized effects in argon, less electron cooling and
negligible changes to the floating potential profiles which are findings con-
sistent with the reduced effect of the filter on the electron population in argon.
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(a) No magnetic filter. 100 mtorr hydro-
gen EEPF profiles.
(b) 250 G transverse filter. 100 mtorr hy-
drogen EEPF profiles.
(c) Effective electron temperature from
EEPF profiles.
(d) Floating potential profiles.
Figure 4.8: Hydrogen EEPF profiles, Te, and Vf at 100 mtorr, spatial evolution of
plasma properties downstream of the antenna. The filter is center d at x=5 cm.
Measurements taken at 200 W forward power and at 100 mtorr pressure.
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4.2.2.1 10 mtorr
The EEPF profiles along the source at 10 mtorr are shown in Figure 4.9. The
results show that similarly to hydrogen, the argon discharge in the ICPS also
exhibits thermalized Maxwellian EEPF profiles along the length of the source.
This result is commonly found in argon discharges for ICP systems [65]. The
unfiltered profiles in Figure 4.9(a) exhibit high energy tails which are seen to
reduce in temperature with distance from the antenna. The tails range in tem-
perature from 14.5 eV at x = 2 cm to around 5.4 eV at x = 10 cm downstream of
the source. The EEPFs with the magnetic filter applied show a slight increase
in low energy electrons (Fig. 4.9(a)). This effect does not occur inside the filter
region like in hydrogen and instead occurs several centimeters downstream.
The effect of increased density of low energy electrons is also much less than
seen in hydrogen.
The magnetically filtered profiles for argon at 10 mtorr are shown in 4.9(b).
Immediately noticeable for these EEPF profiles is that they show a much
weaker spatial dependence to the magnetic filter than the EEPFs seen in hy-
drogen exhibiting only a slight cooling effect seen from their slopes. This
is reflected in the calculated effective electron temperatures shown in Figure
4.9(c). The localized effect of the magnetic filter on electron temperature is
negligible in argon at 10 mtorr with electron temperatures ranging between
2.2 eV and 1.5 eV without the filter and between 2.5 and 0.75 eV with the filter.
It is interesting to note that the electron heating effects on the electron tem-
perature seen in hydrogen at 10 mtorr do not appear in the argon data for
effective electron temperatures in Figure 4.9(c). This is despite the increases
seen in the power efficiency at low magnetic field strengths shown in Chap-
ter 3 Figure 3.7(d). This is likely due to the much shorter mean free path
for electron collisional momentum transfer in argon (νm) resulting from the
much higher plasma densities in argon near the antenna. Additionally the
collisional skin depth of the plasma for power deposition is much shallower
in argon. In hydrogen at discharge densities of around 2× 1016 m−3 the col-
lisional skin depth for power deposition is around 5 cm, and so the inductive
field coupling can penetrate the source tube completely to deposit power.
In argon however, the higher source densities of up to densities of around
1× 1018 m−3 mean that the collisional skin depth for the inductive field is
only 0.5 cm and so the electrons have time to re-thermalize before reaching
the central axis of the plasma and being measured on the probe. This means
that if ECR heating is occurring in the argon discharge, it is occurring only in
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(a) No magnetic filter. 10 mtorr argon
EEPF profiles.
(b) 250 G transverse filter. 10 mtorr ar-
gon EEPF profiles.
(c) Effective electron temperature from
EEPF profiles.
(d) Floating potential profiles.
Figure 4.9: Argon EEPF profiles, Te and Vf at 10 mtorr, spatial evolution of plasma
properties downstream of the antenna. The filter is center d at x=5 cm. 200 W
forward power at 10 mtorr.
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the outer layer of the plasma unlike in hydrogen and so measurements of the
electron temperature in the skin depth would be required to see ECR heating
in argon.
The floating potentials for argon at 10 mtorr is shown in Figure 4.10(d) and ex-
hibits similar floating potential profiles for both filtered and unfiltered cases.
The potentials range between 0 V and 10 V with no indication of a dome
shape with the application of the filter at this pressure.
4.2.2.2 50 mtorr
The argon profiles at 50 mtorr again show only a weak effect of the magnetic
filter across the source with no major localized effects in electron tempera-
ture. The transverse filters EEPFs shown in Figure 4.10(b) also do not show
the increase in low energy electrons downstream of the filter as seen at 10
mtorr.
The effective electron temperatures at 50 mtorr (Fig. 4.10(c)) show electron
temperatures similar to those at 10 mtorr ranging between 2.2 eV near the
antenna down to 1.5 eV for the downstream unfiltered case and 0.7 eV for the
filtered case. These temperature gradients are similar to those for argon in
other magnetically filtered ICP systems at this pressure [21] [22].
The floating potentials shown in Figure 4.10(d) are very similar for unfiltered
and the filtered case indicating that the plasma fluxes across the source are
unaffected by the magnetic filter for argon at this pressure consistent with the
dominance of collisional diffusion for argon. The floating potentials range be-
tween 0 V upstream near the antenna and 20 V downstream at x = 10 cm.
In contrast to hydrogen, the effect of the magnetic field is seen to be negligible
in argon for both electron cooling and localized changes in plasma floating
potential for both pressures of 10 mtorr and 50 mtorr. These comparative
argon measurements are supported by Arancibia et al., [33] who found that
applying magnetic enhancement to an argon plasma at pressures of 50 mtorr
had no effect on the electron temperatures, electron densities and EEPF due
to the plasma collisionality.
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(a) No magnetic filter. 50 mtorr argon
EEPF profiles.
(b) 250 G transverse filter. 50 mtorr ar-
gon EEPF profiles.
(c) Effective electron temperature from
EEPF profiles.
(d) Floating potential profiles.
Figure 4.10: Argon EEPF profiles, Te and Vf at 50 mtorr, spatial evolution of plasma
properties downstream of the antenna. The filter is center d at x=5 cm. 200 W
forward power at 50 mtorr.
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Results from Aanesland et al., [22] have suggested that the magnetic field can
indeed begin to show localized effects from the magnetic field for argon at
very low collisional regimes for pressures of around 1 mtorr. However, these
non-local results in argon may also be related to the characteristic length of
the system and the magnetic field strength via its modification of the effective
system length de f f as discussed in Section 4.1.4.
4.2.3 EEPF Magnetic Field Strength Comparison
To ascertain the effect of magnetic field strength on the cooling of the EEPF,
measurements were made at a single position (x = 5 cm) at 50 mtorr pres-
sure under the magnetic filter for both hydrogen and argon (Fig. 4.11). The
magnetic filter field strength was decreased from 250 Gauss to 0 Gauss by
separating the magnets around the source tube while EEPF measurements
were taken at the filter center.
The results in Figure 4.11(a) shows that the majority of the cooling effect at 50
mtorr in hydrogen occurs with the application of only 40 Gauss. This result
shows that the electron cooling effect from increased confinement has a satu-
ration limit. At this field strength the electrons are already magnetized with a
Larmor radius of around 0.1 mm while the ions are not yet magnetized with
a Larmor radius of approximately 6 cm. It is noted that the density of low en-
ergy electrons increases with increased field strength up to 250 Gauss (orange
profile) due to the effect of trap formation. Interestingly the hot tails on the
profiles with the application of the filter remains at a constant temperature
from 43 G up to 250 G at an effective temperature of 23 eV.
In contrast the argon results in Figure 4.11(b) show the weak effect of the
magnetic filter at this pressure on the electron population under the filter.
The temperature remains largely unchanged ranging from 2 eV to 1.64 eV
and the temperature fits are summarized in Figure 4.11(c). The reason for
this is that the cooling effect in argon occurs at much lower pressures than in
hydrogen [21] due to momentum transfer mean free path and the higher ion
mass. The 10 mtorr data in this work shows the beginnings of cooling (Fig-
ure 4.9) but pressure comparison here at 50 mtorr are well above the cooling
pressure limit seen in argon.
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(a) Hydrogen EEPF dependency from
increasing magnetic field strengths.
(b) Argon EEPF dependency from in-
creasing magnetic field strengths.
(c) Effective electron temperatures from the
EEPFs for argon (green) and hydrogen (blue).
Figure 4.11: Hydrogen and argon EEDF profiles showing the effect of magnetic filter
strength. The filter is center d at x=5 cm. 200 W forward power at 50 mtorr pressure.
Effective electron temperatures shown in c).
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4.3 Optical Emission Spectroscopy
This section compares the temperature of the H2 feedstock gas in the presence
of the magnetic field to ascertain the effect of the magnetic filter in generat-
ing rovibrational excited states which can promote the formation of negative
ions. Optical wavelengths of the Q-branch emission from the Fulcher-α band
are investigated to determine the molecular temperatures through the source.
The Fulcher band is a high intensity and historically well-characterized band
in the optical region with generally unperturbed electronic transition chan-
nels making it an ideal candidate for determining molecular hydrogen tem-
peratures in the ICPS.
These experiments were conducted both with and without the magnetic filter
in place and include measurements through the ’dark’ region of low H2 elec-
tronic excitation at 10 mtorr and 75 mtorr where the particle trap forms.
4.3.1 Power Dependence
Rotational gas temperatures was first measured up to 200 W at two positions
in the source at 10 mtorr pressure to measure the dependence of the gas tem-
perature on the forward power.
The first position measured for the power sweep was at the front of the an-
tenna at x = 0 cm shown in Figure 4.12(a). The gas temperatures for both
filtered and unfiltered conditions near the antenna are similar and range from
around 300 K at low power to 400 K at 200 W. The reason for this similarity
is the proximity of the measurement at x = 0 cm to the gas flow inlet and the
measurement is of cold ’fresh’ H2 gas entering the system.
The temperature trends and temperature range shown here closely match the
power measurements from similar ICP systems [77]. The similarity of con-
ditions between systems in the Coronal regime implies that the rovibrational
and translational energy is in equilibrium at these powers and that assump-
tion 2) is satisfied from Chapter 2 Section 2.4.4.
The same power dependence measurements were then made at x = 5 cm
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(a)
(b)
Figure 4.12: Power dependence of the H2 rotational temperature at two positions, a)
at x=0 cm in front of the antenna, and b) under the filter region at x=5 cm.
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inside the filter region and are shown in Figure 4.12(b) which showed a sepa-
ration in the temperatures downstream of the source. Inside the filter region
the gas temperatures show a temperature increase of approximately 100 K
compared to the unfiltered case and relative uniformity across the power
sweep for both profiles. The unfiltered ICPS shows temperatures close to
room temperature around 300 K to 350 K while the magnetically filtered con-
dition shows gas temperatures around 400 K to 450 K. This separation is due
to the filter affecting the power deposition from electrons into the gas as it
flows from the upstream gas inlet. Assuming the ions are thermalized with
the background gas this result gives an estimate for ion temperatures between
of 0.03 eV and 0.04 eV in the ICPS.
4.3.2 Pressure Dependence and Spatial Dependence
The spatial effect from the power sweep data was investigated by measuring
the temperature profile along the length of the source at both 10 mtorr and 75
mtorr. Figure 4.13(a) shows the 10 mtorr profiles having a marked divergence
of temperatures from the discharge with a temperature gradient of -10 K per
centimeter for the unfiltered case and approximately +10 K per centimeter for
the filtered case with a noticeable increase toward the center of the filter. This
divergent temperature profile, where gas temperatures increase toward the
center of the filter, correlate well with the reduction in electron temperature
through the same region shown previously in Section 4.2 Figure 4.6. Temper-
atures here at 10 mtorr range from 300 K to 400 K for the unfiltered case and
between 400 K and 480 K with the filter applied.
The gas temperature result here suggests that even at low pressures, the
mechanism for localized electron cooling is from increased collisional energy
losses to the neutral gas due to the magnetic field increasing electron confine-
ment and hence electron power deposition within the source. The increased
neutral gas temperatures freely diffuse downstream of the filter region with
the majority of the gas heating occurring along the positive gradient of the
magnetic filter consistent with the location of the strongest gradients of elec-
tron cooling. The temperatures shown are consistent with the gas tempera-
ture ranges seen in similar inductive plasma sources [143] [144] [82].
An increase of 100 K in gas temperature from electron collisional cooling is
certainly energetically possible. The EEPF profiles from Section 4.2 show that
electrons lose almost all of their energy during their migration through the
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(a)
(b)
Figure 4.13: H2 Rotational temperature profiles along the length of the ICPS compar-
ing the effect of the magnetic filter (red) to background (black). The 10 mtorr profiles
are shown in a) compared to 75 mtorr profiles in b).
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filter region. If we assume an electron population loses its energy only via
collisions with the gas, then the energy from a population of electrons at 7 eV
(Fig. 4.6(c)) at a density of 1017 m−3 with a background gas pressure of 10
mtorr, provides enough energy to increase the total gas temperature by 80 K.
Considering that the residence time of the gas is far greater than the electrons
[145], (approx. 500 ms compared to 10 µs), then each gas molecule could be
heated by successive groups of electrons passing through the filter.
At 75 mtorr (Fig. 4.13(b)) the profiles follow a similar divergent trend to those
at 10 mtorr. The 75 mtorr case shows an overall increase in gas temperatures
across the source of around 100 K compared to the 10 mtorr case. This is
likely due to the increased collisional coupling of electrons to the neutral gas
at the higher pressure.
The increase in gas temperature for the unfiltered case in Figure 4.13(b) from
x = 5 cm to x = 9 cm may be related to a capacitive coupling mode between
the antenna and the diffusion chamber faceplate downstream. It is a coupling
which occasionally occurs during a run within the ICPS when no magnetic
field is present and manifests as an increased glow near the chamber opening.
It also results in increased plasma densities which can be seen in other mea-
surements in this work (eg. Figure 2.18). It was present by accident during
this run and manifested as a dull glow near the diffusion chamber. Interest-
ingly it was found to increase the local gas temperature by up to 100 K from
the upstream minimum at x = 5 cm.
The gas temperature at x = 0 cm at the front of the antenna again shows no
change in gas temperature despite the electron temperatures showing marked
differences at this location especially in the 10 mtorr case (Chapter 4.2 Figures
4.6 and 4.6). This indicates that the heating of the cold neutral gas from the
inlet upstream is not driven directly by the electron temperature but rather
the electron confinement which occurs further downstream where the num-
ber of electron collisions is far greater in the filter due to the increased particle
residence time.
A question arises as to whether or not these higher temperature H2 molecules
are able to form negative ions within their system residence time. The rovi-
brational mean free path for dissociative attachment of H2 in the ICPS can be
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estimated using this gas temperature data [24]:
λH2(v”) =
vg
ne· < σvDA > (4.2)
where vg is the gas velocity and < σvDA > is the averaged rate coefficient for
dissociative attachment. Assuming higher rovibrational states for the cross
section [9] and using the gas temperature of 0.05 eV (580 K) (Fig. 4.13(b)) the
estimate gives a dissociative attachment mean free path of between 2 m and
20 m for an excited H2 molecule. Since the residence time for gasses in the
system is of the order of milliseconds, each gas molecule should be able to
undergo at least one dissociative attachment event before exiting the system
at these temperatures.
These results show that the magnetic filter enhances the rovibrational state of
the H2 by up to 150 K. This effect increases with distance from the source an-
tenna meaning that the benefit to negative ion formation applies to locations
across the source and is not localized to the main discharge near the antenna.
4.4 1d Particle Transport Model
A 1d fluid model is presented which highlights the initial considerations
for plasma transport through a Gaussian magnetic field profile. The sec-
tion presents the drift model and concludes with a possible explanation for
the processes responsible for increased plasma transport perpendicular to the
magnetic field. While the spatial axis of the model is 1d, the model resolves
the x, y and z components of the drift velocity equation to produce a 1d vec-
tor field.
The model uses a 1d numerical fluid approach where the plasma drift equa-
tion is solved using the axial experimental data from the ICPS as the input
parameters. The parallel and perpendicular drift velocities are calculated for
both electrons and H+3 ions under different system conditions.
In the case of a magnetic field applied to a plasma, the diffusion and mo-
bility coefficients are each split into the two vector components parallel and
perpendicular to the direction of the magnetic field. For a magnetic filter this
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Figure 4.14: Source tube axis orientation and the two components of the total drift
velocity vector. The B-field orientation is in -zˆ due to the North-South orientation.
is important as the perpendicular components of µx⊥ , µy⊥ and Dx⊥ , Dy⊥
give indications of the rate of classical transport through the filter field and
laterally across it respectively.
Figure 4.14 shows the orientation of the ICPS source tube used for the 1d
modelling with the two drift vector components to be examined Ux ⊥ and
Uy ⊥ which are both perpendicular to the transverse B-field.
4.4.1 1d Model Theory and Solution Method
Diffusion and mobility are macroscopic descriptions of plasma transport which
can be used to help describe the plasma drift velocity. Mobility and diffusion
in the absence of a magnetic field can be found from first considering the
force balance equation:
meq~E−∇p−meneνm~u = 0 (4.3)
The equation describes the forces on a particle being factors of the electric
field and the pressure gradient and collisions respectively where ~u is the elec-
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tron drift velocity and νm is the average collision frequency for electron mo-
mentum transfer. Substituting in now the pressure gradient to the electron
density gradient at constant temperature ∇p = kBTe∇ne and rearranging
Eqn. 4.3 for the electron drift velocity:
~u =
q
meνm
· ne~E− kBTemeνm ·
∇ne
ne
(4.4)
The pair of constants on the left hand side are referred to the mobility (µ) and
diffusion (D) respectively such that:
µe =
|q|
meνm
(m2 · s−1 ·V−1) , De = kBTemeνm (m
2 · s−1) (4.5)
where νm is the collision frequency for momentum transfer. Equation 4.5
shows that in low ionization plasmas, the electron mobility and diffusion can
be enhanced by increasing the electron temperature and decreasing the gas
pressure. This equation can be applied to any particle species present in the
plasma.
To add the magnetic field effect on the drift velocity, the Lorentz force can be
substituted into the force balance equation for ~E. The mobility and diffusion
terms are then each modified by the presence of the magnetic field by a factor
of 1+ ω
2
+,−
ν2m
such that the mobility and diffusion become:
µ⊥ =
|q|
m(+,−)νm
· (1+ ω
2
+,−
ν2m
) , D⊥ =
kBT+,−
m(+,−)νm
· (1+ ω
2
+,−
ν2m
) (4.6)
where the subscript (+,-) are for the respective value for each charged species.
With the addition of the magnetic field (z-directed), the force balance Eqn. 4.3
is expanded to two equations:
qne(~Ex + ~uy⊥ × ~B)− kBTe∇xne −meνm~ux⊥ = 0 (4.7)
qne(~Ey + ~ux⊥ × ~B)− kBTe∇yne −meνm~uy⊥ = 0 (4.8)
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The two perpendicular components here in the x and y directions appear in
the same equation. The x-component of the velocity contributes to the Lorentz
force in the y-component and visa versa. This produces two equations which
can be solved simultaneously and combined to solve for ~u⊥ [70]. The x and y
final drift velocity can then be found from combining Eqns. 4.7 and 4.8:
~ux,y,⊥ = ±µ⊥~E− D⊥∇nene +
~uE×B + ~uDia
1+ (ωeτm)−2
(4.9)
Where τm is the mean time between momentum transfer collisions, ~uE×B is
the E cross B drift velocity, and ~uDia is the diamagnetic drift velocity:
~uE×B =
~E× ~B
~B20
, ~uDia =
∇ne × ~B
ne
· kBTe
q~B20
(4.10)
Equation 4.9 is used here for the basis to develop a simple numerical classi-
cal drift-diffusion model. The model uses experimental data of the electron
density ne profile and its gradient∇ne and the electron temperature profile Te.
The four leading terms from Eqn. 4.9 are largely responsible for classical
transport through a magnetic filter: mobility, diffusion, E×B drifts and dia-
magnetic drifts. The streamwise drift velocity can occur via several ways: in-
creased perpendicular mobility (µ⊥), increased perpendicular diffusion (D⊥),
positive E×B drift velocities (~uE×B) and diamagnetic drifts (uDia). Each of
these components from Eqn. 4.9 will be looked at both separately and then
together to try to ascertain the leading candidates for cross-filter diffusion in
the ICPS.
4.4.2 1d Electron Modelling Results
This section shows the model results for electron and H+3 ion transport along
the ICPS. The mean collision times used in the model νm were calculated from
the cross section for the dominant charged particle collisions within the ICPS
which are the electron-neutral and ion-neutral elastic collisions. The cross
section of Tawara et al., [92] was used for the (electron-H2) collision and the
cross section from Phelps [146] was used for the dominant ion collision (H+3 -
H2).
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The average gradient of the plasma potential measured in the ICPS is used for
the electric field strength ~Ex which was measured at approximately 3 V/cm
along the x-direction and 10% of this value was used for the unknown y-
directed plasma potential variation as per the modelling of Boeuf et al., [37].
The 1d magnetic field profile used in the model was from interpolated Gauss
probe measurements of the magnetic filter (see Fig. 2.3(a)) and from this
the cyclotron frequency is calculated from the magnetic field strength at each
point along the source.
Before considering the full drift equation, each of the leading terms in Equa-
tion 4.9 will be looked at separately. Figure 4.15 shows the modelling results
for the electron diffusion and mobility along the length of the source the filter
at 10 mtorr (top figures) and 50 mtorr (bottom figures). The magnetic field
strength is overlain on the figures for reference (red curve).
Figure 4.15(a) shows the modelling results for the parallel and perpendicular
diffusion coefficients at 10 mtorr in the ICPS. Without the magnetic filter ap-
plied (blue profile) the electron diffusion is seen to be fairly uniform across
the length of the source due to the non-local electron temperature profile with
an average diffusion coefficient of 104 m2 s−1.
With the filter applied, the perpendicular diffusion coefficient (D⊥) is strongly
suppressed due to the magnetic field by several orders of magnitude to less
than 10 m2 s−1. The suppression begins around 2 cm and continues though
to 9 cm downstream of the antenna. However, the electrons can still diffuse
parallel to the magnetic field lines in the z-direction and so the parallel diffu-
sion (D‖) is seen to be of the same order of magnitude as the unfiltered case
and the strength of the diffusion across the field is seen to follow the trend in
the electron temperature.
The electron mobility at 10 mtorr is shown in Figure 4.15(b). Without the
filter the electron mobility is equal to the parallel field mobility (µ‖) and was
calculated at a value of 2.25 × 103 m2 s−1 V−1. With the filter added, the
mobility is suppressed from the x = 2 cm position to the x = 9 cm position
similar to the diffusion coefficient. This suppression is seen to occur fully at
a magnetic field strength of only 25 G. This suppression of electron mobility
and diffusion is the cause of a reduction in plasma density widely reported
downstream of transverse filters at low pressure.
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(a) Diffusion coefficients at 10 mtorr. (black)
magnetic field applied (blue) no field.
(b) Mobility coefficients at 10 mtorr.
(c) Diffusion coefficients at 50 mtorr. (black)
magnetic field applied (blue) no field.
(d) Mobility coefficients at 50 mtorr.
Figure 4.15: 1d model results showing the electron Diffusion, mobility through the
ICPS at two pressures.
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Figure 4.15(c) shows the parallel and perpendicular diffusion coefficients at a
higher pressure of 50 mtorr. The higher collisional frequency at 50 mtorr
along with lower electron temperatures produces an order of magnitude
lower diffusion coefficients than the 10 mtorr case (note the axis scale dif-
ference). The diffusion with the filter applied shows a similar level of sup-
pression to the 10 mtorr case except at the edges of the filter region at x =
2 cm and x = 9 cm which show higher diffusion rates and so the electrons
are seen to be able to penetrate further into the filter at higher pressures. In
this case a filter strength of 115 G is required to fully suppress the electron
diffusion coefficient at 50 mtorr.
The individual contributions to the total drift velocity from both the E×B and
diamagnetic drifts (Eqn. 4.10) were then investigated from only those compo-
nents in Equation 4.9. Figure 4.16(a) shows the electron drift velocities along
the ICPS. Since the diamagnetic drift occurs perpendicular to density gradi-
ents and the lateral variations in the electron density are unknown, only the
y-component of the diamagnetic drift (~UyD) in the ICPS is shown. The lateral
plasma density gradient in ICP discharges have been found to be small com-
pared to the axial x-directed density gradients [147] [60] and so they are not
considered drifts which directly contribute to x-directed drift velocities. In-
stead the lateral diamagnetic drifts are suggested to create lateral (y-directed)
drifts which cause charge separation and lateral electric fields. This finding
has been supported by particle-in-cell modelling for NBI systems by Boeuf et
al., [37].
These lateral diamagnetic drifts have been shown create charge separated
electric fields and have been recently proposed to be the instigator for E×B
cross filter transport [37] [38]. While these electric fields are not known in this
case, the values from particle-in-cell modelling by Boeuf et al., [37] were used
to guide the choice of electric field at an upper bound of 0.7 V/cm.
The electron diamagnetic drift velocities calculated from this 1d model (Fig.
4.16(a)) and are shown to range up to 15 km s−1 either side of the filter region
and are reduced to approximately 1 km s−1 inside the filter region due to
the low electron temperatures. Assuming these electrons create a weak 0.3
V/cm electric field, the resultant E×B drift velocities (~Ux E×B) produce rela-
tively strong streamwise velocities either side of the filter with a constant drift
inside the filter of approximately 1.5 km s−1.
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(a) ExB and diamagnetic drift velocity for
electrons across the filter with a lateral elec-
tric field of 0.3 V/cm.
(b) ExB and diamagnetic drift velocity for H+3
across the filter with a lateral electric field of
0.3 V/cm.
(c) Total drift velocities at several lateral
electric field strengths.
(d) Total drift velocities with a y-directed
electric potential (Ey).
Figure 4.16: Model results for the E×B drift, diamagnetic drift and total drift veloci-
ties for both H+3 ions and electrons at a 50 mtorr collisional regime.
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Figure 4.16(b) shows the results for the equivalent diamagnetic drift and E×B
drifts for H+3 ion. The ion diamagnetic drift velocities are seen to be sup-
pressed across the length of the source at low diamagnetic drift velocities of
≈ 3 m s−1. This is primarily due to the low ion temperature rather than
from the ion density gradients. This shows that any lateral electric fields are
produced from charge separations driven by electron diamagnetic drifts and
not lateral ion drifts. Since the E×B drift is independent of particle mass and
charge, the ion E×B drift is the same as the electron drift and is in the same
direction.
After looking at each part of the drift individually, the total drift velocity was
then calculated for electrons and ions accounting for diffusion, mobility, elec-
tric and magnetic fields and the drifts. It has already been determined from
Figures 4.16(a) and 4.16(b) that one of the major contributors to the stream-
wise drift velocity is the E×B force via small lateral electric fields and so the
drift as a function of several electric field strengths was calculated. The to-
tal streamwise drift velocities at 50 mtorr are shown for electrons in Figure
4.16(c) and ions in Figure 4.16(d) with each different profile representing the
response of the drift to different lateral y-directed electric field strengths.
Figure 4.16(c) shows the electron drift velocity using the total drift equation.
It can be seen that in the absence electric fields, the streamwise electron drift
velocity is strongly suppressed by the presence of the magnetic field (orange
profile). At the filter edges where there is a low magnetic field the stream-
wise velocity approaches the ’free diffusion’ limit. By simulating weak electric
fields across the source, the central drift velocity becomes non-negligible with
drifts between 1.25 km s−1 at a field strength of 0.3 V cm−1 up to 2.75 km s−1
at a field strength of 0.7 V cm−1.
Figure 4.16(d) shows the total velocity for the H+3 ions when using the to-
tal drift equation. The ion drift profiles are seen to be quite different to the
electron profiles with peak ion drifts occurring either side of the filter at x =
2.5 cm downstream and x = 7.5 cm downstream. A minima in the total ion
drift in seen at the center of the filter which becomes more prominent with
increasing electric field strength. Peaks in the total ion drift are seen either
side of the central filter region which result from a combination of magnetic
field strength, ion mass and collisional frequency. This results shows that
under suitable conditions, the streamwise ion transport can be strongly en-
hanced either side of the filter which lends support to the theory of ion-driven
processes leading to the formation of the trap seen in the hydrogen plasma
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density results.
4.4.3 1d Modelling Concluding Remarks
These 1d modelling results show that electron diffusion and mobility through
a magnetic filter is almost completely suppressed above fields of 60 G with-
out the effect of lateral electric fields. The diamagnetic drift laterally across
the source is driven by electrons rather than ions due to their higher temper-
ature. If these drifts are able to create even weak electric fields, then sizeable
streamwise E×B drifts emerge for electrons and ions. The total drift velocity
for electrons through the filter can be enhanced with these electric fields up
to several km s−1. The total drift velocity for ions increases compared to the
free-diffusion velocity and is seen to peak in velocity either side of the filter
due a combination of magnetic field strength, electric field and collisional fre-
quency and may be responsible for ion initiated entrainment of particles into
the central filter region.
To extend these findings, a 3d model was developed to help visualize the
process using some of the results from the 1d model to guide the choice of
parameters.
4.5 3d Particle Modelling
A simple 3d particle tracking code was developed to try to simulate the trap-
ping and transport within the filter using the results from the 1d model. The
model process will be first described followed by the model results. While
3d analytical solutions exist for particles moving through external electric
and magnetic fields, the solutions can become highly non-linear and are not
solvable in complex E-field and B-field geometries. For this work, a numeri-
cal approach was required to model the complex field geometry of transport
through the transverse filter.
The model domain is a 1:1 scale of the ICPS source tube from x = 0 cm to
x = 10 cm and includes the 3d magnetic field profile of the transverse filter
shown earlier (see Appendix A and Sec. 2.1.2). The model is a time-step
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particle pushing kinetic code which tracks individual seed particles as they
travel through the source to help visualize possible transport avenues. The
model tracks particle properties including position, acceleration, velocity and
net force. Since the dominant charged particle collisions are elastic scattering
from neutrals, the model includes the collisions as randomized elastic scat-
tering events which has been shown to be a reasonable approximation for
scattering collisions under these plasma conditions [148] [149]. Generally PIC
codes or fluid codes have been used for plasma transport studies through
magnetic filters but this single particle approach is simpler and allows for
readily available 3d particle tracking visualizations under a variety of condi-
tions. A similar particle tracking approach was used to visualize transport
and estimate negative ion extraction probabilities for individual H− ions cre-
ated in an NBI source by Gutser et al., [17].
The background gas was simulated assuming an isotropic distribution whereby
individual charged particle collisions were made to occur when the time-step
reached the mean collision time interval (τm). This interval was varied to sim-
ulate variations in gas pressure. The elastic collisional process exchanges mo-
mentum relative to the difference in mass between the particles. Momentum
exchange was considered assuming a thermalized background gas tempera-
ture of 0.05 eV (See Fig. 4.13). The velocity change for the tracked particle
(v′1) after each collision is calculated as:
v′1 =
v1(m1 −m2) + 2m2v2
m1 + m2
(4.11)
where m2 and v2 are the mass and velocity of the background gas. Collisional
energy exchange is important when the electric field is added as the E-field
can do work on the particle accelerating it between collisions. The benefits of
using this type of code is that the net forces, energy and particle drifts are not
externally imposed and are instead an emergent property of the model.
Energy conservation is automatic when the code is run at a sufficiently high
time resolution and is a useful benchmark to test the required time-step. For
particles with low mass such as electrons, the computation time is higher in
order for the Lorentz force to conserve energy and requires several minutes
to calculate the particle path 500 ns in the ICPS. The high ion mass means
that single particle runs require shorter computation times and can simulate
single ion paths for longer periods of time up to hundreds of microseconds.
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Figure 4.17: Zoomed in example of the model output for a single electron path over
110 nanoseconds at 50 mtorr inside 250 G magnetic field. The electron path begins
at the white cube.
Figure 4.17 shows the result of a typical magnetized electron path in the cen-
ter of the filter region. The model is able to resolve the complex path of the
electron as it is confined to the field lines of the strong 250 G filter. The figure
highlights the increased confinement of the electrons here by travelling only
1 cm along the field like direction but with an overall path length of 12 cm in
this example.
4.5.1 3d Model Solution Method
The solution code for the 3d particle displacement used a kinematic method
at each time-step (∆t) with a calculation of the Lorentz force to account for the
instantaneous velocity and acceleration during each step. The only inputs to
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the model are the initial conditions for velocity (~v), position (~r) and collision
interval (τm) particle mass (m) and charge (q).
The solution procedure was iterative with each step beginning by using the
previous time-step value at (t − 1) for acceleration, velocity and position to
calculate a new set of values at at the current time-step (t). The magnetic
field ~B(~r) and electric field ~E(~r) was assigned via a lookup table using the
current position of the particle at each time-step. The solution procedure has
the following form:
1) ~v(t) = ~v(t− 1) +~a(t− 1) ∆t *velocity calculation
2) ~a(t) = q[ ~E(~r) + ~v(t)×~B(~r) ] / m *Lorentz force acceleration
3) ∆~r = ~v(t− 1) ∆t + 12 ~a(t− 1) ∆t2 *new displacement calculation
4) ~r(t) =~r(t− 1) + ∆~r *new position vector
where the time-steps (∆t) are chosen as required for particles to conserve en-
ergy and range between 0.1 pico seconds for electrons and 0.1 nano seconds
for ions. The model runs individual particles from the initial conditions until
either a time limit is reached or more commonly, the particle strikes a wall
and is considered lost. The number of iterations per particle lifetime is typi-
cally several million iteration steps.
The positive aspects of using this approach is that single particle drift mo-
tion is an emergent property of the model and requires no a priori inputs into
the model. The 3d aspect of the model requires little extra computation than
lower dimensional modelling and the model is naturally time resolved not
time averaged.
The negative aspects of this approach is that collective particle motions can
not be solved for such as changes in plasma potential or instabilities. These
can be externally imposed on the model but are not emergent properties of
the single particle approach.
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(a)
(b)
Figure 4.18: Comparison of H+3 ion collisionless transport after 81 µs. a) without a
y-directed electric field ~E = 0) b) with a y-directed electric field ~E = 0.1 V/cm. The
camera perspective is from inside the tube facing downstream from the antenna.
4.5.2 3d Model Results
To investigate the findings from the 1d model that y-directed fields can in-
crease cross filter transport, the 3d model was run using single H+3 and Ar
+
ions to attempt to recreate the trapping effect. The ions were created in the
center of the tube at x = 2 cm downstream and provided an initial velocity of
0.05 eV in the downstream direction.
Initially the non-collisional case was looked at for the H+3 ion to help visu-
alize the ∇B and E×B drifts through the filter and to measure their velocity.
Figure 4.18 shows the particle path over 81 µs comparing the effect of adding
a lateral electric field. The model here is run under collisionless conditions to
highlight the drift motion only.
Figure 4.18(a) shows the 3d particle path without the filter in place. The blue
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block is the bottom magnetic block of the filter located under the source tube
with the top magnetic block above the line-of-sight for the figure and not vis-
ible here. To simulate a lateral electric field from the upstream diamagnetic
drifts, the electric field in Figure 4.18(b) was made to be a weak 0.1 V/cm
field directed in the -yˆ direction. The 3d perspective is from inside the tube,
looking downstream into the filter region.
The model result in Figure 4.18(a) (top) shows that in the absence of collisions
and electric fields, the ions are unable to transport into the filter region and
instead are directed toward the side wall via a ∇B drift. The particle guiding
center here travelled 1.4 cm from the initial position with a total distance cov-
ered of 16.4 cm in 81 µs. This result gives the collisionless guiding center ∇B
drift velocity for H+3 located at the edge of the filter as 172 m/s.
With the addition of a weak electric field of 0.1 V/cm under the same condi-
tions the behaviour of the ion changes markedly as shown in Figure 4.18(b)
(bottom). The ion is seen to easily cross the filter via the E×B drift and shows
decreasing Larmor radii with increasing distance into the filter. The guiding
center of the particle travels further than the field-free case with a travel dis-
tance of 3.9 cm from the starting position with a total displacement of 12.6
cm. This equates to an E×B drift velocity of 358 m/s for the ions. This result
is consistent with the results from the 1d drift model when operated using
the 0.1 V/cm field which is a good benchmark for results between the two
different models.
The next set of simulations investigated the ion transport visualizations for
H+3 and Ar
+ ions at a variety of collisional frequencies (pressures) with the
filter applied both with and without lateral y-directed electric fields.
4.5.3 H+3 Visualization
Figure 4.19 shows single particle paths for H+3 ions at 10 mtorr (top figures)
and 50 mtorr (bottom figures) comparing the effect of a weak 0.1 V/cm elec-
tric field. In all cases the 3d magnetic field is applied. The lateral electric
field is not applied across the source but only in the area showing the highest
diamagnetic drift between x = 2 cm to x = 5 cm as seen in the 1d model Fig.
4.16(a)).
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Figure 4.19(a) shows a typical path for the H+3 ion at 10 mtorr without an
electric field applied. At low pressure, the ion is seen to be partially mag-
netized and seen to follow the rounded contours of the B-field (white dotted
line) outside the center of the field and is not able to easily penetrate further
into the center. Interestingly, near to the top and bottom of the tube where the
magnetic field lines converge, the ion is seen to reflect back into the bulk from
the walls. This effect is due to the model being able to simulate the adiabatic
invariance of the gyrating magnetic moment (magnetic mirror effect). The ion
is seen to not easily transport into the filter region at this low pressure in the
absence of an electric field.
With the application of an electric field (Fig. 4.19(b)) the H+3 ion is seen to
easily transport across field lines and becomes entrained into the central filter
region over a time scale of approximately 20 µs before it is lost to the bottom
wall. While the entrainment into the filter can occur at this low density, the
particles are seen to be easily lost to the walls and are unable to be trapped.
This explains why at 10 mtorr the trap does not form in the ICPS (Fig. 4.1(a)).
This can also help to explain why Cho et al., [133] saw the trapping effect oc-
curring at this lower pressure; the ring of alternating magnets making up the
cusp field helps prevent ion losses to the walls and supports the formation of
ion trapping after this entrainment process begins at low pressure.
Figure 4.19(c) shows the H+3 ion transport at the higher collisional regime of
50 mtorr without the electric field. The ions are seen to collide outside the
filter but are prevented from penetrating into the filter due to a combination
of the intermediate Larmor radius of H+3 and the ∇B effect (see Table 4.1).
Without the electric field, the ions are invariably either lost to the walls or
redirected back upstream away from the filter center.
However, with the application of the electric field at 50 mtorr, the model
shows the formation of the trap (Fig. 4.19(d)). The figure shows the initial
entrainment similar to the 10 mtorr case but here at 50 mtorr it is seen that
the higher collisional frequency allows the ion to become trapped in a semi-
magnetized state and remain within the filter region for longer (> 80 µs here).
This figure is important because it supports the combined findings of the
peak in electron density experiments from Figure 4.1 with the 1d modelling
results suggesting lateral electric fields and the collision frequency are key as-
pects to the ion mediated cross-filter transport. This finding also shows how
the Larmor radius and ion mass are important in this process. The trapping
effect seen in Figure 4.19(d) is found to be highly repeatable in the model
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(a) 10 mtorr. No E-field. (H+3 ion). (b) 10 mtorr. With 0.1 V/cm E-field. (H
+
3 ion).
(c) 50 mtorr. No E-field. (H+3 ion). (d) 50 mtorr. With 0.1 V/cm E-field. (H
+
3 ion).
Figure 4.19: Model results for H+3 ions at 10 mtorr and 50 mtorr comparing the effect
of a lateral electric field in 3d. Duration of model up to 80 µs. Note the entrainment
and trapping process in d)
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as the weak electric field ’pushes’ the ions across field lines to become semi-
magnetized and then trapped.
4.5.4 Ar+ Visualization
Comparative simulations were made for the argon ion Ar+ under the same
conditions of 10 mtorr and 50 mtorr with and without a lateral electric field.
The main difference between the H+3 ion and Ar
+ is that the neutral colli-
sional frequency Ar−Ar+ is higher in for argon due to the larger collisional
cross section. Additionally the Larmor radius is larger due to the higher ion
mass in argon.
The 10 mtorr simulations for argon are shown in Figure 4.20 (top figures).
Figure 4.20(a) shows the 10 mtorr case for argon without the electric field and
shows a typical particle path over 80 µs beginning outside the filter region at
x = 2 cm. The ion is seen to have relatively straight paths between collisions
due to its high mass which largely ignores the 250 G magnetic field. The ion
does not become magnetized or to follow field lines as in the case for H+3 .
With addition of the electric field at 10 mtorr, the argon ion path looks simi-
lar to the case without a field. This simulation allowed a longer time of 160
µs to give the heavier ion more time to entrain however, even up to several
hundred microseconds the argon ion would not entrain and largely ignored
the effect of both the magnetic field and electric field.
Figure 4.20(c) shows the argon ion at 50 mtorr without an electric field. The
ion at this pressure is highly collisional and is seen to diffuse outwardly at a
very slow rate. The simulation was run at to 220 µs with the ion free to cross
the magnetic field lines.
With the application of the electric field, the ion path remains unchanged Fig.
4.20(d). The high collision frequency with respect to the mean free path and
the high ion mass mean that the Ar+ ion behaves as if it were in a field-free
diffusion regime. This is supported by the plasma density measurements
from Figure 4.4 which show no localized change in the plasma density when
applying the magnetic filter. These simulations also show that the trap does
not form at in argon above 10 mtorr under these magnetic field strengths
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(a) 10 mtorr. No E-field. (Ar+ ion). (b) 10 mtorr. With 0.1 V/cm E-field. (Ar+ ion)
(c) 50 mtorr. No E-field. (Ar+ ion) (d) 50 mtorr. With 0.1 V/cm E-field. (Ar+ ion)
Figure 4.20: Model results for Ar+ ions at 10 mtorr and 50 mtorr comparing the effect
of a lateral electric field in 3d. Duration of model up to 220 µs. The entrainment and
trapping is not seen to occur here in argon.
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due to a combination of high collisionality ions and large Larmor radii. The
simulation does however suggest that the trap may form in argon at lower
pressure and higher field strengths where the ion can become entrained and
trapped but are not too collisional as to disrupt the formation of the trap.
4.5.5 3d Modelling Concluding Remarks
The 3d simulations were initially benchmarked against the 1d model rates for
E×B drifts and showed that collisionless transport for charged particles into
the central filter region is not possible due to ∇B drifts. The model showed
a two-stage ion transport mechanism for the formation of the trap. The first
stage involved an entrainment process upstream of the filter where electric
fields direct the ion toward the center of the filter where the ion undergoes
unmagnetized collisional transport. The second stage involves the capture
and magnetization of the ion within the central filter region where it becomes
collisionally confined.
The ion entrainment and trapping using the results from the 1d model and
provided the time scale for the process in hydrogen of between 20 µs and 80
µs.
The argon simulations supported the density measurements in Figure 4.4
that the trap could not occur in argon above 10 mtorr with a magnetic field
strength of only 250 G due to the large Larmor radius and the higher colli-
sional frequency of the Ar+ ion. However, the model suggests that it may
form with low pressure and at a higher magnetic field strength provided the
lateral electric field can form.
It should be noted here that these results together allow for the application
of the trapping effect to occur across a wide range of gas pressures using
different gas species if the transverse magnetic field strength and dimensions
are correctly tailored. This includes creating the trap at low pressures of 3
mtorr for hydrogen for use in NBI sources. Although the trapping pressures
are presented here for 25-50 mtorr which are too high for NBI applications,
the results from Cho et al., showing the effect at 4 mtorr are explained by
the results here showing the 3d visualizations of H+3 entrainment at 10 mtorr
whereby the entrainment process can occur but would require an appropriate
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radial cusp filter to prevent wall losses of the ions at low pressure.
These results together suggest that a particle trap using the transverse filter
may be achievable across a wide variety of plasma gasses and pressures pro-
vided that certain conditions are met:
1) The pressure needs to be set such that the primary collision frequency
produces a mean free path which is small with respect to the radius of the
source (rS) and the width of the central transverse filter region. The mean free
path however cannot be so small as to inhibit the ability of the ion to enter
the filter region and become magnetized. The ’ideal’ ratio of the source tube
radius to the mean free paths for particles to become entrained and trapped
ranges between approximately 3:1 and 11:1 such that:
3 ≤ rS
λi
≤ 11
This requirement could perhaps be circumvented by ’simulating’ a higher col-
lisional plasma via a set of pulsed solenoids surrounding the source to mimic
particle collisions and limit the mean free path for the purposes of trapping.
2) The Larmor radius of the ion must be less than both the characteristic
length of the source (Λ) and the central transverse filter region (r f ilter). The
Larmor radius however cannot be so small as to be confined to magnetized
outside of the central filter region. The width of the central transverse field
region is typically the physical edges of the permanent magnets. Under these
conditions the trapping can then occur when the ion Larmor radius is smaller
than the tube at a ratio between approximately 1:4 to 1:8 such that:
λLi < rS , λLi < r f ilter
And,
1
8
≤ λLi
rS
≤ 1
4
3) The transverse filter width itself should be less than the characteristic
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length of the system r f ilter < Λ and it should also posses a magnetic field
gradient either side the central transverse region. This requirement is to al-
low for the entrainment upstream of the filter without magnetizing the ion
outside of the central filter but offering a semi-magnetized or magnetized en-
vironment once the particle is entrained to form the trap.
4) The electron diamagnetic drifts inside the plasma which cause the lateral
electric fields must be able to form. These fields do not need to be strong but
are are found to be necessary for the initial entrainment process to occur.
These parameters are presented here in the context of elastically dominated
collisions and the range of these conditions may be modified by the addi-
tion of a cusp filter which alters the particle trajectories near the walls and
increases residence time of particles.
Chapter 5
Negative Ion Measurements
This chapter presents the spatial and temporal evolution of the negative ion
population in the ICPS using the photodetachment technique (see Section
2.5). Detailed negative ion fractions (n−/ne) and total negative ion densities
will be presented. The afterglow measurements will be compared under two
different magnetic field geometries at four locations along the source.
To the authors knowledge, this is the first time such detailed spatio-temporal
results have been presented for negative ions in an inductive system for a hy-
drogen plasma using the transverse magnetic filter. Several key results arise
from these measurements including:
1) Unexpected evidence of strong localization of negative ion formation in-
side the magnetic filter.
2) High negative ion fractions inside the filter center up to 1:3 during the
discharge and as high as 14:1 at 40 µs into the afterglow.
3) Spatial inhomogeneities in the afterglow for negative ion production and
destruction indicating the dominance of a diffusive transport regime.
4) Evidence of ion-ion plasma formation throughout the source in the af-
terglow.
Spatially resolved measurements of the negative ions along the x-axis are pre-
sented first before a model is shown to support the spatial measurements in
Section 5.1.1. The afterglow temporally resolved measurements are presented
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in Section 5.2 and the rate coefficient calculations and further discussion of
the afterglow dynamics are shown in Section 5.3.
The findings for negative ions shown in this chapter could be applied to help
increase the NBI extraction efficiency using a high frequency pulsed power
source by taking advantage of both the increased volume production in the
early afterglow and also the ambipolar removal of the problematic electron
current. While measurements of pulsed negative ions in hydrogen sources
have been made since the 1990s, the works which established the literature
on the possibility of NBI pulsed source optimization were DC arc hot cathode
systems with limited spatial measurements [150] [151] [15].
This chapter extends these works by showing contemporary measurements
of negative ion densities using a combination of the transverse filter and a
pulsed plasma at a high temporal measurement resolution using a modern
ICP source. The higher operating pressure is also utilized of 100 mtorr where
a novel cold particle trap has been seen (see Chapter 4). The results of this
chapter showing low electron residence times into the afterglow and the early
development of the ion-ion afterglow plasma helps develop the groundwork
for the possibility of a future suite of measurements inside a pulsed prototype
NBI source.
The results also contribute to the science for industry ICP semiconductor fab-
rication. Commercial processes such as semiconductor etching and surface
coatings rely primarily on the afterglow plasma physics to tailor the chem-
istry inside the fabricator in order to create reliable and reproducible prod-
ucts. The results in this chapter show the formation of ion-ion plasmas, and
provide spatial measurements of particle diffusion rates for both electrons
and negative ions in the afterglow. The results will highlight the spatial and
temporal sensitivity of these factors inside inductive plasma sources which
can be controlled using the magnetic filter. These findings could be used to
help understand etch uniformity and changes in pulsed afterglow chemistry
in fabricator environments.
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5.1 Spatial Variation of H−
A spatial scan of the negative ion particles as made in the ICPS along the
length of the source at 1 cm intervals using the transverse filter. The mea-
surements provided spatial trends for the negative ion distribution across the
source and compared them to unfiltered conditions. The negative ion frac-
tion was also measured at each location for the spatial measurements and the
total negative ion density was calculated from this fraction using the known
density measurements in Chapter 4 Section 4.1.1. Negative ion measurements
were attempted for continuous mode operation however the RF oscillations
on the probe were too high to resolve the mA signal from the RF potential
of several Volts and so the first measurement was made as close as possible
(2µs) to the discharge ’on’ time. The changes to the negative ions in the 2
microsecond time period amounts to at most a 10% reduction in the negative
ion signal through destruction and a diffusive transport of at most only 4 mil-
limeters and so these spatial measurements can be considered a ’snapshot’ of
the H− distribution during the discharge ’on’ time (see Section 2.5.2 for de-
tails of this consideration).
Figure 5.1 presents four figures showing the spatial variation of H− ions along
the length of the source at the trapping pressure of 100 mtorr correlated with
the electron temperature profile. To correlate the negative ion results, the top
figure (Fig. 5.1(a)) shows the low electron temperature profile at this pressure
(data from Chapter 4) which can help promote negative ion formation.
Figure 5.1(b) shows the raw IPD signal from photodetachment along the
length of the source, this signal is directly proportional to the negative ion
density. The unfiltered measurements (black profile) indicate a negative ion
profile with a maximum of 1.3 mA near the antenna at x = 1 cm and exhibits a
declining negative ion current with distance from the source down to around
0.1 mA at x = 11 cm. This result is consistent with fluid modelling by Paunska
et al., [147] of a low temperature ICP source which showed that the negative
ion density in unfiltered inductive systems closely follows the overall plasma
density profile and that the H− density maximum occurs in the discharge
center before steadily decreasing with distance from the antenna.
With the application of the filter (Fig. 5.1(b)) (red profile), the negative ion
profile is markedly different and shows a strong localization to the center of
the filter with a peak current draw of 2 mA. The profile shows a reduction
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(a)
(b)
(c)
(d)
Figure 5.1: Spatial variation of negative ions across the ICPS at 100 mtorr, 250 W.
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in negative ion signal near the antenna. The peak was verified under repeat
measurements across the source.
Figure 5.1(c) shows an overlay of the electron densities (solid lines) with the
negative ion densities (dotted lines). The negative ion densities are seen to
range between 3× 1014 m−3 and 2× 1015 m−3 for the unfiltered profiles and
between 5× 1013 m−3 and 1× 1016 m−3 for the filtered profiles. The density
increase with the filter applied is an order of magnitude higher than without
the filter at x = 5 cm. The location of the negative ion peak is seen to coin-
cide with the peak in plasma density inside the filter trap. While the plasma
density increases inside the trap by several factors, the negative ion density
increases by over an order of magnitude. The suppression in upstream neg-
ative ions near the filter is due to increased destructive processes from both
the high electron temperature and increased collisional electron confinement.
The peak in negative ion density inside the filter is due to a combination of
factors which will be shown in the following modelling section (Sec. 5.1.1).
Figure 5.1(d) shows the ratio of negative ions to electrons (α) along the ICPS
with and without the filter. Without the filter the negative ion fraction is neg-
ligible and ranges between 4% and 11% consistent with modelling of standard
ICP systems [147] [105]. With the addition of the filter, the negative ion frac-
tion is seen to peak in the center of the filter as high as 34%.
Since the number of publications showing spatially resolved negative ion sig-
nals across a transverse filter in hydrogen is limited, this centrally peaked
negative ion signal is a new and surprising result. This increased density cor-
relates well with the increased electron cooling, increased rovibrational states
and electron density peaks through the same region.
It should be noted here that the negative ion density with the filter applied
of 1× 1016 m−3 at a fraction of 34% represents a relatively high density frac-
tion comparable to the downstream extraction regions in larger caesium-free
sources [107] [152] and is run here at a modest forward power of only 250
Watts. Recently, Cho et al., [133] has shown that the trap can be formed at
lower pressures and higher powers so the results from this work could have
applications to NBI systems which operate at a lower density. To the authors
knowledge, this is the only other work which has reported this similar plasma
behaviour. In their work, Cho et al., a tandem cusp system was operated at
low pressure in hydrogen and similarly peaked electron density profiles were
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seen in the vicinity of the transverse filter. However negative ion measure-
ments were only taken at two spatial locations upstream of their magnetic
field peak and so they were unable to confirm the negative ion peak seen in
this work (Fig. 5.1(b)). This effect could offer an avenue for improved volume
production and may be exploitable in larger negative ion sources to increase
their negative ion densities away from the source discharge.
The effect of a high fraction of negative ions can have an effect on the Lang-
muir probes IV characteristic whereby the positive current and the negative
currents are similar and an ’S’ shaped profile develops due to the equal
masses and velocities for both of the measured charged species. This effect is
only expected to be seen in the plasma bulk for highly electronegative gasses
such as SF6 but can occur in hydrogen at the gridded extraction region of an
NBI due to the deliberate exclusion of co-extracted electrons. Chabert et al.,
[153] have shown that this effect on the Langmuir current draw to be present
only for negative ion ratios n−/ne > 100 and this finding was supported by
Corr et al., [154] who showed that this effect can be seen at the edges of heli-
con plasmas at negative ion ratios of n−/ne > 50:1.
These values are much higher than the ratios of 0.3:1 seen under the filter. Fig-
ure 4.5(c) (orange profile) shows the probe IV profile measures at the center
of the negative ion density peak at x = 5 cm and indicates that no distorted ’S’
shaped profile occurs. The contribution of the the high negative ion density
on the IV profile from the floating potential to the ’knee’ section containing
plasma potential can therefore be considered negligible. While the measured
negative ion fraction here of 30% is high for a hydrogen plasma, it is insuffi-
cient to have affected the measurements of the EEPF and electron temperature
Chapter 4.
5.1.1 Modelling Negative Ion Results
To help understand the negative ion results shown in Figure 5.1, modelling
of the negative ion formation process is introduced which uses a combination
of experimental measurements from the ICPS and the known rate coefficients
from the literature. A brief mention of the main reaction processes will be
given and the model results shown.
Negative ions form in electronegative plasmas in a variety of ways depend-
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ing on their state and composition. For molecular hydrogen (H2) the ground
state of the electronic bond is covalent and non-polar with a relatively high
electronegativity of 2.2 on the Pauling scale. The extra electron forming the
H− ion is weakly bound with a ground state binding energy of 0.75 eV. There
are various pathways for negative ion formation inside the plasma [63], how-
ever in the ICPS the most common is via the dissociative attachment reaction
to the background H2 gas:
H2(v”) + e(≤1 eV) → H−2 (unstable) → H− + H (5.1)
Where v” is the molecular vibrational quantum level. Negative ions are pro-
duced in the plasma volume primarily via dissociative attachment (DA) of
a slow electron to a rovibrationally excited hydrogen molecule. Other chan-
nels for negative ion formation in hydrogen can also occur via dissociative
attachment to the H+3 ion:
H+3 + e → H+2 + H− (5.2)
An initial estimate of the negative ion density for a given system can be
made by equating the primary production and loss terms for the equilibrium
plasma state. Multiplying the absolute densities of the two reactants with the
reaction rate coefficient of the process (k) yields the production or loss rate
for the reaction where the units of density are m−3 and the second order reac-
tion rate units are given in units of m3 s−1. Since the dissociative attachment
reactions from H+3 are found to be negligible, the Production = Destruction
equilibrium state of H− can be expressed as:
ngnekDA = nH−nH3+ kMN + nH−nH2kH2 + nH−nHkH (5.3)
Where kDA, kMN, kH2 and kH are the reaction rate coefficients for the pro-
cesses of dissociative attachment, H+3 mutual neutralization and neutral gas
stripping respectively. Equation 5.3 can then be rearranged and calculated for
the negative ion term:
nH− =
nH2nekDA
nH3+ kMN + nH2kH2 + nHkH
(5.4)
By substituting in the approximate values for ni and ne (approx 1× 1017 m−3),
and neutral gas density (approx 3.2× 1021 m−3 at 100 mtorr) a first estimate
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Table 5.1: Leading destruction (D) and production (P) reactions for H− in the ICPS
Process Reaction Rate Coefficients (m3s−1) Reference
Dissociative attachment (P) H2 + e→ H+H− 2× 10−15 e(−0.01/Te) + 2× 10−14 e−10/(10 Te) [9]
H+3 + e→ H+2 +H− 2.59× 10−15 T−1.27e e−6.45/(Te+0.1) [92][105]
Electron stripping (D) H− + e→ H+ 2e 1.24× 10−12 T0.03e e−10.44/Te [155][105]
Mutual neutralization (D) H+3 +H
− → 4H 8.29× 10−13 (300/Tg)0.5 [156][105]
Neutral collisional detachment (D) H− +H2 → H+H2 + e 1.62× 10−16 T0.417i e−6.47/(Ti + 0.132) [136]
H− +H→ H2 + e 3.81× 10−15 T0.28i e−3.76/(Ti+0.62) [136]
yields negative ion plasma ratios between 16% for the excited DA cross sec-
tion, and around 0.2% for the ground state DA cross section [9] [92] which
are values consistent with typical values of negative ion production within
volume sources and also highlights the strong effect that rovibrational states
can have on the negative ion ratio.
This process was extended to a create basic model of the ICPS by solving
Equation 5.4 and applying the experimentally measured density and temper-
ature profiles from Chapter 4. The rate coefficients for each process were then
calculated and are shown in Table 5.1. The rate coefficients are expressed in
Arrhenius form where the coefficient is a function of temperature. The DA
cross section for of the H2 gas was chosen using a vibrational state of v" = 6
from Horácˇek et al., [9]. All the neutral gas was assumed to be in this state
for the model.
Figure 5.2(a) shows the results of the reaction rate calculations along the
length of the ICPS at 100 mtorr when the filter is applied. The effect of
the reduced electron temperature is seen to reduce the electron stripping rate
coefficient by two orders of magnitude through the center of the filter (orange
profile). At the same time the dissociative attachment rate coefficient is seen
to increase by almost an order of magnitude (blue profile) helping to produce
conditions within the filter center ideal for negative ion formation.
The leading cause of negative ion destruction in the ICPS is associative de-
tachment of atomic hydrogen H + H− → H2 + e. Despite the reaction rate
being lower than mutual neutralization, the number density of atomic hydro-
gen is several orders higher than the positive ions and typically > 10% of the
neutral H2 gas in ICP devices [105] [106]. Additionally, the dielectric Pyrex
source tube supports increased lifetimes of atomic hydrogen through a low
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(a) (b)
Figure 5.2: Model rate coefficients along the length of the ICPS a) and model results
for the negative ion density with and without the filter in b).
surface recombination coefficient of rH = 10−4 for the reaction H+H → H2.
This atomic recombination coefficient for Pyrex is 2 orders lower than the
coefficient for other common source materials such as aluminium and stain-
less steel [157]. Since the atomic hydrogen fraction is unknown, yet is found
to be a key contributor to negative ion losses, measurements of the neutral
population using laser induced florescence would be desirable in future work.
Figure 5.2(b) shows the model results when the reaction rates from Figure
5.2(a) are combined with the experimental measurements to solve Equation
5.4 for the negative ion density. The model shows good agreement with the
negative ion signals measured in Figure 5.1(b) and is able to recreate the pro-
files for both filtered and unfiltered conditions along the ICPS. Importantly
the model is able to capture the trend in the unfiltered case with declining
densities from the discharge and the strong density peak through the center
for the filtered case. While the model shows an underestimate of the final
densities it indicates that the trends in the negative ion profiles shown in Fig-
ure 5.1 are explainable by simple first-principle volume production processes.
This model (Fig. 5.2(a)) can be looked at in combination with the results from
Chapter 4 to show that the negative ion peak through the center of the filter
region is explainable by three combined processes:
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1) The magnetic field creates a particle trap which locally increases the elec-
tron density in the center of the filter (Fig. 4.1) and this provides more elec-
trons for the dissociative attachment processes.
2) The particle trap is dominated by cold electrons (Fig. 4.7(b)) which re-
duces electron stripping losses of H− and enhances the dissociative attach-
ment cross section.
3) The filter helps to produce higher rovibrational H2 temperatures (Fig.
4.13(b)) which increases the dissociative attachment downstream of the dis-
charge under the filter.
5.2 Temporal Variation of H−
Experiments were performed at four positions along the source to investigate
the behaviour of the negative ions into the afterglow. The technique involved
pulsing the laser and plasma interval with a variable time window between
0 µs and 200 µs into the afterglow to resolve the fine-scale temporal evolu-
tion of the negative ion population into the afterglow (see Fig. 2.23(a) for the
experimental setup). The afterglow results will be presented here first in Sec-
tion 5.2 followed by a discussion of the afterglow dynamics and calculations
of total diffusion rates in Section 5.3.
The axial positions at x = 1 cm, x = 5 cm, x = 8.5 cm and x = 11.5 cm were
chosen for the afterglow experiments where both IPD and IDC we measured
simultaneously to provide the negative ion fractions at each time step. Ad-
ditionally, two types of magnetic field geometry were compared (shown in
Figure 5.3 where the transverse filter (right) has been used in the previous
chapters and the cusp filter (left) is commonly used in negative ion sources in
tandem. The two magnetic field types are measured separately here to isolate
their individual effect on the negative ions. The cusp field was made up of 8
magnets which totalled the same volume and same magnetic material mass
as the transverse filter but arranged in a different geometry. The radial cusp
filter was attached around the source tube in a ring around the tube centered
at x = 5 cm. The cusp filter used alternating magnetic poles facing inward
toward the tube with a small gap between each magnet where the laser beam
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Figure 5.3: Geometry of the two magnetic filters used in this Section. (Left) ’Radial
cusp’ filter with alternating magnetic pole orientations. (Right) Transverse filter de-
scribed previously in Figure 2.3. Note that both filters had the same net volume and
mass of magnetic materials but were arranged differently. The blue circle represents
the source tube orientation.
could pass through from the side. The 3-axis magnetic probe was used (See
Section 2.1.2) to measure the magnetic field vector of the radial cusp at dif-
ferent locations. The Hall probe measurements through the central axis of
the filter showed relatively uniform magnetic fields inside the filter where
only weak anisotropies existed inside the center of the cusp with a z-directed
field of 1 Gauss to 3 Gauss and edge cusp fields between 40 G and 60 G.
The forward power of the system was kept at constant 250 W throughout the
experiments. The pulsed duty cycle was 20% with 20 milliseconds ’on’ time
and 80 milliseconds ’off’ time.
A basic description of the physics occurring in the early afterglow of a plasma
discharge is relatively well established [158] [45] and can be described as fol-
lows. When the plasma is switched off, the highly mobile electrons begin to
exit the system first which establishes the afterglow ambipolar field. As the
electron density falls to around 1% of the ’discharge on’ levels in the after-
glow, the ratio of electric screening (Debye length) to the characteristic length
of the system (Λ) becomes unity λDe/Λ = 1. At this point the ambipolar elec-
tric field can reach across the source and accelerate the remaining electrons
to the walls before it finally collapses leaving behind a cold ion-ion plasma in
electronegative gasses. This ion-ion plasma is free to recombine or diffuse in
a field-free environment to the walls in the late afterglow. Experimentally the
latter of these two processes has been recorded [159] where strong negative
ion wall currents have been reported in the post ion-ion plasma afterglow
proceeding the collapse of the ambipolar field indicative of H− destruction
primarily by wall diffusion.
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In the case of the ICPS, the afterglow processes of mutual neutralization, dis-
sociative attachment, and diffusion are superimposed together and interact in
the presence of complex magnetic field geometry. The afterglow results will
be shown in the following section (Sec. 5.2) and the discussed with respect to
the plasma dynamics will be afterwards in Section 5.3.3.
This section presents the afterglow results for electrons and negative ions at
four positions along the source. The colouring follows previous chapters with
black profiles indicating data without the filter and the red profiles indicating
the transverse filter with the new radial cusp filter is shown as the blue col-
ored profiles. The dotted profiles for each colour indicate the electron current
draw (IDC) for each of the filters respectively with the IDC scale shown on the
right y-axis for each figure.
5.2.1 x = 1 cm Afterglow Results
Figure 5.4(a) shows the negative ion signals at x = 1 cm just in front of the
antenna. The profile trend for all three conditions shows an initial increase
in negative ions reaching a peak at 50 µs of approximately 2.75 mA for both
filters and 1 mA for the unfiltered case. The increase in negative ions over
this period is consistent with the cooling of hot electrons near the discharge
in the early afterglow increasing the dissociative attachment rate [15]. These
profiles show a competition between the production and destruction reaction
rates over time. The destruction processes seen after 50 µs will be shown in
Section 5.3.3 to be consistent with the rate for mutual neutralization. All three
profiles begin to decay from 50 µs to 220 µs down to similar levels of around
0.5 mA.
The electron currents (dotted profiles) are seen to decay quickly from the end
of the pulse reaching levels below 1% of initial values after 50 µs. The elec-
tron current from the cusp filter is seen to hold a higher current by a few mA
during the early afterglow. This is the expected behaviour from the cusp as it
is designed to help prevent electron losses to the walls with its curved radial
field geometry. The time scales and shapes for these afterglow negative ion
profiles are consistent with other negative ion hydrogen sources [151] how-
ever it will be shown that there are strong spatial dependencies for electron
158 Negative Ion Measurements
(a) Negative ion signal at x=1 cm using
two filter types and background.
(b) Negative ion to electron fractions
into the afterglow.
Figure 5.4: Photodetachment current into the afterglow at x=1 cm with the negative
ion fraction. (red) transverse filter, (blue) cusp filter, (black) no filter.
decay across the plasma source.
Figure 5.4(b) shows the respective negative ion fractions at x = 1 cm which
grow exponentially into the afterglow due to the simultaneous declining elec-
tron current and growing negative ion currents. The negative fractions are
seen to begin at similar levels for all three conditions in the early afterglow
and increase up to between 3:1 and 8:1 over approximately 60 µs with the
strongest fractions for the transverse filter.
It is worth noting here that the difference in the time axis between the figures
is a result of the electrons having almost completely decayed after 60 µs due
to their higher diffusion and mobility. The n−/ne fractions can only be mea-
sured as long as electrons are in the system and the persistence seen here of
the ions beyond the electron decay time ( ≥ 50 µs) is indicative of the forma-
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tion of an ion-ion afterglow plasma. These ion-ion plasmas are common for
pulsed electronegative plasmas [46] [158] [15] and are a major aspect of the
chemistry used in industrial plasma processing. The length of time to create
conditions for ion-ion plasmas has been shown to relate to both the ambipolar
field strength and the discharge power [158] [45].
5.2.2 x = 5 cm Afterglow Results
Figure 5.5(a) presents the negative ion signals immediately under the filter at
x = 5 cm and represents the afterglow dynamics of the negative ions inside
the center of the filter trap. The negative ion signals for both the cusp filter
and the transverse filter cases shows an unexpectedly strong exponential de-
cay profile from the early afterglow with currents ranging from from 4.6 mA
and 7.7 mA respectively. These negative ion currents represent the highest
current measurements seen throughout the source and support the previous
experiments from the spatial profiles showing a negative ion peak centered
in this region for the transverse filter in Section 5.1.
The x = 5 cm position is characterized by destruction processes in the after-
glow as the electrons are already cold (0.2 eV) during the discharge on time
and can not be cooled further in the afterglow for dissociative attachment.
As a result, no increase in the negative ion signal is seen for either the cusp
filter or the transverse filter and so the peak in the negative ion signal under
the filter during continuous operation cannot be enhanced into the afterglow.
The unfiltered case at x = 5 cm does not show this exponential decay and
instead shows a peak forming around 40µs into the afterglow.
The electron decay profiles are quite steep at x = 5 cm, with the electron cur-
rent reaching low levels around only 25 µs into the afterglow. In the near
afterglow, the electron current for the radial cusp filter is approximately three
times higher than for the transverse and unfiltered case. This may suggest
that the field geometry of the radial cusp filter affects the initial afterglow
electron transport and hence the time scale for the ambipolar field formation
in the early afterglow.
The negative ion fractions for the x = 5 cm position are shown on the right
(Fig. 5.5(b)). The fractions of the cusp and unfiltered case both range between
0.3:1 at the start of the afterglow with both reaching up to 7:1 after 70 µs
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(a) Negative ion signal at x=5 cm using
two filter types and background.
(b) Negative ion to electron fractions
into the afterglow.
Figure 5.5: Photodetachment current into the afterglow at x=5 cm with the negative
ion fraction. (red) transverse filter, (blue) cusp filter, (black) no filter.
and 30 µs respectively. Despite the fact that destructive processes dominate
for the transverse filter, the high initial negative ion density combined with a
rapid electron decay means that the negative ion fraction is seen as high as
14:1 which occurs at approximately 40 µs into the afterglow. This negative
ion fraction was the highest measured in the ICPS.
5.2.3 x = 8.5 cm Afterglow Results
Figure 5.6(a) shows the negative ion signals downstream of the filter at x = 8.5
cm. The transverse filter shows an increase in current in the first 25 µs of the
afterglow with the radial filter and unfiltered case both show latent increases
in negative ion current with peaks occurring in the later afterglow around 100
µs and 130 µs respectively. The profiles show the formation of late afterglow
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ion-ion plasmas at this location.
The electron decay time varies markedly between the three conditions with
the transverse filter measuring a short decay of around 50 µs compared with
the radial cusp showing a characteristic high afterglow electron current and
decaying on a long time scale of > 100 µs with a high electron current of be-
tween 2 mA to 8 mA. This ability of radial cusp magnetic geometries to trap
electrons into the afterglow for up to hundreds of microseconds has been
shown by other authors [15] using EEPF measurements into the afterglow
which indicated that the cusp system can trap electrons over a wide range of
energies and time scales. The long decays of the radial filter and the unfiltered
case indicate that the ambipolar field collapse is delayed at this downstream
location in the absence of a transverse field. These features will be discussed
further when discussing the afterglow reaction rates in Section 5.3.3.
The negative ion fractions at x = 8.5 cm are shown in Figure 5.6(b) and gen-
erally exhibit much lower afterglow fractions that those seen at x = 5 cm and
x = 1 cm. The negative ion fractions in the early afterglow are negligible for
the unfiltered case but increase to 0.35:1 after 100 µs. The radial cusp filter
fraction grows exponentially to 1.2:1 at 100 µs where the increase in negative
ion is seen to peak. The transverse fraction grows from 0.2:1 in the early af-
terglow up to around 1.6:1 after 40 µs.
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(a) Negative ion signal at x=8.5 cm us-
ing two filter types and background.
(b) Negative ion to electron fractions
into the afterglow
Figure 5.6: Photodetachment current into the afterglow at x=8.5 cm with the negative
ion fraction. (red) transverse filter, (blue) cusp filter, (black) no filter
5.2.4 x = 11.5 cm Afterglow Results
Figure 5.7(a) shows the negative ion signal downstream at x = 11.5 cm. For
the transverse filter at this position, this axial position lies at the edge of the
filter field and has an intersecting non-uniform magnetic field geometry at
this location (See Figure 2.3(d)). Additionally, the plasma densities are low
in this region at around 1015 m−3 compared to 3× 1016 m−3 inside the filter
and so there are less electrons available to form negative ions via dissociative
attachment.
The profiles for the transverse filter field show a strong increase in the nega-
tive ion signal in the early afterglow increasing by a factor of 5 from 0.1 mA
up to 0.55 mA in the first 20 µs. This is in addition to a rapidly decaying elec-
tron IDC current of only 20 µs. After the peak the signal decays exponentially
over 200 µs.
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(a) Negative ion signal at x=11.5 cm us-
ing two filter types and background.
(b) Negative ion to electron fractions
into the afterglow.
Figure 5.7: Photodetachment current into the afterglow at x=11.5 cm with the nega-
tive ion fraction. (red) transverse filter, (blue) cusp filter, (black) no filter.
In contrast the radial filter exhibits a steady negative ion current of around 0.3
mA throughout the afterglow phase. Similarly the unfiltered profile extends
up to 200 µs and shows a two-peaked profile, the first in the early afterglow
at 10 µs and the second at 140 µs.
These steady long decays for the cusp and unfiltered cases correlates with the
long electron decay times of 100 µs and indicates the delayed collapse of the
ambipolar field downstream of the discharge when not applying a transverse
field. This also indicates the transverse field increases afterglow losses of elec-
trons to the walls which may enhance the breakdown of the ambipolar field.
The negative ion fractions at 11.5 cm are shown in Figure 5.7(b). The radial
and unfiltered cases show relatively low fractions which are constant over 100
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µs into the afterglow with values ranging from 0.25:1 to 0.5:1. The transverse
filter shows a short-live and strong increase in the negative ion fraction up to
3:1 within 10 µs into the afterglow which corresponds to a rapid decline in
the electron current.
5.2.5 Concluding Afterglow Remarks
The results from this section shows a wide variety in the spatio-temporal be-
haviour of negative ions in the ICPS in both the near and far afterglow. Using
the transverse filter on the ICPS shows that it produces the strongest negative
ion currents and also exhibits the highest negative ion fractions throughout
the afterglow. The transverse filter also shows the lowest overall electron resi-
dence times meaning that it decreases the time it takes for the ambipolar field
to breakdown.
In contrast the radial cusp filter shows intermediate negative ion currents and
fractions which shows similarities to the transverse filter at some axial posi-
tions (x = 1 cm and x = 5 cm) yet shows similarities to the unfiltered case
at the other positions (x = 8.5 and x = 11.5 cm). The cusp field supports
the longest afterglow electron currents and the longest electron decay times
which implies that it helps to maintain the ambipolar field longer into the
afterglow.
The unfiltered case shows the lowest negative ion densities into the afterglow
and the lowest negative ion fraction across all four of the measurement posi-
tions which means both the radial filter and the transverse filter both produce
more negative ions across the source that without a filter.
5.3 Reaction Rate Comparisons
Since the afterglow physics are complex and difficult to separate, rate co-
efficients were calculation from the afterglow data in Section 5.2. The rate
coefficients will be used to help determine the dominant mechanisms taking
place at different positions within the afterglow. The theory behind this rate
coefficient calculation method will be shown first in this section and an ex-
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ample of the rate fitting procedure will be shown.
The rate coefficient of a plasma process can be estimated into the afterglow
by measuring the change in density over time of the plasma reactants pro-
vided that the time scale of the measurement is small with respect to the
time scale of the plasma process. An analysis of the afterglow results from
Section 5.2 will be made to estimate the mechanism driving the dynamic af-
terglow processes of production and destruction to asses whether the process
is from dissociative attachment, mutual neutralization or from localized dif-
fusion processes within the source.
5.3.1 Ambipolar Diffusion
The ambipolar field and diffusion coefficients play a key role in these pro-
cesses and they will be briefly considered here with respect to the results as
they relate to the later discussion in Section 5.3.3.
The ambipolar diffusion term arises when the flux of positive and negative
charges to the walls are equal. From Equation 4.3 the flux of a given nega-
tively charged particle species (either negative ions or electrons) can be writ-
ten as:
Γ− = µ− n− ~E− D− ∇n− (5.5)
where the negative subscript refers to the species charge. In quasi-neutral
conditions, the fluxes of positive and negative plasma species are equal:
µ−n−~E− D−∇n− = µ+n+~E + D+∇n+ (5.6)
Solving Eqn. 5.6 for the electric field (~E) gives the ambipolar field:
~E =
∇n+,−
n+,−
· D− + D+
µ− + µ+
≈ D−
D+
· ∇n+,−
n+,−
(5.7)
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Substituting the ambipolar electric field back into Eqn. 5.5 gives the total flux:
Γ = −µ+D− + µ−D+
µ+ + µ−
· ∇n (5.8)
where the group of fraction constants on the right hand side is referred to as
the ambipolar diffusion constant:
Da =
µ+D− + µ−D+
µ+ + µ−
(5.9)
Despite the increased diffusion and mobility of the electrons over negative
ions, this equation has been shown to hold for negatively charged species up
to negative ion fractions of 10:1 α = n−/ne ≤ 10) [160] which is the upper
limit of negative ion ratios seen in the ICPS. The ambipolar diffusion constant
is similar to the free diffusion constant as it scales the ∇n term for the force
balance equation and ∇2n for the particle continuity equation:
∂n
∂t
− Da∇2n = production− loss (5.10)
This particle continuity is especially relevant in afterglow plasmas as the den-
sities of different species change. In the afterglow of a plasma, the generation
and loss terms on the right hand side of Eqn. 5.10 can be represented by
second order reaction rates of positive and negative species [45] [160]:
∂n
∂t
= Da∇2n− kRn2 (5.11)
Where kR is the rate coefficient for binary production and loss reactions for
positive and negative species (n+, n−) which contribute to the reaction into
the afterglow. This continuity equation accounts for both the ambipolar dif-
fusion of particles through the Da∇2n term, and the binary plasma reactions
are accounted for in the kRn2 term [158]. This equation will be used to fit the
negative ion profiles seen in section 5.2 to estimate the dominance of either
the diffusion term or the binary reaction term in the ICPS afterglow.
The process of calculating the reaction rates and diffusion terms from the af-
terglow data will be detailed in the following section.
§5.3 Reaction Rate Comparisons 167
5.3.2 Total Reaction Rate Fit
The time rate of change in a particle density [A] can be expressed from the
standard second order chemistry rate law as a combination of diffusion and
chemical reactions:
d[A]
dt
= Da∇2n− k [A]2 (5.12)
with k as the rate constant and [A] as the density of the reactant as a function
of time. Note that this [A] is the preferred chemistry notation and is equiva-
lent to the previous n(t) density notation.
Since the density changes are a function of either diffusion or of chemical re-
actions, the question then arises; are the trends in negative ion afterglow den-
sity from Section 5.2 due to movement of H− particles via diffusion through
the source (the Da∇2n term) or are the changes in H− afterglow density from
local chemical reactions creating and destroying the negative ions at each lo-
cation into the afterglow (the k [A]2 term).
As the afterglow data from the previous section (Section 5.2) shows the neg-
ative ion density vs time, an expression of the results can be made using
Equation 5.12 to show the density [A] as a function of time into the afterglow.
The data then has the form of the standard chemistry reaction rate problem.
In the absence of diffusion process such as those found in high density gasses
and in fluids, Da = 0 and Equation 5.12 can then be separated and integrated:
∫ [A]t
[A]0
1
[A]2
d[A] = −k
∫ t
0
1 dt (5.13)
Then:
1
[A]t
= −kt + 1
[A]0
(5.14)
This yields the standard chemistry reaction rate equation which relates the
change of density of a reactant [A] over time to a rate constant k and the ini-
tial density concentration A0. Thus the chemical reaction rate for production
and loss of a particle species can be found from plotting the [A] vs time data
on an inverse scale and taking the slope of the line to find the reaction rate
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coefficient k (eg. Figure 5.8). In plasmas this is a common way of determining
binary reaction rate coefficients (eg. [45] [160]).
This approach, however, only works when the chemical diffusion processes
is suppressed (i.e Da = 0) such as when operating at higher pressures (> 1
Torr). For the afterglow measurements in this chapter, the pressure is low
enough that Da 6= 0 and so measuring the afterglow measurements represent
a combination of diffusion and chemical reactions at each location.
For the measurements in this chapter, the diffusion term cannot be ignored
from Equation 5.12 and the integration of Equation 5.12 instead becomes:
1
[A]t
=
∫
(Da∇2n)dt− kRt + 1[A]0 (5.15)
The second term here is the integral of the density Laplacian and is difficult
to obtain directly, however the indirect effect will be to simply modify to the
measurement of the chemical reaction rate coefficient which we will add the
subscript R for clarity kR. The diffusion term in Equation 5.15 represents the
unknown movement of particles either toward or away from the probe tip and
thus contributes an ’effective diffusion rate coefficient’ which we can simply
define as ∆kD such that Equation 5.15 can be expressed as:
1
[A]t
= ∆kD − kRt + 1[A]0 (5.16)
The kD term can be indirectly measured now by assuming that it affects the
main production and loss rate chemical rate kR by a factor ranging from zero
(no diffusion) to a high number (diffusion dominated). If there is low diffu-
sion present, then the calculated reaction rates from the afterglow H− data
will match the known dissociative attachment production rate coefficient.
Similarly any decreases in the data should then match the known rate of H−
mutual neutralization. However if diffusion dominates, the calculated rate
coefficients from the afterglow data will be markedly different to the known
chemical reaction rates.
Second order rate coefficients were calculated from the slope of the experi-
mental measurements of a particle density over time when they are plotted
on an inverse density scale. The experimentally determined slopes are a com-
bination of the ∆kD and kR rates and so will be defines at the total rate coeffi-
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(a) Transverse filter profile, rate coeffi-
cient fit at x = 5 cm.
(b) Radial filter profile, rate coefficient fit
at x = 5 cm.
Figure 5.8: Examples of the method used to calculate total rate coefficients kTOT from
the afterglow data.
cient kTOT. If the calculated total rate dominated by binary reactions then the
∆kD diffusion term will be zero and the calculated rate coefficient kTOT will
equal the known rate coefficient kR. However if kTOT is markedly higher than
the known binary reaction rate coefficients, then the diffusion term ∆kD will
be dominant which indicates that the plasma is in a diffusive regime. In this
diffusive regime, the negative ion fluxes to the probe are a result of transport
from adjacent areas inside the source during the afterglow rather than local-
ized chemical production and destruction of negative ions near the probe tip.
Figure 5.8 shows two examples of the rate coefficient fit from the negative ion
signals at x = 5 cm in Figure 5.5(a). The profiles represent the exponential
negative ion decay profiles for the radial filter and the transverse filter. The
rate calculations show the value of kTOT. Since the negative ion density is
always decreasing at x = 5 cm these slopes are negative and represent the rate
coefficients of H− loss at this location. The radial filter in Figure 5.8(b) shows
two separate rate coefficient fits which correspond to two different loss rates
occurring into the afterglow.
The following section will present the results of the rate calculations for the
negative ion profiles at each of the four positions from Section 5.2.
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5.3.3 Reaction Rate Results
Reaction rates were calculated where possible at each of the 4 positions using
the negative ion signals shown in Section 5.2. Total reaction rate fits were
made for the increasing and decreasing slopes for each profile and compared
to the leading rate coefficients for production and destruction.
The results of the rate coefficient fits are discussed below and are summarized
in Table 5.2. The table shows the common binary production and destruction
rate coefficients (kR) which are dissociative attachment, mutual neutralization
and neutral collisional detachment. These are shown for reference to the cal-
culated rates (kTOT) for each profile to help identify the likely mechanism for
the negative ion results.
Note that at the experimental densities, the negative ions have relatively long
mean free paths for destruction. For mutual neutralization, the mean free
path is ≈ 32 cm, for neutral H stripping of H− ≈ 2 cm, and diffusion to the
walls ≈ 6 cm with a magnetic field. In the afterglow the ions can travel up
to several centimeters in tens of microseconds depending on the density and
diffusivity.
5.3.3.1 x = 1 cm Total Rates
The rates were first calculated from the x = 1 cm profiles in Figure 5.4(a).
The rate coefficients were measured for both the x = 1 cm transverse profile
and the unfiltered profile corresponding to the production (increasing) and
destruction (decreasing) slopes.
The total production reaction rate for the transverse filter (Fig. 5.4(a)) (red
profile) up to 50 µs was found to be 2.40× 10−13 m3 s−1 which would cor-
respond to the upper end of the dissociative attachment rate coefficient [9]
[161]. The increase in the negative ions into the afterglow at x = 1 cm down-
stream is explainable by dissociative attachment if sufficiently high highly
rovibrational H2 is present. Since the electron temperature is high at this lo-
cation near the antenna, the reduction in the electron temperature into the
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early afterglow allows for increased negative ion production.
The destruction rate on the down slope was calculated at 7.69× 10−13 m3 s−1.
This destruction rate coefficient corresponds closely to the mutual neutraliza-
tion rate of the H− + H+3 reaction which has a value of 1.33× 10−13 m3 s−1.
This reaction rate shows that the total rates kTOT is dominated by the binary
reaction chemistry term kR and a suppression of the diffusive term δkD close
to the discharge. This is explainable due to the high plasma densities and
higher gas densities near the antenna inhibiting afterglow transport of the
negative ions from this location which forces binary destructive events to oc-
cur.
The unfiltered negative ion profile (Fig. 5.4(a)) (black profile) shows a similar
density peak to the filtered case up to 50 µs with a production rate constant of
8.33× 10−12 m3 s−1 and a destruction rate after 50 µs of 3.70× 10−12 m3 s−1.
This shows an increase in negative ion production far greater that the dis-
sociative attachment rate at the start of the afterglow period. This result in-
dicates that without the filter in place the negative ion signal at x = 1 cm is
dominated by diffusion of negative ions from adjacent areas of the discharge.
This is most likely related to the spatial distribution of the DC electric field
without the magnetic filter in place which directs negatively charged species
inward towards the antenna (see Paunska et al., [147]) and this may also be
the reason for the highest negative ion density being closest to the antenna in
unfiltered inductive systems (see Figs. 5.1(b) and 5.2(b)).
For the unfiltered profile after 50 µs the destruction rate is an order of mag-
nitude higher than the rate expected for the primary destructive process of
mutual neutralization. This indicates that the destruction of negative ions via
diffusion out of the central region and is consistent with the time period after
the breakdown of the ambipolar field rather than by mutual neutralization.
This is also consistent with the time-scale of the end of the IDC decay which
signals the collapse of the ambipolar field.
5.3.3.2 x = 5 cm Total Rates
The afterglow measurements at x = 5 cm for the transverse filter are shown
in Figure 5.5(a) (red profile). The profiles show strong exponential loss of
H− from the beginning of the afterglow with no increase in the negative ion
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Table 5.2: Total rate coefficients for H− calculated from afterglow data in the ICPS
for Production (P) and Destruction (D).
Reaction kR Rate Coefficient (m3 s−1)
Dissociative attachment (P) ≈ 10−14 (v”  0)
Mutual neutralisation (D) ≈ 1.2× 10−13
Neutral collisional detachment (D) ≈ 1.2× 10−15
Axial Position and Filter kTOT Total Rate Coefficient (m3 s−1) ∆kTOT / kR
(1cm) Transverse filter (P) 2.40× 10−13 24
(1cm) Transverse filter (D) 7.69× 10−13 6
(1cm) No filter (P) 8.33× 10−12 833
(1cm) No filter (D) 3.70× 10−12 30
(5cm) Transverse filter (D1) 1.15× 10−12 9
(5cm) Transverse filter (D2) 3.36× 10−12 28
(5cm) Radial filter (D1) 8.45× 10−12 70
(5cm) Radial filter (D2) 1.88× 10−11 156
(5cm) No filter (P) 4.60× 10−12 460
(5cm) No filter (D) 1.89× 10−11 157
(8.5cm) Transverse filter (P) 3.27× 10−11 3270
(8.5cm) Transverse filter (D) 1.27× 10−11 105
(8.5cm) No filter (P) 4.44× 10−12 443
(8.5cm) No filter (D) 1.49× 10−12 12
(11.5cm) Transverse filter (P) 6.38× 10−11 6380
(11.5cm) Transverse filter (D) 7.04× 10−12 58
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signal indicating dominance of destructive processes at this location. The
transverse filter profile exhibits two exponential decay kTOT rate coefficients,
the first from 2 µs to 40 µs and the second from 40 µs onwards. The first
rate coefficient was calculated as 1.15× 10−12 m3 s−1 and the second at 3.36×
10−12 m3 s−1. The initial decay rate up to 40 µs is similar to the mutual neu-
tralization rate. However from 40 µs to 150 µs, the rate increases to around
an order higher than the mutual neutralization coefficient and this indicates
a switch from binary reaction losses to diffusive losses as the plasma density
drops and allows for diffusion process to begin to dominate. The IDC de-
cay profile shows a rapid breakdown of the ambipolar field and the negative
ions, which are semi-magnetized in this region, are quickly lost to the walls
along the magnetic field lines. The data is consistent with a high number of
negative ions present during the ’discharge on’ period which exit the system
resulting in a rapid ambipolar breakdown in the early afterglow. This result
suggests that the rapid breakdown in the ambipolar field and loss of negative
ions could be mitigated against with the use of a strong tandem cusp at this
location which could extend the negative ion decay time into the afterglow.
The situation is similar for the radial filter (Fig. 5.5(a)) (blue profile) which
also shows two kTOT rate rate coefficients. The first is calculated at 8.45×
10−12 m3 s−1 and the second at 1.88× 10−11 m3 s−1. These rates are up to two
orders of magnitude higher than the mutual neutralization rate coefficient
which indicates strong diffusion processes.
The IDC decay time is slightly longer for the radial filter but the field strength
here is seen to be not strong enough to prevent the rapid loss of negative
ions from diffusing to the walls in the afterglow. This is most likely due to
the relatively weak field at the cusp edge and the long mean free path for
the negative ions. If the magnetic field strength of the cusp was strongly in-
creased then the wall diffusive losses could be controlled, however, the cusp
cannot prevent ions from diffusion upstream and downstream to adjacent ar-
eas of the source. Using a combination of the transverse field and the cusp
field here would prevent the ions from exiting upstream and downstream
provided that the field is strong enough to semi-magnetize the H− ion.
The unfiltered negative ion signal at x = 5 cm (Fig. 5.5(a)) (black profile)
does not show the rapid decline seen for the transverse and radial filters at
the onset of the afterglow but rather a peak in current around 50 µs. The
rate coefficient for the increase on the left side of the peak was calculated
at 4.60 × 10−12 m3 s−1 which is 2 orders higher than the rate for dissocia-
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tive attachment. The decay rate on the right hand side was calculated at
1.89× 10−11 m3 s−1 around two orders higher than the mutual neutralization
rate. The timing of the peak is consistent with the IDC ambipolar breakdown
and is explainable by diffusive transport of negative ions from adjacent ar-
eas driven by ion-ion free diffusion. It should be noted that several of these
datasets were taken several times on separate days, especially at the x = 5 cm
position to verify that the trends were reproducible.
5.3.3.3 x = 8.5 cm Total Rates
The afterglow measurements at x = 8.5 cm for the transverse filter are shown
in Figure (Fig. 5.6(a)) (red profile). The profile shows a strong initial increase
in negative ions reaction coefficient of 3.27× 10−11 m3 s−1 which is three or-
ders of magnitude above the dissociative attachment rate coefficient. While
the net density of negative ions from this peak is low, the rate of increase over
such a short time frame indicates the peak is from diffusion from neighbour-
ing areas. Since the peak occurs around 25 µs the increased influx of negative
ions would have to be within only several centimeters of the x = 8.5 cm mea-
surement position. The decay slope of the transverse profile after 25 µs was
measured at 1.27× 10−11 m3 s−1 which is also indicative of diffusive losses
on the IDC decay time scale.
The unfiltered profile at x = 8.5 cm (Fig. 5.6(a)) (black profile) shows a de-
layed increase in the negative ion current at around 125 µs with a production
rate coefficient of 4.44× 10−12 m3 s−1 which is high compared to dissociative
attachment. The delayed onset of the peak in the unfiltered case coincides
with a long IDC electron decay time and hence again correlates with the time
scale of the ambipolar breakdown.
Similar to the unfiltered profile, the radial profile at x = 8.5 cm shows a de-
layed peak which coincides with the IDC decay around 100 µs into the after-
glow.
5.3.3.4 x = 11.5 cm Total Rates
The afterglow measurements at x = 11.5 cm for the transverse filter are shown
in Figure (Fig. 5.7(a)) (red profile). Here at 11.5 cm the transverse filter shows
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an early sharp peak in the IPD current before an exponential-like decay. The
peak in the signal here has the strongest rate increase seen in the ICPS of
6.38× 10−11 m3 s−1 which is three orders of magnitude higher than the dis-
sociative attachment coefficient. The exponential decay from 20 µs to 220 µs
has a decay rate of 7.04× 10−12 m3 s−1 which most likely corresponds to the
ion-ion free-diffusion rate as the IDC current draw is seen to disappear after
only 20 µs, again consistent with the location of the negative ion peak.
5.3.3.5 Afterglow Concluding Remarks
These afterglow results present several key overall findings. Firstly, the changes
in local negative ion density are found to be mostly diffusion dominated
across the ICPS under these power and pressure conditions. Near the an-
tenna, the higher plasma densities and gas pressure are seen to partially in-
hibit plasma diffusion and so the rate coefficients for production and loss
are found to be closer to dissociative attachment and mutual neutralization
coefficients at this location. Overall however, these results indicate that the
ICPS operating at 250 W at 100 mtorr is well within a diffusion dominated
afterglow regime downstream of the discharge.
Several studies which calculated the rate coefficient for mutual neutralization
of negative ions in nitrogen plasma mixtures used gas pressures as high as
500 mtorr and atmospheric pressure at plasma densities of at least 1016 m−3.
These high pressures were found to be required to successfully inhibit the
diffusion effect and prevent it from influencing the measurement of the mu-
tual neutralization rate coefficient [162] [158] [163]. Since the measurements
here were performed at 100 mtorr using hydrogen gas with a lower collisional
cross section than nitrogen, the conclusion of a diffusion dominated afterglow
regime is certainly reasonable.
The rate results show that the diffusion time is spatially and temporally sen-
sitive and that the localized diffusive loss coefficient is between one to three
orders of magnitude higher than the mutual neutralization rate coefficient
(See the ∆kTOT / kR ratios in Table 5.2). The localized increases in the ICPS
were found to be a combination of dissociative attachment and diffusion from
nearby areas of the source. The time scale of the negative ion peaks from dif-
fusive processes often coincided with the disappearance of the IDC electron
signal from the afterglow and the collapse of the ambipolar field. This is evi-
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dence of a shift from ambipolar confinement to a free-diffusion regime in an
ion-ion plasma.
Under the transverse filter at x = 5 cm the highest negative ion density is
seen, this high density is seen to rapidly decay due to diffusive losses to the
walls inside the filter. It was not possible to mitigate these losses with the
addition of the radial cusp filter due to the field not being strong enough to
prevent H− losses to the walls. However, it may be possible to maintain this
population longer into the afterglow for pulsed plasma applications with the
addition of a strong radial cusp filter.
The time scale of the IDC decay profile correlates with the peaks negative ion
signals which suggests that the IDC signal from an uncompensated Langmuir
probe can be used as a simple and reliable indicator of the the switch be-
tween the ambipolar and free diffusion regime in the afterglow for negative
ion sources. This time scale is seen to be spatially dependent along the length
of the source and could be used as a tool to predict the timing of negative
ion peaks into the afterglow with applications toward controlling the pulsed
afterglow plasma chemistry.
Chapter 6
Conclusions and Future Work
This thesis presented the first measurements from a newly designed induc-
tive system. The aim of this project was to characterize and optimize the
ICPS and to investigate new low temperature plasma phenomenon related to
the transverse magnetic field. The major findings from the experimental and
numerical studies which were presented in Chapters 3-5 will be summarized
and discussed which include: (1) Power transfer optimization, (2) Plasma
properties across the ICPS, and (3) Negative ion dynamics into the afterglow.
The recommendations for future work will then be presented.
6.1 Power Transfer Optimization
The systems power transfer circuit was investigated initially by modelling of
the impedance matching network to understand the power transfer efficiency.
The impedance matching system and the total power transfer circuit was able
to be accurately modelled using a circuit of variable complex resistors. The
model was extended to be able to predict optimal circuit components for ar-
bitrary impedance matching circuits which can be used on plasma systems.
Measurements of the power transfer efficiency and plasma resistance were
then made comparing argon to hydrogen. The plasma resistance of argon
was seen to be approximately 4 times higher than hydrogen. The magnetic
filter was seen to increase the plasma resistance by up to a factor of two in
argon and up to a factor of three in hydrogen compared to the unfiltered case.
This increase in resistivity translated to a gain in power transfer efficiency of
6% in argon and up to 25% for hydrogen. The reason for the difference was
found to be that high resistivity plasmas such as argon already have a high
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ratio of plasma resistance to matching circuit resistance and hence the gains
from increasing the plasma resistance have depreciating returns for increas-
ing the power transfer efficiency.
The location of the magnetic filter with respect to the antenna was found to
significantly affect the power transfer efficiency of the source with power ef-
ficiencies ranging between 31% and 64% in hydrogen simply by moving the
magnetic filter. In argon the effect on power transfer efficiency was lower with
the ranging between 91% and 95%, however, during this 4% gain in efficiency
the magnetic filter almost doubled the plasma resistivity from 13 Ohms to 26
Ohms. This result indicates that, while improving the plasma resistivity does
not yield increased power efficiency for naturally highly resistive species, the
magnetic filter can still continue to strongly increase the plasma resistance in
both hydrogen and argon regardless of the low power efficiency gains.
The power transfer efficiency was seen to be optimal for hydrogen when the
magnetic filter was placed directly in front of the antenna, however when the
filter was placed behind the antenna, the H-mode was suppressed to the low
efficiency E-mode. In contrast, in argon, the highest efficiency was obtained
when the filter was placed 3 cm behind the antenna. The results suggested
that both the natural plasma resistance and the plasma skin depth play a
role in determining the optimal location of the magnetic field to enhance the
power transfer efficiency of the source.
A peak in the power transfer efficiency was seen in argon and hydrogen when
the magnetic field strength applied to the source was near 5 to 10 Gauss. This
field strength corresponds to an electron cyclotron frequency of 13.56 MHz
and 27.12 MHz which matches the driving frequency of the amplifier and
its first harmonic. This result suggests that the edges of the magnetic filter
can support electron cyclotron resonance heating where increased energy is
coupled into the plasma through the electrons. This hypothesis is supported
by the EEPF measurements in hydrogen near the antenna which showed very
high effective electron temperatures of 12 eV, consistent with ECR wave heat-
ing of the electrons near the antenna due to the magnetic field edge geometry.
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6.2 Plasma Properties Across the ICPS
Axial measurements were made across the ICPS at 1 cm intervals to measure
a variety of plasma conditions. These measurements were also supported by
1d and 3d models which were developed to help explain some interesting
experimental results from the magnetic filter.
The hydrogen plasma density measurements revealed the presence of a den-
sity peak inside the magnetic filter which occurred over a wide range pres-
sures between 15 mtorr and 150 mtorr. This was not seen across the same
pressure range for the argon, however, there was some indirect evidence in
the measurements for it beginning to possibly form at low pressure of 2 mtorr.
The dependence of the density peak on magnetic field strength revealed that
at 50 mtorr pressure, the peak begins to form at a field strength of 120 G
but is completely suppressed at 800 G with the maximum measured at 250
G. The peak did not form at any magnetic field strength for 10 mtorr. These
measurements also revealed that the high confinement 800 G magnetic filter
can be used to control the effective system size by suppressing the diffusion
of charged species. At 50 mtorr this resulted in plasma densities which could
be generated as high as 1017 m−3 near the antenna with only 200 W forward
power.
Axial EEPF measurements were taken along the length of the source at sev-
eral pressures which confirmed the presence of the density peak for hydro-
gen. The magnetic filter was shown to not only cool the electron population
to as low as 0.2 eV, but it increased the population of low energy electrons
inside the trap and this effect was strongest at 50 mtorr. This result shows
that the density peak seen under the filter field consisted of a high density of
cold electrons, which is ideal for negative ion formation. The density peak
region also exhibited a dome shaped floating potential profile which indi-
cated a slightly ion-rich plasma which suggested the mechanism driving the
density peak could be ion driven rather than electron driven. The EEPF mea-
surements showed that the maximum cooling effect in hydrogen occurs at
magnetic field strengths of only 40 G and that increasing the magnetic field
does not increase cooling above this. The EEPF results in argon showed that
the cooling effect from the magnetic filter was much less than for hydrogen
and that lower pressures may be required to see the same localized cooling in
argon as seen in hydrogen.
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Two models were developed to help explain how the magnetic filter affected
charged particle transport along the source. A 1d transport model was de-
veloped using a fluid approach to investigate the dominant effects of the
magnetic filter on diffusion, mobility and drift motions. The model showed
that the magnetic filter used with a 250 G filter will heavily suppress stream-
wise particle transport unless weak electric fields are present to create posi-
tive x-directed E×B streamwise drift velocities. The 1d model also suggested
that electric fields could emerge due to electron diamagnetic drift motion up-
stream of the filter edge and that these drifts may produce lateral electric
fields which can drive ions and electrons into the filter to become trapped.
To investigate the 1d model results in a 3d environment, a 1:1 scale model
of ICPS was developed which used single seed particle tracking to visualize
drift motions and possible transport pathways for the development of the
particle trap. The 3d model results showed that individual ions undergo a
two step process of first entrainment and then trapping inside the filter. This
process was found to occur only under certain semi-magnetized collisional
conditions and required weak lateral electric fields to be present upstream
of the center of the filter. The 3d model results also produced a criteria of
the plasma conditions which can predict the formation of the particle trap in
other systems and potentially when using different gasses.
Rotational H2 temperatures were measured axially along the source using op-
tical emission spectroscopy to determine the effect of the filter on the neutral
gas inelastic excitation states. Since the cross section for dissociative attach-
ment to form negative ions is highly sensitive to the rovibrational state of the
molecular gas, increases in the rotational gas temperature should help pro-
mote localized negative ion formation in the source. The results showed that
the transverse filter increased the rotational gas temperature by up to 40%
(+150 K) at both 10 mtorr and 75 mtorr. Interestingly this increase in tem-
perature increased with increasing distance from the source which indicates
that the mechanism for neutral gas heating is by electron confinement and
collisional energy transfer which likely occurs downstream of the discharge
over time scales of the gas residence time (milliseconds). This is an important
result as it shows that the magnetic enhancement can increase the inelastic
gas state and promote negative ion formation downstream of the discharge
where negative ion formation can be controlled.
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6.3 Negative Ion Dynamics into the Afterglow
Negative ion measurements were performed along the length of the source
using photodetachment to create a spatial profile of the negative ion pop-
ulation in the ICPS. The unfiltered negative ion profile showed the highest
negative ion concentration close to the antenna with decreasing density fur-
ther down stream with negative ion densities of approximately 1015 m−3.
However with the application of the magnetic filter, the negative ion density
became strongly localized to the center of the filter with a peak density of ap-
proximately 1016 m−3 which corresponded to a high negative ion fraction of
34% with respect to the electron population. This surprising result was able
to be reproduced computationally by developing a simple reaction chemistry
model which used known rate coefficients for production and destruction of
negative ions and used the experimental data of the densities and electron
temperature from ICPS measurements. The fact that this reaction chemistry
model was able to reproduce the filtered and unfiltered data means that the
negative ion profiles in the ICPS can be totally accounted for by standard
volume production mechanisms. These results show that under certain con-
ditions the negative ion density can be improved up to an order of magnitude
at a desired location within the source. While these measurements were taken
at 100 mtorr, the peak in plasma density has been shown by one other author
to also be reproducible at a low pressure [133]. Results from the 3d model in
this work suggest that the peak formation at lower pressure is possible due to
the presence of the tandem cusp arrangement and that the density peak may
be able to be created across a wide range of pressures and powers which may
be exploitable for fusion sized NBI systems.
Four positions along the source were chosen to make detailed measurements
of the negative ion dynamics into the afterglow. The negative ion popula-
tion showed strong spatial and temporal sensitivity across the ICPS revealing
complex and dynamic process into the afterglow. Near to the discharge, the
afterglow measurements showed that the production and loss mechanisms
for the negative ions are dominated by the binary reaction processes of dis-
sociative attachment and mutual neutralization whereas further down the
source in lower density areas, the negative ion measurements showed diffu-
sion dominated processes into the afterglow. Measurements revealed a switch
between ambipolar regimes and free-diffusion regimes which were related to
the collapse of the ambipolar field seen in the electron current measurements.
The time scales for this regime change were not spatially uniform across the
length of the source and were seen to be modified by the presence of mag-
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netic fields which suggests that the time frame for this regime switching to
occur can be controlled and optimized externally via magnetic enhancement
of the source.
6.4 Future Work
The results from this work point to several future avenues which are relevant
to research relating to both processing plasmas and for the possible develop-
ment of a high density volume-only pulsed negative ion source.
• A full treatment of different magnetic field geometries could be used
to widen the parameter space of power and pressure for both plasma
ignition and also to increase power transfer efficiency.
• A comprehensive model must be developed in order to to ascertain
the plasma mechanisms responsible for the enhancement of the power
transfer efficiency from the magnetic field. I suggest that a hybrid nu-
merical fluid/global model would have to be developed similar to that
developed by Yang et al., [118] which can incorporate external 2d or 3d
magnetic fields.
• An investigation into using different magnetic geometries to control
the afterglow ion free-diffusion regime could yield interesting results
for both a future pulsed NBI source and for control over low pressure
processing plasma conditions such as afterglow chemistry, etch rates
and layer deposition across a target.
• Experiments should be conducted related to the electron cyclotron res-
onance heating observed at the upstream edge of the filter near the
discharge using a variety of external magnetic configurations. These
results could be extended to include the majority of the source for the
purpose of both maximizing gains in power transfer efficiency and also
for increasing plasma homogeneity.
• A series of experiments should be conducted to attempt to reproduce
the particle trap using the criteria outlined in Section 4.5.5. The trap
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should be tested using a variety of gasses beginning with argon and
helium and then using electronegative gasses such as SF6. Radial mea-
surements of the plasma potential will reveal the presence of lateral
electric fields upstream of the filter and quantify their strength neces-
sary for the entrainment and trapping to occur.
• The peak in negative ion density seen inside the particle trap could be
extended and validated in future in experiments using sensitive meth-
ods such as cavity ring down spectroscopy. Axial measurements of the
atomic neutral density could also be measured using laser induced flo-
rescence to help quantify the distribution of one of the main H− loss
mechanisms.
• The results of the 3d particle modelling suggests that density of cold
electrons inside the particle trap can certainly be increased via a strong
yet localized ring of cusp magnets. The afterglow measurements sug-
gest that the primary losses at this location are wall losses due to mag-
netization of the H− ions along the transverse field lines and so the
cusp field magnets need only be the width of the transverse filter mag-
nets and should be strong enough to redirect ions not just electrons
from the walls. Particle transport into the filter at low pressure condi-
tions could also possibly be enhanced by the use of externally pulsed
solenoids to control afterglow particle transport.
• Lastly, to test the viability of a caesium-free neutral beam source, a
small prototype NBI system should be built to extend the results of
this thesis. New source configurations should be tested such as po-
sitioning of the filter field directly above an extraction grid while the
particle trap has formed. The source could operate under high fre-
quency pulsed power conditions to maximize negative ion currents
and minimize electron current during gridded extraction. The role of
the cusp filter strength should be investigated to ascertain its effect on
afterglow ion diffusion rates and lowering the pressure at which the
particle trap can form.
Appendix A
Appendix: Magnetic Field Code
This appendix displays the custom Python code developed for the calculation
of the 3d magnetic field profile of the transverse filter using arbitrary mag-
netic dipole moments in a gridded domain. The code follows the methodol-
ogy set out previously in Chapter 2 (Eqns. 2.1,2.2) and is restated here for
clarity:
~A(x, y, z) =∑
m
~A(~ra) =∑
m
~M(~rm)× (~rm − ~ra)
|~rm−a|3 (A.1)
Where ~A is the magnetic vector potential field, a is each location of 3d grid to
iterate over, m is the position of each permanent magnetic pole, ~M(~rm) is the
magnetic moment of each magnetic pole. After performing the calculation
for each point in space a for each magnetic moment, the vector field ~A is
produced and shown in Figure A.1. The curl of this magnetic vector potential
field yields the magnetic field vector at each point in space:
~B(x, y, z) = ~∇× ~A(x, y, z) (A.2)
The code begins by creating a 3d grid of points and calculating the optimal
number of domains to split the x-axis slices into for a parallel computation.
The magnetic domains are selected as grid locations where the permanent
magnets are located, and the domains outside are set to NaN. These locations
are then fed to the ’Worker’ function which performs the calculation of ~A at
each point in the grid for each magnetic field domain. The worker function
is sent slices of the X-Z plane in chunks from the multiprocessing pool. The
curl of this new vector field is then taken for the B-field calculation using the
’vec_field_deriv’ function. Finally the B-field is generated as a variable and
plotted using the Mayavi package in Python.
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(a) Magnetic vector potential at low res-
olution of the two magnetic filter blocks.
(b) Magnetic vector potential view from
above the top magnet.
Figure A.1: Results from the 3d magnetic vector potential calculation of the filter
from two different perspectives using two different grid cube resolutions (0.5 cm and
0.3 cm). Magnetic moment locations are the dark blue cubes in (b).
A.1 Python Code
import numpy as np
from mpl_toolkits.mplot3d import Axes3D
import mayavi.mlab
import multiprocessing
import scipy.fftpack as fftpack
import copy
import time
time1 = time.time()
’’’----the main grids---’’’
resolution = 30j # This is the grid size steps for the grid cubes resolution.
max_threads = multiprocessing.cpu_count() #for parallel calc
max_threads_range = range(max_threads+1)[1:]
int_res = int(str(resolution)[:-1])
res_range = range(int_res)
av_slice = int(int_res/max_threads)
remainder = int_res%max_threads
slice_list = []
myslice_list2 = []
’’’---computes the chunks for parallel code later on using the resultion and number of cores on the CPU’’’
sliced_array = [i for i in np.arange(0, int_res,1)]
def chunks(slice_array, chunk_size): #used to select sub-slices
final_slices = []
#returns successive n-sized chunks from initial array."""
for i in range(0, len(slice_array), chunk_size):
final_slices.append(slice_array[i:i + chunk_size])
return final_slices
myslice_list2 = chunks(sliced_array,max_threads) #filling holes
step_res = .1 / int_res
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’’’--the grid and magnetic domain grids---’’’
x,y,z = np.mgrid[0:.1:resolution, -.05:.05:resolution, -.05:.05:resolution] #total spatial grid
M1,M2,M3 = np.mgrid[0:.1:resolution, -.05:.05:resolution, -.05:.05:resolution] #filter moments grid to mask over
’’’----the custom mask of magnetic domain grid filter location----’’’
m1,m2,m3,m4 = np.array([ ((x>=.025)&(x<=.075)), (np.abs(y)<=.025), ((z>= -.045)&(z<= -0.035)),((z>=.035)&(z<=0.045)) ])
#boolean mask of filter location
’’’----Select the locations outside in the 3D grid for the magnetic moment vectors M1(rm) want to mask them as nans---’’’
M1[~m1] = np.nan #make the non-magnetic moment grid positions set to empty
M2[~m2] = np.nan
M3[~m3&~m4] = np.nan
#M3[~m4] = np.nan
’’’--- Select the locations for the magnetic moments and set them as unit vectors in the +ve z-direction [0,0,1] vector moments---’’’
M1[m1] = 0
M2[m2] = 0
M3[m3] = 1
M3[m4] = 1
’’’---The calculation of each moments contribution to each spatial grid point---’’’
coord = []
m_coord = []
xyz_new = []
A_array_new = []
A1_sum = []
grid = np.array([x,y,z])
bigmag_location = np.array([M1,M2,M3])
A = np.zeros_like(grid)
A_final = np.zeros_like(grid)
’’’------make a list of all the magnetic moment locations M1 M2 M3---------’’’
mag_location = []
hat_seq = 0
for i in range(bigmag_location.shape[1]):
for j in range(bigmag_location.shape[1]):
for k in range(bigmag_location.shape[1]):
if np.isnan(M1[i,j,k]) == False and np.isnan(M2[i,j,k]) == False and np.isnan(M3[i,j,k]) == False:
if hat_seq == 0:
mag_location = np.array([i,j,k])
hat_seq += 1
stack = np.array([i,j,k])
mag_location = np.vstack((mag_location,stack))
’’’-----the worker, along x-axis slices i creates the A[:,i,j,k] array in chunks, ’’’
def worker(myslice,A):
A_slice = np.zeros_like(grid)
for i in myslice: # the x-axis
print ’ working on slice’, i, ’of’, int_res
for j in range(grid.shape[2]): #y-axis
for k in range(grid.shape[3]): #z-axis
ra = np.array([ x[i,j,k], y[i,j,k],z[i,j,k] ]) #the position vector in space to calculate the A(ra) function
A1_sum = np.array([0,0,0])
for coord in mag_location:
# the magnetic moments from ’mag_location’ coordinate list
rm = np.array([ x[coord[0],coord[1],coord[2]],y[coord[0],coord[1],coord[2]],z[coord[0],coord[1],coord[2]] ])
M_rm = np.array([ M1[coord[0],coord[1],coord[2]], M2[coord[0],coord[1],coord[2]], M3[coord[0],coord[1],coord[2]] ])
# the M(rm)
if True in np.isnan(rm):
A1_sum = A1_sum + np.zeros(3)
continue
rm_ra = rm-ra
cross_prod = np.cross(M_rm,rm_ra)
if np.array_equal(rm_ra,np.zeros_like(rm_ra)) is True:
A1_sum = A1_sum + np.array([0,0,0])
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continue
else:
r_3 = np.linalg.norm(rm_ra)**3
zing = cross_prod*(r_3**-1)
A1_sum = A1_sum + zing
A_slice[:,i,j,k] = A1_sum
return (myslice, A_slice)
’’’-----------MultiProcessing, the pool takes from the myslice_list2 arrays and assigns CPUs to them as they come------------’’’
run_on = False
if run_on == True:
pool = multiprocessing.Pool(processes=max_threads)
#results = [pool.apply_async(worker, args=(x,) for x in tables]
results = [pool.apply_async(worker, args=(myslice, A)) for myslice in myslice_list2]
output = [p.get() for p in results]
for n, chunk in enumerate(output):
myslice_chunk = chunk[0]
A_chunk = chunk[1]
A_final[:,myslice_chunk[0]:myslice_chunk[-1]+1,:,:] = A_chunk[:,myslice_chunk[0]:myslice_chunk[-1]+1,:,:]
’’’--------curl of A. converts the magnetic vector potential A array to the magnetic field B---’’’
def vec_field_deriv(array,axis): #df(x)/dy = (A[1],0), df(z)/dx = (A[0],2)
new_array_prime = np.zeros_like(array)
if axis == 0: # the xaxis is variable, y,z constants, this is A(x)
for j in range(len(array[1])):
for k in range(len(array[2])):
new_array = copy.copy(array[:,j,k])
new_array_prime[:,j,k] = fftpack.diff(new_array)
elif axis == 1: # the yaxis is variable, x,z constants, this is A(y)
for i in range(len(array[0])):
for k in range(len(array[2])):
# print array.shape
new_array = copy.copy(array[i,:,k])
new_array_prime[i,:,k] = fftpack.diff(new_array)
elif axis == 2: # the zaxis is variable, x,y constants, this is A(z)
for i in range(len(array[0])):
for j in range(len(array[1])):
# print array.shape
new_array = copy.copy(array[i,j,:])
new_array_prime[i,j,:] = fftpack.diff(new_array)
#
return new_array_prime
’’’---the B calc---’’’
A = A_final
B = np.array([ vec_field_deriv(A[2],1) - vec_field_deriv(A[1],2),
vec_field_deriv(A[0],2) - vec_field_deriv(A[2],0),
vec_field_deriv(A[1],0) - vec_field_deriv(A[0],1) ] )
time2 = time.time(), ’calc time’
’’’--------------3D Plotting--------------’’’
plotting = False
seed_map = False
if plotting == True:
mayavi.mlab.figure(size=(1280,800))
if seed_map == True:
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seed_choice = ’plane’
field = mayavi.mlab.pipeline.vector_field(x,y,z,B[0],B[1],B[2])
magnitude = mayavi.mlab.pipeline.extract_vector_norm(field)
contours = mayavi.mlab.pipeline.iso_surface(magnitude,
# contours=[0.2,0.8,0.5],
transparent=True,
opacity=0.8,
colormap=’YlGnBu’,
vmin=0, vmax=maxB
)
field_lines1 = mayavi.mlab.pipeline.streamline(contours, seedtype=seed_choice,seed_resolution = 50
,seed_scale = 1,
integration_direction=’both’,
# extent = [0,.1,0,0,-0.05,0.05],
colormap=’YlGnBu’,
vmin=0, vmax=maxB)
’’’plane widget’’’
if seed_choice == ’plane’:
field_lines1.seed.widget.point1 = [0, 0, 0]
’’’sphere widget’’’
if seed_choice == ’sphere’:
field_lines1.seed.widget.enabled = True
field_lines1.seed.widget.center = [0.05,0,0]
mayavi.mlab.quiver3d(x,y,z,A[0],A[1],A[2],name="Vector potential")#0.0000035
mayavi.mlab.quiver3d(x,y,z,M1,M2,M3,name="Magnetic Moments", mode = ’cube’,scale_factor = .0035)#.015
mayavi.mlab.axes(extent = [0,.1,-.05,.05,-.05,.05])
mayavi.mlab.view(azimuth = 270, elevation = 90,distance=’auto’, focalpoint=[.05,0,0])
mayavi.mlab.show()
Appendix B
Appendix: The Plasma Frequency
The plasma frequency is the frequency of propagating electrostatic (Lang-
muir) waves within the plasma. The plasma frequency is described in many
texts but will be derived here for reference as it relates to the hairpin probe
diagnostic material in Chapter 2 and the hairpin measurements shown in
Chapter 4.
B.1 Plasma Frequency Derivation
Consider a block of uniform charges in which a surface section containing n
charges of the charge block is separated by a distance δx. If the surface of
charge has unit area and is separated parallel to the block, then the electric
flux can be equated to the electric field caused by the separation for a given
charge density:
∇ · ~E = ~Ex = − σ
e0
(B.1)
where the charge density per unit area is:
σ = ne q dx (B.2)
We are interested in the movement of the charged surface in the x-direction
as a function of time and so we can equate the force on the charges to the
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field:
~F = me
d2~x
dt2
= q ~Ex = −neq
2
e0
dx (B.3)
The equation of force related to the displacement has the form of simple
harmonic motion as the force on the particle is a function of the distance to
the block:
d2~x
dt2
= − neq
2
mee0
= −k dx (B.4)
where the right hand side weights are the ’spring constant’ k of the system:
k =
neq2
mee0
(B.5)
This oscillator equation then has a solution for the displacement of the elec-
tron surface at time t:
dx0 sin(
√
k t) (B.6)
In Eq. B.6 the angular frequency of the oscillating electron surface is
√
k.
This number is called the plasma frequency (ωpe) and is the fundamental
time scale of the plasma. This number is important because it represents a
frequency boundary below which electromagnetic and electrostatic waves are
absorbed and above which waves are allowed to freely propagate within the
medium.
Appendix C
Appendix: Molecular Dynamics
C.1 Electronic Term Symbols
Molecular hydrogen (H2) is the simplest molecular system. It exhibits positive
and negative ions, rotational and vibrational levels, electronic excitations and
varying electron and nuclear spin states. The molecule is a linear homonu-
clear diatomic and as such has no permanent electric dipole moment. With
the exception of induced time-varying dipole excitations, linear homonuclear
diatoms cannot directly emit EM rotational spectra. Instead the rotational lev-
els can be measured during electronic orbital transitions from excited states.
The Fulcher band is an electronic transition band which offers information
about the rotational states of H2 and is an attractive option for measurement
as it generally exhibits good intensity and lies within the optical spectrum
around 600 nm, suiting most instruments. Emission spectra relating to vibra-
tional modes is more difficult to resolve as the fundamental vibrational mode
of H2 begins in the mid infra-red around 2000 nm [164] and so the rotational
and vibrational states of H2 are often measured from electronic transitions.
For electronic excitation molecular term symbols are used to indicate the net
molecular state at a glance and are used to describe electronic transitions. The
molecular term symbol used can be generalized as follows:
2S+1Λ+/−g/u (C.1)
where S is the total spin of the molecule, Λ is the net angular momentum
projected along the internuclear axis, + and - refer to the reflection symmetry
given by (−1)l where l is the orbital angular momentum quantum number,
g/u refers to the molecule having either gerade (even) or ungerade (uneven)
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net orbital symmetries. The symbol Λ can have integer values which repre-
sent net angular momentum quantum states having symbols Σ,Π,∆,Φ for Λ
= 0,1,2,3 respectively. For each possible orbital, in order of increasing energy,
a prefix is assigned shown as (X, B, C, ...) in upper-case letters for the singlet
state, and in lower-case letters to denote a spin changed triplet state. For ex-
ample the ground state of H2 can be written X1Σ+g . Despite its popularity,
this notation obfuscates the type of orbitals filled for the excitation states and
which principle quantum state they are occupying. For single orbital transi-
tions, an equivalent notation can be used where the principal state and orbital
type are shown (eg. 2p) and the spin change may be inferred from the 2s + 1
prefix in the molecular term symbol. For example the ground state of H2 can
also be written as 1s1Σ+g indicating a singlet, gerade state where the two elec-
trons have opposite 12 spins (2s+1 = 1), with no net angular momentum and
are occupying the lowest 1s shell (Λ = 0 = Σ and l = 0, even parity). Similar
to historical literature, these notations will be used interchangeably in this
work. The opening to the extensive work of Fantz & Wünderlich [100] has
more introductory information on the molecular term properties in hydrogen.
C.2 Rotation
In addition to this electronic excitation state term, the rotational quantum
number (J) represents the total angular momentum for rotation and is integer
quantized ( J = 0,1,2,3,...). Consider two particles of mass m rotating at a
distance r around a fixed axis at a particular angular velocity (rω); the higher
this velocity, the higher the energy (rotational temperature) of the gas. For a
classical rigid system of rotating bodies around an axis, the moment of inertia
(I) for each body is:
Ii = mr2i (C.2)
With angular momentum (L):
Li = Iirω (C.3)
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The classical Hamiltonian for these particles is:
Hx,y,z =
L21
2I1
+
L23
2I3
+
L23
2I3
(C.4)
While the angular momentum operators do not commute for 3 variables, the
rotation can be mapped onto a 2 dimensional spherical surface allowing the
rotation to be then described by only two values with respect to an arbitrary
axis. The first value mJ is the magnetic rotational quantum number (denoted
as K when reference axis is the molecular axis rather than lab-frame) repre-
sents the z-component of the angular momentum vector. The second value J
called rotational quantum number represents the total magnitude of the an-
gular momentum vector (Fig. C.1). The possible values of mJ range between
∆mj = ±1,±2,±3, ..± J with high mj numbers representing orbital momen-
tum toward the z-axis and mJ = 0 represents orbital momentum perpendicular
to the z-axis, although the total energy only depends on J.
The eigenvalues (EJ) of this system represent the allowed energy states of
rotation and are proportional to J2:
EJ =
h¯2
2I
J(J+ 1) , J = 0, 1, 2, 3... (C.5)
where h¯ is the reduced Planck constant and J is the sum of the angular net
momentum (L) and net spin (S). Equation C.5 can be normalized to term
values in units of wavenumber (cm−1) so that the energy states can be read
off as spacings between spectral peaks:
F(J) =
EJ
hc
= B˜ J(J+ 1) , B˜ =
h¯
4picI
(C.6)
Equation C.6 is assumed to be in the gas phase here where B˜ is called the
rotational constant. To find the separation between rotational bands from a
given initial rotational state (eg. J), a simple substitution can be made into
Equation C.7 of J→ J+ 1 and J→ J− 1 and the difference between the two
is simply 2B˜. This is not only convenient notation for spectroscopic work but
also relates the wavenumber of emission lines to molecular separation dis-
tances and rotational quantum numbers. Centrifugal distortion of the bond
length can reduce Equation C.7 by a distortion factor of D˜ J2(J+ 1)2 where
D˜ = 4B˜
ω2
, however this energy is typically several orders of magnitude lower
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(a) (b)
Figure C.1: a) Molecular orbital diagram options for H2 showing possible electronic
transition channels (Fulcher-α state is 2p3Σ+g ). The box can be filled with two spin
up or down electrons in a variety of bonds, the * represents anti-bonding sub shells.
b) Generalized vector schematic of the two rotational numbers mJ and J. Here mj is
the projection of the J¯ vector onto an arbitrary z-axis and J is the magnitude of the
vector.
that of B˜ and can be neglected for most applications.
Changes in rotational number where ∆J = +1 are called R-branch transitions
and ∆J = -1 changes are called P-branch transitions. When the angular mo-
mentum of the molecule is greater than zero (i.e Λ > 0), then the ∆J = 0 tran-
sition is allowed and this is called the Q-branch. The Q-branch is important
as it ’preserves’ the rotational states during an electronic transition and one
particular Q-branch in H2 is used for measuring neutral gas temperatures.
The Fulcher-α band is considered to be a Hund’s case type (b) [165] where
spin-orbit coupling (L · S) is weak. The rotational line strengths depend on
the direction of the ∆J and this dependence is called the Hönl-London (HL)
factor. For Hund’s case (b) the HL factor for the Q-branch transition is simply:
SJ,J =
2J + 1
2
(C.7)
where SJ,J here is the Hönl-London factor for a ∆J = 0 transition with low
spin-orbit coupling.
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C.3 Vibration
The rotational and vibrational energy states can also be found non-classically
by decoupling the wave functions of the electrons from those of the nu-
clei which allows for separate analysis of each. This process is called the
Born-Oppenheimer (BO) approximation and it reasons that the time scales
of change for the electrons and nuclei are sufficiently different due to their
differing mass such that they may be considered uncoupled from each other.
The BO approximation can be used whenever the potential energy surfaces
of the molecule have sufficient spacing such that:
ψ = (~xi,~xk) = ψe(~xi) ψvr(~xk) (C.8)
The Shrödinger wave equation for the nuclei can be explicitly separated:
h¯2
2mn
∂ψ(x)
∂x2
+ ψ(x)(V(x)− Eel − Ev,J) = 0 (C.9)
where h¯ is the reduced Planck’s constant, V(x) is the displacement potential
and Ev,J is the rovibrational energy of the molecule. The solutions of Eqn. C.9
yields both the rotational solutions (already shown with a classical derivation
in Eqn. C.7) and also the vibrational solution. Setting aside the higher order
terms, the expression for the vibrating rotor is:
G(v) = ωe(v +
1
2
) (C.10)
where ωe is the harmonic wavenumber and v is the vibrational quantum
number. The vibrational mode has a distortion factor similar to the rota-
tional mode of ωeχe(v + 12) with χe being the damping constant. Vibrational
modes have energy levels much higher than the rotational levels and vibra-
tional bands can often be seen to have rotational structure superposed on
top of them in an emission spectrum. The comparatively slow change in
nuclei position relative to the electrons results in vibrational state wave func-
tions overlapping preferentially with those in close proximity when electronic
transitions occur. This transition preference is called the Frank-Condon (FC)
principle and it is dependent on the current vibrational state and the final
electronic orbital transition. The degree of preference for vibrational states
transitions to retain their wave function overlap is represented as a multi-
plicative scaling in the transition probability and are presented in detail for
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various transitions in Astashkevich et al, [97] and de Graaf [101] including ref-
erences therein. For the Fulcher-α band, the values for the FC scaling range
from 0.01 to 0.34, favouring neighbouring low-level vibrational transitions.
C.4 Nuclear Spin
The four nuclear spin states of H2 can be combinations of up (α) and down
(β) between the two nuclei αα, αβ, ββ, βα molecular symmetry can be shown
as antisymmetric ’ortho’ dihydrogen (a) or symmetric ’para’ dihydrogen (s)
with either positive (+) or negative parity (−) with respect to the electron
wave function through the internuclear axis. The nuclear spin degeneracy
can be expressed as (2I + 1) where I is the total nuclear spin. For ortho hy-
drogen, I = 1 with a spin degeneracy of 3, whereas para hydrogen, I = 0
with a spin degeneracy of 1. This leads to a 3:1 ratio of ortho to para H2 and
has an effect on electronic transition populations and also relative intensity of
transitions for the Fulcher-α emission. Wave function antisymmetry requires
that odd numbered rotational numbers only occur for ortho hydrogen and
even numbered rotational numbers only occur for para hydrogen and this
can be seen in the Fulcher transitions channels shown in Figures 2.20(a) and
2.20(b) and also in the alternating line intensities of the band measurements
shown in Figure 2.19.
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