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We present a parallel derivation of the Thouless-Anderson-Palmer (TAP) equations and of an
effective potential for the negative perceptron and soft sphere models in high dimension. Both models
are continuous constrained satisfaction problems with a critical jamming transition characterized
by the same exponents. Our analysis reveals that a power expansion of the potential up to the
second order constitutes a successful framework to approach the jamming points from the SAT
phase (the region of the phase diagram where at least one configuration verifies all the constraints),
where the ground-state energy is zero. An interesting outcome is that approaching the jamming
line the effective thermodynamic potential has a logarithmic contribution, which turns out to be
dominant in a proper scaling regime. Our approach is quite general and can be directly applied to
other interesting models. Finally we study the spectrum of small harmonic fluctuations in the SAT
phase recovering the typical scaling D(ω) ∼ ω2 below the cutoff frequency but a different behavior
characterized by a non-trivial exponent above it.
I. INTRODUCTION
In the last years the study of glasses at low temperature has attracted significant interest, both from a theoretical
and an experimental point of view [1–5]. Much attention has concentrated on systems formed by an athermal
assembly [38] of repulsive particles with finite-range interactions, where one can observe - upon increasing density
- a jamming transition, corresponding to a rigid arrangement of particles. This phenomenon displays extremely
interesting features with both first and second order transition behaviors: it is characterized by a discontinuity
(e.g. in the particle coordination number) and at the same time by power-law scalings with highly universal critical
exponents.
In this context, jamming emerges as a fundamental theoretical paradigm for constructing a low-energy theory of
glasses. Studying a glass former far below the glass transition is a difficult task, because of the emergence of a new
critical transition associated with a fractal landscape (the Gardner transition) [7, 9, 11], an activated dynamics and
strong heterogeneities. A full theory further exploring and explaining these low energy excitations properties is still
in fieri. Compared to ordinary solids with a long-range crystalline order, the spectrum of low-energy excitations
in jammed materials exhibits several anomalies [6, 13]. A striking feature characterizing amorphous solids is the
violation of the expected Debye law, showing a plateau above a cut-off frequency ω∗[39]. A related question
concerns the properties of these normal modes, which are highly heterogeneous and resonant near ω∗ and become
quasi-localized upon decreasing the frequency [14]. This aspect has non-trivial implications even in the thermal
conductivity and the specific heat.
Given these premises, it is crucial to achieve a better theoretical understanding at all levels, in order to efficiently
analyze the jamming transition and to bridge the gap between different scenarios. Important progress has been
achieved considering systems of soft spheres in the limit of infinite space dimensions. In this case glassy phases
and jamming can be exactly analyzed. The replica method has been used to study the static properties of the
aforementioned phases, allowing an analytical derivation of critical exponents that give account for the values
observed in numerical simulations, independent of space dimensions [7]. The analysis has been extended to dynamics
[8–10] allowing to derive Mode-Coupling-like equations for the correlation functions [12]. In this work we complete
the picture through the computation of the TAP [15] free energy, the effective potential of the system. We present
an analytical derivation based on the Plefka expansion [16] or Georges-Yedidia expansion [17, 18] in two examples
of disordered systems, the negative perceptron [19] and the soft spheres. Note that our approach is equivalent to
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2consider a 1/d expansion around the mean-field solution, where d represents the number of spatial dimensions.
In infinite dimension only a finite number of diagrams is needed to have the exact expression for thermodynamic
quantities, such as the magnetization or the free energy. The procedure to derive the following mean-field formalism
is formally similar to that explained in [26], applied there to optimization and inference problems. One of the first
derivations of the TAP equations for the perceptron goes back to [27] where the author, using the cavity method on
a binary model with ξµi = ±1, provides a computation of the number of patterns which can be stored in an optimal
neural network intended as an associative Hopfield-like memory. Our main purpose is instead to deal with critical
properties of amorphous systems at zero temperature, close to the jamming threshold. Most of our analysis will
concentrate on the negative perceptron model, which has been shown to be in the same universality class of high-
dimensional spheres. The perceptron was introduced long ago in neural networks and machine learning, exploited
for years as a linear signal classifier [22, 23]. However, an alternative interpretation has been proposed in [19].
Both models, the perceptron and the soft spheres, belong to a class of systems where one defines M gaps hµ(x)
(µ = 1, ...,M) as functions of the system configurations x = {x1, ..., xN}, and a soft-constraint Hamiltonian:
H[x] = 1
2
M∑
µ=1
h2µ(x)θ(−hµ(x)) . (1)
In the spheres µ → (α, β) codes for the pair of particles and hαβ(x) = |xα − xβ | − D, where xα and xβ are
the particle positions and D is the diameter. In the following, we will look at arrangements of N − 1 spheres on
the surface of a N dimensional sphere of radius R, this leads to a simpler analysis than spheres in the Euclidean
space, but it is equivalent to it in the limit D/R → 0. There are different possible high dimensional limits of the
model, the natural one [8] consists in taking R,M → ∞, N → ∞ in this order, for fixed reduced packing fraction
φˆ = 2N M
N
(D/2R)N−1, a second one consists in sending N →∞ R = √N and M = αN . In the regime where each
particle interacts with O(N) other particles, the limits commute and the two regimes can be smoothly connected.
In the perceptron case one defines random gaps hµ(x) =
ξµ·x√
N
− σ. The vectors ξµ are i.i.d quenched random
variables with zero mean and unit variance. Also in this case we consider a spherical model, where
∑N
i=1 x
2
i = N .
For positive σ the model is the usual perceptron classifier used in machine learning and defines a convex optimization
problem, for negative σ the model is non-convex and can be interpreted as the problem of a single dynamical sphere
in a background of random obstacles ξµ. In the following we will be interested in the latter case which is in the
same universality class of spheres. The interesting regime for the model is when N and M go to infinity for fixed
ratio α =M/N .
At zero temperature one seeks the minima of the Hamiltonian (1). By varying the number M of terms in the
Hamiltonian one passes from a satisfiable region (SAT phase, with at least one configuration in agreement with
all the requested constraints hµ(x) > 0, called hard sphere side of the transition in jamming literature) to an
unsatisfiable one (UNSAT phase, where the constraints cannot all be verified simultaneously, called soft sphere
side of the transition). This SAT/UNSAT transition coincides with the equilibrium jamming transition. As a first
example of application of the TAP formalism we choose to study the properties of the zero temperature SAT phase
close to the transition. In fact in the UNSAT phase, the zero temperature free energy coincide with the energy. The
UNSAT phase minima are isolated and their properties can be studied directly. The spectrum of these minima has
been studied in [20] recovering the typical glassy features above and at jamming. In the SAT phase conversely one
has a zero energy manifold and the free energy measures its entropy. Generically the energy is flat around minima
and the Hessian is trivially zero. However, the effective potential, i.e. the free energy as a function of average
particle positions in these regions is not flat. Our analysis allows us to derive in the framework of exactly solvable
models important properties of the jamming transition first found by Wyart and collaborators in the framework
of approximate theories in finite dimension: (1) the form of the effective potential close to jamming is logarithmic
in the gaps [32–34]; (2) the spectrum of free energy fluctuations close to jamming displays non-trivial singularities
[33, 34].
The organization of the paper is the following: in Section II we briefly give the main definitions to introduce an
effective potential that will be treated in detail in Section III in the perceptron model and also in sphere models,
where we discuss two different dimensional limits. In Section IV we derive the leading behavior of the effective
potential near jamming which exhibits a logarithmic contribution in the SAT phase and, using these results, we
finally study in Section V the spectrum of small excitations.
3II. DEFINITIONS AND MAIN RESULTS
We aim to compute the effective potential as a function of the mean particle position and to do this we start
from the definition:
eG(m) = e
N∑
i=1
miui
∫
dx e
−βH[x]−
N∑
i=1
xiui
= em·u+K[u] (2)
evaluated at the point u such that m+∇uK(u) = 0. As well known, G[m] represents a coarse-grained free energy
where we integrate fast degrees of freedom. In order to compute G(m) we found convenient to write a more general
form of the potential to include generalized forces. Defining gap variables hµ and enforcing hµ = hµ(x) in the
partition function through conjugate variables ihˆµ we rewrite (2)
eG(m) = em·u
∫
dxdhdhˆ e−βH[h]−x·u−
∑
µ ihˆµ(hµ(x)−hµ). (3)
The variables ihˆµ are conjugated to the gaps and can be interpreted as generalized forces. We therefore introduce
a more general effective potential, function also of generalized forces, defined from
eΓ(m,f) = em·u+
∑
µ fµvµ
∫
dxdhdhˆ e−βH[h]−x·u−
∑
µ ihˆµ(hµ(x)−hµ+vµ) = eJ(u,v)+m·u+f ·v (4)
with
∂J
∂ui
=
∂J
∂vµ
= 0 ∀i, µ. (5)
We write explicitly
Γ(m, f) =
∑
i
miui +
∑
µ
fµvµ − log
∫
x,hµ,hˆµ
eSη(xi,hµ,hˆµ) , (6)
Sη(x, hµ, hˆµ) = ui · xi + ivµ · hˆµ − λ(x2i − 1) +
β
2
h2µθ(−hµ)− ihˆµ(hµ − ηhµ(x))−
b
2
(hˆ2µ − r˜) . (7)
Here η is a formal parameter that we introduce for later convenience and should be set to one at the end of the
computation, r˜ is defined as r˜ = − 1
M
∑
µ hˆ
2
µ and has to be fixed at the end of the computation by an extremum
condition, b is a Lagrange multiplier that enforces that condition. From the definition of Γ we clearly have:
G(m) = Γ(m, f) evaluated in
∂Γ(m, f)
∂f
= 0 . (8)
To derive the TAP free energy we perform a Plefka expansion of the term Heff (x) = ihˆµhµ(x) in the action. This
amounts formally to performing a Taylor expansion in η, which is equivalent to an expansion in 1/N . The leading
terms are obtained truncating the expansion to the terms of order η2.
Useful compact notations are reported in the following, identifying respectively the Edwards-Anderson parameter
(a.k.a. self-overlap) and the first two moments of the average variable ihˆµ:
q =
1
N
∑
i
m2i , r = −
1
αN
M∑
µ=1
f2µ , r˜ = −
1
αN
M∑
µ=1
〈hˆ2µ〉 . (9)
From the stationary condition ∂G
∂r˜
= 0, we get the value of the Lagrange multiplier b, namely b = 1− q.
The Plefka expansion requires the computation of the following terms:
∂Γ
∂η
= −〈Heff 〉 (10)
∂2Γ
∂η2
= −
{
〈H2eff 〉 − 〈Heff 〉2 − 〈Heff
[∑
i
∂ui
∂η
(xi −mi) +
∑
µ
∂vµ
∂η
(ihˆµ − fµ)
]
〉
}
. (11)
As we said before, we can neglect terms of order η3 and higher that correspond to vanishing contributions in the
limit N →∞ [17, 24].
4III. EFFECTIVE POTENTIAL FOR THE NEGATIVE PERCEPTRON
Let us focus on the perceptron model. The first term appearing in the power expansion is expressed as the average
effective Hamiltonian depending on the conjugated variables hµ, ihˆµ:
〈Heff 〉 =
∑
i,µ
ξµi mifµ√
N
(12)
As far as the second order term is concerned, in principle one should consider in Eq. (11) several mixing terms.
We have checked that only those with equal indexes (µ = ν, i = j) provide a non vanishing contribution (see
Appendix A). The general TAP expansion of the potential is:
Γ(m, f) =
∑
i
φ(mi) +
∑
µ
Φ(fµ) +
∂Γ
∂η
∣∣∣∣
η=1
η +
1
2
∂2Γ
∂η2
∣∣∣∣
η=1
η2 +O(η3) =
=
∑
i
φ(mi) +
∑
µ
Φ(fµ)−
∑
i,µ
ξµi mifµ√
N
+
αN
2
(r˜ − r)(1 − q)
(13)
where
φ(m) = min
u
[
mu− log
∫
dxe−λ(x
2−1)+ux
]
. (14)
Using the integral representation of the delta function enforcing the spherical constraint, the integral can be evalu-
ated for large N via a saddle point, implying:
∑
i
φ(mi) ≈ −N
2
log(1− q) . (15)
The latter term in Eq. (13) plays the role of an Onsager reaction term, describing the fluctuations between 〈hˆ2µ〉
and 〈hˆµ〉2 [40]. Hence the resulting expression of the effective potential reads:
Γ(m, f) = −N
2
log(1 − q) +
∑
µ
Φ(fµ)−
∑
i,µ
ξµi fµmi√
N
+
αN
2
[(r˜ − r)(1 − q)] (16)
where the second term has the following form:
Φ(f) = min
v
[
fv − log
∫
dhdhˆ
2π
e
β
2 h
2θ(−h)−ihˆ(h+σ)+ivhˆ− b2 (hˆ2−r˜)
]
(17)
We remind that at the saddle-point b = 1 − q. Note that by integrating over hˆ, the expression above leads to a
simple Gaussian integral in the gaps.
The main saddle-point equations which enable to characterize our model are:
∂Γ
∂mi
= 0 ⇒ mi
(
1
1− q − α(r˜ − r)
)
=
∑
µ
ξµi fµ√
N
(18)
∂Γ
∂fµ
= Φ
′
(fµ)−
∑
i
ξµi mi√
N
+ (1− q)fµ = 0 (19)
A. Generalization to soft sphere models
The analysis of the perceptron suggests an immediate generalization to the sphere problem if we considerM = αN
particles with positions xα, (α = 1, ...,M) on the N -dimensional sphere with radius R =
√
N , x2α = N , where the
gap variables are written as:
hαβ =
xα · xβ√
N
− σ . (20)
5Notice that this is not the natural scaling that would lead to the infinite-dimensional limit of Euclidean space, which
consists in taking R → ∞ before sending the dimension of the space to infinity. The crucial point is to work in a
regime where each particle effectively interact with O(N) other particles. Both of the mentioned regimes have this
property. Despite we derive the TAP free energy with the former scaling it will be valid for the latter as well in a
suitable limit α, σ →∞.
The effective Hamiltonian we use for the Plefka expansion now reads:
Heff = i
∑
〈α,β〉
hˆαβxα · xβ√
N
. (21)
Using the same treatment applied for the perceptron, we obtain:
∂Γ
∂η
= 〈Heff 〉 = −
∑
〈αβ〉
fαβmα ·mβ√
N
, (22)
∂2Γ
∂η2
= −
[
〈H2eff 〉 − 〈Heff 〉2 − 〈Heff
∑
i
(si −mi)∂〈Heff 〉
∂mi
〉
]
(23)
where we have generically indicated with si both types of variables, positions and contact forces. We normalize the
parameters of the model in this way:
q =
1
NM
∑
i,α
(mαi )
2 =
1
M
M∑
α=1
mα ·mα
N
, r = − 1
MN
∑
αβ
f2αβ , r˜ = −
1
MN
∑
αβ
〈hˆ2αβ〉 . (24)
anticipating that we shall consider the regime where each particle interacts with O(N) particles and therefore there
are O(N) forces fαβ for each sphere.
The first contribution in Eq. (23) reads:
〈H2〉 − 〈H〉2 = − 1
N
∑(
〈hˆαβ hˆγδ〉〈xαi xβi xγj xδj〉
)
c
= −MN(r˜ − rq2) (25)
where the only surviving terms are those with αβ = γδ. In the same way we can write the second term and the
resulting expression for the free energy is:
Γ(m, f) = −MN
2
log(1 − q) +
∑
αβ
Φ(fαβ)−
∑
αβ
fαβmα ·mβ√
N
+
MN
2
[
(r˜ − rq2) + rq(1 − q) + q2(r˜ − r)] , (26)
where Φ(f) is the same function as for the perceptron case, i.e.:
Φ(f) = min
v˜
[
f v˜ − log
∫
dhdhˆ
2π
e
β
2 h
2θ(−h)−ihˆ(h+σ)+ivhˆ− b˜2 (hˆ2−r˜)
]
(27)
As before, v˜ is the Lagrange multiplier associated with the force and b˜ is another multiplier enforcing the average
value of hˆ2αβ . We have checked that third-order O(η
3) terms in Eq. (26) provide a subleading contribution with
respect to the first two. Since only the first two moments are dominant in the expansion (that implies a Gaussian
distribution of the random component ξαβ), one can see that the same expansion would work in an equivalent
disordered model where the scalar products in the definition of hα,β are substituted by random couplings:
hα,β(x) =
1
N
∑
ij
ξαβij x
α
i x
β
j − σ (28)
where the ξαβij are choosen as independent, variance one Gaussian variables. This is a manifestation of the equivalence
of self-generated disorder models and models with quenched disorder in high dimension [28–31].
IV. LOGARITHMIC INTERACTION NEAR RANDOM CLOSE PACKING DENSITY
In this Section we analize the effective potential in the SAT phase close to jamming. For simplicity we use
the percepton free energy, but the same analysis and results could be obtained for the spheres. We get then an
6exact derivation within our models of the logarithmic interaction derived by Brito and Wyart [32], studying the
microscopic cause of rigidity of three dimensional hard-sphere glasses. In the SAT phase the function Φ appearing
in TAP free energy reduces to:
Φ(f) = fv − logH
(
σ − v√
1− q
)
(29)
where the function H(x) =
∫∞
x
1√
2π
e−
t2
2 dt is the complementary error function. The forces fµ are the partial
derivative of Φ with respect to the Lagrange multiplier vµ:
fµ = −
H ′
(
σ−vµ√
1−q
)
√
1− qH
(
σ−vµ√
1−q
) . (30)
Close to jamming q → 1 and the argument σ−vµ√
1−q ≫ 1. Considering the asymptotic expansion of the function
H(x) ≈ e−
x2
2
x
√
2π
, we get the following expression for the potential:
Φ(f) = fv − logH
(
σ − v√
1− q
)
≈ f · v +Θ(σ − v)
[
(σ − v)2
2(1− q) + log
(
σ − v√
1− q
)]
. (31)
At this point we can simplify the expression of the generalized forces fµ, constrained over the value σ − vµ:
fµ = Θ(σ − vµ)
(
σ − vµ
1− q +
1
σ − vµ
)
. (32)
Then we use Eq. (19), which we rewrite as:
σ − vµ = −hµ(m) + (1− q)fµ , (33)
where we posed hµ(m) =
ξµ·m√
N
− σ. Putting all these results together, we get that to the leading order the average
gap is inversely proportional to the generalized contact force:
hµ(m) =
1− q
σ − vµ ≈
1
fµ
. (34)
Taking into account that the expansion of the complementary error function H(x) only holds for large values
σ−vµ√
1−q ≫ 1, the previous one can be rewritten in the following form:
hµ(m)√
1−q ≪ 1. Clearly we have also:
hµ(m)
1−q ≪
1
hµ(m)
.
By eliminating fµ from the previous equations and expressing all the quantities in terms of hµ(m), we see that
to the leading order the effective potential reads:
G(m) ≃− N
2
log(1 − q) +
∑
µ
Θ(σ − vµ)
[
hµ(m)
2
2(1− q) + log
(
−hµ(m) + 1− q
hµ(m)
)
− 1
2
log(1 − q) + ...
]
≃−
∑
µ
θ(hµ(m)) log
(
hµ(m)
1− q
) (35)
We have to take care of the first two terms in parentheses: depending on the appropriate scaling regime, one
can observe either a quadratic or a logarithmic behavior. Neglecting irrelevant numerical prefactors and the first
entropic term, the leading contribution turns out to be logarithmic in the gap. Therefore, instead of describing the
model through a hard-core potential which involves several difficulties, we can replace it with a smooth logarithmic
interaction dominating when approaching the jamming line from the SAT phase. We have verified that the same
behavior also holds for hard spheres in agreement with the argument explained in [32–34].
V. SPECTRUM OF SMALL FLUCTUATIONS
Starting from Eq. (16) and differentiating with respect to mi, we can directly compute the Hessian of the
potential, where we assume to neglect the projector term
2mimj
N(1−q)2 and all the other 1/N order terms. If included in
7the computation, the projector splits off a single isolated eigenvalue from the continuous band [35]. At the end we
get (more details in Appendix B):
Mij ≡ d
2G
dmidmj
= δij
[
1
1− q − α(r˜ − r)
]
−
∑
µ
ξµi ξ
µ
j
N
1
Φ′′(fµ) + (1− q) . (36)
The diagonal term ζ = 11−q − α(r˜ − r) gives only a shift in the spectrum, while the µ-dependent terms multiplying
ξµi ξ
µ
j are the stiffness parameters defined as
kµ = − ∂fµ
∂hµ
= − 1
Φ′′(fµ) + (1− q) . (37)
Note that close to jamming q → 1 and the Hessian must be rescaled by (1 − q) in order to have finite eigenvalues.
This rescaling comes from the definition of the potential which corresponds indeed to a sort of vibrational entropy,
describing the volume of space around a given metastable state.
The average resolvent R(z) associated to the Hessian is:
R(N)(z) =
1
N
〈Tr (zI−M)−1〉 (38)
with z = λ − iǫ, in terms of a regularized parameter ǫ > 0. As usual the spectrum ρ(λ) can be computed from a
limiting procedure on the resolvent:
ρ(N)(λ) =
1
π
lim
ǫ→0+
ℑ(R(N)(z)) . (39)
The key point is that the stiffness terms kµ and the random part ξ
µ
i ξ
µ
j can be considered uncorrelated for large
N , because each kµ is a sum of a huge number of patterns and depends only marginally on each of them. We get
therefore for the Hessian the usual form of a modified Wishart matrix and as a consequence the resolvent satisfies
the equation:
λ+ ζ =
1
R
+
1
N
M∑
µ=1
kµ
1− kµR =
1
R
+ F
′
(R) (40)
where F (R) = − 1
N
∑M
µ log(1− kµR). A way to derive the equation above might consist in writing the expectation
value of the resolvent in field theory where its cumulants give the correlators. These correlators, once introduced
a loop insertion operator, satisfy loop equations, namely the Schwinger-Dyson equations or Pastur equations in
mathematical jargon [36].
A. Spectrum in the SAT phase close to Jamming
Equation (40) cannot be solved exactly. However, we can identify the leading behaviors of the distribution of
eigenvalues at low frequency close to jamming. The lower edge of the spectrum λ0, which happens for R = R0, is
identified by the equations:
λ0 + ζ =
1
R0
+ F
′
(R0) (41)
− 1
R20
+ F ′′(R0) = 0 (42)
which express the fact that close to R0 there is no real linear solution λ− λ0 ∝ R−R0 and
λ− λ0 =
(
1
R30
+ F ′′′(R0)
)
(R−R0)2 . (43)
This, for non-zero ζ, leads immediately to a square-root behavior of the spectrum close to the edge ρ(λ) ∼ √λ− λ0.
From (42) one can observe that the condition that the spectral gap λ0 is positive coincides with the condition that
the so-called replicon eigenvalue in the replica solution of the model is positive. This is known to be positive in liquid
(Replica Symmetric) phase and in stable (1RSB) phases, while it vanishes in (full-RSB) spin-glasses or marginal
Gardner glass phases. It is known [19–21] that close to the jamming line the perceptron is in a Gardner phase, the
8replicon is zero and therefore the spectral gap vanishes. Moreover, when jamming is approached ζ → 0 and R→∞.
Clearly the square-root behavior of the spectrum is modified for λ ∼ ζ. In order to better understand the typical
behavior we need to study the following integral over the stiffness probability distribution p(k) = (1−A)δ(k)+AP (k)
where A is the fraction of non zero forces, which tends to 1 at jamming. We need then:
F ′(R) =
1
R
A
∫ ∞
0
dkP(k)
kR
1 + kR
(44)
evaluated for large R. Clearly, the first term in the expansion is F ′[R] ≈ A/R, for A→ 1. This term cancels with
the first in (40) and we need to evaluate the next term in the expansion
F ′(R) =
1
R
A
[
1−
∫ ∞
0
dkP(k)
1
1 + kR
]
. (45)
The last term depends critically on the form P (k) close to the origin, which we are going to investigate. We recall
that kµ = −[Φ′′(fµ) + (1 − q)]−1. For q → 1, to the leading order, Φ′′(fµ)−1 = − 11−q + 1(σ−v)2 , so that using
the results of the previous section kµ ≈ f2µ. One needs then the distribution of forces, which, quoting from the
replica solution [19, 20] behaves as a power P (f) ∼ fθ with a non-trivial exponent θ ∼ 0.42311. We find that∫∞
0
dkP(k) 1
k
≈ ∫∞
0
df P(f) 1
f2
is divergent, and therefore to the leading order
∫
df P(f)
1
1 + f2R
≈ C
R
1+θ
2
(46)
where C is a constant. The equation for the resolvent can be written to the leading order as:
λ+ ζ =
1−A
R
+
C
R
3+θ
2
, (47)
which leads to
ρ(λ) ∼


Const.
√
λ λ≪ ζ
Const.
(ζ+λ)
2
3+θ
λ ≥ ζ
(48)
with the two regimes being well interpolated by a form ρ(λ) ≈ Const.
√
λ
(ζ+λ)
7+θ
2(3+θ)
. These results coincide with the
one found by [33] once expressed in terms of the density of states D(ω) = ρ(λ) dλ
dω
, with λ = ω2. Notice that the
behavior of the spectral density differs from the one of the Hessian of the Hamiltonian on the UNSAT side of the
transition, which has the form ρUNSAT (λ) ∝
√
λ
λ+ζ with ζ → 0 at the transition [20, 37]. This discontinuity should
not surprise too much, given the way we have taken the zero temperature limit. In the SAT phase, any increase of
the energy away from zero is forbidden, vibrations are purely entropic and their amplitude is proportional to the
cage size
√
1− q.
VI. CONCLUSIONS
The perceptron is a useful model for glassy systems close to jamming. It allows simplified derivations of general
properties of more high-dimensional sphere models. In this paper we have derived the effective potential in the
perceptron and, exploiting the gained insight, generalized it to the sphere model. We have studied the effective
potential in the SAT phase close to jamming, exhibiting the logarithmic form found in [32] for finite dimensional
spheres. In the same regime we also studied the spectrum of entropic fluctuations finding that the spectrum depends
on the exponent of the force distribution at jamming. In perspective we will study the finite properties of the model,
that allows interpolating between the SAT and the UNSAT regimes.
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9Appendix A. LEADING CONTRIBUTION IN THE SECOND ORDER TERM OF THE FREE
ENERGY
We have shown above that one of the relevant term to compute in the Plefka-like expansion is the second derivative
of the potential:
∂2Γ
∂η2
= −
{
〈H2〉 − 〈H〉2 − 〈H
[∑
i
∂ui
∂η
(xi −mi) +
∑
µ
∂vµ
∂η
(ihˆµ − fµ)
]
〉
}
= αN(r˜ − r)(1 − q) . (49)
We want to give a brief sketch of the reason why off-diagonal terms - if (ij, µν) are all different or there are only
two equal indexes - do not contribute to the general form of the potential. Let us focus on the first term in Eq.
(49):
〈H2〉 − 〈H〉2 =
∑
ij,µν
ξµi ξ
ν
j
N
〈xixjihˆµihˆν〉c . (50)
The sum in Eq. (50) receives contributions from the following possible combinations of indexes:
• i 6= j, µ 6= ν: the connected function is trivially zero
• i = j, µ 6= ν: (〈x2i 〉 −m2i ) fµfν
• i 6= j, µ = ν:
(
〈(ihˆµ)2〉 − 〈ihˆµ〉2
)
〈xi〉〈xj〉 =
(
〈(ihˆµ)2〉 − 〈ihˆµ〉2
)
mimj
• i = j, µ = ν:
(
〈x2i 〉〈(ihˆµ)2〉 − 〈xi〉2〈ihˆµ〉2
)
Concerning the second part:
〈H

∑
j
∂uj
∂η
(xj −mj) +
∑
ν
∂vν
∂η
(ihˆν − fν)

〉 = 〈∑
i,µ
ξµi xiihˆµ√
N
∑
j,ν
ξνj fν√
N
(xj −mj)〉+ 〈
∑
i,µ
ξµi xiihˆµ√
N
∑
j,ν
ξνjmj√
N
(ihˆν − fν)〉
=
1
N
∑
ij,µν
[
ξµi ξ
ν
j fµfν(〈xixj〉)−mimj) + ξµi ξνjmimj(〈ihˆµihˆν〉 − fµfν)
]
(51)
we give some examples, neglecting for the moment the contribution of the patterns:
• i = j, µ 6= ν: (〈x2i 〉 −m2i ) fµfν it cancels with the second term in the list above
• i 6= j, µ = ν:
(
〈(ihˆµ)2〉 − 〈ihˆµ〉2
)
mimj it cancels with the third term
• i = j, µ = ν: αr(1 − q) + αq(r˜ − r)
The only relevant case occurs when i = j & µ = ν, otherwise these correlation functions are zero either because they
are totally disconnected (if i 6= j,µ 6= ν) or because they sum up to zero combined with another term of opposite
sign.
Appendix B. DETAILED COMPUTATION OF THE HESSIAN MATRIX
To derive the Hessian matrix of the potential G(m) we need to express the function fµ in terms of the average
variable mi.
d2Γ
dmidmj
=
∂2Γ
∂mi∂mj
+
M∑
µ=1
∂2Γ
∂fµmj
∂fµ
∂mi
+
M∑
µ=1
∂2Γ
∂fµmi
∂fµ
∂mj
+
M∑
µ,ν
∂2Γ
∂fµ∂fν
∂fµ
∂mi
∂fν
∂mj
(52)
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An important remark is the stationary condition of the potential:
∂Γ
∂fµ
= Φ
′
(fµ)−
∑
i
ξµi mi√
N
+ (1− q)fµ = 0 (53)
from which we have: [
Φ
′′
(fµ) + (1 − q)
] ∂fµ
∂mi
− ξ
µ
i√
N
= 0 . (54)
This implies:
∂2Γ
∂f2µ
∂fµ
∂mi
+
∂2Γ
∂fµ∂mi
= 0 (55)
and as a consequence the last two terms in the Hessian cancel with each other. Moreover, noticing that the partial
derivative is simply:
∂2Γ
∂fµ∂mj
= − ξ
µ
j√
N
(56)
and
∂2Γ
∂fµfν
= δµν [Φ
′′(fµ) + (1− q)] , ∂
2Γ
∂mi∂mj
= δij
[
1
1− q − α(r˜ − r)
]
+
2mimj
N(1− q)2 (57)
(as explained before, the last term can be neglected giving a subleading contribution in 1/N), the resulting expression
for the Hessian reads:
Mij ≡ d
2G
dmidmj
=δij
[
1
1− q − α(r˜ − r)
]
− 2
N
M∑
µ=1
[Φ′′(fµ) + (1− q)]−1 ξµi ξµj +
1
N
M∑
µ=1
[Φ′′(fµ) + (1− q)]−1 ξµi ξµj
=δij
[
1
1− q − α(r˜ − r)
]
− 1
N
M∑
µ=1
[Φ′′(fµ) + (1− q)]−1 ξµi ξµj
(58)
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