Abstract-This paper revisits the fundamental concept of the locality of references and proposes to quantify it as a conditional probability: in an address stream, given the condition that an address is accessed, how likely the same address (temporal locality) or an address within its neighborhood (spatial locality) will be accessed in the near future. Based on this definition, spatial locality is a function of two parameters, the neighborhood size and the scope of near future, and can be visualized with a 3D mesh. Temporal locality becomes a special case of spatial locality with the neighborhood size being zero byte. Previous works on locality analysis use stack/reuse distances to compute distance histograms as a measure of temporal locality. For spatial locality, some ad-hoc metrics have been proposed as a quantitative measure. In contrast, our conditional probabilitybased locality measure has a clear mathematical meaning, offers justification for distance histograms, and provides a theoretically sound and unified way to quantify both temporal and spatial locality.
I. INTRODUCTION
The locality principle has been widely recognized and leveraged in many disciplines [9] . In computer systems, locality of references is the fundamental principle driving the memory hierarchy design. Specifically, the memory hierarchy relies on two types of locality, temporal and spatial locality. Temporal locality indicates that after an address is referenced, the same datum is likely to be rereferenced in the near future. Spatial locality, on the other hand, indicates that some neighbors of the referenced address are likely to be accessed in the near future. Given the significance of the locality principle, previous works have attempted to quantify the locality to better understand the reference patterns and to guide the compiler and architecture design to enhance/exploit program locality.
Between the two types of locality, the histogram of reuse distances [20] or LRU (least recently used) stack distances [15] computed from an address trace is used as a measure of temporal locality. For spatial locality, however, there is a lack of consensus for such a quantitative measure and several ad-hoc metrics [2] [4] [11] [18] are proposed based on intuitive notions. In this paper, we revisit the concept of locality.
First, we propose to use conditional probabilities as a formal and unified way to quantify both temporal and spatial locality. For any address trace, we define spatial locality as the following conditional probability: for any address, given the condition that it is referenced, how likely an address within its neighborhood will be accessed in the near future. From this definition, we can see that the conditional probability depends on the definition of two parameters, the size of neighborhood and the scope of near future. Therefore, spatial locality is a function of these two parameters and can be visualized with a 3D mesh. Temporal locality is reduced to a special case of spatial locality when the neighborhood size is zero byte.
Second, we examine the relationship between our probability-based temporal locality and the reuse distance histogram, which is used in previous works for quantifying temporal locality. We derive that our proposed temporal locality (using one particular definition of near future) is the cumulative distribution function of the likelihood of reuse in the near future while the reuse histogram is the probability distribution function of the same likelihood, thereby offering theoretical justification for reuse distance histograms. The difference function of our proposed spatial locality over the parameter of the near future window size provides the reuse distance histograms for different neighborhood sizes. In comparison, the difference function of our proposed spatial locality over the parameter of the neighborhood size generates stride histograms for different near future window sizes.
Third, we use the proposed locality to analyze the effect of locality optimizations, sub-blocking/tiling in particular. The quantitative locality presented in 3D meshes visualizes the locality changes for different near future windows and neighborhood sizes, which helps us to evaluate the effectiveness of code optimizations for a wide range of cache configurations.
Fourth, we use the proposed locality to analyze and optimize cache hierarchies. We show that interesting insights can be revealed from the locality measure of access streams at different levels of memory hierarchy, which can then be used to drive the cache architecture optimization. We also show how the locality correlates to the cache replacement policy. Furthermore, we show that our locality computation can be used to easily evaluate the effect of data prefetchers.
Our proposed locality measure clearly presents the characteristics of a reference stream and helps to reveal interesting insights about the reference patterns. Besides locality analysis, another commonly used way to understand the memory hierarchy performance of an application is through cache simulation. Compared to cache simulation, our proposed measure provides a more complete picture since it provides locality information at various neighborhood sizes and different near future window scopes while one cache simulation only provides one such data point.
The remainder of the paper is organized as follows. Section II defines our probability-based locality, derives the difference functions, and highlights the relationship to reuse distance histograms. Section III focuses on quantitative locality analysis of compiler optimizations for locality enhancement. Section IV discusses locality analysis of cache hierarchies and presents how the visualized locality reveals interesting insights about locality at different levels of cache hierarchy and about data prefetching mechanisms. We also highlight how the locality information helps to drive memory hierarchy optimizations. Section V presents a GPU-based parallel algorithm for our locality computation. Section VI discusses the related work. Finally, Section VII summarizes the key contributions of the paper.
II. QUANTIFYING LOCALITY OF REFERENCE USING CONDITIONAL PROBABILITES

A. Temporal Locality
Temporal locality captures the characteristics of the same references being reused over time. We propose to quantify it using the following conditional probability: given the condition that an arbitrary address, A, is referenced, the likelihood of the same address to be reaccessed in the near future. Such conditional probability can be expressed as P(X n = A, ‫‬n in near future | X 0 = A), where X 0 is the current reference and X n is a reference in the near future. Since an address stream usually contains more than one unique address, the temporal locality of an address stream can be expressed as a combined probability, as shown in (1), where M is the number of unique addresses in the stream.
Equation 1 can be further derived using Bayes' theorem, shown as (2) .
To calculate the joint probabilities, P(X n = A i , ‫‬n in near future ŀ X 0 = A i ), we need to formulate a way to define the term 'near future'. We consider three such definitions and represent temporal locality as TL(N) = P(X n = A, ‫‬n < N| X 0 = A), where N is the scope of the near future or the future window size. x Def. 1 of near future: the next N addresses in the address stream. x Def. 2 of near future: the next N unique addresses in the address stream. x Def. 3 of near future: the next N unique block addresses in the address stream given a specific cache block size.
In other words, we ignore the block offset when we count the next N unique addresses. Based on the definition of the near future, the joint probability P(X 0 = A ŀ X n = A, ‫‬n < N) can be computed from an address trace with a moving near future window. In a trace of the length S, for each address (i.e., the event X 0 = A), if the same address is also present in the near future window (i.e., the event X n = A, ‫‬n < N), we can increment the counter for the joint event (X 0 = A ŀ X n = A, ‫‬n < N). After scanning the trace, the ratio of this counter over (S -1) is the probability of P(X 0 = A ŀ X n = A, ‫‬n < N). The reason for (S -1) is to account for the fact that there are no more references (or any potential reuse) after the last one in the trace. During the scan through the trace, if def. 1 of near future is used, the moving window has a fixed size while def. 2 and def. 3 require a window of variable sizes. We illustrate the process of calculating temporal locality with an example shown in Figure 1 . Considering the trace shown in Figure 1 , for each address (except the last one), we will examine whether there is a reuse in its near future window. If the near future Joint probabilities (N = 2)
window size is 2 and we use Def. 1 of near future, we will use a window of size 2 to scan through the trace as shown in Figure 1a . Based on the joint probabilities, the temporal locality, TL (2) , is ¼ as shown in Figure 1b . If we follow Def. 2 of near future, the temporal locality, TL (2) , is 2/4 since each near future window will contain 2 unique addresses. If we use Def. 3 of near future and assume that X, Y, and Z are in the same block, the temporal locality, TL (2) , is 1. The temporal locality with various near future window sizes is shown in Figure 1c for these three definitions of near future.
B. Spatial Locality
Spatial locality captures the characteristics of the addresses within a neighborhood being referenced over time. We propose to quantify it as the following probability: given the condition that an arbitrary address, A, is referenced, the likelihood of an address in its neighborhood to be accessed in the near future. Such conditional probability can be expressed as P(X n in A's neighborhood, ‫‬n < N | X 0 = A), where X 0 is the current reference and X n is a reference in the near future. Similar to temporal locality, the spatial locality of an address stream can be computed as the combined probability of all the unique addresses in the trace and it can be expressed as (3), where M is the number of unique addresses in the stream.
To compute the joint probabilities,
we need to define the meaning of the term 'neighborhood' in addition to near future. We consider two definitions for neighborhood and represent spatial locality as SL(N, K), where N is the near future window size and K is a parameter defining the neighborhood size. x Def. 1 of neighborhood: an address X is within the neighborhood of Y if |X -Y| < K, where 2*(K -1) is the size of the neighborhood. The reason for 2*(K -1) rather than (K -1) is to account for the absolute function of (X -Y). x Def. 2 of neighborhood: two addresses X and Y are in the same cache block given the cache block size as K. In other words, X is within the neighborhood of
Based on the definition of neighborhood, the spatial locality of a reference trace can be computed by moving a near future window through the trace, similar to temporal locality calculation. The difference is that for temporal locality, we require reuses of the same addresses while for spatial locality, the addresses in the window are inspected to see whether there exists a reference X n , n < N, falling in the neighborhood of X 0 . If we change the definition of neighborhood size to zero (i.e., K = 1), spatial locality is reduced to temporal locality.
From (3), we can see that spatial locality is a function of two parameters, the neighborhood size, K, and the near future window size, N. As such, we can visualize the spatial locality of an address stream with a 3D mesh or a 2D heatmap for different neighborhood and near future window sizes. Figure 2 shows the spatial locality, using the def. 2 of near future and def. 1 of neighborhood, of the benchmarks SPEC2006 mcf and SPEC2000 bzip2 (see the experimental methodology in Section IV-A). Temporal locality is the curve where the neighborhood size is zero.
Locality visualized in 3D meshes or heat-maps clearly shows the characteristics of reference streams. First, a contour in the 3D mesh/heat-map at a certain locality score (e.g., 0.9) can be used to figure out the sizes of an application's working data sets. Comparing Figures 2b to 2d , it is evident that bzip2 has a much smaller working data set than mcf. We can also see that the size of the working set varies for different neighborhood sizes. For example, SL(8192, 32) of mcf is close to 0.9, indicating the working set size is slightly bigger than 2*32B*8192 = 512kB when the neighborhood size is 64 (= 2*32) bytes. On the other hand, SL(65536, 16) of mcf is little less than 0.9, showing that the working set is greater than (2*16B*65536) = 2 MB when the neighborhood size is 32(=2*16) bytes.
Second, the quantified locality shows how it can be exploited. From Figure 2a , we can see that for mcf the reuse of the same data at the byte/word granularity (i.e., temporal locality) is limited even with a large near-future window. In contrast, there exists significant spatial locality that can be exploited with a moderate near future window, which also explains why the working set sizes vary significantly for different neighborhood sizes. Bzip2, on the other hand, shows much better temporal and spatial locality, which can be captured effectively with a relatively small neighborhood size. Note that the function SL(N, K) is monotonous along either the N or K direction since our conditional probability definitions are accumulative. In other words, a reuse within a small neighborhood (or close future) is also a reuse for a larger neighborhood (or not-so-close future).
Third, our proposed locality can be used to reveal interesting insights which are typically not present through cache simulations because one cache simulation only provides one data point in this 3D mesh. As one example, the benchmark, hmmer, shows steps in the locality scores (Figure 5a ) when the near future size is at 32 and 8192, which implies that there is a good amount of data locality that we cannot leverage until we can explore the reuse distance of 8192. Such observations from the 3D mesh enable us to understand why and whether a particular cache configuration performs much better than the other ones.
Between heat maps and 3D meshes, locality presented in heat-maps better reveals the working set information. On the other hand, 3D-meshes are more useful in showing how the locality changes along either the neighborhood size or the near future window size, which indicates how the locality can be exploited.
Different definitions of 'near future' lead to different near future window sizes as illustrated in Figure 1 . Such differences, however, turn out to have little impact when we compute locality for most SPEC CPU benchmarks. Between the two definitions of neighborhood, although def. 2 models the cache behavior more accurately, it fails to capture spatial locality across the block boundary. For example, for a perfect stride pattern, 1, 2, 3, 4, 5, …, the spatial locality using neighborhood def. 1 will be 1 for any neighborhood size and any future window size greater than 0. If we use def. 2 of neighborhood, the spatial locality will be dependent upon the neighborhood (or cache block) size. If the neighborhood/block size is 2 bytes, the spatial locality is 0.5 for any future window size. If the neighborhood/block size is B bytes, the spatial locality becomes (B -1)/B for any future window size greater than or equal to B. In Figure 3 , we show the spatial locality for the benchmark sphinx with neighborhood def. 1 ( Figure 3a ) and def. 2 ( Figure 3b) . From the figure, we can observe the similar behavior, i.e., increasing locality values for larger neighborhood sizes in Figure 3b . In contrast, Figure 3a shows a stepwise increase in locality values. Based on these observations, we choose to use def. 2 of near future and def. 1 of neighborhood for locality analysis. Whenever the objective is to estimate the cache performance, def. 3 of near future and def. 2 of neighborhood can be used instead. 
C. The Relationship between Spatial and Temporal Locality
Based on our probability-based definitions of spatial and temporal locality, temporal locality can be viewed as a special case of spatial locality. Beyond this observation, there also exist some intriguing subtleties between the two types of locality. In particular, we can change the neighborhood definition in spatial locality so that the exact same addresses are excluded from the neighborhood. In other words, the neighborhood definition becomes 0 < |X -Y| < K. In this case, an interesting question is: for any address trace, is the sum of its spatial locality and its temporal locality always less than or equal to 1?
An apparent answer is yes since the reuses from the same addresses are excluded from the neighborhood definition. This is also our initial understanding until our locality computation results show otherwise. After a detailed analysis, it is found that the events for temporal and spatial locality are not always disjoint and therefore the sum can be larger than 1. To elaborate, we use def. 1 of near future and def. 1 of neighborhood with the modification that same addresses being excluded. Other definitions of the two terms can be applied similarly. Following (1) and (3), temporal and spatial locality can be expressed as the following two conditional probabilities:
respectively. Both probabilities can be computed using the sum of the joint probabilities σ ܲ ெ ୀଵ
Since each A i is unique, the events X 0 = A i are disjoint for different A i . So, we can focus on one such address, e.g., A 1 . We can use the Venn diagram to capture the relationship among the events: X 0 = A 1 , X 1 = A 1 + ¨, and X 2 = A 1 , as shown in Figure 4 . From Figure 4 , we can see that (X 0 = A 1 ŀ X 2 = A 1 ) and (X 0 = A 1 ŀ X 1 = A 1 + ¨) are not disjoint. An intuitive explanation is that for an address sequence such as A 1 , A 1 +1, A 1 , the third reference (A 1 ) contributes to both temporal locality of the first reference and spatial locality of the second reference. Therefore, the events for temporal and spatial locality are not disjoint although the references to same addresses are excluded from the neighborhood definition.
D. Difference Functions of Locality Measures and the Relationship to Reuse Distance Histograms
Next, we derive the relationship of our probability-based temporal locality to reuse distance histograms, which are commonly used in previous works to quantify temporal locality. In sequential execution, reuse distance is the number of distinct data elements accessed between two consecutive references to the same element. The criterion to determine the 'same' element is based on the cache-block granularity, i.e., the block offsets are omitted when determining reuses. The reuse distance provides a capacity requirement for fully associative LRU caches to fully exploit the reuses. The histogram of reuse distances is used as the quantitative locality signature of a trace since it captures all the reuses at different distances.
Based on our probability-based measure, temporal locality TL(N) represents the probability P(X n = A, ‫‬n < N| X 0 = A). As this probability is a discrete function of N, we can take a difference function of temporal locality
This function represents the frequency of reuses at the exact reuse distance of (N -1). If we use def. 3 of the term near future, the difference function becomes:
and it is essentially the same as the reuse distance histogram. Therefore, we conclude that the reuse histogram is the probability distribution function of the event (X N-1 = A | X 0 = A) and our proposed temporal locality is the accumulative distribution function of the same event.
As spatial locality, SL(N, K), is a function of two parameters, the near future window size N and the neighborhood size K, we can compute the difference function of SL(N, K) over either parameter and both difference functions reveal interesting insights of the access patterns.
Similar to temporal locality, the difference function of spatial locality over N,
shows the reuse distance histograms with different block sizes, K, if we follow def. 2 of neighborhood.
The difference function over the neighborhood size parameter, K, can be derived as follows:
. This probability function represents that in an address trace how often a stride pattern with a stride of (K -1) happens in a near future window of size N. For different N and K, this function essentially provides a histogram of different strides for any given near future window size. In the context of processor caches, this difference function helps to reason about the relationship among the cache sizes, which determine the maximum reuse distance or near future window size, the block sizes, which determine the neighborhood sizes, and the performance potential of stride prefetchers. In Figure 5 , we present the spatial locality information (Figure 5a ) of the benchmark, hmmer, and its two difference functions (Figures 5b and 5c ). From the Figure 5b , we can see how the reuse distance histograms vary for different block sizes. For small block sizes, many reuses can only be captured with long reuse distances. For large block sizes, the reuse distance becomes much smaller. This clearly indicates that one reuse histogram is not sufficient to understand the reuse patterns. Based on Figure 5c , we can see that for small near future windows, there are limited stride accesses. When the near future window size increases (larger than 32), the stride access pattern (stride of 8 bytes) is discovered. It implies that although the application has strong spatial locality in the forms of stride access patterns, in order to exploit such spatial locality, the cache size and set associativity need to be large enough to prevent a cache block from being replaced before it is re-accessed. In addition, the single dominant stride suggests that a stride prefetcher can be an effective way to improve the performance for this benchmark.
E. Sub-trace Locality
The locality defined in (1) and (3) includes reuses of all the addresses in a reference stream. Therefore, it can be viewed as 'whole-trace' locality. We can add constraints to focus on certain reuses of interest, e.g., the locality of one memory access instruction or accesses to one data structure, within the address trace. We refer such locality to as subtrace locality as not all the reuses in the trace will be considered. Note that sub-trace locality is usually not the same as the locality computed from the filtered trace, e.g., the addresses generated by one instruction, because the filtered trace will miss the constructive cross-references from other instructions. Instead, sub-trace locality is computed from the 'whole' trace. Mathematically, sub-trace spatial locality (STSL) can be defined and derived as the sum of the joint probabilities as shown in (4). Sub-trace temporal locality (STTL) can be derived similarly.
From (4), it can be seen that compared to whole trace locality, sub-trace locality is modeled with the additional joint events, (ܺ ‫א‬ ‫ܻݐ݁ܵ‬ ‫ת‬ ܺ ‫א‬ ‫)ܺݐ݁ܵ‬ , in the joint probability computation. The definition of SetX and SetY determines the event of interest. For example, to compute the locality of one particular memory access instruction, we can define SetX as {the addresses generated by the instruction of interest} and define SetY as the whole sample space ȍ or {addresses generated by all instructions}, meaning that for all the addresses (i.e., ( ܺ = ‫ܣ‬ ‫ת‬ ܺ ‫א‬ ‫,))ܻݐ݁ܵ‬ we need to check whether there is a spatial reuse in the near future by the instruction of interest (ܺ ‫ݏ݅‬ ݅݊ ‫݄݁ݐ‬ ‫݄݀ݎܾ݄݃݅݁݊‬ ‫݂‬ ‫ܣ‬ , ‫݊‬ < ܰ ‫ת‬ ܺ ‫א‬ ‫.)ܺݐ݁ܵ‬ If we change SetY to SetX, the equation calculates the locality of the address trace generated by the instruction of interest (i.e., the filtered trace).
We can make a slight change to (4) so that it can be computed more efficiently. Instead of looking for reuses in a near future window, we can use a near past window, as shown in (5) . This way, we can compute the locality of an instruction of interest as follows, for each address generated by the instruction (i.e., the event: ܺ = ‫ܣ‬ ‫ת‬ ܺ ‫א‬ ‫,)ܺݐ݁ܵ‬ we search in a near past window for spatial reuse (i.e., the event:
Another use of sub-trace locality is to analyze the effectiveness of data prefetching. For example, consider the following address trace containing both demand requests (underlined addresses) and prefetch requests: A, A+32, A+64, A+96, A+128, A+64, A+128, A+160, A+192. In this case, we can define SetX = {demand requests} and SetY = {combined demand and prefetch requests}. Then, sub-trace locality provides the information that for a demand request, how likely there are prefetch requests (or demand requests) for the same address in a near past window. The locality of either the demand request trace or the combined demand and prefetch request trace does not provide such information.
III. LOCALITY ANALYSIS FOR CODE OPTMIZATIONS
In this section, we use sub-blocking / tiling to show how our proposed measure can be used to analyze and visualize the locality improvement of code optimizations.
To analyze the locality improvement of the subblocking/tiling optimization, we choose to use the matrix multiplication kernel C = A x B and we use the pin tool [14] to instrument the binaries to generate the memory access traces for our locality computation. We used def. 1 of near future and def. 1 of neighborhood in our locality computation. Figure 6 shows the locality information collected for different versions of the kernel, including untiled, tiled with the tile size of 32x32, and the tiled with the size 64x16. The matrix size is 256x256.
In the un-tiled matrix multiplication kernel, the matrix A is accessed along each row in the sequence. Therefore, it exhibits spatial locality when the neighborhood size 4 bytes, which is the size of each data element. Since the accesses to the matrices A and B are interleaved and B is accessed column-wise (i.e., no spatial locality at this neighborhood size), such spatial locality shows up when the near future window size DQG WKH ORFDOLW\ VFRUH LV . The kernel keeps using the same row from A until it is done with all the columns of matrix B. Consequently, after every 256 accesses along the row from A, the same elements are re-accessed. Again, due to the interleaved accesses of A and B as well as the accesses to the production matrix C, the reused distance actually is more than 512 (256 from matrix A + 256 from matrix B + 1 from matrix C) and hence the temporal locality appears at near future window size of 1024 in Figure 6a . Accesses to the matrix B do not repeat until 256x256x2 = 128k accesses, which is why temporal locality for the maximum near future value in Figure 6a is still around 50%. Since the matrix B is accessed column-wise, with the near future window size of 1024 and neighborhood size of 4, accesses to the matrix B start to enjoy spatial locality (i.e.
, B[i][j] and B[i][j+1]
show in the same window) and the locality becomes very close to 1 as shown in Figure  6a .
With the loop tiling optimization, both matrices A and B are divided into tiles/sub-blocks. This reduces the reuse distance of the data elements as we can see from Figures 6b and 6c. For a tile size of 32x32, the inner loops perform matrix multiplication of two 32x32 matrices. As a result, the sub-blocks of A get reused when the near future window is larger than 64 and the sub-blocks of B get reused when the near future window is 2048 (= 32x32x2). The sub-blocks of matrix A are accessed row-wise and show 0.5 spatial locality when the neighborhood size is 4 bytes and near future window is smaller than 64. The sub-blocks of the matrix B show spatial locality when the near future window is larger than 64, which makes B
[ii][jj] and B[ii][jj+1]
show up in the same window. The 3D locality mesh shown in Figure 6b visualizes these changes in both temporal and spatial locality and confirms the observations. When the tile size is 64x16, the locality information, shown in Figure 6c , is the same as matrix multiplication of a 64x16 matrix with a 16x64 matrix.
Based on the locality information shown in Figure 6 , we can easily see how much and where the locality improvement has been achieved with code optimizations. Furthermore, if we use def. 3 of near future and def. 2 of [17] can also be used to estimate miss rates for set-associative caches from the fully associative ones.
IV. LOCALITY ANALYSIS FOR MEMORY HIERARCHY OPTMIZATIONS
Our proposed locality measure provides quantitative locality information at different neighborhood sizes and near future scopes. In this section, we show that it reveals interesting insights to drive memory hierarchy optimizations.
A. Experimental Methodology
In this section, we use an in-house execution driven simulator developed based on SimpleScalar [5] for our study, except stated otherwise in Section IV-E. In our simulator, we model a 4-way issue superscalar processor. The memory hierarchy contains a 32kB 4-way setassociative L1 data cache with the block size of 64 bytes (3 cycle hit latency), a 32kB 2-way set associative L1 instruction cache, and a unified 8-way set associative 1MB L2 cache with the block size of 64 bytes (30 cycle hit latency). The main memory latency is set as 200 cycles (224 cycles) to get a 64-byte (128-byte) L2 block. The memory bus runs at 800MHz while the processor core runs at 2GHz.
We include all the SPEC 2000 and SPEC 2006 benchmarks that we were able to compile and run for SimpleScalar ISA (PISA), 16 
B. Locality at Different Memory Hierarchy Levels
In this experiment, we examine the locality of the L1 data cache access trace and the L2 cache access trace. We use the benchmarks art, mcf (SPEC2000) and bzip2 (SPEC 2000) as our case studies. Figure 7 shows the locality of L1 and L2 access traces for art, bzip2, and mcf.
By comparing Figures 7a to 7b, 7c to 7d and 7e to 7f, we can see that the L1 cache effectively exploits the spatial locality with neighborhood size less than 64 bytes (K = 32), which is the L1 block size. Also, the capacity of the L1 cache enables it to exploit a near future window of 512 (=L1 size/block size). As a result, at the L2 level, there is limited locality present in this range. So, in order for L2 to become effective, it has to support much larger near future windows (by a large L2 cache size) and/or larger neighborhood sizes (by a large L2 block size). For the benchmark art, we can see from Figure 7a that the locality does not increase much as we increase the near future window size up to 32768. If we keep the L2 cache block size the same as the L1 block size, the gains by increasing the cache size is very limited until it can explore the near future window size of 32768 (implying a L2 cache size of 32768 x 64B= 2MB) as shown in Figure 7a . While making the cache block size 128B will significantly improve the spatial locality exploited by L2 cache. For the benchmark mcf, similar observations can be made from the locality curve. For the benchmark bzip2, the spatial locality of the L2 accesses is lower than the other two benchmarks in Figure 7 .
C. Understanding the Replacement Policy
It has been well understood that some applications work well with the least recently used (LRU) replacement policy while others do not. We examine this question using our probability-based locality. We first focus on L1 cache access streams. Figure 7e (or Figure 2b) shows that with block size larger than 4 bytes, bzip2 features a high amount of locality within small near future windows. For larger windows, the locality improvement is pretty much saturated. This implies that the L1 access stream of bzip2 is LRU friendly as most of the data or their neighbors will be used in a 'short/small' near future window. In comparison, if we look at the locality of the L1 accesses for mcf (SPEC2006), shown in Figure 2a , the locality is very gradual when the block size is less than 4 bytes and there is no "knee" behavior along the X axis (the near future window size) as has been observed in bzip2. This shows that in mcf, many data reuses require long reuse distance, which is not LRU friendly as they are likely to become least recently used before they are re-accessed. Interestingly, if we look at the other dimension of the 3D mesh for mcf, we can see that it becomes more LRU friendly for as neighborhood size goes up (i.e., when the cache block sizes 4 bytes).
Next, we examine the L2 access streams. As discussed in Section IV-B, the L1 cache effectively exploits the locality in small near future windows and the L2 cache has to explore a larger near future window to capture the remaining locality. From Figure 7f , we can see that for bzip2, with the neighborhood size being 64 bytes (K = 32), once the window becomes reasonably large (e.g., 16384, corresponding to a 1MB =16384*64 B cache), there exists significant locality. Therefore, it is still LRU friendly. In contrast, the locality is not present for small near future windows for benchmarks art or mcf (SPEC 2000) (Figure  7b and 7d) . This suggests that for art or mcf, there are many reuses at the L2 level requiring very long reuse distances. For an L2 cache with limited capacity (less than 2MB), the LRU replacement policy does not work well since the cache is not able to sustain such large reuse distances and exhibits thrashing behavior. For such access patterns, thrash resistant replacement policies such as DIP [16] can be a better choice. The locality plot also reveals that it gets more reuse (or becomes more LRU friendly) if the cache block size is larger than 64 bytes.
D. Memory Hierarchy Optimizations 1) Optimizing Last-Level Caches (LLC):
In order to improve the performance of the last-level cache, the L2 cache in our simulator, we examine the locality information of the L2 access stream. The L2 access locality of art and mcf is shown in Figures 7b and 7d . In Figure 8 , we report the locality information of L2 access streams of the SPEC benchmarks, sphinx, wupwise, ammp, milc, mesa, gcc, equake, vortex and swim. Two important observations can be made from the locality results. First, a common theme of all the locality information is that there exists strong spatial locality when the neighborhood size is larger than 32 bytes, corresponding to a cache block size of 64 bytes given our neighborhood definition 1. The behavior is expected as the L1 cache block size is 64 bytes. However, in many current commercial processors, the same cache block size (e.g., 64 bytes in Intel Core i7) is used for different level of caches to simplify the cache coherence management. From the locality information shown in Figure  8 , we can see that many benchmarks require much larger neighborhood sizes to take advantage the spatial locality. Among these benchmarks, wupwise, milc, mesa, equake, vortex and gcc would need the neighborhood size of 64 bytes (i.e., 128-byte cache block) while sphinx, mcf and art exhibit additional spatial locality for increasing neighborhood sizes. The benchmark, ammp, requires a neighborhood size of 2048 bytes due to its streaming access pattern with a stride of more than 1024 bytes.
Second, for all these benchmarks, the spatial locality can be exploited within a small near future window (or reuse distance) when a large block is used. This indicates that a small cache with relatively large block sizes can be more effective than a large cache with small block sizes. For example, for benchmark gcc, SL(4,64) = 0.97 (corresponding to a 4x128 = 512 byte cache with the 128-byte block size) is higher than SL(8192,32) = 0.008 (corresponding to a 8192 * 64 = 512KB cache with a 64-byte block size) and is very close to SL(16384, 32) = 0.99 (corresponding to a 16384*64 = 1MB cache with a 64-byte block size). Since most of the locality can be captured within a small near future window, it also means that the LRU replacement policy will work well for caches with large blocks as discussed in Section IV-C, thereby eliminating the need for more advanced replacement policies. Furthermore, the limited near future window indicates that the required set associativity is small as well.
Different approaches can be used to achieve the effect of large-block caches. The first method is to directly increase the cache block size. The advantage is that it can reduce the required cache size as discussed above. The downside is that it may not work for all applications because different applications prefer different block sizes. The second method is to emulate the big block size by augmenting the cache with next-n-line / previous-n-line prefetching. The way to determine the value 'n' in next/previous-n-line prefetching is based on our locality measure. With the current block size of 64 bytes, if there is high spatial locality at block size of 128 bytes, e.g., gcc, next/previous line prefetch is used (i.e., n=1). If the spatial locality shows up at a much larger block size, e.g., 2kB for ammp, n is set as 2kB/64B = 32. In other words, our locality measure can be used a profiling tool to control the next/previous-n-line prefetching. The advantage of this approach is that it can emulate different cache block sizes without changing the cache configurations (i.e., cache size, set associativity, and block size). The third way is to use a stream buffer to detect stride patterns and prefetch data blocks into caches.
Next, we evaluate the effectiveness using our locality measure with a case study on the benchmark wupwise. Here we use the locality measure of the L2 demand miss stream as it shows the locality that the L2 cache fails to exploit. In Figures 9a, 9b , and 9c, we show the L2 miss locality measure for wupwise when the L2 cache uses a 64-byte block size, a 128-byte block size, and a stream-buffer. The next/previous line prefetch has very similar results to the cache with the 128-byte block size. From Figure 9a , we can see that the L2 cache with a 64-byte block size fails to exploit the spatial locality at large neighborhood sizes. In contrast, Figure 9b shows that the 128-byte block cache with the same size exploits the spatial locality effectively. The stream prefetcher does not work as well for wupwise as the stride access patterns are not common in this benchmark. Our timing simulation also confirms the similar trend in performance improvement for wupwise: an execution-time reduction of 5% using the stream buffer while the 128-byte block size and next line prefetching achieve the executiontime reduction of 11% to 14%, respectively. Figure 10 shows IPC speedup results for large block sizes, next/previous-n-line prefetching, and stream buffer prefetcher. Among the benchmarks, equake, gap, hmmer, mcf(SPEC2000), mcf (SPEC2006), milc, parser, perl, and wupwise favor large block sizes (or previous/next-n-line prefetching). On average, 4.7% (6.6%) IPC improvement is achieved on average across all the benchmarks using large block sizes (previous/next-n-line prefetching). Benchmark swim experiences a slowdown when bigger block size or next/previous-n-line prefetching is used. The results can be explained with the locality of its L2 access trace (Figure 8i) . From the figure, we can see that the difference in locality score, when the block size is changed from 64 bytes to 128 bytes, is very small for swim. Therefore, the increased latency to get a larger data block results in a slowdown. Benchmarks ammp, art, gap and lbm have stride beyond 64 bytes, therefore 128 byte block size is not much helpful for these benchmarks. We determine the more suitable 'n' value to be used in next/previous nth-line prefetcher from the 
locality measure. For most benchmarks, the next/previous nth-line prefetching successfully emulates the bigger cache block size. On the other hand, the benchmarks ammp, bzip2(SPEC2000), bzip2(SPEC2006), gcc, gromacs, lbm, sphinx, swim and vortex benefit more from the streaming buffer and it shows 17% performance gains on average across all the benchmarks.
2) Optimizing Memory Controller:
Even with the spatial locality being leveraged by large blocks or stream buffers, when we examine the locality of the L2 demand miss stream, we observe that there is residual locality to be leveraged. As an example, Figure 11a shows the locality information for the demand memory access stream of the benchmark equake when the L2 cache has the cache line size of 128 bytes. From the locality measure, it can be seen that there exists strong spatial locality when the neighborhood size is larger than 256 bytes (K = 128). Although DRAM system can exploit some of this locality in the DRAM row-buffer, where a row-buffer hit has significantly lower latency than a row-buffer miss, our locality measure reveals further insights on how to better exploit the locality. From Figure 11a , we can observe that with a short near future window of 1 reference, the locality score SL(1, 256) is 0.29 for equake. When increasing the near future window size to 4 references, the locality score SL (4, 256) for equake is increased to 0.54. Similarly, the benchmarks, lbm and mcf (SPEC2000), have significantly higher locality for near future window sizes larger than 1 (Figure 11b and 11c) . Based on this observation, we propose to add a small buffer at the memory controller level. This buffer has large block sizes (e.g., 1kB to 4kB) but with just a few entries (e.g., 4). Compared to the row buffer in the DRAM, which can be viewed as an offchip single-entry buffer with a block size of 4kB, it has two benefits: (1) a multi-entry buffer is able to exploit the significantly higher locality present beyond the near future scope of 1 reference, and (2) a buffer located at the on-chip memory controller has much lower latency than the off-chip DRAM row buffer. For the benchmarks showing no such spatial locality, we can simply power-gate this small buffer.
In our experiment, we use a 4-entry buffer with each entry caching 1024 bytes of data. A 10-cycle hit latency is assumed for this buffer, which is accessed after an L2 cache read miss. This buffer uses a write-through write-notallocate policy for write requests. For comparison, we also model a single-entry 4kB buffer with the same hit latency. In order to model memory system more accurately, we also take into account the row buffer locality present in DRAM system by modeling a 100 cycle latency of a row-buffer hit as compared to a 200 cycle latency when there is a rowbuffer conflict. Figure 12 shows performance results of our timing simulations. From the figure, we can see that many benchmarks benefit from caching the data in a buffer at the memory controller level. Between the two buffer designs (4- entry buffer with a block size of 1kB vs. single-entry buffer with a 4kB block size), the benchmarks art, equake, gap, lbm, mcf (SPEC2000), milc and sphinx show higher performance when the 4-entry buffer is used. For ammp, the single-entry buffer has higher performance due to its near perfect stride access pattern with the stride larger than 1kB. On average, a 4kB single-entry buffer improves performance by 7.8% while a 4-entry buffer with the block size of 1kB improves the performance by 10.3% across these benchmarks.
E. Locality Improvement from Data Prefetching
As discussed in Section II-E, we can use our proposed sub-trace locality measure to examine the locality improvement of data prefetching mechanisms. With the locality scores present for various neighborhood sizes and near future window scopes, we can tell how well a prefetcher under study works in a wide range of cache configurations.
In this experiment, we use the simulation framework for JILP Data Prefetching Contest [22] and select one of the top performing prefetchers [7] to illustrate how to interpret its effectiveness from our locality measure.
We examine two benchmarks, mcf and soplex, as either enjoys significant performance gains from the prefetcher (CPI reduced from 3.17 to 0.71 for mcf and from 0.61 to 0.43 for soplex when the L1 cache is 32kB and L2 cache is 2MB and the block size is 64B) and exhibits interesting locality behavior. As the data prefetcher under study is an L1 cache prefetcher, we examine the locality improvement at both the L1 and L2 caches. For either benchmark, the locality of the L1 (demand) access stream without the prefetcher and the sub-trace locality of the L1 demand accesses within the combined demand and prefetch stream show very similar locality pattern and the improvement is limited (less than 0.05 in the locality score or 5% in L1 cache hit rate). This shows that the performance improvements are not from the locality improvement at the L1 cache level. In contrast, the locality at the L2 cache level is highly improved, revealing the reason for the significant performance gains. In Figure 13 , we compare the locality of the L2 demand access stream (Figures 13a, 13c) without the prefetcher to the sub-trace locality of the L2 access stream with the prefetcher being enabled (Figures 13b and 13d) for mcf and soplex.
From Figure 13 , we can see that for soplex the locality is improved for small near future windows (from near future window = 1 onwards in Figure 13d ) which implies that the prefetches are issued very close to the demand accesses. For mcf, the locality improvement shows up for after near future window of 32. This explains why the prefetcher is more effective for mcf compared to soplex. Also, the locality improvements for a zero byte neighborhood size show that the prefetcher is able to predict the byte addresses accurately sometimes.
V. A GPU-BASED PARALLEL ALGORITHM FOR LOCALITY COMPUTATION
From the discussion in Sections III and IV, we show that our probability-based locality provides a useful way to analyze reference patterns and drive memory hierarchy designs. However it requires a significant amount of computation time, particularly for a large trace as we need to move a near future window throughout the trace. As derived in Section II-D, our temporal locality essentially represents the same information as reuse distance histograms (cumulative distribution function vs. probability distribution function). Although we can leverage the previous works on fast computation of reuse distances [1] , we aim to reduce the computation time by an order of magnitude to make it practical for compiler or runtime profile analysis. Based on the inherent data-level parallelism of our locality computation, we resort to parallel computation on graphics processing units (GPUs 3. Repeat steps 1 and 2 for a different neighborhood size K. We implement this algorithm using CUDA [21] . In our implementation, both steps 1 and 2 are optimized by utilizing GPU's on-chip shared memory. We run our GPU algorithm on a NVIDIA GTX480 GPU and compare with our CPU implementation on an Intel Core i7 920 processor. We compute locality with the near future window size ranging from 1 to 2 16 addresses (exponential scale) and we vary the neighborhood size from 0 to 512 bytes (exponential scale). For address traces with the length of 1 million to 16 million addresses, our GPU implementation takes less than 4 seconds and achieves 30X to 33X speedups over our CPU implementation. VI. RELATED WORK Given its importance, the principle of locality has been extensively studied. However, most previous works on quantifying locality, spatial locality in particular, are based on intuitive notions or heuristics and there is a lack for formal quantitative definition of locality.
For temporal locality, reuse distances or LRU stack distances [15] are used to determine how far in the future a temporal reuse is going to happen. The histogram of reuse distances is used as a signature to quantify the temporal locality of a trace [20] . StatCache [3] provides an efficient way to estimate reuse distance histograms through sampling. Section II-D derives the relationship between our probability-based measures and reuse histograms and provides a theoretical justification for reuse histograms. Based on this relationship, previous works on reuse distances such as component-based locality analysis [8] [19] can also be adapted to our proposed measure. In [10] , masscount disparity is used to show that most reuses are from accessing a small number of addresses.
For spatial locality, Bunt et al. [4] assume that the references can be fit to a Brad-Zipf distribution and the parameters of such a distribution are used to generate a spatial locality score. Weinberg et al. [18] propose to compute a histogram of different strides within a window of previously accessed addresses and then combine the histogram with strides into a single score for spatial locality. Berg et al. [2] and Gu et al. [11] propose to quantify the spatial locality effect using the changes in the miss rates or the reuse histograms when the block size is increased or doubled.
Compared to previous attempts on quantifying temporal or spatial locality, the advantages of our proposed approach include: (1) it provides a numeric measure with a clear mathematical meaning (i.e., conditional probability); (2) it offers a unified quantification for both temporal and spatial locality; and (3) it does not only present a single locality score for a specific cache configuration but also shows the trend of how locality vary when we change the near future window and neighborhood size so that we can better understand the nature of the program locality.
VII. CONCLUSIONS
The locality principle describes the phenomenon that after a reference to a datum, the same datum or its neighbors are likely to be referenced in near future. This paper addresses the question 'how likely'. The key contribution of the paper includes (a) a formal definition of locality as a conditional probability and derivation of how it can be computed using joint probabilities, which can in turn be computed from address traces, (b) the derivation of difference functions of the locality function and the justification for reuse histograms as a quantitative measure of temporal locality, (c) the formal definition of sub-trace locality to focus on certain reuses of interest, and (d) various locality analysis using our proposed measure, revealing the following insights (1) how locality can be exploited at different levels of memory hierarchy and how the locality curves drive various memory optimizations; (2) the information of the working set: instead of the common way of using the knee of the miss rate curve over cache sizes, the working set is represented as a contour in a 3D surface showing the same conditional probability can be exploited using different neighborhood sizes and near future scopes; (3) an evaluation of memory optimizations such as data prefetcher over a wide range of cache configurations.
