Abstract:An induction motor is the most commonly used motor in industry today. Motor circuit parameters are essential for designing, evaluating performance, and controlling the applications of the motor. However, it is difficult to measure the electric parameters, e.g., resistance and reactance, of induction motors accurately. Therefore, researchers have noted the parameter estimation of induction motors as an essential optimization problem. The artificial bee colony (ABC) algorithm is an efficient element of bioinspired optimization algorithms and has been successfully applied in numerous engineering applications. However, the ABC algorithm suffers from slow convergence and poor exploitation. Additionally, there are bleak chances of getting a fitter food source for scout bees using the the standard ABC algorithm scheme.
Introduction
Electrical energy is a multipurpose energy carrier and, hence, is primarily associated with society and economic development [1, 2] . Electric motors consume almost 70% of the total electrical energy consumed by the industrial sector [3, 4] . Therefore, the energy usage assessment of motors is an essential issue in industry for implementing energy-saving strategies. Induction motors are the most widely used motors in industries because of their lower maintenance requirement, lower space requirement, and easy controlling [1, [5] [6] [7] . Moreover, most of the auxiliaries of thermal power plants are driven by induction motors. To ensure the successful restart of the plants, it is important to investigate the feasibility of the auxiliary motor start-ups [6, 8] . Therefore, the exact information of the motor circuit parameters is essential for the design, performance evaluation, and control applications of the motor.
Lindenmeyer et al. classified the methods proposed for induction motor parameter estimation into various classes and also gave the merits and demerits of the classes [8] . The classification is presented below.
1. The first-class methods calculate the parameters from the motor construction data. These methods require a huge dataset comprising the motor geometry and the material parameters. This is the most accurate method. However, it is the most costly method and the required data are not usually available in industry.
2. The second-class methods estimate the parameters from the steady-state motor models. These methods use iterative solution techniques for estimating the parameters. These are the most commonly used methods, as the required data are easily available in industry.
3. The third-class methods estimate the parameters based on the stand-still frequency response. As the stand still tests are not common in industry, the methods are not often used. Furthermore, these methods are expensive and require more time.
4. The fourth-class methods apply time-domain measurements for the parameter estimation. All of the parameters cannot be measured; therefore, the motor models are simplified and, as a result, the parameters are measured by sacrificing accuracy. Moreover, the method is costly and the required data are not commonly available.
This classification reveals that the most commonly used and most economical methods for estimating the motor parameters are the iterative methods. Bioinspired optimization algorithms also belong to the family of iterative techniques. These optimization algorithms resulted in far superior performances as compared to the conventional linear and nonlinear iterative methods [9] . Moreover, the authors in [10] rigorously compared the bioinspired optimization algorithms with a few conventional iterative methods for induction motor parameter estimation. Their work finally concluded that bioinspired optimization algorithms are far superior to conventional iterative methods. Hence, researchers have employed the optimization algorithms to determine the induction motors parameters [6, 11] because the algorithms have an inherent capability to find either the optimal solution or very near optimal solutions of the problem at hand [2, 12] .
The artificial bee colony (ABC) is a member of the swarm intelligence-based bioinspired optimization algorithm family [13] . The ABC algorithm imitates the foraging phenomenon of honeybees for evolving optimal solutions of problems [14] . The primary goal of honeybees during foraging is to optimize the time spent on energy foraging and the foraged energy. The bee swarm distributes tasks among different honeybee colony members to accomplish a task efficiently [13] [14] [15] . The ABC algorithm performs better on a number of benchmark functions than many other optimization algorithms, such as particle swarm optimization (PSO) or differential evolution (DE) [14] [15] [16] . Moreover, the ABC algorithm was already successfully applied in numerous engineering applications [2, [17] [18] [19] [20] [21] .
Nevertheless, the ABC algorithm converges slowly and has a tendency towards local optima traps [22] [23] [24] [25] . To overcome these pitfalls, researchers have proposed different solutions. To the best of our knowledge, the variants in [22] [23] [24] [25] [26] [27] [28] [29] [30] are among the most rigorously tested variants of the ABC algorithm. The ABC variant proposed in [26] was computationally intensive. The variants proposed in [22, 23, 27, 28] were outperformed by that in [25] on various benchmark functions. Research results reveal that the variant proposed in [29] yielded an inferior response on a number of benchmark functions as compared to the standard ABC algorithm. The variant proposed in [25] had more exploration capability than exploitation and hence converged slowly [9] . Additionally, the variants proposed in [24, 30] generate solutions only around the global best possible solution (GBPS), and therefore they were prone to local optima trappings [9] . Overall, the existing variants are either computationally intensive or could not avoid the flaws of the ABC optimization algorithm. The pitfalls of the existing variants guide us towards the proposed algorithm. The proposed variant is compared with the various existing variants of the ABC algorithm on 2 test cases for estimating induction motor parameters. The performance of the proposed algorithm is also assessed using the chaotic map initialization technique. This paper is organized into 7 sections. The problem of induction motor parameter estimation is formulated in Section 2. Section 3 discusses the standard ABC algorithm and the proposed algorithm is presented in Section 4. Section 5 presents the experimental setup. The results are discussed in Section 6 and the performance of the proposed optimization algorithm with various other methods is compared. Finally, the conclusion is presented in Section 7.
Problem formulation
An induction motor is a highly nonlinear system and the electric variables of the rotor are not measurable [3, 6, 11] . Additionally, the skin effect and magnetic saturation complicate the modeling process of the machine even more. Therefore, the electromagnetic parameters of an induction motor are difficult to measure. Due to this, the parameters are commonly measured by indirect methods. The inputs are the voltage, speed, starting torque, full-load torque, and maximum torque, whereas the measured parameters are the rotor and stator resistance, reactance, and magnetizing reactance. The parameters can be determined using the approximate or exact model of an induction motor, discussed below.
Problem formulation based on approximate model of induction motor
The approximate model of the induction motor neglects the magnetizing reactance and rotor reactance; hence, it sacrifices accuracy a little. The objective function is given in Eq. (1) and was used in [11] :
where
T F L represents the full-load torque; T ST R is the starting torque; T M AX is the maximum torque; R is the resistance; subscripts 1 and 2 symbolize the stator and rotor, respectively; X corresponds to the reactance; s stands for the motor slip; mf is the manufacturer's data; ω s is the synchronous speed; and V ph symbolizes the phase voltage.
Minimization of the objective function is subjected to a few conditions, i.e. the values of the calculated parameters must lie within certain ranges. Moreover, the deviation between the estimated and manufacturer's values of the torque types must also be within an appropriately small range. Therefore, the objective function is multiobjective.
Problem formulation based on exact model of induction motor
The exact model of an induction motor has comparatively higher accuracy. The model considers the magnetizing and rotor reactances, along with the parameters conceived in the approximate model. The objective function is given in Eq. (2) and was used in [11] :
T F L represents the full-load torque; T ST R is the starting torque; T M AX stands for the maximum torque; PF stands for the power factor; s stands for the motor slip; R is the resistance; X corresponds to the reactance; subscripts 1, 2, and m symbolize the stator, rotor, and magnetizing, respectively; mf stands for the manufacturer's data; ω s is the synchronous speed; and V th symbolizes Thévenin voltage.
Minimization of the exact model objective function has to meet a few conditions, i.e. the values of the calculated parameters must lie within certain ranges. Moreover, the deviation between the estimated and manufacturer's values of the torque and power factor must also be within a certain range.
ABC optimization algorithm
Bees in the ABC algorithm are divided into 3 different classes, i.e. employed bees (EBs), onlooker bees (OBs), and scout bees (SBs) [14] . The standard ABC optimization algorithm carries an equal number of EBs and OBs, and generally only 1 SB is used [15] . The EB searches for food sources around the hive. Each food source represents a possible solution of the problem and the hive symbolizes the search space. Once food sources are assigned to each EB, then the bees explore the neighborhood of the assigned food source using the following mutation equation [14, 15] : The fitness of the modified food source, also called the candidate food source, is calculated using the following equation [13, 22, 29] :
where f i represents the objective function value of the i th food source and fit i is the corresponding fitness value after the transformation. Afterwards, the fitness values of the candidate possible solution and the old possible solution are compared. The food source that has the higher fitness value is retained [25, 28] . This is called greedy selection. The OBs wait in the dancing area of the hive for receiving information about the explored food sources from the EBs [15, 23] . The OBs probably select food sources that have a higher nectar amount [14, 15] . The probability of a food source having a higher fitness value is calculated using the following equation [13, 24, 25] :
where NS stands for the maximum number of food sources and i is the selected food source. If any food source is explored for the maximum number of times without success, then it is abandoned [25] . Next, the SB flies around the hive to replace the abandoned food source with a completely new food source. A control variable 'limit' controls the maximum number of food source explorations [14, 15] . The SB flies around the hive to pick a random food source. Hence, the SB induces a search-space exploring capability in the ABC algorithm by replacing a well-tried and unsuccessful food source with a completely new food source. The SB uses the following equation to pick a new food source [26] :
where y min is the lower limit of the search space, y max represents the upper limit of the search space, rand is a random number within [0, 1], and j is the j th index of the food source.
The pseudocode of the standard ABC algorithm is given below. Explore the neighborhood of the food sources by EBs using Eq. (3) 7.
Calculate the fitness of the explored food source using Eq. (4) 8.
Apply greedy selection 9. Select food sources for OBs to explore using Eq. (5) 10.
Explore the neighborhood of the selected food sources by OBs using Eq. (3) 11.
Calculate the fitness of the explored food source using Eq. (4) 12.
Apply greedy selection
13.
Memorize the best food source found so far
14.
IF an abandoned food source exists
15.
Assign a food source to the SB using Eq. (6) 16. INCREASE cycle counter 17. TERMINATE if the cycle is equal to the maximum number of cycles 18. END
Proposed enhanced ABC algorithm
A literature review reveals that the induction of the GBPS's influence in the mutation equation [Eq. (3)] of the standard ABC algorithm increases the convergence rate of the algorithm. However, it has a tendency for premature convergence due to local minima traps. The local optima trapping tendency is tackled by introducing additional control variables, but there is no systematic way to decide upon the optimal values of the variables. This research work proposes an enhanced ABC (EABC) algorithm.
Proposal of a novel mutation equation
The proposed algorithm capitalizes on multiple GBPSs rather than a single GBPS. The reliance on the single GBPS accumulates the swarm at one location of the search space. Nevertheless, the application of the multiple GBPSs averts the accumulation of the swarm at any single location of the search space. Thus, the algorithm capitalizes on GBPSs for an accelerating convergence rate. Simultaneously, the algorithm has the ability to avert local optima traps, as it explores around the multiple best-found locations of the search space. The mutation equation of the proposed algorithm is given below:
where y ij symbolizes the j th dimension of the i th food source; y best/second−best/.../n,j is the j th index of one of the food sources having a higher fitness value; z ij corresponds to the candidate solution of the j th dimension of the i th food source; j ∈ [1,2,. . . . D], D is the dimension of the search space; and φ is a random number
The EABC algorithm divides the whole population of possible solutions into different groups. It then assigns one of the selected GBPSs for enhancing the fitness of the possible solutions present in a selected group, regardless of the GBPS's presence in the group. Now, the question is: The division of food sources should be into how many groups to be enough for obtaining the optimal performance of the proposed algorithm? The authors' experiences suggest that a higher number of groups would yield a better performance of the proposed algorithm. Each group capitalizes on one of the selected GBPSs; therefore, more search-space locations will be explored simultaneously using more groups. However, it is also important that the bee swarm must be divided in such a way that each group contains a good number of bees. Hence, the number of GBPSs is limited by the population size of the swarm, i.e. number of bees. Generally, the population size is limited either by the dimension of the problem or by the search space capacity.
Convergence enhancement of the proposed algorithm
DE is a simple yet effective evolutionary algorithm. One among the various variants of DE capitalizes on the following mutation equation; DE and the ABC algorithm generate solutions on the basis of the vector difference and, hence, the mutation equations of one algorithm are applicable to the other. However, Eq. (8) is good at exploration but poor at exploitation. Moreover, a properly balanced mutation equation in terms of exploration and exploitation is immensely important. Therefore, this research work proposes the replacement of the third term of Eq. (8) with the global-best food source. The modified form of the mutation equation is given below: However, the application of Eq. (9) is subjected to 2 conditions: if Eq. (7) fails to produce a better solution than the existing solution and if the randomly generated number is less than Selection (S) . Selection (S) is a user-defined control variable. A higher value of S will yield better convergence.
Enhancement of the SB stage
In the standard ABC algorithm and in its various variants, the SB is assigned a randomly initialized food source using Eq. (6). Hence, there are very bleak chances of getting a food source with a better fitness value. This research work proposes a novel scheme for assigning a food source to the SB. The scheme capitalizes on the GBPS for assigning a food source to the SB. The following is the equation to assign a food source to the SB:
where z nj is the j th dimension magnitude of the newly assigned food source, x best ; j is the j th dimension magnitude of the global-best food source; and β nj is a random number within [0.90 1.10].
The limits of β are chosen so that the dimension magnitudes of the new food source may not go out of the chosen boundaries of the function and the global-best food source may not be distorted considerably; otherwise, the global-best food source may lose quality. The pseudocode of the standard ABC algorithm is given below. 6. REPEAT while a preset number of generations is reached 7. Explore the neighborhood of the food sources by EBs using Eq. (7) 8.
Calculate the fitness of the explored food source using Eq. (4) 9. IF (fitness of the explored food source > fitness of the existing food source)
10.
Update the food source 11. ELSE explore the neighborhood of the food sources by EBs using Eq. (9) 12.
13.
Select food sources for OBs to explore using Eq. (5) 14. Explore the neighborhood of the selected food sources by OBs using Eq. (7) 15. Calculate the fitness of the explored food source using Eq. (4) 16. IF (fitness of the explored food source > fitness of the existing food source) 
Experimental setup
This research work considers the standard ABC, global-best-guided ABC (GABC) [22] , improved ABC (IABC) [25] , modified ABC (MABC) [30] , best-so-far ABC (BSFABC) [27] , and modified ABC (ModABC) [29] algorithms for evaluating the performance of the proposed EABC algorithm. The proposed algorithm is also compared with the PSO algorithm, genetic algorithm (GA), and a conventional nonlinear iterative method [8] .
Moreover, the performance of the proposed algorithm is also assessed using the chaotic map initialization technique. The EABC algorithm initialized using a chaotic map is named the chaotic EABC (CH-EABC) algorithm. The performances of the algorithms are analyzed using 2 different motors. The specification data of the motors are given in Table 1 . The colony size is fixed at 30, the number of generations is limited to 50, and 'limit' is set to 20. As suggested in [22] , the GABC algorithm is run on 3 values of the C-parameter, i.e. 0.5, 1.5, and 2.5, to analyze the impact of C on the GABC algorithm's performance. As directed in [25] , the IABC algorithm is run on 3 different values of P-variable, i.e. 0.15, 0.25, and 0.35, for the performance analysis. The proposed algorithm is divided into 5 groups and S is set to 0.50. In groups of less than 5, the proposed algorithm did not perform the best among all of the algorithms for all of the test cases. Each algorithm is run 30 times on each objective function to analyze the robustness and convergence of the optimization algorithms. Possible solutions for all of the algorithms are initialized using Gaussian-generated random numbers, except for the CH-EABC algorithm. A sinusoidal [ χ n + 1 = sin( πχ n ) ] chaotic map is considered for the CH-EABC algorithm's initialization. The chaotic map was also used in . [28] .
The parameter estimation of an induction motor is a multiobjective problem. In this work, the multiobjective problem has been converted to a single-objective problem using the penalty technique. After obtaining the estimated values of the torque, the difference between the estimated and the manufacturer's values is calculated. As mentioned in Section 2, there are 3 different types of torque, i.e. starting torque, full-load torque, and maximum torque. The final comparison of the compared algorithms is carried out on the basis of the sum of absolute difference between the estimated and the manufacturer's values. The performances of the algorithms are analyzed on the basis of the least error, largest error, average error, and standard deviation among 30 final values of error. The standard deviation among 30 outputs predicts variability, whereas an average value over 30 outputs prophesizes the convergence of an algorithm. The least value gives the best convergence, while the largest value represents the worst convergence.
Results and discussion
This section compares the performance of the proposed optimization algorithm with various other optimization algorithms and the methods applied for the parameter estimation of the induction motor. Tables 2 and 3 show the results obtained by running the GABC algorithm using 3 different values of C . The results clearly depict that there is no single optimal value of C for yielding the optimal performance of the GABC algorithm. Moreover, there is no systematic way to calculate the optimal value of C . Hence, only on the basis of trial and error is the optimal C value to be decided. The GABC algorithm producing the minimum least value of error is considered for the performance comparison with the rest of the algorithms. Tables 4 and 5 reveal the strong dependency of the IABC algorithm on the P value. There is no method that can be used to decide the optimal value of P , except trial and error. The IABC algorithm yielding the minimum least value of error is taken for the performance comparison with the rest of the algorithms. Tables 6 and 7 give the output comparison of all of the ABC algorithm variants. The BSFABC algorithm results in the worst convergence among all of the compared algorithms. This reveals the highly local nature of the BSFABC algorithm. The standard ABC algorithm produces better convergence only in comparison to the BSFABC algorithm. The proposed algorithm produces the least minimum value in all of the considered cases. This shows the superiority of the proposed algorithm in finding the optimal solution in comparison to all of the other algorithms. The proposed algorithm produces the least average value in comparison to the compared algorithms in all of the cases. This clearly shows that the proposed algorithm possesses the best convergence among the compared algorithms.
Comparison with variants of ABC optimization algorithm
For motor 1, the results produced by the CH-EABC algorithm are better than those produced by the EABC algorithm. However, the results produced by the CH-EABC algorithm are worse than those produced by the EABC algorithm for motor 2. Hence, it can be concluded that the application of chaotic maps does not necessarily enhance the performance of an algorithm. The CH-EABC algorithm might produce a better response on any chaotic map other than a sinusoidal. The induction motor parameters yielding the least error value on the motor 1 dataset are shown in Tables 8 and 9 , where the estimated parameters and calculated percentage error of motor 1 are given using the approximate and exact models. The results replicate the aforementioned discussion. Table 8 . Estimated parameters and percentage error using the approximate model of motor 1.
Manufacturer 42 Table 9 . Estimated parameters and percentage error using the exact model of motor 1. The induction motor parameters yielding the least error values for the motor 2 dataset are shown in Tables 10 and 11 , where the estimated parameters and calculated percentage error of motor 2 are given using the approximate and exact models. The results replicate aforementioned discussion. Table 11 . Estimated parameters and percentage error using the exact model of motor 2.
Manufacturer 370 260 190 
Comparison with the PSO and GA algorithms
The performance of the proposed optimization algorithm is compared with those of the PSO and GA for the parameter estimation. PSO is a prominent element of the swarm intelligence-based optimization algorithms, whereas GA is an efficient element of the evolutionary optimization algorithms [11] . The results of the PSO and GA for the parameter estimation of the induction motor were taken from [11] . The data of the induction motor and parameter settings of the PSO and GA can also be seen in [11] . The PSO and GA are run for 200 generations, whereas the proposed EABC algorithm is run for 100 generations, for the same population size.
As the authors in [11] only reported the best results among 30 runs, the comparison is also carried out only on the basis of the best results. The results reported in Tables 12 and 13 state that the proposed optimization algorithm (EABC) results in the most optimal results among the compared optimization algorithms, even though the proposed algorithm is run for half (100) of the total number of generations (200) that the PSO and GA are run for. This proves that the proposed optimization algorithm is the most balanced optimization algorithm in terms of the exploration and the exploitation capabilities.
Comparison with the artificial immune algorithm
The performance of the proposed optimization algorithm is compared with that of the artificial immune (AI) optimization algorithm. The AI algorithm is one of various recently proposed efficient optimization algorithms. The results of the AI algorithm for the parameter estimation of an induction motor were taken from [6] . The data of the induction motor and the parameter settings of the AI algorithm can also be seen in [6] . The AI algorithm is run for 50 iterations. The proposed algorithm is also run for the same number of iterations. The authors in [6] only reported the best results among 20 runs. Therefore, the performance of the proposed algorithm is compared with the AI algorithm on the basis of the best results among 20 runs. Table 13 . Comparative results of the PSO, GA, and EABC optimization algorithms on motor 2. The results of the AI and EABC algorithms are tabulated in Tables 14 and 15 for motors 1 and motor 2, respectively. The reported results show that the proposed EABC algorithm outperforms the AI optimization algorithm for the parameter estimation of an induction motor. The proposed algorithm outperforms the AI algorithm on both motors' datasets. 
Comparison with the conventional method
As clearly mentioned in Section 1, the iterative methods are the most commonly used and the most economical methods among the various available induction motor parameter estimation methods. Therefore, in this research work, the performance of the proposed optimization algorithm is compared with an enhanced nonlinear iterative method for induction motor parameter estimation. The enhanced nonlinear iterative method (SOLNP) was proposed in [8] . The induction motor data can also be seen in [8] , although the authors did not mention the number of iterations for which the SOLNP was run. However, the proposed EABC algorithm is run for 50 iterations. Table 16 presents the best results of the proposed algorithm and the SOLNP algorithm for comparison, and the induction motor parameters in per-unit (pu) values are presented. Table 16 suggests that the proposed algorithm results in a lower percentage of error than the SOLNP. Hence, the results clearly establish the superiority of the proposed optimization algorithm for the parameter estimation of an induction motor. 
Conclusion
This research work has proposed an efficient variant of the ABC algorithm, the EABC. The proposed algorithm was extensively compared with the standard ABC algorithm, its variants, and other commonly used methods for estimating the parameters of an induction motor. The comparative analysis proved that the proposed algorithm has the best convergence (shown by the least average error) and also possesses the best capability to find the most optimal induction motor parameters (shown by the minimum least error) compared to the other algorithms, as it is able to capitalize on multiple so-far best-found locations of the search space. Furthermore, the comparative analysis revealed that the initialization of the food sources using chaotic maps may enhance the searching ability of the optimization algorithms. Nevertheless, the performance enhancement of the bioinspired optimization algorithms through the chaotic map initialization technique is subject to the chosen chaotic map.
