Abstract: In this article, we introduce the notion of topological equivalence, differential equivalence, linear equivalence for linear controlled systems and study the corresponding classification of such systems.
INTRODUCTION
Consider a time-invariant linear controlled system of the following form
where x ∈ lR n is the state, u ∈ lR m is the control, A, B are real matrices of dimensions n × n and n × m, respectively. Since system (1) is uniquely determined by the pair of matrices A and B, we denote it by (A, B). The main purpose of this article is to study the classification of system (1) . The classification problem for the linear completely controllable system was discussed around 1970. Brunovsky [2] defined the concept of feedback equivalence and showed that there are only finitely many feedback equivalence classes and each of which can be represented by a simple canonical form. A few years later, B. C. Liang extended Brunovsky's result to the case where the system is not completely controllable (see [3] ). In what follows, we introduce three types of equivalence for system (1) . For this, we consider systems
and
Here, x, y ∈ lR n are the states, u, v ∈ lR m are the control, A i , B i are real matrices of dimensions n × n and n × m, respectively (i = 1, 2). Definition 1. 1) Systems (2) 
2) Systems (2) 
where P , Q are nonsingular matrices of dimensions n × n and m × m, F is an m × n matrix. Linear equivalence was called feedback equivalence in [2] (see also [3] , [4] ). The rest of this paper is organized as follows. In Section 2, we recall some known results about the linear classification for system (1). In Section 3, we show the differential classification for system (1). In Section 4, we study the topological classification for the same system.
LINEAR CLASSIFICATION
This section is addressed to the linear classification for system (1).
For this purpose, put
Denote by L j = L j (A, B) the linear subspace of lR n , spanned by the column vectors of (B, AB,
We can choose a basis S of lR k from the column vectors of (B, AB, · · · , A n−1 B) in such a way that the vectors
We associate with every column b i a number p i , such that
By reordering suitably the columns of B we can achieve that
have the following properties:
Let us recall the following known results, which provide a completely linear classification for system (1). Theorem 1. (cf. [3] ) System (A, B) is linearly equivalent to the following system ( A, B): 
where
In the sequel, we will call the pair ( A, B) in Theorem 1 the canonical form of (A, B). Denote by n − , n + and n 0 respectively the numbers of matrix M 's eigenvalues with negative real parts, positive real parts and zero real parts. We set S(M ) = (n − , n + , n 0 ).
DIFFERENTIAL CLASSIFICATION
This section is addressed to studying differential classification for system (1). The main result in this section is as follows, which says that differential classification for system (1) 
A2(t−s) B 2 G(x(s), u(s))ds.
Taking t = 0 in the above, we get H(x 0 ) = y 0 . Thus,
Differentiating (4) with respect to x 0 and letting x 0 = 0, u = 0, we arrive at
Differentiating (5) with respect to t and letting t = 0, we arrive at
Since H is a diffeomorphism of lR n , we have
is nonsingular. By (6) we obtain that
Differentiating (4) with respect to t and letting t = 0, x 0 = 0, u = u 0 , we arrive at
Differentiating (8) with respect to u 0 and letting u 0 = 0, we arrive at
Since (H(x, t), G(x, u) ) is a diffeomorphism of lR n ×lR m , we have D u G(0, 0) is nonsingular. By (7), (9) and noting Remark 2, we arrive at the desired result. This completes the proof Theorem 2.
TOPOLOGICAL CLASSIFICATION
This section is addressed to studying topological classification for system (1) . We remark that any ordinary differential equation can be regarded as a controlled system without control. To begin with, we show that an ordinary differential system can not be topological equivalent to any controlled system with efficient control, i.e., Proposition 1. If B 1 = 0 and B 2 = 0, then system (2) is not topologically equivalent to system (3) . Proof. Assume that system (2) is topologically equivalent to system (3) and the equivalent function from (2) to (3) is (H(x), G(x, u) ). Then H(x) is a diffeomorphism of lR n . Fix any x 0 ∈ lR n . Since B 1 = 0, there exists a u 0 ∈ lR m such that B 1 u 0 = 0. Put,
It is easy to see that there is a t 0 ∈ lR such that
which is a contradiction. This completes the proof of Proposition 1. The main result in the section is as follows. Theorem 3. Assume the canonical form of system (A i , B i ) is
where 
