is likely to stimulate renewed interest in the possibility of presynaptic protein translation in axon terminals of glutamatergic neurons and additional classes of interneurons as well.
That protein synthesis in axon terminals is possible and represents a key process contributing to presynaptic iLTD is an intriguing concept, as it provides a clear mechanism for a subset of a neuron's synaptic connections to independently respond to their unique environments. However, critical unanswered questions arise as well. What proteins are translated in these GABAergic presynaptic terminals, and how do they serve as a molecular switch linking CB1 activation to a long-lasting decrease in neurotransmitter release probability? Some clues may be found in earlier studies from the Castillo group and others concerning the molecules involved in eCB-LTD. Intraterminal signaling involving cyclic AMP (cAMP) has been implicated in presynaptic LTD at several synapses, and thus proteins that are part of this signaling system (e.g., adenylyl cyclase and PKA) may be produced in the LTD process (Atwood et al., 2014) . The vesicle-associated protein Rim1a also appears to have a key role in eCB-LTD, as shown by the Castillo group and others (Chevaleyre et al., 2007) , and this protein, or proteins that regulate Rim1a, may also be locally produced (Castillo, 2012) . Other possibilities include proteins involved in vesicle fusion, structural proteins that influence the function of the axon terminal, and proteins that modulate the function of other players in neurotransmitter release, such as voltage-gated calcium channels. Identification of RNA species present in the terminals will provide valuable information about the mechanistic possibilities brought into play by presynaptic translation. Furthermore, employing proteomics approaches to identify presynaptic proteins that show altered expression levels after prolonged CB1 activation could expose novel participants in the long-term regulation of neurotransmitter release. The finding that presynaptic protein synthesis is required for eCB-LTD provides an intriguing foundation for further elucidation of the specific mechanisms governing synaptic plasticity. New research published in Neuron describes assignment of cortical layer to single neurons recorded in awake monkeys. Applying the procedure to perirhinal cortex, Koyano et al. (2016) found marked and unsuspected differences among layers in the coding of associative memory signals.
A lot of what we know about the neuronal mechanisms of cognition comes from single-unit recordings in behaving monkeys. In such studies, the recorded neurons are localized at the area (e.g., primary visual cortex) or patch (e.g., face patch) level.
However, to understand the information flow during cognition at the neural circuit level requires not only localizing the neuron in areas along the horizontal dimensions, but also vertically. Indeed, recording studies in anesthetized animals, in which electrode penetrations are marked with electrolytic lesions followed by histological analysis, showed that neurons in different cortical layers (the vertical dimension) differ in their stimulus selectivity and response latencies (Reid and Alonso, 1996) . Such information about the layer the neuron was recorded in, combined with anatomy, is mandatory for understanding the neuronal mechanisms of cognition at the circuit level.
Identifying the layer of neurons recorded in awake monkeys is far from trivial, however. In behaving monkey single-unit studies, the long duration of the recordings (sometimes for months if not years in different areas of the same animal) as well as the large number of neurons recorded at different depths and in different penetrations preclude the successful use of traditional methods to localize neurons that combine electrolytic lesions and histology. Recently, multi-contact laminar electrodes have been used to record simultaneously from different layers (e.g., Self et al., 2013) . When combined with current source density (CSD) analysis of local field potentials, such laminar recordings can be used to obtain a low-resolution picture of the laminar lay-out of the recorded neurons. This technique works well when it is known in which layer short-latency current sinks are expected (e.g., primary visual cortical layer 4) and when the feedforward input is not broadly distributed among layers, unlike in some higher areas (Saleem et al., 1993) . Also, the laminar electrode needs to be perpendicular to the cortex, which is not always feasible and difficult in or close to a fundus. Koyano et al. (2016) have demonstrated now that it is possible to localize in behaving monkeys the layer a neuron was recorded from. They were able to identify the layer of single neurons in a functionally defined patch, close to a sulcus, of the perirhinal cortex. They penetrated the cortex with an electrode, held in place by an MRI-compatible microdrive for days, and on alternating days recorded from single neurons and took high-resolution structural MRI scans. The MRI scans allowed precise visualization of the electrode tip in the cortical tissue. After repeating this for several weeks, the authors coregistered in 3D postmortem histological sections of the brain tissue of the same monkeys and MRI images obtained between the recording sessions. To facilitate this non-trivial coregistration of histological sections and MRI images, the authors employed elgiloy electrodes to make iron deposits in the brain at selected locations (Koyano et al., 2011) , which are visible in the MRI images and in the histology. Thus, by combining microdrive depth readings of the recorded neurons, MRI, iron deposits as fiducial markers, and histology, the authors were able to identify the layer of the neurons. Koyano et al. (2016) employed this procedure to investigate whether associative memory signals in perirhinal area 36 depend on cortical layer. For decades, the Miyashita group has studied the responses of perirhinal neurons while monkeys were performing a paired associative memory task. Paired associative tests have a long history in the study of memory, the first such test being developed in 1894 by Mary Whiton Calkins, and are used not only in basic research but also in clinical settings to test for memory deficits. In these tests, the subject learns to associate members of pairs of items and then, when presented with one item of a pair, needs to recall its associated member. In their version, Koyano et al. (2016) used 24 visual shapes that were grouped arbitrarily into 12 pairs. The task was as follows (Figure 1 ): during fixation, one of the shapes (the ''cue'') was presented for 300 ms, followed by a 2,000-ms-long delay period. After the delay period, two other shapes were presented simultaneously: the shape (the ''target'') that was paired with the cue and another shape of the stimulus set. The monkey had to touch the target in order to obtain a reward. Successful performance in this task requires long-term memory of the association between cue and target stimuli and retrieval of the target following the cue presentation. We know from lesion studies that perirhinal cortex is necessary for successful performance in visual association tasks (Murray et al., 1993) . Previous single-unit studies showed neural correlates of associative long-term memory and of target retrieval in perirhinal cortex (Osada et al., 2008) . As a result of training, some perirhinal neurons that respond to one stimulus of a pair also tend to respond to the other member of that pair. Also, many perirhinal neurons are active during the delay between cue and target. In some neurons, ''cue holding'' neurons, this delay activity reflects the selectivity for the cue stimulus: high delay activity for the preferred cue of the neuron, low delay activity for a non-preferred cue. However, other neurons, ''pair-recall'' neurons, represent already the target following cue onset before target appearance, demonstrating retrieval of the target. Thus, a ''pair-recall'' neuron that prefers the target but not the cue stimulus of a particular trial will (of course) not respond to that cue stimulus but will show a response during the delay period, reflecting the target that is associated with the cue (Sakai and Miyashita, 1991) .
When Koyano et al. (2016) identified the layer of more than 600 perirhinal neurons recorded when the animal was performing the pair association task, they found marked and surprising differences in the properties of the neurons depending on their layer (Figure 1 ). Neurons in layers 2, 3, and 4 behaved similarly by showing moderate cue-holding responses but little target-related activity during the delay period. These neurons fired strongly during and after the preferred cue, but less in the later part of the delay period, representing mainly the cue stimulus. Neurons in layers 5 and 6, however, showed a more sustained delay activity which, unlike in supragranular layers, also reflected the associated target. Because of the high resolution with which they could localize the neuron's location, they could compare the functional properties of layer 5 and 6 neurons. They found that layer 5 neurons represented both cue and target during the delay activity. In fact, the ''cue holding'' activity in layer 5 was stronger throughout the delay period than in supragranular layers and it was more sustained than in layer 6. The information about the target was present in both layers 5 and 6 during the delay period, but, on average, this target-related activity appeared earlier in layer 5 than in layer 6. They found evidence for a population of layer 6 neurons (Figure 1 ) that showed relatively late target-and short cue-related activity during the delay period. Interestingly, the spiking activity of this population of layer 6 neurons, but not of other layer 6 or layer 5 neurons, was locked to the phase of the theta band local field potential.
These results show that the granular and supragranular perirhinal neurons represent the cue stimulus and keep it online while the infragranular layer neurons, in addition, represent the associated stimulus. Furthermore, the presence of both cueand target-related activity in layer 5 hint at the possibility that the layer 5 neurons participate in the recall of the target based on the cue. A previous study suggested that perirhinal neurons with ''cue-holding'' activity talk to neighboring neurons with ''pair-recall'' activity during the pair association task (Hirabayashi et al., 2013) . The layer(s) of these neuron pairs was unknown, but the present study suggests that this may occur in layer 5, which could be addressed in future studies. The late target-related delay activity in layer 6 may be involved in transferring the target information to other brain structures.
This new laminar framework of the processing of memory signals in perirhinal cortex needs further investigation. The same group proposed before that during the cue period of the pair-association task, signals flow from CSD-identified granular to supragranular layers and from supragranular to infragranular layers. During the delay period, however, the signal flow reverses, going from infragranular to supragranular layers (Takeuchi et al., 2011) . This may be studied in the future in greater detail with simultaneous recordings of multiple neurons in identified layers during the execution of the memory task. Also, the procedure to identify neurons in different layers may be generalized to recordings in multiple areas to study the information flow between different layers of different areas during cognitive tasks. For instance, one could establish whether indeed the layer 6 perirhinal neurons underlie the emergence of pair-coding activity in other areas, such as the more dorsal area TE (Naya et al., 2003) , and also how the task-related information is processed in different layers of TE. One can envisage experiments in which one manipulates, during a particular period of the task, the activity of neurons in one or neighboring layers of an area that project to another layer of the same or a different area and study the effects of the temporal perturbation on the activity in neurons of that layer. Given the recent rise of monkey optogenetic studies (Gerits and Vanduffel, 2013 ) and the possibility to localize electrode tips with structural MRI, such causal experiments, dissecting the neural circuits of cognitive function with an unprecedented detail in primates, can become a reality.
