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Abstract
The multi-period single-sourcing problem (MPSSP) is the problem of finding an as-
signment, over time, of customers to warehouses such that each customer is assigned
to exactly one warehouse in each period, subject to capacity constraints, and such
that the total transportation and inventory costs are minimized. We propose a gen-
eral stochastic model for the MPSSP, and derive a tight condition on this stochastic
model under which the MPSSP is feasible with probability one when the number
of customers goes to infinity. This result can be used to generate suitable experi-
mental data. Moreover, we show that the normalized optimal value of the problem
converges almost surely to a constant, for which we provide an explicit expression;
this property can be useful in constructing asymptotically optimal heuristics for the
problem. The rate of convergence to the limiting value is illustrated empirically.
Key words: Probabilistic analysis, Generalized Assignment Problem, dynamic
assignments.
1 Introduction
An important problem in logistics faced by a supplier is the timing of produc-
tion, and the supply of customers’ demand. We consider the problem where,
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for a given planning horizon, customers’ demand pattern for a certain product
is known. The producer (or supplier) is faced with certain restrictions when
deciding on how to best satisfy these demands. The model we propose in this
paper to address this problem is dynamic in nature, in contrast with many
of the quantitative models proposed in the literature which assume a static
environment. The fact that our model is dynamic enables us to handle a dy-
namic demand pattern of the customers, which is especially relevant if the
demand pattern exhibits significant seasonality. In addition, our model en-
ables us to support inventory decisions explicitly. Related literature, focusing
on static models, can be found in Geoffrion and Graves [12], Benders et al. [3],
and Fleischmann [11]. Duran [8] studies a dynamic model for the planning of
production, bottling, and distribution of beer, but focuses on the production,
instead of the distribution, process. Chan, Muriel and Simchi-Levi [7] study a
dynamic, but uncapacitated, distribution problem.
The logistics network of the supplier consists of a number of production facil-
ities, as well as a number of warehouses for intermediate storage of the prod-
uct. For simplicity, we will assume that there are as many warehouses as there
are production facilities, and each warehouse is associated with exactly one
production facility. Moreover, we assume that each warehouse has essentially
unlimited physical and throughput capacity. In other words, we have that its
physical capacity is sufficient to be able to store the cumulative excess pro-
duction of its corresponding production facility, even if this facility produces
to full capacity in each period. In addition, the throughput capacity is large
enough for the warehouse to be able to supply any combination of customers
assigned to it. Finally, each customer needs to be delivered by (assigned to) a
unique warehouse in each period. In the remainder of this paper, we will call
a combination of a production facility and its associated warehouse a facility.
The goal of this paper is to provide a probabilistic feasibility and value analysis
of this problem. Probabilistic value analyses have been performed for a large
variety of problems, starting with the pioneering paper by Beardwood, Halton
and Hammersley [2] on a probabilistic analysis of Euclidean TSP’s, spawning
a vast number of papers on the probabilistic analysis of various variants of the
TSP and VRP (see Bramel and Simchi-Levi [4] for an overview, and, for a more
recent example, the probabilistic analysis of the inventory-routing problem by
Chan, Federgruen and Simchi-Levi [6]).
Numerous other problems have also been analyzed probabilistically, for ex-
ample a median location problem (Rhee and Talagrand [18]), the multiknap-
sack problem (Van de Geer and Stougie [26]), a minimum flowtime scheduling
problem (Marchetti Spaccamela et al. [15]), the capacitated facility location
problem (Piersma [16]), the parallel machine scheduling problem (Piersma
and Romeijn [17]), a generalized bin-packing problem (Federgruen and Van
Ryzin [10]), and the flow shop weighted completion time problem (Kaminsky
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and Simchi-Levi [14]). All these applications have in common that feasibility
is not an issue since feasible instances can easily be characterized, so that a
probabilistic analysis of the optimal value of the optimization problem suffices.
Moreover, when empirical process theory is used to perform the probabilistic
analysis, an essential task is to establish a relationship between the optimal
solution values of the problem and its LP-relaxation. Both of these issues call
for a more complicated analysis for the generalized assignment problem (GAP;
see Romeijn and Piersma [20]). In this paper we extend that analysis to the
dynamic multi-period single sourcing problem.
The objective of performing a probabilistic analysis is twofold. Firstly, the fea-
sibility analysis yields a suitable probabilistic model that can be used for ran-
domly generating experimental data for the problem, with the property that
the instances are asymptotically feasible with probability one (see also Hall
and Posner [13] and Romeijn and Romero Morales [21]). Secondly, the value
analysis can give rise to new heuristics that are provably asymptotically opti-
mal. For some examples we refer to Rinnooy Kan, Stougie, and Vercellis [19]
for the multi-knapsack problem, Bramel and Simchi-Levi [4] for an overview
of TSP and VRP-related results, and Romeijn and Romero Morales [24] for
the GAP.
The outline of the paper is as follows. In section 2 we will formally introduce
the multi-period single-sourcing problem. In section 3 we will analyze the
feasibility of the problem, and in section 4 we will analyze its optimal solution
value. In section 5 some numerical illustrations will be given, and the paper
will be concluded in section 6.
2 The multi-period single-sourcing problem
Let n denote the number of customers, m the number of facilities, and T the
planning horizon. The (nonnegative) demand of customer j in period t is given
by djt, while the production capacity at facility i in period t is equal to bit. The
costs of assigning customer j to facility i in period t are cijt (and are a function
of both production and transportation costs). The inventory holding costs at
facility i in period t are hit (and actually consist of the true inventory holding
costs and the difference between producing in two consecutive periods).
Finally, one may want to include an equilibrium situation, where the demand is
assumed stationary with cycle length T . That is, dj,T+1 = dj1, dj,T+2 = dj2, . . ..
In other words, the demand pattern is cyclic with period T . As a consequence,
the inventory pattern at the facilities will (without loss of optimality) be cyclic
as well. To be able to incorporate both the cyclic and the acyclic case in
one model, we introduce the set C ⊆ {1, . . . ,m} of facilities at which the
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inventory pattern is restricted to be cyclic. However, since the only interesting
and realistic cases are the two extremes C = Ø and C = {1, . . . ,m}, we will
pay particular attention to those two cases.
The multi-period single-sourcing problem (MPSSP) can now be formulated as
follows:
minimize
T∑
t=1
m∑
i=1
n∑
j=1
cijtxijt +
T∑
t=1
m∑
i=1
hitIit
subject to
n∑
j=1
djtxijt + Iit≤ bit + Ii,t−1 i = 1, . . . ,m; t = 1, . . . , T
m∑
i=1
xijt=1 j = 1, . . . , n; t = 1, . . . , T
Ii0= IiT i ∈ C
Ii0=0 i 6∈ C
xijt ∈ {0, 1} i = 1, . . . ,m; j = 1, . . . , n; t = 1, . . . , T
Iit≥ 0 i = 1, . . . ,m; t = 1, . . . , T
where xijt is 1 if customer j is assigned to facility i in period t and 0 otherwise,
and Iit denotes the inventory level at facility i at the end of period t.
This problem is a generalization of the (static) single-sourcing problem (SSP)
which, in turn, is a special case of the classic GAP (by imposing that the
requirement parameters only depend on the customer, or job). Similarly, the
MPSSP can be generalized by replacing the demand parameters djt by re-
quirement parameters aijt that depend, in addition to the customer j and the
period t, also on the facility i. This problem could then be called the multi-
period generalized assignment problem (MPGAP). Many results in this paper
can, with no additional effort, be generalized to the MPGAP. However, since
at this point we do not have a useful practical interpretation of the MPGAP,
we will not explicitly deal with this generalization, and focus on the MPSSP.
In order to probabilistically analyze the problem, we propose a probabilistic
model for its parameters, in a similar way as for the GAP (see Dyer and
Frieze [9] and Romeijn and Piersma [20]) 1 . Let Dj = (Djt)t=1,...,T be i.i.d.
random vectors in the bounded set [D,D]T (where D > 0), and similarly,
Cj = (Cijt)i=1,...,m; t=1,...,T i.i.d. vectors in the bounded set [C,C]
mT . Note that
the vectors Dj and Cj are allowed to be correlated, but the characteristics
1 Throughout this paper, random variables will be denoted by capital letters, and
their realizations by the corresponding lowercase letters.
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of any two customers are independent. Furthermore, note that there are no
restrictions on the distribution of the customer characteristics, other than the
existence of upper and lower bounds as stated above. Since the demands of the
customers are independent of the number of customers n, the capacities need
to grow with n in order to allow for feasible instances when n grows. Again
following the probabilistic models that have been proposed for the GAP, we
set bit = βitn, for positive constants βit. Observe that m and T are fixed, and
thus the size of the MPSSP only depends on n.
3 Feasibility in the MPSSP
3.1 General result
One of the main difficulties of the GAP is to verify if there exists at least
one feasible solution. It is easy to see that the same difficulty arises for the
MPSSP. In this section we will consider an auxiliary problem to analyze the
feasibility of the MPSSP. This problem measures the minimal extra capacity
needed for finding a feasible solution of the MPSSP. The auxiliary problem
reads:
maximize s
subject to (A)
n∑
j=1
djtxijt + Iit≤ bit + Ii,t−1 − s
i = 1, . . . ,m; t = 1, . . . , T
m∑
i=1
xijt=1 j = 1, . . . , n; t = 1, . . . , T
Ii0= IiT i ∈ C
Ii0=0 i 6∈ C
xijt ∈ {0, 1} i = 1, . . . ,m; j = 1, . . . , n; t = 1, . . . , T
Iit≥ 0 i = 1, . . . ,m; t = 1, . . . , T.
It is easy to see that this problem always has a feasible solution. Let vn be
the optimal value of (A), and vLPn be the optimal value of the LP-relaxation of
(A). Thus, the MPSSP is feasible if and only if vn ≥ 0. The following lemma
shows that the values vn and v
LP
n remain close, even if n grows large.
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Lemma 1 The difference between the optimal solution values of (A) and its
LP-relaxation satisfies:
vLPn − vn ≤ mTD.
PROOF. Rewrite the problem (A) with equality constraints and nonnegative
variables only, and eliminate the variables Ii0. We then obtain a problem
with, in addition to the assignment constraints, mT equality constraints. Now
consider the optimal solution to the LP-relaxation of (A). The number of
variables having a nonzero value in this solution is no larger than the number
of equality constraints in the reformulated problem. Since there is at least
one nonzero assignment variable corresponding to each assignment constraint,
and exactly one nonzero assignment variable corresponding to each assignment
that is feasible with respect to the integrality constraints of (A), there can be
no more than mT assignments that are broken. Converting the optimal LP-
solution to a feasible solution to (A) by arbitrarily changing only those broken
assignments yields a solution to (A) that exceeds the LP-solution value by at
most mT ·D. 2
The following theorem uses empirical process theory to characterize the be-
haviour of the random variable V LPn . We will denote the set of non-negative
real numbers by R+, i.e., R+ = [0,∞), and the expectation operator by E .
Theorem 2 There exist constants `F and R1 such that, for each n ≥ 1 and
δ > 0,
Pr
(∣∣∣ 1nV LPn −∆∣∣∣ > δ) ≤
(
Kδ
√
n
`FR1
)`F
· exp
(
−2δ
2n
R21
)
where K is a universal constant,
∆ = min
λ∈S
(
T∑
t=1
m∑
i=1
λitβit −
T∑
t=1
E
(
min
i=1,...,m
λitD1t
))
where
S = {λ ∈ RmT+ :
T∑
t=1
m∑
i=1
λit = 1;
λi,t+1 ≤ λit, i = 1, . . . ,m, t = 1, . . . , T − 1; λi1 ≤ λiT , i ∈ C}. (1)
PROOF. See the appendix. 2
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Note that the region S defined in theorem 2 could be rewritten as follows:
S = {λ ∈ RmT+ :
T∑
t=1
m∑
i=1
λit = 1; λit = λi1, i ∈ C, t = 2, . . . , T ;
λi,t+1 ≤ λit, i 6∈ C, t = 1, . . . , T − 1}. (2)
For convenience, we will make the following definition:
Definition 3 Define
∆ = min
λ∈S
(
T∑
t=1
m∑
i=1
λitβit −
T∑
t=1
E
(
min
i=1,...,m
λitD1t
))
to be the excess capacity.
In theorem 4, a straightforward generalization of theorem 3.2 in Romeijn and
Piersma [20], it is shown that instances of the MPSSP are asymptotically
feasible with probability one if the excess capacity is strictly positive, and
asymptotically infeasible with probability one if the excess capacity is strictly
negative.
Theorem 4 As n→∞, the MPSSP is feasible with probability one if ∆ > 0,
and infeasible with probability one if ∆ < 0.
PROOF. Recall that the MPSSP is feasible if and only if Vn is nonnegative.
Therefore,
Pr(MPSSP is feasible) =Pr(Vn ≥ 0)
≤Pr(V LPn ≥ 0)
=Pr( 1nV
LP
n −∆ ≥ −∆)
≤Pr(| 1nV LPn −∆| ≥ −∆).
It follows that the MPSSP is feasible with probability zero (and thus infeasible
with probability one) if ∆ < 0 since then, for 0 < ε < −∆,
Pr(| 1nV LPn −∆| ≥ −∆)≤Pr(| 1nV LPn −∆| > ε)
≤
(
Kε
√
n
`FR1
)`F
· exp
(
−2ε
2n
R21
)
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by Theorem 2, and
∞∑
n=1
(
Kε
√
n
`FR1
)`F
· exp
(
−2ε
2n
R21
)
<∞.
Similarly,
Pr(MPSSP is infeasible) =Pr(Vn < 0)
≤Pr(V LPn −mTD < 0)
=Pr( 1nV
LP
n −∆ < mTD/n−∆)
≤Pr(| 1nV LPn −∆| > ∆−mTD/n).
It follows that the MPSSP is infeasible with probability zero (and thus feasible
with probability one) if ∆ > 0 since then, for n > mTD/∆,
Pr(| 1nV LPn −∆| > ∆−mTD/n) ≤
≤
(
K(∆n−mTD)
`FR1
√
n
)`F
· exp
(
−2(∆n−mTD)
2
nR21
)
by Theorem 2, and
∑
n>mTD/∆
(
K(∆n−mTD)
`FR1
√
n
)`F
· exp
(
−2(∆n−mTD)
2
nR21
)
<∞.
2
3.2 Explicit feasibility conditions
The feasibility condition that the excess capacity be strictly positive can be
used to choose suitable values for, in particular, the capacity parameters in a
stochastic model, as a function of the probability distributions of the demand
and cost parameters. To be more precise, the feasibility condition allows that
the tightness of problem instances can be controlled by suitably choosing the
value of the excess capacity. See also Romeijn and Romero Morales [21] for
suitable parameter choices in stochastic models for the GAP.
However, the value of the excess capacity as given in definition 3 is difficult to
compute in that form. Therefore we will, in this section, make the feasibility
condition derived in the previous section more explicit for the pure cyclic and
pure acyclic cases.
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We will first consider the case where the demand data is cyclic, i.e., C =
{1, . . . ,m}. The following theorem shows that we then simply need to impose
that the total storage capacity over all periods that is available per customer
should be larger than the total expected demand per customer over all periods.
Theorem 5 If C = {1, . . . ,m}, then instances generated by the stochastic
model are asymptotically feasible with probability one if
T∑
t=1
E(D1t) <
T∑
t=1
m∑
i=1
βit (3)
and infeasible with probability one if the inequality is reversed.
PROOF. We will first show that condition (3) is equivalent to the excess
capacity ∆ being strictly positive. In this case, the excess capacity reads
∆ = min
λ∈S
(
T∑
t=1
m∑
i=1
λitβit −
T∑
t=1
E
(
min
i=1,...,m
λitD1t
))
where
S =
{
λ ∈ RmT+ :
T∑
t=1
m∑
i=1
λit = 1;λit = λi1, i = 1, . . . ,m, t = 2, . . . , T
}
.
Now define
S ′ =
{
λ ∈ Rm+ :
m∑
i=1
λi = 1
}
.
Then we can write
∆=
1
T
·min
λ∈S′
(
T∑
t=1
m∑
i=1
λiβit −
T∑
t=1
E
(
min
i=1,...,m
λiD1t
))
=
1
T
·min
λ∈S′
(
m∑
i=1
λi ·
(
T∑
t=1
βit
)
− min
i=1,...,m
λi ·
T∑
t=1
E(D1t)
)
. (4)
Note first that ∆ > 0 implies the condition in the theorem, which is therefore
necessary. To prove sufficiency, it suffices to show that the condition implies
that the expression to be minimized is strictly positive for all λ ∈ S ′ (since
S ′ is compact). First consider vectors λ ∈ S ′ for which at least one element
is equal to zero. Then the relevant expression reduces to
∑m
i=1 λi ·
(∑T
t=1 βit
)
,
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which is clearly positive, since all βit’s are positive, and at least one λi is
positive. So it remains to verify that the expression is positive for all vectors
λ ∈ S ′ for which λmin ≡ mini=1,...,m λi > 0. For those λ’s, we have
m∑
i=1
λi ·
(
T∑
t=1
βit
)
− min
i=1,...,m
λi ·
T∑
t=1
E(D1t) =
=
m∑
i=1
λi ·
(
T∑
t=1
βit
)
− λmin ·
T∑
t=1
E(D1t)
≥
m∑
i=1
λmin ·
(
T∑
t=1
βit
)
− λmin ·
T∑
t=1
E(D1t)
= λmin ·
(
T∑
t=1
m∑
i=1
βit −
T∑
t=1
E(D1t)
)
> 0
by the assumption in the theorem, which shows the sufficiency of the condition.
Finally, if the inequality in (3) is reversed, it is easy to see that ∆ < 0 by
considering λi =
1
m , i = 1, . . . ,m, in equation (4). 2
The second case we will consider is the case where the demand data is acyclic,
i.e., C = Ø.
Theorem 6 If C = Ø, then instances generated by the stochastic model are
asymptotically feasible with probability one if
τ∑
t=1
E(D1t) <
τ∑
t=1
m∑
i=1
βit for τ = 1, . . . , T (5)
and infeasible with probability one if at least one of the inequalities is reversed.
PROOF. We will first show that condition (5) is equivalent to the excess
capacity ∆ being strictly positive, i.e.,
min
λ∈S
(
T∑
t=1
m∑
i=1
λitβit −
T∑
t=1
E
(
min
i=1,...,m
λitD1t
))
> 0
where
S=
{
λ ∈ RmT+ :
T∑
t=1
m∑
i=1
λit = 1;
λi,t+1 ≤ λit, i = 1, . . . ,m, t = 1, . . . , T − 1} .
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Now note that
min
λ∈S
(
T∑
t=1
m∑
i=1
λitβit −
T∑
t=1
E
(
min
i=1,...,m
λitD1t
))
=
=min
λ∈S
(
T∑
t=1
m∑
i=1
λitβit −
T∑
t=1
E(D1t) · min
i=1,...,m
λit
)
.
Since S is compact, the sufficiency of condition (5) follows if that condition
implies that
T∑
t=1
m∑
i=1
λitβit −
T∑
t=1
E(D1t) · min
i=1,...,m
λit > 0 (6)
for all λ ∈ S.
Now let S0 = {λ ∈ S : mini=1,...,m λi1 = 0} and S ′ = {λ ∈ S : mini=1,...,m λi1 >
0}, so that S = S0 ∪ S ′. In order to prove that (6) holds for all λ ∈ S, we will
consider the cases λ ∈ S0 and λ ∈ S ′ separately.
First, let λ ∈ S0. Then, since
min
i=1,...,m
λit ≥ min
i=1,...,m
λi,t+1
for all t = 1, . . . , T −1, we know that mini=1,...,m λit = 0 for t = 1, . . . , T . Thus,
T∑
t=1
λitβit −
T∑
t=1
E(D1t) · min
i=1,...,m
λit =
T∑
t=1
λitβit > 0. (7)
Next, consider λ ∈ S ′. Then
T∑
t=1
m∑
i=1
λitβit −
T∑
t=1
E(D1t) · min
i=1,...,m
λit ≥
≥
T∑
t=1
m∑
i=1
(
min
ν=1,...,m
λνt
)
βit −
T∑
t=1
E(D1t) · min
i=1,...,m
λit
for all λ ∈ S ′. Now
T∑
t=1
m∑
i=1
(
min
ν=1,...,m
λνt
)
βit −
T∑
t=1
E(D1t) · min
i=1,...,m
λit > 0
if and only if
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T∑
t=1
m∑
i=1
(
minν=1,...,m λνt∑T
t′=1minν=1,...,m λνt′
)
βit−
T∑
t=1
E(D1t) ·
(
minν=1,...,m λνt∑T
t′=1minν=1,...,m λνt′
)
> 0
(note that
∑T
t′=1minν=1,...,m λνt′ ≥ minν=1,...,m λν1 > 0 since λ ∈ S ′). This is
true for all λ ∈ S ′ if
min
µ∈S′′
(
T∑
t=1
(
m∑
i=1
βit
)
µt −
T∑
t=1
E(D1t)µt
)
> 0 (8)
where
S ′′ = {µ ∈ RT+ :
T∑
t=1
µt = 1; µt ≥ µt+1, t = 1, . . . , T − 1}.
Since the minimization problem (8) is a linear programming problem, we can
restrict the feasible region to the set of extreme points of S ′′. These are given
by
µ
(τ)
t =

1
τ
t = 1, . . . , τ
0 t = τ + 1, . . . , T
for all τ = 1, . . . , T (see Carrizosa et al. [5]). The desired result now follows
easily.
Finally, suppose that, for some τ = 1, . . . , T , the inequality in (5) is reversed.
Then it is easy to see that ∆ < 0 by choosing
λit =

1
mτ
t = 1, . . . , τ
0 t = τ + 1, . . . , T.
2
Comparing condition (5) with the corresponding condition (3) in the cyclic
case, we see that they are very similar. The difference is that, in the acyclic
case, we need to impose a condition on the cumulative aggregate capacity
for each planning horizon τ = 1, . . . , T , instead of just for the full planning
horizon T , as is sufficient in the cyclic case. This makes sense, since we have
lost the option to essentially be able to produce in “later” periods for usage
in “earlier” (modulo T ) periods.
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4 The optimal solution value of the MPSSP
In the remainder of this paper, we will denote the optimal solution value of
the MPSSP by Zn, and of its LP-relaxation by Z
LP
n .
4.1 The LP-relaxation
Given feasibility of the MPSSP (and thus also of its LP-relaxation), we can now
analyze the optimal solution value ZLPn of the LP-relaxation of the MPSSP.
Theorem 7 If the excess capacity is strictly positive, there exist constants `G
and R2 such that, for every n ≥ 1 and δ > 0,
Pr
(∣∣∣ 1nZLPn − θ∣∣∣ ξF > δ) ≤
(
Kδ
√
n
`GR2
)`G
· exp
(
−2δ
2n
R22
)
where K is a universal constant, ξF is the indicator function taking the value
1 if the instance is feasible, and 0 otherwise, and where
θ = max
λ∈Sˆ
(
T∑
t=1
E
(
min
i=1,...,m
(Ci1t + λitD1t)
)
−
T∑
t=1
m∑
i=1
λitβit
)
and
Sˆ = {λ ∈ RmT+ : λi,t+1 ≤ hit + λit, i = 1, . . . ,m, t = 1, . . . , T − 1;
λi1 ≤ hiT + λiT , i ∈ C}.
PROOF. See the appendix. 2
The normalized optimal solution value 1
n
Zn of the corresponding MPSSP con-
verges to the same value θ if the difference between ZLPn and Zn is, with
probability one, bounded by a constant, independent of n. In the next section
we will show that this is implied by the feasibility condition for both the cyclic
and acyclic MPSSP.
4.2 Bounding the optimal solution value of the MPSSP
We will first consider the cyclic case.
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Theorem 8 If C = {1, . . . ,m} and
T∑
t=1
E(D1t) <
T∑
t=1
m∑
i=1
βit
then
Zn ≤ ZLPn +
(
(C − C) +D · max
i=1,...,m
(
T∑
t=1
hit
))
·mT (9)
with probability one as n→∞.
PROOF. Consider an instance of the MPSSP, and let xLP denote the opti-
mal assignments in its LP-relaxation. The same argument as in the proof of
lemma 1 yields that the number of infeasible assignments in the LP-relaxation
is at most mT . Now assume that
T∑
t=1
m∑
i=1
bit −
T∑
t=1
m∑
i=1
n∑
j=1
djtx
LP
ijt > 2DmT. (10)
It is easy to see that this implies that
m∑
i=1
 T∑
t=1
bit − n∑
j=1
djtx
LP
ijt
 /D
 ≥ mT.
Therefore, a feasible solution to the MPSSP can be constructed that only
differs from xLP where the assignment in the latter is infeasible. The difference
in objective function values of these two solutions is easily seen to be at most(
(C − C) +D · max
i=1,...,m
(
T∑
t=1
hit
))
·mT.
Now note that
T∑
t=1
m∑
i=1
bit −
T∑
t=1
m∑
i=1
n∑
j=1
djtx
LP
ijt =
T∑
t=1
m∑
i=1
bit −
T∑
t=1
n∑
j=1
djt
(
m∑
i=1
xLPijt
)
=
T∑
t=1
m∑
i=1
bit −
T∑
t=1
n∑
j=1
djt
=n ·
 T∑
t=1
m∑
i=1
βit −
T∑
t=1
1
n
n∑
j=1
djt

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and thus
1
n
 T∑
t=1
m∑
i=1
bit −
T∑
t=1
m∑
i=1
n∑
j=1
djtx
LP
ijt
→ T∑
t=1
m∑
i=1
βit −
T∑
t=1
E(D1t)
with probability one as n → ∞. Thus, as n → ∞, (10) is satisfied with
probability one if (9) holds, which yields the desired result. 2
A similar result holds for the acyclic case.
Theorem 9 If C = Ø and
τ∑
t=1
E(D1t) <
τ∑
t=1
m∑
i=1
βit for τ = 1, . . . , T (11)
then there exists a constant B independent of n such that
Zn ≤ ZLPn +
(
(C − C) +D · max
i=1,...,m
(
T∑
t=1
hit
))
·B
with probability one as n→∞.
PROOF. Consider an instance of the MPSSP, and let (xLP, ILP) denote the
optimal solution to its LP-relaxation. We will first show that, if
τ∑
t=1
m∑
i=1
bit −
τ∑
t=1
m∑
i=1
n∑
j=1
djtx
LP
ijt > mT
τ∑
t=1
(2D)t
Dt−1
for τ = 1, . . . , T (12)
we can find a feasible solution for the MPSSP where the number of assignments
that are different from the ones in the LP-solution is independent of n. The idea
is to show that, for all τ = 1, . . . , T , we can assign all the infeasibly assigned
customers in the periods τ, . . . , T , at the expense of creating new infeasibly
assigned customers in periods τ + 1 and later. Let Bτ denote the number of
infeasible assignments in periods τ, . . . , T . We will show by induction on τ
that we can construct, for τ = 1, . . . , T + 1, a sequence of partial solutions
to the MPSSP such that Bτ ≤ 2DBτ−1/D ≤ mT (2D/D)τ−1 (independent of
n) for all τ = 1, . . . , T , and BT+1 = 0. As we will show below, this result is
sufficient to obtain the desired result.
(i) τ = 1: The same argument as in the proof of lemma 1 yields that the number
of infeasible assignments in the LP-relaxation of the MPSSP is at most mT ,
so B1 ≤ mT , independent of n.
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(ii) Suppose that Bτ ≤ 2DBτ−1/D, for some τ ∈ {1, . . . , T}. We will show
that these assignments can be feasibly assigned, at the expense of creating
Bτ+1 new infeasible assignments only in the periods τ + 1 and later, where
Bτ+1 ≤ 2DBτ/D. To replace the Bτ infeasible assignments by feasible ones,
it suffices to show that the available aggregate capacity in periods 1, . . . , τ
is at least 2D
∑τ
t=1Bt. Now note that the cu rrently available aggregate
capacity is equal to
τ∑
t=1
m∑
i=1
bit −
τ∑
t=1
m∑
i=1
n∑
j=1
djtx
LP
ijt −
m∑
i=1
ILPiτ
and distinguish three cases:
(a)
∑m
i=1 I
LP
iτ = 0. Then the available capacity satisfies
τ∑
t=1
m∑
i=1
bit −
τ∑
t=1
m∑
i=1
n∑
j=1
djtx
LP
ijt > mT
τ∑
t=1
(2D)t
Dt−1
≥ 2D
τ∑
t=1
Bt
by (12) and the upper bound on Bτ .
(b) 0 <
∑m
i=1 I
LP
iτ < 2DBτ . Then, by decreasing all inventories I
LP
iτ (i =
1, . . . ,m) to zero, we again create sufficient available capacity (as in case
(a)).
(c)
∑m
i=1 I
LP
iτ ≥ 2DBτ . Then, by decreasing all inventories ILPiτ (i = 1, . . . ,m)
by a total of 2DBτ , we again create sufficient available capacity.
In case (a), we have resolved all infeasibilities without creating new ones,
so Bτ+1 = 0. In the other cases, by decreasing the inventory at the end
of period τ by at most 2DBτ , we have potentially created infeasibilities in
periods τ + 1 and later. In particular, the number of infeasible assignments
in those periods, Bτ+1, is at most equal to 2DBτ/D.
Note that, as soon as
∑m
i=1 I
LP
it = 0 for some t = 1, . . . , T , we have that
Bt+1 = · · · = BT+1 = 0. Since, without loss of optimality, we can assume
that
∑m
i=1 I
LP
iT = 0, the induction terminates at τ = T with no remaining
infeasibilities. Finally, the number of assignments that is different from the
ones in the LP-solution is at most B ≡ ∑Tt=1Bt. The difference in objective
function values of these two solutions is easily seen to be at most
(
(C − C) +D · max
i=1,...,m
(
T∑
t=1
hit
))
·B.
Now note that, for τ = 1, . . . , T ,
τ∑
t=1
m∑
i=1
bit −
τ∑
t=1
m∑
i=1
n∑
j=1
djtx
LP
ijt =
τ∑
t=1
m∑
i=1
bit −
τ∑
t=1
n∑
j=1
djt
(
m∑
i=1
xLPijt
)
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=
τ∑
t=1
m∑
i=1
bit −
τ∑
t=1
n∑
j=1
djt
=n ·
 τ∑
t=1
m∑
i=1
βit −
τ∑
t=1
1
n
n∑
j=1
djt

and thus
1
n
 τ∑
t=1
m∑
i=1
bit −
τ∑
t=1
m∑
i=1
n∑
j=1
djtx
LP
ijt
→ τ∑
t=1
m∑
i=1
βit −
τ∑
t=1
E(D1t)
with probability one as n → ∞. Thus, as n → ∞, (12) is satisfied with
probability one if (11) holds, which yields the desired result. 2
4.3 Analyzing the solution value of the MPSSP
In this section we will show that the normalized optimal solution to the
MPSSP, 1nZn, converges with probability one to the same constant θ as
1
nZ
LP
n .
This result can be used to construct heuristics that are asymptotically optimal,
in the sense that the normalized heuristic solution value converges with prob-
ability one to the same constant (see Romeijn and Romero Morales [23,22]).
For ease of notation, define ΓC as the upper bound (with probability one) of
the difference between Zn and Z
LP
n , i.e.,
Γ{1,...,m}=
(
(C − C) +D · max
i=1,...,m
(
T∑
t=1
hit
))
·mT
ΓØ=
(
(C − C) +D · max
i=1,...,m
(
T∑
t=1
hit
))
·B
where B is as in theorem 9.
Theorem 10 If the excess capacity is strictly positive, and if C = {1, . . . ,m}
or C = Ø, there exist constants `F , `G, R1, R2, and a universal constant K
such that, for all n > mTD/∆ and δ > ΓC/n,
Pr(| 1nZn − θ| > δ)≤
(
K(δn− ΓC)
`GR2
√
n
)`G
· exp
(
−2(δn− ΓC)
2
nR22
)
+
(
K(∆n−mTD)
`FR1
√
n
)`F
· exp
(
−2(∆n−mTD)
2
nR21
)
.
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Moreover, there exists a constant γ such that, with probability one,
lim sup
n→∞
√
n
log log n
· | 1nZn − θ| ≤ γ.
PROOF. Let χF be an indicator variable that takes the value 1 if an instance
of the MPSSP is feasible, and 0 if it is infeasible. Conditioning on the feasibility
of the MPSSP, it can easily be seen (using theorem 7) that, for n ≥ 1 and
δ > ΓC/n
Pr(| 1nZn − θ|χF > δ)≤Pr(| 1nZLPn − θ|χF > δ − ΓC/n)
≤
(
K(δn− ΓC)
`GR2
√
n
)`G
· exp
(
−2(δn− ΓC)
2
nR22
)
.
The unconditional exponential inequality can then be derived as follows:
Pr(| 1nZn − θ| > δ) =
=Pr(| 1nZn − θ|χF > δ|χF = 1) · Pr(χF = 1) +
Pr(| 1nZn − θ|(1− χF ) > δ|χF = 0) · Pr(χF = 0)
≤Pr(| 1nZn − θ|χF > δ|χF = 1) + Pr(χF = 0)
≤
(
K(δn− ΓC)
`GR2
√
n
)`G
· exp
(
−2(δn− ΓC)
2
nR22
)
+
(
K(∆n−mTD)
`FR1
√
n
)`F
· exp
(
−2(∆n−mTD)
2
nR21
)
for δ > ΓC/n and n > mTD/∆.
The law of the iterated logarithm follows directly from Alexander [1]. 2
In this section we have shown that the relative difference between the optimal
value of the MPSSP and its LP-relaxation converges to zero with probability
one as n → ∞. However, the absolute difference does not. Even though the
results of theorems 8 and 9 show that the absolute error can be bounded
by a constant independent of n, the bound is quite large and therefore the
integrality gap may still be large as well. In section 5 we will empirically
investigate the behaviour of both the absolute and relative integrality gaps.
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4.4 The optimal solution value for a special case of the MPSSP
The value θ is, in general, much more difficult to compute than the value of
the excess capacity ∆. We will show in this section how this value can be
computed for a special cost structure. In particular, we consider the special
case where the assignment cost coefficients are of the form Cijt = ηitDjt, where
ηit (i = 1, . . . ,m; t = 1, . . . , T ) are positive constants. That is, the costs of
supplying a customer depend only on the demand, and on an individual cost
parameter for each facility in each time period, but not on the distance of
the customer to the facility. In other words, this model is suitable if the fixed
costs involved in supplying a customer far outweigh the variable transportation
costs, for instance if all customers are located relatively close to the facilities.
In section 5 this result will be used to study empirically the rate of convergence
of the normalized optimal values to the limiting value θ.
Theorem 11 For the special case described above, the value θ is equal to the
objective function value for the following linear program:
maximize
T∑
t=1
E(D1t)zt −
T∑
t=1
m∑
i=1
λitβit
subject to
zt≤ ηit + λit i = 1, . . . ,m; t = 1, . . . , T
λi,t+1≤hit + λit i = 1, . . . ,m; t = 1, . . . , T − 1
λi1≤hiT + λiT i ∈ C
λit≥ 0 i = 1, . . . ,m; t = 1, . . . , T.
PROOF. As in theorem 7, let
Sˆ = {λ ∈ RmT+ : λi,t+1 ≤ hit + λit, i = 1, . . . ,m, t = 1, . . . , T − 1;
λi1 ≤ hiT + λiT , i ∈ C}.
For this special case, we then have
θ=max
λ∈Sˆ
(
T∑
t=1
E
(
min
i=1,...,m
(Ci1t + λitD1t)
)
−
T∑
t=1
m∑
i=1
λitβit
)
=max
λ∈Sˆ
(
T∑
t=1
E
(
min
i=1,...,m
(ηitD1t + λitD1t)
)
−
T∑
t=1
m∑
i=1
λitβit
)
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=max
λ∈Sˆ
(
T∑
t=1
E(D1t) · min
i=1,...,m
(ηit + λit)−
T∑
t=1
m∑
i=1
λitβit
)
.
Thus, θ is the optimal solution value of the following mathematical program:
maximize
T∑
t=1
E(D1t) · min
i=1,...,m
(ηit + λit)−
T∑
t=1
m∑
i=1
λitβit
subject to
λi,t+1≤hit + λit i = 1, . . . ,m; t = 1, . . . , T − 1
λi1≤hiT + λiT i ∈ C
λit≥ 0 i = 1, . . . ,m; t = 1, . . . , T
which is equivalent to the linear program
maximize
T∑
t=1
E(D1t)zt −
T∑
t=1
m∑
i=1
λitβit
subject to
zt≤ ηit + λit i = 1, . . . ,m; t = 1, . . . , T
λi,t+1≤hit + λit i = 1, . . . ,m; t = 1, . . . , T − 1
λi1≤hiT + λiT i ∈ C
λit≥ 0 i = 1, . . . ,m; t = 1, . . . , T.
2
5 Numerical illustrations
In this section we will numerically illustrate some of the results of this paper.
Throughout this section, we will assume that the demands are of the form
Djt = σtD˜jt for all t = 1, . . . , T , j = 1, . . . , n), where the random variables
D˜jt are i.i.d. for t = 1, . . . , T , j = 1, . . . , n. Furthermore, the capacities are
assumed equal for all production facilities and periods (βit = β, i = 1, . . . ,m,
t = 1, . . . , T ).
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5.1 Feasibility
For the special case described above, the condition for feasibility reduces to
β >
E(D˜11)
m
· 1
T
T∑
t=1
σt ≡ βcmin
for the cyclic case, and
β >
E(D˜11)
m
· max
τ=1,...,T
(
1
τ
τ∑
t=1
σt
)
≡ βamin
for the acyclic case. Figure 1 shows the difference when m = 5, T = 6,
E(D˜11) = 15, and
σ = (σ1, . . . , σT ) = (
1
2
, 34 , 1, 1,
3
4 ,
1
2
).
0
2
4
6
8
10
12
14
16
1 2 3 4 5 6
σtE(D˜11)
t
βcmin
βamin
Fig. 1. Minimum capacity needed for cyclic and acyclic case.
Figures 2 and 3 show, for various values of n and β, the fraction of feasible
instances generated for both the cyclic and acyclic case. The total number
of sampled instances per problem size was 25, and the distribution of D˜jt
(j = 1, . . . , n) was chosen to be uniform on [5, 25].
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Fig. 2. Fraction of feasible instances for various capacities in the cyclic case.
0
0.2
0.4
0.6
0.8
1
0 20 40 60 80 100
n
β/βamin = 1.05
β/βamin = 1.00
β/βamin = 0.95
Fig. 3. Fraction of feasible instances for various capacities in the acyclic case.
5.2 Value convergence
In this section, we will illustrate the rates of convergence of the average nor-
malized optimal solution value of (the LP-relaxation of) MPSSP to θ, for
the special case of theorem 11. We have considered the case where m, T , σ
and the demand distribution are as in section 5.1. In addition, we have cho-
sen β = 1.05 · βmin, ηit = 1 for i = 1, . . . ,m and t = 1, . . . , T . Finally, the
holding costs hit (i = 1, . . . ,m, t = 1, . . . , T ) were sampled from the uniform
distribution on [10, 30], yielding table 1.
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i t 1 2 3 4 5 6
1 10 30 14 16 28 11
2 15 11 17 15 23 23
3 24 16 19 13 26 17
4 22 27 19 26 20 13
5 29 29 29 14 21 29
Table 1
Holding costs.
Since solving the MPSSP to optimality is extremely time-consuming, espe-
cially for large instances, we have compared the value of the LP-relaxation to
the value obtained using a greedy heuristic, analogous to the asympotically
optimal greedy heuristic for the GAP introduced in Romeijn and Romero
Morales [24]. Figures 4 and 5 show the value of θ, as well as, for various val-
ues of n, the average normalized heuristic solution value for the MPSSP, and
the average normalized optimal solution value of its LP-relaxation. The to-
tal number of sampled instances per problem size was 50. In computing the
averages, only feasible instances were taken into account.
200
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650
700
0 50 100 150 200 250 300 350 400 450 500
n
zLP/n
zH/n
θc
Fig. 4. Normalized value convergence of the LP-relaxation and the heuristic in the
cyclic case.
5.3 Integrality gap
It has been shown in this paper that the integrality gap, i.e., the difference
between the optimal values of the MPSSP and its LP-relaxation, normalized
by the number of customers, converges to zero as the number of customers
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Fig. 5. Normalized value convergence of the LP-relaxation and the heuristic in the
acyclic case.
grows. On the other hand, the results of section 4.2 indicate that the integrality
gap itself could be quite substantial. In fact, the upper bounds derived in that
section read
Γ{1,...,m}=3,795×mT = 113,850
ΓØ=3,795×B ≤ 1.265 · 1010
for the stochastic model from section 5.2. Figures 6 and 7 show the difference
between the values of the greedy solution and the LP-relaxation of MPSSP
(being an upper bound on the integrality gap) for both the cyclic and the
acyclic case. We conclude from these figures that the rate of convergence of
this difference to some fixed value is remarkably fast in both cases. But more
importantly, we conclude that the upper bounds on the absolute error are
extremely weak.
6 Concluding remarks
In this paper we have studied the feasibility and value of the multi-period
single-sourcing problem, under a probabilistic model on the parameters. The
feasibility analysis provides tight conditions on the probabilistic model that
ensure that the corresponding instances are feasible with probability one as
the size of the instances increases. The value analysis shows that, again as
the size of the instances increases, the normalized optimal solution value of
the MPSSP and its LP-relaxation both converge (with probability one) to the
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Fig. 6. Convergence of the absolute integrality gap in the cyclic case.
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Fig. 7. Convergence of the absolute integrality gap in the acyclic case.
same constant (provided the probabilistic model asymptotically yields feasible
instances with probability one).
Finally, figures 4 and 5 suggest that the greedy heuristic for the MPSSP is
asymptotically optimal with probability one. This result is formalized in two
companion papers (see Romeijn and Romero Morales [23,22]), where results
from this paper form an essential component of the proof of asymptotic opti-
mality of a greedy heuristic for the purely cyclic and purely acyclic versions
of the MPSSP. Moreover, the feasibility results gives useful suggestions as to
how suitable sets of problems can randomly be generated for testing solution
25
approaches to the MPSSP.
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Appendix
Let S be a class of subsets of some space X. For n distinct points x1, . . . , xn
in X, define
∆S(x1, . . . , xn) ≡ card(S ∩ {x1, . . . , xn} : S ∈ S),
so, ∆S(x1, . . . , xn) counts the number of distinct subsets of {x1, . . . , xn} that
can be obtained when {x1, . . . , xn} is intersected with sets in the class S. Also
define
mS(n) ≡ sup{∆S(x1, . . . , xn) : x1, . . . , xn ∈X}.
The class S is called a Vapnik-Chervonenkis class (or VC class) if mS(n) < 2n
for some n ≥ 1.
For any subset Y of Rm, define the graph of a function f : Y → R by
graph(f) ≡ {(s, t) ∈ Y × R : 0 ≤ t ≤ f(s) or f(s) ≤ t ≤ 0}.
A class of real-valued functions is called a Vapnik-Chervonenkis graph class
(or VC graph class) if the class of graphs of the functions is a VC class.
Theorem A.1 (cf. Talagrand [25]) Let X1, X2, . . . be a sequence of i.i.d.
random variables taking values in a space (X,A) (where A is a σ-field on X)
and let G be a class of measurable real-valued functions on X, such that
(i) G is a Vapnik-Chervonenkis graph class; and
(ii) the functions in G are uniformly bounded.
Then there exist constants ` and R such that, for all n ≥ 1 and t > 0,
Pr
sup
g∈G
∣∣∣∣∣∣ 1n
n∑
j=1
g(xj)− Eg(x1)
∣∣∣∣∣∣ > t
 ≤ (Kt√n
`R
)`
· exp
(
−2t
2n
R2
)
where K is a universal constant independent of (X,A) or G. 2
28
Theorem 2 There exist constants `F and R1 such that, for each n ≥ 1 and
δ > 0,
Pr
(∣∣∣ 1nV LPn −∆∣∣∣ > δ) ≤
(
Kδ
√
n
`FR1
)`F
· exp
(
−2δ
2n
R21
)
where K is a universal constant,
∆ = min
λ∈S
(
T∑
t=1
m∑
i=1
λitβit −
T∑
t=1
E
(
min
i=1,...,m
λitD1t
))
where
S = {λ ∈ RmT+ :
T∑
t=1
m∑
i=1
λit = 1;
λi,t+1 ≤ λit, i = 1, . . . ,m, t = 1, . . . , T − 1; λi1 ≤ λiT , i ∈ C}.
PROOF. Dualizing the capacity constraints in (A) with parameters λ ∈ RmT+
yields the problem
maximize s+
T∑
t=1
m∑
i=1
λit ·
bit + Ii,t−1 − s− n∑
j=1
djtxijt − Iit

subject to
m∑
i=1
xijt=1 j = 1, . . . , n; t = 1, . . . , T
Ii0= IiT i ∈ C
Ii0=0 i 6∈ C
xijt ∈ {0, 1} i = 1, . . . ,m; j = 1, . . . , n; t = 1, . . . , T
Iit≥ 0 i = 1, . . . ,m; t = 1, . . . , T.
Rearranging the terms in the objective function, we obtain(
1−
T∑
t=1
m∑
i=1
λit
)
· s+
T∑
t=1
m∑
i=1
λitbit −
T∑
t=1
m∑
i=1
n∑
j=1
λitdjtxijt
+
T−1∑
t=1
m∑
i=1
(λi,t+1 − λit) · Iit +
m∑
i=1
λi1Ii0 −
m∑
i=1
λiT IiT .
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Now let vn(λ) denote the optimal value of the relaxed problem. By strong
duality, vLPn = minλ≥0 vn(λ). We have vn(λ) =∞ unless
• ∑Tt=1∑mi=1 λit = 1; and
• λi,t+1 ≤ λit for i = 1, . . . ,m, t = 1, . . . , T − 1; and
• λi1 ≤ λiT for i ∈ C
(i.e., λ ∈ S). But if λ ≥ 0 satisfies these constraints, then the optimal solution
of the relaxed problem is attained for
• s = 0
• Iit = 0 for i = 1, . . . ,m, t = 0, . . . , T .
• For t = 1, . . . , T : xijt = 1 if i = argminν=1,...,m λνt (where ties are broken
arbitrarily), and xijt = 0 otherwise.
Then we have
vn(λ) =
n∑
j=1
(
T∑
t=1
m∑
i=1
λitβit −
T∑
t=1
(
min
i=1,...,m
λit
)
djt
)
.
Now define the functions fλ : [D,D]
T → R by
fλ(u)=
T∑
t=1
m∑
i=1
λitβit −
T∑
t=1
(
min
i=1,...,m
λit
)
ut
so that
vn(λ) =
n∑
j=1
fλ(dj·).
The function class F = {fλ : λ ∈ S} is a VC graph class, since we can write
graph(fλ)
=
m⋃
i1,...,iT=1
{
(u,w) ∈ RT+1 : 0 ≤ w ≤
T∑
t=1
m∑
i=1
λitβit −
T∑
t=1
λittut
}⋃
m⋂
i1,...,iT=1
{
(u,w) ∈ RT+1 : 0 ≥ w ≥
T∑
t=1
m∑
i=1
λitβit −
T∑
t=1
λittut
}
.
Moreover, this class is uniformly bounded, since
−TD ≤ fλ(u) ≤
T∑
t=1
m∑
i=1
λitβit for all u ∈ [D,D]T .
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Noting that
∣∣∣ 1nV LPn −∆∣∣∣=
∣∣∣∣∣∣ 1n minλ∈S
n∑
j=1
fλ(Dj·)−min
λ∈S
Efλ(D1·)
∣∣∣∣∣∣
≤ sup
λ∈S
∣∣∣∣∣∣ 1n
n∑
j=1
fλ(Dj·)− Efλ(D1·)
∣∣∣∣∣∣
the result now follows directly from Theorem A.1. 2
Theorem 7 If the excess capacity is strictly positive, there exist constants `G
and R2 such that, for every n ≥ 1 and δ > 0,
Pr
(∣∣∣ 1nZLPn − θ∣∣∣ ξF > δ) ≤
(
Kδ
√
n
`GR2
)`G
· exp
(
−2δ
2n
R22
)
where K is a universal constant, ξF is the indicator function taking the value
1 if the instance is feasible, and 0 otherwise, and where
θ = max
λ∈Sˆ
(
T∑
t=1
E
(
min
i=1,...,m
(Ci1t + λitD1t)
)
−
T∑
t=1
m∑
i=1
λitβit
)
and
Sˆ = {λ ∈ RmT+ : λi,t+1 ≤ hit + λit, i = 1, . . . ,m, t = 1, . . . , T − 1;
λi1 ≤ hiT + λiT , i ∈ C}.
PROOF. Dualizing the capacity constraints of the MPSSP with parameters
λ ∈ RmT+ yields
minimize
T∑
t=1
m∑
i=1
n∑
j=1
cijtxijt +
T∑
t=1
m∑
i=1
hitIit+
+
T∑
t=1
m∑
i=1
λit ·
 n∑
j=1
djtxijt + Iit − bit − Ii,t−1

subject to
m∑
i=1
xijt=1 j = 1, . . . , n; t = 1, . . . , T
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Ii0= IiT i ∈ C
Ii0=0 i 6∈ C
xijt ∈ {0, 1} i = 1, . . . ,m; j = 1, . . . , n; t = 1, . . . , T
Iit≥ 0 i = 1, . . . ,m; t = 1, . . . , T.
Rearranging the terms in the objective function, we obtain
T∑
t=1
m∑
i=1
n∑
j=1
(cijt + λitdjt)xijt +
T−1∑
t=1
m∑
i=1
(hit + λit − λi,t+1)Iit
−
m∑
i=1
λi1Ii0 +
m∑
i=1
(hiT + λiT )IiT −
T∑
t=1
m∑
i=1
λitβit.
Now let zn(λ) denote the optimal value of the relaxed problem. By strong
duality, zLPn = minλ≥0 zn(λ). We have zn(λ) = −∞ unless
• λi,t+1 ≤ λit + hit for i = 1, . . . ,m, t = 1, . . . , T − 1; and
• λi1 ≤ λiT + hiT for i ∈ C
(i.e., λ ∈ Sˆ). But if λ ≥ 0 satisfies these constraints, then the optimal solution
of the relaxed problem is attained for
• Iit = 0 for i = 1, . . . ,m, t = 0, . . . , T .
• For t = 1, . . . , T : xijt = 1 if i = argminν=1,...,m(cνjt + λνtdjt) (where ties are
broken arbitrarily), and xijt = 0 otherwise.
Then we have
zn(λ) =
n∑
j=1
(
T∑
t=1
min
i=1,...,m
(cijt + λitdjt)−
T∑
t=1
m∑
i=1
λitβit
)
.
Now define the functions gλ : [C,C]
mT × [D,D]T → R by
gλ(u, v)=
T∑
t=1
min
i=1,...,m
(uit + λitvt)−
T∑
t=1
m∑
i=1
λitβit
so that
zn(λ) =
n∑
j=1
gλ(c·j·, dj·).
The function class G = {gλ : λ ∈ S} is a VC graph class, since we can write
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graph(gλ) =
=
m⋂
i1,...,iT=1
{
(u, v, w) ∈ RmT × RT × R :
0 ≤ w ≤
T∑
t=1
(uitt + λittvt)−
T∑
t=1
m∑
i=1
λitβit
}⋃
m⋃
i1,...,iT=1
{
(u, v, w) ∈ RmT × RT × R :
0 ≥ w ≥
T∑
t=1
(uitt + λittvt)−
T∑
t=1
m∑
i=1
λitβit
}
.
However, this class is not uniformly bounded. But, define
Φ(λ) ≡
T∑
t=1
E
(
min
i=1,...,m
(Ci1t + λitD1t)
)
−
T∑
t=1
m∑
i=1
λitβit.
It is clear that maxλ≥0Φ(λ) ≥ TC, so that for the sake of maximizing this
function we can ignore values of λ that yield a smaller function value. We have
Φ(λ) =
T∑
t=1
E
(
min
i=1,...,m
(Ci1t + λitD1t)
)
−
T∑
t=1
m∑
i=1
λitβit
≤TC +
T∑
t=1
E
(
min
i=1,...,m
λitD1t
)
−
T∑
t=1
m∑
i=1
λitβit
≤TC −∆ ·
T∑
t=1
m∑
i=1
λit
which is smaller than TC if
∑T
t=1
∑m
i=1 λit > T (C − C)/∆.
Similarly, define
Φn(λ) ≡ 1n
n∑
j=1
(
T∑
t=1
min
i=1,...,m
(Cijt + λitDjt)−
T∑
t=1
m∑
i=1
λitβit
)
.
By a similar argument, and using the strong law of large numbers, there exists
some n1 such that, for n ≥ n1, Φn attains its maximum on
Λ ≡ {λ ≥ 0 :
T∑
t=1
m∑
i=1
λit ≤ T (C − C)/∆}.
Since Λ is compact and the functions gλ are continuous, the VC graph class
G = {gλ : λ ∈ Λ} is uniformly bounded. The result now follows from Theorem
A.1. 2
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