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Abstract: The increase in luminosity and center of mass energy at the FCC-hh will
open up new clean channels where BSM contributions are enhanced at high energy. In
this paper we study one such channel, Wh → `νγγ. We estimate the sensitivity to the
O(3)ϕq , Oϕw, and Oϕw˜ SMEFT operators. We find that this channel will be competitive
with fully leptonic WZ production in setting bounds on O(3)ϕq . We also find that the double
differential distribution in the phT and the leptonic azimuthal angle can be exploited to
enhance the sensitivity to Oϕw˜. However, the bounds on Oϕw and Oϕw˜ we obtain in our
analysis, though complementary and more direct, are not competitive with those coming
from other measurements such as EDMs and inclusive Higgs measurements.
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1 Introduction
Hadron colliders are typically perceived as wonderful machines for direct searches of new
particles, but with a limited impact on precision measurements, especially regarding elec-
troweak (EW) observables. There are, however, noteworthy exceptions to this statement.
Thanks to the interplay between the large accessible energy range and a clever selection
of channels with relatively low uncertainties, one can perform precision measurements
at hadron colliders that can compete with the ones possible at lepton machines such as
LEP [1, 2].
The key ingredient that allows for this enhanced precision is that new physics effects
tend to grow with the center of mass energy. If we parametrize the deviations within an
effective field theory (EFT) formalism, the leading SM deformations, which generically
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Figure 1. Representative Feynman diagrams for q q′ → Wh at leading order. The leftmost
diagram shows the SM process while the gray circles in the other diagrams represent one insertion
of a dimension-6 operator.
correspond to operators of dimension six, give rise to amplitudes that can grow up to
quadratically with the energy of the process. In such a situation, having access to the
high-energy tails of the kinematic distributions can significantly enhance the achievable
precision.
It has been shown that, at the LHC, several simple two-body production channels can
be exploited to obtain precision measurements [1–8]. Among them, diboson production
processes, featuring EW gauge bosons or the Higgs boson, play a privileged role since they
can be used to indirectly test the high-energy Higgs dynamics [5, 6, 9–27].
In this paper, we will focus on a specific diboson channel, Wh, where the W decays
leptonically. Figure 1 shows the leading order SM Feynman diagram (leftmost diagram).
At the LHC, this channel can be exploited [12, 13, 26, 28] for precision measurements by
only considering decays of the Higgs into a pair of bottom quarks, especially thanks to
jet substructure analysis [29]. To give an idea of how this situation will change when the
next generation colliders are ready, we show in Table 1 the approximate number of Wh
events expected for different Higgs decay channels at the LHC and future hadron colliders.
These results correspond to the leading order SM prediction for the number of events with
high Higgs transverse momentum (phT > 550 GeV). The W is assumed to decay to first
and second generation leptons and only detector acceptance cuts were applied (see left
column of Table 7). We considered three benchmark colliders: the high-luminosity LHC
(HL-LHC), at 14 TeV and 3 ab−1, the high-energy LHC (HE-LHC), at 27 TeV and 15 ab−1,
and the FCC-hh at 100 TeV and 30 ab−1.
One can see that rare channels, such as the final states with the Higgs decaying into two
photons or two muons, have branching ratios that are too small to populate the high-energy
tail at HL-LHC. At future high-energy colliders, the situation will improve drastically
thanks to a big increase in the production cross section (∼ 30×) and the possibility to
collect significantly more integrated luminosity (∼ 10×). For instance, at FCC-hh, the γγ
channel is expected to provide ∼ 700 events, which can allow one to probe new physics
effects at the 5–10% level.
A clear advantage of these rare decay channels is the fact that the final-state config-
uration can be easily reconstructed and background processes are small. In such cases,
very simple analysis strategies can give competitive results. In this paper, we study the
Higgs to two photon channel at the FCC-hh. The complementary Z(h→ γγ) channel with
Z → `` and Z → νν also becomes accessible at the FCC-hh but we leave its investigation
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Higgs decay Higgs BR nhl-lhc nhe-lhc nfcc-hh
b¯b 0.6 600 1 · 104 2 · 105
ττ 6 · 10−2 60 1 · 103 2 · 104
γγ 2 · 10−3 2 40 700
µµ 2 · 10−4 0.2 4 70
4` 1 · 10−4 0.1 2 40
Table 1. Number of Wh → `ν XX events predicted by the SM at LO for different Higgs decay
channels and with a cut phT > 550 GeV. The results correspond to 3 ab
−1, |η| < 2.5 for the HL-LHC,
15 ab−1, |η| < 6 for the HE-LHC and 30 ab−1, |η| < 6 for the FCC-hh.
for future work.
The paper is structured as follows. In Section 2, we discuss the general features of
the Wh production channel and the main new physics effects that can be tested through
its study. Also in Section 2, we estimate the expected size of the dimension-six Wilson
coefficients in generic BSM scenarios. In Section 3, the details of our analysis are presented.
In particular, we discuss the features of the signal and background processes and the cut-
flow we devised to enhance the sensitivity to new physics effects. The results of the analysis
are collected in Section 4, while the summary of our work and some future directions are
discussed in Section 5. Finally, we collect in Appendices A, B, and C some additional
details that were not included in the main text.
2 Theoretical background
2.1 High energy sensitivity and interference patterns
In order to parametrize new physics effects we adopt the EFT formalism, focusing on
the leading SM deformations corresponding to dimension-6 operators. We restrict our
attention to operators that induce a growth in the Wh amplitude in the high energy limit.
We further assume that new physics obeys the minimal flavor violation hypothesis [30–34].
Hence, we neglected dipole operators or those generated by right-handed charged currents,
since they are suppressed by light Yukawa couplings. In the Warsaw basis [35], we can
therefore restrict our attention to the three operators:
O(3)ϕq =
(
QLσ
aγµQL
) (
iH†σa
↔
Dµ H
)
, (2.1)
Oϕw = H†HW a,µνW aµν , (2.2)
Oϕw˜ = H†HW a,µνW˜
a
µν . (2.3)
where σa are the Pauli matrices and W˜ a,µν ≡ 1/2 µνρσW aρσ. We define dimensionless
Wilson coefficients for the effective operators by introducing explicit powers of the cutoff
Λ. For instance, the coefficient of O(3)ϕq is c(3)ϕq /Λ2; analogous conventions are used for the
other operators.
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W polarization SM O(3)ϕq Oϕw Oϕw˜
λ = 0 1
sˆ
Λ2
M2W
Λ2
0
λ = ± MW√
sˆ
√
sˆMW
Λ2
√
sˆMW
Λ2
√
sˆMW
Λ2
Table 2. High energy behavior of the SM and BSM helicity amplitudes for pp→Wh.
In our analysis we neglect any modification of the Higgs branching ratio to γγ.1
This is justified because by the end of the HL-LHC the bound on the effective hγγ
coupling is expected to be below 2%, and below 0.3% after FCC-ee+FCC-hh, from a
global analysis of Higgs data [36]. Furthermore, the CP-odd operator, Oϕw˜, is strongly
constrained by EDM measurements [37] as we discuss in Section 4.
In order to maximize the sensitivity of our analysis to BSM effects, it is useful to
analyze the interference between the SM and the new physics contributions. We recall
here that the presence of interference between the SM and the BSM contributions is a
key ingredient to enhance the sensitivity. Indeed, in the absence of interference, the BSM
contributions come uniquely from the square of the new physics amplitude and become
visible only for very large values of the Wilson coefficients.2
The leading high-energy behavior of each helicity amplitude is shown in Table 2. The
leading SM amplitude is the one with a longitudinally-polarized W boson, which behaves
as a constant at high center-of-mass energy of the process,
√
sˆ, whereas the transverse
polarization channels are suppressed at high energy. This contrasts with the case of WZ
production, where the (+,−) and (−,+) polarization channels, which are obviously absent
for Wh, have the same energy behaviour as the longitudinal one and constitute the main
source of background for the longitudinal BSM signal at high energy (at least for leptonic
WZ decays). The only new physics operator that induces a growth of order sˆ/Λ2 in the Wh
amplitude is O(3)ϕq , while Oϕw and Oϕw˜ generate amplitudes that grow at most with
√
sˆ/Λ.
It is interesting to notice that the O(3)ϕq operator mainly contributes to the longitudinal W
channel and therefore can lead to a strong interference with the SM amplitude. On the
contrary, the leading contributions from the Oϕw and Oϕw˜ operators are in the transverse
W channels, which are subleading for the SM.
Differential analysis in phT
If one performs an analysis by integrating over the W decay products, only amplitudes
with the same W polarizations can interfere with each other in the high energy limit. In
1Notice that sinceOϕw andOϕw˜ modify theH → γγ branching ratio, for large values of the corresponding
Wilson coefficients, some cancellation must take place. For instance additional contributions coming from
OϕB could provide such a cancellation, as happens in minimally coupled models.
2Such a situation is also problematic because additional contributions from dimension-8 operators, which
we do not include in our analysis, could play an important role, making the bounds more model depen-
dent [38].
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this case the SM squared amplitude and the leading interference terms have the following√
sˆ and θ dependence
|MSM |2 ∼ sin2 θ , ReMSMM∗ϕw ∼
M2W
Λ2
,
ReMSMM(3) ∗ϕq ∼
sˆ
Λ2
sin2 θ , ReMSMM∗ϕw˜ = 0 , (2.4)
where θ is the scattering angle of the W boson (see Fig. 2). We provide the full expressions
for the helicity amplitudes in Appendix A.1.
The interference term between Oϕw and the SM is constant and no enhancement with
respect to the SM amplitude is present, while the interference between O(3)ϕq and the SM
goes like sˆ/Λ2. Finally, the Oϕw˜ amplitude does not interfere with the SM amplitude
because it is CP odd and can only enter quadratically in the cross section.
An inclusive analysis in theW decay products and differential in phT (which is correlated
with
√
sˆ) is therefore expected to provide a good sensitivity to the O(3)ϕq operator, but to
be rather inefficient in probing Oϕw and Oϕw˜.
Double differential analysis in phT and φW
If one considers differential distributions in the decay angles of the W boson products, the
interference between different helicity channels (and CP parities) can be restored [11, 19,
20, 39]. This can be checked explicitly by computing the fully differential amplitudes for
pp → Wh → `νh and looking at the interference terms. For reference, we write down,
schematically, the behavior of the squared SM amplitude and the interference terms, see
Appendix A.2 for the full expressions. The leading terms in the MW /
√
sˆ expansion that
depend on the W → `ν decay angles are
|MSM |2 ∼ 1
4
sin2 θ sin2 θW +
MW√
sˆ
F(θ, θW ) cosφW ,
ReMSMM(3)∗ϕq ∼
sˆ
Λ2
[
1
4
sin2 θ sin2 θW +
MW√
sˆ
F(θ, θW ) cosφW
]
,
ReMSMM∗ϕw ∼
√
sˆMW
Λ2
F(θ, θW ) cosφW ,
ReMSMM∗ϕw˜ ∼
√
sˆMW
Λ2
F(θ, θW ) sinφW ,
(2.5)
where F(θ, θW ) = (1− cos θ cos θW ) sin θ sin θW . Since integration over the polar decay
angle θW does not destroy the interference terms for Oϕw, Oϕw˜, we choose for the double
differential analysis a binning in the azimuthal angle φW and p
h
T , see Section 3.2.
The definition of each of the scattering and decay angles is shown in Fig. 2, where
the reference vector rˆ is defined as the direction of the boost of the Wh system in the lab
frame. The scattering angle θ is defined as the angle between the W boson momentum
and rˆ (which for a 2→ 2 process is parallel to the beam axis). The positive helicity lepton
decay angles, θW and φW , are defined in the W rest frame. The positive helicity lepton
corresponds to ` or ν depending on the sign of the charged lepton. See Ref. [39] for more
details.
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Figure 2. Scattering and decay angles. f± denotes the ± helicity lepton from the W decay.
From Eq. (2.5), we find that the leading interference terms involving Oϕw and Oϕw˜
grow with
√
sˆ/Λ. This is true provided that we do not integrate over the azimuthal an-
gle, φW . For the Oϕw operator, the leading interference terms after integrating over the
azimuthal angle are constant, see Eq. (2.6). On the other hand the interference involving
Oϕw˜ vanishes exactly since the amplitudes have opposite parity. This is not the case for
O(3)ϕq , since this operator mainly contributes to the longitudinal W amplitude, which is also
the leading SM channel.
There is, however, a subtlety connected to the reconstruction of the neutrino. The
missing transverse momentum and the kinematics of the charged lepton can be exploited
to reconstruct the neutrino momentum only up to a two-fold ambiguity. This ambiguity,
in the limit of high neutrino pT , corresponds to a phase shift, φW → pi−φW [39]. Because
of this, at high energies, all the terms proportional to cosφW in Eq. (2.5) vanish, while the
ones proportional to sinφW do not. In particular, the leading interference between the Oϕw
amplitude and the SM, and the subleading terms in the squared and interference amplitudes
for the SM and O(3)ϕq average to zero.3 On the other hand, the leading interference term for
Oϕw˜ is unaffected by the ambiguity. It is important to notice that the neutrino ambiguity
will not have a significant impact on the bounds of O(3)ϕq , since as shown in Eq. (2.5) its
leading interference with the SM is insensitive to φW .
After taking into account the neutrino ambiguity, the first non-vanishing interference
term for Oϕw does not grow with
√
sˆ anymore; rather, it is constant. Its explicit analytic
expression is:
ReMSMM∗ϕw ∼
M2W
Λ2
[
(1− cos θ cos θW )2 + 1
2
sin2 θ sin2 θW (1 + cos 2φW )
]
. (2.6)
This expression contains two contributions. One of them comes from the interference be-
tween the SM and the BSM amplitude with the same W polarization. This term has no
φW dependence. The second contribution comes from an interference between opposite
transverse W polarizations. This gives rise to a modulation in the azimuthal angle propor-
3The interference for the Oϕw operator could be restored by considering hadronic W decay channels, in
which case the decay angles can be reconstructed up to an ambiguity (θW , φW ) → (pi − θW , pi − φW ) [39].
This channel, however, has much larger backgrounds, so we do not consider it in our analysis.
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Figure 3. Distributions in the azimuthal angle of the W ,
√
sˆ = 1 TeV and integrated over θ and
θW . Gray lines correspond to the SM distribution, blue to c
(3)
ϕq = −0.03, red to cϕw = −0.05,
and green to cϕw˜ = 0.1. Dotted lines do not include the squared BSM terms, whereas solid lines
correspond to the full amplitude. Left: distribution taking into account the ambiguity in the
neutrino reconstruction (φW → pi−φW ). Right: distribution with perfect neutrino reconstruction.
tional to cos 2φW , and vanishes if we integrate over φW . A similar modulation in cos 2φW
can be derived for the SM and O(3)ϕq distributions looking at the equations in Appendix A.2
and averaging them over the neutrino ambiguity.
We show the differential distributions with respect to φW for each BSM operator, and
the SM, in Fig. 3. We set
√
sˆ = 1 TeV and integrate over all other kinematical variables
(θ, θW ). On the right panel we show the distributions without taking into account the
neutrino ambiguity, while on the left panel we plot the same distributions averaging over
φW and pi − φW . As discussed above, the SM, Oϕw and O(3)ϕq distributions are almost flat
when considering the neutrino ambiguity and only show a mild modulation proportional
to cos 2φW , while the Oϕw˜ distribution is unchanged and goes like sinφW .
2.2 Power-counting considerations
Before entering into the actual analysis, we briefly provide some estimates of the size of
the Wilson coefficients in common BSM scenarios.
In many models, the largest contributions are expected to be associated to the O(3)ϕq
operator which can be easily generated at tree-level through the exchange of fermionic
partners of the top or vector resonances charged under the EW group. According to the
SILH [40] power counting we expect4
c(3)ϕq ∼ g2 , (2.7)
where g is the EW gauge coupling. This result is valid in theories in which new physics
is either weakly coupled or not directly coupled to the SM fields. This happens, for in-
stance, in composite Higgs scenarios, where the new vector resonances interact with the
SM fermions through a mixing with the SM gauge fields.
4Note that in the SILH basis, c
(3)
ϕq =
Λ2
v2
(c′Hq + cW + cHW + 2c2W ), see Ref. [41].
– 7 –
The power counting estimate changes if new physics is strongly coupled to the SM
(both to the SM quarks and the Higgs). In this case the estimate becomes
c(3)ϕq ∼ g2∗ , (2.8)
where g∗ is the typical size of the new physics coupling. In the fully strongly-coupled case
g∗ ∼ 4pi.
The Oϕw and Oϕw˜ operators are instead typically more suppressed, since they are
often generated at loop level [40]. In the case of weakly coupled new physics one finds
cϕw ∼ cϕw˜ ∼
g4
16pi2
. (2.9)
If the new physics in the loop are strongly-coupled, then the estimate becomes instead
cϕw ∼ cϕw˜ ∼ g2g2∗/16pi2. Larger effects in these operators could be present in theories with
“remedios”-like power counting, in which the transverse components of the gauge fields are
strongly coupled to new physics [12, 42]. In this case the values of the Wilson coefficients
could become as large as cϕw ∼ cϕw˜ ∼ g4∗/(16pi2).
For completeness, let us mention that Oϕw and Oϕw˜ could be generated at tree-level
by massive vector fields L1 in the 2−1/2 representation of SU(2)L×U(1)Y , via mixing with
the Higgs L†1µDµH + h.c. [43]. Moreover, this multiplet does not give rise to a tree-level
contribution to O(3)ϕq . If the L1 multiplet is the lightest new physics state, the Oϕw and Oϕw˜
operators could therefore receive larger contributions than O(3)ϕq . This situation, however,
is quite uncommon in the best motivated BSM scenarios.
In any case where cϕw or cϕw˜ is parametrically enhanced with respect to Eq. (2.9),
minimal coupling imposes structural cancellations in the contributions to h → γγ [40].
Hence one should be careful when setting bounds on these operators from Higgs data.
3 Event generation and analysis
Our signal process is pp → W (→ `ν)h(→ γγ). The main backgrounds for this process
are Wγγ, Wγj, and Wjj, with the jets faking a photon.5 We take the rate for a jet
to fake a photon to be Pj→γ = 10−3. Moreover, while this rate is conservative with re-
spect to the fake rates reported in [44, 45], see Appendix B, reducing it further does not
have a significant impact on the bound we obtain. We simulated the events with Mad-
Graph5 aMC@NLO v.2.6.5 [46] using the NNPDF23 LO parton distribution functions [47].
We used Pythia8.2 [48] to model the parton shower and to decay the Higgs into two
photons. Detector effects were modeled with Delphes v.3.4.1 [49–54] using its FCC-hh
card. For a detailed discussion of the event generation and the applied generation cuts, see
Appendix B.
5We assume that, at the FCC-hh, the rapidity coverage of the detector is large enough such that the
background due to pp→ Z(→ ``)h(→ γγ) with one missing lepton is negligible.
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Selection cuts
p`T,min [GeV] 30
pγT,min [GeV] 50
/ET,min [GeV] 100
mγγ [GeV] [120, 130]
∆Rγγmax {1.3, 0.9, 0.75, 0.6, 0.6}
pWhT,max [GeV] {300, 500, 700, 900, 900}
Table 3. A summary of the selection cuts applied to the Monte Carlo events. The entries for
∆Rγγmax and p
Wh
T,max correspond to the cuts performed in each p
h
T bin, see Section 3.2 for the definition
of the bins.
3.1 Selection cuts
To reconstruct the signal, we require at least one electron or muon with pT > 30 GeV,
missing transverse momentum, /ET > 100 GeV, and at least two photons, each with pT > 50
GeV and with an invariant mass mγγ ∈ [120, 130] GeV. If more than two pairs of photons
satisfy this condition, we select the pair with the smallest distance between the two photons
defined as ∆Rγγ =
√
(∆ηγγ)2 + (∆φγγ)2. These selection cuts are summarized in Table 3.
To further reduce the backgrounds, we apply two additional cuts: first, we impose a
maximum separation cut on the diphoton pair, ∆Rγγmax; since the background pair is non-
resonant, it tends to have a larger ∆Rγγ than the one that originates from the boosted-
Higgs. Second, we impose a maximum cut on the transverse momentum of the recon-
structed Wh system,
pWhT < p
Wh
T,max . (3.1)
This cut is motivated by the fact that we only expect large Wh transverse momenta from
processes recoiling against hard QCD jets and not from the growth with energy we expect
from BSM physics. Moreover, to increase the efficacy of the ∆Rγγ and pWhT cuts, their
values depend on the choice of binning for phT which is described in the next section.
3.2 Binning of the double differential distribution
As discussed in Section 2.1, to maximize the sensitivity to the three operators of interest
we need to select events with large Wh invariant mass and be differential in the azimuthal
angle of the leptons, φW , in order to have linear sensitivity to the CP-odd operator. Since
new physics effects are largely in the central scattering region, it is convenient to perform
a binning in the phT variable, which is also correlated with
√
sˆ. In our analysis we use the
following binning,
phT ∈ {200, 400, 600, 800, 1000,∞}GeV ,
φW ∈ [−pi, 0] , [0, pi] .
(3.2)
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Selection cuts / efficiency ξ
(3)
h→γγ ξ
(3)
γγ ξ
(3)
jγ ξ
(3)
jj
≥ 1`± with pT > 30 GeV 0.86 0.46 0.94 0.94
≥ 2γ each with pT > 50 GeV 0.50 0.18 5.7 · 10−3 8.7 · 10−7
/ET > 100 GeV 0.49 0.16 5.1 · 10−3 8.5 · 10−7
120 GeV < mγγ < 130 GeV 0.46 6 · 10−3 2 · 10−4 8.2 · 10−8
∆Rγγ < ∆Rmax 0.45 4 · 10−3 3.1 · 10−5 6.4 · 10−8
pWhT < p
Wh
T,max 0.41 7 · 10−4 1.1 · 10−5 4.7 · 10−8
Table 4. Cut-flow efficiency for the selection cuts. The superscript, (3), refers to the third phT bin
at generation level.
With this choice, the overflow phT bin contains O(10) SM events for 30 ab−1 of integrated
luminosity. The number of events per phT bin after all the cuts is shown in Fig. 4 for both
the signal and the backgrounds.
As explained in Section 2.1, the binning in φW is chosen to enhance the sensitivity
to Oϕw˜ by recovering the interference with the leading SM amplitude. On the other
hand, no improvement is possible for Oϕw since the neutrino ambiguity cancels the leading
modulation in φW , as can be seen in the left panel of Fig. 3.
To efficiently populate the five phT bins in Eq. (3.2), we generated four runs with a cut
on phT or a proxy for it in the case of backgrounds, see Appendix B.
3.3 Cut efficiencies
To evaluate the effectiveness of the selection cuts described in Section 3.1 in suppressing
the backgrounds, we show in Table 4 the cutflow analysis for the third phT bin. Due to small
differences in the generation-level cuts (see Table 7), the starting phase space volumes differ
slightly. Nevertheless, the analsyis gives a good idea of which cuts are the most effective in
suppressing the backgrounds. In particular, apart from the efficiency due to the j → γ fake
rate, Pj→γ = 10−3, Table 4 shows the effectiveness of the mγγ window cut which reduces
the backgrounds by more than one order of magnitude. Furthermore, the pWhT cut reduces
the Wγγ (Wjγ) by a factor of 5 (3) respectively.
The number of SM events in each bin for the signal and background channels after
applying the selection cuts are shown in Fig. 4. This figure shows that the dominant
backgrounds are Wγγ and Wjγ. Their size is roughly one third of the signal in the
first bin and gradually reduces to roughly 10% of the signal in the last bin. The Wjj
background, however, is at least one to two orders of magnitude smaller than the signal
and it can, therefore, be safely neglected.
Let us stress that the exact background projections for jγ and jj crucially depend on
the jet fake rate into photons and therefore is highly sensitive to the detector performance.
Nonetheless, given that even after taking a very conservative estimate for the fake rate the
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Figure 4. Number of SM events per phT bin after selection cuts for the signal and backgrounds at
the FCC-hh assuming 30 ab−1.
backgrounds are much smaller than the signal; we do not expect our bounds to change
much even if the fake rate is further reduced.
In summary, the selection cuts used in our analysis are very efficient in reducing the
backgrounds while preserving most of the signal, rendering the pp→Wh→ `νγγ channel
essentially background-free.
4 Results
In this section, we present the bounds on the Wilson coefficients of the three operators in
question. As a first step, in Section 4.1, we focus exclusively on the O(3)ϕq operator. This
simplification is justified because, in many BSM scenarios, the O(3)ϕq operator is generated
at tree level while Oϕw and Oϕw˜ are generated at loop level, see Section 2.2. Such an
exclusive analysis is also sensible in BSM models where the three Wilson coefficients are of
the same size. In fact, the O(3)ϕq operator induces larger deviations in the Wh distributions
and can be tested with much higher accuracy than Oϕw and Oϕw˜. We verify this statement
quantitatively in Section 4.2 where we perform a combined three-operator analysis.
4.1 Single operator analysis: O(3)ϕq
As we discussed in Section 2, the O(3)ϕq operator contributes to the amplitude with a
longitudinally-polarized W boson. It directly interferes with the leading SM amplitude
giving a quadratic growth with energy. In this case, an analysis strategy with a simple
binning in the transverse momentum of the Higgs is adequate to extract the bounds on
c
(3)
ϕq . Moreover, further binning in the leptonic azimuthal angle, φW , does not appreciably
improve the bound because the leading modulation is destroyed by the neutrino ambiguity.
Nevertheless, to be consistent with the double-differential three-operator analysis that we
– 11 –
phT bin Number of expected events @ FCC-hh
[200− 400] GeV 2840 + 22600 c(3)ϕq + 57100
(
c
(3)
ϕq
)2
[400− 600] GeV 667 + 13800 c(3)ϕq + 84600
(
c
(3)
ϕq
)2
[600− 800] GeV 178 + 7130 c(3)ϕq + 85600
(
c
(3)
ϕq
)2
[800− 1000] GeV 40 + 2610 c(3)ϕq + 49700
(
c
(3)
ϕq
)2
[1000−∞] GeV 12 + 1420 c(3)ϕq + 55000
(
c
(3)
ϕq
)2
Table 5. Number of signal events as a function of c
(3)
ϕq (fixing Λ = 1 TeV) at FCC-hh with 30 ab−1.
present in the next subsection, we also use the double binning defined in Eq. (3.2) for the
one-operator analysis.
For the statistical analysis, we assume that the likelihood function is Gaussian for
simplicity and do a χ2 analysis. The Gaussian assumption is justified since we do not have
any bins with less than O(10) events for which the Gaussian approximation is already very
good. To construct the χ2 function, then, we need the number of expected signal events
as a function of the Wilson coefficients in each bin. The fits as a function of c
(3)
ϕq are given
in Table 5 for each phT bin while the fits in both p
h
T and φW bins are given in Table 9 in
Appendix C.
Since we do not know exactly the size of possible systematic errors, we consider three
benchmark scenarios with 1%, 5%, and 10% systematic uncertainty. The 1% benchmark
is meant to give an estimate of the maximal sensitivity achievable by removing all pos-
sible sources of systematic uncertainty while the 5% one should provide a more realistic
assumption, being roughly comparable with the present LHC systematics for production
processes with leptonic final states [12]. Instead, the 10% benchmark should be considered
as a worst-case scenario.
The ∆χ2 = 3.84 (' 95% C.L.) bounds for c(3)ϕq are shown in Fig. 5 for Λ = 1 TeV,
as a function of the cutoff of the EFT, M , with 1%, 5%, and 10% systematic uncertainty.
The cutoff is enforced by selecting events with mWh ≤M , where mWh is the Wh invariant
mass, for each value of M .6 This result can give an idea of the dependence of the bound
on the cutoff of the EFT, since we can roughly identify Λ with M . The bound saturates
for M ∼ 4 TeV and there is only a mild degradation for M ' 2 TeV, below which it rapidly
becomes much worse. We find then that for M & 4 TeV, the 95% C.L. bounds for c(3)ϕq
6To reconstruct the invariant mass we randomly chose one of the two neutrino solutions. We checked
that this procedure gives the same bound as always choosing for a given event, the solution that gives the
highest
√
sˆ, i.e., the conservative case where we reject more events.
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Figure 5. Expected bounds on c
(3)
ϕq , setting Λ = 1 TeV, at the FCC-hh with 30 ab−1 as a function
of the maximal invariant mass cut M . The bounds correspond to ∆χ2 = 3.84 (' 95% C.L.)
and are obtained from a single parameter fit to the O(3)ϕq operator. The dashed, solid and dotted
blue lines show the bounds for 1%, 5% and 10% systematics. The orange shaded area shows
the expected bound from a global fit at FCC-ee [21], while the shaded red area delimited by a
solid (dashed) line corresponds to the HL-LHC with 3 ab−1 (LHC run 1) bounds from leptonically
decaying WZ [12]. The light blue shaded are corresponds to the bound obtained by LEP [55]. The
diagonal dashed and solid gray lines show the values of the Wilson coefficient expected in weakly-
coupled (c
(3)
ϕq ∼ g2/(4M2)) and strongly-coupled (c(3)ϕq ∼ (4pi)2/(4M2)) new physics models [12].
(with Λ = 1 TeV) are:
c(3)ϕq ∈ [−2.3, 2.1]× 10−3 1% syst.,
c(3)ϕq ∈ [−2.8, 2.5]× 10−3 5% syst.,
c(3)ϕq ∈ [−3.4, 2.9]× 10−3 10% syst.
(4.1)
The symmetry between the positive and negative bounds on the Wilson coefficients in-
dicates that either the linear interference term between the SM and BSM dominates the
bound or that the squared BSM one does. One can check that in fact it is the linear
term that dominates by comparing the quadratic and linear terms in Table 5 setting
c
(3)
ϕq ∼ few × 10−3 .
The diagonal dashed and solid gray lines show the values of the Wilson coefficient
that are expected in weakly-coupled new physics models (labeled ‘Weak’ in the plot), with
c
(3)
ϕq ∼ g2/(4M2), and strongly-coupled ones (labeled ‘Strong’), with c(3)ϕq ∼ (4pi)2/(4M2);
see discussion in Section 2.2. The extra factor of 1/4 is included to match the conventions
of Ref. [12]; it also arises in the matching of vector-like-quark extensions of the SM, see
Ref. [43].
For comparison, the projections obtained for the leptonicWZ at the FCC-hh, assuming
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5% systematics give a bound (for M & 5 TeV) [12]
FCC-hh (20 ab−1) c(3)ϕq ∈ [−1.8, 1.4]× 10−3 5% syst., (4.2)
which is about 2 times stronger than the one we find from W (h→ γγ).7
To give an idea of the FCC-hh constraining power, in Fig. 5 we also show the current
bounds from LEP and LHC run 1 and the expected bounds from leptonic WZ production
at HL-LHC and from a global fit at FCC-ee. We summarize these bounds in the following:
LEP [55] c
(3)
ϕq ∈ [−5.7, 5.7]× 10−1 ,
HL-LHC [12] (3 ab−1) c(3)ϕq ∈ [−1.2, 1.0]× 10−2 5% syst.,
HE-LHC [12] (27 TeV, 10 ab−1) c(3)ϕq ∈ [−4.0, 3.3]× 10−3 5% syst.,
FCC-ee [21] c
(3)
ϕq ∈ [−6.4, 6.4]× 10−3 ,
(4.3)
where the lepton collider bounds cited above are valid for M & MZ while the hadron
collider ones only for M & 5 TeV [12].
Comparing these results with the ones in Eqs. (4.1) and (4.2), we find that the HE-
LHC projections are slightly weaker than ours, and the FCC-ee ones are worse by a factor
∼ 3. It must, however, be noted that the FCC-ee center of mass energy is much lower than
the one at FCC-hh and other hadron colliders. Therefore, the corresponding bound on c
(3)
ϕq
is also valid for low cutoffs, which cannot be tested at hadron machines.
4.2 Three operator analysis: Oϕw, Oϕw˜, O(3)ϕq
We now extend our analysis to all the three operators, O(3)ϕq , Oϕw, and Oϕw˜, simultaneously.
The number of events in each bin as a function of the Wilson coefficients is reported in
Table 9 in Appendix C.
The 95% C.L. constraints in the (c
(3)
ϕq − cϕw), (c(3)ϕq − cϕw˜), and (cϕw − cϕw˜) planes
are shown in Fig. 6 in the top-left, top-right, and bottom-left panels respectively. The
bottom-right panel of the figure shows the effect of binning in φW on the bound on cϕw˜.
We present two sets of results here. The first one is obtained by profiling over the additional
Wilson coefficient and is delineated by solid contours in the plots. The second set of results,
delineated by dashed contours, is obtained by setting the remaining Wilson coefficient to
zero. All the results are given for the three benchmark scenarios with 1%, 5% and 10%
systematic uncertainty (green, red, and blue contours, respectively).
As expected, the constraints on c
(3)
ϕq are stronger, by roughly one order of magnitude,
than the ones on cϕw and cϕw˜. This confirms the expectation that a one-operator analysis
for c
(3)
ϕq is fully justified even in BSM scenarios in which the contributions to all three
effective operators are of the same order.
The top left panel in Fig. 6 shows that the c
(3)
ϕq and cϕw operators are correlated, mainly
due to the fact that both operators can only be distinguished by a different growth in the phT
7The WZ channel fit from Ref. [12] exploited a simple binned analysis similar to the one used by us. It
neglected possible backgrounds which, however, are not expected to be large.
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Figure 6. Expected 95% C.L. bounds on cϕw, cϕw˜, c
(3)
ϕq at the FCC-hh for 30 ab
−1. Bounds in
green, red, blue, assume 1%, 5% and 10% systematic error. Solid (dashed) lines in top and bottom
left panels correspond to the bounds when profiling over (setting to zero) the Wilson coefficient
not appearing in the plot Top Left: Bounds on the cϕw, c
(3)
ϕq plane. Top Right: Bounds on the
cϕw˜, c
(3)
ϕq plane. Bottom Left: Bounds on the cϕw, cϕw˜ plane. Bottom Right: In solid red
(dashed red) the bounds when using (not using) the double differential binning in φW assuming 5%
systematics in the plane cϕw, cϕw˜.
distribution. On the other hand, cϕw˜ is basically uncorrelated with the other two Wilson
coefficients. This is because the linear sensitivity to cϕw˜ derives from the φW binning
which allows for interference with the SM. The effect of the φW binning can be clearly
seen in the bottom right panel of Fig. 6. For the 5% systematic uncertainty benchmark,
the bound is ∼ 3 times stronger with only two φW bins in comparison with no binning.
The improvement is even larger for the 1% systematic uncertainty case. Meanwhile, the
– 15 –
Coefficient Profiled Fit One Operator Fit
c
(3)
ϕq
[−4.2, 2.9]× 10−3 1% syst.
[−9.2, 3.2]× 10−3 5% syst.
[−18.6, 3.5]× 10−3 10% syst.
[−2.3, 2.1]× 10−3 1% syst.
[−2.8, 2.5]× 10−3 5% syst.
[−3.4, 2.9]× 10−3 10% syst.
cϕw
[−6.5, 7.0]× 10−2 1% syst.
[−11.9, 15.5]× 10−2 5% syst.
[−18.4, 23.9]× 10−2 10% syst.
[−4.9, 4.0]× 10−2 1% syst.
[−11.2, 6.2]× 10−2 5% syst.
[−17.2, 8.3]× 10−2 10% syst.
cϕw˜
[−5.7, 5.6]× 10−2 1% syst.
[−7.8, 7.7]× 10−2 5% syst.
[−11.5, 12.2]× 10−2 10% syst.
[−5.5, 5.5]× 10−2 1% syst.
[−7.2, 7.2]× 10−2 5% syst.
[−8.9, 8.9]× 10−2 10% syst.
Table 6. Bounds at 95% C.L. on the coefficients of the O(3)ϕq , Oϕw and Oϕw˜ operators setting
Λ = 1 TeV. Left column: bounds profiling over the other two coefficients. Right column:
bounds with a one operator fit, i.e. setting the other two coefficients to zero.
binning in φW has a very mild effect on the bound on cϕw.
The impact of the systematic error on the fits is also quite strong. For 1% systematics,
the bounds are mainly driven by the linear SM-BSM interference terms in the cross section
for all three operators. However, for the 5% and 10% benchmarks, quadratic terms clearly
play an important role, significantly worsening and distorting the constraints.
It is also interesting to compare the results obtained by our two analysis procedures,
i.e. profiling over versus setting to zero the remaining Wilson coefficient. From the upper
left plot in Fig. 6, one can see that the constraints in the (c
(3)
ϕq − cϕw) plane remain almost
unchanged. This is expected, since the correlation between these Wilson coefficients and
cϕw˜ is very small. On the contrary, the correlation between c
(3)
ϕq and cϕw leads to a signifi-
cant weakening of the bounds on each of these coefficients when we profile over the other
one. Profiling over c
(3)
ϕq or cϕw has instead only a minor impact on the determination of
cϕw˜.
To get a quantitative idea of the sensitivity to each Wilson coefficient, we report in
Table 6 the bounds on c
(3)
ϕq , cϕw and cϕw˜ at the FCC-hh with 30 ab
−1. We list both the fits
obtained through profiling and the ones that take into account each operator separately.
We already compared the one-operator fit bounds on c
(3)
ϕq with the ones from other
colliders in the previous subsection. Here we notice that the bounds from the profiled fit
become significantly worse especially for negative values of the Wilson coefficient, whereas
they are relatively stable for positive values. For the 5% systematics benchmark, the
profiled bounds are worse than the ones expected from the WZ channel at HE-LHC and
roughly comparable with the FCC-ee ones, see Eq. (4.3).
For completeness, we compare our constraints on cϕw and cϕw˜ with projected and
current bounds. We compare our constraints on cϕw with the projections at the HL-LHC
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and FCC-ee. At 95% C.L., the bounds are expected to be [21, 36]
HL-LHC (3 ab−1) cϕw ∈ [−0.4, 0.4] ,
FCC-ee cϕw ∈ [−0.02, 0.02] ,
FCC-hh (30 ab−1) cϕw ∈ [−0.01, 0.01]
(4.4)
for Λ = 1 TeV, which for FCC-ee and FCC-hh are significantly stronger than our results.8
The situation is very different for Oϕw˜, which can be indirectly tested through the
contributions it induces to the electric dipole moment of the electron. Barring accidental
cancellations with the contributions from other CP-violating operators, the current exper-
imental results give a constraint cϕw˜ . 2 ·10−5(with Λ = 1 TeV) [37], which is three orders
of magnitudes stronger than our bound. The current direct bounds on Oϕw˜ at the LHC
(with 36 fb−1) are |cϕw˜| . 11 and are expected to reach the level |cϕw˜| . 1 (with Λ = 1
TeV) at the HL-LHC [56, 57], which is worse then the bound we obtain. Nonetheless,
we expect that the extrapolation of this differential analysis to FCC-hh will overpass the
bound derived from our WH analysis.
4.3 Connection to aTGCs
We mention that c
(3)
ϕq can be written as a combination of vertex corrections and the anoma-
lous triple gauge coupling, δg1z
c(3)ϕq =
Λ2
m2W
g2(δgZuL − δgZdL − c2θ δg1z) , (4.5)
where cθ is the cosine of the Weinberg angle. Therefore, for theories where the vertex
corrections are small, the bound on c
(3)
ϕq can be recast as a bound on δg1z. For universal
theories, where δgZuL , δg
Zd
L depend only on a combination of the oblique parameters S, T ,
W , Y [12, 16], this is especially justified, since the oblique parameters are expected to be
constrained with excellent accuracy through a variety of measurements at the FCC-ee and
FCC-hh, making δgZuL , δg
Zd
L negligible.
In this way, from the one-operator fit assuming 5% systematics and setting Λ = 1 TeV,
we obtain
δg1z ∈ [−4.2, 3.8]× 10−5 , (4.6)
whereas from the profiled bound we get
δg1z ∈ [−13.9, 4.8]× 10−5 . (4.7)
5 Summary and conclusions
In this work, we analyzed the pp → Wh → `νγγ channel at FCC-hh as a way to perform
precision EW measurements. We focused on new physics effects that grow with energy,
parametrized by dimension-6 effective operators within the SMEFT framework. In par-
ticular, we identified three operators that induce a growth with energy in the amplitude.
8Recall that in minimally coupled models, large single-operator contributions to h→ γγ are structurally
correlated, cancelling their contribution.
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Figure 7. 95% C.L bounds on c
(3)
ϕq , cϕw and cϕw˜. In blue our bounds from Wh→ `νγγ for FCC-hh
with 30 ab−1 for different systematics for a three operator fit. The black lines with a triangle on top
represent the the bound for a one operator fit instead. In light orange the current LEP [12] bound
for c
(3)
ϕq . In lighter and darker green for c
(3)
ϕq , the LHC and HL-LHC bounds using leptonic WZ (5%
syst) [12]. In medium green the current bounds on c
(3)
ϕq from a global fit [58]. In darker green also,
the HL-LHC projections for cϕw [21, 36] (obtained from a global fit) and cϕw˜ [56, 57] (obtained
from CP-odd observables in single Higgs production). Assuming no structural cancellations, we
show the bound on cϕw from a one parameter fit using δκγ in [36, 59] as a triangle on the green
bar. In darker orange the FCC-ee bounds from a global fit in [21] with the configuration FCC-ee
Z/WW/240 GeV/365 GeV. In yellow the EDM bound taken from [37].
Adopting the Warsaw basis convention, they are: O(3)ϕq , which induces a sˆ growth in the
longitudinally polarized amplitude, and Oϕw and Oϕw˜, which induce a
√
sˆ growth in the
transverse ones.
We found that a simple analysis strategy exploiting a binning in the pT of the Higgs
boson is already sufficient to obtain a good sensitivity to O(3)ϕq . Testing the Oϕw and Oϕw˜
operators is more challenging, since they do not interfere with the leading SM amplitude if
we simply use a phT binning. We found, nonetheless, that a double differential distribution
which also takes into account the azimuthal decay angle of the lepton, φW , can be used
to recover the interference for Oϕw˜ and significantly strengthen the bounds. The double
binning, however, only has a minor impact on the determination of Oϕw.
We show a summary of the projected 95% C.L. bounds on the three operators in
Fig. 7. We give two sets of results. The first, given by the blue bars, corresponds to
the constraints derived from the profiling of a fit including all three effective operators.
The second set, shown by the black lines with a triangle on top, corresponds to the fits
including one operator at a time. For each of our fits we consider three benchmark scenarios
characterized by different systematic uncertainties: 1% (lighter shading), 5% (medium
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shading) and 10% (darker shading). One can see that systematics play a significant role
in the bounds obtained. We believe that the 5% benchmark could be a realistic estimate,
since it is comparable to the present LHC systematics for similar processes with leptonic
final states.
Another interesting feature of our results is the impact of a three-operator fit instead
of a single-operator one. We find that the bounds on Oϕw and Oϕw˜ are almost unchanged,
whereas the bound on O(3)ϕq is strongly affected. This feature comes from a correlation
between c
(3)
ϕq and cϕw. However, it is important to stress that, in a majority of BSM
scenarios, the deformations parametrised by Oϕw and Oϕw˜ are expected to be subleading
with respect to the ones to O(3)ϕq . In this class of theories, the correct bound on O(3)ϕq is the
one obtained from the one operator fit.
Regarding the comparison with present and future bounds from other collider exper-
iments, we find that the one-operator O(3)ϕq constraints are significantly stronger than the
ones achievable at the HL-LHC through leptonic WZ production. They are also marginally
better than the expected ones at HE-LHC and FCC-ee. The WZ production channel at
FCC-hh could instead provide stronger bounds, although only by a factor ∼ 2, see Eq. (4.2).
We find that our bounds on Oϕw are competitive with a projected global fit to Higgs
data anticipated by the end of the HL-LHC but not at FCC-ee nor FCC-hh.
Our results for the Oϕw˜ determination are one order of magnitude stronger than the
ones achievable at the HL-LHC obtained using CP-sensitive observables from VBF and
gluon fusion [56, 57]. One feature of these observables is that they are linearly sensitive to
CP-odd operators, as opposed to inclusive Higgs data. This is also true for the observable
we constructed in our analysis. Nevertheless, indirect constraints coming from the current
electron EDM bounds are already three orders of magnitude stronger than the expected
bound we find.
We conclude by mentioning a few connected research directions that are worth explor-
ing as a continuation of this work. At present we focused on the rare final state h → γγ
since it provides a cleaner and simpler to analyze channel. Other final states with larger
cross section, chiefly among them h → bb¯, are, however, worth investigating. These chan-
nels are more challenging due to the much larger backgrounds, however they could provide
access to a significantly larger energy range, allowing us to exploit more efficiently the
energy-growing new physics effects.
It is also worth mentioning that Wh is not the only channel that can be exploited for
precision measurements. A closely related one is Zh production, that has similar features
at FCC-hh. Although this channel has a smaller cross section and is expected to provide
weaker bounds on O(3)ϕq , see Ref. [15], it allows us to access an additional operator that
induces an sˆ growth, namely O(1)ϕq [12].
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A Helicity amplitudes
In this appendix we write down the explicit formulas for the SM and BSM helicity ampli-
tudes.
A.1 pp→Wh
The pp→ Wh helicity amplitudes given in this subsection are exact. For convenience, we
define εW ≡ MW /
√
sˆ and εH ≡ Mh/
√
sˆ. The scattering angle θ is defined in Section 2.1,
see Fig. 2. The W boson polarization vectors are defined with respect to the null reference
momentum (|~pW |, −~pW ), where pW is the W momentum in the Wh center of mass frame.
MSM,± = ig
2
2√
2
MW√
sˆ
(1∓ cos θ) 1
1− ε2W
MSM,0 = ig
2
2
2
sin θ
1 + ε2W − ε2H
1− ε2W
(A.1)
M(3)ϕq,± = 2i c(3)ϕq
√
sˆMW
Λ2
(1∓ cos θ) 1
1− ε2W
M(3)ϕq,0 = i
√
2 c(3)ϕq
sˆ
Λ2
sin θ
1 + ε2W − ε2H
1− ε2W
(A.2)
Mϕw,± = 2i cϕw
√
sˆMW
Λ2
(1∓ cos θ) 1 + ε
2
W − ε2H
1− ε2W
Mϕw,0 = 4i
√
2 cϕw
M2W
Λ2
sin θ
1
1− ε2W
(A.3)
Mϕw˜,± = 2 cϕw˜
√
sˆMW
Λ2
(1∓ cos θ) λ(εW , εH)
1− ε2W
Mϕw˜,0 = 0 ,
(A.4)
where λ(εW , εH) ≡
√
(1 + εW + εH)(1 + εW − εH)(1− εW + εH)(1− εW − εH) is some-
times referred to as the triangle function.
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A.2 pp→Wh→ `νh
Here, we write the full squared amplitudes for Wh production with W → `ν. The expres-
sions are expanded in MW /
√
sˆ up to the order where even functions of φW appear in order
to capture the dependence on φW in the presence of the neutrino momentum reconstruction
ambiguity discussed in section 2.1.
The squared amplitudes and the interference terms between one BSM amplitude and
the SM are given separately. The three BSM-BSM interference amplitudes are omitted
for brevity since we are mainly interested in the regime where the dependence on the
Wilson coefficients is linear. For convenience, we define the square of the W propagator
denominator as |DW |2 ≡ (M2`ν −M2W )2 + M2WΓ2W . Note that the angular dependence on
the W scattering angle, θ, in Eq. 2.4 can be recovered by integrating over the phase space
of the leptons, d cos θWdφW .
|MSM|2 = g
6
2
48
[
1
4
sin2 θ sin2 θW +
MW√
sˆ
(1− cos θ cos θW ) sin θ sin θW cosφW
+
M2W
sˆ
(1− cos θ cos θW ) 2 cos2 φW
]
M2W
|DW |2
(A.5)
2ReMSMM(3)∗ϕq =
c
(3)
ϕq g42
6
sˆ
Λ2
[
1
4
sin2 θ sin2 θW +
MW√
sˆ
(1− cos θ cos θW ) sin θ sin θW cosφW
+
M2W
sˆ
{
(1− cos θ cos θW )2 + sin2 θ sin2 θW cos2 φW
}
− M
2
H
2sˆ
sin2 θ sin2 θW
]
M2W
|DW |2
(A.6)
2ReMSMM∗ϕw = −
g42cϕw
6
M2W
Λ2
[
(1− cos θ cos θW )2 + sin2 θ sin2 θW cos2 φW
+
1
2
√
sˆ
MW
(1− cos θ cos θW ) sin θ sin θW cosφW
]
M2W
|DW |2
(A.7)
2ReMSMM∗ϕw˜ =
g42cϕw˜
12
√
sˆMW
Λ2
[
(1− cos θ cos θW ) sin θ sin θW sinφW
]
M2W
|DW |2
(A.8)
∣∣∣M(3)ϕq ∣∣∣2 = g22c(3)2ϕq3 sˆ2Λ4
[
1
4
sin2 θ sin2 θW +
MW√
sˆ
(1− cos θ cos θW ) sin θ sin θW cosφW
+
M2W
sˆ
(
sin2 θ sin2 θW cos
2 φW + (cos θ − cos θW )2
)] M2W
|DW |2
(A.9)
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|Mϕw|2 =
g22 c
2
ϕw
3
sˆM2W
Λ4
[
sin2 θ sin2 θW cos
2 φW + (cos θ − cos θW )2
+
MW√
sˆ
sin θ sin θW (1− cos θ cos θW ) cos (φW )
]
M2W
|DW |2
(A.10)
∣∣Mϕw˜∣∣2 = g22 c2ϕw˜3 sˆM2WΛ4
[
(1− cos θ cos θW )2 − sin2 θ sin2 θW cos2 φW
]
M2W
|DW |2
(A.11)
B Monte Carlo event generation
In this appendix, we provide some additional details regarding the Monte Carlo event
generation discussed in Section 3. First, as mentioned above, we take the rate for a jet
to fake a photon to be Pj→γ = 10−3. This rate is conservative with respect to the fake
rates reported in [44, 45], which are parametrized as Pj→γ = 0.01 exp(−pγT /(30GeV)) and
0.002 exp(−pγT /(30GeV)), respectively. Even with this conservative fake rate, the Wjj
background is subleading while the Wγj one is of the same order as Wγγ. Nevertheless,
their sum is still much smaller than the signal (see Fig. 4), hence we do not expect their
reduction to have a significant effect on the bound.
As for the event samples themselves, processes without a jet in the final state were
generated inclusively with one additional hard jet. The 0- and 1-jet samples were matched
in the MLM scheme as implemented in MadGraph. The k⊥−cutoff scale was set to
1/3 · ph/γγT,min{bin} when generating the background (1/2 · p
h/γγ
T,min{bin} for the signal), where
min{bin} is the lower edge of the generation bin. The main reason for this was to account
for new production channels with initial gluons. On the other hand, the backgrounds with
at least one jet at generation level already have those channels open without the need for
an extra hard jet.
Fully differential NNLO QCD corrections to Wh production were obtained in [60–63]
including mass effects in the decays and matched to a parton shower in [64]. Generically,
the NNLO/NLO k-factors as a function of phT are small (< 10%). The same is also true of
the NLO/LO k-factors if the LO is showered. In our case, with the 0 +1j matched sample,
the NLO/0 + 1j k-factor is 25 − 50% but this difference comes mainly from the choice of
PDFs. As mentioned above, we used NNPDF23LO for the 0 + 1j sample. However, at NLO,
we used the NNPDF23NLO PDFs for consistency. The NLO/0 + 1j k-factor becomes ≤ 10%
if one generates the 0 + 1j sample using the NLO PDFs.
B.1 Generation cuts
In order to have more Monte Carlo events after the selection cuts, we imposed several basic
cuts at generation level which we list in Table 7. On the upper part of Table 7, we show the
cuts common to all the channels and all bins. On the lower part of the table, we show the
cuts corresponding to each channel and each bin. The bin-specific cuts are done in order
to increase the number of Monte Carlo events falling in each phT bin defined in Eq. (3.2),
without cutting any events that could pass the detector simulation and subsequent selection
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Wh Wγγ Wjγ and Wjj
p`T,min [GeV] 30 (all samples)
pγ,jT,min [GeV] 50 (all samples)
/ET,min [GeV] 100 (all samples)
|ηj,`max| 6.1 (all samples)
∆Rγγ,γj,γ`min – 0.01 0.01
∆Rγγ,γj,jjmax – 2.5 2
mγγ,γj,jj [GeV] – [50,300] [50,250]
ph,γγT,min [GeV] {150,350,550,750} {100,300,500,700} –
p`νT,min [GeV] – – {100,300,500,700}
Table 7. Parton level generation cuts for the signal and background processes. Each element in
the list of values for ph,γγT and p
`ν
T corresponds to the cut used in 4 different generation runs. Each
run was used in the analysis of the corresponding phT bin. The last generation bin is used for both
the fourth and fifth (overflow) bin.
h→ γγ γγ jγ jj
σ(loose) [fb] 7.5 4.8 · 103 106 6.2 · 107
σ(3rd bin gen. cuts) [fb] 0.026 2.9 3.0 · 102 5.2 · 103
Table 8. Parton level cross sections for signal and backgrounds before and after imposing the
generation level cuts defined in Table 7. Signal and γγ were generated at (0+1j), while jγ and
jj are LO. We only show the cross section after generation cuts for the third bin. See text for
more details. The subscript ‘loose’ refers to the mild cuts we had to impose to regulate infrared
divergencies. We employed the cuts pj,γT > 20 GeV for all the four processes, mX > 20 GeV for the
process pp→ lνX, ∆Rγj,γlmin = 0.01 for X = γγ and ∆Rγlmin = 0.01 for X = γj.
cuts. The generation cuts are not one to one with the phT bins, because this quantity is
shifted due to showering.
For illustration, we show in Table 8 the cross section before and after the generation
cuts described in Table 7. After generation cuts, we only give the results for the events
in the third bin, since it is the most sensitive one as a showcase example. Notice that the
generation cuts are slightly different for each process, therefore the interpretation of the
relative size of the cross sections before and after generation cuts must be taken with care.
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C Fits of the signal cross section
In Table 9, we show the fits of the Wh→ `νγγ cross section as a function of the c(3)ϕq , cϕw
and cϕw˜ Wilson coefficients for the bins used in the global analysis of Section 4.2.
phT bin φW bin Number of expected events at FCC-hh
[200− 400] GeV
[−pi, 0]
1420 + 11260 c(3)ϕq + 1401 cϕw + 695 cϕw˜
+ 27900
(
c(3)ϕq
)2
+ 1640 (cϕw)
2 + 1470
(
cϕw˜
)2
+ 6410 c(3)ϕq cϕw + 3690 cϕw˜ c
(3)
ϕq + 254 cϕw cϕw˜
[0, pi]
1420 + 11370 c(3)ϕq + 1360 cϕw − 707 cϕw˜
+ 29200
(
c(3)ϕq
)2
+ 1560 (cϕw)
2 + 1510
(
cϕw˜
)2
+ 6260 c(3)ϕq cϕw − 2590 cϕw˜ c(3)ϕq − 166 cϕw cϕw˜
[400− 600] GeV
[−pi, 0]
334 + 6860 c(3)ϕq + 339 cϕw + 309 cϕw˜
+ 42100
(
c(3)ϕq
)2
+ 1030 (cϕw)
2 + 982
(
cϕw˜
)2
+ 3420 c(3)ϕq cϕw + 4010 cϕw˜ c
(3)
ϕq + 85.1 cϕw cϕw˜
[0, pi]
333 + 6900 c(3)ϕq + 338 cϕw − 300 cϕw˜
+ 42400
(
c(3)ϕq
)2
+ 1030 (cϕw)
2 + 984
(
cϕw˜
)2
+ 3840 c(3)ϕq cϕw − 3760 cϕw˜ c(3)ϕq − 89.2 cϕw cϕw˜
[600− 800] GeV
[−pi, 0]
89 + 3510 c(3)ϕq + 88.3 cϕw + 126 cϕw˜
+ 42600
(
c(3)ϕq
)2
+ 567 (cϕw)
2 + 558
(
cϕw˜
)2
+ 2330 c(3)ϕq cϕw + 3390 cϕw˜ c
(3)
ϕq + 35.8 cϕw cϕw˜
[0, pi]
89 + 3620 c(3)ϕq + 94.3 cϕw − 130 cϕw˜
+ 43000
(
c(3)ϕq
)2
+ 575 (cϕw)
2 + 544
(
cϕw˜
)2
+ 1760 c(3)ϕq cϕw − 3210 cϕw˜ c(3)ϕq − 31.0 cϕw cϕw˜
[800− 1000] GeV
[−pi, 0]
20 + 1300 c(3)ϕq + 20.9 cϕw + 38.2 cϕw˜
+ 24700
(
c(3)ϕq
)2
+ 219 (cϕw)
2 + 203
(
cϕw˜
)2
+ 898 c(3)ϕq cϕw + 1190 cϕw˜ c
(3)
ϕq + 7.62 cϕw cϕw˜
[0, pi]
20 + 1300 c(3)ϕq + 21.1 cϕw − 39.7 cϕw˜
+ 25000
(
c(3)ϕq
)2
+ 215 (cϕw)
2 + 205
(
cϕw˜
)2
+ 744 c(3)ϕq cϕw − 1580 cϕw˜ c(3)ϕq − 14.1 cϕw cϕw˜
[1000−∞] GeV
[−pi, 0]
6 + 711 c(3)ϕq + 6.87 cϕw + 16.2 cϕw˜
+ 27400
(
c(3)ϕq
)2
+ 122 (cϕw)
2 + 116
(
cϕw˜
)2
+ 468 c(3)ϕq cϕw + 1590 cϕw˜ c
(3)
ϕq + 2.60 cϕw cϕw˜
[0, pi]
6 + 713 c(3)ϕq + 7.05 cϕw − 17.6 cϕw˜
+ 27600
(
c(3)ϕq
)2
+ 119 (cϕw)
2 + 116
(
cϕw˜
)2
+ 377 c(3)ϕq cϕw − 1230 cϕw˜ c(3)ϕq − 5.21 cϕw cϕw˜
Table 9. Number of expected signal events as a function of the Wilson coefficients (with Λ = 1 TeV)
at FCC-hh with 30 ab−1. Notice that the coefficients have errors of order few percent due to
statistical fluctuations.
– 24 –
References
[1] M. Farina, G. Panico, D. Pappadopulo, J. T. Ruderman, R. Torre and A. Wulzer, Energy
helps accuracy: electroweak precision tests at hadron colliders, Phys. Lett. B772 (2017) 210
[1609.08157].
[2] J. de Blas, M. Chala and J. Santiago, Global Constraints on Lepton-Quark Contact
Interactions, Phys. Rev. D88 (2013) 095011 [1307.5068].
[3] O. Domenech, A. Pomarol and J. Serra, Probing the SM with Dijets at the LHC, Phys. Rev.
D 85 (2012) 074030 [1201.6510].
[4] M. Farina, C. Mondino, D. Pappadopulo and J. T. Ruderman, New Physics from High
Energy Tops, JHEP 01 (2019) 231 [1811.04084].
[5] A. Biekoetter, T. Corbett and T. Plehn, The Gauge-Higgs Legacy of the LHC Run II,
SciPost Phys. 6 (2019) 064 [1812.07587].
[6] J. Baglio, S. Dawson, S. Homiller, S. D. Lane and I. M. Lewis, Validity of SMEFT studies of
VH and VV Production at NLO, 2003.07862.
[7] S. Alioli, R. Boughezal, E. Mereghetti and F. Petriello, Novel angular dependence in
Drell-Yan lepton production via dimension-8 operators, 2003.11615.
[8] R. Boughezal, F. Petriello and D. Wiegand, Removing flat directions in SMEFT fits: how
polarized electron-ion collider data can complement the LHC, 2004.00748.
[9] A. Falkowski, M. Gonzalez-Alonso, A. Greljo and D. Marzocca, Global constraints on
anomalous triple gauge couplings in effective field theory approach, Phys. Rev. Lett. 116
(2016) 011801 [1508.00581].
[10] A. Butter, O. J. P. E´boli, J. Gonzalez-Fraile, M. Gonzalez-Garcia, T. Plehn and M. Rauch,
The Gauge-Higgs Legacy of the LHC Run I, JHEP 07 (2016) 152 [1604.03105].
[11] A. Azatov, J. Elias-Miro, Y. Reyimuaji and E. Venturini, Novel measurements of anomalous
triple gauge couplings for the LHC, JHEP 10 (2017) 027 [1707.08060].
[12] R. Franceschini, G. Panico, A. Pomarol, F. Riva and A. Wulzer, Electroweak Precision Tests
in High-Energy Diboson Processes, JHEP 02 (2018) 111 [1712.01310].
[13] D. Liu and L.-T. Wang, Prospects for precision measurement of diboson processes in the
semileptonic decay channel in future LHC runs, Phys. Rev. D99 (2019) 055001 [1804.08688].
[14] B. Bellazzini and F. Riva, New phenomenological and theoretical perspective on anomalous
ZZ and Zγ processes, Phys. Rev. D98 (2018) 095021 [1806.09640].
[15] S. Banerjee, C. Englert, R. S. Gupta and M. Spannowsky, Probing Electroweak Precision
Physics via boosted Higgs-strahlung at the LHC, Phys. Rev. D98 (2018) 095012 [1807.01796].
[16] C. Grojean, M. Montull and M. Riembau, Diboson at the LHC vs LEP, JHEP 03 (2019) 020
[1810.05149].
[17] J. Baglio, S. Dawson and I. M. Lewis, NLO effects in EFT fits to W+W− production at the
LHC, Phys. Rev. D99 (2019) 035029 [1812.00214].
[18] E. da Silva Almeida, A. Alves, N. Rosa Agostinho, O. J. P. E´boli and M. C.
Gonzalez-Garcia, Electroweak Sector Under Scrutiny: A Combined Analysis of LHC and
Electroweak Precision Data, Phys. Rev. D99 (2019) 033001 [1812.01009].
– 25 –
[19] A. Azatov, D. Barducci and E. Venturini, Precision diboson measurements at hadron
colliders, JHEP 04 (2019) 075 [1901.04821].
[20] S. Banerjee, R. S. Gupta, J. Y. Reiness and M. Spannowsky, Resolving the tensor structure
of the Higgs coupling to Z-bosons via Higgs-strahlung, Phys. Rev. D100 (2019) 115004
[1905.02728].
[21] J. De Blas, G. Durieux, C. Grojean, J. Gu and A. Paul, On the future of Higgs, electroweak
and diboson measurements at lepton colliders, JHEP 12 (2019) 117 [1907.04311].
[22] J. Brehmer, S. Dawson, S. Homiller, F. Kling and T. Plehn, Benchmarking simplified
template cross sections in WH production, JHEP 11 (2019) 034 [1908.06980].
[23] B. Henning, D. M. Lombardo and F. Riva, Improved BSM Sensitivity in Diboson Processes,
Eur. Phys. J. C80 (2020) 220 [1909.01937].
[24] W. H. Chiu, Z. Liu and L.-T. Wang, Probing flavor nonuniversal theories through Higgs
physics at the LHC and future colliders, Phys. Rev. D101 (2020) 035045 [1909.04549].
[25] J. Baglio, S. Dawson and S. Homiller, QCD corrections in Standard Model EFT fits to WZ
and WW production, Phys. Rev. D100 (2019) 113010 [1909.11576].
[26] S. Banerjee, R. S. Gupta, J. Y. Reiness, S. Seth and M. Spannowsky, Towards the ultimate
differential SMEFT analysis, 1912.07628.
[27] F. F. Freitas, C. K. Khosa and V. Sanz, Exploring the standard model EFT in VH production
with machine learning, Phys. Rev. D 100 (2019) 035040 [1902.05803].
[28] J. M. Butterworth, I. Ochoa and T. Scanlon, Boosted Higgs → bb¯ in vector-boson associated
production at 14 TeV, Eur. Phys. J. C75 (2015) 366 [1506.04973].
[29] J. M. Butterworth, A. R. Davison, M. Rubin and G. P. Salam, Jet substructure as a new
Higgs search channel at the LHC, Phys. Rev. Lett. 100 (2008) 242001 [0802.2470].
[30] G. D’Ambrosio, G. F. Giudice, G. Isidori and A. Strumia, Minimal flavor violation: An
Effective field theory approach, Nucl. Phys. B645 (2002) 155 [hep-ph/0207036].
[31] R. S. Chivukula and H. Georgi, Composite Technicolor Standard Model, Phys. Lett. B188
(1987) 99.
[32] L. J. Hall and L. Randall, Weak scale effective supersymmetry, Phys. Rev. Lett. 65 (1990)
2939.
[33] A. J. Buras, Minimal flavor violation, Acta Phys. Polon. B34 (2003) 5615 [hep-ph/0310208].
[34] A. J. Buras, P. Gambino, M. Gorbahn, S. Jager and L. Silvestrini, Universal unitarity
triangle and physics beyond the standard model, Phys. Lett. B500 (2001) 161
[hep-ph/0007085].
[35] B. Grzadkowski, M. Iskrzynski, M. Misiak and J. Rosiek, Dimension-Six Terms in the
Standard Model Lagrangian, JHEP 10 (2010) 085 [1008.4884].
[36] J. de Blas et al., Higgs Boson Studies at Future Particle Colliders, JHEP 01 (2020) 139
[1905.03764].
[37] G. Panico, A. Pomarol and M. Riembau, EFT approach to the electron Electric Dipole
Moment at the two-loop level, JHEP 04 (2019) 090 [1810.09413].
[38] R. Contino, A. Falkowski, F. Goertz, C. Grojean and F. Riva, On the Validity of the
Effective Field Theory Approach to SM Precision Tests, JHEP 07 (2016) 144 [1604.06444].
– 26 –
[39] G. Panico, F. Riva and A. Wulzer, Diboson Interference Resurrection, Phys. Lett. B776
(2018) 473 [1708.07823].
[40] G. F. Giudice, C. Grojean, A. Pomarol and R. Rattazzi, The Strongly-Interacting Light
Higgs, JHEP 06 (2007) 045 [hep-ph/0703164].
[41] A. Falkowski, “Higgs Basis: Proposal for an EFT basis choice for LHC HXSWG.”
https://cds.cern.ch/record/2001958, 2015.
[42] D. Liu, A. Pomarol, R. Rattazzi and F. Riva, Patterns of Strong Coupling for LHC Searches,
JHEP 11 (2016) 141 [1603.03064].
[43] J. de Blas, J. C. Criado, M. Perez-Victoria and J. Santiago, Effective description of general
extensions of the Standard Model: the complete tree-level dictionary, JHEP 03 (2018) 109
[1711.10391].
[44] R. Contino et al., Physics at a 100 TeV pp collider: Higgs and EW symmetry breaking
studies, Tech. Rep. 3, 2017. 10.23731/CYRM-2017-003.255.
[45] FCC collaboration, FCC Physics Opportunities: Future Circular Collider Conceptual Design
Report Volume 1, Tech. Rep. 6, 2019. 10.1140/epjc/s10052-019-6904-3.
[46] J. Alwall et al., The automated computation of tree-level and next-to-leading order
differential cross sections, and their matching to parton shower simulations, JHEP 07 (2014)
079 [1405.0301].
[47] NNPDF collaboration, Parton distributions with QED corrections, Nucl. Phys. B 877
(2013) 290 [1308.0598].
[48] T. Sjo¨strand et al., An Introduction to PYTHIA 8.2, Comput. Phys. Commun. 191 (2015)
159 [1410.3012].
[49] DELPHES 3 collaboration, DELPHES 3, A modular framework for fast simulation of a
generic collider experiment, JHEP 02 (2014) 057 [1307.6346].
[50] M. Selvaggi, DELPHES 3: A modular framework for fast-simulation of generic collider
experiments, J. Phys. Conf. Ser. 523 (2014) 012033.
[51] A. Mertens, New features in DELPHES 3, J. Phys. Conf. Ser. 608 (2015) 012045.
[52] M. Cacciari, G. P. Salam and G. Soyez, FastJet User Manual, Eur. Phys. J. C72 (2012)
1896 [1111.6097].
[53] M. Cacciari and G. P. Salam, Dispelling the N3 myth for the kt jet-finder, Phys. Lett. B641
(2006) 57 [hep-ph/0512210].
[54] M. Cacciari, G. P. Salam and G. Soyez, The anti-kt jet clustering algorithm, JHEP 04
(2008) 063 [0802.1189].
[55] “Lep tgc working group.” https://cds.cern.ch/record/2285934.
[56] F. U. Bernlochner, C. Englert, C. Hays, K. Lohwasser, H. Mildner, A. Pilkington et al.,
Angles on CP-violation in Higgs boson interactions, Phys. Lett. B790 (2019) 372
[1808.06577].
[57] A. Bieko¨tter, R. Go´mez-Ambrosio, P. Gregg, F. Krauss and M. Scho¨nherr, Constraining
SMEFT operators with associated hγ production in Weak Boson Fusion, 2003.06379.
[58] J. Ellis, C. W. Murphy, V. Sanz and T. You, Updated Global SMEFT Fit to Higgs, Diboson
and Electroweak Data, JHEP 06 (2018) 146 [1803.03252].
– 27 –
[59] M. Cepeda et al., Report from Working Group 2: Higgs Physics at the HL-LHC and
HE-LHC, vol. 7, pp. 221–584. 12, 2019. 1902.00134. 10.23731/CYRM-2019-007.221.
[60] G. Ferrera, M. Grazzini and F. Tramontano, Associated WH production at hadron colliders:
a fully exclusive QCD calculation at NNLO, Phys. Rev. Lett. 107 (2011) 152003 [1107.1164].
[61] G. Ferrera, M. Grazzini and F. Tramontano, Higher-order QCD effects for associated WH
production and decay at the LHC, JHEP 04 (2014) 039 [1312.1669].
[62] J. M. Campbell, R. K. Ellis and C. Williams, Associated production of a Higgs boson at
NNLO, JHEP 06 (2016) 179 [1601.00658].
[63] G. Ferrera, G. Somogyi and F. Tramontano, Associated production of a Higgs boson decaying
into bottom quarks at the LHC in full NNLO QCD, Phys. Lett. B 780 (2018) 346
[1705.10304].
[64] W. Astill, W. Bizon, E. Re and G. Zanderighi, NNLOPS accurate associated HW production,
JHEP 06 (2016) 154 [1603.01620].
– 28 –
