2. Compactly generated spaces. The paper [111 of Steenrod shows why it is convenient to work in the category of compactly generated Hausdorff spaces. In some contexts, though, the requirement of the Hausdorff condition can be a problem, because certain standard operations on spaces can lead outside the category. For example, if (X, A) is a closed pair of spaces in the category, K/A may not be in the category. There is a more general problem for adjunction spaces, and a problem for unions of expanding sequences. In the presence of certain extra conditions (see [11] ) one can be guaranteed that the spaces remain in the category. But in some situations these conditions may be absent or difficult to verify. I have learned from J. C. Moore how one can slightly enlarge the category so that it has better closure properties, but still has the convenient technical properties in [11] . We proceed as follows.
When we call a space compact we follow the French usage and include the Hausdorff property. A subset A of a space X, is compactly closed, if for every map p: K-* X, where K is a compact space, 9-'A is closed in K. A space X is called a k-space if every compactly closed subset of X is closed.
A space X is a weak Hausdorff space if for every map cp: K-. X, where K is a compact space, <pK is closed in X. This property of spaces is between T1 and T2. It is stable under the formation of cartesian products and subspaces.
2.1. LEMMA. If X is a weak Hausdorff space, then for every map a of a compact space K into X, the image pK is compact.
Proof. The main point of course is that pK is Hausdorff. If xl and x2 are distinct points of q7K, then from the facts that X is T1 and K is normal, we can get disjoint open sets U1 and U2 containing D -'x1 and P -'X2, respectively. Since X is weak Hausdorff, the sets pK-p(K-U1) and ?K-9(K-U2) are open in pK; they are disjoint and contain x1 and x2, respectively.
Note that as a result of this lemma, a subset of a weak Hausdorff space X is compactly closed if and only if its intersection with every compact subset of X is closed. Let us call a space compactly generated if it is a weak Hausdorff k-space. The category of compactly generated spaces is the full subcategory of the category of topological spaces whose objects are the compactly generated spaces. This is the category in which we wish to work. It is slightly larger than the category of compactly generated Hausdorff spaces studied in [11] . Nevertheless one can carry over essentially all the ideas of [11] .
In particular, if X is a topological space, let kX denote the space whose underlying set is that of X and whose closed sets are the compactly closed subsets of X. It is easy to check that x is a product for the category of compactly generated spaces. One defines the product for systems analogously. As in [11] one forms mapping spaces by using first the compact-open topology and then applying the functor k.
No separation condition is required for the following proposition, whose proof is analogous to that of Theorem 4.4 in [11] . A proclusion is a surjective map whose range has the quotient topology. The following proposition is one of the reasons for the better closure properties of our category. Its proof is immediate from 2.2 and 2.3, and from the fact that every quotient space of a k-space is a k-space. 2.7. CONVENTION. Throughout the rest of this paper we will assume that all spaces are compactly generated; correspondingly we usually omit the modifier "compactly generated". All products and mapping spaces are taken in this category (see above). The notions of topological group, group action, fiber bundle, et cetera, are modified in accordance with this notion of product.
The following lemma will be applied several times. It is easy to check that 
The monoids B(G, X)
. Let G be a monoid-a set with an associative multiplication having a two-sided unit e. Let X be a based set. We let B(G, X) denote the set of all functions u: X -G such that u(*)=e and such that u(x)=e for all but finitely many x in X. B(G, X) is again a monoid under pointwise multiplication of
functions. Let this operation be denoted by E). (Thus (u E) u')(x) = u(x) u'(x).) If G is abelian, then so is B(G, X). If G is a group, then so is B(G, X).
If g E G and x E X-{*}, let gx denote the element of B(G, X) whose value at x is g and whose value elsewhere is e. We agree that g* is the unit of B(G, X), the function whose value everywhere is e. 
Uniqueness is obvious.
We shall denote B(p, id) simply by p* and denote B(id, b) by b* whenever it is defined. From this proposition one can note the various ways in which the construction B(., *) can be restricted to be a functor, covariant in both variables.
The abelian topological monoids B(G, X)
. In this section we suppose G is an abelian topological monoid (written additively) and X is a based space. We are going to put a topology on B(G, X) that will make it again an abelian topological monoid. We recall Convention 2.7; we are working in the category of compactly generated spaces. We shall want to verify that B(G, X) remains in that category.
For each n ? 0 we make Bn(G, X) a space by giving it the quotient topology from the following map u,, whose domain is the n-fold product (G x X)": Then thefollowing three statements hold. (a) B(cp, L) is a morphism  of abelian topological monoids. (b) If 'p and b are proclusions, then so is B(, ).   (c) If 9p and b are injective closed maps, then so is B('p, zJ) . 5.2 we need only show B(9p, O) X) and B(G, X'). In particular, if X is contractible, then so is B(G, X) . 7. CW structure on B(G, X) for G discrete abelian and X triangulable. Throughout this section let G be a discrete abelian monoid and let X be a based simplicial complex, with the weak topology. Let us order the vertices of X so that we can handle products. We will show that these data determine a CW structure on B(G, X). The proof is similar to that of an analogous theorem in [4] . 
Proof. (a) By

Proof. From conditions (B) and (C) and the fact that A E int
(G gn (; xiV'tn)
This implies that ,u(g x aj) = p(g' x au), and the proof is complete.
Let us call a simplex g x oj of M(G x X) nondegenerate if g E (G-O)n and J is nondegenerate. We wish to apply to our situation the following general lemma.
LEMMA. Let ,: M --B be a proclusion, where M is a C W-complex and B is a topological space. Suppose there exists a collection of cells of M called the nondegenerate cells satisfying the following three conditions. (i) u is injective on each nondegenerate cell. (ii) The images under , of any two nondegenerate cells are either disjoint or equal. (iii) Given any cell e of M, there exists a nondegenerate cell e' of no greater dimension and a map f of (e, e) onto (e', e') such that ,f(x) =,u(x) for all x in e.
Then the sets ,u(e), where e varies over the nondegenerate cells of M, form a CW decomposition of B. For a characteristic map for ,(e) we can take the composite of , with a characteristic map for e.
The proof of this lemma is an easy generalization of the proof of Milnor's Lemma 3.2 in [8]
, and will therefore be omitted.
Condition (i) of this lemma is verified immediately for our situation (for the proclusion ,u: M(G x X) -+ B(G, X)) by applying Lemma 7.2 with (g, J) = (g', J')
and taking the first part of the conclusion (that A= A'). Condition (ii) follows immediately from Lemma 7.2 with the second part of the conclusion.
To verify condition (iii), let g x aj be an arbitrary simplex of Gn x Xn, where J is a matrix of the form (7.1) satisfying (A) and (B). If g x a, is already nondegenerate,
we just take f to be the identity on g x ap. Otherwise we obtain from g x aj a " contracted" nondegenerate simplex by applying successively to the pair (g, J) the following four operations, each of which is defined for any such pair (g, J).
(1) Omit from J any column, all of whose entries are the basepoint of X, and omit from g the corresponding gj's.
(2) " Collecting g coefficients. " If the first column of J coincides with some later columns, then omit these later columns, and omit the corresponding entries of g. Replace however g1 by its sum with these later entries. Then look at the new second column and continue the process.
(3) Omit any zero entries of g and omit the corresponding columns of J. G is a discrete abelian group and (X, A) is a based triangulable  pair, then (B(G, X), p*, B(G, X/A)) is a numerable principal B(G, A)-bundle. -in showing (8.7) that (Bn(G, X) , Bn(G, X) rl En-1) is an NDR pair. The rest of the proof works for G an arbitrary abelian topological group and (X, A) an arbitrary closed based pair. It would be nice to get the conclusion of 8.7-or at least of the theorem-under weaker hypotheses. One ought to be able to get a quasifibration theorem too, for the monoid case. G is a topological monoid and X=I or S1, then B(G, X) shall have the topology of the union of the expanding sequence of spaces Bn(G, X), where Bn(G, X) has the quotient topology from (9.3). 9.6. PROPOSITION. For G and X as in 9.5, B(G, X) is compactly generated.
LEMMA. p* induces B(G, X)/B(G, A) e B(G, X/A).
Proof. For each u E B(G, X), let [u] E B(G, X)/B(G,
A
REMARK. We used the assumption that G is discrete and (X, A) is triangulable at only one point
Classifying spaces. To begin, suppose G is a monoid (not necessarily abelian
Proof. This is analogous to 6.5. We prove by induction on n that Bn(G, X) is compactly generated. For the inductive step we use the fact (easily checked) that vn defines a relative homeomorphism (Gn x L\, v;   1Bn _ 1(G, I)) -+(Bn(G, I), Bn_ 1(G, I) ), with a similar statement for Vn and S1. I) and B(G, SI) have a monoid structure, but we do not claim it is continuous; see 9.19. However, if G is abelian, then by 9.18 and 6.6 this is true.
REMARK. B(G,
The following three propositions are analogous to (special cases of) 6.7 and 6.10, and are easily proved. PROPOSITION (see (9.2)). i: G -+ B(G, I) is a closed imbedding and   p: B(G, I) -+ B(G, S1) is a proclusion. Since all three factors of the product are NDR pairs, the result then follows from Theorem 6.3 and Lemma 8.4 of [11] .
9.8.
If in addition to the hypothesis of 9.15, G is a topological group, then by 9.14 and 9.15, we can apply Theorem 4.2 to B(G, I) . This, in combination with 9.12 and 9.10, gives: where p,(g, t)=(g a, t 0a). It is easy to check the hypotheses of 2.8, so that i is closed and the proof is complete. 9.19. REMARKS. In treating B(G, X) in ?6 we assumed G to be abelian because some of the proofs depend on that assumption. But if G is an arbitrary topological monoid and X is a based space, the functions p? of (6.1) are still defined and could be used to topologize B(G, X). So it makes sense to ask whether it is really necessary to assume that G is abelian in Theorem 9.18. The following example shows that it is. Let G be a discrete, nonabelian group. Suppose that the topology on B(G, S1) defined from the ,Un agrees with that defined in the present section. Then the proof of 6.7 still applies to show that B(G, SI) is a topological monoid. Hence ITB(G, S1) is abelian. But by 9.17, r1B(G, SI) 7ToG G, which is nonabelian. Incidentally, the first paragraph of the proof of 9.18 then shows that the topology on B(G, S1) of the present section is strictly larger than that defined by the un. define a homotopy k.: G E, by k,(g)=(g(l -s), (-q(g) 
The canonical H-isomorphisms B(G, X) --* QB(G, SX). If G is a topological
