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By means of the Hagen–Rothe formula, we establish two new
matrix inversions with four parameters. These new inversions
uniformize Riordan’s inverse relations of Abel-, Chebyshev-, and
Legendre-type as well as Gould’s inversions based on Vandermon-
de-type convolutions. Some related q-series inverse relations using
the known q-analogues of the Hagen–Rothe formula are estab-
lished. A Λ-extension of Gould’s g-inverse, a novel expression for
all Chebyshev-type inversions, and several new summation and
transformation formulas of series are presented as applications.
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1. Introduction
In computational and enumerative combinatorics, it is often necessary to invert combinatorial
summations [45] and ﬁnd connection coeﬃcients between two arbitrary (orthogonal) polynomial se-
quences [4, Lecture 7]. The problem usually arises as to whether an can be expressed explicitly in
terms of a linear combination of b0,b1,b2, . . . ,bn . Suppose we are given a linear system of equations
n∑
k=0
fn,kak = bn, n = 0,1,2, . . . . (1)
Then inversion is possible only when fn,n = 0 for n  0. More importantly, the solution of the linear
system (1) in the unknown an ’s leads us to the so-called matrix inversion (sometimes called inverse
series relation, reciprocal or orthogonal relation, or inversion formula), which is deﬁned as a pair of
inﬁnite-dimensional lower-triangular matrices F = ( fn,k)nk0 and G = (gn,k)nk0 satisfying
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nik
fn,i gi,k =
∑
nik
gn,i f i,k = δn,k for all n,k ∈ N0, (2)
where δn,k denotes the usual Kronecker symbol and N0 the set of nonnegative integers. Given such a
pair of inverse matrices F and G , the solution of the linear system (1) can uniquely and explicitly be
expressed in the dual form:
an =
n∑
k=0
gn,kbk for all n ∈ N0. (3)
In this context, the pair of sequences {an}n0 and {bn}n0, denoted usually by (an,bn), is called a
Bailey pair with respect to F due to its appearance in Bailey’s lemma [5] and in Andrews’ subsequent
work on Bailey chains [2]. A historical account of Bailey’s lemma, as well as its well-poised extensions
of elliptic hypergeometric series may refer to Warnaar [58,60].
The ﬁrst systematic study of matrix inversions and their applications in combinatorial sums is due
to Riordan [44]. Since his work a number of methods for ﬁnding matrix inversions have been devel-
oped, among which the following are worthwhile mentioning: the integral representation approach
(Egorychev [19]); the umbral calculus (Roman [46]); the operator method (Krattenthaler [36]); the lo-
cal cohomology residues over Schauder-bases (Huang [33]); the Riordan group and array (Shapiro and
Sprugnoli [41,42,53,57]); the telescopic approach on formal factorials (Chu [14,13]); the recurrence re-
lation method (Milne and Bhatnagar [43]). Further reference may also extend to [6,7] concerning the
U (n)-extensions of inverse relations on root systems, and to [48] as to the theory of rather general
Möbius–Rota inversions over partially ordered sets.
A number of speciﬁc matrix inversions found in the literature are summarized below:
(a) The Lagrange–Bürmann inversion formula and Gessel–Stanton’s q-analogues [22].
(b) Bressoud’s inversion [8] and Andrews’ inversion [2] used in Bailey chains for q-series.
(c) Riordan’s Abel-, Chebyshev-, Legendre-type inverse relations [45,44].
(d) Gould’s inverse relations based on Vandermonde convolutions [26–30].
(e) The Gould–Hsu inversion formula [29] and its q-analogue due to Carlitz [9].
(f) The Krattenthaler inversion formula [37] as an extension of the Gould–Hsu inversion formula.
(g) Warnaar’s elliptic matrix inversion [59] as an elliptic analogue of the Krattenthaler inversion for-
mula.
(h) The ( f , g)-inversion formula put forward by Ma [39,40].
All of the above listed matrix inversions have proved to be very useful for deriving summation and
transformation formulas of classical and basic hypergeometric series. The reader may consult [10–12,
14–18] and [1,2,45,47,56,58,59] for more details. Especially noteworthy here1 is that almost all of the
above inversions can be uniﬁed under the header of the ( f , g)-inversion formula (h), except for those
of type (c) and (d). Driven by our curiosity about matrix inversions outside the scope of (h), in this
paper we will focus solely on these two remaining types, and unify them by the following:
Theorem 1. Let F = ( fn,k)nk0 and G = (gn,k)nk0 be given by
fn,k = 1
(n − k)!
n−k−1∏
i=0
(c + np + kq + ri) (4a)
and
gn,k = E(n,k)
(n − k)!
n−k−1∏
i=2
(−c − kp − nq + ri), (4b)
1 As pointed out by the referee, the ( f , g)-inversion, the Krattenthaler inversion and Warnaar’s matrix inversion are equiva-
lent to each other in the sense of appropriate choices of parameters.
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E(n,k) = {c + n(p + q)}{c + k(p + q)}+ (n − k)pq − r(c + np + kq).
Then F and G are inverses of each other.
Theorem 2. Let F = ( fn,k)nk0 and G = (gn,k)nk0 be given by
fn,k = c + kp + kq
(n − k)!
n−k−1∏
i=1
(c + np + kq + ri) (5a)
and
gn,k = −c − kp − kq
(n − k)!
n−k−1∏
i=1
(−c − kp − nq + ri). (5b)
Then F and G are inverses of each other.
Furthermore, under the assumption that p + q = 0, we will establish a q-analogue of Theorem 2.
Hereafter, as far as q-analogues are concerned, q always denotes the base in the context of basic
hypergeometric series.
Theorem 3. Assume the q-notation deﬁned by (7) below. For c = 0, let F = ( fn,k)nk0 and G = (gn,k)nk0
be deﬁned respectively by
fn,k = c
(q;q)n−k
n−k−1∏
i=1
{
c + b(1− qi)+ p([n] − [k]qi)+ r[i]} (6a)
and
gn,k = −c
(q;q)n−k
n−k−1∏
i=1
{
b − (b + c)qi + p([n] − [k]qi)+ r[i]}. (6b)
Then F and G are inverses of each other.
The rest of this paper is organized as follows. The detailed proofs of Theorems 1–3 are given in
Section 2. As direct applications, six typical problems including an extension of the g-inverse of Gould
and a novel uniform formula for Chebyshev-type inversions will be investigated in Section 3.
In order to facilitate our discussions, we now recall some terminology and notation that will be
used throughout this paper. For n ∈ N0 and x,q ∈ C with |q| < 1, we will employ the q-number, the
q-binomial coeﬃcient, and the q-shifted factorial, which are respectively deﬁned by
[n] = 1− q
n
1− q ,
[
x
n
]
=
n∏
i=1
1− qx−i+1
1− qi ,
(a;q)∞ =
∞∏
i=0
(
1− aqi), (a;q)n = (a;q)∞
(aqn;q)∞ . (7)
The classical binomial coeﬃcient results from the limiting case of the q-binomial coeﬃcient
lim
q→1
[
x
n
]
=
(
x
n
)
= (x)n
n! (8)
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(x)n = x(x− 1)(x− 2) · · · (x− n + 1).
Whenever dealing with formal product over the set of integers Z, we will adopt the convention of
deﬁning [21, (3.6.12)]
n∏
i=k
ai =
⎧⎪⎨
⎪⎩
akak+1 · · ·an, n k,
1, n = k − 1,
1
an+1an+2···ak−1 , n k − 2.
For notational convenience we often write ( fn,k)
−1
nk0 (sometimes ( fn,k)
−1 if there is no risk of
confusion) for the inverse of ( fn,k)nk0.
2. The proofs of main theorems
In this section we prove Theorems 1, 2, and 3 by employing the classical Hagen–Rothe formula (see
[49] or [23, pp. 89–90] for its proofs), which generalizes the famous Chu–Vandermonde convolution
formula.
Lemma 4 (The Hagen–Rothe formula).
n∑
k=0
p + kq
(x+ kz)(y − kz)
(
x+ kz
k
)(
y − kz
n − k
)
= p(x+ y − nz) + nxq
x(x+ y)(y − nz)
(
x+ y
n
)
. (9)
Two special summation formulas needed in our proof of Theorem 1 can be derived from the above
Hagen–Rothe formula.
Lemma 5.
n∑
k=0
x
x+ kq
(−x− kq
k
)(
y + x+ kq
n − k
)
=
(
y
n
)
, (10)
n∑
k=0
1
1+ x+ kq
(−x− kq
k
)(
y + x+ kq
n − k
)
= 1
y
(
y
n
)
(1+ x)y + q(y − n)
(1+ x)(1+ x+ q) . (11)
Proof. First observe that (10) follows by letting (p, z) → (y,−q) in (9) and by then letting (x, y) →
(−x, x+ y). Thus we only need to show (11). Writing the left-hand side of (11) as
LHS of (11) = 1
1+ x
(
y + x
n
)
+
n∑
k=1
1
1+ x+ kq
(−x− kq
k
)(
y + x+ kq
n − k
)
and then making use of the recurrence relation
(n
k
) = (n−1k−1) + (n−1k ), we immediately arrive at the
expression:
LHS of (11) =
n∑
k=1
1
1+ x+ kq
(−1− x− kq
k − 1
)(
y + x+ kq
n − k
)
+
n∑ 1
1+ x+ kq
(−1− x− kq
k
)(
y + x+ kq
n − k
)k=0
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n−1∑
k=0
1
1+ x+ q + kq
(−1− x− q − kq
k
)(
(y − 1) + (1+ x+ q) + kq
n − 1− k
)
+
n∑
k=0
1
1+ x+ kq
(−1− x− kq
k
)(
(y − 1) + (1+ x) + kq
n − k
)
.
Evaluating the last two sums by the Hagen–Rothe formula (10) we obtain
LHS of (11) = 1
1+ x+ q
(
y − 1
n − 1
)
+ 1
1+ x
(
y − 1
n
)
= 1
y
(
y
n
)
(1+ x)y + q(y − n)
(1+ x)(1+ x+ q) .
The lemma is therefore proved. 
Now we are ready to prove Theorems 1 and 2.
Proof of Theorem 1. In view of the deﬁnition (2), it suﬃces to show that
n∑
i=k
fn,i gi,k = δn,k. (12)
Clearly, (12) is valid for n−k = 0,1. Hence we only have to show its validity for n−k 2. To proceed,
we ﬁrst rewrite the left-hand side of (12), by making the substitutions N = n− k and I = i − k, in the
form
n∑
i=k
fn,i gi,k =
N∑
I=0
(−1)IE(I + k,k)
(c + kp + kq + Iq)(c + kp + kq + Iq − r)
×
∏N−I−1
j=0 (c + Np + kp + kq + Iq + r j)
(N − I)!
∏I−1
j=0(c + kp + kq + Iq − r j)
I! ,
where E(n,k) is given by (5). Next, in order to evaluate the sum on the right, we distinguish the two
cases r = 0 and r = 0.
Case I: r = 0. Observing that E(I + k,k) is linear in I , we write it as E(I + k,k) = A + B I . Then this
sum can be reduced straightforwardly to the following:
n∑
i=k
fn,i gi,k = 1N!
N∑
I=0
(−1)I
(
N
I
)
(A + B I)(Np + c + kp + kq + Iq)N−I (c + kp + kq + Iq)I−2
= 1
N!
N∑
I=0
(−1)I
(
N
I
)
(A + B I)
N−I∑
J=0
(
N − I
J
)
(Np) J (c + kp + kq + Iq)N− J−2
= 1
N!
N∑
J=0
(
N
J
)
(Np) J S(N − J ),
where we have made use of the binomial relation
(N
I
)(N−I
J
)= (NJ )(N− JI ), S(N − J ) denoting the sum
N− J∑
I=0
(−1)I
(
N − J
I
)
(A + B I)(c + kp + kq + Iq)N− J−2.
Observe that S(N − J ) just turns out to be the (N − J )th forward difference of f (x) = (A + Bx)(c +
kp + kq+ xq)N−2− J at 0, while f (x) is a polynomial of degree N − J − 1. According to the calculus of
ﬁnite differences, we have that S(N − J ) = 0 when N > J . Thus, (12) is conﬁrmed.
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be transformed into so by making in (12) the simultaneous substitutions
(p,q, c, r) → (rp, rq, rc,−r). (13)
As in Case I, we also write E(I + k,k) = a + bI with the two parameters a and b being given by
a = (c + kp + kq)(c + kp + kq + 1),
b = p(1+ q) + c(p + q) + k(p + q)2.
Consequently we have
n∑
i=k
fn,i gi,k =
N∑
I=0
a + bI
(x+ Iq)(x+ 1+ Iq)
(
y + x+ Iq
N − I
)(−x− Iq
I
)
,
where x = c + kp + kq and y = Np. Since, by partial fraction decomposition,
a + bI
(x+ Iq)(x+ 1+ Iq) =
a − bx/q
x+ Iq −
a − b(x+ 1)/q
x+ 1+ Iq ,
we split the sum over I into two parts as follows:
n∑
i=k
fn,i gi,k = (a − bx/q)
N∑
I=0
1
x+ Iq
(
y + x+ Iq
N − I
)(−x− Iq
I
)
− (a − b(x+ 1)/q) N∑
I=0
1
x+ 1+ Iq
(
y + x+ Iq
N − I
)(−x− Iq
I
)
.
Evaluating the last two sums by (10) and (11) we get
n∑
i=k
fn,i gi,k = a − bx/qx
(
y
N
)
− a − b(x+ 1)/q
y
× (1+ x)y + q(y − N)
(1+ x)(1+ x+ q)
(
y
N
)
=
{
a − bx/q
x
− a − b(x+ 1)/q
y
× (1+ x)y + q(y − N)
(1+ x)(1+ x+ q)
}(
y
N
)
. (14)
Recalling the deﬁnitions of a,b and x, y, the term within braces simpliﬁes to 0, which immediately
leads to
∑n
i=k fn,i gi,k = 0. Hence (12) is proved for r = 0, completing the proof of Theorem 1. 
Proof of Theorem 2. We only consider the case r = 0 and n k + 1. The proof for r = 0 and n = k is
exactly the same as that of Theorem 1. When r = 0 and n k + 1, it is easily found that
n∑
i=k
fn,i gi,k = −(c + kp + kq)
N∑
I=0
c + k(p + q) + I(p + q)
(c + np + kq + Iq)(−c − kp − kq − Iq)
×
(−c − kp − kq − Iq
I
)(
c + np + kq + Iq
N − I
)
,
where N = n − k and I = i − k. This sum can be evaluated directly by the Hagen–Rothe formula (9)
with the parameters being simultaneously speciﬁed as
(n,k) → (N, I), (p,q) → (c + kp + kq, p + q),
(x, y, z) → (−c − kp − kq, c + np + kq,−q).
Under these substitutions, the corresponding numerator on the right-hand side of (9) gives 0, viz.,
p(x+ y − nz) + nxq → p(n − k − N)(c + kp + kq) = 0, yielding ∑ni=k fn,i gi,k = 0. 
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rephrase the results of Theorems 1 and 2 in the easy-to-use form:
Corollary 6. Assume the notation of Theorem 1. Then there hold the following two pairs of inverse matrices:((
c + np + kq
n − k
))−1
nk0
=
( E(n,k)
(c + kp + nq)(c + kp + nq + 1)
(−c − kp − nq
n − k
))
nk0
,
(15a)(
c + kp + kq
c + np + kq
(
c + np + kq
n − k
))−1
nk0
=
(
c + kp + kq
c + kp + nq
(−c − kp − nq
n − k
))
nk0
. (15b)
Some comments should be made concerning Theorems 1 and 2 before we proceed.
Remark 7. If one of p and q is zero, then Theorem 1 reduce to a special case of the Krattenthaler
inversion, or those of the ( f , g)-inversion with f = 1 − xy and g = x − y. As for Theorem 2, it is
worthy of note that Gould [26] proved a similar result using Abel’s coeﬃcients.
Remark 8. Theorems 1 and 2 can be explained using Sprugnoli’s Riordan group or Egorychev’s integral
representation. Indeed, when r = −1 it is quite clear that
fn,k =
(
c + np + kq
n − k
)
= [tn−k](1+ t)c+np+kq.
According to Egorychev and Zima [20, p. 95, Deﬁnition], the matrix ( fn,k) is of the type R(1,1; (1+t)c,
(1 + t)q, (1 + t)p) and its inverse, i.e., (15a) in Corollary 6, can be derived by [20, Theorem 2]. The
interested reader may consult [20] for further details. As indicated by one of the anonymous referees,
we now know that both matrix inversions in Corollary 6 can also be derived via the technique of
Riordan groups. See [41] or [42, Theorem 6].
The remainder of this section will be devoted to q-analogues of Theorems 1 and 2. We believe
that q-analogues as such should depend on q-analogues of the Hagen–Rothe formula. With this idea
in mind, we ﬁrst consider the simplest case of the latter, i.e., the q-Chu–Vandermonde formula [21,
p. 354, (II.7)]
n∑
k=0
q(a−k)(n−k)
[
b
n − k
][
a
k
]
=
[
a + b
n
]
,
from which we immediately deduce that:
Proposition 9. There holds the following pair of inverse matrices:(
q(a−k)(n−k)
[
b
n − k
])−1
=
(
q(a+b−k)(n−k)
[ −b
n − k
])
. (16)
This obviously is a q-analogue of Corollary 6 in the special case p = q = 0. In fact, it corresponds
to a particular instance of Carlitz’ matrix inversion. Secondly, we note that Krattenthaler already set
up a general theorem of q-series inverse relations [35, Theorem 2], thereby obtaining the following
q-analogue of the Legendre inversion (see below (21b)). It can also be found in Andrews [1, Lemma 3]
and [2, (3.27)/(3.40)].
Proposition 10. (See Krattenthaler [35, p. 343].)([
p + 2n
n − k
])−1
=
(
(−1)n−kq(n−k2 ) 1− q
p+2n
1− qp+n+k
[
p + n + k
n − k
])
. (17)
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Abel–Rothe formula in the light of matrix inversions, we ﬁnd at once:
Proposition 11. There hold the following two pairs of inverse matrices:(
1
(q;q)n−k
n−k−1∏
i=0
{
1− (a + bqk)qi}
)−1
=
(
a + bqk − 1
(q;q)n−k
n−k−1∏
i=1
(
a + bqn − qi)
)
, (18a)
(
(−1)n−k
(q;q)n−k
n−k−1∏
i=0
(
1− aqn − bqi+k)
)−1
=
(
q(
n−k
2 )
1− aqn − bqn−1
(q;q)n−k
n−k−1∏
i=1
(
1− aqk − bqn−i−1)
)
. (18b)
Proof. It is easily veriﬁed that (18a) is equivalent to the ( f , g)-inversion with f = 1 − xy, g = x − y
and bk = (a + bqk)q−k , xk = qk , while (18b) is equivalent to the ( f , g)-inversion with f = x − y,
g = x − y and bk = 1 − aqk , xk = bqk−1. The relevant computations are left to the reader, who may
consult [39, Theorem 1.3] for more details about the ( f , g)-inversion. 
Finally we present a nontrivial q-analogue of Theorem 2 for the case that p + q = 0, namely
Theorem 3, which is implicit in the q-Hagen–Rothe formula [34, Theorem 4] due to Johnson.
The full proof of Theorem 3 can now be given as follows.
Proof of Theorem 3. According to [34, Theorem 4] of Johnson, for all integer n 0, there holds
An(x;b + c, r, p,q)
(q;q)n =
n∑
k=0
Ak(x;b, r, p,q)
(q;q)k fn,k(b, c), (19)
where the polynomials An(x;b, r, p,q) and fn,k(b, c) are given by
An(x;b, r, p,q) = (x+ b)
n−1∏
i=1
(
b + p[n] + xqi + r[i]),
fn,k(b, c) = c
(q;q)n−k
n−k−1∏
i=1
{
c + b(1− qi)+ p([n] − [k]qi)+ r[i]}.
Now making the substitutions (b, c) → (b + c,−c) in (19), we ﬁnd also
An(x;b, r, p,q)
(q;q)n =
n∑
k=0
Ak(x;b + c, r, p,q)
(q;q)k fn,k(b + c,−c).
From the viewpoint of matrix inversions, it is clear that (19) is equivalent to
An(x;b, r, p,q)
(q;q)n =
n∑
k=0
Ak(x;b + c, r, p,q)
(q;q)k gn,k(b, c)
where gn,k(b, c) stands for the (n,k)-entry of the inverse ( fn,k(b, c))−1. Comparison of the last two
equalities yields
gn,k(b, c) = fn,k(b + c,−c),
which is justiﬁed by the uniqueness of inverse matrix and the fact that ﬁnitely many polynomials
from {An(x;b, r, p,q) | n ∈ N0} are linearly independent. Hence the proof is complete. 
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In this section we examine applications of Theorems 1–3 to combinatorial analysis and basic hyper-
geometric series. For a substantial interpretation of our approach, we refer the reader to Chu [11–17],
Schlosser et al. [32,38,50–52] and Warnaar [58–60].
In what follows we will content ourselves with six typical problems only.
3.1. Binomial matrix inversions.
As mentioned earlier, by appropriately specializing the parameters p,q, r, c in Theorems 1 and
2 we recover a large number of matrix inversions given by Riordan [45, Chapters II–III] and Gould
[24,25,30,31]. Some of these are reproduced here as examples, corresponding to the cases r = 0 and
r = −1 of Theorems 1 and 2.
Example 12. (See Riordan [45, Table 3.1]: r = 0.) There hold three pairs of inverse matrices of Abel-
type: (
(x+ k)n−k
(n − k)!
)−1
=
(
(−x− k) (−x− n)
n−k−1
(n − k)!
)
,
(
(x+ n − k)n−k
(n − k)!
)−1
=
((
x2 − n + k) (−x+ n − k)n−k−2
(n − k)!
)
,
(
(n + k)n−k
(n − k)!
)−1
=
(
(n + 4nk − k) (−n − k)
n−k−2
(n − k)!
)
.
In general, we have(
(c + np + kq)n−k
(n − k)!
)−1
=
(
Ξ(n,k; p,q) (−c − kp − nq)
n−k−2
(n − k)!
)
, (20a)
(
(c + kp + kq)(c + np + kq)n−k−1
(n − k)!
)−1
=
(
(−c − kp − kq)(−c − kp − nq)n−k−1
(n − k)!
)
, (20b)
where Ξ(n,k; p,q) = {c + n(p + q)}{c + k(p + q)} + (n − k)pq. Note that the inversion (20a) has been
derived recently by Merlini, Sprugnoli, and Verri [41, p. 109] using the Riordan group and Lagrange
inversion.
Example 13. (See Riordan [45, Tables 2.2, 2.5 and 2.6]: r = −1.) There hold ﬁve pairs of inverse
matrices of Gould- and Legendre-type:((
p + kq − k
n − k
))−1
=
(
(−1)n−k p + kq − k
p + nq − k
(
p + nq − k
n − k
))
, (21a)
((
p + nq − k
n − k
))−1
=
(
(−1)n−k 1+ p + n(q − 1)
1+ p − n + kq
(
p + kq − k
n − k
))
,
((
p + 2n
n − k
))−1
=
(
(−1)n−k p + 2n
p + n + k
(
p + n + k
n − k
))
, (21b)
((
p + n + k
n − k
))−1
=
(
(−1)n−k 1+ p + 2k
1+ p + n + k
(
p + 2n
n − k
))
,
((
c + np
n − k
))−1
=
(
(−1)n−k c + np
c + kp
(
c + n − k + kp − 1
n − k
))
. (21c)
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p + n + kq − k
n − k
))−1
=
(
(−1)n−k 1+ p + kq
1+ p + n(q − 1) + k
(
p + nq
n − k
))
.
We also remark that the special case c = 0 of the inversion (21c) can be found in Egorychev and
Zima [20, p. 106, Example 2(d)], but with a misprint, while Gould [25] gave an equivalent form of the
inversion (21a).
3.2. Essence of Chebyshev-type inversions
Matrix inversions of Chebyshev-type (see [45, Section 2.4]) would seem at ﬁrst glance totally dif-
ferent from those displayed above. As a matter of fact, all of them fall within the scope of Theorems 1
and 2. To see this we carry out the change of variables
bn =
n/c∑
k=0
fn,kan−ck
n=cm+r⇐===⇒
k→m−k
bcm+r =
m∑
k=0
fcm+r,m−kack+r (c > 0).
Here x denotes the integer part of x and the notation ⇐⇒ means that the equalities on both
sides are equivalent. To illustrate how this change of variables can be used to derive inversions of
Chebyshev-type from Theorem 2, we now reprove the following Gould’s inversion.
Theorem 14. (See Gould [30, (5.3)/(5.4)].) For any positive integer c, the linear system of equations
an =
n/c∑
k=0
(−1)k p − λn
p − λn + t(1+ cλ)k
(
p − λn + t(1+ cλ)k
k
)
bn−ck (22a)
is equivalent to
bn =
n/c∑
k=0
p − λn
p − λn + (1− t)(1+ cλ)k
(
p − λn + (1− t)(1+ cλ)k
k
)
an−ck. (22b)
Proof. Starting with (22a), we write that n = cm + r and m = n/c with 0 r < c. Subsequently, we
have only to show the assertion for arbitrary m and ﬁxed r. For this purpose, we ﬁrst express (22a)
by replacing k by m − k in the form
acm+r
C +m(P + Q ) =
m∑
k=0
bck+r
(m − k)!
m−k−1∏
i=1
(C +mP + kQ + i), (23)
where
(P , Q ,C) = (cλ − t(1+ cλ), t(1+ cλ), rλ − p). (24)
By means of Theorem 2, the relation (23) can be inverted as
bcm+r
C +m(P + Q ) =
m∑
k=0
−ack+r
(m − k)!
m−k−1∏
i=1
(−C − kP −mQ + i).
After shifting the indices k and i by m − k and k − i simultaneously, the last relation can further be
reformulated as
bcm+r =
m∑ −C −m(P + Q )
k!
k−1∏(−C + kP −m(P + Q ) + k − i)ac(m−k)+r .k=0 i=1
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In the above proof of Theorem 14, we have assumed that c > 0. Actually, this theorem also remains
valid for c < 0. As seen in the book [45, Tables 2.3 and 2.4; Table 2.5(5)/(6)], Riordan recorded many
similar inverse relations valid for all c but without rigorous proof. Clariﬁcation of this point is as
follows.
Proposition 15. Let L(n,k, c) and R(n,k, c) be of the form k! fn,n−k with fn,k given by (4a). Then for a nat-
ural number c and two sequences {an}n0 and {bn}n0 , the following two inverse relations (i) and (ii) are
equivalent:
(i) the linear system of equations
bn =
n/c∑
k=0
L(n,k, c)
k! an−ck is equivalent to an =
n/c∑
k=0
R(n,k, c)
k! bn−ck;
(ii) the linear system of equations
bn =
∑
k0
L(n,k,−c)
k! an+ck is equivalent to an =
∑
k0
R(n,k,−c)
k! bn+ck.
Proof. We only show that (i) implies (ii). The converse statement can be proved in an analogous
manner. According to the deﬁnition (2), the inverse relation (i) is equivalent to the orthogonal relation
∑
i+k= j
L(n, i, c)
i!
R(n − ci,k, c)
k! = δ j,0 for all j  0. (25)
In the proof of Theorem 1, we have already shown that the left-hand sum of (25) is just a jth forward
difference of certain polynomial of degree j − 1. Therefore, (25) is valid no matter what sign c has.
Replacing c by −c, we get
∑
i+k= j
L(n, i,−c)
i!
R(n + ci,k,−c)
k! = δ j,0 for all j  0, (26)
which is equivalent to (ii). 
As an application, we consider the following concrete example, whose validity for the case c > 0
has been proved by Merlini, Sprugnoli, and Verri [42, p. 483, Example] using the Riordan group.
Example 16. (See Riordan [45, Table 2.4(1)].) Putting λ = −1 and p = t = 0 in Theorem 14, we recover
immediately the well-known Chebyshev-type inversion:
an =
n/c∑
k=0
(−1)k
(
n
k
)
bn−ck is equivalent to bn =
n/c∑
k=0
n
n − ck + k
(
n − ck + k
k
)
an−ck. (27)
By Proposition 15, we know that
an =
∑
k0
(−1)k
(
n
k
)
bn+ck is equivalent to bn =
∑
k0
n
n + ck + k
(
n + ck + k
k
)
an+ck.
This last inversion, just as indicated by Riordan, can be uniﬁed into (27) under the convention n/c =
+∞ for c < 0.
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Chebyshev-type inversions.
Theorem 17. For any integer c = 0 and four complex numbers p,q, r, s, the linear system of equations
an =
n/c∑
k=0
1
k!
k−1∏
i=0
(s + np + kq + ri)bn−ck (28a)
is equivalent to
bn =
n/c∑
k=0
F(n,k)
k!
k−1∏
i=2
(−s − np + k(cp + q) + ri)an−ck, (28b)
where
F(n,k) = (s + 2np)(s − ckp) + n(n + ck)p2 − kq(cp + q) − r(s + np + kq).
The details are left for the interested reader.
3.3. New solutions of Gould’s and Egorychev’s problems
Let us now recall the so-called (reverse–converse) g-inverse proposed by Gould [31, p. 613]. If the
linear system (1) implies the linear system (3) only with the summation index k being constrained
by a number-theoretic function g , then (1) and (3) both together is called a g-inverse; conversely, it
is called a reverse–converse g-inverse. Examining Theorem 1 from this viewpoint, we easily ﬁnd that
the g-inverse of Gould can be extended to the following:
Theorem 18 (Λ-matrix inversion). For arbitrary subset Λ ⊆ N0 , deﬁne the characteristic function χ(•,Λ) :
N0 → {0,1} by
χ(n,Λ) =
{
1, n ∈ Λ,
0, n /∈ Λ.
Then the linear system of equations
an =
n∑
k=0,k∈Λ
(
c + np + kq
n − k
)
bk (29a)
implies
bn =
nχ(n,Λ)∑
k=0
E(nχ(n,Λ),k)
(c + kp + nqχ(n,Λ))(c + kp + nqχ(n,Λ) + 1)
×
(−c − kp − nqχ(n,Λ)
nχ(n,Λ) − k
)
ak, (29b)
where E(n,k) is given by (5).
Proof. It suﬃces to deﬁne βn = bnχ(n,Λ) for n ∈ N0. Accordingly, we can rewrite (29a) as
an =
n∑
k=0
(
c + np + kq
n − k
)
βk.
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βn =
n∑
k=0
E(n,k)
(c + kp + nq)(c + kp + nq + 1)
(−c − kp − nq
n − k
)
ak.
Replacing βn by bnχ(n,Λ), the expected result follows. 
The previous argument, which we refer to as the characteristic function method, is applicable to
other matrix inversions. We remark here that (29a) and (29b) do not constitute a matrix inversion,
because (29a) cannot be deduced from (29b). By specifying Λ = {nq | n ∈ N0} and {n2 | n ∈ N0}, re-
spectively, we readily recover from Theorem 18 many of the (reverse–converse) g-inverses of Gould
[31] and Singhal and Kumari [54,55]. In what follows, we give a complete solution of Problem 3.4.13
in the book [19, §3.4] by Egorychev, as a second example of the characteristic function method.
Corollary 19. For any real numbers r  0, s > −1 and q ∈ N, deﬁne Λ = {mq | m ∈ N0}. Let {bm}m0 be
arbitrary sequence satisfying
n∑
k=0
(−1− r/s − n/s − k
n − k
)
(−s)n−k(k + r + ks)bk = 0 for n /∈ Λ. (30)
Then the linear system of equations
am =
mq∑
k=0
(mq)!(k + r + ks)bk
(mq − k)!(mq + r)(mq + r + s) · · · (mq + r + ks) (31a)
is equivalent to
bm = sm
m/q∑
k=0
(−1)m−kq
(
m
kq
)(
r/s + kq/s +m − 1
m
)
ak. (31b)
Proof. Observe ﬁrst that for n =mq ∈ Λ the product
(mq + r)(mq + r + s) · · · (mq + r + ks) = (−s)k+1 (−(n + r)/s)n+1
(−(n + r + s)/s − k)n−k .
Taking this fact and the conditions (30) into account and making use of the characteristic function χ
above, we can rewrite the relation (31a) as
αn =
n∑
k=0
(−1− r/s − n/s − k
n − k
)
βk
with the Bailey pair (αn, βn) given by
αn = (−(n + r)/s)n+1
n! χ(n,Λ)an/q
and
βn = (−1/s)n+1(n + r + ns)bn.
Solving this linear system using Theorem 1 we readily get
βn =
n∑ (n + r + ns)(k + r + s + ks)
(k + r + ns)(k + r + s + ns)
(
1+ r/s + k/s + n
n − k
)
αk,k=0
1488 X. Ma / Journal of Combinatorial Theory, Series A 118 (2011) 1475–1493which, upon substituting the above expressions for (αn, βn) inside, reduces immediately to
bn = (−s)n+1
n/q∑
k=0
kq + r + s + kqs
(kq + r + ns)(kq + r + s + ns)
×
(
1+ r/s + kq/s + n
n − kq
)
(−(kq + r)/s)kq+1
(kq)! ak.
After some routine simpliﬁcation we obtain (31b). Conversely, starting with (31b) and carrying out
the same procedure, we can also derive (31a). 
3.4. Generalization of Gould’s series transformation
As typical applications of matrix inversions, Theorems 1 and 2 can be applied to derive series
transformations. We illustrate the following transformation of convolution series which generalizes a
result of Gould in [27].
Theorem 20. For arbitrary complex numbers b, p,q and n ∈ N0 , we have
n∑
k=0
(
p − bk
n − k
)
G(k) =
n∑
k=0
(−1)k
(
p + q − k
n − k
)
H(k) (32)
provided that
H(n) =
n∑
k=0
(−1)k
(
q + (b − 1)k
n − k
)
G(k). (33)
Proof. Firstly, denote respectively the left- and right-hand sides of (32) by g(n) and f (n). Now con-
sider
n∑
k=0
(−1)k
(
p + q − k
n − k
)
g(k) =
n∑
k=0
(−1)k
(
p + q − k
n − k
) k∑
i=0
(
p − bi
k − i
)
G(i)
=
n∑
i=0
G(i)
n∑
k=i
(−1)k
(
p + q − k
n − k
)(
p − bi
k − i
)
= (−1)n
n∑
i=0
G(i)
(
n − q − bi − 1
n − i
)
=
n∑
i=0
(−1)iG(i)
(
q − i + bi
n − i
)
= H(n).
Observe that this linear system for g(n)’s can be solved by use of the inversion (21a) directly or
Theorem 1. The uniqueness of solution yields f (n) = g(n). 
Two particular cases are worthy of mention. First letting G(n) in (33) as below and then making
use of partial fraction decomposition to determine H(n), we deduce the Bailey pair
(
G(n), H(n)
)= ( w
w + dn
(
q + bn
n
)
, (−1)n (q − bw/d)n
(n + w/d)n
)
.
Theorem 20 speciﬁed by this Bailey pair gives rise to the following series transformation.
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n∑
k=0
w
w + dk
(
p − bk
n − k
)(
q + bk
k
)
=
n∑
k=0
(−1)k
(
p + q − k
n − k
)
(q − bw/d)k
(k + w/d)k . (34)
When d tends to zero, we recover Jensen’s formula [28, (3.144)]:
n∑
k=0
(
p − bk
n − k
)(
q + bk
k
)
=
n∑
k=0
(
p + q − k
n − k
)
bk.
In addition, taking into account of the dual form of (33), we get from the same pair (G(n), H(n))
another interesting combinatorial identity:
n∑
k=0
(−1)k q + bk − k
q + bn − k
(
q + bn − k
n − k
)
(q − bw/d)k
(k + w/d)k =
w
w + dn
(
q + bn
n
)
. (35)
For a second example, we replace b by 1− b in Theorem 20 and choose G(n) in (33) as below. Then
the following the Bailey pair results
(
G(n), H(n)
)= ((−1)n x+ yn
(p + bn)(q − bn)
(
p + bn
n
)
,
x(p + q) + n(py − bx)
p(p + q)(q − bn)
(
p + q
n
))
,
where H(n) requires the use of the Hagen–Rothe formula. Accordingly, the relation (32) in Theorem 20
reduces to
Example 22.
p(p + q)
n∑
k=0
(
p + (b − 1)k
n − k
)
G(k) =
n∑
k=0
(−1)k x(p + q − bk) + pyk
q − bk
(
p + q − k
n − k
)(
p + q
k
)
.
It is of importance to note that for n  1 and b = 0 the sum on the right may be regarded as a
rational function of 1/b. Hence we can evaluate it by partial fraction decomposition in closed form
n∑
k=0
(−1)k x(p + q − bk) + pyk
q − bk
(
p + q − k
n − k
)(
p + q
k
)
= (−1)n p(x+ qy/b)
q
(p + q)n
(q/b − 1)n .
Substituting this into the preceding identity, a Vandermonde-type convolution follows:
n∑
k=0
(−1)n−k x+ yk
(p + bk)(q − bk)
(
p + (b − 1)k
n − k
)(
p + bk
k
)
= x+ qy/b
q(p + q)
(p + q)n
(q/b − 1)n (36)
for n  1. This last identity is obviously different from the Hagen–Rothe formula (9). To the best of
our knowledge, both (35) and (36) are new.
3.5. Dual forms of Andrews’ q-Catalan identities
In a very recent paper [3], Andrews has established the following identities for the q-Catalan
numbers.
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n∑
k=0
q2kC2k(−1,q)C2n−2k(−1,q) = q
2n(−q2;q2)n−1
(−q;q2)n Cn(−1,q), (37a)
n∑
k=0
q2kC2k(−1,q)C2n+1−2k(−1,q) = q
2n+2(1− q2n−1)(−q2;q2)n−1
(−q;q2)n+1 Cn(−1,q), (37b)
n∑
k=0
q2kC2k+1(−1,q)C2n+1−2k(−1,q) = −q
2n+1(−q2;q2)n
(−q;q2)n+1 Cn+1(−1,q), (37c)
where the q-Catalan numbers Cn(λ,q) are deﬁned by
Cn(λ,q) = q2n
(−λ/q;q2)n/(q2;q2)n.
Using Proposition 11, we immediately deduce from Lemma 23.
Theorem 24. For i = 0,1 there are two Bailey pairs (A(i)k , B(i)k ), such that
n∑
k=0
Cn−k
(−q,q1/2)B(i)k = A(i)n , (38)
where {A(i)k }k0 is given by
A(i)k =
{
q3n(1−i)C2n+i(−1,q1/2), k = 2n,
0, k = 2n + 1;
and {B(i)k }k0 is deﬁned by
B(0)k =
⎧⎪⎨
⎪⎩
q2n(−q;q)n−1
(−q1/2;q)n Cn(−1,q1/2), k = 2n,
q2n+3/2(1−qn−1/2)(−q;q)n−1
(−q1/2;q)n+1 Cn(−1,q
1/2), k = 2n + 1;
B(1)k =
⎧⎪⎨
⎪⎩
qn+1(1−qn−1/2)(−q;q)n−1
(−q1/2;q)n+1 Cn(−1,q
1/2), k = 2n,
−qn+1(−q;q)n
(−q1/2;q)n+1 Cn+1(−1,q
1/2), k = 2n + 1.
Proof. Observe ﬁrst that
Cn
(−λ,q1/2)= qn(λq−1/2;q)n/(q;q)n.
Specifying (b,a) → (0, λq−1/2) in the inversion (18a), we have also
(
Cn−k
(−λ,q1/2))−1 =
(
qn−k
(q;q)n−k
n−k−1∏
i=0
(
λq−1/2 − qi)
)
.
With these preparatory facts and by setting λ = 1, we therefore ﬁnd that the linear system of equa-
tions
n∑
Cn−k
(−1,q1/2)αk = βn (39a)
k=0
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n∑
k=0
q(n−k)/2 (q
1/2;q)n−k
(q;q)n−k βk = αn. (39b)
It only remains to ﬁnd the two desired Bailey pairs with respect to (39a). One of such Bailey pairs, by
writing q−k/2A(0)k = αk and q−k/2B(0)k = βk , follows from a combination of (37a) with (37b). It hence
satisﬁes the dual form (39b), yielding the case i = 0 of (38). To obtain another Bailey pair (αk, βk) =
(q−k/2A(1)k ,q
−k/2B(1)k ), we reformulate (37b) and (37c) as
n∑
k=0
q−kC2k+1
(−1,q1/2)C2n−2k(−1,q1/2)= q(1− qn−1/2)(−q;q)n−1
(−q1/2;q)n+1 Cn
(−1,q1/2),
n∑
k=0
q−kC2k+1
(−1,q1/2)C2n+1−2k(−1,q1/2)= −q1/2(−q;q)n
(−q1/2;q)n+1 Cn+1
(−1,q1/2).
Comparison of these two equations with (39a) yields the desired Bailey pair satisfying (39b). The
latter amounts to (38) for i = 1. 
3.6. Dual forms of the q-Abel–Rothe formula
As a direct application of Theorem 3 and Proposition 11, we end our paper with the dual forms of
the q-Abel–Rothe formula.
Example 25. Let an = δn,0 in Eq. (1) and fn,k as in (6a). Replacing b by (b − r)/(1− q) in Theorem 3,
it is not hard to ﬁnd that
bn =
n∑
k=0
c
(q;q)n−k
n−k−1∏
i=1
{
c + p([n] − [k]qi)+ b[i]}δk,0 = c
(q;q)n
n−1∏
i=1
{
c + p[n] + b[i]}.
As before, substituting this unit Bailey pair (an,bn) into Eq. (3) gives rise to a new but slightly strange
q-difference identity:
n∑
k=0
[
n
k
] n−k−1∏
i=1
{−cqi + p([n] − [k]qi)+ b[i]} k−1∏
i=1
{
c + p[k] + b[i]}= −c−2(q;q)nδn,0. (40)
Example 26. As already mentioned, Krattenthaler and Schlosser have found a q-analogue of the clas-
sical Abel–Rothe formula [38, (8.5)], which may be reformulated, after the substitutions (a,b) →
(a/c,b/c), as
n∑
k=0
(−c)kq(k2)
[
n
k
](
a + bqk;q)n−kαk = (c;q)n, (41a)
where
αk = c − a − b
c − b − aq−k
(
b/c + aq−k/c;q)k.
By Proposition 11 we readily get the dual form of (41a):
n∑[n
k
]
1− a − bqk
1− a − bqn
(c;q)k
(a + bqn)k
(
1
a + bqn ;q
)
n−k
= (−c)
nq(
n
2)αn
(a + bqn)n . (41b)
k=0
1492 X. Ma / Journal of Combinatorial Theory, Series A 118 (2011) 1475–1493Letting c → 0 on both sides of (41a) and (41b) we recover the q-analogue of the Abel-binomial for-
mula due to Krattenthaler and Schlosser [38, (8.1)]
n∑
k=0
[
n
k
]
(a + b)(a + bqk)k−1(a + bqk;q)n−k = 1
as well as its dual form
n∑
k=0
[
n
k
]
1− a − bqk
1− a − bqn
1
(a + bqn)k
(
1
a + bqn ;q
)
n−k
= a + b
a + bqn .
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