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Résumé
Étant donné G un groupe topologique localement compact, il est bien connu que l’espace
L1(G) des fonctions absolument intégrables sur G est stable par rapport au produit de convo-
lution et jouit même d’une structure d’algèbre de Banach. Mais il en va tout autrement pour
les espaces Lp(G) avec p > 1 : le théorème de Saeki stipule que l’espace Lp(G) est stable par
rapport au produit de convolution si et seulement si G est compact.
Il existe cependant une façon d’infléchir le résultat dans un sens qui nous agrée : en modifiant
la définition des normes ‖ · ‖p afin d’y introduire une pondération, à savoir une fonction
w : G → (0,∞), on peut parfois faire en sorte que l’espace ainsi obtenu – qu’on appelle
l’espace w-pondéré des fonctions Lp(G) et qu’on note Lp(G,w) – soit stable par rapport au
produit de convolution.
Cette démarche soulève toutefois deux questions importantes :
— Pour p > 1 fixé, quels sont les groupes topologiques localement compacts admettant
au moins une pondération pour laquelle Lp(G,w) est stable par rapport au produit de
convolution ?
— Étant donné un tel groupe G, qu’est-ce qui caractérise les pondérations w : G→ (0,∞)
pour lesquelles Lp(G,w) est stable par rapport au produit de convolution ?
Bien qu’on ne dispose pas à ce jour de réponses complètes et définitives à ces deux questions,
nous passerons en revue quelques récents progrès, sans prétendre à l’exhaustivité.
Notre attention se focalisera principalement sur un problème émanant de la deuxième ques-
tion : il est établi que toute pondération jouissant de la propriété nommée sous-convolutivité
au sens faible donne lieu à un espace Lp(G,w) qui est stable par rapport au produit de
convolution. Mais on connait désormais de nombreux exemples montrant que cette condition
suffisante n’est pas nécessaire en général. Il existe cependant un type de groupes pour lequel
la possibilité demeure que la sous-convolutivité au sens faible représente effectivement une
caractérisation complète. Il s’agit des groupes abéliens discrets.
La présente thèse de doctorat vise à élaborer de nouvelles approches pour aborder la question
quant à savoir si, oui ou non, la sous-convolutivité au sens faible est une condition nécessaire
et suffisante pour garantir la stabilité de Lp(G,w) par rapport au produit de convolution dans
ii
le cas particulier où G est un groupe abélien discret et p = 2.
Dans la première partie de cette thèse, nous interprétons cette question à la lumière de la théo-
rie des espaces de Hilbert à noyau reproduisant et obtiendrons une preuve substantiellement
différente d’un résultat de Kuznetsova.
La seconde partie de la thèse est consacrée à la reformulation de la question principale dans le
cadre de la théorie des opérateurs. Ce faisant, nous formulons encore une autre démonstration
significativement différente du théorème de Kuznetsova. L’approche développée nous permet
également l’obtention d’estimations originales et celles-ci sont présentées en détail.
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Abstract
Given a locally compact topological group G, it is widely known that L1(G), the space of
absolutely integrable functions on G, is an algebra with respect to the operation of convolution.
For any given Lp(G) space with p > 1, though, the situation is emphatically different: a
theorem of Saeki states that Lp(G) is a convolution algebra if and only if G is compact.
If we introduce within the definition of the Lp-norm a weight function w : G → (0,∞), we
obtain a new function space called the w-weighted Lp-space and denoted by Lp(G,w). By
defining the weight function carefully, Lp(G,w) can be made to be stable with respect to
convolution even though G is non-compact. However, this raises two fundamental questions:
— Given p > 1, what are the locally compact topological groups G on which there exists a
weight w such that Lp(G,w) is stable with respect to convolution?
— Given such a group G, what condition(s) does w : G → (0,∞) need to verify in order
for Lp(G,w) to be stable with respect to convolution?
Thus far, these questions remain unsolved. We shall discuss in detail some partial answers
available in the literature, whilst not claiming to be exhaustive. We will be focusing mainly
on a problem arising from the second question: it has been established that any weakly sub-
convolutive weight causes Lp(G,w) to be stable with respect to convolution. But there are
numerous examples showing that this sufficient condition is not necessary. There is, however,
a type of group, viz. the discrete abelian groups, for which there remains a possibility that
weak sub-convolutivity truly characterizes those weights entailing the stability of theLp-space
of functions with respect to convolution.
In this thesis, we aim to elaborate new approaches to determine whether the weak sub-
convolutivity is a necessary and sufficient condition guaranteeing the stability of Lp(G,w)
with respect to convolution in the particular case of discrete abelian groups and for p = 2.
In the first part of this thesis, we reinterpret this question in light of the theory of reproducing
kernel Hilbert spaces, and we obtain a substantially different proof of a theorem of Kuznetsova.
The second part of the thesis is devoted to revisiting the main question, but this time, we
rephrase it in the context of the operator theory. In doing so, we derive yet another proof of
Kuznetsova’s theorem as well as an original estimate.
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Notation
N := {0, 1, 2, ...} Ensemble des nombres naturels
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Z/nZ Groupe additif des nombres entiers modulo n
T := {z ∈ C : |z| = 1} ' R/2piZ Le groupe circulaire
C(X) Espace vectoriel des fonctions continues
sur X à valeur complexes
B(H) Espace vectoriel des opérateurs continus sur
l’espace de Hilbert H
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Introduction
Définitions et conventions d’écriture
Les espaces vectoriels de fonctions à valeurs complexes définies sur un groupe et dont la
puissance d’exposant p ≥ 1 est intégrable au sens de Lebesgue seront au coeur de nos travaux.
Pour que l’énoncé qui précède ait un sens, il faut que le groupe sous-jacent soit doté d’une
topologie compatible avec sa structure algébrique fondamentale, permettant du coup de bâtir
une mesure borélienne dont les propriétés rendent possible la définition d’une intégrale géné-
ralisant l’intégration sur R contre la mesure de Lebesgue. Ainsi, chaque fois qu’il sera question
d’un groupe, il sera toujours sous-entendu que :
— Le groupe est muni d’une topologie suffisamment fine pour que la loi de composition
interne du groupe (x, y) 7→ xy ainsi que le passage à l’inverse x 7→ x−1 soient des
fonctions continues ;
— La topologie sous-jacente est séparée/Hausdorff (deux points distincts quelconques ad-
mettent toujours des voisinages disjoints) et localement compacte (tous les points ad-
mettent des voisinages compacts) ;
— Le groupe possède une mesure de Haar à gauche, à savoir une mesure de Radon non
nulle µ qui est invariante par translation à gauche ;
— L’élément neutre de G est noté par e.
Suivant la terminologie usuelle, nous appellerons exposant conjugué de p ∈ [1,∞] l’unique
nombre q ∈ [1,∞] satisfaisant :
1
p
+
1
q
= 1.
Toujours suivant l’usage, on définit l’espace de fonctions sur le groupe G dont la puissance
d’exposant p ≥ 1 est µ-intégrable, où p ∈ [1,∞), comme suit :
Lp(G) :=
{
f : G→ C
∣∣∣ ‖f‖p <∞} ,
où
‖f‖p :=
(∫
x∈G
∣∣f(x)∣∣p dµ)1/p .
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De plus, nous désignerons du nom d’espace de fonctions essentiellement bornées sur le groupe
G l’ensemble suivant :
L∞(G) :=
{
f : G→ C
∣∣∣ ‖f‖∞ <∞},
où
‖f‖∞ := inf
{
C ≥ 0 : ∣∣f(x)∣∣ ≤ C pour µ-presque tout x ∈ G}.
Pour clore cette section, relevons que tout groupe G équipé de la topologie discrète (c’est-à-
dire la topologie où tous les sous-ensembles de G sont ouverts) admet un analogue discret de
la distribution delta de Dirac :
Définition. Étant donné un groupe discret G et un élément x ∈ G, on appelle symbole de
Kronecker la fonction δx : G→ C définie comme suit :
δx(y) :=
1, si y = x,0, si y 6= x.
Plan de la thèse
Le chapitre 1 s’ouvre sur une description du contexte ayant motivé l’étude des espaces pondérés
de fonctions. Ce discours introductif culmine avec la présentation d’une condition – appelée
sous-convolutivité au sens faible – qui, si elle se trouve vérifiée, entraîne que l’espace pondéré
de fonctions dont la puissance d’exposant p > 1 est intégrable revêt un caractère stable par
rapport au produit de convolution. Ce résultat soulève une question importante : la satisfaction
de cette condition est-elle nécessaire ou contingente ?
Le chapitre 2 présente un bref survol d’un exemple conçu par Yulia Kuznetsova qui résout la
question : il existe une pondération sur le groupe R qui n’est pas faiblement sous-convolutive
et pour laquelle la stabilité par rapport au produit de convolution de l’espace des fonctions de
carré intégrable est néanmoins assurée.
Notre objectif principal, au chapitre 3, est de détailler une preuve de Fricke à l’effet qu’il soit
possible de construire des pondérations sur le semi-groupe N qui, sans être sous-convolutive,
engendre un espace pondéré de suites de carré sommable qui est stable par rapport au produit
de convolution.
Tirant les conclusions qui s’imposent du résultat obtenu par Kuznetsova voulant que la sous-
convolutivité ne caractérise pas la stabilité par rapport au produit de convolution sur les
espaces de fonctions définies sur un groupe libre non abélien muni de la topologie discrète,
nous soulevons la question suivante : en va-t-il autrement si l’on réduit la portée de l’étude
aux groupes abéliens discrets ? Ou, pour le dire autrement, une pondération sur un groupe
abélien discret doit-elle impérativement vérifier la condition de sous-convolutivité au sens
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faible afin que l’espace pondéré des suites dont la puissance d’exposant p est intégrable soit
stable par rapport au produit de convolution ? L’accumulation des contre-exemples dans des
cas apparentés suggère qu’il est raisonnable de s’attendre à pouvoir répondre par la négative.
Au chapitre 4 nous développons de nouveaux outils conceptuels (l’indice de ∗-stabilité et
l’indice de sous-convolutivité) qui nous aideront à aborder ce problème dans le cas particulier
où p = 2. Puis nous passons en revue les conditions que doivent nécessairement vérifier les
pondérations afin d’engendrer un espace pondéré de suites de carré sommable qui soit stable
par rapport au produit de convolution.
Dans le chapitre 5 nous adoptons une approche précédemment inexplorée : nous reformulons la
question principale dans le langage de la théorie des espaces de Hilbert à noyau reproduisant.
Ce faisant, nous obtenons une démonstration significativement différente d’un théorème de
Kuznetsova sans toutefois parvenir à résoudre la question principale.
Les résultats présentés dans la seconde partie de cette thèse reposent sur le constat que la
valeur de l’indice de ∗-stabilité d’un groupe abélien discret pondéré coïncide avec la valeur de
la norme d’un certain opérateur Tw sur l’espace de Hilbert des suites de carré sommable.
Au chapitre 6 on présente dans un premier temps une preuve que la valeur de la norme
de Hilbert–Schmidt de l’opérateur Tw correspond à l’indice de sous-convolutivité du groupe
w-pondéré. En exploitant les résultats sur la hiérarchisation des classes de Schatten, nous
développons d’abord une seconde preuve alternative d’un cas particulier du théorème stipu-
lant que la sous-convolutivité au sens faible est une condition suffisant à garantir la stabilité
de l’espace des suites de carré sommable par rapport au produit de convolution, puis nous
identifions une nouvelle estimation de l’indice de ∗-stabilité.
Le chapitre 7 contient une étude – à la lumière des résultats obtenus au chapitre précédent –
de la stabilité dans le cas où le groupe sous-jacent est d’ordre fini.
En guise de conclusion, nous formulons quelques observations supplémentaires au sujet d’un
type prometteur de pondérations sur les sommes directes de groupes abéliens finis.
Afin de ne pas entraver la fluidité du discours, nous avons cru bon d’éviter les longues digres-
sions introduisant les piliers sur lesquels reposent certaines démonstrations à même le texte.
Nous avons plutôt choisi d’inclure ceux-ci en annexe.
Réitérons que tous les résultats originaux contenus dans cette thèse sont le fruit d’un travail
réalisé en collaboration soutenue et constante avec Thomas J. Ransford.
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Chapitre 1
Contexte
1.1 Définition et propriétés élémentaires
L’analyse de Fourier classique est l’étude de la façon dont un signal périodique de forme
quelconque peut s’exprimer comme une superposition de fonctions trigonométriques simples.
Cette étude comporte deux opérations antithétiques :
— L’analyse, qui consiste à décomposer la fonction périodique en ondes de base dont l’am-
plitude doit être déterminée ;
— La synthèse, qui consiste en la reconstruction – autant que faire se peut – de la fonction
en sommant les diverses composantes oscillatoires.
En raison de sa compatibilité avec le procédé d’analyse – qu’on appelle communément la
transformation de Fourier – l’opération mathématique, pourtant peu soutenue par l’intuition,
appelée convolution s’impose d’elle-même : sous certaines conditions la transformée de Fourier
de la convolution de deux signaux correspond au produit ponctuel de leurs transformées de
Fourier respectives.
L’analyse de Fourier qu’on qualifie de moderne ou d’abstraite s’appuie sur l’idée que la trans-
formation de Fourier peut être généralisée en une transformation des fonctions définies sur
tout groupe topologique localement compact et Hausdorff. Il est également possible de définir
la convolution dans ce contexte plus général.
Définition 1.1. Soient deux fonctions boréliennes f, g : G→ C. Pour tout x ∈ G satisfaisant∫
G
∣∣f(y)g(y−1x)∣∣ dµ(y) < ∞, (1.1)
on définit la convolution de f et g en x par la formule
(f ∗ g)(x) :=
∫
G
f(y)g(y−1x) dµ(y).
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Théorème 1.1.
(i) Si f, g ∈ L1(G) alors l’équation (1.1) est vérifiée pour µ-presque tout x ∈ G et la fonction
f ∗ g appartient à L1(G).
(ii) La norme ‖ · ‖1 est sous-multiplicative par rapport au produit de convolution, c’est-à-dire∥∥f ∗ g∥∥
1
≤ ‖f‖1‖g‖1,
(
f, g ∈ L1(G)
)
.
(iii) Quelles que soient f, g, h ∈ L1(G), on a (f ∗ g) ∗ h = f ∗ (g ∗ h).
Démonstration. Voir le théorème 1.6.2. de [43].
Il ressort du théorème 1.1 que l’espace L1(G) est une algèbre de Banach par rapport au
produit de convolution.
La proposition qui suit répertorie les conditions sous lesquelles l’algèbre L1(G) jouit de pro-
priétés cruciales en vue de l’application de certains théorèmes centraux de la théorie des
algèbres de Banach (par exemple le théorème de Gel’fand–Mazur), à savoir la commutativité
du produit et l’unitarité.
Proposition 1.2.
(i) L’algèbre L1(G) est commutative si et seulement si le groupe G est abélien.
(ii) L’algèbre L1(G) est unitaire si et seulement si le groupe G discret.
Démonstration.
(i) Voir le théorème 1.6.4. de [9].
(ii) Voir le théorème 2.1.3. de [9].
Puisque nous serons appelés à discuter abondamment des propriétés liées à la convolution
analogues à celles dont il est question au théorème 1.1, il convient d’adopter dès maintenant
une terminologie adéquate et précise.
Définition 1.2. Soit A (G) un espace vectoriel normé de fonctions boréliennes complexes
définies sur G.
(i) L’espace A (G) est dit stable par rapport au produit de convolution ou ∗-stable si, quelles
que soient f, g ∈ A (G), l’équation (1.1) est vérifiée pour µ-presque tout x ∈ G et si la
fonction f ∗ g ainsi définie appartient à A (G).
(ii) On dit que l’espace A (G) est une algèbre de convolution s’il est ∗-stable et que la norme
‖ · ‖A (G) est sous-multiplicative par rapport au produit de convolution.
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Pour clore cette section, introduisons une expression symbolique qui n’a pour but que d’ac-
croître la fluidité du texte.
Notation. Étant donné A (G),B(G) et C (G) trois espaces de fonctions boréliennes sur G à
valeur dans C, nous écrirons
A (G) ∗B(G) ⊆ C (G)
pour signifier que, quelles que soient f ∈ A (G) et g ∈ B(G), la fonction f ∗ g est bien définie
et qu’elle appartient à C (G).
1.2 La conjecture Lp et le théorème de Saeki
Contrairement à L1(G), les espaces Lp(G) avec p > 1 ou p =∞ ne sont pas des algèbres de
convolution en général comme en témoignent les exemples qui suivent.
Exemple 1.1.
• Cas 1 < p <∞. Prenons α ∈
(
1
p ,
1+p
2p
)
et considérons la fonction f : Z→ C définie par
f(n) :=
 1nα , n > 0,0, n ≤ 0.
D’une part, on vérifie que f ∈ `p(Z) puisque pα > 1. D’autre part, pour n ≥ 2, on a
(f ∗ f)(n) =
n−1∑
k=1
1
kα(n− k)α ≥
n−1∑
k=1
1
n2α
=
n− 1
n2α
≥ n
2
· 1
n2α
=
1
2n2α−1
.
Ainsi (f ∗ f) 6∈ `p(Z) car
∥∥f ∗ f∥∥p
p
=
∑
n∈Z
∣∣(f ∗ f)(n)∣∣p ≥ 1
2p
∞∑
n=2
1
n2pα−p
.
Or, cette dernière somme diverge puisque
2pα− p < 2p
(
1 + p
2p
)
− p = 1.
• Cas p =∞. Considérons la fonction f ≡ 1 sur G. Cette fonction appartient ostensiblement
à L∞(G) mais
(f ∗ f)(x) =
∫
G
∣∣f(y)f(y−1x)∣∣ dµ(y) = µ(G)
diverge pour tout x si G est un groupe non compact d’ordre infini.
En vertu lemme qui suit (que Grafakos [18] attribue à Minkowski), nous verrons sous peu qu’il
est néanmoins possible d’obtenir – sous des hypothèses additionnelles plutôt restrictives – un
analogue au théorème 1.1 pour tout p > 1.
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Lemme 1.3. Quel que soit p > 1, on a L1(G) ∗Lp(G) ⊆ Lp(G) et∥∥f ∗ g∥∥
p
≤ ‖f‖1‖g‖p,
(
f ∈ L1(G), g ∈ Lp(G)
)
.
Démonstration. Soit q l’exposant conjugué de p. Pour tout x ∈ G, l’inégalité de Hölder im-
plique que ∣∣(f ∗ g)(x)∣∣ ≤ ∫
G
∣∣f(y)g(y−1x)∣∣ dµ(y)
=
∫
G
∣∣f(y)∣∣1/p∣∣f(y)∣∣1/q∣∣g(y−1x)∣∣ dµ(y)
≤
(∫
G
∣∣f(y)∣∣∣∣g(y−1x)∣∣p dµ(y))1/p(∫
G
∣∣f(y)∣∣ dµ(y))1/q
=
(∫
G
∣∣f(y)∣∣∣∣g(y−1x)∣∣p dµ(y))1/p ‖f‖1/q1 .
Ainsi, par le théorème de Fubini,∥∥f ∗ g∥∥p
p
=
∫
G
∣∣(f ∗ g)(x)∣∣p dµ(x)
≤ ‖f‖p/q1
∫
G
∫
G
∣∣f(y)∣∣∣∣g(y−1x)∣∣p dµ(y) dµ(x)
= ‖f‖p/q1
∫
G
∣∣f(y)∣∣ ∫
G
∣∣g(y−1x)∣∣p dµ(x) dµ(y)
= ‖f‖p/q1 ‖f‖1‖g‖pp
= ‖f‖p1‖g‖pp.
Enfin, on obtient le résultat désiré en extrayant la p-ième racine.
Théorème 1.4. Quel que soit p > 1, si le groupe G est compact alors Lp(G) est ∗-stable et
il existe une constante C > 0 pour laquelle∥∥f ∗ g∥∥
p
≤ C‖f‖p‖g‖p,
(
f, g ∈ Lp(G)
)
.
Démonstration. La compacité de G implique que la mesure de Haar de G est finie. Il découle
alors du théorème C.4 que Lp(G) ⊆ L1(G) et cette inclusion est continue. Il s’ensuit qu’il
existe une constante C > 0 pour laquelle∥∥f ∗ g∥∥
p
≤ ‖f‖1‖g‖p ≤ C‖f‖p‖g‖p.
Au tournant des années 1960, Wiesław Żelazko et Minakshisundaram Rajagopalan ont tous
deux émis de manière indépendante – le premier dans un article de recherche [53] publié en
1961 et le second dans sa thèse de doctorat [36] soumise en 1963 à l’Université Yale – une
audacieuse conjecture liée au théorème 1.4 qui devait susciter une attention considérable au
cours des années qui suivirent.
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Conjecture Lp. S’il existe p > 1 pour lequel Lp(G) est ∗-stable et la norme ‖ · ‖p est
sous-multiplicative alors G est compact.
Pour Żelazko, la plausibilité de la conjecture Lp était justifiée par le fait qu’il en avait établi
dans [53] la véracité pour tout p > 1 dans le cas particulier où G est abélien. Quant à
Rajagopalan, sa confiance en la conjecture Lp était fondée sur le fait qu’il savait, pour l’avoir
lui-même démontré dans [37], que celle-ci était valide si on supposait G discret et qu’on se
restreignait aux indices p ≥ 2.
Au cours de la décennie qui suivit la formulation de la conjecture Lp, une multitude de
résultats partiels furent obtenus (voir par exemple : [8; 7; 16; 22; 29; 38; 39; 40; 41; 35; 49; 54])
mais une solution complète semblait toujours aussi insaisissable.
De tous ces résultats provisoires, nous ne citerons qu’un théorème que l’on doit à Tong S.
Quek et Leonard Y. H. Yap et qui améliore un résultat classique de l’analyse harmonique qui
est connu sous le nom d’inégalité de Young pour la convolution [52]. Bien qu’il ne soit appelé
à jouer qu’un rôle limité dans ce qui suit, le théorème de Quek et Yap, que voici, nous servira
à illustrer certains points dans la présente discussion introductrice.
Théorème 1.5. Soit G un groupe abélien d’ordre infini et soient p, q, r ≥ 1. Considérons la
condition que voici : Lp(G) ∗Lq(G) ⊆ Lr(G),∥∥f ∗ g∥∥
r
≤ Cp,q‖f‖p‖g‖q pour tout f ∈ Lp(G) et tout g ∈ Lq(G).
(1.2)
Alors
(i) Si G est discret, la condition (1.2) est satisfaite si et seulement si 1 + 1r ≤ 1p + 1q ;
(ii) Si G est compact, la condition (1.2) est satisfaite si et seulement si 1 + 1r ≥ 1p + 1q ;
(iii) Si G n’est ni discret ni compact, la condition (1.2) est satisfaite si et seulement si
1 + 1r =
1
p +
1
q .
Démonstration. Voir le corollaire 1.6. dans [35].
Vers la fin des années 1980, l’attention soutenue à laquelle la conjecture Lp avait eu droit com-
mençait à se dissiper. Puis, en 1990, Sadahiro Saeki résolut de manière complète et définitive
la question :
Théorème 1.6. Quel que soit p > 1, si Lp(G) est ∗-stable et si la norme ‖ · ‖p est faiblement
sous-multiplicative alors le groupe G est compact.
Démonstration. Voir le théorème 1 dans [46].
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1.3 Espaces Lp pondérés
La structure d’algèbre de Banach dont est pourvu l’espace L1(G) muni du produit de convo-
lution est substantiellement plus riche que la simple structure d’espace de Banach dont sont
dotés les espaces Lp(G) pour p > 1. De plus, on dispose d’un coffre à outils mieux garni afin
d’étudier celle-ci : aux techniques provenant l’analyse harmonique abstraite s’ajoutent celles
de la théorie de représentation de Gel’fand. Ajoutons également que la structure d’algèbre de
Banach de L1(G) soulève de profondes et intéressantes questions ayant trait, par exemple, à
la structure des idéaux.
Dans cette section, nous verrons qu’il est parfois possible de se soustraire au théorème de Saeki
en modifiant la définition de la norme ‖ · ‖p afin d’introduire une pondération. Ce faisant, on
substitue à l’espace Lp un espace Lp pondéré qui, sous certaines conditions qu’il conviendra
d’étudier, peut se révéler être une algèbre de convolution. Au-delà de l’intérêt que revêtent ces
espaces quant à leurs applications pratiques, les algèbres de convolution Lp pondérées sont
remarquables puisqu’elles bénéficient du double avantage – peu commun – d’être à la fois des
algèbres de Banach par rapport au produit de convolution et des espaces réflexifs. De telles
algèbres ont d’ailleurs joué un rôle prépondérant dans des questions de factorisation et dans
la théorie de l’interpolation [5; 12].
Définition 1.3.
(i) On appelle pondération sur G toute fonction w : G→ (0,∞).
(ii) On nomme groupe pondéré la paire (G,w) formée du groupe G et d’une pondération w
sur G.
Définition 1.4.
(i) Pour p ≥ 1, on appelle espace w-pondéré des fonctions Lp l’ensemble suivant :
Lp(G,w) :=
{
f : G→ C
∣∣∣ ‖f‖p,w <∞},
où
‖f‖p,w := ‖wf‖p =
(∫
G
w(x)p
∣∣f(x)∣∣p dµ(x))1/p .
(ii) On appelle espace w-pondéré des fonctions L∞ l’ensemble suivant :
L∞(G,w) :=
{
f : G→ C
∣∣∣ ‖f‖∞,w <∞},
où
‖f‖∞,w := ‖wf‖∞ = inf
{
M ≥ 0 : w(x)∣∣f(x)∣∣ ≤M µ-presque partout}.
Les espaces pondérés de fonctions jouent un rôle important tant en analyse harmonique théo-
rique (voir par exemple le théorème de Muckenhoupt [30]) qu’au niveau des applications où,
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en substance, on peut introduire une pondération pour étudier, par exemple, le comportement
des fonctions autour d’un certain point donné en ignorant d’éventuelles oscillations à l’infini
ou, au contraire, pour accentuer le comportement asymptotique des fonctions. Pour le dire
autrement, l’application d’une pondération permet de façonner ou d’étudier quantitativement
la croissance et la décroissance des fonctions sujettes à étude comme en fait foi l’exemple
suivant :
Exemple 1.2. Considérons le groupe G := R et la pondération w : R → (0,∞) définie par
w(x) :=
(
1 + |x|)−α avec α 6= 0. Notons qu’une fonction f appartient à L∞(R, w) si
‖f‖∞,w = sup
x∈R
w(x)
∣∣f(x)∣∣ < ∞,
c’est-à-dire s’il existe une constante C > 0 telle que∣∣f(x)∣∣ ≤ C(1 + |x|)α. (1.3)
Ainsi, si α < 0 alors l’inégalité (1.3) permet d’estimer la décroissance de f lorsque x tend vers
l’infini. À l’inverse, si α > 0 alors l’inégalité (1.3) entraîne que f ne peut croître qu’au plus
comme un polynôme de degré dαe.
Bien entendu, il ne suffit pas d’introduire n’importe quelle pondération pour obtenir instan-
tanément et sans effort une algèbre de convolution. L’ajout d’une pondération de la forme
w ≡ c > 0, par exemple, ne modifie pas substantiellement le comportement des fonctions et la
structure des espaces Lp ; une telle pondération ne fait qu’opérer qu’un changement d’échelle.
Étant donné p > 1, le problème consistant à décrire de façon exhaustive la classe W L (p) des
groupes pour lesquels il existe au moins une pondération pour laquelle Lp(G,w) est ∗-stable
demeure non résolue à ce jour et apparaît être d’une redoutable difficulté. Quoi qu’il en soit,
des éléments de réponse non négligeables ont été obtenus par Kuznetsova [26; 27; 28] :
— Si G est un groupe abélien alors G ∈ W L (p) si et seulement si G est σ-compact 1 ;
— Si G est un groupe non abélien alors G ∈ W L (p) si G est σ-compact, mais la réciproque
est fausse ;
— La teneur de W L (p) dépend de l’indice p. Autrement dit, on a W L (p) 6= W L (q) en
général si p 6= q.
Une fois qu’on a établi qu’un certain groupe G appartient à la classe W L (p), une épineuse
question demeure :
Question 1.1. Peut-on caractériser la classe Wp(G) des pondérations sur G pour lesquelles
Lp(G,w) est ∗-stable ?
1. Rappelons qu’un espace topologique est dit σ-compact s’il peut s’exprimer comme une union dénombrable
d’ensembles compacts
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1.3.1 Cas où p = 1
Le théorème suivant – dont nous avons été incapable d’établir avec certitude la paternité,
mais dont une version partielle est présentée dans [17] et dont un cas particulier est démontré
en entier dans [13] – fournit une condition nécessaire et suffisante pour qu’une pondération
appartienne à la classe W1(G).
Théorème 1.7. Les énoncés suivants sont équivalents :
(i) La pondération w estM -faiblement sous-multiplicative, c’est-à-dire que pour tout x, y ∈ G
on a
w(xy) ≤ Mw(x)w(y), (1.4)
(ii) L’espace L1(G,w) est ∗-stable et la norme ‖ · ‖1,w est M -faiblement sous-multiplicative :∥∥f ∗ g∥∥
1,w
≤ M‖f‖1,w‖g‖1,w,
(
f, g ∈ L1(G,w)
)
.
Démonstration.
• Implication (i)⇒ (ii). Quelles que soient f, g ∈ L1(G,w), par une utilisation du théorème
de Fubini on trouve :∥∥f ∗ g∥∥
1,w
≤
∫
G
w(x)
∫
G
∣∣f(y)g(y−1x)∣∣ dµ(y) dµ(x)
≤
∫
G
Mw(y)w(y−1x)
∫
G
∣∣f(y)∣∣∣∣g(y−1x)∣∣ dµ(y) dµ(x)
= M
∫
G
w(y)
∣∣f(y)∣∣ (∫
G
w(y−1x)
∣∣g(y−1x)∣∣ dµ(x)) dµ(y)
= M‖f‖1,w‖g‖1,w.
• Implication (ii) ⇒ (i).
◦ Cas d’un groupe discret. Étant donné x, y ∈ G, considérons la fonction δx définie
comme suit :
δx(y) :=
1, si x = y,0, si x 6= y.
Observons que δx ∗ δy = δxy. Par conséquent
w(xy) = ‖δxy‖1,w =
∥∥δx ∗ δy∥∥1,w ≤ M‖δx‖1,w‖δy‖1,w = Mw(x)w(y).
◦ Cas d’un groupe non discret. La démonstration est similaire mais nécessite d’avoir
recours aux approximations de l’identité. Pour avoir tous les détails on pourra consulter
la proposition 1.11 et le théorème 1.13 de [11].
Si la sous-multiplicativité au sens faible suffit à assurer la ∗-stabilité de L1(G,w), il en va
manifestement tout autrement pour p > 1 comme en témoigne l’exemple suivant :
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Exemple 1.3. Considérons G un groupe abélien d’ordre infini qui n’est ni compact ni dis-
cret (par exemple G := R) ainsi que la pondération multiplicative w ≡ 1. Alors il découle
directement de la partie (iii) du théorème de Quek et Yap 1.5 que Lp(G,w) n’est pas ∗-stable.
1.3.2 Cas où p =∞
Étant donné G ∈ W L (∞), la classe W∞(G) est elle aussi complètement caractérisée par une
condition relativement simple à énoncer.
Théorème 1.8. Les énoncés suivants sont équivalents :
(i) La fonction 1w est C-faiblement sous-convolutive, c’est-à-dire(
1
w
∗ 1
w
)
(x) ≤ C 1
w
(x), (1.5)
pour tout x ∈ G ;
(ii) L’espace L∞(G,w) est ∗-stable et la norme ‖ ·‖∞,w est C-faiblement sous-multiplicative,
c’est-à-dire ∥∥f ∗ g∥∥∞,w ≤ C‖f‖∞,w‖g‖∞,w (1.6)
pour tout f, g ∈ L∞(G,w).
Démonstration.
• Implication (i) ⇒ (ii). Étant donné f, g ∈ L∞(G,w), pour µ-presque tout x ∈ G on a∣∣(f ∗ g)(x)∣∣ ≤ ∫
G
∣∣f(y)g(y−1x)∣∣ dµ(y)
=
∫
G
w(y)
∣∣f(y)∣∣w(y−1x)∣∣g(y−1x)∣∣
w(y)w(y−1x)
dµ(y)
≤
∫
G
‖f‖∞,w‖g‖∞,w
w(y)w(y−1x)
dµ(y)
=
(
1
w
∗ 1
w
)
(x)‖f‖∞,w‖g‖∞,w
≤ C 1
w(x)
‖f‖∞,w‖g‖∞,w.
Ainsi ∥∥f ∗ g∥∥∞,w ≤ C‖f‖∞,w‖g‖∞,w.
• Implication (ii) ⇒ (i). Notons que 1w ∈ L∞(G,w) car∥∥ 1
w
∥∥
∞,w =
∥∥w · 1w∥∥∞ = 1.
Ainsi, en posant f := 1w et g :=
1
w dans l’équation (1.6), on obtient∥∥ 1
w ∗ 1w
∥∥
∞,w ≤ C.
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Cela signifie que
w(x)
∣∣( 1
w ∗ 1w
)
(x)
∣∣ ≤ C
pour µ-presque tout x ∈ G, d’où on tire que la fonction 1w est C-faiblement sous-convolutive.
1.3.3 Cas où p > 1
Observant que la preuve d’un résultat figurant implicitement dans un article précurseur de
Wermer [51] puis, sous une forme plus explicite, dans les travaux de Kerlin et Lambert [24]
ainsi que dans ceux de Nikol’ski˘ı [31] était transférable mutatis mutandis à tous les groupes
localement compacts séparés, Kuznetsova a démontré dans [26] que, pour p > 1, la ∗-stabilité
de Lp(G,w) de même que la sous-multiplicativité au sens faible de la norme ‖ · ‖p,w sont
assurés si la fonction 1wq est faiblement sous-convolutive , où q désigne l’exposant conjugué de
p. Comme ce résultat joue un rôle central dans ce qui suit, nous en détaillerons la preuve.
Théorème 1.9. Soient p, q ∈ (1,∞) des exposants conjugués et soit (G,w) un groupe pondéré.
Si la fonction 1wq est C
q-faiblement sous-convolutive, c’est-à-dire si pour tout x ∈ G on a(
1
wq
∗ 1
wq
)
(x) ≤ Cq 1
wq
(x), (1.7)
alors Lp(G,w) est ∗-stable et la norme ‖·‖p,w est C-faiblement sous-multiplicative, c’est-à-dire∥∥f ∗ g∥∥
p,w
≤ C‖f‖p,w‖g‖p,w (1.8)
pour tout f, g ∈ Lp(G,w).
Démonstration. Soient f, g ∈ Lp(G,w). Quel que soit x ∈ G, l’inégalité de Hölder implique
que ∫
G
∣∣f(y)g(y−1x)∣∣ dµ(y)
≤
(∫
G
1
w(y)qw(y−1x)q
dµ(y)
)1/q (∫
G
w(y)p
∣∣f(y)∣∣pw(y−1x)p∣∣g(y−1x)∣∣p dµ(y))1/p
=
(
1
wq
∗ 1
wq
)
(x)1/q
(∫
G
w(y)p
∣∣f(y)∣∣pw(y−1x)p∣∣g(y−1x)∣∣p dµ(y))1/p
≤ C 1
w(x)
(∫
G
w(y)p
∣∣f(y)∣∣pw(y−1x)p∣∣g(y−1x)∣∣p dµ(y))1/p .
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Par le théorème de Fubini, il s’ensuit que∥∥f ∗ g∥∥p
p,w
≤
∫
G
w(x)p
(∫
G
∣∣f(y)g(y−1x)∣∣ dµ(y))p dµ(x)
≤
∫
G
Cp
∫
G
w(y)p
∣∣f(y)∣∣pw(y−1x)p∣∣g(y−1x)∣∣p dµ(y) dµ(x)
= Cp
∫
G
w(y)p
∣∣f(y)∣∣p(∫
G
w(y−1x)p
∣∣g(y−1x)∣∣p dµ(x)) dµ(y)
= Cp‖f‖pp,w‖g‖pp,w.
Enfin, en extrayant la p-ième racine on obtient le résultat souhaité, à savoir∥∥f ∗ g∥∥
p,w
≤ C‖f‖p,w‖g‖p,w,
(
f, g ∈ Lp(G,w)
)
.
Le fait que le théorème 1.9 ne fasse mention que du caractère suffisant de la condition (1.7)
et non pas d’un quelconque caractère nécessaire n’est pas une omission de notre part. On
connaît en effet de nombreux exemples de groupes pondérés (G,w) pour lesquels Lp(G,w)
avec p > 1 est ∗-stable et vérifie l’équation (1.8) mais pas la condition (1.7). Un exemple
identifié par Kuznetsova dans [26] est présenté ci-dessous et d’autres exemples plus complexes
seront présentés plus loin.
Exemple 1.4. Fixons p ≤ 2. Considérons la pondération w : T→ (0,∞) définie par w(0) := 1
et w(t) :=
(
pi
|t|
)1/2p
pour t ∈ [−pi, 0) ∪ (0, pi]. On vérifie sans difficulté que w ∈ Lp(T) avec
‖w‖p = 21/p. Pour tout t ∈ T fixé, on a∣∣(f ∗ g)(t)∣∣ ≤ ‖f‖p‖g‖q ≤ ‖f‖p‖g‖p ≤ ‖f‖p,w‖g‖p,w,
où la première inégalité provint d’une application de l’inégalité de Hölder, la seconde découle
du théorème C.3 et la dernière vient de ce que w ≥ 1. Il s’ensuit que∥∥f ∗ g∥∥
p,w
≤ ‖w‖p‖f‖p,w‖g‖p,w.
Cela signifie que Lp(T, w) est ∗-stable et satisfait l’équation (1.8) avec C = 21/p.
Cependant, étant donné s satisfaisant −pi2 < s < 0 et t ∈
[
pi
2 , pi
]
on a w(t) ≤ 21/2p et
w(s− t) ≤ 21/2p, de sorte que(
1
wq
∗ 1
wq
)
(s) ≥
∫ pi
pi/2
1
w(t)qw(s− t)q
dt
2pi
≥ 2
−q/p
4
,
(−pi2 < s < 0) .
Comme
1
wq
(s) −−−→
s→0
0, la pondération w ne vérifie pas la condition (1.7).
Pour clore ce chapitre, soulignons qu’à ce jour aucune condition caractérisant de façon ex-
haustive la classe Wp(G) – à l’image de ce qu’accomplissent les théorèmes 1.7 et 1.8 – n’a pu
être identifiée, et ce, quel que soit p > 1.
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Chapitre 2
Sous-convolutivité et ∗-stabilité sur le
groupe additif des nombres réels
2.1 Un exemple dû à Kuznetsova
Si le théorème 1.9 établit hors de tout doute que la sous-convolutivité au sens faible de la
fonction 1wq suffit à assurer la ∗-stabilité de Lp(G,w) et la sous-multiplicativité au sens faible
de la norme ‖ · ‖p,w, l’exemple 1.4 témoigne de façon tout aussi incontestable du caractère
contingent de cette condition.
Il convient cependant de mettre en exergue le fait que l’exemple 1.4 fait intervenir de manière
déterminante la compacité du groupe sous-jacent. Or le théorème de Saeki 1.6 a fait ressortir
emphatiquement que la compacité est susceptible d’occasionner des variations comportemen-
tales significatives. Il est donc tout à fait légitime de se poser la question suivante :
Question 2.1. Étant donné une pondération w sur un groupe G qui n’est pas compact, est-il
nécessaire que 1/wq soit faiblement sous-convolutive pour que l’espace Lp(G,w) soit ∗-stable
et que la norme ‖ · ‖p,w soit faiblement sous-multiplicative ?
L’exemple suivant (présenté dans une remarque suivant le théorème 1 dans [26]) témoigne du
fait que le caractère contingent de la sous-convolutivité au sens faible de la fonction 1wq n’est
pas observable que pour les groupes compacts.
Exemple 2.1. Considérons la pondération w : R→ (0,∞) définie par
w(x) :=
max
{|x|, |x|−1/4}, si x 6= 0,
1, si x = 0.
(2.1)
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Figure 2.1 – Graphe de la pondération w définie à l’équation (2.1) pour x ∈ [−5, 5]
Remarquons que w2 ≤ w21 + w22, où
w1(x) :=
|x|, |x| ≥ 1,1, |x| < 1; et w2(x) :=
0, |x| ≥ 1,|x|−1/4, |x| < 1.
On peut vérifier que w1 satisfait
sup
x∈R
(
1
w21
∗ 1
w21
)
(x)
1
w21
(x)
≤ 32.
Par conséquent, il découle du théorème 1.9 que∫
R
w1(x)
2
∣∣(f ∗ g)(x)∣∣2 dx = ∥∥f ∗ g∥∥2
2,w1
≤ 32‖f‖22,w1‖g‖22,w1 ≤ 32‖f‖22,w‖g‖22,w (2.2)
pour tout f, g ∈ L2(R, w).
Comme w ≥ 1, on a que ‖ · ‖2 ≤ ‖ · ‖2,w de sorte que, par l’inégalité de Cauchy–Schwarz,∣∣(f ∗ g)(x)∣∣ = ∣∣∣∣∫
R
f(y)g(x− y) dy
∣∣∣∣
≤
(∫
R
∣∣f(y)∣∣ dy)1/2(∫
R
∣∣g(x− y)∣∣ dy)1/2
≤ ‖f‖2,w‖g‖2,w.
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Ainsi, quelles que soient f, g ∈ L2(R, w), on a∫
R
w2(x)
2
∣∣(f ∗ g)(x)∣∣2 dx ≤ (∫ 1
−1
|x|−1/2 dx
)
‖f‖22,w‖g‖22,w = 4‖f‖22,w‖g‖22,w. (2.3)
Des inégalités (2.2) et (2.3), on tire que∥∥f ∗ g∥∥2
2,w
≤ 32‖f‖22,w‖g‖22,w + 4‖f‖22,w‖g‖22,w,
(
f, g ∈ L2(R, w)
)
,
et enfin ∥∥f ∗ g∥∥
2,w
≤ 6‖f‖2,w‖g‖2,w,
ce qui signifie que L2(R) est ∗-stable.
Or, pour x ∈ [−1, 0) on a(
1
w2
∗ 1
w2
)
(x)
1
w2
(x)
=
∫
R
w(x)2
w(y)2w(x− y)2 dy ≥
∫ ∞
1
|x|−1/2
y2(1 + y)2
dy ≥
∫ ∞
1
|x|−1/2
4y4
dy ≥ |x|
−1/2
4
.
Comme |x|−1/2 −−−−→
x→0−
∞, la fonction 1
w2
n’est pas faiblement sous-convolutive.
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Chapitre 3
Sous-convolutivité et ∗-stabilité sur les
groupes discrets
3.1 Sous-convolutivité et stabilité sur les groupes discrets
Les exemples 1.4 et 2.1 indiquent clairement que, pour que la norme sur Lp(G,w) soit faible-
ment sous-multiplicative, la sous-convolutivité au sens faible de 1wq n’est pas primordiale.
En va-t-il autrement si on se restreint aux seuls groupes discrets ? Autrement dit, se pourrait-il
que la sous-convolutivité au sens faible soit une condition non seulement suffisante, mais égale-
ment nécessaire à la sous-multiplicativité au sens faible de la norme sur `p(G,w) ? Kuznetsova
s’est penché sur cette question et l’a résolu dans [28]. Dans cette section, nous présenterons le
résultat fort éclairant auquel elle est parvenue.
Définition 3.1. Un groupe G est dit libre sur S ⊆ G si chaque élément de G admet une
unique représentation comme un produit réduit 1 d’éléments de S et d’inverses d’éléments de
S.
Intuitivement, on peut voir le groupe libre sur S comme l’ensemble des mots engendrés par
S, c’est-à-dire l’ensemble des chaînes finies et réduites de caractères constituées d’éléments de
S et d’inverses d’éléments de S.
Théorème 3.1. Soit G un groupe libre d’ordre infini et muni de la topologie discrète. Il existe
une pondération w sur G pour laquelle Lp(G,w) est ∗-stable et la norme ‖ ·‖p,w est faiblement
sous-multiplicative.
Démonstration. Voir le théorème 1.1 de [28].
1. Réduit signifie qu’il n’y a pas d’occurrence d’un sous-produit de la forme xx−1 ou de la forme x−1x.
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Il convient de mettre en évidence qu’une pondération w sur un groupe libre G d’ordre indé-
nombrable muni de la topologie discrète ne saurait être faiblement sous-convolutive. En effet,
quel que soit x ∈ G, le corollaire A.2 implique que(
1
wq
∗ 1
wq
)
(x)
1
wq
(x)
=
∑
y∈G
w(x)q
w(y)qw(y−1x)q
= ∞,
car il s’agit d’une somme indénombrable de termes strictement positifs.
Remarque. Si on prenait le temps d’analyser en détail la preuve établie par Kuznetsova, on
remarquerait que – contrairement aux pondérations définies aux exemples 1.4 et 2.1 – la
pondération sur le groupe libre G est localement bornée. Ainsi, l’ajout de cette hypothèse
ne change rien à la dynamique : la sous-convolutivité au sens faible demeure suffisante mais
facultative.
D’autres leçons seront tirées du théorème 3.1 au prochain chapitre lorsque nous aurons pré-
sentés tous les résultats prérequis.
3.2 Une tentative suivant la voie tracée par Kuznetsova
On remarquera que les groupes dont traite le théorème 3.1 sont discrets, certes, mais ils
sont également non abéliens (et même non moyennables). Or, il arrive que certains résultats
s’appliquant aux groupes abéliens (ou moyennables) échouent pour les groupes non abéliens
(ou non moyennables) et vice versa. Nous en verrons d’ailleurs un cas patent au prochain
chapitre. Il est donc légitime de se poser la question suivante :
Question 3.1. Étant donné un groupe abélien discret G, une pondération w sur G doit-elle
nécessairement satisfaire à la condition (1.7) pour que `p(G,w) soit ∗-stable et vérifie (1.8) ?
Afin de tenter de résoudre cette question, on peut chercher à s’inspirer des exemples 1.4 et
2.1. Or, on remarquera en étudiant ces deux exemples que le fait que les pondérations définies
ne sont pas localement bornées joue un rôle crucial dans la violation de la condition de sous-
convolutivité au sens faible. La topologie des groupes discrets fait cependant en sorte que toute
fonction sur un tel groupe est automatiquement localement bornée. Il n’est donc pas possible
de suivre aveuglément la voie tracée dans les exemples 1.4 et 2.1.
Une analyse plus attentive de l’exemple 2.1 suggère une autre avenue : considérer d’abord une
pondération w1 pour laquelle la norme ‖ · ‖2,w1 est faiblement sous-multiplicative (en vertu
du théorème 1.9 toute pondération faiblement sous-convolutive fera l’affaire), puis définir une
pondération w vérifiant w2 = w21 + w22, où w2 est une fonction qui reste à définir, et – tout
comme à l’exemple 2.1 – mettre à profit les propriétés de w2 pour montrer que la norme ‖·‖2,w
est faiblement sous-multiplicative mais que la pondération w n’est pas faiblement convolutive.
19
Suivant cette ligne de pensée, nous avons montré que la satisfaction par la fonction w2 de deux
conditions relativement peu exigeantes suffit à garantir la sous-multiplicativité au sens faible
de la norme ‖ · ‖2,w :
Proposition 3.2. Soit w1 une pondération sur G qui est C2-faiblement sous-convolutive et
soit w2 est une pondération sur G vérifiant
A := sup
x,y∈G
w2(xy)
w2(x)w2(y)
< ∞ et B :=
∑
x∈G
w2(x)
2
w1(x)2
< ∞. (3.1)
Posons w2 := w21 + w
2
2. Alors `2(G,w) est ∗-stable et vérifie∥∥f ∗ g∥∥
2,w
≤ (C2 +A2B2)1/2‖f‖2,w‖g‖2,w, (f, g ∈ `2(G,w)).
Démonstration. Quelles que soient f, g ∈ `2(G,w), on a∥∥f ∗ g∥∥2
2,w
≤ ∥∥f ∗ g∥∥2
2,w1
+
∥∥f ∗ g∥∥2
2,w2
1.9≤ C2‖f‖22,w1‖g‖22,w1 +
∥∥f ∗ g∥∥2
2,w2
C.3≤ C2‖f‖22,w1‖g‖22,w1 +
∥∥f ∗ g∥∥2
1,w2
1.7≤ C2‖f‖22,w1‖g‖22,w1 +
(
A‖f‖1,w2‖g‖1,w2
)2
†
≤ C2‖f‖22,w1‖g‖2,w1 +
(
A
(
B1/2‖f‖2,w1
)(
B1/2‖g‖2,w1
))2
≤ (C2 +A2B2)‖f‖22,w1‖g‖22,w1
≤ (C2 +A2B2)‖f‖22,w‖g‖22,w,
où l’inégalité marquée d’une croix vient d’une application de l’inégalité de Cauchy–Schwarz.
Malgré ce départ prometteur, cette approche est infructueuse puisque la sous-convolutivité au
sens faible de w1 conjointement avec la condition (3.1) implique que la pondération w sera elle
aussi sous-convolutive. En effet, quel que soit x ∈ G on a :(
1
w2
∗ 1
w2
)
(x)
1
w2
(x)
=
∑
y∈G
w(x)2
w(y)2w(y−1x)2
≤
∑
y∈G
w1(x)
2
w(y)2w(y−1x)2
+
∑
y∈G
w2(x)
2
w(y)2w(y−1x)2
≤
∑
y∈G
w1(x)
2
w1(y)2w1(y−1x)2
+
∑
y∈G
w2(x)
2
w1(y)2w2(y−1x)2
≤ C2 +
∑
y∈G
w2(x)
2
w2(y)2w2(y−1x)2
· w2(y)
2
w1(y)2
≤ C2 +A2B.
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3.3 Semi-groupes abéliens discrets : un exemple dû à Fricke
Avant de se pencher plus avant sur le cas des groupes abéliens discrets et son porte-étendard,
le groupe additif Z, nous nous permettrons une digression pour étudier le cas du semi-groupe
additif des nombres naturels N.
Comme l’impossibilité dans N de donner un sens à l’expression x−y pour x, y ∈ N satisfaisant
x < y rend inopérante la définition 1.1, nous devrons d’abord préciser ce qu’on entend par la
convolution de deux fonctions f, g : N→ C.
Définition 3.2. Étant donné deux fonctions f, g : N → C. La convolution de f et g est la
fonction (f ∗ g) : N→ C définie comme suit :
(f ∗ g)(n) :=
n∑
k=0
f(k)g(n− k).
En reproduisant mutatis mutandis la démonstration du théorème 1.9, on obtient un résultat
analogue pour `p(N, w) muni de la convolution « tronquée » définie ci-dessus.
Théorème 3.3. Soient p, q ∈ (1,∞) des exposants conjugués et soit w une pondération sur
le semi-groupe N. Si la fonction 1/wq est Cq-faiblement sous-convolutive, c’est-à-dire si pour
tout n ∈ N on a (
1
wq
∗ 1
wq
)
(n) ≤ Cq 1
wq
(n), (3.2)
alors `p(G,w) est ∗-stable et la norme ‖ ·‖p,w est C-faiblement sous-multiplicative, c’est-à-dire∥∥f ∗ g∥∥
p,w
≤ C‖f‖p,w‖g‖p,w (3.3)
pour tout f, g ∈ `p(N, w).
Démonstration. Soient f, g ∈ `p(N, w). Quel que soit n ∈ N, l’inégalité de Hölder nous donne
n∑
k=0
∣∣f(k)g(n− k)∣∣ ≤ ( n∑
k=0
1
w(k)qw(n− k)q
)1/q ( n∑
k=0
w(k)p
∣∣f(k)∣∣pw(n− k)p∣∣g(n− k)∣∣p)1/p
=
(
1
wq
∗ 1
wq
)
(n)1/q
(
n∑
k=0
w(k)p
∣∣f(k)∣∣pw(n− k)p∣∣g(n− k)∣∣p)1/p
≤ C 1
w
(n)
(
n∑
k=0
w(k)p
∣∣f(k)∣∣pw(n− k)p∣∣g(n− k)∣∣p)1/p .
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Il s’ensuit que
∥∥f ∗ g∥∥p
p,w
≤
∞∑
n=0
w(n)p
(
n∑
k=0
∣∣f(k)g(n− k)∣∣)p
≤
∞∑
n=0
Cp
(
n∑
k=0
w(k)p
∣∣f(k)∣∣pw(n− k)p∣∣g(n− k)∣∣p)
≤ Cp
∞∑
k=0
w(k)p
∣∣f(k)∣∣p ∞∑
n=0
w(n)p
∣∣g(n)∣∣p
= Cp‖f‖pp,w‖g‖pp,w.
Enfin, en extrayant la p-ième racine, on obtient le résultat souhaité, à savoir∥∥f ∗ g∥∥
p,w
≤ C‖f‖p,w‖g‖p,w,
(
f, g ∈ `p(N, w)
)
.
Soulignons que le théorème 3.3 figure implicitement dans les travaux de Wermer [51] datant de
1954 et qu’il a été obtenu, sous forme explicite, de façon indépendante par Kerlin et Lambert
[24] en 1973 ainsi que par Nikol’ski˘ı [31] l’année suivante.
Tout comme le théorème analogue s’appliquant aux groupes, le théorème 3.3 présente une
condition suffisante et suggère la question suivante : cette condition suffisante est-elle également
nécessaire ? Dans un article publié en 1978, Gerd Fricke [15] a montré que la condition (3.2)
ne caractérise pas plus la sous-multiplicativité au sens faible de la norme sur `p(N, w) que
la condition (1.7) ne la caractérise sur Lp(G,w). La preuve de Fricke comportant certaines
subtilités, nous avons préféré – par souci d’exhaustivité et de clarté – inclure une démonstration
complète et détaillée dans le cas particulier où p = 2.
Théorème 3.4. Il existe une pondération w : N→ (0,∞) satisfaisant (3.3) mais pas (3.2).
Démonstration.
Définition de la pondération.
Soit {nj}j≥1 une suite de nombres naturels qui seront choisis ultérieurement. Pour l’instant,
il nous suffira de supposer que nj > 2nj−1 pour tout j > 1. Posons
w(k) := a0a1 · · · ak, (k ∈ N),
où
ai :=

1, 0 ≤ i ≤ n1,
1
nj
, nj−1 < i ≤ nj − nj−1,
1
nj−1 , nj − nj−1 < i ≤ nj .
22
Figure 3.1 – Esquisse d’une pondération suivant la définition donnée par Fricke
Afin d’améliorer l’intelligibilité de la preuve, nous tiendrons pour acquis les deux énoncés sui-
vants (ils seront démontré à la toute fin) :
Énoncé I.
La pondération w satisfait
w(n)
w(k)w(n− k) ≤ an, (0 < k < n).
Énoncé II.
La pondération w satisfait
w(nj)
w(k)w(nj − k) ≥ (anj )
nj−1 , (0 < k < nj).
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Preuve de ce que `2(N, w) satisfait (3.3).
Étant donné f, g ∈ `2(N, w), on a
∥∥f ∗ g∥∥2
2,w
≤
∞∑
n=0
w(n)2
(
n∑
k=0
∣∣f(k)∣∣∣∣g(n− k)∣∣)2
=
∞∑
n=0
w(n)2
(∣∣f(0)∣∣∣∣g(n)∣∣+ ∣∣f(n)∣∣∣∣g(0)∣∣+ n−1∑
k=1
∣∣f(k)∣∣∣∣g(n− k)∣∣)2
≤
∞∑
n=0
w(n)2 · 9
∣∣f(0)∣∣2∣∣g(n)∣∣2 + ∣∣f(n)∣∣2∣∣g(0)∣∣2 +(n−1∑
k=1
∣∣f(k)∣∣∣∣g(n− k)∣∣)2

= 9
∣∣f(0)∣∣2‖g‖22,w + 9∣∣g(0)∣∣2‖f‖22,w + 9 ∞∑
n=2
(
n−1∑
k=1
w(n)
∣∣f(k)∣∣∣∣g(n− k)∣∣)2
≤ 18‖f‖22,w‖g‖22,w + 9
∞∑
n=2
(
n−1∑
k=1
w(n)
∣∣f(k)∣∣∣∣g(n− k)∣∣)2 .
Or, l’énoncé I implique que(
n−1∑
k=1
w(n)
∣∣f(k)∣∣∣∣g(n− k)∣∣)2 = (n−1∑
k=1
w(n)
w(k)w(n− k)w(k)
∣∣f(k)∣∣w(n− k)∣∣g(n− k)∣∣)2
≤ a2n
(
n−1∑
k=1
w(k)
∣∣f(k)∣∣w(n− k)∣∣g(n− k)∣∣)2
≤ a2n
(
n−1∑
k=1
w(k)2
∣∣f(k)∣∣2)(n−1∑
k=1
w(n− k)2∣∣g(n− k)∣∣2)
≤ a2n‖f‖22,w‖g‖22,w.
Ainsi, en combinant ces deux chaînes d’inégalités, on obtient∥∥f ∗ g∥∥2
w
≤
(
18 + 9
∞∑
n=2
a2n
)
‖f‖2w‖g‖2w.
Ainsi, pourvu que
∞∑
n=1
a2n <∞, cela achève la démonstration d’un équation du type (3.3). Or
on a
∞∑
n=1
a2n = n1 +
n2 − 2n1
n22
+
n1
n21
+
n3 − 2n2
n23
+
n2
n22
+ . . . ≤ n1 + 2
∑
j
1
nj
≤ n1 + 2
∑
j
1
2j
et cette dernière série converge manifestement.
Preuve de ce que w ne vérifie pas la condition (3.2).
Quel que soit j ∈ N fixé, il découle de l’énoncé II que(
1
w2
∗ 1
w2
)
(nj)
1
w2
(nj)
=
nj∑
k=0
w(nj)
2
w(k)2w(nj − k)2 ≥
nj−1∑
k=1
(anj )
2·nj−1 ≥ nj
2
·
(
1
nj−1
)2·nj−1
.
24
Notons qu’en choisissant des nj suffisamment grands on peut clairement faire en sorte que
nj
2
·
(
1
nj−1
)2·nj−1
−−−→
j→∞
∞.
Ce faisant, on s’assure que la fonction 1/w2 viole la condition de sous-convolutivité au sens
faible.
Preuve de l’énonce I.
Remarquons que
w(n)
w(k)w(n− k) ≤ an ⇐⇒
a0a1 · · · an
w(k)w(n− k) ≤ an
⇐⇒ a0a1 · · · an−1
w(k)w(n− k) ≤ 1
⇐⇒ w(n− 1)
w(k)w(n− k) ≤ 1.
Nous procéderons par induction sur n pour démontrer cette dernière inégalité.
• Initialisation : L’inégalité est vraie pour n = k + 1 car
w
(
(k + 1)− 1)
w(k)w
(
(k + 1)− k) = w(k)w(k)w(1) = 1a0a1 ≤ 1.
De même, inégalité est vérifiée pour n = k + 2 puisque
w
(
(k + 2)− 1)
w(k)w
(
(k + 2)− k) = w(k + 1)w(k)w(2) = a0a1 · · · ak+1(a0a1 · · · ak)(a0a1a2) = ak+1a0a1a2 = 1.
• Hérédité : Pour n > k + 2 on a
w(n)
w(k)w(n+1−k)
w(n−1)
w(k)w(n−k)
=
w(n)w(n− k)
w(n− 1)w(n+ 1− k)
=
(a0a1 · · · an)(a0a1 · · · an−k)
(a0a1 · · · an−1)(a0a1 · · · an+1−k)
=
an
an−k+1
.
Si cela est inférieur ou égal à 1 alors on a fini. Sinon c’est qu’il existe nécessairement j ≥ 2
tel que
nj−1 < n− k + 1 ≤ nj − nj−1 et nj − nj−1 ≤ n ≤ nj .
Dans ce cas, on a
w(n)
w(k)w(n+ 1− k) =
a0a1 · · · an
(a0a1 · · · ak)(a0a1 · · · an+1−k) =
an−k+2 · · · an
a2 · · · ak .
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Le produit an−k+2 · · · an est composé de k − 1 termes dont au plus nj−1 valent 1nj−1 et les
autres valent au plus 1nj . Donc
an−k+2 · · · an ≤

(
1
nj−1
)nj−1 ( 1
nj
)k−1−nj−1
, si k > nj−1,(
1
nj−1
)k−1
, si k ≤ nj−1.
Pour sa part, le produit a2 · · · ak est composé de k−1 termes dont au moins min{k−1, nj−1}
valent au moins 1nj−1 et le reste vaut au moins
1
nj
. Donc
a2 · · · ak ≥

(
1
nj−1
)nj−1 ( 1
nj
)k−1−nj−1
, si k > nj−1,(
1
nj−1
)k−1
, si k ≤ nj−1.
En mettant toutes ces inégalité ensembles on obtient
w(n)
w(k)w(n+ 1− k) =
an−k+2 · · · an
a2 · · · ak ≤ 1,
ce qui complète l’induction et, du même coup, la démonstration de l’énoncé I.
Preuve de l’énonce II.
Par symétrie du terme dénominateur, on peut supposer sans perte de généralité que k ≤ nj2 .
◦ Si k < nj−1 alors
w(nj)
w(nj−1)w(nj−nj−1)
w(nj)
w(nk)w(nj−k)
=
w(nk)w(nj − k)
w(nj−1)w(nj − nj−1)
=
(a0a1 · · · ank)(a0a1 · · · anj−k)
(a0a1 · · · anj−1)(a0a1 · · · anj−nj−1)
=
anj−nj−1+1 · · · anj−k
ank+1 · · · anj−1
.
Ce dernier quotient est en fait un produit de termes de la forme
anj−r+1
ar
pour k < r ≤ nj−1.
Or chacun de ces termes est inférieur ou égal à 1.
◦ Si k > nj−1 alors
w(nj)
w(nj−1)w(nj−nj−1)
w(nj)
w(nk)w(nj−k)
=
w(nk)w(nj − k)
w(nj−1)w(nj − nj−1)
=
(a0a1 · · · ank)(a0a1 · · · anj−k)
(a0a1 · · · anj−1)(a0a1 · · · anj−nj−1)
=
anj−1+1 · · · ank
anj−k+1 · · · anj−nj−1
.
Ce dernier quotient est quant à lui un produit de termes de la forme aranj−r+1 pour nj−1 < r ≤ k.
Or chacun de ces termes est inférieur ou égal à 1.
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Dans un cas comme dans l’autre on déduit que
w(nj)
w(k)w(nj − k) ≥
w(nj)
w(nj−1)w(nj − nj−1)
=
a0a1 · · · anj
(a0a1 · · · anj−1)(a0a1 · · · anj−nj−1)
=
anj−nj−1+1 · · · anj
a0a1 · · · anj−1
=
a
nj−1
nj
a0a1 · · · anj−1
≥ anj−1nj .
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Chapitre 4
Énoncé du problème principal
Ni les travaux de Fricke, ni ceux de Kuznetsova ne permettent de déterminer si, oui ou non,
la sous-convolutivité au sens faible est une condition nécessaire à la ∗-stabilité des espaces
`p(G,w) pour p > 1 lorsque G parcourt la classe des groupes abéliens discrets. La question
demeure notamment en suspens dans le cas de Z, l’un des trois plus importants groupes –
avec R et T – en ce qui a trait aux applications pratiques de l’analyse harmonique. Par voie
de conséquence, il s’agit incontestablement d’un cas sur lequel on aimerait statuer.
Problème principal. Étant donné (G,w) un groupe abélien discret pondéré, est-il nécessaire
que la pondération w soit faiblement sous-convolutive pour que l’espace `2(G,w) soit ∗-stable ?
Les raisons justifiant notre insistance à étudier spécifiquement le cas p = 2 sont nombreuses
et variées :
— Rappelons que les espaces `p sont emboîtés (voir le théorème C.3) et qu’on retrouve à
une extrémité de la chaîne d’inclusion l’espace `∞(G,w) pour lequel le théorème 1.8 nous
enseigne que la sous-convolutivité au sens faible est une condition nécessaire et suffisante
pour que cet espace soit ∗-stable et que sa norme soit faiblement sous-multiplicative. À
l’autre extrémité, on retrouve `1(G,w) pour lequel on peut déduire que théorème 1.7 que
la sous-convolutivité au sens faible est une condition suffisante, mais contingente. Il n’est
pas rare, lorsqu’il y a une telle divergence comportementale, que le point de bifurcation
soit p = 2. En un mot comme en mille, il est possible que la résolution du problème dans
le cas p = 2 trace la voie vers la résolution pour tout p ≥ 2 ou encore pour tout p ≤ 2.
— L’espace `2(G,w) étant muni d’une riche structure d’espace de Hilbert, notre coffre à
outils s’en trouve mieux garni. On dispose par exemple du théorème de représentation
de Fréchet–Riesz pour caractériser les fonctionnelles linéaires continues sur `2(G,w).
L’inégalité de Cauchy–Schwarz est un autre exemple d’outil remarquablement utile. Il
est vrai que pour p 6= 2 on peut compter sur l’inégalité de Hölder mais celle-ci est, au
mieux, un substitut imparfait.
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— La structure d’espace de Hilbert dont jouit `2(G,w) permet également des le recours à
des techniques issues de la théorie des opérateurs définis sur des espaces de Hilbert ainsi
qu’avec la théorie de espaces de Hilbert à noyau reproduisant.
Notation. Puisque dans la suite de l’exposé nous nous concentrerons sur le cas p = 2, nous
adopterons une notation plus concise pour désigner la norme sur `2(G,w). Nous écrirons
désormais ‖ · ‖w pour désigner ‖ · ‖2,w.
4.1 Indices de ∗-stabilité et de sous-convolutivité
Commençons par déterminer sous quelles conditions la convolution de f et g en x ∈ G est
bien définie :
Lemme 4.1. Soit (G,w) un groupe abélien discret pondéré et soit x ∈ G. Les énoncés suivants
sont équivalents :
(i)
∑
y∈G
∣∣f(y)g(y−1x)∣∣ converge pour tout f, g ∈ `2(G,w) ;
(ii) γx := inf
y∈G
w(y)w(y−1x) > 0.
Si ces énoncés sont vérifiés alors, quels que soient f, g ∈ `2(G,w), on a∑
y∈G
∣∣f(y)g(y−1x)∣∣ ≤ γ−1x ‖f‖w‖g‖w. (4.1)
Démonstration. Les énoncés (i) et (ii) étant vérifiés d’emblée pour tout groupe d’ordre fini,
nous ne considérons par conséquent que les groupes d’ordre infini.
• Implication (ii) ⇒ (i). Étant donné f, g ∈ `2(G,w), il découle de l’inégalité de Cauchy–
Schwarz que∑
y∈G
∣∣f(y)g(y−1x)∣∣ = ∑
y∈G
w(y)
∣∣f(y)∣∣w(y−1x)∣∣g(y−1x)∣∣
w(y)w(y−1x)
≤ γ−1x
∑
y∈G
w(y)
∣∣f(y)∣∣w(y−1x)∣∣g(y−1x)∣∣
≤ γ−1x
∑
y∈G
w(y)2
∣∣f(y)∣∣2
1/2∑
y∈G
w(y−1x)2
∣∣g(y−1x)∣∣2
1/2
= γ−1x ‖f‖w‖g‖w.
Ainsi l’inégalité (4.1) est vérifiée et, par voie de conséquence, la série
∑
y∈G
∣∣f(y)g(y−1x)∣∣
converge.
• Implication (i) ⇒ (ii). Nous procéderons par contraposition et supposerons que
inf
y∈G
w(y)w(y−1x) = 0. C’est donc dire qu’il existe une suite {yn}∞n=1 d’éléments de G tels
que
w(yn)w(y
−1
n x) <
1
n2
. (4.2)
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Quitte à extraire une sous-suite, on peut supposer sans perte de généralité que les yn et les
y−1n x sont tous distincts. Ce faisant on peut définir une fonction f : G → [0,∞) comme
suit :
f(y) :=

1
nw(yn)
, si y = yn,
1
nw(y−1n x)
, si y = y−1n x,
0, sinon.
Remarquons que
‖f‖2w =
∞∑
n=1
w(yn)
2 · 1
n2w(yn)2
+
∞∑
n=1
w(y−1n x)
2 · 1
n2w(y−1n x)2
= 2
∞∑
n=1
1
n2
< ∞.
Il s’ensuit que f ∈ `2(G,w). Remarquons cependant qu’en vertu de (4.2) on a
f(yn)f(y
−1
n x) =
1
nw(yn)
· 1
nw(y−1n x)
≥ 1
et ce, quel que soit l’entier n ≥ 1. Il en découle que la série ∑
y∈G
f(y)f(y−1x) ne peut
certainement pas converger.
Le théorème qui suit stipule que la stabilité par rapport au produit de convolution n’est pas
seulement une condition devant nécessairement être vérifiée par `2(G,w) pour que cet espace
soit (isomorphe à) une algèbre par rapport au produit de convolution ; c’est également une
condition suffisante.
Théorème 4.2. Soit (G,w) un groupe abélien discret pondéré. Les énoncés suivants sont
équivalents :
(i) L’espace `2(G,w) est ∗-stable ;
(ii) La norme ‖ · ‖w est faiblement sous-multiplicative par rapport au produit de convolution,
c’est-à-dire qu’il existe C > 0 tel que∥∥f ∗ g∥∥
w
≤ C‖f‖w‖g‖w,
(
f, g ∈ `2(G,w)
)
;
(iii) L’espace `2(G,w) muni du produit de convolution est isomorphe à une algèbre de Banach.
Démonstration.
• Implication (i) ⇒ (ii). Étant donné f ∈ `2(G,w), définissons Mf : `2(G,w) → `2(G,w)
par Mf (g) := f ∗ g. Comme l’espace `2(G,w) est ∗-stable par hypothèse, cette application
de multiplication par f est bien définie et elle est de toute évidence linéaire.
Nous montrerons, à l’aide du théorème du graphe fermé, que l’application Mf est continue.
Pour ce faire, considérons une suite {gn}∞n=1 de fonctions appartenant à `2(G,w) satisfaisant
gn −−−→
n→∞ 0 ainsi que Mf (gn) −−−→n→∞ h dans `2(G,w) et montrons que h ≡ 0. Par le lemme
4.1, il existe, pour tout x ∈ G, une constante γx > 0 pour laquelle∣∣∣(f ∗ gn)(x)∣∣∣ ≤ γ−1x ‖f‖w‖gn‖w, (n ≥ 1).
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Il s’ensuit que (
f ∗ gn
)
(x) −−−→
n→∞ 0, (x ∈ G).
Or, on a également (
f ∗ gn
)
(x) −−−→
n→∞ h(x), (x ∈ G).
Donc h ≡ 0 comme voulu.
Considérons la famille d’applications linéaires suivante :
{
Mf : ‖f‖w ≤ 1
}
. Pour tout
g ∈ `2(G,w) on a
‖Mf (g)‖w = ‖f ∗ g‖w = ‖g ∗ f‖w = ‖Mg(f)‖w ≤ ‖Mg‖‖f‖w ≤ ‖Mg‖.
En d’autres termes, la famille
{
Mf : ‖f‖w ≤ 1
}
est simplement bornée. Par le théorème
de Banach–Steinhaus, il existe donc une constante C > 0 telle que ‖Mf‖ ≤ C quel que soit
f ∈ `2(G,w) satisfaisant ‖f‖w ≤ 1. Par homogénéité, il s’ensuit que
‖Mf‖ ≤ C‖f‖w,
(
f ∈ `2(G,w)
)
.
Ainsi, on a∥∥f ∗ g∥∥
w
=
∥∥Mf (g)∥∥w ≤ ‖Mf‖‖g‖w ≤ C‖f‖w‖g‖w, (f ∈ `2(G,w)).
• Implication (ii) ⇒ (iii). Il s’agit d’un cas particulier du théorème D.1.
• Implication (iii) ⇒ (i). C’est clair.
Définition 4.1. Étant donné (G,w) un groupe abélien discret pondéré, on définit l’indice de
∗-stabilité de `2(G,w) comme étant
C(G,w) := sup
{∥∥f ∗ g∥∥
w
: ‖f‖w ≤ 1, ‖g‖w ≤ 1
}
. (4.3)
Cette terminologie est justifiée par l’équivalence, pour `2(G,w), entre la ∗-stabilité et la sous-
multiplicativité au sens faible de la norme ‖ · ‖w établie au théorème précédant. Dans la même
veine, attribuons un nom à la constante minimale (à supposer qu’il en existe une) pour laquelle
(1.7) est vérifiée.
Définition 4.2. Étant donné (G,w) un groupe abélien discret pondéré, on définit l’indice de
sous-convolutivité de (G,w) comme étant
C2(G,w) := sup
x∈G
(
1
w2
∗ 1
w2
)
(x)
1
w2
(x)
= sup
x∈G
∑
y∈G
w(x)2
w(y)2w(y−1x)2
. (4.4)
Grâce à ces deux définitions, nous sommes en mesure revisiter le théorème 1.9 et de reformuler
le problème principal en faisant preuve de plus de concision :
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Théorème 4.3. Étant donné (G,w) un groupe abélien discret pondéré, on a
C(G,w) ≤ C2(G,w).
Problème principal. Étant donné (G,w) un groupe abélien discret pondéré, est-il possible
que C(G,w) <∞ mais que C2(G,w) =∞ ?
4.2 Un premier critère de ∗-stabilité pour `2(G,w) : la
sous-multiplicativité
Rappelons que le théorème 1.7 stipule qu’une condition fort simple – la sous-multiplicativité
au sens faible de la pondération – entraîne la ∗-stabilité de l’espace `1(G,w). En reproduisant
à l’identique la preuve de ce théorème, on déduit que la sous-multiplicativité au sens faible est
une condition que doit impérativement satisfaire w afin que l’espace `2(G,w) soit ∗-stable.
Théorème 4.4. Étant donné (G,w) un groupe discret pondéré, l’espace `2(G,w) est ∗-stable
seulement si la pondération w est faiblement sous-multiplicative.
Démonstration. Quels que soient x, y ∈ G, on vérifie que δx ∗ δy = δxy et il s’ensuit que
w(xy) = ‖δxy‖w =
∥∥δx ∗ δy∥∥w ≤ C(G,w)‖δx‖w‖δy‖w = C(G,w)w(x)w(y).
Ainsi
sup
x,y∈G
w(xy)
w(x)w(y)
≤ C(G,w).
De très nombreux exemples font foi de ce que la sous-multiplicativité est en soi insuffisante
pour assurer la ∗-stabilité de `2(G,w). Nous y reviendrons lorsque nous aurons abordé d’autres
critères permettant d’exclure la possibilité qu’un groupe pondéré engendre un espace `2(G,w)
qui soit ∗-stable.
4.3 Un second critère de ∗-stabilité pour `2(G,w)
Le théorème suivant montre que la ∗-stabilité de `2(G,w) est conditionnelle à ce que w satis-
fasse une condition dont la forme n’est pas sans rappeler la sous-convolutivité au sens faible :
Théorème 4.5. Pour tout groupe abélien discret pondéré (G,w), on a∑
x∈G
1
w(x)w(x−1)
≤ C(G,w)2.
Démonstration. En vertu du théorème D.1, on sait que l’espace `2(G,w) muni de la norme
‖f‖m := sup
g∈`2(G,w)
g 6≡0
∥∥f ∗ g∥∥
w
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est isomorphe à une algèbre de Banach complexe commutative et unifère. Le théorème E.4
implique donc l’existence d’un caractère χ : `2(G,w) → C, c’est-à-dire d’une fonctionnelle
linéaire ‖ · ‖m-continue sur `2(G,w) qui est multiplicative et de norme 1. Ainsi, quel que soit
f ∈ `2(G,w), on a∣∣χ(f)∣∣ ≤ ‖f‖m = sup
g∈`2(G,w)
g 6≡0
∥∥f ∗ g∥∥
w
‖g‖w ≤ supg∈`2(G,w)
g 6≡0
C(G,w)‖f‖w‖g‖w
‖g‖w = C(G,w)‖f‖w.
C’est donc dire que χ est également ‖ · ‖w-continue et que sa norme, comme application sur
l’espace `2(G,w) muni de la norme ‖ · ‖w, est au plus C(G,w).
Mais, `2(G,w) étant un espace de Hilbert, le théorème de représentation de Fréchet–Riesz G.2
implique qu’il existe h ∈ `2(G,w) tel que pour tout f, g ∈ `2(G,w) on ait
χ(f) = 〈f, h〉w =
∑
x∈G
w(x)2f(x)h(x), (4.5)
et ‖χ‖ = ‖h‖w. Afin d’identifier h, posons f := δx dans l’équation 4.5. On trouve
h(x) =
χ(δx)
w(x)2
, (x ∈ G).
Il s’ensuit que ∑
x∈G
∣∣χ(δx)∣∣2
w(x)2
=
∑
x∈G
w(x)2
∣∣h(x)∣∣2 = ‖h‖2w = C(G,w)2.
Comme
1 = χ(δe) = χ(δxx−1) = χ(δx ∗ δx−1) = χ(δx)χ(δx−1),
l’inégalité de Cauchy–Schwarz nous donne :∑
x∈G
1
w(x)w(x−1)
=
∑
x∈G
χ(δx)χ(δx−1)
w(x)w(x−1)
≤
(∑
x∈G
∣∣χ(δx)∣∣2
w(x)2
)1/2(∑
x∈G
∣∣χ(δx−1)∣∣2
w(x−1)2
)1/2
= ‖h‖2w
= C(G,w)2,
ce qui achève la démonstration.
Ce résultat fournit une preuve alternative du fait que, quel que soit le groupe abélien discret,
l’espace `2(G) n’est pas ∗-stable pour les groupes non compacts. De plus, il nous permet de
générer facilement des exemples (comme l’exemple 4.1 ci-dessous) de groupes pondérés satis-
faisant la condition de sous-multiplicativité au sens faible du théorème 4.4 mais qui ne sont pas
∗-stables, montrant du coup que cette condition ne caractérise pas la ∗-stabilité des espaces
`2(G,w).
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Exemple 4.1. Considérons le groupe additif Z muni de la pondération w : Z→ (0,∞) définie
par w(n) := rn, où r est un nombre réel strictement positif quelconque. Notons que
sup
n,k∈Z
w(n+ k)
w(n)w(k)
= sup
n,k∈Z
rn+k
rn · rk = 1.
Pourtant, l’espace `2(Z, w) n’est pas ∗-stable car∑
n∈Z
1
w(n)w(−n) =
∑
n∈Z
1
rn · r−n =
∑
n∈Z
1
et cette dernière série diverge de façon manifeste.
Il est légitime de se demander si la condition énoncée au théorème 4.5 suffit à assurer la
∗-stabilité de `2(G,w). Autrement dit, cette condition nécessaire est-elle également suffisante ?
Il s’avère que ce n’est pas le cas le révèlent les deux exemples suivants :
Exemple 4.2. Considérons le groupe additif Z de même que la pondération suivante :
w(n) :=
2|n|, si n est pair ou nul,|n|, si n est impair.
D’une part, ∑
n∈Z
1
w(n)w(−n) = 1 + 2
∞∑
k=0
1
(2k + 1)2
+ 2
∞∑
j=1
1
(22j)2
< ∞.
D’autre part, étant donné n ∈ N, on a
w(2n+ 2)
w(1)w(2n+ 1)
=
22n+2
2n+ 1
−−−→
n→∞ ∞.
Ainsi, il découle du théorème 4.4 que `2(Z, w) n’est pas ∗-stable.
Exemple 4.3. Considérons le groupe additif Q et la pondération w : Q → (0,∞) définie
comme suit :
w
(a
b
)
:=
|ab|, si a 6= 0,1, sinon,
où a, b ∈ Z avec PGCD(a, b) = 1 et b > 0. D’une part, on a∑
x∈Q
1
w(x)w(−x) ≤ 1 +
∑
a∈Z
a6=0
∞∑
b=1
1
a2b2
= 1 +
(
2
∞∑
a=1
1
a2
)
·
( ∞∑
b=1
1
b2
)
< ∞.
D’autre part, étant donné un nombre premier p > 2, on pose x := p+22p et y :=
1
p . On vérifie
que x− y = 12 et il s’ensuit que
w(x)
w(y)w(x− y) =
w
(
p+2
2p
)
w
(
1
p
)
w
(
1
2
) = (p+ 2) −−−→
p→∞ ∞.
Ainsi, il découle du théorème 4.4 que `2(Q, w) n’est pas ∗-stable.
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Une autre conséquence du théorème qui est digne de mention concerne la cardinalité des
groupes sous-jacents à une algèbre de convolution `2(G,w). Le résultat en question est un cas
particulier d’un théorème beaucoup plus général qui est dû à Kuznetsova [27]. Avant d’énoncer
et de démontrer ce résultat, nous allons d’abord établir le lemme suivant :
Lemme 4.6. Quel que soit l’entier m > 1 on a
m−1∑
n=1
1
n2(m− n)2 ≤
4pi2
3m2
.
Démonstration. Remarquons que pour n ≥ ⌈m2 ⌉ on a m ≤ 2n, tandis que pour n < ⌈m2 ⌉ on a
plutôt m ≤ 2(m− n). Ainsi
m−1∑
n=1
m2
n2(m− n)2 ≤
dm2 e−1∑
n=1
4
n2
+
m∑
n=dm2 e
4
(m− n)2 ≤ 8
∞∑
n=1
1
n2
=
4pi2
3
.
Théorème 4.7. Soit G un groupe abélien discret. Les énoncés suivants sont équivalents :
(i) G est au plus dénombrable ;
(ii) Il existe une pondération w pour laquelle `2(G,w) est ∗-stable.
Démonstration.
• Implication (i) ⇒ (ii). Soit g1, g2, ... une énumération des éléments de G. Définissons une
fonction u1 : G→ (0,∞) par u1(gn) := 12n . On vérifie sans difficulté que u1 ∈ `1(G) et que
‖u1‖1 = 1.
Définissons inductivement des fonctions un comme suit :
un+1 := u1 ∗ un.
Il découle du théorème 1.1 que
‖un‖1 ≤ 1, (n ∈ N).
Posons ensuite
w :=
( ∞∑
n=1
un
n2
)−1/2
.
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Observons que, pour tout x ∈ G fixé,(
1
w2
∗ 1
w2
)
(x) =
( ∞∑
n=1
un
n2
)
∗
( ∞∑
k=1
uk
k2
)
(x)
=
∞∑
n=1
∞∑
k=1
(
un ∗ uk
)
(x)
n2k2
=
∞∑
n=1
∞∑
k=1
un+k(x)
n2k2
=
∞∑
m=2
m−1∑
n=1
um(x)
n2(m− n)2
4.6≤ 4pi
2
3
∞∑
m=1
um(x)
m2
=
4pi2
3
1
w2
(x).
Ayant montré que (
1
w2
∗ 1
w2
)
(x) ≤ 4pi
2
3
1
w2
(x), (x ∈ G),
on conclut du théorème 1.9 que `2(G,w) est ∗-stable car C2(G,w) ≤ 4pi23 .
• Implication (ii) ⇒ (i). Procédons par contraposition. Soit G un groupe abélien discret
indénombrable. Quelle que soit la pondération w : G → (0,∞), le corollaire A.2 implique
que la série
∑
x∈G
1
w(x)w(x−1) diverge. Il découle donc du théorème 4.5 que l’indice de ∗-stabilité
de (G,w) est infini.
Dans toute cette section nous avons supposé que G était un groupe abélien. Cette exigence
ne relève pas d’un excès de frilosité puisque le théorème 3.1 dont nous avons brièvement
discuté au chapitre précédent, qui stipule que tout groupe libre d’ordre infini (quelle que soit
sa cardinalité) admet une pondération lui conférant une structure d’algèbre par rapport au
produit de convolution, montre hors de tout doute que le théorème 4.5 est faux en général si
on omet la condition « G est abélien ». Cela illustre le fait que des divergences fondamentales
se manifestent selon que le groupe G soit commutatif ou non. De plus, cela justifie l’intérêt
que nous avons accordé dans cette thèse à la question quant à savoir si la sous-convolutivité
au sens faible est une condition nécessaire à la ∗-stabilité de `2(G,w) lorsqu’on restreint le
périmètre de notre étude aux seuls groupes discrets qui sont abéliens.
Pour clore notre discussion au sujet du théorème 4.5, revenons brièvement sur la construction
de Fricke qui a été présentée en détail au chapitre 3. Le théorème 4.5 montre qu’il serait mal
avisé de simplement étendre la pondération de Fricke sur le groupe Z tout entier en définissant
w sur les entiers négatifs comme étant l’image miroir de w  N comme à la figure qui suivante :
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Figure 4.1 – Esquisse d’une pondération paire sur Z coïncidant avec la pondération de Fricke
sur N
En effet, pour toute pondération définie de la sorte, la série
∑
n∈Z
1
w(n)w(−n) ne pourrait faire
autrement que diverger.
4.4 Pondérations polynômiales au sens entendu par Pytlik
Il découle respectivement des théorèmes 1.9 et 4.5 que l’espace `2(G,w) vérifie l’expression
`2(G,w) ∗ `2(G,w) ⊆ `2(G,w) :
— si sup
x∈G
(
1
w2
∗ 1
w2
)
(x)
1
w2
(x)
= sup
x∈G
(∑
y∈G
w(x)2
w(y)2w(y−1x)2
)
est fini ;
— seulement si
(
1
w
∗ 1
w
)
(e) =
∑
y∈G
1
w(y)w(y−1e) converge.
Dans cette section, nous tenterons de déterminer ou, à tous le moins, de mieux apprécier la
distance qui sépare ces deux conditions. Nous verrons que, si w satisfait certaines hypothèses de
régularité, ces deux conditions coïncident. L’une de ces hypothèses a été étudiée par Tadeusz
Pytlik [33; 34] et le terme par lequel il l’a désigné est entré dans l’usage :
Définition 4.3. Étant donnéM > 0, une pondération w : G→ (0,∞) est diteM -polynômiale
au sens entendu par Pytlik ou, pour faire plus court, M -Pytlik, si
w(xy) ≤ M
(
w(x) + w(y)
)
, (x, y ∈ G).
Théorème 4.8. Soit (G,w) un groupe abélien discret pondéré. S’il existe une constanteM > 0
telle que w est M -Pytlik et satisfait à la condition suivante pour tout x ∈ G
w(x−1) ≤ Mw(x), (4.6)
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alors les énoncés suivants sont équivalents :
(i) C2(G,w) <∞ ;
(ii) C(G,w) <∞ ;
(iii)
∑
x∈G
1
w(x)w(x−1) <∞ ;
(iv)
∑
x∈G
1
w(x)2
<∞.
Démonstration.
• Implication (i) ⇒ (ii). Il s’agit d’un cas particulier du théorème 1.9.
• Implication (ii) ⇒ (iii). Nous l’avons montré au théorème 4.5.
• Implication (iii) ⇒ (iv). La condition (4.6) implique que 1w(x) ≤ Mw(x−1) , d’où on tire∑
x∈G
1
w(x)2
≤
∑
x∈G
M
w(x)w(x−1)
< ∞.
• Implication (iv) ⇒ (i). Quels que soient x, y ∈ G, on a ou bien w(y) ≥ w(y−1x) auquel
cas l’hypothèse voulant que la pondération soit M -Pytlik implique que
w(x) = w(yy−1x) ≤ M
(
w(y) + w(y−1x)
)
≤ 2Mw(y),
ou encore w(y) < w(y−1x) auquel cas l’hypothèse voulant que la pondération soitM -Pytlik
implique plutôt que
w(x) = w(yy−1x) ≤ M
(
w(y) + w(y−1x)
)
≤ 2Mw(y−1x).
Il s’ensuit que∑
y∈G
w(x)2
w(y)2w(y−1x)2
≤
∑
y∈G
w(y)≥w(y−1x)
4M2
w(y−1x)2
+
∑
y∈G
w(y)<w(y−1x)
4M2
w(y)2
≤
∑
y∈G
8M2
w(y)2
< ∞.
Le corollaire suivant énonce un résultat classique qui est un cas spécifique du théorème 4.8.
Corollaire 4.9. Considérons le groupe Z muni de la pondération w(n) :=
(
1 + |n|)α. Alors
`2(Z, w) est ∗-stable si et seulement si α > 12 .
Démonstration. Notons que la fonction w est polynômiale au sens de Pytlik. En effet
• Si α ≤ 1 alors, quels que soient n, k ∈ Z, on a
w(n+k) =
(
1+|n+k|)α C.2≤ 1+|n+k|α ≤ 1+(|n|+|k|)α C.2≤ 1+|n|α+|k|α ≤ w(n)+w(k).
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• Si α > 1, la convexité de la fonction x 7→ xα implique que(
1 + |n+ k|
2
)α
≤ 1
α + |n+ k|α
2
.
Ainsi (
1 + |n+ k|)α ≤ 2α−1(1 + |n+ k|α). (4.7)
Par un argument similaire on trouve que
|n+ k|α ≤ 2α−1(|n|α + |k|α). (4.8)
Ainsi, il découle des équations 4.7 et 4.8 que, quels que soient n, k ∈ Z, on a
w(n+ k) =
(
1 + |n+ k|)α ≤ 2α−1 + 4α−1(|n|α + |k|α) ≤ 4α−1(w(n) + w(k)).
Ainsi, par théorème 4.8, l’espace `2(Z, w) est ∗-stable si et seulement si
∑
n∈Z
1(
1+|n|
)2α converge,
c’est-à-dire si et seulement si α > 12 .
Comme nous l’avons vu à l’exemple 4.2, les implications (iv) ⇒ (i) et (iv) ⇒ (ii) sont fausses
en général s’il n’existe aucune constante M > 0 pour laquelle la pondération est M -Pytlik.
L’implication (iii) ⇒ (iv), quant à elle, ne tient plus si on omet la condition (4.6) comme en
témoigne l’exemple ci-dessous.
Exemple 4.4. Considérons le groupe Z muni de la pondération définie par
w(n) :=

(|n|+ 1)1/2, si n ≥ 0,(|n|+ 1), si n < 0.
D’une part ∑
n∈Z
1
w(n)w(−n) = 1 + 2
∞∑
n=1
1(|n|+ 1)3/2 < ∞
et d’autre part ∑
n∈Z
1
w(n)2
≥
∞∑
n=1
1(|n|+ 1) = ∞.
4.5 La clé de voûte : la transgression de la condition de Pytlik
On peut déduire du théorème 4.8 que toute pondération donnant lieu à un indice de ∗-stabilité
fini et à un indice de sous-convolutivité infini – à supposer qu’une telle chose existe – devra
impérativement déroger à la condition de Pytlik et/ou à la condition 4.6.
Le prochain théorème – démontré par Kuznetsova [26] – précise qu’on peut, en fait, concentrer
notre recherche d’une pondération sur G satisfaisant C(G,w) < ∞ et C2(G,w) = ∞ aux
pondérations vérifiant 1
w2
∈ `1(G).
39
Théorème 4.10. Soit (G,w) est un groupe abélien discret pondéré. Si `2(G,w) est ∗-stable
alors il existe une pondération w˜ : G→ (0,∞) satisfaisant 1
w˜2
∈ `1(G) pour laquelle :
(i) `2(G, w˜) est isométriquement isomorphe à `2(G,w) ;
(ii) C(G, w˜) = C(G,w) ;
(iii) C2(G, w˜) = C2(G,w).
Démonstration. Comme nous l’avons vu dans la démonstration du théorème 4.5, l’espace
`2(G,w) est isomorphe à une algèbre de Banach commutative et unifère et, conséquemment, il
existe un caractère χ sur `2(G,w) qui est assimilable à une fonction h ∈ `2(G,w) satisfaisant
‖h‖w ≤ C(G,w). Posons
w˜(x) :=
w(x)∣∣χ(δx)∣∣ .
• Montrons que les espaces `2(G,w) et `2(G, w˜) sont isométriquement isomorphes.
Considérons l’homomorphisme Ψ : `2(G,w) → `2(G, w˜) défini par f(x) 7→ f(x)
∣∣χ(δx)∣∣. On
a : ∥∥Ψ(f)∥∥2
w˜
=
∑
x∈G
w˜(x)2
∣∣f(x)∣∣2∣∣χ(δx)∣∣2
=
∑
x∈G
w(x)2∣∣χ(δx)∣∣2
∣∣f(x)∣∣2∣∣χ(δx)∣∣2
=
∑
x∈G
w(x)2
∣∣f(x)∣∣2
= ‖f‖2w.
Ainsi l’homomorphisme Ψ est une isométrie. Il reste à montrer que Ψ est surjectif. Étant
donné g ∈ `2(G, w˜), on considère k(x) := g(x)∣∣χ(δx)∣∣ . On a
‖k‖2w =
∑
x∈G
w(x)2
∣∣∣∣ g(x)χ(δx)
∣∣∣∣2 = ∑
x∈G
w˜(x)2
∣∣g(x)∣∣2 = ‖g‖2w˜ < ∞.
Ainsi k ∈ `2(G,w). Or g = Ψ(k).
• Concordance des indices de sous-convolution. Pour tout x ∈ G on a
∑
y∈G
w˜(x)2
w˜(y)2w˜(y−1x)2
=
∑
y∈G
w(x)2
w(y)2w(y−1x)2
·
∣∣χ(δy)∣∣2 · ∣∣χ(δy−1x)∣∣2∣∣χ(δx)∣∣2 =
∑
y∈G
w(x)2
w(y)2w(y−1x)2
.
Ainsi
C2(G, w˜)
2 = sup
x∈G
∑
y∈G
w˜(x)2
w˜(y)2w˜(y−1x)2
= sup
x∈G
∑
y∈G
w(x)2
w(y)2w(y−1x)2
= C2(G,w)
2.
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• Concordance des indices de ∗-stabilité. D’une part, étant donné f, g ∈ `2(G, w˜),
l’inégalité de Cauchy–Schwarz nous donne, pour x ∈ G fixé, que∑
y∈G
∣∣f(y)∣∣∣∣χ(δy)∣∣ ·
∣∣g(y−1x)∣∣∣∣χ(δy−1x)∣∣
2
=
∑
y∈G
1
w(y)w(y−1x)
· w(y)∣∣χ(δy)∣∣ · ∣∣f(y)∣∣ · w(y
−1x)∣∣χ(δy−1x)∣∣ · ∣∣g(y−1x)∣∣
2
=
∑
y∈G
1
w(y)w(y−1x)
· w˜(y)∣∣f(y)∣∣w˜(y−1x)∣∣g(y−1x)∣∣
2
≤
∑
y∈G
1
w(y)2w(y−1x)2
 ·
∑
y∈G
w˜(y)2
∣∣f(y)∣∣2w˜(y−1x)2∣∣g(y−1x)∣∣2

≤ C2(G,w)
2
w(x)2
∑
y∈G
w˜(y)2
∣∣f(y)∣∣2w˜(y−1x)2∣∣g(y−1x)∣∣2
 .
Donc ∥∥f ∗ g∥∥2
w˜
=
∑
x∈G
w˜(x)2
∣∣∣∣∣∣
∑
y∈G
f(y)g(y−1x)
∣∣∣∣∣∣
2
=
∑
x∈G
w(x)2∣∣χ(δx)∣∣2
∣∣∣∣∣∣
∑
y∈G
f(y)g(y−1x)
∣∣∣∣∣∣
2
≤
∑
x∈G
w(x)2
∑
y∈G
∣∣f(y)∣∣ · ∣∣g(y−1x)∣∣∣∣χ(δx)∣∣
2
=
∑
x∈G
w(x)2
∑
y∈G
∣∣f(y)∣∣∣∣χ(δy)∣∣ ·
∣∣g(y−1x)∣∣∣∣χ(δy−1x)∣∣
2
≤
∑
x∈G
C2(G,w)
2
∑
y∈G
w˜(y)2
∣∣f(y)∣∣2w˜(y−1x)2∣∣g(y−1x)∣∣2

= C2(G,w)
2
∑
y∈G
w˜(y)2
∣∣f(y)∣∣2 ·(∑
x∈G
w˜(y−1x)2
∣∣g(y−1x)∣∣2)
≤ C2(G,w)2‖f‖2w˜‖g‖2w˜.
Ainsi C(G, w˜) ≤ C(G,w). Un argument similaire permet de montrer l’inégalité inverse.
• Montrons que 1/w˜2 appartient à `1(G). Pour tout x ∈ G fixé, il découle de la formule
(4.5) que
∣∣χ(δx)∣∣ = w(x)2∣∣h(x)∣∣. Ainsi∑
x∈G
1
w˜(x)2
=
∑
x∈G
∣∣χ(δx)∣∣2
w(x)2
=
∑
x∈G
w(x)2
∣∣h(x)∣∣2 = ‖h‖2w = C(G,w)2 < ∞.
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Comme en témoigne un autre théorème de Kuznetsova [26], le choix de se restreindre aux
pondérations 1
w2
∈ `1(G) se révèle avantageux :
Théorème 4.11. Soit G un groupe abélien discret dénombrable. Les énoncés suivants sont
équivalents :
(i)
1
w2
∈ `1(G) ;
(ii) `2(G,w) ⊆ `1(G) et cette inclusion est continue.
Démonstration.
• Implication (i) ⇒ (ii). Étant donné f ∈ `2(G,w), il résulte de l’inégalité de Cauchy–
Schwarz que
‖f‖21 =
(∑
x∈G
∣∣f(x)∣∣)2 ≤ (∑
x∈G
1
w(x)2
)(∑
x∈G
w(x)2
∣∣f(x)∣∣2) = (∑
x∈G
1
w(x)2
)
‖f‖2w < ∞.
• Implication (ii) ⇒ (i). Soit g1, g2, ... une énumération des éléments de G. Par hypothèse,
il existe M > 0 tel que pour tout f ∈ `2(G,w) on a :
‖f‖1 ≤ M‖f‖w.
Pour tout entier n ≥ 1, on a
n∑
i=1
1
w(xi)2
=
∥∥∥∥∥
n∑
i=1
1
w(xi)2
δxi
∥∥∥∥∥
1
≤ M
∥∥∥∥∥
n∑
i=1
1
w(xi)2
δxi
∥∥∥∥∥
w
= M
(
n∑
i=1
w(xi)
2
∣∣∣∣ 1w(xi)2
∣∣∣∣2
)1/2
= M
(
n∑
i=1
1
w(xi)2
)1/2
Ainsi, en divisant puis en élevant au carré, on trouve que
n∑
i=1
1
w(xi)2
≤ M2, (n > 1).
Enfin, en laissant n tendre vers l’infini on trouve que∥∥ 1
w2
∥∥
1
=
∑
x∈G
1
w(x)2
≤ M2.
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4.6 De l’importance d’adopter de nouvelles approches
Considérons le groupe Z et la pondération w(n) := r|n|, où r > 1. Remarquons que
— w est sous-multiplicative.
sup
n,k∈Z
w(n+ k)
w(n)w(k)
= sup
n,k∈Z
r|n+k|
r|n|+|k|
≤ 1.
—
1
w2
appartient à `1(G).
∑
n∈Z
1
w(n)2
=
∑
n∈Z
1
r2|n|
=
r2 + 1
r2 − 1 < ∞.
— w n’est pas faiblement sous-convolutive. Pour tout entier n > 0 on a
C2(Z, w)2 ≥
n∑
k=0
(rn)2
(rk)2(rn−k)2
=
n∑
k=0
1 = n+ 1 −−−→
n→∞ ∞.
— w n’est pas polynômiale au sens de Pytlik. Pour tout M > 0 il existe n ∈ N tel
que rn > 2M . Ainsi
w(2n) = r2n > 2Mrn = M
(
rn + rn
)
= M
(
w(n) + w(n)
)
.
En somme, cette pondération vérifie les conditions nécessaires 4.4 et 4.5 mais elle viole la
condition suffisante 1.9. Enfin, elle ne satisfait pas à la condition du théorème 4.8 sous laquelle
il y a concordance entre les indices de ∗-stabilité et de sous-convolutivité. C’est donc dire
que la technologie présentée jusqu’ici ne permet pas de statuer sur la finitude de l’indice de
∗-stabilité du groupe pondéré (Z, w).
Cet exemple, d’une simplicitié désarmante, souligne le besoin criant de développer de nouvelles
façons d’estimer l’indice de ∗-stabilité des groupes pondérés 1. C’est d’ailleurs ce à quoi nous
nous emploierons dans ce qui suit.
1. Notons néanmoins qu’il est possible de montrer, en adoptant une approche ad hoc plutôt laborieuse,
que l’indice de ∗-stabilité du groupe Z muni la pondération w(n) := r|n| est infini. On peut par exemple
considérer les fonctions fm =
m∑
k=0
1
r|k| δk pour m ∈ N et vérifier que ‖fm‖2w = m+ 1 tandis que ‖fm ∗ fm‖2w =
2
3
m3 + 2m2 + 7
3
m+ 1.
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Première partie
Une approche basée sur la théorie des
espaces de Hilbert à noyau
reproduisant
44
Chapitre 5
Espaces de Hilbert à noyau
reproduisant et algèbres de
convolution
5.1 Définitions
Étant donné un ensemble arbitraire X, on désigne l’ensemble des fonctions complexes sur X
par F(X). Cet ensemble est, de toute évidence, un espace vectoriel par rapport aux opérations
d’addition et de multiplication par un scalaire définies ponctuellement :
(f + g)(x) := f(x) + g(x),
(λf)(x) := λ · f(x).
Définition 5.1. On appelle espace de Hilbert à noyau reproduisant tout sous-espace vectoriel
H ⊆ F(X) satisfaisant aux conditions suivantes :
(i) H est muni d’un produit scalaire 〈· , ·〉H lui conférant une structure d’espace de Hilbert ;
(ii) Quel que soit x ∈ X, la fonctionnelle linéaire d’évaluation evx : H → C définie par
evx(f) := f(x) est continue.
D’après le théorème de représentation de Fréchet–Riesz G.2, à la fonctionnelle linéaire continue
evx est associé un unique élément kx ∈ H jouissant de la propriété suivante :
f(x) = evx(f) = 〈f, kx〉, (f ∈ H).
Il importe de ne pas perdre de vue que H est un espace de fonctions. C’est donc dire que
l’élément kx est une fonction complexe définie sur X.
Définition 5.2. On nomme noyau reproduisant pour l’espace de Hilbert H la fonction
K : X ×X → C définie comme suit :
K(x, y) := ky(x).
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Remarque.
(i) Notons que l’unicité de l’élément kx ∈ H associé à la fonctionnelle linéaire d’évaluation
evx, qui est assurée par le théorème de représentation de Fréchet–Riesz, implique que le
noyau reproduisant pour l’espace de Hilbert H est entièrement déterminé par H.
(ii) Quels que soient x, y ∈ X, on a
K(x, y) = ky(x) = evx(ky) = 〈ky, kx〉.
Il en découle que le noyau reproduisant pour l’espace de HilbertH est conjugué-symétrique.
En effet
K(x, y) = 〈ky, kx〉 = 〈kx, ky〉 = K(y, x), (x, y ∈ X).
5.2 Résultats préalables
Avant d’aborder directement le sujet principal du présent chapitre, commençons par développer
les rudiments de la théorie des espaces de Hilbert à noyau reproduisant afin de pouvoir énoncer
et démontrer les résultats qui interviendront plus tard.
Définition 5.3. Une matrice auto-adjointeM de dimension n×n est dite semi-définie positive
si, pour toute matrice colonne x à n éléments, on a
xTMx ≥ 0,
où xT désigne la matrice transconjuguée de x.
Définition 5.4. Étant donné deux matrices A et B de dimension m× n, le produit matriciel
de Hadamard de A et B, noté A ◦B, est la matrice de même dimension et dont le (i, j)-ième
élément est le produit du (i, j)-ième élément de A avec le (i, j)-ième élément de B.
Le résultat suivant, énoncé et démontré par Issai Schur, porte le nom de théorème du produit
de Schur.
Lemme 5.1. Le produit de Hadamard de deux matrices semi-définies positives de dimension
n× n est une matrice semi-définie positive de même dimension.
Démonstration. Voir le théorème VII de [47].
Définition 5.5. Soit X un ensemble. Une fonction F : X × X → C est dite semi-définie
positive si, pour tout entier n ≥ 1 et tout choix de x1, ..., xn ∈ X, la matrice
(
F (xi, xj)
)
i,j
est
semi-définie positive.
Notation. Soit X un ensemble ainsi que F et G deux fonctions complexes sur X ×X. Nous
écrirons :
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(i) F < 0 pour signifier que la fonction F est semi-définie positive ;
(ii) F 4 G pour indiquer que la fonction G− F est semi-définie positive.
Proposition 5.2. Soit X un ensemble et soit encore F et G deux fonctions complexes sur
X ×X. Si F < 0 et G < 0 alors :
(i) (F +G) < 0 ;
(ii) FG < 0.
Démonstration.
(i) Cela découle directement du fait que pour toutes matrices A et B de dimension n × n
et toute matrice colonne x à n éléments on a :
xT(A+B)x = xTAx+ xTBx.
(ii) Étant donné un entier n ≥ 1 et des éléments x1, ..., xn ∈ X, on a(
FG(xi, xj)
)
i,j
=
(
F (xi, xj)
)
i,j
◦ (G(xi, xj))i,j .
Le théorème du produit de Schur 5.1 implique alors que la matrice
(
FG(xi, xj)
)
i,j
est
semi-définie positive et on conclut que FG < 0.
Lemme 5.3. Soit H un espace de Hilbert à noyau reproduisant sur X de noyau K et soit
f : X → C une fonction. Les énoncés suivants sont équivalents :
(i) f ∈ H et ‖f‖H ≤ C ;
(ii) f(x)f(y) 4 C2K(x, y).
Démonstration. Voir le théorème 3.11 de [32].
Définition 5.6. Étant donné H un espace de Hilbert à noyau reproduisant, on appelle mul-
tiplicateur de H toute fonction g : X → C satisfaisant
gf ∈ H, (f ∈ H).
De façon manifeste, l’ensemble de tous les multiplicateurs de H, noté Mult(H), forme une
algèbre.
Lemme 5.4. Étant donné H un espace de Hilbert à noyau reproduisant ainsi qu’un élément
g ∈ Mult(H), l’application linéaire Mg : H → H définie par Mg(f) := gf est continue.
Démonstration. Nous allons montrer, à l’aide du théorème du graphe fermé, que l’application
Mg est continue. Pour ce faire, considérons une suite de {fn}∞n=1 d’éléments de H satisfaisant
47
fn −−−→
n→∞ f ainsi que Mg(fn) −−−→n→∞ h pour un certain élément h ∈ H. Notons que, quel que
soit x ∈ X, on a
(gf)(x) = lim
n→∞(gfn)(x) = limn→∞Mg(fn)(x) = h(x).
Ainsi gf = h et il s’ensuit que Mg est continue comme voulu.
Le lemme qui suit propose une caractérisation des multiplicateurs.
Lemme 5.5. Soit H un espace de Hilbert à noyau reproduisant sur X de noyau K et soit
g : X → C une fonction. Les énoncés suivants sont équivalents :
(i) g ∈ Mult(H) et ‖g‖Mult(H) ≤ C ;
(ii) K(x, y)g(x)g(y) 4 K(x, y).
Démonstration. Voir le théorème 5.21 de [32].
En principe, la question quant à savoir si un espace de Hilbert à noyau reproduisant forme une
algèbre est entièrement déterminée par son noyau. Mais, en pratique, identifier des conditions
nécessaires et suffisantes auxquelles le noyau doit satisfaire demeure un problème redoutable.
Nous détenons cependant tous les outils requis afin de démontrer le théorème suivant qui
contient une condition suffisante relativement simple :
Théorème 5.6. Soit H un espace de Hilbert à noyau reproduisant et soit K son noyau.
Supposons qu’il existe une constante C > 0 telle que
K2 4 C2K. (5.1)
Alors H est une algèbre et
‖fg‖H ≤ C‖f‖H‖g‖H, (f, g ∈ H).
Démonstration. Soien f et g des éléments de H satisfaisant ‖f‖H ≤ 1 et ‖g‖H ≤ 1. Il découle
du lemme 5.3 que
g(x)g(y) 4 K(x, y). (5.2)
Par la proposition 5.2(ii), le fait que K < 0 implique qu’on peut multiplier tous les termes de
l’équation (5.2) par K et utilisé l’hypothèse (5.1) afin d’obtenir
K(x, y)g(x)g(y) 4 K2(x, y) 4 C2K(x, y).
Enfin, selon le lemme 5.5, cela implique que g ∈ Mult(H) et ‖g‖Mult(H) ≤ C. Il s’ensuit que
fg ∈ H et que ‖fg‖H ≤ C comme désiré.
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5.3 Lien avec la sous-convolutivité au sens faible
Rappelons que pour tout groupe abélien discret G, l’espace `1(G) est une algèbre de Banach
par rapport au produit de convolution. Or, le théorème F.1 stipule que l’espace des caractères
sur `1(G) est isomorphe au groupe dual Ĝ. Ainsi, il découle de la discussion présentée aux
annexes E et F que Ĝ est un ensemble faiblement-∗ compact et que la transformation de
Fourier–Gel’fand f 7→ f̂ est une injection de `1(G) dans C(Ĝ), l’espace des fonctions continues
sur Ĝ. L’image de `1(G) par cette transformation – que nous noterons ̂`1(G) – est une algèbre
isométriquement isomorphe à `1(G). Seulement, alors que le produit sur l’espace d’origine est
la convolution, c’est la multiplication ponctuelle qui constitue le produit sur l’espace d’arrivée.
Sous l’hypothèse que 1/w2 ∈ `1(G), le théorème 4.11 implique que `2(G,w) ⊆ `1(G). Par
conséquent, on peut associer l’espace `2(G,w) à son image par la transformation de Fourier–
Gel’fand sur `1(G). Cette image, que nous désignerons par ̂`2(G,w), est un espace de fonction-
nelles linéaires sur Ĝ héritant – grâce à son association avec `2(G,w) – d’une structure d’espace
de Hilbert. Conséquemment, l’espace ̂`2(G,w) est un espace de Hilbert à noyau reproduisant
sur Ĝ. Procédons maintenant au calcul de son noyau :
Théorème 5.7. Soit (G,w) un groupe pondéré avec 1/w2 ∈ `1(G). Le noyau reproduisant
pour l’espace de Hilbert ̂`2(G,w) est donné par
K(φ, ψ) :=
∑
x∈G
φ(x)ψ(x)
w(x)2
, (φ, ψ ∈ Ĝ).
Démonstration. Posons
kψ(φ) := K(φ, ψ), (φ ∈ Ĝ).
Alors kψ ∈ ̂`2(G,w) et, en développant cet élément par rapport à la base hilbertienne { δ̂xw(x)}x∈G
de ̂`2(G,w), on obtient :
kψ =
∑
x∈G
〈
kψ ,
δ̂x
w(x)
〉
w
δ̂x
w(x)
=
∑
x∈G
〈
kψ, δ̂x
〉
w
δ̂x
w(x)2
.
Or 〈
kψ , δ̂x
〉
w
=
〈
δ̂x , kψ
〉
= δ̂x(ψ) = ψ(x).
Ainsi
K(φ, ψ) = kψ(φ) =
∑
x∈G
〈
kψ , δ̂x
〉
w
δ̂x
w(x)2
=
∑
x∈G
ψ(x)
φ(x)
w(x)2
.
Ayant identifié au théorème 5.6 une condition garantissant qu’un espace de Hilbert à noyau
reproduisant générique est une algèbre, il convient maintenant d’analyser ce que nous sommes
en mesure de tirer de ce théorème dans le cas particulier où l’espace de Hilbert à noyau repro-
duisant est ̂`2(G,w) muni du produit ponctuel et où la pondération w satisfait 1/w2 ∈ `1(G).
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Pour ce faire, nous aurons besoin d’un dernier résultat préalable, à savoir le cas particulier
suivant du théorème de Bochner :
Lemme 5.8. Étant donné f ∈ `1(G), définissons F : Ĝ× Ĝ→ C par
F (φ, ψ) :=
∑
x∈G
f(x)φ(x)ψ(x), (φ, ψ ∈ Ĝ).
Alors F < 0 si et seulement si f(x) ≥ 0 pour tout x ∈ G.
Démonstration. Voir le théorème 2 de [43].
D’après le théorème 5.7, on a
K(φ, ψ) =
∑
x∈G
1
w(x)2
φ(x)ψ(x). (5.3)
En effectuant un calcul, on vérifie directement que
K2(φ, ψ) =
∑
x∈G
(
1
w2
∗ 1
w2
)
(x)φ(x)ψ(x). (5.4)
On tire des équations (5.3) et (5.4) la chaîne d’équivalences suivante :
K2(φ, ψ) 4 C2K(φ, ψ)
⇐⇒
∑
x∈G
(
1
w2
∗ 1
w2
)
(x)φ(x)ψ(x) 4
∑
x∈G
C2
w(x)2
φ(x)ψ(x)
5.8⇐⇒
(
1
w2
∗ 1
w2
)
(x) ≤ C
2
w(x)2
, (x ∈ G)
⇐⇒
∑
y∈G
w(x)2
w(y)2w(y−1x)2
≤ C2, (x ∈ G)
⇐⇒ C2(G,w)2 ≤ C2.
Cela signifie qu’en appliquant le théorème 5.6 à l’espace de Hilbert ̂`2(G,w) on obtient le
résultat suivant :
Corollaire 5.9. Soit (G,w) un groupe discret pondéré où 1/w2 ∈ `1(G). Supposons qu’il existe
une constante C > 0 vérifiant C2(G,w) ≤ C. Alors ̂`2(G,w) est stable par rapport au produit
de convolution et
‖f ∗ g‖w ≤ C‖f‖w‖g‖w,
(
f, g ∈ ̂`2(G,w)).
Autrement dit, nous avons obtenu une preuve alternative (considérablement plus compliquée !)
du théorème 1.9 dans le cas particulier où G est un groupe discret et p = 2.
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Deuxième partie
Une approche fondée sur la théorie des
opérateurs
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Chapitre 6
Caractérisation de C(G,w) et C2(G,w)
en termes de norme d’un d’opérateur
Dans ce chapitre, différents types d’espaces vectoriels d’opérateurs sur `2(G) interviendront
dans la discussion. Dans un souci d’alléger la notation, nous poserons H := `2(G) et, pour des
raisons de cohérence,
‖f‖H := ‖f‖2 =
(∑
x∈G
∣∣f(x)∣∣2)1/2 .
Étant donné x ∈ G, nous avons défini en introduction la fonction δx : G→ C comme suit :
δx(y) :=
1, si y = x,0, si y 6= x.
On conviendra sans difficulté que le système orthonormé de vecteurs
{
δx : x ∈ G
}
forme une
base hilbertienne de H.
Toujours à des fins de concision, nous écrirons :
— H0 pour désigner Vect
{
δx : x ∈ G
}
, le sous-espace dense de H formé des combinaisons
linéaires finies d’éléments de
{
δx : x ∈ G
}
;
— L(H0) pour dénoter l’espace vectoriel de toutes les applications linéaires de H0 vers
lui-même ;
— B(H0) pour référer au sous-espace de L(H0) composé des seules applications linéaires
sur H0 qui sont continues par rapport à la norme ‖ · ‖H.
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6.1 Caractérisation de C(G,w)
Rappelons qu’en vertu du théorème 4.2, l’espace `2(G,w) est isomorphe à une algèbre de
convolution si et seulement si l’indice de ∗-stabilité qui suit est fini :
C(G,w) := sup
{∥∥f ∗ g∥∥
w
: ‖f‖w ≤ 1, ‖g‖w ≤ 1
}
.
Dans cette section, nous verrons comment l’indice de ∗-stabilité d’un groupe pondéré peut
être exprimé comme la norme d’un certain opérateur. Cette caractérisation sera exploitée
ultérieurement pour en tirer des estimations concrètes de C(G,w).
Définition 6.1. Étant donné y, z ∈ G, notons par δy ⊗ δz ∈ B(H) l’opérateur défini comme
suit :
(δy ⊗ δz)(h) := 〈h, δz〉Hδy = h(z)δy, (h ∈ H).
Il convient de souligner que δy⊗ δz est un opérateur de rang un. Cela signifie que, par rapport
à la base orthonormale
{
δx : x ∈ G
}
, cette application linéaire peut être assimilée à une
« matrice infinie » dont toutes les composantes sont nulles à l’exception de la (y, z)-ième qui,
elle, vaut 1.
Définition 6.2. Soit Tw : H0 → L(H0) l’application définie par
Tw(h) :=
∑
y∈G
∑
z∈G
h(yz)
w(yz)
w(y)w(z)
(δy ⊗ δz), (h ∈ H0).
Afin de pouvoir faire ressortir le lien qui unit l’application Tw et l’indice de ∗-stabilité, il nous
faudra invoquer le lemme suivant :
Lemme 6.1. Les énoncés suivants sont équivalents :
(i) `2(G,w) est ∗-stable et C(G,w) ≤ C ;
(ii)
∥∥f ∗ g∥∥
w
≤ C‖f‖w‖g‖w pour tout f, g ∈ H0.
Démonstration.
• Implication (i) ⇒ (ii). Notons d’abord que
`2(G,w) est ∗-stable et C(G,w) ≤ C
4.2⇐⇒ ∥∥f ∗ g∥∥
w
≤ C‖f‖w‖g‖w,
(
f, g ∈ `2(G,w)
)
=⇒ ∥∥f ∗ g∥∥
w
≤ C‖f‖w‖g‖w, (f, g ∈ H0).
• Implication (ii)⇒ (i). Soient f, g ∈ `2(G,w) et soit z1, z2, ... une énumération des éléments
appartenant à supp(f) ∪ supp(g). Définissons fn, gn : G→ C comme suit :
fn(zi) :=
f(zi), si i ≤ n,0, sinon; et gn(zi) :=
g(zi), si i ≤ n,0, sinon.
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Ainsi, quel que soit n ∈ N, les fonctions fn, gn sont ont un support fini et satisfont
‖fn‖w ≤ ‖f‖w et ‖gn‖w ≤ ‖g‖w.
Notons d’une part que, puisque∣∣(f − fn)(y)(g − gn)(y−1x)∣∣, ∣∣(f − fn)(y)gn(y−1x)∣∣, et ∣∣fn(y)(g − gn)(y−1x)∣∣
sont dominées, en tant que fonctions de y, par
∣∣f(y)g(y−1x)∣∣. Or, sous les hypothèses qui
sont les nôtres, le lemme 4.1 implique que
∑
y∈G
∣∣f(y)g(y−1x)∣∣ converge quel que soit x ∈ G
fixé, car un argument similaire à celui utilisé dans la preuve du théorème 4.4 permet de
voir que γx := inf
y∈G
w(y)w(y−1x) ≥ w(x)C > 0. Le théorème de convergence dominée et la
continuité de la norme impliquent alors que
lim
n→∞
∥∥(f − fn) ∗ (g − gn)∥∥w = limn→∞ ∥∥(f − fn) ∗ gn∥∥w = limn→∞ ∥∥fn ∗ (g − gn)∥∥w = 0.
D’autre part, comme fn et gn sont deux fonctions de support fini, on a que∥∥fn ∗ gn∥∥w ≤ C‖fn‖w‖gn‖w ≤ C‖f‖w‖g‖w
et il s’ensuit que∥∥f ∗ g∥∥
w
=
∥∥(f − fn + fn) ∗ (g − gn + gn)∥∥w
=
∥∥∥(f − fn) ∗ (g − gn) + (f − fn) ∗ gn + fn ∗ (g − gn) + fn ∗ gn∥∥∥
w
≤ ∥∥(f − fn) ∗ (g − gn)∥∥w + ∥∥(f − fn) ∗ gn∥∥w + ∥∥fn ∗ (g − gn)∥∥w + ∥∥fn ∗ gn∥∥w
≤ ∥∥(f − fn) ∗ (g − gn)∥∥w + ∥∥(f − fn) ∗ gn∥∥w + ∥∥fn ∗ (g − gn)∥∥w + C‖fn‖w‖gn‖w
≤ ∥∥(f − fn) ∗ (g − gn)∥∥w + ∥∥(f − fn) ∗ gn∥∥w + ∥∥fn ∗ (g − gn)∥∥w + C‖f‖w‖g‖w
−−−→
n→∞ C‖f‖w‖g‖w.
Cela achève la démonstration du résultat annoncé.
Théorème 6.2. L’indice de ∗-stabilité d’un groupe abélien discret pondéré est fini si et seule-
ment si Tw est une application linéaire continue de H0 dans B(H0), auquel cas
C(G,w) =
∥∥Tw : H0 → B(H0)∥∥.
Démonstration. Commençons par observer que
Tw est une application linéaire bornée de H0 dans B(H0)
vérifiant
∥∥Tw : H0 → B(H0)∥∥ ≤ C
⇐⇒ ∥∥Tw(h)∥∥B(H0) ≤ C‖h‖H, (h ∈ H0)
⇐⇒ ∥∥Tw(h)[g]∥∥H ≤ C‖g‖H‖h‖H, (g, h ∈ H0)
⇐⇒
∣∣∣〈Tw(h)[g] , f〉H∣∣∣ ≤ C‖f‖H‖g‖H‖h‖H, (f, g, h ∈ H0)
⇐⇒
∣∣∣〈Tw(wh)[wg] , wf〉H∣∣∣ ≤ C‖f‖w‖g‖w‖h‖w, (f, g, h ∈ H0),
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où l’implication (⇒) de l’avant-dernière équivalence provient d’une application de l’inégalité
de Cauchy–Schwarz.
Étant donné f, g, h ∈ H0, on a
Tw(h)[g] =
∑
y∈G
∑
z∈G
h(yz)
w(yz)
w(y)w(z)
(δy ⊗ δz)[g]
=
∑
y∈G
∑
z∈G
h(yz)
w(yz)
w(y)w(z)
(δy ⊗ δz)
[∑
t∈G
g(t)δt
]
=
∑
y∈G
∑
t∈G
g(t)h(yt)
w(yt)
w(y)w(t)
δy,
de sorte que 〈
Tw(h)[g] , f
〉
H
=
∑
y∈G
∑
t∈G
f(y)g(t)h(yt)
w(yt)
w(y)w(t)
=
∑
y∈G
∑
x∈G
f(y)g(y−1x)h(x)
w(x)
w(y)w(y−1x)
.
Substituons maintenant wf , wg et wh à f , g et h respectivement afin d’obtenir :〈
Tw(wh)[wh], wf
〉
H
=
∑
y∈G
∑
x∈G
f(y)g(y−1x)h(x)w(x)2
=
∑
x∈G
w(x)2
∑
y∈G
f(y)g(y−1x)
h(x)
=
〈
f ∗ g, h〉
w
.
En assemblant le tout, on déduit que
Tw est une application linéaire bornée de H0 dans B(H0)
vérifiant
∥∥Tw : H0 → B(H0)∥∥ ≤ C
⇐⇒
∣∣∣〈f ∗ g, h〉w∣∣∣ ≤ C‖f‖w‖g‖w‖h‖w, (f, g, h ∈ H0)
⇐⇒ ∥∥f ∗ g∥∥
w
≤ C‖f‖w‖g‖w, (f, g ∈ H0)
6.1⇐⇒ `2(G,w) est ∗-stable et C(G,w) ≤ C,
où l’implication (⇐) de l’avant-dernière équivalence provient, encore une fois, d’une application
de l’inégalité de Cauchy–Schwarz.
En examinant attentivement la démonstration du théorème 6.2, on remarque que – sous les
mêmes hypothèses et en prenant toujours h ∈ H0 mais en laissant f, g parcourir H plutôt que
simplement H0 – l’application linéaire Tw(h) appartient également à B(H).
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Comme H0 est un sous-ensemble dense de H, on peut ensuite appliquer le théorème B.1
pour prolonger Tw sur l’espace H tout entier. L’application T˜w : H → B(H) ainsi obtenue
est de même norme que l’application linéaire initiale Tw : H0 → B(H0). Consignons cette
observation dans une proposition afin de pouvoir y référer plus explicitement par la suite :
Proposition 6.3. Si l’application linéaire Tw : H0 → B(H0) est continue, alors il existe une
unique application linéaire continue T˜w : H → B(H) qui prolonge Tw, au sens où
T˜w  H0 ≡ Tw,
et ∥∥T˜w : H → B(H)∥∥ = ∥∥Tw : H0 → B(H0)∥∥.
6.2 Caractérisation de C2(G,w) au moyen de la norme de
Hilbert–Schmidt
On se souviendra que, par le théorème 1.9,
C(G,w) ≤ C2(G,w),
pour tout groupe abélien discret pondéré, où
C2(G,w)
2 := sup
x∈G
∑
y∈G
w(x)2
w(y)2w(y−1x)2
 .
Ayant caractérisé l’indice de ∗-stabilité C(G,w) en termes de la norme d’opérateur de l’appli-
cation T˜w : H → B(H), nous nous emploierons à obtenir une caractérisation pour l’indice de
sous-convolutivité C2(G,w) en termes d’un autre type de norme. Ce faisant, nous obtiendrons
une preuve alternative et inédite du théorème 1.9 dans le cas particulier où G est un groupe
abélien discret et p = 2.
Notation. Nous écrirons S2(H) pour référer à la classe des opérateurs de Hilbert–Schmidt sur
H.
Théorème 6.4. L’indice de sous-convolutivité d’un groupe abélien discret pondéré est fini si
et seulement si T˜w est une application linéaire continue de H dans S2(H), auquel cas
C2(G,w) =
∥∥T˜w : H → S2(H)∥∥.
56
Démonstration. Notons que∥∥T˜w : H → S2(H)∥∥ ≤ C
⇐⇒ ∥∥T˜w(h)∥∥S2(H) ≤ C‖h‖H, (h ∈ H)
B.1⇐⇒ ∥∥Tw(h)∥∥S2(H) ≤ C‖h‖H, (h ∈ H0)
⇐⇒
∥∥∥∥∥∥
∑
y∈G
∑
z∈G
h(yz)
w(yz)
w(y)w(z)
(δy ⊗ δz)
∥∥∥∥∥∥
S2(H)
≤ C‖h‖H, (h ∈ H0)
G.16⇐⇒
∑
y∈G
∑
z∈G
∣∣h(yz)∣∣2 w(yz)2
w(y)2w(z)2
≤ C2‖h‖2H, (h ∈ H0)
⇐⇒
∑
x∈G
∣∣h(x)∣∣2∑
y∈G
w(x)2
w(y)2w(y−1x)2
≤ C2
∑
x∈G
∣∣h(x)∣∣2 (h ∈ H0)
⇐⇒
∑
y∈G
w(x)2
w(y)2w(y−1x)2
≤ C2, (x ∈ G)
⇐⇒ C2(G,w) ≤ C.
Corollaire 6.5. Pour tout groupe abélien discret pondéré (G,w), on a C(G,w) ≤ C2(G,w).
Démonstration. On a
C(G,w)
6.2
=
∥∥Tw : H0 → B(H0)∥∥ 6.3= ∥∥T˜w : H → B(H)∥∥ G.13≤ ∥∥T˜w : H → S2(H)∥∥ 6.4= C2(G,w).
Le corollaire 6.5 n’est qu’une reformulation d’un cas particulier du théorème 1.9. Cependant, la
preuve produite ci-dessus est inédite et elle diffère d’une manière appréciable de celle présentée
au chapitre 1 de même que de celle présentée au chapitre 5. Ajoutons qu’une inégalité dans la
direction opposée dans le cas particulier où G est un groupe d’ordre fini découle du théorème
6.4, comme l’exprime le théorème suivant :
Corollaire 6.6. Étant donné (G,w) un groupe abélien discret pondéré d’ordre fini, on a
C2(G,w) ≤ |G|1/2C(G,w).
Démonstration. Cela découle de l’effet combiné des théorèmes 6.2 et 6.4 et de la proposition
G.15. En effet, sous l’hypothèse voulant que dim(H) <∞, on a
‖ · ‖S2(H) ≤
√
n‖ · ‖B(H).
Nous verrons plus loin (voir la remarque suivant le théorème 7.3) que l’inégalité du corollaire
6.6 est relativement précise au sens où plus l’ordre de G est grand, plus la constante |G|1/2
frôle l’optimalité.
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6.3 Estimation de C(G,w) au moyen des normes de Schatten
Bien qu’on puisse associer l’indice de ∗-stabilité C(G,w) à la norme ∥∥Tw : H0 → B(H0)∥∥, cela
ne garantit en rien qu’obtenir une valeur numérique pour C(G,w) soit aisé. Bien au contraire,
le calcul de la norme
∥∥Tw : H0 → B(H0)∥∥ se révèle en général fort difficile.
Il serait avantageux de disposer d’une estimation pour C(G,w) qui serait à la fois inférieure
à
∥∥T˜w : H → S2(H)∥∥ et plus simple à calculer que ∥∥Tw : H0 → B(H0)∥∥. Les espaces de
Schatten Sp(H) avec p > 2 constituent une piste prometteuse, car :
S2(H) ⊆ Sp(H) ⊆ B(H), (p ≥ 2)
et
‖ · ‖B(H) ≤ ‖ · ‖Sp(H) ≤ ‖ · ‖S2(H), (p ≥ 2).
Définition 6.3. Étant donné un groupe abélien discret pondéré (G,w) et un indice p ≥ 2, on
pose
Cp(G,w) :=
∥∥T˜w : H → Sp(H)∥∥.
Soulignons que cette définition justifie a posteriori notre choix d’ajouter un « 2 » en indice
dans la notation introduite au chapitre 4 pour désigner l’indice de sous-convolutivité de (G,w).
De toutes les normes de Schatten avec p ≥ 2, c’est celle pour p = 4 qui semble offrir les
meilleures perspectives de fournir une estimation relativement simple et pratique.
Théorème 6.7. Quel que soit le groupe abélien discret pondéré (G,w) on a
C4(G,w)
8 ≤ C˜4(G,w)8 := sup
s∈G
∑
x∈G
∑
y∈G
(∑
z∈G
w(s)w(x)w(y)w(y−1xs)
w(z−1x)2w(z−1y)2w(z)2w(y−1zs)2
)2
.
Démonstration. Étant donné h ∈ H0, on vérifie sans difficulté que l’opérateur adjoint de
Tw(h) =
∑
y∈G
∑
z∈G
h(yz)
w(yz)
w(y)w(z)
(δy ⊗ δz) ∈ B(H0)
est
Tw(h)
∗ =
∑
y∈G
∑
z∈G
h(yz)
w(yz)
w(y)w(z)
(δy ⊗ δz) ∈ B(H0).
On a donc
Tw(h)
∗Tw(h) =
(∑
p∈G
∑
q∈G
h(pq)
w(pq)
w(p)w(q)
(δp ⊗ δq)
)(∑
u∈G
∑
v∈G
h(uv)
w(uv)
w(u)w(v)
(δu ⊗ δv)
)
=
∑
p∈G
∑
v∈G
∑
q∈G
h(pq)h(qv)
w(pq)w(qv)
w(p)w(q)2w(v)
 (δp ⊗ δv).
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Ainsi, en vertu du théorème G.16, on a∥∥Tw(h)∥∥4S4(H) = ∥∥Tw(h)∗Tw(h)∥∥2S2(H)
=
∑
r∈G
∥∥Tw(h)∗Tw(h)[δr]∥∥2H
=
∑
r∈G
∑
p∈G
∣∣∣∣∣∣
∑
q∈G
h(pq)h(qr)
w(pq)w(qr)
w(p)w(q)2w(r)
∣∣∣∣∣∣
2
=
∑
r∈G
∑
p∈G
∑
q∈G
∑
j∈G
h(pq)h(qr)h(pj)h(jr)
w(pq)w(qr)w(pj)w(jr)
w(p)2w(q)2w(j)2w(r)2
=
∑
x∈G
∑
y∈G
∑
t∈G
h(x)h(y)h(t)h(x−1yt)
∑
p∈G
w(x)w(y)w(t)w(x−1yt)
w(p)2w(p−1x)2w(p−1t)2w(px−1y)2
 .
Par l’inégalité de Cauchy–Schwarz, on obtient :∥∥Tw(h)∥∥8S4(H)
=
∑
x∈G
∑
y∈G
∑
t∈G
h(x)h(y)h(t)h(x−1yt)
∑
p∈G
w(x)w(y)w(t)w(x−1yt)
w(p)2w(p−1x)2w(p−1t)2w(px−1y)2
2
≤
 ∑
(x,y,t)∈G3
∣∣h(x)h(y)h(t)∣∣2
 ∑
(x,y,t)∈G3
∣∣h(x−1yt)∣∣2
∑
p∈G
w(x)w(y)w(t)w(x−1yt)
w(p)2w(p−1x)2w(p−1t)2w(px−1y)2
2
= ‖h‖6H
∑
x∈G
∑
y∈G
∑
t∈G
∣∣h(x−1yt)∣∣2
∑
p∈G
w(x)w(y)w(t)w(x−1yt)
w(p)2w(p−1x)2w(p−1t)2w(px−1y)2
2
= ‖h‖6H
∑
x∈G
∑
y∈G
∑
s∈G
∣∣h(s)∣∣2
∑
p∈G
w(x)w(y)w(y−1xs)w(s)
w(p)2w(p−1x)2w(p−1y−1xs)2w(px−1y)2
2
= ‖h‖6H
∑
s∈G
∣∣h(s)∣∣2∑
x∈G
∑
y∈G
(∑
z∈G
w(s)w(x)w(y)w(y−1xs)
w(z−1x)2w(z)2w(y−1zs)2w(z−1y)2
)2
≤ ‖h‖8H sup
s∈G
∑
x∈G
∑
y∈G
(∑
z∈G
w(s)w(x)w(y)w(y−1xs)
w(z−1x)2w(z−1y)2w(z)2w(y−1zs)2
)2
.
Cela achève la démonstration du résultat annoncé.
Tout comme le théorème 6.4, le théorème 6.7 permet d’obtenir une borne supérieure pour
C(G,w). Il s’agit cette fois d’une estimation inédite.
Corollaire 6.8. Pour tout groupe abélien discret pondéré (G,w), on a C(G,w) ≤ C˜4(G,w).
Démonstration. On dispose de la chaîne suivante :
C(G,w)
6.2
=
∥∥Tw : H0 → B(H0)∥∥ 6.3= ∥∥T˜w : H → B(H)∥∥ G.13≤ ∥∥T˜w : H → S4(H)∥∥ 6.7≤ C˜4(G,w).
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Remarque. Comme la formule C˜4(G,w) nous fournit une borne supérieure pour C4(G,w) et
non une valeur exacte, nous sommes dans l’impossibilité de conclure directement que
C˜4(G,w) ≤ C2(G,w). (6.1)
Nous verrons cependant que pour de nombreux groupes pondérés on a bel et bien la chaîne
d’inégalité suivante
C(G,w) ≤ C4(G,w) ≤ C˜4(G,w) < C2(G,w),
comme souhaité. Il existe toutefois des exemples 1 pour lesquels l’inégalité (6.1) n’est pas
vérifiée.
6.4 Bornes inférieures pour C(G,w), C2(G,w) et C˜4(G,w)
Bien que nous soyons principalement intéressés par l’obtention de bornes supérieures pour
C(G,w) et C4(G,w), il est également avantageux de disposer de bornes inférieures pour ces
mêmes indices, ne serait-ce que pour pouvoir plus aisément anticiper les voies sans issues dans
notre recherche d’une pondération dont l’indice de ∗-stabilité est fini.
La proposition suivante contient des bornes inférieures très indulgentes et néanmoins utiles
pour chacun des indices C(G,w), C2(G,w) et C˜4(G,w).
Proposition 6.9. Soit G un groupe abélien discret d’ordre au moins 2 et soit w une pondé-
ration sur G. On a
(i) C(G,w) ≥ 2/
√
3
w(e) ;
(ii) C2(G,w) ≥
√
2
w(e) ;
(iii) Si G est d’ordre au moins n alors C˜4(G,w) ≥
8√n
w(e) .
Démonstration.
(i) Fixons x0 ∈ G\{e} et posons t := w(x0). Étant donné a > 0, définissons une fonction
f : G→ C de la façon suivante :
f(x) :=

1, si x = e,
a, si x = x0,
0, sinon.
Ainsi ‖f‖2w = w(e)2 + a2t2. On vérifie aisément que
(f ∗ f)(x0) = 2a
1. À ce propos, voir la proposition 7.2.
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et
(f ∗ f)(e) =
1, si x0 + x0 6= e,1 + a2, si x0 + x0 = e. .
Ainsi
∥∥f ∗ f∥∥2
w
≥ w(e)2 + 4a2t2. Il s’ensuit que
C(G,w)2 ≥ sup
a>0
w(e)2 + 4a2t2(
w(e)2 + a2t2
)2 .
Les techniques usuelles du calcul différentiel permettent de voir que ce supremum est
atteint lorsque a = w(e)
t
√
2
, auquel cas
C(G,w)2 ≥ 4
3w(e)2
.
(ii) Fixons x0 ∈ G\{e}. On a alors
C2(G,w)
2 ≥ w(x0)
2
w(e)2w(ex0)2
+
w(x0)
2
w(x0)2w(e)2
=
2
w(e)2
.
(iii) En se limitant à considérer les termes pour lesquels s = y = z = e, on voit que
C4(G,w)
8 ≥
∑
x∈G
(
w(e)2w(x)2
w(e)6w(x)2
)2
≥ n
w(e)8
.
La proposition 6.9 est porteuses de nouvelles désagréables : le théorème 6.7 ne représente pas
le point d’orgue espéré, car l’estimation C˜4(G,w) se révèle inutile pour tout groupe G d’ordre
infini puisque C˜4(G,w) = ∞. Ayant cela à l’esprit, on voit mal comment C˜4(G,w) pourrait
être d’une quelconque utilité dans l’étude de la ∗-stabilité de `2(Z, w). Cela ne signifie pas
pour autant que l’estimation C˜4(G,w) soit absolument sans intérêt puisqu’il demeure une
borne supérieure pertinente et pratique lorsque G est un groupe fini.
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Chapitre 7
Application aux groupes finis
Bien que notre préoccupation principale réside dans l’étude des groupes abéliens infinis, et
plus spécifiquement dans celle du groupe G := Z, les caractérisations obtenues au chapitre
précédent s’appliquent également au cas où G est un groupe fini.
À l’évidence, les groupes abéliens finis ne permettent pas de résoudre directement le pro-
blème principal puisque – indépendamment du choix de la pondération – l’espace `2(G,w)
est toujours ∗-stable et les indices C(G,w), C2(G,w), C˜4(G,w) sont toujours finis. Dans ce
chapitre, notre intérêt dominant sera de calculer ces différents indices et de comparer ceux-ci.
Nous verrons ultérieurement qu’une meilleure compréhension des indices de ∗-stabilité et de
sous-convolutivité des groupes finis pondérés n’est pas une perte de temps et peut être mise à
profit.
7.1 Cas du groupe G = Z2 = {0, 1}
Le premier exemple sur lequel nous porterons notre attention est celui de G = Z2 = {0, 1}. Ce
groupe est suffisamment simple pour faire en sorte qu’il soit possible d’obtenir une description
exhaustive de C(Z2, w), C2(Z2, w) et C˜4(Z2, w) par des techniques analytiques élémentaires
comme en témoigne le théorème qui suit.
Théorème 7.1. Considérons la pondération w : Z2 → (0,∞) définie par w(0) := 1 et
w(1) := t > 0. On a
(i) C(Z2, w) =

1
t2
, si 0 < t ≤ 1√
2
,
2√
3− 1
t2
, si t > 1√
2
.
(ii) C2(Z2, w) =

√
1 + 1
t4
, si 0 < t ≤ 1,
√
2, si t ≥ 1.
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(iii) C˜4(Z2, w) =

(
3 + 8
t4
+ 4
t8
+ 1
t16
)1/8
, si 0 < t < 1,(
6 + 8
t4
+ 2
t8
)1/8
, si t ≥ 1.
Démonstration.
(i) Nous aurons recours à la caractérisation obtenue au théorème 6.2 afin de calculer C(Z2, w) :
C(Z2, w) = sup
{∥∥Tw(h)∥∥B(H) : ‖h‖H = 1} .
Par la façon dont l’application Tw est définie, l’inégalité suivante est vérifiée pour tout
h ∈ H : ∥∥Tw(h)∥∥B(H) ≤ ∥∥Tw(|h|)∥∥B(H).
On peut donc, dans ce qui suit, supposer sans perte de généralité que h est une fonction
positive. Or, un élément h ∈ H positif et unitaire générique est de la forme
h =
(
cos(θ), sin(θ)
)
, où θ ∈ [0, pi2 ]. Pour un tel h, on vérifie que :
Tw(h) =
(
cos(θ) sin(θ)
sin(θ) cos(θ)/t2
)
.
Cette matrice étant auto-adjointe/hermitienne, sa norme d’opérateur est donnée par sa
plus grande valeur propre, à savoir la plus grande racine du polynôme caractéristique
suivant :
X2 − cos(θ)
(
1 +
1
t2
)
X +
(
cos2(θ)
t2
− sin2(θ)
)
= 0.
Posons c := cos(θ) et u := 1+ 1
t2
. L’équation qui précède peut se reformuler comme suit :
X2 − cuX + (c2u− 1) = 0.
La plus grande racine de cette équation quadratique est :
cu+
√
(u2 − 4u)c2 + 4
2
.
L’indice de ∗-stabilité de (Z2, w) s’obtient donc en maximisant cette équation en consi-
dérant tous les h positifs et unitaires, c’est-à-dire en considérant le supremum sur tous
les θ ∈ [0, pi2 ] ou, de façon équivalente, sur tous les c ∈ [0, 1]. On vérifie, au moyen de
techniques d’optimisation élémentaire issues du calcul différentiel, que :
sup
c∈[0,1]
cu+
√
(u2 − 4u)c2 + 4
2
=
 2√4−u , si 1 ≤ u ≤ 3,u− 1, si u ≥ 3,
ce qui revient à dire que
C(Z2, w) =

1
t2
, si 0 < t ≤ 1√
2
,
2√
3− 1
t2
, si t ≥ 1√
2
.
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(ii) Par un calcul direct, on trouve que
C2(Z2, w)2 = max
x∈Z2
∑
y∈Z2
w(x)2
w(y)2w(x− y)2 = max
{
1 +
1
t4
, 2
}
.
(iii) Une fois de plus, on procède au calcul directement à partir de la définition afin d’obtenir :
C˜4(Z2, w)8 = max
s∈Z2
∑
x,y∈Z2
∑
z∈Z2
w(s)w(x)w(y)w(s+ x− y)
w(x− z)2w(y − z)2w(z)2w(s+ z − y)2
2
= max
{
3 +
8
t4
+
4
t8
+
1
t16
, 6 +
8
t4
+
2
t8
}
.
Notons que le fait de poser w(0) = 1 ne joue qu’un rôle négligeable dans la démonstration
du théorème 7.1. On aurait très bien pu laisser w(0) prendre n’importe quelle autre valeur
strictement positive et poser plutôt t := w(1)w(0) . Cela aurait eu pour effet d’altérer la valeur de
C(Z2, w), C2(Z2, w) et C˜4(Z2, w) d’un facteur 1w(0) . Or, puisque la valeur exacte de ces indices
nous indiffère et que seuls les quotients C(Z2,w)C2(Z2,w) ,
C(Z2,w)
C˜4(Z2,w)
et C˜4(Z2,w)C2(Z2,w) nous préoccupent, l’ajout
ou l’absence du facteur 1w(0) est transparent.
Le graphe ci-dessous illustre comment varient les quotients C(Z2,w)C2(Z2,w) et
C(Z2,w)
C˜4(Z2,w)
en fonction de
t := w(1)w(0) . Étonnamment, le minimum local de
C
C2
ne se situe pas directement en t = 1√
2
mais
plutôt légèrement à la droite de ce point, soit en t =
√
3−√6.
Figure 7.1 – Graphe de C/C2 et C/C˜4 par rapport à t := w(1)/w(0)
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On remarque que la courbe bleue est constamment située au-dessus de la courbe rouge. Cette
observation visuelle se traduit mathématiquement par l’inégalité ci-dessous :
C(Z2, w)
C2(Z2, w)
≤ C(Z2, w)
C˜4(Z2, w)
,
ou, de façon équivalente,
C˜4(Z2, w) ≤ C2(Z2, w).
On peut d’ailleurs aisément vérifier analytiquement à partir des équations obtenues au théo-
rème 7.1 que cette inégalité est stricte pour t 6= 1 comme en fait foi la figure suivante :
Figure 7.2 – Graphe de C˜4/C2 par rapport à t := w(1)/w(0)
Bien que l’estimation C˜4(G,w) puisse s’avérer être une approximation utile de C(G,w), la
proposition qui suit nous invite à la prudence : il arrive que, même pour des groupes finis très
simples, l’estimation C˜4(G,w) soit trop grossière pour être d’une quelconque utilité en vue des
objectifs qui sont les nôtres.
Proposition 7.2. Considérons le groupe G := Z3 = {0, 1, 2} et la pondération w : Z3 → (0,∞)
définie par w(0) := 1, w(1) := a et w(2) := b. Si a et b satisfont 0 <
√
2b ≤ a2 < 3
√
2
4 , alors
C˜4(Z3, w) > C2(Z3, w).
Démonstration. D’une part, on obtient au terme d’un calcul direct que
C2(Z3, w)2 = max
{
2 +
a2
b4
, 2 +
b2
a4
, 1 +
2
a2b2
}
.
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Or, sous les hypothèses stipulées ci-dessus, on a a ≥ b et a2
b4
≥ 2
a2b2
, de sorte que
C2(Z3, w)2 = 2 +
a2
b4
.
D’autre part, en ne retenant que les termes avec (s, x, y, z) := (1, 1, 1, 2) et (1, 0, 1, 2) dans la
définition de C˜4(Z3, w), on voit que
C˜4(Z3, 2)8 ≥ a
8
b16
+
1
b12
=
a8
b16
(
1 +
b4
a8
)
,
de sorte que
C˜4(Z3, 2)2 ≥ a
2
b4
(
1 +
b4
a8
)1/4
≥ a
2
b4
(
1 +
15
16
b4
a8
)1/4
≥ a
2
b4
(
1 + 4
(
b4
16a8
)
+ 6
(
b4
16a8
)2
+ 4
(
b4
16a8
)3
+
(
b4
16a8
)4)1/4
=
a2
b4
(
1 +
b4
16a8
)
=
a2
b4
+
1
16a6
.
Ainsi
C˜4(Z3, 2)2 − C2(Z3, w)2 ≥ 1
16a6
− 2 > 0
car a6 < 132 par hypothèse.
7.2 Cas du groupe G = Zn pour n ≥ 3
Un examen attentif de la courbe C(Z2,w)C2(Z2,w) présentée à la figure 7.2 semble indiquer que cette
fonction tend vers une limite non nulle lorsqu’on laisse t tendre vers l’infini. Un simple calcul
avec les équations obtenues au théorème 7.1 révèle que cette limite est
√
2/3 ≈ 0.816. Par
conséquent, quelle que soit la pondération w : Z2 → (0,∞), on a toujours
C(Z2, w)
C2(Z2, w)
≥
√
2
3
.
Le prochain résultat montre cependant que, par un choix approprié de l’ordre n et de la
pondération w, on peut faire en sorte que le ratio C(Zn,w)C2(Zn,w) soit arbitrairement petit.
Théorème 7.3. Étant donné un entier n ≥ 3, on considère la pondération w : Zn → (0,∞)
définie par w(0) = w(1) = ... = w(n− 2) := 1 et w(n− 1) := t ≥ 1. On a
C(Zn, w)
C2(Zn, w)
≤
(
(n− 1) + t2
2 + (n− 2)t2
)1/2
.
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Ce théorème découle directement des deux lemmes qui suivent.
Lemme 7.4. Si w désigne la pondération définie dans l’énoncé du théorème 7.3, alors on a
C2(Zn, w) =
(
2 + (n− 2)t2)1/2.
Démonstration. En calculant C2(Zn, w) directement, on obtient
C2(Zn, w)2 = max
{
(n− 2) + 2
t2
, (n− 1) + 1
t4
, 2 + (n− 2)t2
}
.
En particulier, pour t ≥ 1, on a
C2(Zn, w)2 = 2 + (n− 2)t2.
Lemme 7.5. Si w désigne la pondération définie dans l’énoncé du théorème 7.3 alors on a
C(Zn, w) ≤
(
(n− 1) + t2)1/2.
Démonstration. Une fois de plus, nous aurons recours au théorème 6.2 afin de calculer C(Zn, w).
Étant donné h =
(
h(0), h(1), h(2), ..., h(n− 1)
)
un élément unitaire générique de la n-ième
coque sphérique de rayon 1, on vérifie directement à partir de la définition 6.2 que l’application
linéaire est assimilable à la matrice suivante :
Tw(h) =

h(0) h(1) h(2) . . . h(n− 3) h(n− 2) h(n− 1)
h(1) h(2) h(3) . . . h(n− 2) h(n− 1)t h(0)t
h(2) h(3) h(4) · · · h(n− 1)t h(0) h(1)t
...
...
...
. . .
...
...
...
h(n− 3) h(n− 2) h(n− 1)t . . . h(n− 6) h(n− 5) h(n−4)t
h(n− 2) h(n− 1)t h(0) . . . h(n− 5) h(n− 4) h(n−3)t
h(n− 1) h(0)t h(1)t . . . h(n−4)t h(n−3)t h(n−2)t2

.
Remarquons que Tw(h) peut se décomposer comme Tw(h) = DAw(h)D, où D désigne la
matrice diagonale suivante :
D :=

1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 1 0
0 0 . . . 0 1t

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et Aw(h) représente la matrice anticirculante suivante :
Aw(h) :=

h(0) h(1) h(2) . . . h(n− 3) h(n− 2) h(n− 1)t
h(1) h(2) h(3) . . . h(n− 2) h(n− 1)t h(0)
h(2) h(3) h(4) · · · h(n− 1)t h(0) h(n− 1)
...
...
...
. . .
...
...
...
h(n− 3) h(n− 2) h(n− 1)t . . . h(n− 6) h(n− 5) h(n− 4)
h(n− 2) h(n− 1)t h(0) . . . h(n− 5) h(n− 4) h(3)
h(n− 1)t h(0) h(1) . . . h(n− 4) h(n− 3) h(n− 2)

.
Autrement dit, la matrice Aw(h) peut s’écrire comme
Aw(h) = h(0)P0 + h(1)P1 + ...+ h(n− 2)Pn−2 + th(n− 1)Pn−1,
où P0, P1, ..., Pn−1 désignent des matrices de permutations. Comme t ≥ 1, on a que ‖D‖B(H) ≤ 1
et il s’ensuit que∥∥Tw(h)∥∥B(H) ≤ ‖D‖B(H)∥∥∥h(0)P0 + h(1)P1 + ...+ h(n− 2)Pn−2 + th(n− 1)Pn−1∥∥∥B(H)‖D‖B(H)
≤
n−2∑
k=0
∣∣h(k)∣∣+ t∣∣h(n− 1)∣∣
†
≤ (n− 1 + t2)1/2‖h‖H,
où (†) découle d’une application de l’inégalité de Cauchy–Schwarz. En conséquence
C(Zn, w) =
∥∥Tw : H → B(H)∥∥ ≤ (n− 1 + t2)1/2.
Remarque.
(i) Pour tout entier n ≥ 4 fixé, on déduit aisément du théorème 7.1 que
C(Zn, w)
C2(Zn, w)
< 1
pour tout t > 1. Pour n = 3, cependant, le théorème 7.1 n’est pas concluant, car, pour
tout t > 1, la majoration obtenue au lemme 7.5 correspond exactement à la formule pour
C2(Z3, w). Le théorème 6.7 et l’estimation C˜4(Z3, w) viennent alors à notre rescousse.
En effet, si w : Z3 → (0,∞) est définie par w(0) = w(1) := 1 et w(2) := t > 1 alors un
calcul explicite nous donne
C˜4(Z3, w)8 = t8 + 64 + 5t2 + 22 +
28
t2
+
12
t4
+
5
t6
+
2
t8
< t8 + 6t4 + 5t2 + 69
< t8 + 8t6 + 24t4 + 32t2 + 16
= (2 + t2)4
= C2(Z3, w)8.
68
Ainsi, pour tout t > 1 on a, comme voulu, que :
C(Zn, w)
C2(Zn, w)
≤ C˜4(Zn, w)
C2(Zn, w)
< 1.
(ii) La pondération considérée au théorème 7.1 nous donne :
lim
t→∞
C2(Zn, w)
C(Zn, w)
=
√
n− 2.
Cela permet de voir que, pour de grandes valeurs de n, l’inégalité obtenue au corollaire
6.6 est bien près d’être optimale.
Pour tout entier n ≥ 4 fixé, la borne supérieure pour C(Zn,w)C2(Zn,w) obtenue au théorème 7.3
reproduit le comportement de C(Z2,w)C2(Z2,w) qui avait été observé à la figure 8.3, au sens où ce
ratio converge vers une limite non nulle lorsqu’on laisse t tendre vers l’infini. En effet, comme
l’illustre la figure qui suit, on a
lim
t→∞
(
(n− 1) + t2
2 + (n− 2)t2
)1/2
=
√
1
n− 2 .
Cela signifie que, quel que soit ε > 0, on peut toujours choisir un entier n ≥ 1 et un t ≥ 1
assez grands pour que
C(Zn, w)
C2(Zn, w)
< ε.
Figure 7.3 – Graphe de la borne supérieure pour le ratio C(Zn, w)/C2(Zn, w) par
rapport à t := w(n− 1) ≥ 1 pour différentes valeurs de n
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7.3 Groupes abéliens finis quelconques
À la section précédente nous avons vu que tout groupe cyclique Zn admet des pondérations
w pour lesquelles C(Zn,w)C2(Zn,w) < 1. Le théorème de structure des groupes abéliens finis que voici
trace la voie vers une extension à tous les groupes abéliens finis.
Théorème 7.6. Étant donné G un groupe abélien fini avec |G| > 2, il existe une unique suite
d’entiers n1, n2, ..., nk ≥ 2 pour laquelle on a l’isomorphisme :
G ' Zn1 × ...× Znk ,
avec la condition supplémentaire : ni+1 divise ni pour tout i entre 1 et k − 1.
Démonstration. Voir la section 6.1 de [10].
Afin d’espérer pouvoir mettre à profit le théorème de structure des groupes abéliens finis, il
nous faudrait trouver une façon de définir une pondération sur produit direct de groupes pon-
dérés (Gi, wi), de façon à ce que les indices de ∗-stabilité et de sous-convolutivité de ce produit
direct puissent être calculés aisément à partir des indices de ∗-stabilité et de sous-convolutivité
des (Gi, wi). Le théorème montre qu’une telle relation est obtenue si la pondération sur le pro-
duit direct est définie de la façon la plus naturelle qui soit.
Théorème 7.7. Soient (G1, w1) et (G2, w2) des groupes pondérés (d’ordre fini ou infini).
Posons G := G1 ×G2 et définissons w : G→ (0,∞) par w(x1, x2) := w1(x1)w2(x2). Alors
(i) C2(G,w) = C2(G1, w1)C2(G2, w2) ;
(ii) C˜4(G,w) = C˜4(G1, w1)C˜4(G2, w2) ;
(iii) C(G,w) = C(G1, w1)C(G2, w2).
Démonstration.
(i) Par calcul explicite on trouve que
C2(G,w)
2 = sup
x∈G
∑
y∈G
w(x)2
w(y)2w(y−1x)2
= sup
(x1,x2)∈G
∑
(y1,y2)∈G
w1(x1)
2w2(x2)
2
w1(y1)2w2(y2)2w1(y
−1
1 x1)
2w2(y
−1
2 x2)
2
= sup
x1∈G1
 ∑
y1∈G1
w1(x1)
2
w1(y1)2w1(y
−1
1 x1)
2
 sup
x2∈G2
 ∑
y2∈G2
w2(x2)
2
w2(y2)2w2(y
−1
2 x2)
2

= C2(G1, w1)
2C2(G2, w2)
2.
(ii) La preuve est analogue à celle de la partie (i).
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(iii) Il s’agit d’une conséquence immédiate des lemmes 7.8 et 7.9 ci-dessous.
Lemme 7.8. Soient (G1, w1) et (G2, w2) des groupes pondérés. Posons G := G1×G2 et défi-
nissons w : G→ (0,∞) par w(x1, x2) := w1(x1)w2(x2). Alors C(G,w) ≥ C(G1, w1)C(G2, w2).
Démonstration. Considérons des fonctions f1, g1 ∈ `2(G1, w1) ainsi que f2, g2 ∈ `2(G2, w2) et
définissons f, g : G → C comme suit f(x1, x2) := f1(x1)f2(x2) et g(x1, x2) := g(x1)g(x2).
Remarquons d’abord que, de la façon dont nous avons défini les fonctions f et g ainsi que la
pondération w, on a :
‖f‖2w = ‖f1‖2w1‖f2‖2w2 et ‖g‖2w = ‖g1‖2w1‖g2‖2w2 .
On vérifie par la suite que
∥∥f ∗ g∥∥2
w
=
∑
(x1,x2)∈G
∣∣∣∣∣∣
∑
(y1,y2)∈G
f(y1, y2)g
(
y−11 x1, y
−1
2 x2
)∣∣∣∣∣∣
2
w(x1, x2)
2
=
∑
x1∈G1
∑
x2∈G2
∣∣∣∣∣∣
∑
y1∈G1
∑
y2∈G2
f1(y1)f2(y2)g1
(
y−11 x1
)
g2
(
y−12 x2
)∣∣∣∣∣∣
2
w1(x1)
2w2(x2)
2
=
∑
x1∈G1
∑
x2∈G2
∣∣∣∣∣∣
 ∑
y1∈G1
f1(y1)g1(y
−1
1 x1)
 ∑
y2∈G2
f2(y2)g2(y
−1
2 x2)
∣∣∣∣∣∣
2
w1(x1)
2w2(x2)
2
=
∑
x1∈G1
∑
x2∈G2
∣∣∣(f1 ∗ g1)(x1) · (f2 ∗ g2)(x2)∣∣∣2w1(x1)2w2(x2)2
=
 ∑
x1∈G1
∣∣(f1 ∗ g1)(x1)∣∣2w1(x1)2
 ∑
x2∈G2
∣∣(f2 ∗ g2)(x2)∣∣2w1(x1)2w2(x2)2

=
∥∥f1 ∗ g1∥∥2w1∥∥f2 ∗ g2∥∥2w2 .
Il s’ensuit que
C(G,w)2
= sup
{ ∥∥f ∗ g∥∥2
w
‖f‖2w‖g‖2w
: f, g ∈ `2(G,w)
}
≥ sup
{ ∥∥f ∗ g∥∥2
w
‖f‖2w‖g‖2w
: f(x1, x2) = f1(x1)f2(x2), g(x1, x2) = g1(x1)g2(x2), fi, gi ∈ `2(Gi, wi)
}
= sup

∥∥f1 ∗ g1∥∥2w1
‖f1‖2w1‖g1‖2w1
: f1, g1 ∈ `2(G1, w1)
 · sup

∥∥f2 ∗ g2∥∥2w2
‖f2‖2w2‖g2‖2w2
: f2, g2 ∈ `2(G2, w2)

= C(G1, w1)
2C(G2, w2)
2
comme voulu.
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Lemme 7.9. Soient (G1, w1) et (G2, w2) des groupes pondérés tels dont les indices de
∗-stabilité sont finis. Posons G := G1 × G2 et définissons w : G→ (0,∞) par
w(x1, x2) := w1(x1)w2(x2). Alors C(G,w) ≤ C(G1, w1)C(G2, w2).
Démonstration.
• Cas où f, g : G → C sont des fonctions de support fini. Pour z ∈ G2, on définit
fz, gz : G1 → C par fz(t) := f(t, z) et gz(t) := g(t, z).
Remarquons que pour tout x2 ∈ G2 on a ∑
x1∈G1
∣∣∣∣∣∣
∑
y1∈G1
∑
y2∈G2
f(y1, y2)g
(
y−11 x1, y
−1
2 x2
)∣∣∣∣∣∣
2
w1(x1)
2
1/2
=
∥∥∥∥∥∥
∑
y2∈G2
(
fy2 ∗ gy−12 x2
)∥∥∥∥∥∥
w1
≤
∑
y2∈G2
∥∥fy2 ∗ gy−12 x2∥∥w1
≤ C(G1, w1)
∑
y2∈G2
‖fy2‖w1
∥∥gy−12 x2∥∥w1
= C(G1, w1)(u ∗ v)(x2),
où u, v : G2 → C sont donnés par u(z) := ‖fz‖w1 et v(z) := ‖gz‖w1 .
Observons au passage que
‖u‖2w2 =
∑
z∈G2
∣∣u(z)∣∣2w2(z)2
=
∑
z∈G2
‖fz‖2w1w2(z)2
=
∑
z∈G2
∑
t∈G1
∣∣fz(t)∣∣2w1(t)2w2(z)2
=
∑
z∈G2
∑
t∈G1
∣∣f(t, z)∣∣2w1(t)2w2(z)2
= ‖f‖2w.
Un argument similaire montre que ‖v‖2w2 = ‖g‖2w.
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Nous sommes maintenant prêts à nous pencher sur la norme de la convolution de f et g :
∥∥f ∗ g∥∥2
w
=
∑
(x1,x2)∈G
∣∣∣∣∣∣
∑
(y1,y2)∈G
f(y1, y2)g
(
y−11 x1, y
−1
2 x2
)∣∣∣∣∣∣
2
w(x1, x2)
2
=
∑
x2∈G2
 ∑
x1∈G1
∣∣∣∣∣∣
∑
y1∈G1
∑
y2∈G2
f(y1, y2)g
(
y−11 x1, y
−1
2 x2
)∣∣∣∣∣∣
2
w1(x1)
2
w2(x2)2
≤
∑
x2∈G2
C(G1, w1)
2
(
(u ∗ v)(x2)
)2
w(x)2
= C(G1, w1)
2
∥∥u ∗ v∥∥2
w2
≤ C(G1, w1)2C(G2, w2)2‖u‖2w2‖v‖2w2
= C(G1, w1)
2C(G2, w2)
2‖f‖2w‖g‖2w.
• Cas général. Notons d’entrée de jeu que la finitude des indices de ∗-stabilité des (Gi, wi)
implique, en vertu de la proposition 4.1, que inf
yi∈Gi
wi(yi)w(y
−1
1 xi) > 0. Il s’ensuit donc que
inf
y∈G
w(y)w(y−1x) ≥ inf
y1∈G1
w1(y1)w1(y
−1
1 x1) inf
y2∈G2
w2(y2)w2(y
−1
2 x2) > 0.
Ainsi, toujours en vertu de la proposition 4.1, on a que
∑
y∈G
f(y)g(y−1x) converge absolument
pour tout f, g ∈ `2(G,w).
Soient f, g ∈ `2(G,w) et soit z1, z2, ... une énumération des éléments appartenant à
supp(f) ∪ supp(g). Définissons fn, gn : G→ C comme suit :
fn(zi) :=
f(zi), si i ≤ n,0, sinon; et gn(zi) :=
g(zi), si i ≤ n,0, sinon.
Ainsi, quel que soit n ∈ N, on a que fn, gn sont des fonctions à support fini. De plus on a
‖fn‖w ≤ ‖f‖w et ‖gn‖w ≤ ‖g‖w.
Notons d’une part que, puisque les fonctions∣∣(f − fn)(y)(g − gn)(y−1x)∣∣, ∣∣(f − fn)(y)gn(y−1x)∣∣, et ∣∣fn(y)(g − gn)(y−1x)∣∣
sont dominées, en tant que fonctions de y, par
∣∣f(y)g(y−1x)∣∣ et, puisque nous avons vu plus
haut que
∑
y∈G
∣∣f(y)g(y−1x)∣∣ converge, le théorème de convergence dominée et la continuité
de la norme impliquent que
lim
n→∞
∥∥(f − fn) ∗ (g − gn)∥∥w = limn→∞ ∥∥(f − fn) ∗ gn∥∥w = limn→∞ ∥∥fn ∗ (g − gn)∥∥w = 0.
D’autre part, comme fn et gn sont deux fonctions de support fini, on déduit du cas précé-
demment traité que∥∥fn ∗ gn∥∥w ≤ C(G1, w1)C(G2, w2)‖fn‖w‖gn‖w ≤ C(G1, w1)C(G2, w2)‖f‖w‖g‖w.
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On conclut donc que∥∥f ∗ g∥∥
w
=
∥∥(f − fn + fn) ∗ (g − gn + gn)∥∥w
=
∥∥∥(f − fn) ∗ (g − gn) + (f − fn) ∗ gn + fn ∗ (g − gn) + fn ∗ gn∥∥∥
w
≤ ∥∥(f − fn) ∗ (g − gn)∥∥w + ∥∥(f − fn) ∗ gn∥∥w + ∥∥fn ∗ (g − gn)∥∥w + ∥∥fn ∗ gn∥∥w
≤ ∥∥(f − fn) ∗ (g − gn)∥∥w + ∥∥(f − fn) ∗ gn∥∥w + ∥∥fn ∗ (g − gn)∥∥w
+ C(G1, w1)C(G2, w2)‖fn‖w‖gn‖w
≤ ∥∥(f − fn) ∗ (g − gn)∥∥w + ∥∥(f − fn) ∗ gn∥∥w + ∥∥fn ∗ (g − gn)∥∥w
+ C(G1, w1)C(G2, w2)‖f‖w‖g‖w
−−−→
n→∞ C(G1, w1)C(G2, w2)‖f‖w‖g‖w.
Cela achève la démonstration du résultat annoncé.
Nous avons vu au théorème 7.3 que, pour un choix approprié de n ≥ 2 de t > 1, on peut faire
en sorte que le ratio C(Zn,w)C2(Zn,w) soit aussi petit que désiré. Autrement dit, on peut faire en sorte
que C(Zn, w) soit négligeable comparativement à C2(Zn, w). Le théorème 7.7 nous permet
d’apporter une modeste amélioration à ce résultat : nous montrerons qu’il existe un groupe
pondéré fini pour lequel l’indice de ∗-stabilité est non seulement arbitrairement petit relative-
ment à l’indice de sous-convolutivité, mais également arbitrairement petit dans l’absolu.
Proposition 7.10. Quels que soient  < 1 et M >
√
2, il existe un groupe pondéré (G,w)
satisfaisant
C(G,w) <  et M = C2(G,w).
Démonstration.
• Considérons la pondération w1 : Z3 → (0,∞) définie par w1(0) = w1(1) := 1 et w1(2) = t ≥ 1.
Par le théorème 7.3 on a que C2(Z3, w1) =
√
2 + t2. Choisissons t de sorte que
M = C2(Z3, w1).
• Considérons la pondération w2 : Z2 → (0,∞) définie par w2(0) :=
√
2 et w2(1) = 2. On
vérifie par un calcul direct que C(Z2, w2) < 1 = C2(Z2, w2). Par conséquent, il existe n ∈ N
tel que
C(Z2, w2)n ≤ 
2M
.
• Posons G := Z3 ×
(
n⊗
i=1
Z2
)
et définissons w : G→ (0,∞) par
w(x1, x2, ..., xn+1) := w1(x1)w2(x2)w2(x3) · · ·w2(xn+1).
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En appliquant le théorème 7.7 à n reprises, on trouve d’une part
C(G,w) = C(Z3, w1)C(Z2, w2)n ≤ M · 
2M
< 
et d’autre part
C2(G,w) = C2(Z3, w1)C2(Z2, w2)n = M · 1n.
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Chapitre 8
Conclusion
Pour conclure, nous formulerons quelques remarques concernant le contenu de la dernière
partie de la présente thèse. De plus, nous décrirons brièvement quelques pistes à explorer pour
tenter de résoudre le problème principal.
8.1 Groupes abéliens de type fini
À la section 7.3 nous avons mis à profit le théorème de structure pour les groupes abéliens
finis afin de réduire le problème consistant à calculer les indices de ∗-stabilité et de sous-
convolutivité d’un groupe abélien d’ordre fini quelconque à des problèmes analogues sur des
groupes cycliques finis.
Une approche similaire reposant sur l’utilisation du théorème de structure pour les groupes
abéliens de type fini – une généralisation du théorème de structure pour les groupes abéliens
finis démontrée par Henri Poincaré – permet cette fois de réduire le difficile problème consistant
à calculer les indices de ∗-stabilité et de sous-convolutivité d’un groupe abélien de type fini
et d’ordre infinie à un problème analogue (plus accessible, mais encore non résolu) sur Z,
l’unique 1 groupe cyclique d’ordre infini.
Théorème 8.1. Étant donné G un groupe abélien de type fini, il existe un unique entier r ≥ 0
et une unique suite d’entiers n1, n2, ..., nk ≥ 2 pour lesquels on a l’isomorphisme
G ' Zr × Zn1 × ...× Znk
avec la condition supplémentaire suivante : ni+1 divise ni pour tout i entre 1 et k − 1.
Démonstration. Voir la section 12.1 de [10].
1. À isomophisme près.
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Proposition 8.2. S’il existe une pondération w : Z → (0,∞) pour laquelle C(Z, w) < ∞ et
C2(Z, w) = ∞, alors tout groupe abélien de type fini G d’ordre infini admet une pondération
w˜ satisfaisant C(G, w˜) <∞ et C2(G, w˜) =∞.
Démonstration. En vertu du théorème 8.1, on a
G ' Zr × Zn1 × ...× Znk
pour un certain entier r > 0 et une certaine suite d’entiers n1, n2, ..., nk ≥ 2. C’est donc dire
qu’un élément générique de G est de la forme (x1, x2, ..., xr, y1, y2, ..., yk) où xi ∈ Z pour tout
1 ≤ i ≤ r et yj ∈ Znj pour 1 ≤ j ≤ k.
Considérons la fonction w˜ : G→ (0,∞) définie comme suit :
w˜(x1, x2, ..., xr, y1, y2, ..., yk) :=
r∏
i=1
w(xi).
Le théorème 7.7 implique alors que
C(G, v) =
r∏
i=1
C(Z, w)
k∏
j=1
C(Znk ,1) < ∞
et
C2(G, v) =
r∏
i=1
C2(Z, w)
k∏
j=1
C2(Znk ,1) = ∞.
Certes, la proposition 8.1 ne nous rapproche pas d’une solution générale au problème principal,
mais elle ajoute à l’intérêt de résoudre le cas particulier du groupe additif Z – le groupe
autour duquel s’est concentré notre intérêt – car sa résolution par la négative entraînerait
automatiquement celle du problème analogue sur tous les autres groupes de type fini.
8.2 Application aux sommes directes de groupes finis
Contrairement à ce que la notation peut sembler indiquer, le lien est plutôt ténu entre le
comportement des indices de ∗-stabilité et de sous-convolutivité sur Z et ceux sur les groupes
Zn. Il est en effet tout sauf évident d’entrevoir comment des pondérations sur des groupes
cycliques finis pourraient être concaténées ou adaptées de sorte à obtenir une pondération sur
le groupe Z dont l’indice de ∗-stabilité serait fini et l’indice de sous-convolutivité serait infini.
D’ailleurs, la compacité des groupes cycliques finis suggère qu’il est peut-être plus approprié
de se représenter mentalement les groupes Zn comme des approximations discrètes (de plus
en plus fidèle à mesure qu’on fait croître n) du groupe circulaire T :=
{
z ∈ C : |z| = 1}
plutôt que comme des approximations finies de Z. Or, comme nous l’avons vu à l’exemple 1.4,
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il est déjà établi qu’il existe des pondérations sur T pour lesquelles l’indice de ∗-stabilité est
fini mais pas l’indice de sous-convolutivité.
Dès lors, l’étude des groupes cycliques finis que nous avons entrepris au chapitre 6 ne revient-
elle pas à enfoncer une porte ouverte ? Pas tout à fait.
Dans cette section nous donnerons les grandes lignes d’une approche consistant à mettre à
profit la connaissance acquise au sujet des indices de ∗-stabilité et de sous-convolutivité des
groupes abéliens discrets finis pour concevoir des pondérations sur certains groupes abéliens
discrets dénombrables, mais de type infini.
8.2.1 Produits directs et sommes directes de groupes
Dans ce qui suit, nous décrirons brièvement deux façons élémentaires de construire des groupes
d’ordre infini à partir de groupes finis.
Définition 8.1. Soit
{
Gi
}
i∈I une famille de groupes non triviaux.
(i) Le produit direct des Gi, qu’on désigne par
⊗
i∈I
Gi, est le groupe dont les éléments sont
les fonctions f : I → ⋃
i∈I
Gi ayant la propriété que f(i) ∈ Gi pour tout i ∈ I et dont la
loi de composition interne est définie ponctuellement.
(ii) La somme directe des Gi, notée
⊕
i∈I
Gi, est le groupe dont les éléments sont les fonctions
f : I → ⋃
i∈I
Gi satisfaisant aux deux propriétés suivantes :
(a) f(i) ∈ Gi pour tout i ∈ I ;
(b) f(i) = ei pour tout i ∈ I sauf possiblement pour un nombre fini d’entre eux ;
et dont la loi de composition interne est définie ponctuellement.
Lorsque l’index I est fini alors les notions de produit direct et de somme direct des Gi coïn-
cident. Par contre, lorsque l’index I est infini alors le produit direct des Gi et la somme directe
de Gi sont deux groupes aux propriétés substantiellement différentes.
La première différence notable concerne l’ordre de ces groupes : indépendamment de l’ordre
des Gi, le groupe
⊗
i∈I
Gi est toujours indénombrable tandis que le groupe
⊕
i∈I
Gi, lui, est d’ordre
dénombrable si et seulement si tous les Gi sont au plus dénombrables.
On peut déduire du théorème 4.7 que
⊗
i∈I
Gi n’admet aucune pondération pour laquelle l’indice
de ∗-stabilité est fini. De même, si l’un des Gi est indénombrable alors on peut exclure l’exis-
tence de pondération sur
⊕
i∈I
Gi pour laquelle l’indice de ∗-stabilité est fini. Toutefois, si tous
les Gi sont au plus dénombrable alors le théorème 4.7 implique qu’il existe des pondérations
sur
⊕
i∈I
Gi pour lesquelles l’indice de ∗-stabilité est fini.
78
Nous présenterons, en terminant, deux types de pondérations sur des sommes directes de
groupes finis et tenterons de déterminer dans quelle mesure celles-ci sont dignes d’intérêt dans
la poursuite de la tentative de résolution du problème qui nous a occupé tout au long de cette
thèse.
8.2.2 Pondérations de type « produit ponctuel »
Étant donné
{
(Gn, wn)
}
n∈N une famille de groupes abéliens discrets pondérés d’ordre fini, un
prototype de pondération sur G :=
⊕
n∈N
Gn, que nous pourrions appeler pondération de type
« produit ponctuel », s’impose à l’esprit : à savoir w(x) ∼ ∏
n∈N
wn(xn) à supposer que ce produit
soit bien défini pour tout x ∈ G et qu’il ne soit jamais nul, de sorte que w soit une fonction
de G à image dans (0,∞).
Puisqu’un élément générique x := {xn}n∈N ∈ G vérifie xn = en pour tout n ∈ N sauf
possiblement un nombre fini d’entre eux, la seule façon de s’assurer que le produit
∏
n∈N
wn(xn)
ait du sens et qu’il soit non nul est d’avoir wn(en) = 1 pour tout n ∈ N (sauf possiblement un
nombre fini d’entres eux). Mais cette obligation est lourde de conséquences :
Théorème 8.3. Soit
{
(Gn, wn)
}
n∈N une famille de groupes abéliens discrets pondérés d’ordre
fini où wn(en) = 1 pour tout n ∈ N. Posons G :=
⊕
n∈N
Gn et définissons w : G → (0,∞) par
w(x) :=
∏
n∈N
wn(xn). Alors, quel que soit le sous-ensemble fini {n1, n2, ..., nk} ⊆ N, on a :
C(G,w) ≥
k∏
i=1
C(Gni , wni).
Démonstration. Pour tout i ∈ {1, 2, ..., k}, considérons des fonctions fni , gni ∈ `2(Gni , wni)
quelconque et définissons f, g : G→ C comme suit :
f(x) :=
k∏
i=1
fni(xni) et g(x) :=
k∏
i=1
gni(xni).
Ainsi définies, les fonctions f et g satisfont :
‖f‖2w =
k∏
i=1
‖fni‖2wni et ‖g‖
2
w =
k∏
i=1
‖gni‖2wni .
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On vérifie par la suite que∥∥f ∗ g∥∥2
w
=
∑
x∈G
∣∣∣∣∣∣
∑
y∈G
f(x)g(x)
∣∣∣∣∣∣
2
w(x)2
=
∑
xn1∈Gn1
· · ·
∑
xnk∈Gnk
∣∣∣∣∣∣
∑
yn1∈Gn1
· · ·
∑
ynk∈Gnk
fn1(yn1) · · · fnk(ynk)gn1
(
y−1n1 xn1
) · · · gnk(y−1nk xnk)
∣∣∣∣∣∣
2
· wn1(xn1)2 · · ·wnk(xnk)2
=
∑
xn1∈Gn1
· · ·
∑
xnk∈Gnk
∣∣∣∣∣∣
 ∑
yn1∈Gn1
fn1(yn1)gn1(y
−1
n1 xn1)
 · · ·
 ∑
ynk∈Gnk
fnk(ynk)gnk(y
−1
nk
xnk)
∣∣∣∣∣∣
2
· wn1(xn1)2 · · ·wnk(xnk)2
=
∑
xn1∈Gn1
· · ·
∑
xnk∈Gnk
∣∣∣(fn1 ∗ gn1)(xn1) · · · (fnk ∗ gnk)(xnk)∣∣∣2wn1(xn1)2 · · ·wnk(xnk)2
=
k∏
i=1
 ∑
xni∈Gni
∣∣∣(fni ∗ gni)(xni)∣∣∣2wni(xni)2

=
k∏
i=1
∥∥fni ∗ gni∥∥2wni .
Il s’ensuit que
C(G,w)2
= sup
{ ∥∥f ∗ g∥∥2
w
‖f‖2w‖g‖2w
: f, g ∈ `2(G,w)
}
≥ sup
{ ∥∥f ∗ g∥∥2
w
‖f‖2w‖g‖2w
: f(x) :=
k∏
i=1
fni(xni), g(x) :=
k∏
i=1
gni(xni), fni , gni ∈ `2(Gni , wni)
}
= sup

k∏
i=1
∥∥fni ∗ gni∥∥2wni
k∏
i=1
‖fni‖2wni
k∏
i=1
‖gi‖2wi
: fni , gni ∈ `2(Gni , wni)

=
k∏
i=1
sup

∥∥fni ∗ gni∥∥2wni
‖fni‖2wni‖gni‖2wni
: fni , gni ∈ `2(Gni , wni)

=
k∏
i=1
C(Gni , wni)
2
comme voulu.
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Corollaire 8.4. L’indice de ∗-stabilité de toute pondération de type « produit ponctuel » sur
la somme directe d’une famille infinie de groupes abéliens discrets pondérés d’ordre fini est
infini.
Démonstration. Soit
{
(Gn, wn)
}
n∈N une famille de groupes abéliens discrets pondérés d’ordre
fini. Posons G :=
⊕
n∈N
Gn et définissons w : G→ (0,∞) par w(x) :=
∏
n∈N
wn(xn).
Il découle de la proposition 6.9 que pour tout n ∈ N on a C(Gn, wn) ≥ 2√3 . Par conséquent,
quel que soit k ∈ N on a :
C(G,w) ≥
k∏
i=1
2√
3
−−−→
k→∞
∞.
Ayant exclu la possibilité de définir une pondération sur G :=
⊕
n∈N
Gn dont l’indice de
∗-stabilité serait fini en considérant simplement le produit ponctuel de pondérations sur les
Gn, on est forcé de se rabattre sur des constructions plus complexes. Ce faisant, les chances de
pouvoir établir un résultat analogue au théorème 8.3 établissant une relation entre C(G,w) et
les C(Gn, wn) s’amenuisent à mesure que la construction de la pondération w : G→ (0,∞) se
fait complexe. On risque donc d’être une fois de plus confronté à des groupes pondérés pour
lesquels nous ne disposons d’aucun outil permettant de déterminer si l’indice de ∗-stabilité est
fini ou non.
8.2.3 Pondérations de type « supremum »
Étant donné
{
(Gn, wn)
}
n∈N une famille de groupes pondérés d’ordre fini, on appelle pon-
dération de type « supremum » sur G :=
⊕
n∈N
Gn le prototype de pondération défini par
w(x) ∼ sup
n∈N
wn(xn), à supposer, bien entendu, que ce supremum existe pour tout
x := {xn}n∈N ∈ G.
La proposition suivante montre que, contrairement aux pondérations de type « produit ponc-
tuel », les pondérations de type « supremum » peuvent donner lieu à un indice de ∗-stabilité
fini.
Proposition 8.5. Étant donné
{
Gn}n∈N une famille de groupes abéliens discrets d’ordre fini,
on définit inductivement des pondérations wn sur Gn comme suit :
wn(y) :=

1, si y = en,
(n+ 1)
((|Gn| − 1) n−1∏
i=1
|Gi|
)1/2
, sinon.
Considérons le groupe G :=
⊕
n∈N
Gn et la pondération sur G définie par w(x) := sup
n∈N
wn(xn).
Alors on a C2(G,w) <∞.
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Démonstration. On vérifie sans difficulté que w est une fonction paire satisfaisant
w(xy) ≤ w(x) + w(y), ∀x, y ∈ G.
Par conséquent, le théorème 4.8 implique que
C2(G,w)
2 < ∞ ⇐⇒
∑
x∈G
1
w(x)2
< ∞.
Or, cette série peut être calculée explicitement :∑
x∈G
1
w(x)2
= 1 +
∑
x∈G
x 6=e
1
w(x)2
= 1 +
∞∑
n=1
((|Gn| − 1) n−1∏
i=1
|Gn|
)
(
(n+ 1)
((|Gn| − 1) n−1∏
i=1
|Gi|
)1/2)2
= 1 +
∞∑
n=1
1
(n+ 1)2
.
Or cette dernière série converge.
Figure 8.1 – Représentation des pondérations wn : Z3 → (0,∞) définies suivant la définition
donnée à la proposition 8.5 pour n = 1, 2, 3, 4
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Figure 8.2 – Représentation d’une pondération de type « supremum » suivant la définition
donnée à la proposition 8.5, où les pondérations wn sont celles illustrées à la figure 8.3
La pondération construite à la proposition 8.5 ne permet pas de résoudre le problème prin-
cipal puisqu’elle donne lieu à des indices de ∗-stabilité et de sous-convolutivité qui sont
tous deux finis. Quoi qu’il en soit, la proposition 8.5 autorise un optimisme prudent : si
une construction aussi rudimentaire a permis de produire une pondération dont l’indice de
∗-stabilité est fini, peut-être est-il possible d’affiner notre démarche jusqu’à l’obtention d’une
pondération dont l’indice de sous-convolutivité sera infini.
On retient du théorème 4.8 que si l’on veut espérer réaliser la désolidarisation des indices de
∗-stabilité et de sous-convolutivité (c’est-à-dire parvenir à faire en sorte que le premier soit
fini, mais pas le second) alors il faut axer notre recherche du côté des pondérations violant la
condition de Pytlik suivante :
w(xy) ≤ M
(
w(x) + w(y)
)
, (x, y ∈ G).
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L’exemple suivant montre avec quelle facilité on peut concevoir une pondération de type
« supremum » qui ne vérifie pas la condition de Pytlik et dont l’indice de sous-convolutivité
est infini.
Exemple 8.1. Pour tout n ∈ N, posons Gn := Z3. Définissons inductivement les pondérations
wn : Gn → (0,∞) comme suit :
— Cas n = 1. On pose w1(0) = 1, w1(1) = 22 et w1(2) = 24.
— Cas n > 1. On pose wn(0) = 1, wn(1) = 2wn−1(2)
√
3n−1 et wn(2) = wn(1)2.
On pose ensuite G :=
∞⊕
n=1
Gn et w : G→ (0,∞) par w(x1, x2, ...) := sup
n∈N
wn(xn).
Figure 8.3 – Représentation de la pondération de type « supremum » définie à l’exemple 8.1
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Ainsi définie, la pondération w jouit des propriétés suivantes :
• Violation de la condition de Pytlik. Quel que soit M > 0, prenons k un entier
satisfaisant k > M et considérons l’élément x ∈ G suivant :
x := (0, 0, 0, ...., 0︸ ︷︷ ︸
k − 1 fois
, 1, 0, 0, ...). (8.1)
On a
w(x+ x) = wk(2) = wk(1)
2 ≥ 2kwk(1) > 2Mwk(1) = M
(
w(x) + w(x)
)
.
• Infinitude de l’indice de sous-convolutivité. Considérons pour s’en convaincre les
éléments de G de la forme
x(k) := (0, 0, 0, ...., 0︸ ︷︷ ︸
k − 1 fois
, 2, 0, 0, ...)
de même que les sous-ensembles de G suivants
Y (k) :=
{
y ∈ G : yk = 1, yn = 0 ∀n > k
}
.
On vérifie aisément que pour tout y ∈ Y (k) on a que x(k) − y ∈ Y (k). Donc
∑
y∈G
w(x(k))2
w(y)2w(x(k) − y)2 ≥
∑
y∈Y (k)
w(x(k))2
w(y)2w(x(k) − y)2
=
∑
y∈Y (k)
wk(2)
2
wk(1)4
≥ 3k−1wk(2)
2
wk(1)4
= 3k−1
wk(1)
4
wk(1)4
= 3k−1.
Ainsi
C2(G,w)
2 = sup
x∈G
∑
y∈G
w(xn)
2
w(y)2w(xn − y)2
 ≥ sup
n∈N
∑
y∈G
w(x(n))2
w(y)2w(x(n) − y)2
 ≥ sup
n∈N
3n−1.
• Satisfaction de la condition nécessaire vue au théorème 4.4 : En considérant
tous les quelques cas de figure possibles (un nombre assez restreint vu la façon dont w est
définie) que
sup
{
w(xy)
w(x)w(y)
: x, y ∈ G
}
≤ 1.
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• Satisfaction de la condition nécessaire vue au théorème 4.5. Considérons un
élément de la forme x ∈ G de la forme x = (x1, x2, ..., xk−1, 1, 0, 0, ...). Alors
w(x) = sup
n∈N
wn(xn) = wk(1) = 2wk−1(2)
√
3k−1
et
w(x−1) = sup
n∈N
wn(xn) = wk(2) = wk(1)
2 ≥ wk(1) = 2wk−1(2)
√
3k−1.
Ainsi
1
w(x)w(x−1)
≤ 1
4(k + 1)2 · 3k−1 . (8.2)
Or, le groupe G comporte exactement 2 ·3k−1 éléments dont la plus grande composante non
nulle est la k-ième et ceux-ci satisfont tous l’inégalité (8.2). Ainsi, la somme des quotients
1
w(x)w(x−1) pour tout ces x est bornée par
1
(k+1)2
et il s’ensuit que
∑
x∈G
1
w(x)w(x−1)
=
1
w(0)2
+
∑
x∈G\{0}
1
w(x)w(x−1)
≤ 1 +
∞∑
n=1
1
(n+ 1)2
< ∞.
Puisque la pondération construite à l’exemple qui précède satisfait toutes les conditions né-
cessaires à la finitude de l’indice de ∗-stabilité ayant été mentionnées dans cette thèse, nous ne
sommes pas en mesure d’exclure d’emblée la possibilité que son indice de ∗-stabilité soit fini.
Néanmoins, comme l’unique majoration dont on dispose pour estimer C(G,w) - à savoir l’in-
dice de sous-convolutivité C2(G,w) - est infini, nous sommes également incapables d’exclure
la possibilité que son indice de ∗-stabilité soit infini 2.
2. Yulia Kuznetsova a récemment montré – par une approche ad hoc – que l’indice de ∗-stabilité du groupe
pondéré défini à l’exemple 8.1 est infini, mais il n’en demeure pas moins que cet exemple illustre de façon
patente l’écart qui subsiste entre les conditions nécessaires et les conditions suffisantes connues à ce jour. Ce
faisant, il souligne l’importance d’identifier de nouveaux estimés pour C(G,w), possiblement au moyen de la
théorie des espaces de Hilbert à noyau reproduisant, ou encore au moyen de la caractérisation en termes de
normes d’opérateurs développée dans la seconde partie de cette thèse, voire en reformulant le problème d’un
toute autre manière.
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Annexe A
Séries, cardinalité et convergence
Proposition A.1. Soit I un ensemble infini (pas nécessairement dénombrable) et soit {xι}ι∈I
une famille de nombres réels positifs ou nuls. Si la série
∑
ι∈I
xι converge alors xι = 0 pour tout
ι ∈ I sauf possiblement pour un nombre au plus dénombrable d’entre eux.
Démonstration. Posons M :=
∑
ι∈I
xι et définissons
Sn :=
{
ι ∈ I : xι > 1
n
}
, (n > 0).
Quel que soit l’entier n > 0, on a
M ≥
∑
ι∈Sn
xι ≥
∑
ι∈Sn
1
n
=
|Sn|
n
.
Il s’ensuit que |Sn| ≤ nM . Par conséquent, l’ensemble
{
ι ∈ I : xι > 0
}
=
∞⋃
n=1
Sn
est au plus dénombrable.
Corollaire A.2. Soit I un ensemble indénombrable. Si {xι}ι∈I est une collection de nombres
réels strictement positifs alors la série
∑
ι∈I
xι diverge.
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Annexe B
Prolongements linéaires continus
Théorème B.1. Soient X un espace vectoriel normé, Y un espace de Banach et D ⊆ X.
Étant donné une application linéaire continue T : D → Y , il existe une unique application
linéaire continue T˜ : D → Y qui prolonge T , au sens où T˜  D ≡ T et ‖T˜‖ = ‖T‖.
Démonstration. Étant donné x ∈ D, il existe une suite {xn}∞n=1 d’éléments de D vérifiant
xn −−−→
n→∞ x. Comme T est une application linéaire continue, on a∥∥T (xn)− T (xm)∥∥Y = ∥∥T (xn − xm)∥∥Y ≤ ‖T‖‖xn − xm‖X , (n,m ∈ N).
Cela signifie que
{
T (xn)
}∞
n=1
est une suite de Cauchy dans Y . Comme cet espace est complet,
on conclut que cette suite converge vers une limite et on pose alors T˜ (x) comme étant cette
limite.
Notons que la fonction T˜ est bien définie, car si {xn}∞n=1 et {zn}∞n=1 désignent deux suites
distinctes convergeant vers x ∈ D, alors les suites {T (xn)}∞n=1 et {T (zn)}∞n=1 convergent elles
aussi vers une même limite dans Y puisque ces deux suites sont des sous-suites de la suite
convergente
{
T (vn)
}∞
n=1
, où {vn}∞n=1 désigne la suite (x1, z1, x2, z2, x3, v3...).
On vérifie aisément que l’application T˜ est linéaire et qu’elle vérifie T˜ (x) = T (x) pour tout
x ∈ D. Il reste à montrer que la norme de T˜ coïncide avec celle de T . Pour ce faire, on met
dans un premier temps à profit la continuité de l’application x 7→ ‖x‖ et on laisse n tendre
vers l’infini dans l’inégalité suivante
‖T (xn)‖Y ≤ ‖T‖‖xn‖X
afin d’obtenir
‖T˜ (x)‖Y ≤ ‖T‖‖x‖X , (x ∈ X).
Il s’ensuit alors que ‖T˜‖ ≤ ‖T‖. L’inégalité inverse, elle, est évidente, car
‖T˜‖ = sup
x∈D
x 6=0X
‖T˜ (x)‖
‖x‖ ≥ supx∈D
x 6=0X
‖T˜ (x)‖
‖x‖ = supx∈D
x 6=0X
‖T (x)‖
‖x‖ = ‖T‖.
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Annexe C
Hiérarchie des espaces Lp
Théorème C.1. Soit (X,A , µ) un espace mesuré où µ désigne une mesure positive. Les
énoncés suivants sont équivalents :
(i) Lr(X,A , µ) ⊆ Ls(X,A , µ) pour tous les indices r et s satisfaisant 1 ≤ r < s ≤ ∞ et
cette inclusion est continue ;
(ii) m > 0 où m := inf
{
µ(A) : A ∈ A , A 6= ∅
}
.
Démonstration. Voir le théorème 1 de [50].
Comme nous le verrons, dans le cas particulier où µ désigne la mesure de dénombrement,
l’inclusion continue dont le théorème C.1 fait mention se révèle être un plongement de constante
de distorsion 1. Pour démontrer ce cas particulier, nous aurons besoin du lemme qui suit.
Lemme C.2. Pour toute suite de nombres complexes {cn}n∈N et tout α ∈ (0, 1] on a( ∞∑
n=1
|cn|
)α
≤
∞∑
n=1
|cn|α.
Démonstration. Il suffit de constater que( ∞∑
n=1
|cn|
)α
≤
∞∑
n=1
|cn|α
⇐⇒
(
N∑
n=1
|cn|
)α
≤
N∑
n=1
|cn|α, (N ∈ N)
⇐⇒ (x+ y)α ≤ xα + yα, (x, y ≥ 0)
⇐⇒ (1 + t)α ≤ 1 + tα, (0 < t < 1).
Or, le dernier terme de cette chaîne d’équivalence est aisément vérifié en utilisant des techniques
d’analyse élémentaire.
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Proposition C.3. Pour tout groupe discret G et tous les indices r et s satisfaisant
1 ≤ r < s ≤ ∞ on a `r(G) ⊆ `s(G) et ‖f‖r ≥ ‖f‖s.
Démonstration.
• Cas où s < ∞. Notons que supp(f) := {x ∈ G : f(x) 6= 0} est un ensemble au plus
dénombrable. Soit {x1, x2, ...} une énumération des éléments de supp(f). Sous l’hypothèse
voulant que rs < 1, le lemme qui précède implique directement que
‖f‖s =
( ∞∑
n=1
∣∣f(xn)∣∣s)r/rs ≤ ( ∞∑
n=1
∣∣f(xn)∣∣s(r/s))1/r = ( ∞∑
n=1
∣∣f(xn)∣∣r)1/r = ‖f‖r.
• Cas où s =∞. Quel que soit f ∈ `∞(G), on a
‖f‖r∞ = sup
x∈G
|f(x)|r ≤
∑
x∈G
|f(x)|r = ‖f‖rr.
Théorème C.4. Soit (X,A , µ) un espace mesuré, où µ est une mesure positive. Alors les
énoncés suivants sont équivalents :
(i) Lr(X,A , µ) ⊇ Ls(X,A , µ) pour tous les indices r et s satisfaisant 1 ≤ r < s ≤ ∞ et
cette inclusion est continue ;
(ii) M <∞ où M := sup
{
µ(A) : A ∈ A
}
.
Démonstration. Voir le théorème 2 de [50].
Lorsque X est un ensemble fini muni de la mesure de dénombrement, la constante de distorsion
de l’inclusion dont fait état le théorème C.4 peut être déterminé avec exactitude comme en
fait foi la proposition suivante.
Proposition C.5. Pour tout groupe discret fini G et tous les indices r et s satisfaisant
1 ≤ r < s ≤ ∞, on a
‖f‖r ≤ |G| 1r− 1s ‖f‖s.
Démonstration.
• Cas où s < ∞. D’une part, par l’inégalité de Hölder appliquée à la fonction ∣∣f(x)∣∣r avec
les exposants conjugués sr et
s
(s−r) , on a :
‖f‖rr =
∑
x∈G
∣∣f(x)∣∣r
≤
(∑
x∈G
1
)(s−r)/s(∑
x∈G
∣∣f(x)∣∣r· sr)r/s
= |G|1− rs · ‖f‖rs.
D’autre part, la fonction g ≡ 1 permet de s’assurer de l’optimalité de la constante |G| 1r− 1s .
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• Cas où s =∞. Quel que soit f ∈ `∞(G), on a
‖f‖rr =
∑
x∈G
|f(x)|r ≤ |G| · sup
x∈G
|f(x)|r = |G| · ‖f‖r∞.
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Annexe D
Algèbres et sous-multiplicativité
Définition D.1. Une algèbre est un espace vectoriel A muni d’une multiplication, c’est-à-dire
d’une fonction
· : A×A → A
(a, b) 7→ ab
satisfaisant aux propriétés suivantes :
1. Bilinéarité. Pour tout λ, µ ∈ C et tout a1, a2, b1, b2 ∈ A on a
(λa1 + µa2)b = λ(a1b) + µ(a2b)
a(λb1 + µb2) = λ(ab1) + µ(ab2);
2. Associativité. Pour tout a, b, c ∈ A on a
a(bc) = (ab)c.
Définition D.2. Une algèbre A est dite unifère s’il existe un élément non nul 1A ∈ A
satisfaisant aux propriétés suivantes :
1. Absorbance à gauche. 1Aa = a pour tout a ∈ A.
2. Absorbance à droite. a1A = a pour tout a ∈ A.
Définition D.3. Soit A une algèbre. Une norme d’espace vectoriel ‖ ·‖ : A→ [0,∞) est dite :
1. Sous-multiplicative si
‖ab‖ ≤ ‖a‖‖b‖, (a, b ∈ A).
2. C-faiblement sous-multiplicative si
‖ab‖ ≤ C‖a‖‖b‖, (a, b ∈ A).
Définition D.4. Soit A une algèbre.
1. Une norme d’algèbre sur A est une norme d’espace vectoriel ‖ · ‖ : A → [0,∞) qui est
sous-multiplicative.
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2. Une algèbre normée est une paire
(
A, ‖ · ‖), où A désigne une algèbre et ‖ · ‖ est une
norme d’algèbre sur A.
3. Une algèbre unifère normée est une algèbre normée unifère
(
A, ‖·‖) satisfaisant ‖1A‖ = 1,
où 1A désigne l’unité de l’algèbre unifère A.
4. Une algèbre de Banach (unifère) est une algèbre (unifère) normée, où ‖ · ‖ – vue comme
une norme d’espace vectoriel – est complète sur A.
Théorème D.1. Soit A une algèbre unifère munie d’une norme d’espace vectoriel
‖ · ‖ : A→ [0,∞) qui est C-faiblement sous-multiplicative pour une certaine constante C > 1.
Alors A est isomorphe à une algèbre normée qui est complète si l’algèbre
(
A, ‖ · ‖) l’est.
Démonstration. Considérons la fonction
‖ · ‖m : A → [0,∞).
a 7→ sup
b∈A
b 6=0A
‖ab‖
‖b‖
On vérifie sans difficulté que, comme le suggère la notation, la fonction ‖ · ‖m est une norme
d’espace vectoriel sur A.
Nous affirmons que les normes ‖ · ‖ et ‖ · ‖m sont équivalentes. En effet, on a d’une part
‖a‖m = sup
b∈A
b6=0A
‖ab‖
‖b‖ ≤ supb∈A
b 6=0A
C‖a‖‖b‖
‖b‖ = C‖a‖ (D.1)
et d’autre part
‖a‖m = sup
b∈A
b6=0A
‖ab‖
‖b‖ ≥
‖a1A‖
‖1A‖ = ‖a‖.
Nous allons maintenant montrer que
(
A, ‖ · ‖m
)
est une algèbre unifère normée.
• Sous-multiplicativité. Pour des raisons évidentes, si ‖a1a2‖m = 0 alors on a
‖a1a2‖m ≤ ‖a1‖m‖a2‖m.
On peut donc se restreindre à étudier le cas où ‖a1a2‖m > 0. On a
‖a1a2‖m = sup
b∈A
b,a2b6=0A
‖a1a2b‖
‖b‖
= sup
b∈A
b,a2b6=0A
∥∥a1(a2b)∥∥
‖a2b‖ ·
‖a2b‖
‖b‖
≤
 sup
a2b∈A
a2b 6=0A
∥∥a1(a2b)∥∥
‖a2b‖
 ·
 sup
b∈A
b 6=0A
‖a2b‖
‖b‖

= ‖a1‖m‖a2‖m.
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• Unitarité. On a
‖1A‖m = sup
b∈A
b6=0A
‖1Ab‖
‖b‖ = supb∈A
b 6=0A
‖b‖
‖b‖ = 1.
• Complétude. Si l’algèbre A est complète par rapport à la norme ‖·‖ alors, étant donné une
suite de Cauchy {an}n∈N dans A, il existe a ∈ A tel que
∥∥an− a∥∥ −−−→
n→∞ 0. Par conséquent,
l’équation (D.1) implique que∥∥an − a∥∥m ≤ C∥∥an − a∥∥ −−−→n→∞ 0.
Il s’ensuit donc que l’algèbre A est également complète par rapport à la norme ‖ · ‖m.
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Annexe E
Caractères et transformation de
Gel’fand
E.1 Espace des caractères
Définition E.1. Soit A une algèbre complexe commutative et unifère.
(i) Un caractère sur A est une fonctionnelle linéaire χ : A → C jouissant des propriétés
suivantes :
(a) Multiplicativité. χ(ab) = χ(a)χ(b), (a, b ∈ A) ;
(b) Préservation de l’élément neutre multiplicatif. χ(1A) = 1.
(ii) L’espace des caractères de A, noté ∆(A), est l’ensemble de tous les caractères sur A.
Proposition E.1. Soit A une algèbre complexe commutative et unifère. Tout χ ∈ ∆(A) est
continu et de norme 1.
Démonstration. Voir le lemme 2.1.5 de [23].
Théorème E.2. Tout anneau commutatif et unifère non trivial possède au moins un idéal
maximal.
Démonstration. Il s’agit du célèbre théorème de Krull. Voir [25].
Théorème E.3. Étant donné une algèbre de Banach complexe commutative et unifère, l’ap-
plication
χ 7→ kerχ = {a ∈ A : χ(a) = 0}
établie une bijection entre ∆(A), l’espace des caractères de A, et Max(A), l’ensemble de tous
les idéaux maximaux de A.
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Démonstration. Voir le théorème 2.1.8 de [23].
Théorème E.4. Soit A une algèbre de Banach complexe commutative et unifère. Alors ∆(A)
est non vide.
Démonstration. Il s’agit d’une conséquence immédiate du théorème de Krull E.2 et du théo-
rème E.3.
E.2 Transformation de Gel’fand
Les caractères sur l’algèbre de Banach complexe commutative et unifère A étant des fonction-
nelles linéaires de norme 1 ils appartiennent à la boule unité du dual de A. Or, par le théorème
de Banach–Alaoglu, cette boule unité est faiblement-∗ compacte, c’est-à-dire compacte dans
la topologie la plus grossière pour laquelle toutes les fonctionnelles linéaires d’évaluation ponc-
tuelle sont continues. Par voie de conséquence, les fonctionnelles d’évaluation ponctuelle sont
également continues dans la topologie induite sur ∆(A) par restriction de celle sur la boule
unité de A∗ et cela implique que l’espace ∆(A) est faiblement-* compact.
Définition E.2. Soit A une algèbre de Banach complexe commutative et unifère.
(i) La transformation de Gel’fand est l’application Γ : A → C(∆(A)) définie par
Γ(a) := eva  ∆(A).
(ii) On appelle transformée de Gel’fand de A l’image de A par la transformation de Gel’fand
et on note celle-ci Â.
Le résultat classique suivant porte le nom de théorème de représentation de Gel’fand :
Théorème E.5. Soit A une algèbre de Banach complexe commutative et unifère.
(i) La transformation de Gel’fand est un homomorphisme d’algèbre qui est continu et contrac-
tif, au sens où
‖Γ(a)‖∞ ≤ ‖a‖A, (a ∈ A).
(ii) Le noyau de la transformée de Gel’fand correspond au radical de Jacobson 1 de A. Ainsi,
il s’agit d’un isomorphisme d’algèbre si et seulement si A est semi-simple 2.
Démonstration. Voir le théorème 11.9 de [45].
1. Le radical de Jacobson d’une algèbre commutative est l’intersection de ses idéaux maximaux.
2. Une algèbre commutative est dite semi-simple si son radical de Jacobson est réduit à {0}.
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Annexe F
Groupe dual et transformation de
Fourier–Gel’fand
Étant donné G un groupe abélien, l’ensemble Ĝ de tous les homomorphismes continus
α : G → T forme un groupe – appelé le groupe dual de G – par rapport à loi interne dé-
finie par
(α1α2)(x) := α1(x)α2(x),
(
x ∈ G, α1, α2 ∈ Ĝ
)
et à l’opération suivante :
α−1(x) := α(x), (x ∈ G).
Le résultat qui suit nous dit que le groupe dual Ĝ est canoniquement identifiable à ∆
(
L1(G)
)
,
l’ensemble des caractères sur l’algèbre de convolution L1(G).
Théorème F.1. Soit G un groupe abélien et soit α ∈ Ĝ. L’application χα : L1(G)→ C définie
comme suit :
χα(f) :=
∫
G
f(x)α(x) dµ(x),
(
f ∈ L1(G)
)
.
appartient à ∆
(
L1(G)
)
. De plus, l’application Ĝ → ∆(L1(G)) associant α à χα est une
bijection.
Démonstration. Voir le théorème 2.7.2 de [23].
Remarque. Si G := T, on peut vérifier que le groupe dual T̂ est isomorphe à Z. En effet, les
éléments de T̂ sont les fonctions de la forme
αn : T → T,
t 7→ eint
où n ∈ Z. Ainsi, l’application qui associe f ∈ L1(T) à la fonction f̂ : T̂→ C définie par
f̂(αn) := χαn(f) =
∫
T
f(t)αn(t)
dt
2pi
=
∫
T
f(t)e−int
dt
2pi
,
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coïncide avec la transformation de Fourier classique associant à f ∈ L1(T) la fonction
f̂ : Z→ C définie par
f̂(n) :=
∫
T
f(t)e−int
dt
2pi
.
De la même façon, l’application associant f ∈ L1(G) à la fonction f̂ : Ĝ → C définie par
f̂(α) := χα(f) étend la transformation de Fourier aux groupes abéliens quelconques.
Dans le cas où G est un groupe abélien discret, on peut également voir l’application associant
f ∈ `1(G) à la fonction f̂ : Ĝ→ C définie par f̂(α) := χα(f) comme associant plutôt f ∈ `1(G)
à evf (χαn) ∈ C
(
∆(`1(G))
)
, car
evf (χα) = χα(f) = f̂(α).
Ainsi, en plus de généraliser la transformation de Fourier, l’application f 7→ f̂ coïncide avec
la transformation de Gel’fand vue à la définition E.2. C’est pourquoi nous y accolerons le nom
de transformation de Fourier–Gel’fand.
Théorème F.2. Soit G un groupe abélien discret.
(i) La transformée de Fourier–Gel’fand est injective.
(ii) La transformée de Fourier–Gel’fand est surjective si et seulement G est un groupe fini.
Démonstration. Voir les théorèmes 2.7.7 et 2.7.12 de [23].
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Annexe G
Classes de Schatten
Dans ce qui suit, H désigne un espace de Hilbert de dimension infinie.
Théorème G.1. Soit {eι : ι ∈ I
}
un système orthonormé de H.
1. Inégalité de Bessel. Pour tout x ∈ H on a ∑
ι∈I
∣∣〈x, eι〉∣∣2 ≤ ‖x‖2.
2. Quel que soit x ∈ H, l’ensemble des ι ∈ I pour lesquels 〈x, eι〉 6= 0 est au plus dénom-
brable.
Démonstration. Pour l’inégalité de Bessel, voir le théorème 4.8 [6]. Quant au second point, il
découle du corollaire A.2.
Le résultat qui suit est le célèbre théorème de représentation de Fréchet–Riesz caractérisant le
dual de H :
Théorème G.2. Pour toute fonctionnelle linéaire ϕ : H → C, il existe un unique élément
h ∈ H avec ‖ϕ‖ = ‖h‖H et tel que
ϕ(x) = 〈x, h〉, (x ∈ H).
Démonstration. Voir le théorème 3.4 du premier chapitre de [6].
Théorème G.3. Soit T ∈ B(H). Les énoncés suivants sont équivalents :
(i)
〈
T (x), x
〉 ≥ 0 pour tout x ∈ H ;
(ii) T est auto-adjoint et σ(T ) ⊆ [0,∞).
Démonstration. Voir le théorème 12.32 de [45].
Corollaire G.4. Quel que soit l’opérateur T ∈ B(H), le spectre de l’opérateur auto-adjoint
T ∗T est entièrement composé de nombres réels positifs ou nuls.
Démonstration. Cela découle du théorème qui précède et du fait que :〈
T ∗T (x), x
〉
=
〈
T (x), T (x)
〉
=
∥∥T (x)∥∥2, (x ∈ H).
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Opérateurs compacts
Définition G.1. Un opérateur T ∈ B(H) est qualifié de compact s’il envoie la boule unité
de H sur un ensemble relativement compact 1 de H.
On note par K (H) l’ensemble de tous les opérateurs compacts sur H.
Proposition G.5. Si T ∈ K (H) alors T ∗, TT ∗ et T ∗T appartiennent tous trois à K (H).
Démonstration. Voir le théorème 1.3.5 de [55].
Théorème G.6. Si T ∈ K (H) alors σ(T ) est compact, au plus dénombrable et admet 0
parmi ses points limites.
Démonstration. Voir le théorème 4.25 de [45].
Le théorème suivant est une généralisation de la décomposition de Schur pour les matrices
carrées.
Théorème G.7.
(i) Soit {en}n∈N un système orthonormé de H et {λn}n∈N une suite de nombres réels conver-
geant vers zéro. Soit encore T l’opérateur sur H défini par
T (x) =
∑
n∈N
λn〈x, en〉en, (x ∈ H).
Alors T ∈ K (H).
(ii) Soit T un opérateur auto-adjoint compact sur H. Alors il existe une suite de nombres
réels {λn}n∈N convergeant vers zéro et il existe un système orthonormé {en}n∈N de H
telle que
T (x) =
∑
n∈N
λn〈x, en〉en, (x ∈ H).
Démonstration. Voir les théorèmes 1.3.10 et 1.3.11 de [55].
Corollaire G.8. L’ensemble des valeurs propres d’un opérateur auto-adjoint compact sur H
est toujours non vide.
Démonstration. Pour tout n ∈ N pour lequel λn 6= 0 dans la décomposition de T dont l’exis-
tence est assurée par la partie (ii) du théorème G.7, on a que
(λnI − T )(en) = λnen −
∑
n∈N
en〈x, en〉en = λnen − λnen = 0.
1. Un sous-ensemble d’un espace topologique est dit relativement compact si sa fermeture est compacte.
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Valeurs singulières
Étant donné un opérateur compact T , on déduit du corollaire G.4, de la proposition G.5 et
du théorème G.6 que le spectre de T ∗T est une suite au plus dénombrable de nombres réels
positifs.
Définition G.2. Soit T ∈ K (H). On appelle valeurs singulières 2 de T les racines carrées des
valeurs propres de l’opérateur auto-adjoint compact T ∗T , ordonnées de sorte que
σ0(T ) ≥ σ1(T ) ≥ σ2(T ) ≥ . . .
Les valeurs singulières d’un opérateur compact interviennent dans le théorème de représenta-
tion des opérateurs compacts – qu’on appelle le théorème de décomposition de Schmidt – qui
s’apparente à la décomposition décrite à la partie (ii) du théorème G.7, mais qui s’applique
plus généralement à tous les opérateurs compacts plutôt qu’aux seuls opérateurs compacts
auto-adjoints.
Théorème G.9. Soit T ∈ K (H). Alors il existe des systèmes orthonormés {en}n∈N et
{fn}n∈N de H tels que
T (x) =
∑
n∈N
σn(T )〈x, en〉fn, (x ∈ H).
Démonstration. Voir la discussion à la page 15 de [55].
Opérateurs de rang fini
Définition G.3.
1. Un opérateur T ∈ K (H) est dit de rang fini si son image est de dimension finie.
2. Étant donné n ∈ N, on note par F (H) l’ensemble de tous les opérateurs de rang fini sur
H.
3. Étant donné un entier n ≥ 0, on note par Fn(H) l’ensemble de tous les éléments de
F (H) dont l’image est de dimension au plus n.
Théorème G.10. Un opérateur T ∈ B(H) est compact si et seulement s’il existe une suite
{Tn}∞n=1 d’opérateurs de rang fini tels que∥∥Tn − T∥∥B(H) −−−→n→∞ 0.
Démonstration. Voir le théorème 1.3.13 de [55].
2. La notion de valeurs singulières d’un opérateur compact a été introduite par Erhard Schmidt sous une
autre dénomination en 1907. C’est Frank Smithies, un mathématicien britannique dont nous avons fait mention
dans nos remerciements, qui a forgé le terme « valeurs singulières » et l’a fait entrer dans l’usage dans [48].
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Le résultat suivant, qui est dû à Allahverdiev, est parfois appelé la formule de distance :
Théorème G.11. Étant donné T ∈ K (H) et un entier n ≥ 1, on a
σn(T ) = inf
{∥∥T − F∥∥
B(H) : F ∈ Fn(H)
}
.
Démonstration. Voir le théorème 1.4.11 de [55].
Corollaire G.12. Pour tout T ∈ K (H) on a ‖T‖B(H) = σ0(T ).
Démonstration. En vertu du théorème G.11, on a
σ0(T ) = inf
{∥∥T − F∥∥
B(H) : F ∈ F0(H)
}
.
Or, dire que F est un opérateur de rang 0 signifie que F ≡ 0 et il s’ensuit que∥∥T − F∥∥
B(H) = ‖T‖B(H).
Les classes de Schatten
Définition G.4. Étant donné p ∈ [1,∞) on définit la p-ième classe de Schatten comme étant
Sp(H) :=
{
T ∈ K (H) : {σn(T )}n∈N ∈ `p(N)}
et on pose
‖T‖Sp(H) :=
(∑
n∈N
σpn(T )
)1/p
.
Proposition G.13. Pour tout p ∈ [1,∞) et tout T ∈ Sp(H) on a
‖T‖B(H) ≤ ‖T‖Sp(H).
Démonstration. Cela découle directement du corollaire G.12 et de la définition de la classe
Sp(H) :
‖T‖B(H) G.12= σ0(T ) ≤
(∑
n∈N
σpn(T )
)1/p
= ‖T‖Sp(H).
Proposition G.14. Pour tous les indices r et s satisfaisant 1 ≤ r < s ≤ ∞ on aSr(H) ⊆ Ss(H)
et
‖T‖Sr(H) ≥ ‖T‖Ss(H).
Démonstration. Cela découle directement de la proposition C.3.
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Proposition G.15. Pour tout espace de Hilbert H de dimension finie et tous les indices r et
s satisfaisant 1 ≤ r < s ≤ ∞, on a Sr(H) ⊇ Ss(H) et
‖T‖Sr(H) ≤ dim(H)
1
r
− 1
s ‖T‖Ss(H).
Démonstration. Cela découle directement de la proposition C.5.
Définition G.5. On appelle opérateurs de Hilbert–Schmidt les éléments de la classe S2(H).
Théorème G.16. Soit T un opérateur de Hilbert–Schmidt sur H dont les valeurs singulières
sont
{
σn(T )
}
n∈N. Alors, pour tout système orthonormé {en}n∈N de H, on a
‖T‖S2(H) =
(∑
n∈N
∣∣σn(T )∣∣2)1/2 = (∑
n∈N
∥∥T (en)∥∥2H
)1/2
=
(∑
n∈N
∣∣∣〈T ∗T (en), en〉∣∣∣)1/2 .
Démonstration. Voir le théorème 1.4.2 de [55].
Remarque. On peut en quelque sorte se représenter mentalement chacun des espaces d’opé-
rateurs dont il a été question comme des analogues non commutatifs des espaces `p(N). En
effet, la chaîne d’inclusion suivante, pour 1 ≤ r ≤ 2 ≤ s <∞,
c00(N) ⊆ `1(N) ⊆ `r(N) ⊆ `2(N) ⊆ `s(N) ⊆ c0(N) ⊆ `∞(N)
trouve un équivalent dans la chaîne d’inclusion que voici :
F (H) ⊆ S1(H) ⊆ Sr(H) ⊆ S2(H) ⊆ Ss(H) ⊆ K (H) ⊆ B(H).
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