Since the discovery of the receptive field, scientists have tracked receptive field structure 37 to gain insights about mechanisms of sensory processing. At the level of the thalamus 38 and cortex, this linear filter approach has been challenged by findings that populations of 39 cortical neurons respond in a stereotyped fashion to sensory stimuli. Here, we elucidate 40 a possible mechanism by which gating of cortical representations occurs. All-or-none 41 population responses (here called "ON" and "OFF" responses) were observed in vivo and 42 in vitro in the mouse auditory cortex at near-threshold acoustic or electrical stimulation. 43 ON-responses were associated with previously-described UP states in the auditory 44 cortex. OFF-responses in the cortex were only eliminated by blocking GABAergic 45 inhibition in the thalamus. Opto-and chemogenetic silencing of NTSR-positive 46 corticothalamic layer 6 (CTL6) neurons as well as the pharmacological blocking of the 47 thalamic reticular nucleus (TRN) retrieved the missing cortical responses, suggesting that 48 the corticothalamic feedback inhibition via TRN controls the gating of thalamocortical 49 activity. Moreover, the oscillation of the pre-stimulus activity of corticothalamic cells 50 predicted the cortical ON vs. OFF responses, suggesting that underlying cortical 51 oscillation controls thalamocortical gating. These data suggest that the thalamus may 52 recruit cortical ensembles rather than linearly encoding ascending stimuli and that 53 corticothalamic projections play a key role in selecting cortical ensembles for activation. 54 55 56 57
electrical pulses were adjusted by a B&K precision wave generator (model # 4063) and 223 World Precision Instruments stimulation isolator (A-360) . 224 225 Calcium (Ca) and flavoprotein (FA) Imaging: 226 For Ca imaging, GCaMP6s mouse or loading CAL-520, AM (Cal-520, AM (Abacam, 227 ab171868) calcium dye was used. For CAL-520, AM calcium dye loading, the brain slicing 228 protocol was followed, but the aCTC slices were incubated in (48 ul of DMSO dye solution, 229 2 ul of Pluronic F-127 (Cat# P6866, Invitrogen), and 2.5 ml of the incubating solution) at 230 35-36 °C for 25-28 minutes according to (R) . The slices then were incubated in the normal 231 incubating solution (shown above) for 30 minutes to wash the extra extracellular dye. 232 Imaging was done under ACSF perfusion as described before. Depending on the 233 experiment, the evoked Ca or FA signals following IC stimulation were tracked using a Retiga EXi camera of a frame rate as 4 Hz for FAD and 10 Hz for Ca imaging. The peak 238 of the signals was detected by placing ROI on the brain regions (IC, MGB, or AC) Cat#A10438, Invitrogen). The dye was used to visualize the flow of the solution and to 250 make sure it is only going to the site of injection. The injection was done under 10 psi 251 pressure for 5 minutes and continuously during imaging. As reported before, to block TRN 252 activity (36, 37) , AMPA receptor blocker, 20 uM of NBQX (Cat# 0373, Tocris) was injected 253 to TRN of the aCTC slice following the same described procedures. The chemical 254 inhibition of CTL6 cells was conducted by a global perfusion of clozapine-n-oxide (CNO, 255 5uM, Cat# 4936, Tocris), the chemical actuator of the chemogenetic probe, hM4Di (38) 256 that was solely expressed in CTL6 of NTSR1-Cre mouse after viral injection.
258
Electrophysiology and photoinhibition: 259 Whole-cell recording of cortical layer 4 (L4), CTL6, or MGB cells was performed using a 260 visualized slice setup outfitted with infrared-differential interference contrast optics. 261 Recording pipettes were pulled from borosilicate glass capillary tubes and had tip seconds illumination was chosen to cover the time period one second before the onset of 285 the stimulus.
Brain network analysis:

288
The method that was reported before (39) and figure S2A shows an overview of the brain 289 network analysis. In this work, we propose an unsupervised framework for brain network 290 classification and investigate how to model and describe neuronal networks using deep 291 neural networks (40). In our framework, we utilize a network embedding method (41) to 292 find effective representations for brain networks. The dataset used was images of the 293 evoked FA signals obtained from IC, MGB, TRN, and AC of the aCTC slice. 100 instances 294 from each of these brain regions were used. Each instance had one of the ON or OFF 295 labels and consisted of 450 consecutive images from the specific region of the brain. The 296 images of aCTC brain slices have a size of 172*130 pixels. The intensity of the pixels 297 could be detected from these images, and the change of the pixel value could be 298 interpreted as the firing of the underlying group of neurons corresponding to the given 299 pixel. By observing the variation of the pixel value over time, we were able to capture the 300 dynamicity of the signal traveling in the brain slice. A sliding window process was used to 301 grab the timeseries slices between a certain interval. Figure S2B indicates two non-302 overlapping windows and generated networks for visual purposes, though the algorithm 303 adopts a stride of one timestamp to capture the system evolution at a fine-grained level.
304
For each window, the Pearson product-moment correlation coefficient between all pairs 305 of pixels was calculated and if the correlation was higher than a threshold then an edge 306 with weight equal to the correlation was put between the two nodes representing the two 307 pixels. In our unsupervised architecture, the goal was to learn network embeddings such 308 that networks with similar structure lie close to one another in the embedding space. where Seq(G) is the set of sequences extracted from G. Then, Φ(G) is used as the 325 representation of the network G.
326
We used random walks to generate sequences from brain networks. These 327 sequences are then used to train our LSTM autoencoders. Given a network and a starting 328 node, we selected a neighbor of it at random, and move to this neighbor; then we select 329 a neighbor of this point at random, and move to it etc. The random sequence of nodes 330 selected in this way is a random walk on the network. Given a source node u, we generate a random walk wu with fixed length m. Let vi denote the i th node in wu, starting with v0=u. 332 Then, vt+1 is a node from the neighbors of vt that was selected with probability 1/d(vt), 333 where d(vt) is the degree of vt. Figure S2C shows several extracted sequences from a 334 brain network. Each node has an identification number according to the position of the 335 pixel at the brain image. Further, we formulated network representation learning as 336 training an autoencoder on node sequences generated from networks. These m is the fixed-length representation of the input sequence. This vector is provided as the 343 initial vector to LSTMdec to generate the output sequence. We used the sequence-to-344 sequence learning framework for autoencoding by using the same sequence for both the 345 input and output. We trained the autoencoder such that the decoder LSTMdec reconstructs 346 the input using the final hidden vector from LSTMenc ( Figure S2D ). We trained a single 347 autoencoder for each region of the brain. The autoencoder is trained on a training set of 348 network sequences pooled across all networks in a region of the brain. After training the 349 autoencoder, we obtain the representation Φ(G) for a single network G by encoding its 350 sequences s ∈ Seq(G) using LSTMenc, then averaging its encoding vectors. We used 351 (ht) enc to denote the hidden vector at time step t in LSTMenc, and (ht) dec to denote the 352 hidden vector at time step t in LSTMdec:
Where vt is the t th node in a sequence. The hidden vector at the last time step 355 (hlast) enc ∈ R d denotes the representation of the input sequence, and was used as the 356 hidden vector of the decoder at its first-time step:
The last cell vector of the encoder was copied over an analogous way. Then each decoder 359 hidden vector (ht) dec is computed based on the hidden vector and node from the previous 360 time step:
The decoder used (ht) dec to predict the next node vt. For evaluation, we used SVM 363 classifier to classify the brain network representations obtained from our approach (45).
364
The 10-fold cross-validation technique was utilized for the training and test purposes. At 365 each iteration nine folds are used as training data and one-fold as the test case. The 366 average accuracy on the test folds is reported as the final accuracy.
368
Classification of the activation state of pre-stimulus activity of CTL6 cells: 369 One second of the pre-stimulus activity of CT-L6 was collected under current clamp 370 modes. The data were down-sampled from 20kHz to 1KHz simplification by using considered baseline is a majority classifier, that is a simple model that always predicts 401 ON class, which has the accuracy equal to 55.09% and F1-score of 71.04% for the ON 402 class and 0% for the OFF class. Stochastic AC responses to sound presentations in-vivo: 426 Consistent with previous work (55), the transcranial Ca imaging of the AC of an 427 anesthetized GCaMP6s mouse following repeated presentations of a 5 kHz-37 dB SPL 428 pure tone to the mouse's right ear ( Figure 1A ) showed a cortical activity at three distinct 429 areas, the primary AC (A1), secondary AC (A2), and anterior auditory field (AAF) as was computed for every individual trial of sound presentation, and the data showed all-436 or-none cortical response ( Figure 1C ). Across the 40 trials of the same sound 437 presentation. the A1 showed a full population response (here called ON cortical 438 responses) or no response (referred to here as OFF responses). ON cortical responses 439 were randomly interrupted by OFF responses ( Figure 1C ). Collectively, a histogram of 440 f/f of sound-evoked Ca-signals of A1 across trials showed two classes of A1 responses 441 (ON vs OFF) ( Figure 1D ), best represented by a bimodal distribution. ( Figure 1E ).
443
Stochastic AC responses to electrical stimuli to IC in-vitro: 444 To examine the circuit mechanisms underlying the stochasticity of the responses, brain 445 slices that retained connectivity between the IC, MGB, TRN and AC were used. The 446 aCTC mouse brain slice (31-33), had an advantage that it retains the synaptic 447 connections between these structures: hence, electrical stimulation of the IC was able to 448 evoke a neuronal activity in all of these brain structures indicated by stimulus-evoked FA 449 and Ca-signals as shown in Figure 2A (Figure 2A and B) showed missing 453 responses at the AC, which was consistent with the in-vivo data, despite that MGB, TRN, 454 and IC were always responsive. Looking more closely at the activity of cortical L4 cells, 455 the stimulus-evoked Ca signals of some L4 cells following the IC stimulation showed that 456 each L4 cell had its own profile of responsiveness across trials, but all ceased to respond 457 at trial # 9 and 11, for instance ( Figure 2C ). To ensure that metabolic or imaging artifact (Figure 2E , green box). Stochastic AC responses were also 469 seen in brain slices prepared using a different anesthetic (isoflurane) without trans cardiac 470 perfusion and in a laboratory with a biphasic stimulator vs. monophasic stimulator. The 471 results in this case were identical ( figure S3 ), suggesting that the stochastic responses 472 were not specific to a particular test preparation.
473
OFF cortical responses occurred only after electric stimulation of IC, and not by the 474 direct stimulation of MGB or the subcortical white matter ( Figure S3 ). According to the The OFF cortical responses are driven by inhibition in the MGB. 492 Since the OFF cortical response represented a full absence of stimulus-evoked cortical 493 activity, we reasoned that OFF cortical responses could be driven by inhibition. To do 494 that, the global disinhibition in the aCTC slice by bath application of gabazine, the 495 GABA-R blocker, was conducted. Under simultaneous FA imaging and IC stimulation, Figure 3B ). In contrast, MGB cells showed evoked post-stimulus IPSCs following every 509 trial of the IC stimulation during ON and OFF cortical responses ( Figure 3B ), which was 510 consistent with the fact that MGB is always active after each trial of IC stimulation ( Figure   511 2). However, the inhibitory and excitatory currents received by MGB cells were further 512 analyzed to investigate any change in both currents during ON vs OFF cortical responses.
513
Interestingly, the evoked post-stimulus IPSCs in the MGB cells were larger during OFF 514 compared to ON cortical responses with no difference in the net excitatory transferred 515 charges ( Figure 3C ). This finding suggests that MGB cells receive more inhibition during 516 OFF cortical responses with no change in excitation, which led us to hypothesize that 517 MGB activity could be modulated by inhibitory inputs during the OFF cortical responses.
518
To test this hypothesis, the disinhibition in the MGB was examined to determine if it can 519 retrieve the missing cortical responses. Under simultaneous FA imaging and IC 520 stimulation, the specific injection of gabazine into MGB nucleus in the aCTC slice was 521 able to retrieve the missing cortical FA signals indicated by the f/f of the evoked cortical 522 FA signals ( Figure 3D) . In contrast, the selective gabazine injection into the AC was not 523 able to retrieve the missing cortical responses ( Figure 3D) , which was consistent with the 524 outcome of electrophysiology data obtained from the whole cell recording of L4 cells 525 ( Figure 3B ). Accordingly, these data confirmed that the OFF cortical responses could be 526 driven by thalamic inhibition. 4, 10, 64, 65) , the oscillation of the spontaneous activity of the CTL6, 571 one second before the stimulus onset, was examined to determine if it can be used to 572 build a classifier that predicts the cortical responses (ON vs OFF). Initially, a time period 573 of one second before the stimulus onset was taken from the time trace of membrane 574 potential recording of CTL6 cells during ON vs OFF cortical responses ( Figure S7B ).
575
These time periods were used to encode and train the classifier, then other time periods 576 were used for testing (See methods). Table S1 shows the results computed using the 577 proposed classification method on the considered dataset, and the confusion matrix 578 showed the results obtained from the classifier ( Figure S7C) . Interestingly, the one 579 second pre-stimulus activity of CTL6 cells (≤ 50 Hz frequency) was 63.06% accurate to 580 predict the cortical response (ON vs OFF). Such prediction was significantly higher than 581 the baseline accuracy (55.09%) ( Figure S7F ). The proposed method was able to provide 582 a better classification than the majority classifier (9% above baseline prediction). These Figure 5A ). Our data showed that the evoked Ca signals demonstrated 603 three categories of activated thalamic cells. The first and second categories (Cat. #1 and 604 2) represented thalamic cells that were exclusively activated during ON or OFF cortical 605 responses ( Figure 5B , green dots for ON and red dots for OFF). However, the last 606 category represented the thalamic cells that were activated during ON and OFF cortical 607 responses without preference, so they had no spatial difference ( Figure 5B, yellow dots) . 608 Further, the variance of the peak latencies of the evoked Ca signals from all thalamic cells 609 in the three categories was calculated to examine the temporal difference between cells.
610
Interestingly, Cat# 1 and 2, which were spatially different, showed no difference in the 611 variance of the peak latencies of their evoked Ca signals, which indicated no temporal 612 difference ( Figure 5C ). In contrast, category 3 MGB cells showed a higher variance of 613 their peak latency during OFF cortical response ( Figure 5E and F) , which suggested that 614 this population of MGB cells had unsynchronized activation during OFF cortical 615 responses. To visually indicate this temporal difference in the activation of category 3 616 MGB cells during ON vs OFF, the histogram demonstrated that there were more 617 synchronized MGB cells during ON cortical response indicated by the small deviation of 618 the peak latency of their Ca signals around the mean (Figure 5G, green arrow) , while the 619 activated MGB cells during OFF cortical responses had an increased spread ( Figure 5G , 620 red arrows). These data suggest that synchronous thalamic relay cell activity is required 621 to evoke a cortical ON response, as has previously been suggested (67).
623
Discussion: 624 We observed stochastic population cortical responses in the mouse AC following (15, 68, 69) or by TC inputs (2, 56) . Given that the UP states evoked 636 spontaneously and by TC inputs shared the defined temporal sequence, MacLean et al.
637
(2) suggested that the predefined cortical circuits may govern and dominate the TC inputs 638 as described previously (9). Supporting this idea, the OFF cortical responses were 639 observed in the AC despite the activation of IC, MGB, and TRN following IC stimulation,
640
A growing body of literature supports the notion that conscious perception involves 699 the release of stereotyped patterns of cortical activity. Cortical circuits undergo 700 spontaneous activity that is thought to be the substrate for ongoing thought, memories, 701 and dreams (11, 12, 16, 17) . Sensory inputs appear to engage the same cortical patterns 702 (2-5), suggesting that the role of thalamocortical transmission is to activate cortical 703 ensembles rather than impress sensory information upon them. This view comports with 704 the finding that loss of afferent input, or increased uncertainty about afferent input, leads 705 to untethering of the cortex and subsequent spontaneous patterns of sensory cortical 706 activity (i.e., hallucinations). (93).
707
Critical for any such mechanism of control of cortical ensembles is a means by which 708 those ensembles are selected. The current data suggest that the TRN, under the control 709 of layer 6 corticothalamic projections, activates populations of thalamic neurons by 710 synchronizing their responses, increasing the likelihood of engendering a population 711 cortical response. This mechanism of TRN-based thalamic synchrony to activate the 712 cortex has been proposed previously (94) and is consistent with the finding that 713 populations of thalamic neurons are required to optimally activate the cortex (67) and that 714 the TRN is at the heart of a prefrontal cortex-based mechanism to shape cortical 35.76, p = 0.009, p = 0.01 for control vs gabazine into MGB, p = 1 for control vs gabazine 797 into AC, p = 1 for control vs wash, p = 0.016 for gabazine into MGB vs gabazine into AC, 798 p = 0.009 for gabazine into MGB vs wash, p = 1 for gabazine into AC vs wash], red Xs 
