Abstract-We study the achievable rate region of the multipleinput single-output (MISO) interference channel (IFC), under the assumption that all receivers treat the interference as additive Gaussian noise. We assume the case of two users, and that the channel state information (CSI) is only partially known at the transmitters. Our main result is a characterization of Paretooptimal transmit strategies, for channel matrices that satisfy a certain technical condition. Numerical examples are provided to illustrate the theoretical results.
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I. INTRODUCTION
W E are concerned with the scenario where we have two independent but mutually interfering wireless systems operating simultaneously in the same spectral band. System consists of one base station BS that wants to transmit information to a mobile MS , = 1, 2. The two mobiles receive a superposition of the signals transmitted from the two base stations. This setup is recognized as an interference channel (IFC) [1] - [3] . The IFC is important because it models the spectrum sharing situation where a number of unrelated senders (base stations) try to communicate information to different receivers (mobile stations) via a common channel. Recently there is a huge interest in understanding IFCs [4] , [5] . Finding the capacity region for general IFCs is still an open problem, but various achievable rate regions are known.
We desire to understand what the achievable rate region looks like in the case that the receiver treats interference as noise. In particular, we are interested in the so-called Pareto boundary of the region. This boundary consists of Pareto optimal operating points, which are points where it is impossible to improve the rate of one communication link without simultaneously decreasing the rate of the other link. have a single receive antenna each. This setup is a multipleinput single-output (MISO) IFC [6] . See Figure 1 .
If the channel state information (CSI) is completely known at the transmitters, then single-stream beamforming is optimal for the IFC [7] . By contrast, if perfect CSI is unavailable, then in general one must use multi-stream beamforming [8] . That is, the transmitters BS should send message vectors ∼ (0, Ψ ), i.e., is zero-mean complex Gaussian with covariance matrix Ψ . The rank of Ψ , say , is at least one. Clearly, there is a conflict situation associated with the choices of Ψ 1 , Ψ 2 , since a covariance matrix Ψ 1 which is good for the link BS 1 →MS 1 may generate substantial interference for MS 2 and vice versa.
Our main result in this paper is a set of necessary conditions for transmit strategies to be Pareto optimal for the MISO IFC. The underlying assumption is that the channel vectors are zero-mean Gaussian with known covariance matrices. That is, the transmitter has only statistical channel knowledge. The covariance matrices studied here must satisfy a certain condition (see Proposition 1). This condition implies that the channel covariance matrices must be rank deficient, which corresponds to the case of a small angular spread, e.g., see [9] or Chapter 7 in [10] .
This work extends our work in [11] where a corresponding parameterization was presented for the case of complete CSI, i.e., the channel vectors were perfectly known at the transmitters. This paper also extends our work in [12] were we treated the case of partial CSI, but with the restriction that the transmitters perform single-stream transmission, i.e., = 1. Gaussian variables with zero mean and unit variance. Also, = rank{Ψ }, as before. The matched-filtered, symbolsampled complex baseband data received at MS 1 and MS 2 will then be
In (2), is the × 1 conjugated channel-vector between BS and MS and is the vector transmitted by BS . 1 We model the channel vectors as ∼ (0, ). Also, 1 and 2 are noise variables which we model as (0, 2 ). By (⋅) , we denote the conjugate transpose. We further assume that each base station can use the transmit power . Without loss of generality, we shall take = 1. This gives the power constraint
where [⋅] and Tr{⋅} denote the expectation value and the trace respectively. The signal-to-noise ratio (SNR) will be defined as 1/ 2 .
III. THE ACHIEVABLE RATE REGION
For a given pair of covariance matrices {Ψ 1 , Ψ 2 } and fixed , the signal-to-noise-and-interference ratio in 1 is
A similar expression holds for 2 . Hence, following instantaneous rates are achievable:
for the link BS 1 →MS 1 , and
for BS 2 →MS 2 . For fixed channels { }, we define the instantaneous achievable rate region as
where Tr{Ψ } ≤ 1 is the power constraint. 1 We define as the conjugate of the channel vectors, as this will simplify notation later.
Since only the statistical distributions of are known, one important performance measure is the average (expected) rate:
where the expectation is over , , ∈ {1, 2}. The corresponding rate region is
We are interested in providing necessary conditions on Ψ for (¯1,¯2) to lie on the Pareto boundary ofR. This boundary consists of Pareto optimal points. Pareto optimality is defined as follows:
Definition 1: A rate tuple (¯1,¯2) is Pareto optimal if there is no other tuple (¯1,¯2) with (¯1,¯2) ≥ (¯1,¯2) and (¯1,¯2) ∕ = (¯1,¯2). (The inequality is component-wise.)

IV. NECESSARY CONDITIONS FOR THE PARETO BOUNDARY
We now present our main result.
Proposition 1: Suppose that the channel covariance matrices satisfy the condition span{
2 Then, any transmit covariance matrix Ψ that corresponds to a rate point (¯,¯) on the Pareto boundary, again for , ∈ {1, 2}, ∕ = , satisfies a) span{Ψ } ⊆ span{ , } and b) Tr{Ψ } = 1, that is, at the boundary, both base stations use full power. In order to prove Proposition 1 we first state the following two lemmas, which deal with properties of¯. The Lemmas are stated for¯1; similar results hold for¯2. Proofs of the lemmas can be found in the Appendix. To present the lemmas we need the notation
≜ the -th eigenvalue of
Lemma 1: The expected value of 1 can be expressed as
Lemma 2:¯1 (see (8) ) is monotonously increasing with 11 , = 1, . . . , 11 (6) and (7), respectively.)
Proof of Proposition 1a): We give the proof for Ψ 1 ; the proof for Ψ 2 goes in a similar manner. The main idea of this proof is as follows: Assume that transmitter 1 uses a covariance matrix, Φ 1 , which partly lies in the orthogonal complement of span{ 11 , 12 }. Then the parts of Φ 1 
The proof is by contradiction, so to proceed, suppose the statement in the proposition is false. Then there exists a Ψ 1 , Tr{Ψ 1 } ≤ 1, which corresponds to a rate point on the boundary but for which span{Ψ 1 
We shall show that we have for fixed Ψ 2 i)¯′ 1 =¯1 (i.e.¯1 will be unchanged when Ψ . Item i) follows because ′ ⊥ 11 (with probability 1):
Item ii) follows because ′ ⊥ 12 (with probability 1):
Item iv) follows since
(see (9) ; note that ′ ′ = 1) and Since min (
, that is, no eigenvalue will decrease. If we choose such that
then we guarantee that
11 }. Therefore we also know that at least one of the eigenvalues of will increase compared to the eigenvalues of
11 . Equation (10) says that cannot entirely lie in span{ 11 } ⊥ . Note that item vi) is satisfied if
To construct we therefore proceed as follows. First choose a¯such that (10) and (11) are satisfied. This can be accomplished by solving the equation system
Then let =¯/ ¯ where > 0 (to be chosen shortly). Note that we cannot find any solution of (12) 
Such an exists, because Tr{Ψ 
V. SPECIAL CASES
Here we present two important special cases. Both treat the case = 1, i.e., single-stream beamforming. = 1 and general : This case was treated in [12] . From Proposition 1 in [12] we know that any point on the Pareto boundary corresponds to a rate pair where the beamforming vectors are chosen such that
(1) ∈ span{ 1 , 2 }, = 1, 2. This is consistent with our Proposition 1. = 1 and rank{ } = 1: This is the case of a rank-one channel (no angular spread). In this case can be written as = where is an -vector. Leth ∼ (0, 1). Then we can write
This means that the CSI is known up to an unknown scalar constant. The beamforming vectors should then be chosen as:
for some . In this special case, the parameterization in Proposition 1 essentially reduces to Proposition 1 in [11] (where only perfectly informed transmitters were treated). Note that with perfect CSI, single-stream beamforming with = 1 is optimal for the MISO IFC [7] .
VI. NUMERICAL RESULTS
We illustrate Proposition 1 with two numerical examples. We used two different sets of channel covariance matrices: one set with weak interference between the systems (see Fig. 2 ), and one set with strong interference (see Fig. 3 ). For the case with strong interference, the covariance matrices were chosen such that span{ 12 } was close to span{ 11 } and such that span{ 21 } was close to span{ 22 }. In both simulations we used = 5 transmit antennas and rank{ } = 2. The matrices Ψ were chosen such that = rank{ 1 , 2 } = 4.¯1 For each simulation we generated 4 ⋅ 10 9 pairs of transmit covariance matrices using the parameterization. To be able to do efficient simulations we used Eq. (37) in [15] to evaluate the integrals in (8) in closed form. Figs. 2 and 3 show the results for the cases of weak and strong interference, respectively. One important observation is that the rate region may be either convex or non-convex, even for perfect CSI [11] and SISO [14] .
VII. CONCLUSION
The motivation of this paper has been the huge interest in IFCs as a model for spectrum resource conflicts. We have studied the MISO IFC, and especially the case when the CSI is not perfectly known at the transmitter. Our main contribution is a set of necessary conditions on Pareto-optimal transmit strategies, channel matrices which satisfy a certain technical condition. The results in [11] and [12] follow as special cases of this parameterization. The results should be useful for future research on resource allocation and spectrum sharing for situations that are well modeled via the MISO IFC. where all Δ are non-negative and at least one Δ > 0. □
