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Partial differential equations describe a large amount of physical phenomena such as
sound, heat, fluid mechanics, etc. In this thesis, we are interested in two nonlinear
problems for the wave equation. We show the global existence and blow up results on
the initial value problem for the wave equation with weighted nonlinear terms in one
space dimension and show the global existence for the nonlinear Klein-Gordon equation
in de Sitter spacetime. More explicitly, first, we are concerned with the following initial
value problem for nonlinear wave equations in one space dimension:
∂2t u− ∂2xu = G(x, u), (x, t) ∈ R× [0,∞),
u(x, 0) = ϕ(x), ∂tu(x, 0) = ψ(x), x ∈ R,
where ϕ(x) ∈ C2(R), ψ(x) ∈ C1(R), and G is the nonlinear term such that G(x, 0) = 0
for x ∈ R. Then the above problem admits a trivial solution u ≡ 0 for zero initial data.
We wish to study the stability of the trivial solution. For this reason, the initial data is
assumed to be sufficiently small in a suitable sense. If we introduce a weight function




, x ∈ R, u ∈ R,
with p > 1, and a ≥ −1, then a classical solution to the above problem exists globally
in time, provided that pa > 1 and ϕ, ψ are odd functions. In order to prove such a
global existence result, we derive a weighted pointwise estimate based on the integral
expression. On the other hand, if ϕ, ψ are not odd functions, then the classical solution
to the problem blows up in finite time even though the size of the initial data is arbitrarily
small (but fixed).
The second problem is the inital value problem for the nonlinear Klein-Gordon equa-
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tion in the de Sitter spacetime,
∂2t Φ + nΦt − e−2t∆Φ +m2Φ = F (Φ), (x, t) ∈ Rn × R,
Φ(x, 0) = ϕ0(x), ∂tΦ(x, 0) = ϕ1(x), x ∈ Rn,
where ϕ0, ϕ1 ∈ WN,2(Rn) and F is the nonlinear term. We derive pointwise decay
estimates for the solution to the linear Klein-Gordon equation in the de Sitter spacetime
with and without source term by using the decay estimate for the following linear wave
equation with zero initial velocity and nonzero initial position,
vtt −∆v = 0, v(x, 0) = ϕ(x), vt(x, 0) = 0, (x, t) ∈ Rn × R
where ϕ(x) ∈ C∞0 (Rn). We use the estimates for proving that the inital value problem
to the nonlinear Klein-Gordon equation admits a global solution for small initial data.
We organize the thesis as follows. In Chapter 2, we prove the global existence and
blow up for the wave equations with weighted nonlinear term in one space dimension
for small initial data. In Chapter 3, we show the global existence of the small amplitude
solution of the initial value problem to the nonlinear Klein-Gordon equation in the de
Sitter spacetime. In order to prove the global solvability, we show L∞ estimate for the
linear part of the equation with and without source term.
Chapter 2
Global existence and blow-up for
wave equations with weighted
nonlinear terms in one space
dimension
This chapter is concerned with the initial value problem for nonlinear wave equations
in one space dimension:{
∂2t u− ∂2xu = G(x, u), (x, t) ∈ R× [0,∞),
u(x, 0) = ϕ(x), ∂tu(x, 0) = ψ(x), x ∈ R,
(2.1)





where p > 1, a ≥ −1. Main results in this chapter are obtained in [11].
When the nonlinearity is of pure power type, that is, G(x, u) = |u|p−1u, the cor-
responding problem in any space dimensions has been extensively studied (see e.g. a
review paper [10] and references cited therein). More precisely, concerning the initial
value problem for
∂2t u−∆xu = |u|
p , (x, t) ∈ Rn × [0,∞), (2.3)
when n ≥ 2, there exists a critical exponent p0(n) (> 1) such that if p > p0(n) then
the problem admits a global solution for small initial data with compact support, and
if 1 < p ≤ p0(n) then the solution for the problem blows up in finite time however small
initial data are. This kind of result with p0(3) = 1 +
√
2 was firstly obtained by John
[8] in the three space dimensional case.
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On the other hand, when n = 1, Kato [9] showed that for any p > 1, the solution
for the problem blows up in finite time under certain positivity assumptions on initial
data. In addition, Zhou [21] obtained upper and lower bounds of the lifespan in terms
of the size of initial data.
These results motivate us to generalize the nonlinearity as in (2.2) and to consider
the problem in one space dimension. Actually, if a > −1, then the situation becomes
different as was shown by Suzuki [15]. Indeed, when p > (1 +
√
5)/2 and pa > 1, the
problem (2.1) has a global C2-solution if ϕ and ψ are odd functions and their size are
sufficiently small. On the other hand, when −1 ≤ a ≤ 1 and p > 1, the blow-up occurs.
However, one may wonder what will happen for the case where 1 < p ≤ (1 +
√
5)/2 and
pa > 1, and for the case where a > 1 and p > 1. Our aim in this chapter is to answer
these questions.
Concerning the restriction p > (1 +
√
5)/2, we remark that it comes from the fact
that the basic estimate given by Lemma 2.4 was proved in [15] only for the case p ≥ a+1.
By showing that the estimate is still valid for 1 < p < a + 1, we are able to improve
the existence result. In order to state the result, following [15], we define a weighted
L∞-space X(a) by
X(a) := {v ∈ C([0,∞)2) : ‖v‖X(a) <∞},
‖v‖X(a) = sup
(x,t)∈[0,∞)2
〈x+ t〉 〈x− t〉a
〈x〉
|v(x, t)| , (2.4)
where 〈x〉 = 1 + |x| . Besides, we set
Y (a) :=
{
(ϕ, ψ) ∈ C1(R)× C(R) : ‖(ϕ, ψ)‖Y (a) <∞
}
,
‖(ϕ, ψ)‖Y (a) = sup
x≥0
{
〈x〉a |ϕ(x)|+ 〈x〉a+1 |ϕ′(x)|+ 〈x〉a+1 |ψ(x)|
}
. (2.5)
We denote by T∗ the lifespan of the C
2-solution to the problem (2.1), that is,
T∗ = sup
{
T ∈ (0,∞) : (2.1) with (2.2) has a solution u ∈ C2(R× [0, T ))
}
.
Now we are in a position to state our results.
Theorem 2.1. Let p > 1 and pa > 1. Assume that (ϕ, ψ) ∈ (C2(R)× C1(R)) ∩ Y (a)
and ϕ, ψ are odd functions. Then there are constants ε0 > 0 and C > 0 such that if
‖(ϕ, ψ)‖Y (a) ≤ ε for 0 < ε ≤ ε0, there exists a unique global C2-solution u of (2.1) with
(2.2) satisfying ‖u‖X(a) ≤ Cε.
Remark 1. The condition pa > 1 in the above theorem seems to be necessary to
obtain a global solution of the problem, because it was shown in [15] that when p > 1
and pa ≤ 1, the solution of (2.1) with G(x, u) = |u|p/(1 + x2)(a+1)/2 blows up in finite
time, if ϕ ≡ 0 and ψ(x) is odd and satisfies some positivity assumption for x ≥ 0.
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Remark 2. One can show the same conclusion in the above theorem if the nonlineraity
G(x, u) satisfies the following conditions:
(i) G(x, 0) = 0 for all x ∈ R;
(ii) G(−x,−u) = −G(x, u) for all (x, u) ∈ R2;




for all (x, u) ∈ R2.
The following blow-up result tells us that one cannot expect the global solvability
for (2.1) without assuming that ϕ, ψ are odd functions.
Theorem 2.2. Let p > 1 and a ≥ −1. Assume that ϕ ≡ 0 and ψ(x) = εg(x) with
ε > 0. If g(x) ≥ 0 for all x ∈ R, and
∫ δ
δ/2
g(y)dy > 0 with some δ ∈ (0, 1), then there
exist constants ε0 > 0 and C > 0 such that
T∗ ≤ Cε−p
2
for 0 < ε ≤ ε0. (2.6)
Remark 3. Because of the presence of the factor (1 +x2)−(a+1)/2 in the nonlinearity, it
would be difficult to show the blow-up for large values of a. To overcome the difficulty
for getting a suitable bound of the solution from below, we focus on a region in which
the spatial variable is bounded (see Lemmas 2.8 and 2.9 below for the detail).
However, this approach makes the order with respect to ε in the estimate (2.6) to
be irrelevant to the parameter a, and hence the bound does not seem to be optimal.
Therefore, it would be an interesting open question to find sharp upper and lower bounds
of the lifespan.
Throughout this chapter, various positive constants, which may change line by line,
are denoted just by the same letter C.
2.1 Preliminaries
In this section we prepare elementary inequalities for proving Theorem 2.1.




dy ≤ C min{x, t}
〈x+ t〉〈x− t〉a
(2.7)
for (x, t) ∈ [0,∞)2, where C = 2a−1 max{1, a}.
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Proof. Without loss of generality, we may assume that t ≤ x. Since 1−sa ≤ max{1, a}(1−










1 + x− t
1 + x+ t
)a}
≤ 2 max{1, a}t
a(1 + x− t)a(1 + x+ t)
.
This completes the proof.
Lemma 2.4. Let p > 1 and pa > 1. Then, there exists a positive constant C such that∫∫
D(x,t)
〈y〉p−a−1
〈y + s〉p〈y − s〉pa
dyds ≤ C〈x〉
〈x+ t〉〈x− t〉a
, (x, t) ∈ [0,∞)2, (2.8)
where we put D(x, t) := {(y, s) ∈ [0,∞)× [0, t) : |x− (t− s)| ≤ y ≤ x+ t− s}.
Proof. First of all, we set
A := {(y, s) ∈ [0,∞)2 : s ≥ 2y or 0 ≤ y ≤ 1},




〈y + s〉p〈y − s〉pa
, (y, s) ∈ [0,∞)2.
If (y, s) ∈ A, there is a positive constant C such that 〈y − s〉 ≥ C〈y + s〉, so that





, (y, s) ∈ A. (2.9)
On the other hand, when (y, s) ∈ B, we evaluate w(y, s) by dividing the argument into
two cases. First, suppose p− a− 1 < 0. Since 〈y〉 ≥ C〈y + s〉 for (y, s) ∈ B with some
C > 0, we have
w(y, s) ≤ C
〈y + s〉a+1〈y − s〉pa
, (y, s) ∈ B. (2.10)
Next, suppose p− a− 1 ≥ 0. Then we easily have
w(y, s) ≤ 1
〈y + s〉a+1〈y − s〉pa
, (y, s) ∈ B. (2.11)












〈y + s〉a+1〈y − s〉pa
dyds,
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because A ∪B = [0,∞)2. Changing the variables by
ξ = y + s, η = s− y, (2.13)



























since pa > 1. By using (2.7), we obtain (2.8). This completes the proof.
2.2 Proof of Theorem 2.1
First we consider the solution to the homogeneous wave equation given by
u0(x, t) =







ψ(y)dy, (x, t) ∈ R× [0,∞). (2.14)
Notice that if ϕ, ψ are odd functions, then u0 is odd in x.
Proposition 2.5. Let a > 0. Assume that (ϕ, ψ) ∈ Y (a) and ϕ, ψ are odd functions.
Then there is a constant C1 > 0 such that
‖u0‖X(a) ≤ C1 ‖(ϕ, ψ)‖Y (a) . (2.15)
Proof. In the following, let (x, t) ∈ [0,∞)2. Since ψ is odd, we have∣∣∣∣∫ x+t
x−t
ψ(y)dy
∣∣∣∣ = ∣∣∣∣∫ x+t
|x−t|
ψ(y)dy









Let 0 ≤ x ≤ t. Since φ is odd, we can rewrite




Therefore, proceeding as before, we get




On the other hand, for 0 ≤ t ≤ x, we easily have










From (2.16), (2.17) and (2.18), we obtain (2.15).
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G(y, v(y, s))dyds, (x, t) ∈ [0,∞)2, (2.19)
where D(x, t) is defined in Lemma 2.4 and G(y, v) is defined by (2.2).
Proposition 2.6. Let p > 1 and pa > 1. If v ∈ X(a), then L[v] ∈ X(a). Furthermore,
there exists a constant C2 > 0 such that
‖L[v]‖X(a) ≤ C2‖v‖pX(a), (2.20a)
‖L[v]− L[w]‖X(a) ≤ C2(‖v‖p−1X(a) + ‖w‖
p−1
X(a))‖v − w‖X(a) (2.20b)
hold for all v, w ∈ X(a).
Proof. In the following, let (x, t) ∈ [0,∞)2. First, we consider (2.20a). By (2.2) and the
definition of the norm in X(a) we have




〈y + s〉p〈y − s〉pa
dyds.
Therefore, (2.8) leads to (2.20a).
Next, we consider (2.20b). It follows that










(|v(y, s)|p−1 + |w(y, s)|p−1)|v(y, s)− w(y, s)|
for (y, s) ∈ [0,∞)2. We thus have
|L[v](x, t)− L[w](x, t)|






〈y + s〉p〈y − s〉pa
dyds.
By (2.8), we get (2.20b). This completes the proof.
End of the proof of Theorem 2.1. First of all, we observe that if (ϕ, ψ) ∈ C2(R)×C1(R)
and u ∈ C(R× [0,∞)) solves





G(y, u(y, s))dyds, (x, t) ∈ R× [0,∞), (2.21)
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then u is a C2-solution to the problem (2.1), where u0 is defined by (2.14) and
Γ(x, t) := {(y, s) ∈ R× [0, t) : x− (t− s) ≤ y ≤ x+ t− s}.
Moreover, if ϕ, ψ are assumed, in addition, to be odd functions, then −u(−x, t) also
solves (2.1), and hence u(x, t) is odd in x due to the uniqueness of the C2-solution to
(2.1). Therefore, it suffices to consider the integral equation:
u(x, t) = u0(x, t) + L[u](x, t), (x, t) ∈ [0,∞)2,
where L[u] is defined by (2.19). We denote by Φ(u) the right hand side of this equality.
Let C1 be the number from (2.15). If ‖(ϕ, ψ)‖Y (a) ≤ ε, then we see from (2.15) and
(2.20a) that
‖Φ(u)‖X(a) ≤ C1‖(ϕ, ψ)‖Y (a) + C2‖u‖pX(a) ≤ (1 + C22
p(C1ε)
p−1)C1ε (2.22)
holds for u ∈ X(a) with ‖u‖X(a) ≤ 2C1ε. Moreover, (2.20b) implies





for u, v ∈ X(a) with ‖u‖X(a) + ‖v‖X(a) ≤ 2C1ε. Taking ε0 so that C22p(C1ε0)p−1 < 1/2,
we find from (2.22) and (2.23) that Φ is a contraction in {u ∈ X(a) : ‖u‖X(a) ≤ 2C1ε},
provided 0 < ε ≤ ε0. This concludes the proof.
2.3 Proof of Theorem 2.2
Let all the assumptions in Theorem 2.2 hold throughout this section. It suffices to show
that the solution to the following integral equation blows up in finite time:







dyds, (x, t) ∈ R× [0,∞). (2.24)
Indeed, since ϕ ≡ 0 and ψ(x) ≥ 0 for all x ∈ R, we see from (2.14) that u0(x, t) ≥ 0
for all (x, t) ∈ R× [0,∞). Therefore, the solution u(x, t) of (2.24) is nonnegative for all
(x, t) ∈ R × [0,∞). But, this means that u also solves (2.21), or (2.1). The uniquness
of the C2-solution to (2.1) assures the desired conclusion.
In order to prove that the solution to (2.24) blows up in finite time, we prepare a
couple of lemmas below. For l ≥ 1, we set Σ(l) = {(x, t) ∈ [0,∞)2 : t− x ≥ l}.
Lemma 2.7. Let u ∈ C(R × [0,∞)) be the solution of (2.24). Then there exists a
constant C1 > 0, independent of ε, such that
u(x, t) ≥ C1εp, (x, t) ∈ Σ(1). (2.25)
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Proof. Let δ ∈ (0, 1) be the number from Theorem 2.2. We set
D0 = {(y, s) ∈ [0,∞)2 : 0 ≤ y − s ≤ δ/2, y + s ≥ δ},
D1 = {(y, s) ∈ [0,∞)2 : 0 ≤ y − s ≤ δ/2, δ ≤ y + s ≤ 1}.
Since the second term of the right hand side on (2.24) is nonnegative, we have





ψ(z)dz ≥ C0ε, (y, s) ∈ D0, (2.26)





g(z)dz (recall (2.14) and ϕ ≡ 0, ψ = εg).
In the following, let (x, t) ∈ Σ(1). Then we have D1 ⊂ Γ(x, t) ∩ D0. We also note
that (1 + y2)1/2 ≤ 〈y〉 ≤ 〈1〉 for (y, s) ∈ D1. Therefore, it follows from (2.24) and (2.26)
that












Hence, setting C1 = 8
−1 〈1〉−(a+1) δ(1− δ)(C0)p, we obtain (2.25).
Lemma 2.8. Let u ∈ C(R× [0,∞)) be the solution of (2.24) and let L > 0. If we set
T1 = max{3, 2 + 2〈1〉a+1(C1)−pε−p
2
L}, then we have u(x, t) ≥ L for (x, t) ∈ Σ(T1).
Proof. Let (x, t) ∈ Σ(T1). Then we have
{(y, s) ∈ [0,∞)2 : 0 ≤ y ≤ 1, y + 1 ≤ s ≤ −y + t− x} ⊂ Γ(x, t) ∩ Σ(1).
Since (t− x− 1)/2 ≥ 1 for t− x ≥ 3, we have from (2.24) and (2.25)















Therefore, for (x, t) ∈ Σ(T1) we find the desired conclusion.
Lemma 2.9. Let u ∈ C(R × [0,∞)) be the solution of (2.24). Let A, T > 0 and
0 < h ≤ 1. If we set A′ = 2−1〈1〉−(a+1)Aph2 and T ′ = T + 2h, then
u(x, t) ≥ A, (x, t) ∈ Σ(T ) (2.28)
implies
u(x, t) ≥ A′ , (x, t) ∈ Σ(T ′). (2.29)
Proof. Let (x, t) ∈ Σ(T ′). Then we have
{(y, s) ∈ [0,∞)2 : 0 ≤ y ≤ (T ′ − T )/2, y + T ≤ s ≤ −y + T ′} ⊂ Γ(x, t) ∩ Σ(T ).
It follows from (2.24) and (2.28) that
u(x, t) ≥ 1
2





〈(T ′ − T )/2〉a+1
dsdy =
Ap(T
′ − T )2
23〈(T ′ − T )/2〉a+1
.
Since (T
′ − T )/2 = h ≤ 1, we obtain (2.29).
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Tj+1 = Tj +
2
j2
(j ≥ 1), T1 = max{3, 2 + 2〈1〉a+1(C1)−pε−p
2
A1}. (2.31)
Then we see from Lemma 2.8 with L = A1 and Lemma 2.9 with A = Aj, T = Tj, and
h = j−2 that for any positive integer j,
u(x, t) ≥ Aj, (x, t) ∈ Σ(Tj). (2.32)
For any positive integer j we have
Aj = exp{pj−1(1 +
∞∑
k=j
p−k log(2〈1〉(a+1)k4)} ≥ exp(pj−1). (2.33)
Actually, if we set Bj = p
−jlogAj and aj = −p−j log(2〈1〉(a+1)j4), then (2.30) leads to
Bj+1 = Bj + p












Now we choose ε0 so small that T1 = 2 + 2〈1〉a+1(C1)−pε−p
2
A1 for 0 < ε ≤ ε0. Then




for 0 < ε ≤ ε0, by taking ε0 to be further small if
necessary. Here C is a positive constant which is independent of ε. Since (2.32) and
(2.33) imply that u(x, t) goes to infinity as j → ∞, we obtain (2.6) from the upper
bound of T∞. This completes the proof.
Chapter 3
Nonlinear Klein-Gordon equation in
de Sitter spacetime
In this chapter, we are interested in the initial value problem for the semilinear Klein-
Gordon equation in the de Sitter spacetime,
∂2t Φ + nΦt − e−2t∆Φ +m2Φ = F (Φ), (x, t) ∈ Rn × R,
Φ(x, 0) = ϕ0(x), ∂tΦ(x, 0) = ϕ1(x), x ∈ Rn,
(3.1)
where ϕ0, ϕ1 ∈ C∞0 (Rn), F is a smooth function and m > 0 is called physical mass. We
briefly review how the equation in (3.1) is deduced. The line element in the de Sitter













dr2 + r2(dθ2 + sin2 θdφ2) (3.2)














, θ′ = θ, φ′ = φ,
the line element has the following form
ds2 = −dt′2 + e2t′/R
(
dr′2 + r′2dθ′2 + r′2 sin2 θ′dφ′2
)
. (3.3)
Changing the coordinate as
t = t′, x1 = r
′ sin θ′ cosφ′, x2 = r
′ sin θ′ sinφ′, x3 = r
′ cos θ′,
we get











where we put H = 1/R. We may write the line element in the general spatial dimensions
as
ds2 = −dt2 + e2Ht
(





For simplicity, we set H = 1. Thus the corresponding metric is
(gik)0≤i,k≤n := diag(−1, e2t, ..., e2t).
Let g := det(gik)0≤i,k≤n and (g
ik)0≤i,k≤n be the inverse matrix of (gik)0≤i,k≤n. Then the









= m2Φ + V ′(Φ),
where x0 := t and V (Φ) is a potential function. More explicitly, we get
∂2t Φ + nΦt − e−2t∆Φ +m2Φ = −V ′(Φ), (x, t) ∈ Rn × R. (3.5)
Setting F (Φ) = −V ′(Φ) we obtain the equation in (3.1).
In the Minkowski spacetime, the initial value problem for the semilinear Klein-
Gordon equation
utt −∆u+m2u = |u|α u,
has been extensively investigated. The existence of global weak solutions has been
obtained by Jörgens [7], Pecher [14], Brenner [4], Ginibre and Velo [5, 6]. In order to
use that the total energy remains constant for this equation, one needs the assumption
α < 4/(n− 1).
On the other hand, the initial value problem for so-called Higgs boson equation
utt −∆u−m2u = − |u|α u, (x, t) ∈ Rn × R
in the Minkowski spacetime, and
∂2t Φ + nHΦt − e−2Ht∆Φ−m2Φ = − |Φ|
α Φ, (x, t) ∈ Rn × R
in the de Sitter spacetime are studied by Yagdjian [18], and some qualitative property
of the solution revealed if the global solution exists. In addition, it was shown in Baskin







−2t∆htu+ λu+ |u|αu = 0, (y, t) ∈ Y × R
admits a small amplitude global solution in the energy space H1⊕L2, provided λ > n2/4
and α = 4/(n − 1). Here h is a smooth family of Riemannian metrices on compact n-
dimensional manifold Y, which is characterized as an asymptotically de Sitter spacetime.
The cases (α, n) = (4, 3) and (2, 4) are also considered by Baskin [1].
Turning back to the initial value problem (3.1), the following theorem obtained by
Yagdjian [19] states the global existence result in the Sobolev space Hs(Rn).
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Theorem 3.1. Let m ∈ (0,
√
n2 − 1/2) ∪ [n/2,∞), s > n/2 and F (Φ) = |Φ|αΦ where
α is a positive even integer or α > s. Assume that ϕ0, ϕ1 ∈ Hs(Rn). Then there
is a constant ε0 > 0 such that if ‖ϕ0‖Hs(Rn) + ‖ϕ1‖Hs(Rn) ≤ ε for 0 < ε < ε0, the
problem in (3.1) has a solution Φ ∈ C([0,∞);Hs(Rn)) satisfying eγt‖Φ(., t)‖Hs(Rn) ≤ 2ε














In Nakamura [13], the assumption on the regularity of the initial data is weakened
in the case of large mass, i.e., m ≥ n/2. On the contrary, we are interested in the case
of small mass, that is, 0 < m <
√
n2 − 1/2, and wish to strengthen the decay property
of the global solution. We give another proof based on the L∞ estimate.
Theorem 3.2. Let 0 < m <
√
n2 − 1/2, k be positive integer satisfying [([n/2] +
1 + k)/2] + 1 ≤ k and F (Φ) = |Φ|αΦ where α is a positive even integer. Assume
that ϕ0, ϕ1 ∈ WN,2(Rn) with N := [n/2] + 1 + k and their supports suppϕ0 ⊂ Rn,
suppϕ1 ⊂ Rn are compact. Then, there are constants ε0 > 0 and R > 0 such that if
‖ϕ0‖WN,2(Rn) + ‖ϕ1‖WN,2(Rn) ≤ ε for 0 < ε ≤ ε0, the problem in (3.1) has a solution Φ ∈
C([0,∞);W k,∞(Rn)) satisfying e(
n
2





In order to prove the theorem, we need the L∞ estimates for the solutions of the
linear Klein-Gordon equation with and without source term. Throughout this chapter,
the positive constants which may change, are denoted by the same letters CM if it
depends on M > 0, and C.
3.1 Preliminaries
In this section, we prepare some inequlities for proving Theorem 3.2. First of all, we
introduce the hypergeometric function F (a, b; c; ζ) and study its property. It is defined
by the power series







, |ζ| < 1,
where a, b, c ∈ C with c 6= 0,−1,−2, ..., and we denoted{
(a)0 = 1,
(a)n = Γ(a+ n)/Γ(a) = a(a+ 1)...(a+ n− 1), n = 1, 2, 3, ....
Here Γ is the gamma function (see e.g. [3]).
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Lemma 3.3. Let a, b, c ∈ C with c 6= 0,−1,−2, .... If Re(c − b − a) > 0, then there
exists a constant C > 0 such that
|F (a, b; c; ζ)| ≤ C (3.6)
for all ζ ∈ [0, 1].
Proof. When either a or b is a nonpositive integer, F (a, b; c; ζ) is just a polynomial, so
that it is uniformly bounded in ζ ∈ [0, 1]. Therefore it sufficies to consider the remaining


























|dn| converges, because |ζn| ≤ 1 for ζ ∈ [0, 1]. It follows that
∣∣∣∣dn+1dn
∣∣∣∣ = ∣∣∣∣(a+ n)(b+ n)(n+ 1)(c+ n)
∣∣∣∣
=
∣∣∣∣1 + n(a+ b− c− 1) + ab− cn2 + n(c+ 1) + c
∣∣∣∣
=
∣∣∣∣1 + a+ b− c− 1n + B(n)n2
∣∣∣∣
where we put µ = a+ b− c− 1 and
B(n) =
n2 (ab− c+ (c+ 1− a− b)(c+ 1) + (c+ 1− a− b)c/n)
n2 + (c+ 1)c+ c
.

































n4 + 2Re(µ)n3 + C(n)n2
,
we get ∣∣∣∣dn+1dn
∣∣∣∣ = 1 + Re(µ)n + D(n)n2 .
We note that D(n) is bounded for large n and that Re(µ) < −1 because we assumed
Re(c− b− a) > 0. Then by Gauss’s test,
∞∑
n=1
|dn| converges and we find that F (a, b; c; ζ)
converges uniformly for all ζ ∈ [0, 1]. Hence F (a, b; c; ζ) is continuous in [0, 1]. Therefore
we get (3.6).
If we set u = e
n
2







u = F (u), (x, t) ∈ Rn × R,
where we put F (u) = −en2 tV ′(e−n2 tu).







u = F (u), (x, t) ∈ Rn × [0, T ),
u(x, 0) = ϕ0(x), ∂tu(x, 0) = ϕ1(x), x ∈ Rn,
(3.7)
where ϕ0, ϕ1 ∈ WN,2(Rn) and 0 < m <
√
n2 − 1/2. Assume that F (0) = 0. If ϕ0(x) =
ϕ1(x) = 0 on K0(x0, t0) = {x ∈ Rn : |x − x0| ≤ t0} for all x0 ∈ Rn, t0 > 0 but fixed
then u(x, t) = 0 in K(x0, t0) = {(x, t) ∈ Rn × [0, T ) : 0 ≤ t ≤ t0 |x− x0| ≤ t0 − e−tt}.




∂2t u− e−2t∆u+Nu = G(u), (3.8)
where G(u) = F (u) + Au and N = A+ n
2
4







|ut|2 + |e−t∇u|2 +N |u|2
)
dx.












S := max{|u(x, t)| : (x, t) ∈ K(x0, t0)},
l := max{|∂ζG(ζ)| : x ∈ K0(x0, t0), |ζ| ≤ S}.























































From (3.9), we have





























If we set I(t) :=
∫ t
0
E(b)db, we have from (3.10) that I ′(t) ≤ lI(t). Then multiplying the
both sides with exp(−lt), we get (I(t)exp(−lt))′ ≤ 0. Hence, we have∫ t0
0
(I(t)exp(−lt))′ dt ≤ I(t0)exp(−lt0) ≤ 0.
Thus we find that E(t0) = 0. It follows that for (x, t) ∈ K(x0, t0), |ut(x, t)|2+|e−t∇u(x, t)|2+
N |u(x, t)|2 = 0. This implies that u(x, t) = 0 for all (x, t) ∈ K(x0, t0).




(z + 1)2 − y2
)M− 3
2 dy ≤ C(z − 1)1−a(z + 1)2M−3. (3.11)

























By (3.6), we obtain (3.11), since M > 1/2. This completes the proof.
The following lemma and proposition are obtained by [19]. For the sake complete-
ness, we give their proofs.
Lemma 3.6. Let M > 1/2 and z ≥ 1. Then, if y ∈ [0, z − 1] satisfies
(z − 1)2 − y2
(z + 1)2 − y2
≤ ε (3.13)
for sufficiently small ε > 0, we get∣∣∣∣[(z − z2 +M(1− z2 − y2))F (12 −M, 12 −M ; 1; (z − 1)2 − y2(z + 1)2 − y2
)








−M ; 1; (z − 1)
2 − y2




(z − 1)2 − y2
)
+ CMz
2 (z − 1)2 − y2
(z + 1)2 − y2
.
(3.14)







−M ; 1; (z − 1)
2 − y2








(z − 1)2 − y2
(z + 1)2 − y2
+O
((
(z − 1)2 − y2











−M ; 1; (z − 1)
2 − y2








(z − 1)2 − y2
(z + 1)2 − y2
+O
((
(z − 1)2 − y2




By using the formulas (3.15) and (3.16), we have∣∣∣∣[ (z − z2 +M(1− z2 − y2))F (12 −M, 12 −M ; 1; (z − 1)2 − y2(z + 1)2 − y2
)












−M ; 1; (z − 1)
2 − y2





















(z2 + y2 − 1)
∣∣∣∣∣
× (z − 1)
2 − y2




∣∣2z − z2 − 1 + y2∣∣O(((z − 1)2 − y2





(z − 1)2 − y2
)
+ CMz
2 (z − 1)2 − y2









(z − 1)2 − y2
(z + 1)2 − y2
)2)
,
which implies (3.14) for ε > 0 small enough. This completes the proof.
Proposition 3.7. If M > 1/2, then∫ z−1
0




(z − 1)2 − y2
)−1
×
∣∣∣∣[(z − z2 +M(1− z2 − y2))F (12 −M, 12 −M ; 1; (z − 1)2 − y2(z + 1)2 − y2 )






−M ; 1; (z − 1)
2 − y2
(z + 1)2 − y2
)
]∣∣∣∣dy
≤ CM(z + 1)2M
(3.17)
for all z ∈ [1,∞).
Proof. Let G(y) denote the integrand of the integral in (3.17). We divide the domain
of the integration into two zones for z ≥ 1,
Z1(ε) :=
{
y ∈ [0, z − 1]
∣∣ (z − 1)2 − y2







y ∈ [0, z − 1]
∣∣ ε ≤ (z − 1)2 − y2
(z + 1)2 − y2
}
,















(z + 1)2 − y2
)M− 1





(z + 1)2 − y2
)M− 3
2 dy,
for z ∈ [1,∞). Since M > 1/2, we have∫ z−1
0
(
(z + 1)2 − y2
)M− 1
2 ≤ (z + 1)2M−1(z − 1). (3.19)





(z + 1)2 − y2
)M− 3





(z + 1)2 − y2
)M− 3
2 dy
≤ (z − 1)(z + 1)2M−1.
(3.20)
Finally, from (3.19) and (3.20) we obtain∫
Z1(ε)
G(y)dy ≤ CM(z + 1)2M . (3.21)
In the second zone Z2(ε), we have
1
(z − 1)2 − y2
≤ 1
ε [(z + 1)2 − y2 ]
.






(z + 1)2 − y2
)M− 3
2 dy









for z ∈ [1,∞), where 0 < a < 1. Therefore, from (3.11) and (3.22), we get∫
Z2(ε)
G(y)dy ≤ CM(z − 1)(z + 1)2M−1. (3.23)
Thus, (3.21), (3.23) and (3.18) lead to (3.17).
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At the end of this subsection, we recall a basic estimate for the linear Klein-Gordon
equation in the de Sitter spacetime, which is proved by Yagdjian [19]. Since the proof
is similar to Theorem 3.10, we omit it.
Lemma 3.8. Let Φ = Φ(x, t) be the solution of the initial value problem
Φtt + nΦt + e
−2t∆Φ +m2Φ = f, Φ(x, 0) = ϕ0(x), Φt(x, 0) = ϕ1(x)
for (x, t) ∈ Rn × (0,∞), where ϕ0, ϕ1 ∈ C∞0 (Rn) and f ∈ C∞(Rn+1). Let l be a non-
negative integer, m <
√
n2 − 1/2 and n ≥ 2. Then there exists a constant C > 0 such
that ∥∥(−∆)−sΦ(., t)∥∥



























× ‖f(., b)‖W l,p(Rn) db
(3.24)




















3.2 Fundamental solutions of the linear Klein-Gordon
equation
In this subsection, we introduce the fundamental solutions for the linear Klein-Gordon
equation in the de Sitter spacetime and give a representation of its solution. For (x0, t0) ∈
Rn+1 we define the forward and backward light cones as follows:
D±(x0, t0) :=
{




E(x, t;x0, t0;M) := (4e
−t0−t)−M
(










−M ; 1; (e
−t0 − e−t)2 − (x− x0)2
(e−t0 + e−t)2 − (x− x0)2
)
,




−m2. Here we used the notation
(x−x0)2 = (x−x0).(x−x0) for x, x0 ∈ Rn. The kernels K0(z, t;M) and K1(z, t;M) are
defined by








3.2 Fundamental solutions of the linear Klein-Gordon equation 22
and K1(z, t;M) := E(z, t; 0, 0;M), that is
K1(z, t;M) := (4e
−t)−M
(










−M ; 1; (1− e
−t)2 − z2
(1 + e−t)2 − z2
)
.
The kernels K0(z, t;M) and K1(z, t;M) play an important role in the derivation of basic
estimates for the linear Klein-Gordon equation in the de Sitter spacetime. We can write
the explicit form of the kernel K0(z, t;M) by taking the derivative of E(z, t; 0, b;M)
with respect to b. One can find the following proposition in [16].
Proposition 3.9. Let M > 0. Then[
∂
∂b





















−M ; 1; (1− e
−t)2 − z2
(1 + e−t)2 − z2
)












−M ; 1; (1− e
−t)2 − z2





















































−M ; 1; ζ
)} (3.26)
(see (23) in Section 2.8, Volume 1 of [3]). Since
E(z, t; 0, b;M) = (4e−b−t)−M
(










−M ; 1; (e
−b − e−t)2 − z2
(e−b + e−t)2 − z2
)
,




E(z, t; 0, b;M) = M(4e−b−t)−M
(










−M ; 1; (e
−b − e−t)2 − z2




















−M ; 1; (e
−b − e−t)2 − z2

















−M ; 1; (e
−b − e−t)2 − z2














−M ; 1; (e
−b − e−t)2 − z2
(e−b + e−t)2 − z2
))
= − e
−2b − e−2t + z2














(e−b − e−t)2 − z2








−M ; 1; (e
−b − e−t)2 − z2














−M ; 1; (e
−b − e−t)2 − z2




If we substitute (3.28) in (3.27) and set b = 0, we obtain (3.25). This completes the
proof.
It was shown in [17] that the solution Φ = Φ(x, t) of the initial value problem
Φtt + nΦt − e−2t∆Φ +m2Φ = 0, Φ(x, 0) = ϕ0(x), Φt(x, 0) = ϕ1(x), (3.29)
with ϕ0, ϕ1 ∈ C∞0 (Rn) is given by
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where φ(t) := 1− e−t with t > 0. Here, for ϕ ∈ C∞0 (Rn), vϕ(x, t) denotes the solution of
vtt −∆v = 0, v(x, 0) = ϕ(x), vt(x, 0) = 0, (x, t) ∈ Rn × (0,∞). (3.31)
Moreover, the solution Φ = Φ(x, t) of
Φtt+nΦt−e−2t∆Φ+m2Φ = f, Φ(x, 0) = 0, Φt(x, 0) = 0, (x, t) ∈ Rn×(0,∞), (3.32)
with f ∈ C∞(Rn+1) is given by












bv(x, r; b)E(r, t; 0, b;M), (3.33)
where v(x, t; b) is the solution to the following initial value problem for the wave equation
vtt −∆v = 0, v(x, 0; b) = f(x, b), vt(x, 0; b) = 0, (x, t) ∈ Rn × (0,∞), (3.34)
where b > 0.
3.3 L∞ estimates for the Klein-Gordon equation with
and without source
In this subsection, we derive L∞ estimates for the linear Klein-Gordon equation in the
de Sitter spacetime.




. Then the solution Φ =
Φ(x, t) of (3.29) satisfies the following estimate





‖ϕ0‖W [n/2]+1,1(Rn) + ‖ϕ1‖W [n/2]+1,1(Rn)
)
, (3.35)





We are going to apply the following two lemmas to prove the theorem.




2 |K1(φ(t)s, t;M)|φ(t)ds ≤ CMeMt (3.36)
for all t > 0.
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∣∣∣∣F (12 −M, 12 −M ; 1; (et − 1)2 − y2(et + 1)2 − y2
)∣∣∣∣ dy,
where we have changed the variable by et(r − 1) = y in the last inequality. Since





2 |K1(φ(t)s, t;M)|φ(t)ds ≤ Ce−Mt
∫ et−1
0




≤ CMe−Mt(et + 1)2M−1(et − 1),
which leads to (3.36).




2 |K0(φ(t)s, t;M)|φ(t)ds ≤ CMeMt (3.37)
for all t > 0.













(et − 1)2 − y2
)−1
×
∣∣∣∣[(et − e2t +M(1− e2t − y2))F (12 −M, 12 −M ; 1; (et − 1)2 − y2(et + 1)2 − y2 )






−M ; 1; (e
t − 1)2 − y2
(et + 1)2 − y2
)
]∣∣∣∣dy.
Hence (3.17) leads to (3.37). This completes the proof.
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Proof of Theorem 3.10. First we consider the case of ϕ1 = 0. Then










vϕ0(x, φ(t)s)(2K0(φ(t)s, t;M) + nK1(φ(t)s, t;M))φ(t)ds,
from which we get
‖Φ(., t)‖L∞(Rn) ≤ e−
n−1
2







× |(2K0(φ(t)s, t;M) + nK1(φ(t)s, t;M))|φ(t)ds.
(3.38)
As is well known, the solution v(x, t) of the initial value problem (3.31) satisfies
‖v(., t)‖L∞(Rn) ≤ C(1 + t)−
n−1
2 ‖ϕ‖W [n/2]+1,1(Rn) (3.39)



























































Hence, from (3.40), (3.42) and (3.43), we have (3.35) when ϕ1 = 0. For the case ϕ0 = 0,
we have




in a similar way. This completes the proof.
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. Then the solution Φ = Φ(x, t)
of (3.32) satisfies the following estimate









−M)b ‖f(., b)‖W [n/2]+1,1(Rn) db, (3.44)





Proof. From (3.33) and the definition of E(x, t;x0, t0;M) we have




















−M ; 1; (e
−b − e−t)2 − r2
(e−b + e−t)2 − r2
)dr,
where v is the solution of (3.34). From (3.39) , we get
‖v(., r; b)‖L∞(Rn) ≤ C(1 + r)−
n−1
2 ‖f(., b)‖W [n/2]+1,1(Rn)
for all r > 0. Hence,








































∣∣∣∣F (12 −M, 12 −M ; 1; (e−b − e−t)2 − r2(e−b + e−t)2 − r2 )
∣∣∣∣ dr.
If we change the variable by r = e−ty, then we obtain



















∣∣∣∣F (12 −M, 12 −M ; 1; (et−b − 1)2 − y2(et−b + 1)2 − y2 )
∣∣∣∣ dy.
(3.45)
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Since M > 1/2, by (3.6), we have the following estimate for the second integral of (3.45),∫ et−b−1
0
(

























for b < t. Thus,




















This completes the proof.
3.4 Small data global existence
Since the local smooth solution of (3.1) exists, what we need to derive is a suitable
apriori estimate for proving the global solvability of (3.1). Let k be a positive integer




−M)t‖Φ(., t)‖Wk,∞(Rn) ≤ Rε for t ∈ [0, T ), (3.46)





xΦ− e−2t∆∂ηxΦ +m2∂ηxΦ = ∂ηxF (Φ), (x, t) ∈ Rn × (0, T ),




xΦ)t(x, 0) = ∂
η
xϕ1(x), x ∈ Rn,
where η is a multi-index. Therefore
∂ηxΦ(x, t) = Φ0(x, t) + L[∂
η
xF (Φ)](x, t) for (x, t) ∈ Rn × [0, T ), (3.47)
where Φ0 is the solution of
∂ttΦ + n∂tΦ− e−2t∆Φ +m2Φ = 0, (x, t) ∈ Rn × (0, T ),
Φ(x, 0) = ∂ηxϕ0(x), Φt(x, 0) = ∂
η
xϕ1(x), x ∈ Rn
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and for a smooth function f we have set












bv(x, r; b)E(r, t; 0, b;M) for (x, t) ∈ Rn× (0, T ).
Here v(x, t; b) is the solution of
vtt −∆v = 0, v(x, 0; b) = f(x, b), vt(x, 0; b) = 0, (x, t) ∈ Rn × (0, T ).
In other words, L[f ] is the solution of
∂ttΦ + n∂tΦ− e−2t∆Φ +m2Φ = f, (x, t) ∈ Rn × (0, T ),
Φ(x, 0) = 0, Φt(x, 0) = 0, x ∈ Rn.
Let |η| ≤ k. Then from (3.44) we get









−M)b ‖F (Φ)(., b)‖WN,1(Rn) db
for t ∈ [0, T ), where we put N := [n/2] + 1 + k.
On the other hand, from (3.35) we get






















−M)b ‖F (Φ)(., b)‖WN,1(Rn) db.
(3.48)
In order to estimate the nonlinear term F (Φ) we use the following lemma.
Lemma 3.14. Let F (Φ) = |Φ|α Φ with an even integer α > 0 and let k be as above.
Then we have
‖F (Φ)‖WN,1(Rn) ≤ C ‖Φ‖
α
Wk,∞(Rn) ‖Φ‖WN,2(Rn) , (3.49)
where C is a positive constant.
Proof. From Hölder’s inequality, we have
‖F (Φ)‖WN,1(Rn) ≤ ‖1‖WN,2(Rn) ‖F (Φ)‖WN,2(Rn) (3.50)
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where Cσα is a suitable constant. Without loss of generality, we may assume |σ1|, ..., |σα| ≤
[N/2] + 1. Hence we have





This completes the proof.














−M)b ‖Φ(., b)‖αWk,∞(Rn) ‖Φ(., b)‖WN,2(Rn) db.
(3.51)
Therefore, we need to evaluate ‖Φ(., b)‖WN,2(Rn) .
Let |η| ≤ N in (3.47). Then, from (3.24) with ϕ0 ≡ ϕ1 ≡ 0, p = q = 2 and s = l = 0
we have









−M)b ‖F (Φ)(., b)‖WN,2(Rn) db.
In view of the proof of Lemma 3.14, we get
‖F (Φ(., b))‖WN,2(Rn) ≤ C‖Φ(., b)‖
α
Wk,∞(Rn)‖Φ(., b)‖WN,2(Rn).
On the other hand, from (3.24) with f ≡ 0, s = 0, l = N and p = q = 2, we get







for t ∈ [0, T ). Summing up, we obtain
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for t ∈ [0, T ). Since we assumed ‖ϕ0‖WN,2(Rn) +‖ϕ1‖WN,2(Rn) ≤ ε, we see from Gronwall’s

































for that R then we obtain e(
n
2
−M)t‖Φ(., t)‖Wk,∞(Rn) ≤ Rε2 . Combining the
existence of the local solution, we find that the problem admits a global solution.
Conclusion
In this dissertation, we considered two nonlinear wave equations. We showed the global
existence and blow up solutions for wave equations with weighted nonlinear terms and
global existence of the solution to the Nonlinear Klein-Gordon equation in de Sitter
spacetime.
In Chapter 2, we showed the global existence of the wave equation with weighted
nonlinear term in one space dimension. We proved that if the initial data is sufficiently
small and odd, then the global solution exists. We also proved that when the initial
data are not odd functions and sufficiently small (but fixed), the solution blows up in
finite time under certain conditions on the powers in the nonlinear term.
In Chapter 3, we obtained the nonlinear Klein-Gordon equation in the de Sitter
spacetime. We derived L∞ estimates for the solutions of the linear Klein-Gordon equa-
tion with and without source term. By using these decay estimates, we proved that the
global solution exists for small initial data.
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