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Falkner-Skan; gluing bifurcation; reversible system
The Falkner-Skan eQuation is a reversible three dimensional system of ODEs without fixed points. A novel sequence of bifurcations, each of which creates a large set of ,Periodic and other interesting orbits 'from infinity, occurs for each. positive integer value of a parameter. Another sequence of bifurcations destroys these orbits as the parameter increases; top<;>logical constraints allow us to understand this seql!~:t;lce of bifurcations in considerable detail. While outlining these results, we can also make a number of possibly illuminating remarks connecting parts of the proof, well-known numerical techniques for locating and continuing periodic orbits, and recent ideas m the control of chaos.
Introduction
The Falkner-Skan equation is an ordinary differential equation derived originally from a problem in boundary-layer theory [5] . We will not be interested in the derivation of the problem here, and the behaviour we will be discussing is outside the physically interesting region of parameters. Instead we are interested in the bifurcations which create and destroy periodic orbits (and other interesting trajectories) in the flow as a parameter is changed. One sequence of bifurcations, which are the main subject of this paper, is a sequence of 'heteroclinic bifurcations at infinity'. For reasons that will become clear below, we also refer to these as 'gluing' bifurcations. These are analysed in greater detail in Swinnerton-Dyer & Sparrow [13] , where the interested reader may look to fill out the details missing from sections 2 -5 below. Each of the bifurcations in this sequence creates infinitely many periodic orbits and other interesting trajectories as a parameter increases. As far as we are aware, these bifurcations have not been discussed elsewhere in the literature except in the work of Hastings & Troy [8] which is mentioned further below. They would seem, therefore, to be a new mechanism for creating complicated invariant sets in the flows of ordinary differential equations. There is another sequence of bifurcations in the system that is discussed more briefly in section 6, which will be the subject of another paper [12] , and that is still the subject of active research. This second sequence destroys periodic orbits as the parameter increases, and is probably typical of some sequences of bifurcations observed in 3-dimensional reversible differential equations (for example, see Roberts, this volume). These two sequences of bifurcations are very different and it is of considerable interest to understand how they are related; periodic orbits created in one sequence are destroyed in the other, and each orbit has various topological invariants associated with it which very much restrict the possibilities for what can occur in between. In particular, we know which orbits are created from the theory, and this gives us detailed insight into the orbits involved in the destruction sequence for orbits of considerably greater complexity than can be examined numerically. This topic is also discussed briefly in section 6.
At first sight this chapter may appear to be a little way away from the main theme of the meeting (and book). However, it is of some interest to note how the proof outlined in section 5 relies on much the same use of hyperbolicity as techniques for the control of chaos described elsewhere in this volume. It is also worth spending a little time thinking about the numerical techniques commonly used to investigate periodic orbits in systems of ordinary differential equations -for example to produce Figs 2 and 3 below. Such thoughts may even suggest refinements of the methods of chaos control currently under investigation, and are discussed further in section 8.
The Falkner-Skan Equation; basics
The Falkner-Skan equation [5] is:
with phase space (y,y/,y") E R 3 , and we are concerned with values of the parameter ..\ > O. Differentiation is with respect to an independent variable t that we think of as time-like (though in the derivation ofthe equation from a model of flow in a boundary layer, the independent variable would be thought of as a space variable). Previous authors who have looked at equation (1) were primarily interested in finding periodic orbits or in finding solutions which exist in 0 < t < 00 and satisfy y(O) = yl(O) = 0 and yl (00) = 1. Solutions ofthe second type are ofinterest in the physical application, but typically have unbounded behaviour in t < 0, and we will have little more to say about them. We do find, however, that it is important for the theory to consider some special unbounded solutions, and so will be interested in a set of solutions to equation (1) which we have called admissible solutions. Admissible solutions are those for which Iy/l is bounded for all t, and include, in particular, periodic orbits (P-orbits) and orbits satisfying yl -+ 1 as t -+ ±oo (which we call Q-orbits). We do not ask that y be bounded on admissible solutions as this would exclude the unbounded solutions yl = ±1, y" = ylll = 0 which are crucial in the analysis that follows. We call these two straight-line solutions Y+ and Y_; the Q-orbits are the solutions biasymptotic to Y+.
It is possible to determine some properties of admissible solution by standard methods. It follows from equation (1) possibility of recurrent behaviour in the system because solutions may travel in the direction of increasing y close to Y+ for some time before descending to travel back in the direction of decreasing y close to Y_, and then back to Y+ again, etc.
For admissible trajectories standard arguments [13] give the boundedness lemma below, which is illustrated in Fig l(a) . The constants N i in the lemma depend on the integer n considered, but this is not important; the A-intervals in the lemma are chosen to ensure that there is an overlap between successive intervals. it if Iyl is not too large. It is relatively easy to see [13] that the maximum number of turns an admissible solution may make about y_ while staying close to it is bounded; in fact it follows from results later in this paper that the bound is [A], the integer part of A. The trajectory Y+ acts as a 'saddle trajectory' and nearby trajectories move with increasing y (y'~1) and approach Y+ as t -t 00 if they lie on a two-• dimensional local stable manifold of Y+ and will approach Y+ as t -t -00 if they lie on a two-dimensional local unstable manifold of Y+.
Note that equation (1) is reversible (see Roberts, this volume, and [11] ) as it is invariant under a symmetry that is the composition of an involution on phase space and time reversal. The required symmetry for equation (1) is (t, y, y', y") +-t (to -t, -y, y', _y"). Trajectories may be invariant under this symmetry, as is the case with each of the trajectories shown in Fig 2, or they may occur in pairs, each of which is taken to the other by the symmetry. Most of our discussion below does not make any essential use of the symmetry, though it simplifies many of the arguments. Of course, Roberts' remarks (this volume) on the stability of invariant sets of reversible systems will apply. We are not aware of parameter ranges in which there are symmetric pairs of attractors and repellors in the flow, but we cannot rule out this possibility; numerical solution of the equations from randomly chosen initial conditions leads to unbounded trajectories in all cases that we have tried.
3 P and Q-orbits and topological invariants Figure 2 shows four numerically computed admissible solutions projected onto the (y, y') plane . Fig 2(a) shows a periodic trajectory which makes a single pass through y' < 0, during which it makes 3 turns around Y_; we call the orbit P3, following Botta et al [2] . We will see that this orbit is created as >. increases through>. = 3, though this is not important in this section. Fig 2(b) shows another periodic orbit which makes two passes through the region y' < 0 and which makes one and two turns around Y_ during the passages through y' < 0; we label it P12 (or P21 since names of P-orbits can be permuted cyclically). This orbit is created when>' increases through>' = 2. The total winding number around Y_ (3 in both cases) is an invariant of a periodic orbit, and so cannot change as the orbit is continued for changing A.
Thus, if we continue periodic orbits, the total of the digits in their names cannot change. The names themselves, however, which describe the number of turns around Y_ on successive passes through y' < 0, may not be invariant. In fact, the two orbits P3 and P21 annihilate one another at a larger>. value at which they both make three passes through y' < 0 with one turn around Y_ on each pass (and so can legitimately be thought to have both changed into PHI orbits) [2, 12] .
Periodic orbits are important in the study of equation (1), but an even more central role is played by the Q-orbits. (The importance of the Q-orbits was also noted in [7] .) Two of these are shown in It is important to note that Q-orbits, like periodic orbits, cannot just disappear as >. varies without their being involved in a bifurcation with one or more other Qorbits. In fact there is a local bifurcation theory for Q-orbits like the more familiar bifurcation theory for periodic orbits, but simpler because there are no phenomena analogous to period multiplication. We can, in fact, expect saddle-node and pitchfork bifurcations to occur in a generic way between appropriate Q-orbits. As with Porbits, the total winding number of a Q-orbit around Y_ will be an invariant as the orbit is continued for changing >.. In addition, there is extra information about Q-orbits. Since all Q-orbits approach Y+ eventually on the same two-dimensional manifold, they can be ordered on this manifold by their closeness to Y+. We have two such orderings, corresponding to the two limits t -+ 00 and t -+ -00 and only symmetric orbits will occupy the same place in both orderings. These orderings will give us rather a lot of information about the order in which Q-orbits can bifurcate [12] and so are important in understanding how orbits disappear from the system (section 6). Yet further information comes from the symmetry. Symmetric P-orbits must each intersect the symmetry line y = ytl = 0 in exactly two points; symmetric Q-orbits will intersect the line just once (see Roberts, this volume). The ordering of these intersections on the symmetry line will further restrict the order in which bifurcations involving symmetric P and Q-orbits can occur as >. increases.
These topological considerations are not crucial for our study of gluing bifur- cation in sections 4 and 5 below. It is, however, important to note that numerical experiments and theory both show that Q-orbits are removed by bifurcation from the set of admissible orbits as A increases, contrary to the conjecture of Hastings & Troy [8] ; this affects the statement of Theorem 5.1 as we cannot in general be precise about the sets of Q-orbits that exist at particular A values.
Creation of Q-orbits
Very crudely, our main result is that large sets of admissible trajectories are created each time A increases through an integer n E Z. Slightly more precisely, for integer A~2 each of these bifurcations creates an infinity of periodic and other admissible solutions by bifurcation away from the two unbounded trajectories Y+ and Y_.
When A = 1 there is a similar bifurcation that produces many Q-orbits but only one periodic orbit. These bifurcations were discussed by Hastings & Troy [8] who proved some results for the cases A = 1,2 and made some almost correct conjectures about the bifurcations for larger A values. Our approach is different and more generally applicable than theirs. The precise statement of the result splits naturally into two parts. The first, Theorem 4.2, states that an orbit Qn is created as A increases through integer n. Recall that Qn is a Q-orbit which makes n turns around Y_ during a single pass through y' < O. The second, Theorem 5.1, follows from the first, and gives details of the other P and Q-orbits created.
A major step in the proof of Theorem 4.2 is Lemma 4.1 below, which gives a reasonable precise and necessary condition on A for an admissible trajectory to cross y' = 0 with Iyllarge. This is important, since it will transpire that new admissible solutions created as Aincreases through n consist of the union of segments lying very close to Y+, segments lying very close to Y_, and nearly vertical segements (on which y is approximately constant) joining the two. In particular, Qn has just two such nearly vertical segments, and as as A -l-n the y-values where these segments cross y' = 0 satisfy Iyl -+ 00. Notice that the gateways are only far out if A is near an integer. Therefore, the lemma shows that if new admissible orbits are to be created as described above, then this can only occur as A increases through an integer n.
We omit most of the details of the proof of the lemma, but it is worth mentioning that an important step in the proof involves studying the behaviour of trajectories moving very close to Y_. For this purpose we take y as the independent variable and z =1+ y' as the dependent one. Using dots to denote differentiation with respect to y, (1) now becomes
This equation describes the evolution of the distance from Y_ (given by z) as the trajectory moves along near Y_, and Z(y) is small compared with z so long as z and its derivatives are all small. The associated linear equation
is Weber's equation and the fact that integers are the important parameter values for equation (1) ultimately follows from the fact that the solutions of equation (4) which grow slowly as t -t 00 and as t -t -00 coincide at these parameter values, but the intervening calculations are non-trivial.
Once the lemma is proved, the remainder of the proof of the creation of Qn is easier and involves matching together several pieces of approximate solution. These include a piece close to Y_, pieces near to Y+, and some nearly vertical pieces with large Iyl. The 'matching' involves showing there is a true trajectory close to the pseudo-trajectory formed of the union of these pieces; we will have more to say about this sort of argument in sections 5 and 8 below. The precise statement of the theorem is: Theorem 4.2 In some interval to the right of >. =n there is a unique Q-orbit which enters y' < 0 just once and does so through the gateway defined by (2) . It is symmetric and makes n twists around y_ .
Gluing Q-orbits
We can next show that the existence of the Qn-orbit in >. > n implies the existence of a whole new set of admissible solutions formed by 'gluing' segments of the Qn-orbit to each other, and to segments of other Q-orbits which already exist when >. =n. A precise statement of the theorem we can prove about the creation of a large set of admissible solutions is: The theorem and its proof is illustrated in Figs 3 and 4 . Given a finite collection of regular Qo:'s, we first choose an M with the property that every one of our collection remains close to Y+ in Iyl > M. For an example, see Fig 3(a) where n = 2, the points B and C are at y = ±M, and our finite collection of pre-existing Q-orbits consists of the single orbit Q1. We then pick f small enough that in n < A < n + f the new trajectory Qn that exists in >. > n has all its interesting behaviour outside the region Iyl < M as illustrated for the orbit Q2 at A = 2.1 in Fig 3(b) . In other words, € is chosen so that Qn is still close to Y+ at y = M when tending away from Y+, and is again close to Y+ at y = -M when tending to Y+ as t --+ 00. We can then create pseudo-trajectories, with small discontinuities at y = ±M, with names like those in the theorem, by gluing together appropriate pieces of Qn and Qa: at y =±M. This process can be used to produce pseudo-Q-orbits or pseudo-P-orbits as illustrated in The argument to establish the existence of the required true trajectories is fairly standard in dynamical systems theory, and is illustrated in Fig 4 for the particular case where we wish to prove the existence of a true Q12 orbit close to the pseudo-orbit constructed in Fig 3. The figure shows the situation on the plane y = M where we desire to glue together a part of Ql which strikes the return plane at point ql (= G on Fig 3(a) ) on the local stable manifold of Y+, and a part of Q2 which strikes the return plane at the point q2 (= X on Fig 3(b) ) on the local unstable manifold of Y+. Since both QI and Q2 lie in the interior of both the global stable and unstable manifolds of Y+ (as Q-orbits are biasymptotic to Y+), we can expect that some part of the global stable manifold containing Q2 will intersect the plane in a I-dimensional line segment through q2, and some part of the global unstable manifold containing Ql will intersect the plane in a I-dimensional line segment through ql' The proof then consists of establishing estimates that ensure that these segments exist, are transverse, and intersect in a unique point q12. This point q12 will then be a point on a true Ql2-orbit with the desired name and properties. For the details of the proof readers should consult [13] . We will have more to say about the relationship between this type of argument and the control of chaos in section 8 below.
Theorem 5.1 does not, unfortunately, give a complete description of the set of admissible solutions created at each bifurcation, and the restriction to a finite set of pre-existing Q-orbits, which is essential for the choice of M in the proof, suggests that it would be difficult to extend this approach as far as we would like. It would be relatively easy to extend the techniques to prove the existence of admissible trajectories which only go to Y+ at one end, or which are bounded but not periodic; there are no additional complications provided we use only finitely many distinct Qa. in constructing each new trajectory.
This means that for n = 1, we could extend the theorem to give a complete description. Since we can deduce from earlier work of Coppel [3] that there are no interesting trajectories when A < 1, it is only possible to glue QI to itself. In this case we therefore obtain just one periodic orbit PI, an infinity of Q-orbits Qlm = QI ... 1, m 2:: 2 (of which the orbit Q11 of Fig 2(d) is the simplest) and exactly two other admissible orbits, each of which is asymptotic to Y+ at one end and to PI at the other.
If n > 1 the set of new admissible trajectories created is large and complicated, and the theorem only gives an exact description of the P and Q-orbits within them, there being infinitely many of each of these. Even if we extend our results as described above, our methods do not allow us to make complete statements about the set of Fig 2(b) ), but this is not important here. There is an arc segment through q2 such that orbits started at these points remain close to Q2 as t~00, and so make two turns around Y_ and then tend to Y+. Similarly, there is a segment through ql such that orbits through these points remain close to Q1 for t~-00, and so came from Y+ and made one turn around Y_ before hitting the return plane. The two segments intersect at a point q12 which therefore lies on an orbit Q12. admissible trajectories in these cases. In addition, there is some necessary vagueness in the statement of the theorem because we do not know precisely which Q-orbits exist at A = n. As we shall see, with the exception of Q1, any Q-orbit eventually disappears as A increases; however, numerical evidence indicates that most trajectories created at one integer A value persist over a large range of A values, and so are available for gluing at many subsequent integer values. For example, it seems that the first Q-orbits to disappear are Q11 and Q2, which annihilate one another at A~250. If this is correct, then the set of admissible solutions for n < A < n + 1 will contain at least a set equivalent to a full-shift on n symbols for all n < 250, as conjectured by
Hastings & Troy [8] . For larger n values some of the trajectories will be missing as Q-orbits disappear from the admissible set.
Destruction of P and Q-orbits
There is theoretical and numerical evidence that P and Q-orbits created in the sequence of bifurcations described above are destroyed at larger A values as A -+ 00.
First, we have proved results [12] on the behaviour ofthe equation (1) for large >.. These results show that PI is the only periodic orbit to exist for all sufficiently large values of >., and that Q1 is similarly unique amongst Q-orbits. This implies that all other P and Q-orbits are ultimately destroyed as >. increases; since we know from the results of the previous sections that infinitely many P and Q orbits are produced as >. increases through each integer n 2: 2, this means that the sequence of 'destroying' bifurcations must be relatively complicated and continue for all values of >. however large. It is also relevant here that there are no admissible orbits for>. < 1 [3] ; if we follow orbits created in gluing bifurcations with changing>. we know they cannot just 'turn back' in saddle-node bifurcations and disappear into>' < 0; something must actually destroy them in the parameter range 1 < >. < 00.
It is course possible that orbits created as above come together at some >. value larger than the ones at which they were created and annihilate themselves in pairs in saddle-node bifurcations or in larger groupings in more complicated bifurcations. This does actually occur and accounts for all orbit destructions, but there are severe topological restrictions on which orbits can bifurcate with which others, and these can be used to gain a deep understanding of the bifurcation sequences which are possible in the system. For example, two P or two Q orbits can only annihilate one another in a saddle-node bifurcation if they wind the same number of times around Y_. FUrthermore, two Q-orbits can only so annihilate each other if all intermediate Q-orbits in the ordering of Q-orbits on the two-dimensional stable and unstable manifolds of Y+ (see section 2) have been removed at lower A values. Similarly, the ordering of intersections of symmetric P and Q orbits with the symmetry line y =y/l =0 places yet further restrictions on the possible bifurcations and their order with A increasing. Indeed, this last invariant ensures that P and Q-orbit bifurcations cannot happen entirely independently; some P orbits must disappear before certain Q-orbits can bifurcate, and vice versa. FUrther topological invariants concern the number of windings that orbits have around each other, and around PI in particular, but these will not concern us further here.
It would not be useful to describe in great detail all we know about the sequence of bifurcations that destroys P and Q orbits as >. increases. In part this is because the results will appear elsewhere [12] , and in part because the research is still in progress and the results are not yet in their final form. It is useful, however, to give some flavour of the argument and to describe the fate of a few example orbits. This is more especially true because the reversibility of the system allows generic period n-tupling bifurcations to occur near symmetric periodic orbits (which must be neutrally stable because of the time reversal symmetry) rather like those that occur in Hamiltonian systems. These bifurcations also playa crucial role in the sequence of bifurcations destroying orbits, and whilst such bifurcations are well-known in Hamiltonian systems, or in reversible systems of even dimension, it is useful to have a further well understood example in an odd dimensional system. Of course, the order in which these period n-tupling bifurcations can occur also suffers some restrictions. For example, orbits undergoing n-tupling bifurcations with the symmetric orbit PI must do so at A values where the Floquet multipliers of PI have the form e i9 where () = ±~where q and n are coprime. As the Floquet multipliers of PI (and other symmetric periodic orbits) move continuously round the unit circle with increasing A, the order in which the rational values of () are visited orders the infinite sequence of n-tupling bifurcations. [When n = 2, () =11" we expect to see a normal period-doubling bifurcation where one orbit meets up with another of twice the period. For n > 2, bifurcations generically involve one orbit of some period T which persists, and two orbits of period nT which we can, in an appropriate orbit-counting interpretation, think of as annihilating each other at the bifurcation.] That there is some bifurcation scheme which matches the many orbits produced in the gluing bifurcations with the destroying bifurcations in a way that is compatible with all these restrictions is obvious; after all, the Falkner-Skan equation does something that fulfills all the requirements. We could just try to investigate this scheme numerically, though this is difficult for anything other than the shorter periodic orbits, and is in any case not enormously rewarding. It would be much more interesting if we could determine which types of bifurcation scheme are compatible with all the restrictions, and we are certainly close to having results of this kind. It seems likely, however, that in trying to determine what actually does occur, there will always be some assumptions that need to be checked numerically to supplement the rigorous theory.
For example, it seems from numerical experiment that the Floquet multipliers for PI are initially real, but meet at -1 for A~340; they then seem to travel round the unit circle towards +1 with the complex argument () decreasing monotonically from 11" to 0 as A~00. If we accept this observation, which is the product of very stable numerical computations and which may be provable, we can argue as follows.
There are only one P and one Q orbit which wind only once around y_ and these are PI and Q1. The large Atheory tells us that orbits with these names continue to exist for all A. It follows from the 'shooting' results of Hastings & Troy [8}, though not directly from our own large A results, that the orbit PI can be continuously and monotonically followed from its creation at A = I up to the large A regime. A similar result is doubtless true for Q1. Thus, we have accounted for the creation and ultimate fate of all P and Q-orbits which wind only once around y_. The only periodic orbit which winds twice around y_ is P2, and precisely one such orbit is required to be destroyed in a period-doubling bifurcation with PI at A~340 when its Floquet multipliers are -1. There are two Q-orbits which wind twice around Y_, Q11 and Q2, and these must ultimately disappear; it turns out that the ordering on the stable and unstable manifolds of Y+, and on the symmetry line, are such as to permit them to destroy each other in a saddle-node bifurcation without requiring any other bifurcation to take place first (i.e. these orbits are 'next to each other' in all these various orderings). Thus we account for all P and Q-orbits which wind twice around y_. Continuing, we find that the two periodic orbits P12 and P3 which wind 3 times round y_ are just what is needed to meet for mutual annihilation in the vicinity of PI when () = 2: at a period-tripling bifurcation. And so it continues. The first element of flexibility in the scheme appears only to occur for Q-orbits winding at least 8 times around Y_, and even there we believe that slighly more complicated topological argument will reduce all the choices to one. Simple numerical experiments serve to confirm our understanding (at least for the topologically less complicated orbits which are accessible to numerical work), and -in particular -seem to indicate that orbits behave as simply as possible in the intermediate parameter range (between creation and destruction) where we have little theoretical control over their behaviour.
The elements of internal self-consistency in the scheme give us reassurance that our understanding the behaviour of P and Q-orbits in the system is likely to be correct, even where this cannot be checked in detail by numerical experiments or theory. More importantly, in some sense which we have yet to make precise, an accounting scheme of this type comes very close to establishing that any system with the same basic topological features as the Falkner-Skan equation must have the 'same' sequences of bifurcations.
Further remarks on the Falkner-Skan equation
It is important to understand how much of the analysis above may apply to perturbations of the Falkner-Skan equation, or to other systems of ordinary differential equations.
First, it is possible to add a further parameter to the Falkner-Skan equation which destroys neither the symmetry, nor the trajectories Y±, nor the gluing bifurcations at integer values of >., nor the large >. analysis. In this case, everything above remains valid and changing the new parameter should only alter the precise>' values at which the destroying bifurcations occur. Of course, this would imply that once the sequence of Q-orbit destructions begins, presumably at a different >. value, the collections of Q-orbits available for gluing at integer>' values will differ, and some details of the bifurcation scheme will change. This implies only that our bifurcation scheme described above cannot be absolutely fixed, and must allow for this kind of flexibility.
Second, we can consider more general perturbations. First let us consider the role of the reversible symmetry. This does not in fact play a crucial role in the analysis of the gluing bifurcations -the essential process in the gluing bifurcation is the creation from two unbounded trajectories of a single new Q-orbit at discrete values of a parameter. Neither this process, nor the gluing from which we then deduce the existence of a much larger set of interesting trajectories, depends on the symmetry. The details of the orbit destroying bifurcations relied more heavily on the symmetry; however, in the usual way we would expect to be able to unfold this scheme and generalise it to non-symmetric but nearby systems.
Another way of looking at the system, pointed out to us by Robert Mackay (personal communication), is illuminating for considering symmetry-breaking and more general perturbations. By doing a standard Poincare compactification we can convert the Falkner-Skan equation into a form where it is easier to study the 'behaviour at infinity'. In this new form, there are two fixed points (at infinity in the original form), and the transformed trajectories Y± form heteroclinic connections between the two points (as do all the Q-orbits). Analysis of the bifurcations in this system appears to be no easier than the analysis described above (Mackay, personal communication) and the usual theorems about homoclinic and heteroclinic bifurcations in flows do not apply directly because of the very non-generic nature of the compactified fixed points. However, this set-up is more convenient for describing the effects of perturbation. What is important for our analysis is that perturbations should not destroy the fixed points at infinity nor the heteroclinic loops (Y±) between them. Providing we keep within the space of systems with these properties our analysis will apply, and the gluing bifurcations will be a co-dimension one phenomenon. We have not yet analysed precisely what this statement means in terms of perturbations to the original Falkner-Skan equation. Certainly it is not clear how, when given an ordinary differential equation to study, one should go about noticing the existence of or locating important unbounded trajectories like Y±; in the case of the Falkner-Skan equation their existence is obvious from a cursory examination of the equation, but this is presumably not always going to be the case.
Finally, some similar but essentially different analysis does appear to be useful in the analysis of at least one other set of equations, as noticed by Paul Glendinning. These are the Nose equations [9, 10) and an analysis of this system is underway [6] .
Numerical methods, Control of Chaos, and Conclusion
In this section, I would like to make some remarks that arose as a result of hearing other presentations and discussions at the workshop on which this volume is based. There are striking and moderately obvious connections between:
• ideas in the literature about controlling chaotic systems to lock onto unstable periodic orbits;
• the activity of those who use the location and continuation of periodic orbits in flows as tool in understanding the bifurcations and attractors occurring in differential equations and maps;
• the algorithms used in numerical packages to locate and continue periodic solutions
• elements in the proof of the theorems presented here, and in other 'shadowing of pseudo-orbit' type proofs in dynamical systems.
These connections include the following. There are obvious parallels between the way in which chaos-controlling algorithms (such as those described by Glass et al, Kostelich & Barreto, and Ott & Hunt, this volume) wait for a nearly periodic orbit to occur before switching on the control, and the type of procedure used by some investigators to find initial conditions for their orbit continuing packages. There is also a close match between the strategy then used to control a chaotic system, and the type of relatively crude (but often effective) numerical continuation algorithm which takes an initial point, computes a numerical trajectory and its Jacobian round to a nearby point, and then uses a Newton method or similar to calculate a new guess for a point on the periodic orbit. In a system like the Falkner-Skan equation, such one-shot numerical methods do not work well, at least for periodic orbits that come close to Y±, or for Q-orbits. In this case it is better to use a package that employs a more sophisticated numerical method -in my case I used the package AUTO developed by Doedel [4] . This uses a collocation method and simultaneously manipulates many intermediate points on the orbit instead of merely adjusting an initial point. To put this another way, a whole sequence of points on a pseudo-orbit are adjusted to produce a better pseudo-orbit (closer to a true orbit). This method is actually spectacularly well-adjusted to work on the Falkner-Skan equation, since the easiest way to find more complicated P and Q orbits appears to be to build pseudoorbits out of pieces from previously located but simpler orbits exactly as suggested by the proof of Theorem 5.1, and to feed these in as initial data for AUTO. The output from AUTO is then a sequence of improving pseudo-orbits, and the algorithm is stable precisely because the hyperbolicity conditions needed in the proof of the theorem hold and cause numerical convergence. This suggests that in investigating chaos-controllers, there might be much that can be usefully learnt from the numerical procedures and algorithms used and developed over many years by many researchers. In particular, the improved performance obtained from methods like AUTO in some systems, suggests that control of chaos in these systems may be best achieved by locating many short and simple pieces of trajectory and then driving the system to follow desired pseudo-orbits formed from gluing these pieces together. This is a similar idea to that used in targetting as described by Kostelich (this volume), though in his case the short pieces of trajectory were only used to get onto the orbit, rather than while travelling around it. In circumstances where there is a convenient symbolic dynamics, there may be optimal collections of short segments that through gluing provide good pseudo-orbits to shadow all more complicated orbits. For more on this, though it is not what they had in mind, see [1] .
