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Abstract
In this thesis, we study a threshold circuit C computing modulus function MODm,
and investigate the relationship among three complexity measures, size, fan-in and
energy of C, where the size of C is dened to be the number of gates in C, the fan-in
of C is dened to be the maximum number of inputs of every gate in C, and the
energy of C is dened to be the maximum number of gates outputting \1" over all
inputs to C. Then we give the following two results.
(1) We prove that MODm of n variables can be computed by a threshold circuit C
of energy e and size s = O(e(n=m)1=(e 1)) for any integer e  2. Our upper bound
on the size s almost matches the known lower bound s = 
(e(n=m)1=e). Thus, these
results imply that there exists a tradeo between the size and energy of threshold
circuits computing the modulus function.
(2) We also prove that MODm of n variables can be computed by a threshold
circuit C of fan-in l and energy e = O(n=l), and then provide an almost tight lower
bound e = 
((n m)=l). Our results imply that there exists a tradeo between the
fan-in and energy of threshold circuits computing the modulus function.
iii
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1Chapter 1 Introduction
Neurons in the brain communicate with each other by electrical signals for infor-
mation processing, and a neuron emitting a signal is said to be \ring." Recent
biological study reports the following interesting fact about the energy consumption
of neuronal ring: the energy cost of a ring is high while energy supplied to the
brain is limited, and hence neural networks must have low ring activity [1, 2, 3].
Motivated by this fact, Uchizawa, Douglas and Maass propose a new complexity
measure, called energy complexity, for a theoretical model of neural network, called
a threshold circuit. The energy e of a threshold circuit C is dened to be the max-
imum number of gates outputting \1" in C, where the maximum is taken over all
inputs to C [4]. In previous research, several facts are known on the computational
power of threshold circuits with small energy [4, 5, 6, 7].
In this thesis, we consider threshold circuits computing one of the fundamental
and well-studied Boolean functions in the theory of circuit complexity, the modulus
function, as a particular task. The modulus function MODm of n variables for
two positive integers m and n is dened as follows: MODm(x) = 0 if the number
of \1"s in an input x 2 f0; 1gn is a multiple of m, otherwise, MODm(x) = 1.
Although the modulus function may be far from real tasks that neural networks
in the brain perform, we believe that considering such a simple and fundamental
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task makes an important step for understanding what circuit structure benets the
energy-eciency of threshold circuits.
We investigate a relationship among the three complexity measures, size, fan-
in, and energy, of threshold circuits computing modulus function, and obtain the
following two results.
Tradeo of Size and Energy
In [7], it is proved that size and energy of a threshold circuit computing the
modulus function cannot be simultaneously small: Any threshold circuit C of energy









We prove in this thesis that MODm of n variables can be computed by a threshold








for every integer e  2. Comparing the right-hand side of Eq. (1.1) with one of
Eq. (1.2), we can nd the dierence between the terms only in the exponent of
n=m. Thus, our upper bound almost matches the lower bound, and implies that
there exists a tight tradeo between size and energy of threshold circuits computing
modulus function. We obtain the result by a construction of the desired threshold
circuits, and hence it exhibits a circuit design of energy-ecient threshold circuits.
In addition, we consider an extreme case where threshold circuits have energy
e = 1. In this case, we prove that any threshold circuit C computing the MODm of
3n variables must have size s  2(n m)=2. This contrasts with Eq. (1.2) implying that
MODm can be computed by a threshold circuit of size s = O(n=m) and energy e = 2.
Thus, we know from our results that there exists a signicant gap of computational
power between threshold circuits of e = 1 and ones of e = 2.
Tradeo of Fan-in and Energy
We also consider a relationship between the energy complexity and another major
complexity measure, called fan-in which is dened to be the maximum number
of inputs of every gate in the circuit, and is one of intensively studied measures,
such as size and depth, in the literature [8, 9, 10, 11]. We show that, similarly to
the relationship between size and energy mentioned above, there exists a tradeo
between the fan-in and the energy of threshold circuits. More precisely, we rst







Equation (1.3) implies that there exists a threshold circuit C of small energy e if
every gate in C is allowed to have a large fan-in l (e.g., l = O(n) and e = O(1)), and
also implies that there exists a threshold circuit C of small fan-in l if C is allowed
to use large energy e (e.g., l = O(1) and e = O(n)). We then show that the upper
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Consider the case where m = o(n), then Eq. (1.4) implies that a threshold circuit C
must have large energy e if every gate in C has a bounded fan-in l (e.g., if l = O(1)
then e = 
(n)), and also implies that a threshold circuit C must have large fan-in l
if C has small energy e (e.g., if e = O(1) then l = 
(n)). Consequently, Eqs. (1.3)
and (1.4) imply that there exists a tradeo between the fan-in and the energy of
threshold circuits computing the modulus function: One of the fan-in and the energy
can be small, while both of them cannot be simultaneously small.
The rest of this thesis is organized as follows. In Chapter 2, we dene some terms
on threshold circuits and the modulus function. In Chapter 3, we rst show that
there exists a tradeo between the size and the energy of threshold circuits. In
Chapter 4, we show that there exists a tradeo between the fan-in and the energy
of threshold circuits. In Chapter 5, we conclude with some remarks.
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2.1 Threshold Circuits
A threshold circuit C is a combinatorial circuit of threshold gates, and is expressed
by a directed acyclic graph. Let n be the number of input variables to C. Then each
node of in-degree 0 in C corresponds to one of the n input variables x1; x2; : : : ; xn,
and the other nodes correspond to threshold gates. We dene size s(C), simply
denoted by s, of a threshold circuit C as the number of threshold gates in C.
Let gC1 ; g
C
2 ; : : : ; g
C
s be the gates in C. One may assume without loss of generality
that gC1 ; g
C
2 ; : : : ; g
C
s are topologically ordered with respects to the underlying graph




2 ; : : : ; g
C
s , respectively, and
dene the maximum number l of l1; l2; : : : ; ls as fan-in of C. For g
C
i , 1  i  s, let
w1; w2; : : : ; wli be real numbers as weights, let ti be a real number as a threshold of
gCi , and let zi(x) = (z1(x); z2(x); : : : ; zli(x)) 2 f0; 1gli be the li inputs of gCi for an
input x 2 f0; 1gn. Then the output gCi (zi(x)) of the gate gCi is dened as







where sign(z) = 1 if z  0 and sign(z) = 0 if z < 0. We simply denote gCi (zi(x)) by
gCi [x].
Let n0 be the number of outputs of C, then C has the n0 gates with out-degree 0.
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One may assume without loss of generality that such gates are gCs n0+1; g
C
s n0+2; : : : ; g
C
s .
Then, for every input x 2 f0; 1gn, the output C(x) of C is denoted by (u1; u2; : : : ; un0)
where ui = g
C
s n0+i[x] for each i, 1  i  n0. The gates gCs n0+1; gCs n0+2; : : : ; gCs are
called the top gates of C.
Let f : f0; 1gn ! f0; 1gn0 be a Boolean function of n inputs and n0 outputs. A
threshold circuit C computes a Boolean function f if C(x) = f(x) for every input
x 2 f0; 1gn.






Thus, the energy e(C) is the maximum number of gates outputting \1" over all
inputs x 2 f0; 1gn to C. Trivially, we have 0  e(C)  s(C).
2.2 MOD Functions
For an input x = (x1; x2; : : : ; xn) 2 f0; 1gn, we dene jxj as the hamming weight





Then, for positive integers m  2, n and r, 0  r  m   1, MODrm is dened as
follows: For every input x = (x1; x2; : : : ; xn) 2 f0; 1gn,
MODrm(x) =
(
0 if r  jxj (mod m);
1 otherwise:
We simply denote MOD0m by MODm.
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3.1 Deriving the Tradeo
Our main result is the following theorem that yields an energy-ecient threshold
circuit computing a modulus function. The proof of Theorem 3.1 will be given in
Section 3.2.
Theorem 3.1 Let m;n be any two positive integers, and let e  2 be any integer.
Then there is a threshold circuit computing MODm of n variables such that its energy













In the paper [7], it is known that the size s and energy e of a threshold circuit C
computing MODm of n variables cannot be simultaneously small, as described in
the following theorem.
Theorem 3.2 ([7]) Let C be a threshold circuit computing the function MODm of
n variables. Then the size s and the energy e of C satisfy
n









where c = 2:718 is a constant.
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By a simple modication of Eq. (3.2), we can obtain from Theorem 3.2 the following
lower bound on the size of threshold circuits computing MODm of n variables.










Proof. From Eq. (3.2), we have
n














m  1 + 1
1=e











m  1 + 1
1=e
 s:










Observe the asymptotic terms in the right-hand side of Eqs. (3.1) and (3.3). We
can nd the dierence between the terms only in the exponent of n=m: the term
in Eq. (3.1) has 1=(e   1), while the term in Eq. (3.3) has 1=e. Hence, the upper
bound in Theorem 3.1 almost matches the lower bound in Corollary 3.1.
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3.2 Energy-Ecient Circuits of Bounded Size
In this section, we prove Theorem 3.1. We say that a threshold circuit C is regular
if the inputs of every gate in C includes all the inputs x1; x2; : : : ; xn with weight ones.
In other words, every gate in C receives all the unweighted inputs x1; x2; : : : ; xn. The
following technical lemma plays key role in our proof.
Lemma 3.1 Let m;n; n0 be positive integers such that n  n0 + 1. Let C 0 be a
regular threshold circuit computing MODm of n
0 variables. Then, there is a regular
threshold circuit C computing MODm of n variables such that e(C)  e(C 0)+ 1 and









We will prove the lemma in the next section. Using the lemma, we prove Theorem
3.1 below.
Proof of Theorem 3.1. Let e be an arbitrary integer at least 2. We prove the theo-
rem by constructing a regular threshold circuit C computing MODm of n variables
such that e(C)  e and






We provide our construction by induction on e  2. That is, we construct a threshold
circuit of energy e+ 1 from a threshold circuit of energy e. We start from the case
of e = 2 as the basis.
Basis : e = 2.
Consider a regular threshold circuit C 0 consisting of a single threshold gate g with
threshold t = 1 and m   1 input variables. Clearly, e(C 0) = 1, s(C 0) = 1, and
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C 0 computes MODm of n0 = m   1 variables. Therefore, Lemma 3.1 implies that
there is a regular threshold circuit C computing MODm of n variables such that
e(C)  e(C 0) + 1 and








Since e(C 0) = 1, we have e(C)  e(C 0) + 1 = 2 = e. Since s(C 0) = 1, we have


















Inductive Step: e  3.
By the induction hypothesis, there is a regular threshold circuit C 0 computing
MODm of n
0 = me 1   1 variables for each positive integer  where e(C 0)  e and







(me 1   1) + 1
m
1=(e 1)'
 (e  1): (3.5)
We will construct a regular threshold circuit C computing MODm of n variables,
and show that C has the energy
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Since C 0 computes MODm of n0 = me 1   1 variables, by Lemma 3.1 there is a
regular threshold circuit C computing MODm of n variables such that
e(C)  e(C 0) + 1 = e+ 1
and


















  1  : (3.9)
Therefore, by Eqs. (3.5), (3.8) and (3.9), we have















3.3 Proof of Lemma 3.1
In the section, we prove Lemma 3.1.
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Let m;n; n0 be positive integers such that n  n0 + 1. Let C 0 be a regular
threshold circuit computing MODm of n
0 variables, and s = s(C 0). We denote by
g01; g
0
2; : : : ; g
0
s the threshold gates in C
0. One may assume without loss of generality
that g01; g
0
2; : : : ; g
0
s are topologically ordered with respect to the underlying directed
acyclic graph of C 0, and that each gate g0i, 1  i  s, receives exactly (i   1) + n0
inputs from the outputs of the gates g01; g
0
2; : : : ; g
0
i 1 and the n
0 inputs x1; x2; : : : ; xn0 .
If there is some gate g0i, 1  j  i   1, such that g0i has no input from the output
of g0j, then one connects input of g
0
i with weight 0 for the output of g
0
j. Therefore,
for each index i, 1  i  s, let w0i;1; w0i;2; : : : ; w0i;i 1 be the weights of the gate g0i for
the outputs of the gates g01; g
0
2; : : : ; g
0
i 1, respectively, and denote by t
0
i the threshold
of g0i. Since C
0 is regular, each of the gates g01; g
0
2; : : : ; g
0
s has weight ones for the n
0
input variables. Thus, the output of the gate g0i for each input x
0 2 f0; 1gn0 can be

















We show that, for any positive integer n  n0 + 1, MODm of n variables can be
computed by a regular threshold circuit C of energy e(C)  e(C 0) + 1 and size














We construct the desired threshold circuit C from C 0, as described below.
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To obtain C, we add new input variables xn0+1; xn0+2; : : : ; xn to C
0, and connect
each of the new input variables to each of the gates g01; g
0
2; : : : ; g
0
s with weight one.
Besides, for each index i, 1  i  , we add a new threshold gate g^i with weight ones
for the inputs x1; x2; : : : ; xn and a threshold mi to C
0, and connect the output of




2; : : : ; g
0
s with weight  mi. For each index i, 1  i  s,
we denote by gi the gate in C that corresponds to the gate g
0
i in C
0, and denote by
x = (x1; x2; : : : ; xn) 2 f0; 1gn an input to C. Then, the output of the gate gi for an








mj  g^j[x]  t01
!














Moreover, for each index i, 2  i  , we connect the output of the gate g^i to the








mj  g^j[x]  mi
!
if 1  i     1;
sign (jxj   m) if i = :
(3.12)
for x 2 f0; 1gn. Clearly, C is a regular circuit, and
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Below we prove that C computes MODm of n variables, and e(C)  e(C 0) + 1.








 m( + 1)  1







mi  jxj  m(i + 1)  1: (3.13)
We prove the following claim.
Claim 1 The following (i), (ii) and (iii) hold.
(i) g^i[x] = 0 for each i, i
 + 1  i  ;
(ii) g^i[x] = 1 if i = i
;
(iii) g^i[x] = 0 for each i, 1  i  i   1.
In other words, if 0  jxj  m   1, none of g^1; g^2; : : : ; g^ outputs one; otherwise,
only the gate g^i outputs one.






mj  g^j[x]  mi
if 1  i     1;
jxj   m if i = :
(3.14)
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Clearly, pi[x] is the value in the sign function of the right hand side of Eq. (3.12)
for x 2 f0; 1gn, that is, g^i[x] = sign(pi(x)). We evaluate pi(x), and prove (i), (ii)
and (iii).
(i) g^i[x] = 0 for each i, i
 + 1  i  .
If i     1, then by Eqs. (3.13) and (3.14)




 m(i + 1  i) 1
  1: (3.15)
If i = , then by Eqs. (3.13) and (3.14) we similarly have
pi(x) = jxj   m
 m(i + 1)  1  m
  1: (3.16)
Since i + 1  , Eqs. (3.12), (3.15) and (3.16) imply that g^i[x] = sign(pi(x)) = 0.
(ii) g^i[x] = 1 if i = i
.
In this case, we have 1  i  . By (i) above, if i     1,
X
j=i+1
mj  g^j[x] = 0;
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and hence we have by Eqs. (3.13) and (3.14)
pi(x) = jxj   mi
 mi   mi
= 0:
Thus Eq. (3.12) implies that g^i [x] = sign(pi(x)) = 1.
(iii) g^i[x] = 0 for each i, 1  i  i   1.
In this case, we have 2  i+ 1  i  , and hence
X
j=i+1
g^j[x]  g^i [x]:




mj  g^j[x]   mi  g^i [x]
=  mi: (3.17)
Since i+ 1  , we have i     1. Therefore, by Eqs. (3.14) and (3.17)
pi(x)  jxj   mi   mi: (3.18)
By Eqs. (3.13) and (3.18), we have
pi(x)  m(i + 1)  1  mi   mi
 m  1  mi
  1
and hence Eq. (3.12) implies that g^i[x] = sign(pi(x)) = 0. ut
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We are now ready to prove the lemma by the claim. There are the following two
cases to consider.
Case 1: 0  jxj  m  1.







m  1  n0:
Therefore, Eqs. (3.10) and (3.11) imply that, for every index i, 1  i  s, the output
of gi for x 2 f0; 1gn equals to the output of g0i for an input x0 2 f0; 1gn0 such that
jx0j = jxj. Thus the number of gates outputting one is at most e. Since C 0 computes
MODm, C(x) equals to MODm(x).
Case 2: m  jxj  m( + 1)  1.
In this case, the claim implies that only the gate g^i of g^1; g^2; : : : ; g^ outputs one,







w0i;jgj[x]  mi   t0i
!
: (3.19)
Eq. (3.13) implies that
0  jxj   mi  m  1;
and hence, for every index i, 1  i  s, we have that gi[x] for x 2 f0; 1gn equals
to the output of g0i for an input x
0 2 f0; 1gn0 such that jxj   mi = jx0j. Thus, at
most e gates of the gates g1; g2; : : : ; gs output one, and consequently the number of
gates outputting one in C is at most e + 1. The circuit C 0 computes MODm of n0
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variables, and jxj   mi is a multiple of m if and only if jx0j is a multiple of m.
Hence, C(x) equals to MODm(x). ut
3.4 Circuits of Energy One
In this section, we consider an extreme case where threshold circuits have energy
e = 1. While we know from Theorem 3.1 that PARITY (i.e., MOD2) of n variables
can be computed by a threshold circuit of size s = O(n) and energy e = 2, we can
prove that any threshold circuit of energy e = 1 computing PARITY of n variables
must have an exponential number of gates in n, as follows.
Theorem 3.3 If a threshold circuit C of energy one computes PARITY of n vari-
ables, then the size s of C is at least 2n 1.
Proof. Let C be a threshold circuit of size s and energy e = 1 that computes
PARITY of n variables. We denote by g1; g2; : : : ; gs the threshold gates in C, and
let gs be the top gate of C. Let
X0 = fz 2 f0; 1gn j jzj is eveng;
and n0 be the cardinality of X0. Clearly, n0 = 2
n 1. We prove that s  n0 = 2n 1
as follows.
For the sake of contradiction, assume that s  n0   1. Since the top gate gs
outputs zero for any input z 2 X0, we have, for each input z 2 X0, either ex-
actly one of g1; g2; : : : ; gs 1 outputs one or none of the gates outputs one. Since
s  n0   1, the pigeon hole principle implies that there exists a pair of inputs
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x = (x1; x2; : : : ; xn);y = (y1; y2; : : : ; yn) 2 X0 that satises one of the following
conditions:
(i) there exists only an index k, 1  k  s  1, such that the gate gk outputs one
for each of the inputs x and y;
(ii) none of the gates g1; g2; : : : ; gs outputs one for each of the inputs x and y.
For each of (i) and (ii), we derive a contradiction as follows.
We rst consider (i). Let the gate gk have weights w1; w2; : : : ; wn for the n input




wixi   t  0 and
nX
i=1







wiyi   2t  0: (3.20)
Since x 6= y, there exists an index j such that xj 6= yj. Consider a pair of inputs x0
and y0 obtained from x and y by exchanging the jth components of x for that of y:
x0 = (x1; x2; : : : ; xj 1; yj; xj+1; : : : ; xn) (3.21)
and
y0 = (y1; y2; : : : ; yj 1; xj; yj+1; : : : ; yn) (3.22)
Both jxj and jyj are even and we have either 0 = xj 6= yj = 1 or 1 = xj 6= yj = 0,
and hence jx0j and jy0j are odd. Thus, only the top gate gs outputs one for each
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wiyi   2t < 0: (3.23)
We obtain a contradiction from Eqs. (3.20) and (3.23)
We next consider (ii), and derive a contradiction in a similar way to (i). Let the
top gate gs have weights w1; w2; : : : ; wn for the n input variables and a threshold t.
Since none of the gates outputs one for x and y, we clearly have
nX
i=1
wixi   t < 0 and
nX
i=1







wiyi   2t < 0: (3.24)
Let j be an index such that xj 6= yj, then consider a pair of inputs x0 and y0 obtained
from x and y by switching the jth components of the inputs as in Eqs (3.21) and
(3.22). Clearly, jx0j and jy0j are both odd. Thus, the top gate gs outputs one for
each of x0 and y0, which implies that
nX
i=1
wixi   wjxj + wjyj   t  0











wiyi   2t  0: (3.25)
We obtain a contradiction from Eqs. (3.24) and (3.25) ut
Theorems 3.1 and 3.3 imply that there exists a signicant gap of computational
power between threshold circuits of e = 1 and ones of e = 2.
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Chapter 4 Tradeo Between
Fan-in and Energy
4.1 Deriving the Tradeo
In this section, we show that, there exists a tradeo between the fan-in and the
energy of threshold circuits. Specically, we give upper and lower bounds on the
energy of threshold circuits computing MODrm function of n variables.






where l denotes the fan-in of C. This result implies that, if the fan-in is large, we can
construct a energy-ecient threshold circuit C computing MODrm of n variables.









This result implies that the fan-in l and energy e of a threshold circuit C computing
MODrm function of n variables cannot be simultaneously small. By Eq. (4.1) and
Eq. (4.2), we obtain the tradeo between fan-in and energy.
The rest of this chapter is organized as follows. In Section 4.2, we give the upper
bound (see Eq. (4.1)) on the energy. We then give a technical lemma, and prove the
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theorem by the lemma. In Section 4.3, we prove the technical lemma. In Section 4.4,
we give the lower bound (see Eq. (4.2)) on the energy.
4.2 Energy-Ecient Circuits of Bounded Fan-in
The following theorem gives an upper bound on the energy of threshold circuits
computing the modulus function.
Theorem 4.1 Let m  2, n, and l be positive integers. Then, there is a threshold







We prove Theorem 4.1 by construction. For each integer 0    m   1, we
denote by 1 be the vector of length m such that only (+1)st position is one, that
is, 10 = (1; 0; 0; : : : ; 0), 11 = (0; 1; 0; : : : ; 0), and so on. A threshold circuit with l
outputs is called a threshold (l;m)-circuit if it receives l input bits z1; z2; : : : ; zl and
m input bits v0; v1; : : : ; vm 1. (See Fig. 4.1.) The m inputs is called modulo input.
The following lemma whose proof of the lemma will be given in Section 4.3 plays
key role in our construction (see Fig. 4.1 for an overview of Cl;m.)
Lemma 4.1 Let l  1 and m  2 be two integers. Then, there is a threshold (l;m)-
circuit Cl;m of fan-in at most 2l such that, for each pair of z = (z1; z2; : : : ; zl) 2




z z z1 2 l v v v0 1 m-1




Figure 4.1: Overview of the circuit Cl;m given in Lemma 4.1.
f0; 1gl and 1, 0    m   1, the output Cl;m(z;1) = (u0; u1; : : : ; um 1) of Cl;m
is 1 for some integer  satisfying
   + jzj (mod m): (4.3)
Moreover, its energy e(Cl;m) = 3, and its size s(Cl;m)  (l + 1)(m+ 1) +m.
We are now ready to prove Theorem 4.1.
Proof of Theorem 4.1. Let m  2, n, r and l be positive integers. One may assume
that n is a multiple of l, that is, n = d  l for some positive integer d; otherwise,
one may increase it so that the condition holds. We construct a desired threshold
circuit C computing MODm of n variables as follows.
Let Ci, 1  i  d, be a copy of a (l;m)-circuit Cl;m which is given by Lemma 4.1,
and let (ui;0; ui;1; : : : ; ui;m 1) be the output of Ci. We obtain the desired circuit C
by combining C1; C2; : : : ; Cd as follows (See Fig. 4.2). We rst x the modulo input
of C1 to 10, and add the other input l bits of C1 from x1; x2; : : : ; xl. Then for each
i, 2  i  d, we connect the output (ui 1;0; ui 1;1; : : : ; ui 1;m 1) of Ci 1 to Ci as its
modulo input, and add the other input l bits of Ci from x(i 1)l+1; x(i 1)l+2; : : : ; xil.
We complete the construction of C by adding a gate g, as the top gate of C, that
has a threshold zero and receives ud;r of Cd with weight  1. See Fig. 4.2 for an
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the output of C
1 =0
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x      x          x(i-1)l+1 (i-1)l+2 il
Ci
u       u                      ui,0 i,1 i,m-1
...
... u       u                      ui-1,0 i-1,1 i-1,m-1
...
u       u                     ud,0 d,1 d,m-1
... ...
u       u                      ud-1,0 d-1,1 d-1,m-1
...
...
Figure 4.2: Overview of the circuit C given in the proof of Theorem 4.1.
overview of C.
Since we construct C from C1; C2; : : : ; Cd which are d copies of Cl;m given in
Lemma 4.1, the circuit C clearly has fan-in at most 2l, energy e  1 + 3d =
1 + 3n=l = O(n=l), and size s  1 + ((l + 1)(m + 1) + m)  d = O(nm). Thus, it
suces to show that C computes MODm of n variables.
Let i be an arbitrary integer such that 2  i  d. Since Ci is a copy of Cl;m and
Ci receives the output of Ci 1 as the modulo input, Lemma 4.1 implies that the
output of Ci is 1i for some i such that
i  i 1 +
ilX
j=(i 1)l+1
xj (mod m): (4.4)




xj (mod m): (4.5)























Figure 4.3: (a) The gate gl, (b) the gate gi, and (c) the gate gi;j.
By Eqs. (4.4) and (4.5), we have














 jxj (mod m):
Therefore, r  jxj (mod m) if and only if the output ud;r of Cd is one, while the
output ud;r of Cd is one if and only if the top gate g outputs zero. Thus, the circuit
C computes MODrm of n variables. ut
4.3 Proof of Lemma 4.1
In this section, we prove Lemma 4.1 by constructing the desired (l;m)-threshold
circuit Cl;m that receives l input bits z1; z2; : : : ; zl together withm input bits v0; v1; : : : ; vm 1,
and outputs m bits u0; u1; : : : ; um 1.
First, we recursively make l + 1 threshold gates gi, 0  i  l, as follows.
4.3 Proof of Lemma 4.1 27
 A threshold gate gl has a threshold l and receives the inputs z1; z2; : : : ; zl with
weights one. (See Fig. 4.3(a).)
 For each i, 0  i  l  1, a threshold gate gi has a threshold i and receives the
2l  i inputs from z1; z2; : : : ; zl with weights one and the outputs of l  i gates
gi+1; gi+2; : : : ; gl with weights  (i+2); (i+3); : : : ; (l+1), respectively. (See
Fig. 4.3(b).)










gl(z) = sign (jzj   l) =
(
1 if jzj = l;
0 if jzj  l   1:
For each i, 0  i  l   1 and z 2 f0; 1gl, we denote by a(i;z) the value in the sign
function of Eq. (4.6), that is,
a(i; z) = jzj   i 
lX
j=i+1
(j + 1)  gj[z]: (4.7)
We now claim that a(jzj; z) = 0 and a(i; z) < 0 for all i 6= jzj, 0  i  l. By
Eq. (4.7), clearly a(i;z) < 0 for all i, jzj + 1  i  l, and hence gi(z) = 0 for such
i. Therefore,
a(jzj; z) = jzj   jzj  
lX
j=jzj+1
(j + 1)  gj[z] = 0;
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and hence gjzj[z] = 1. For each i, 0  i  jzj   1, by Eq. (4.7) we thus have
a(i; z) = jzj   i 
lX
j=i+1
(j + 1)  gj[z]
= jzj   i 
jzjX
j=i+1
(j + 1)  gj[z]
 jzj   i  (jzj+ 1)  gjzj[z]
= jzj   i  jzj   1
=  i  1
< 0:




1 if i = jzj;
0 otherwise,
(4.8)
that is, only gjzj of g0; g1; : : : ; gl outputs one.
For every pair of inputs i 2 f0; 1; : : : ; lg and j 2 f0; 1; : : : ;m  1g, we then make
a threshold gate gi;j computing AND of the output of gi and vj, that is, gi;j has a
threshold two, and receives the output of gi and vj with weights one (See Fig. 4.3(c)).
Clearly, gi;j outputs one if and only if
i = jzj and vj = 1: (4.9)
Note that only gjzj of g1; g2; : : : ; gl outputs one, and exactly one of v0; v1; : : : ; vm 1
equals to one. Hence, for a pair of inputs z 2 f0; 1gl, and 1, 0    m  1, only
gjzj; outputs one.
We nally complete the construction of Cl;m by adding a threshold gate g
0
k for
each k, 0  k  m   1, as a top gate whose output corresponds to uk, as follows.
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The gate g0k computes OR of every output of the gate gi;j such that i, j and k satisfy
k  i+ j (mod m): (4.10)
More precisely, g0k receives the output of gi;k i+mqi for every i, 0  i  l, and qi,



















Thus, g0k receives the outputs of the l + 1 gates. Note that for a pair of z 2 f0; 1gl
and 1, 0    m 1, only gate gjzj; outputs one. Hence, Eq. (4.10) implies that,
for each k, 1  k  m  1,
g0k[z;1] =
(
1 if k  jzj+  (mod m);
0 otherwise;
that is, only g0, such that
  jzj+  (mod m); (4.11)
outputs one. Since the output of g0k is uk for each k, 0  k  m  1, the output of
Cl;m is 1. Hence, Cl;m computes the desired function.
Clearly, g0; g1; : : : ; gl have fan-in at most 2l, g0;0; g0;1; : : : ; gm 1;l have fan-in two,
and g00; g
0
1; : : : ; g
0
m 1 have fan-in l+1. For every pair of z and 1, the gates outputting
ones are gjzj, gjzj; and g0 satisfying Eq. (4.11). Hence, the energy e of C is three.
Furthermore,
s(C) = (l + 1) + (l + 1)m+m = (l + 1)(m+ 1) +m:
We thus complete the proof.
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4.4 Lower Bound on Energy
In this section, we show a tightness of our bound given in Theorem 4.1. The
following theorem implies that our upper bound is tight up to a constant factor if
m = o(n).
Theorem 4.2 Let l, m, n and r be positive integer such that m  2 and r  m 1.














Proof. We prove the theorem by induction on the number n of input variables.
Let m  2 be an integer. For the inductive base, consider the case where n  m 1.
In this case, Eq. (4.12) clearly holds since we have e(C)  0 and d(n m+ 1)=le = 0.
For inductive hypothesis, assume that Eq. (4.12) holds for every threshold circuit
C 0 of fan-in at most l computing MODr
0
m of n
0 variables for any n0 and r0 such that
n0  n  1 and 0  r0  m  1.
Let C be a threshold circuit that computes MODrm of n variables and that has
fan-in at most l. We say that a threshold gate g computes a non-trivial function if
there exist two inputs x and y such that g[x] = 1 and g[y] = 0. Clearly, the top
gate of C computes a non-trivial function, since C computes MODrm of n variables
such that m  1 < n. In fact, one may assume without loss of generality that every
gate in C computes a non-trivial function. Let g1; g2; : : : ; gs be the gates in C, and
assume that g1; g2;    ; gs are topologically ordered with respect to the underlying
directed acyclic graph of C. Clearly, g1 only receives a number k( l) of the n
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input variables, say xi1 ; xi2 ; : : : ; xik . Hence, we can x the output of g1 to one by
determining assignments to the k input variables. Let ai1 ; ai2 ; : : : ; aik 2 f0; 1g be
such assignments to xi1 ; xi2 ; : : : ; xik , respectively, that x the output of g1 to one,
and let C 0 be the resulting circuit. Clearly, we have
e(C) = e(C 0) + 1: (4.13)
Furthermore, C 0 computes MODr
0
m of n
0 variables where n0 = n  k  n  1 and
















Since k  l, Eq. (4.14) implies that
e(C 0) 





By Eqs. (4.13) and (4.15), we have
e(C) 










Thus, Eq. (4.12) holds. ut
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Chapter 5 Conclusions
In the thesis, we investigate a relationship among the three complexity measures,
size, fan-in, and energy, of threshold circuits computing the modulus functions.
Firstly, we show that there is a tradeo between size and energy of threshold
circuits C computing MODm of n variables. Specically, we design energy-ecient
threshold circuits computing the modulus function MODm, and show that MODm of
n variables can be computed by a threshold circuit of size s = O(e(n=m)1=(e 1)) and
energy e for any integer e  2. The upper bound on the size s = O(e(n=m)1=(e 1))
almost matches the known lower bound 
(e(n=m)1=e), and hence implies the desired
tradeo. In addition, we show that any threshold circuit of energy e = 1 needs at
least s  2(n m)=2 threshold gates to compute MODm of n variables.
We then show that there is a tradeo between fan-in and energy of threshold
circuits C computing MODrm of n variables. We consider the threshold circuits C
where every gate in C has fan-in at most l, and give an upper bound e = O(n=l)
and an almost tight lower bound e = 
((n m)=l) on the energy e of C. Hence, we
have the desired tradeo.
There are many open problems on energy complexity of threshold circuits com-
puting MOD functions. One of them is a generalization of the result to symmetric
functions, where a Boolean function f : f0; 1gn ! f0; 1g is called symmetric if f(x)
33
depends only on the number of \1"s in x for every input x 2 f0; 1gn (Thus, the
modulus function is symmetric.)
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