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ABSTRACT 
A Boolean function U(zl, zz ..... z,,) is universal for given n > 1 if it realizes all 
Boolean functions f (x l  ..... x,) by substituting for each z~ a variable of the set {0, 1, 
xt ..... x,,, xx ..... ~}. An easily applied method based on linear algebra is developed 
for finding universal Boolean functions having a small number m of arguments. It
is shown that this number is asymptotically minimal. 
A Boolean function f (x  I ..... Xn) is rea l ized by a Boolean function g(z  1 ..... z,n) 
if there is an assignment o each variable z i of some member of the set 
{0, 1, x 1 ..... xn ,  Xx ..... ~%} which makes g(z l  ,... , zm) = f (x  1 ..... xn). Given n >/ 1, a 
universal  Boolean function U(z  1 ..... z,~) is one which realizes all Boolean functions of n 
variables. Thus, for example, z l z  2 v gzz  3 is universal for Boolean functions of n = 2 
variables. 
As a practical problem, there is some interest in finding universal Boolean functions, 
because a switching module which represents a universal Boolean function may be 
used to simulate any arbitrary Boolean function f (x  x ,..., x,~) of n variables. This is 
done by appropriately connecting the inputs of the universal module to wires which 
carry the signals xi or their complements or the biases 0 or 1. Closely related problems 
have been considered in the past by several authors [1-5]. 
* This work was supported by the Joint Services Electronics Program (U. S. Army, U. S. 
Navy, U. S. Air Force) under Contract DAAB 07-67-C-0199 and by National Science Foundation 
Grants GP-7421 and GK-2339. 
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One criterion of simplicity of a universal Boolean function U(z  a ..... z,~) is the 
number m of its variables. It was pointed out by Kautz [1] that m must be at least as 
large as 2"/log2(2n + 2) since there are only (2n q- 2) '~ possible assignments of the z~ 
variables and each of the 22" Boolean functions of n variables must have a different 
assignment. However, known methods of constructing universal Boolean functions 
tend to yield m --~ 2 n-1 rather than this lower bound [I]. 
In this paper we shall discuss an easily applied method for finding universal Boolean 
functions having small m. In addition, we shall prove that the functions obtained in 
this way have m which asymptotically approaches the lower bound 2~/log2(2n + 2) as n 
approaches infinity. 
I I  
The method is based upon the canonical expansion 
f (x  1 ..... x~) = foxlX2 .. .  x ,  v f l~xx2 .. .  x, v ... v/2~_1~1~2 -.. ~n 
of a Boolean function of n variables where each fi may be 0 or 1. We can realize such 
an f by the universal function 
U = z ,+ izxz  2 "" z ,  v z,+2~.xz z ... z~ v .-. v z,,+~,~x~ 2 ".. ~. .  
To do so, we let z x = x I ,..., z,  = xn and z,41+i = f i  9 However, this universal 
function has m -=- n + 2" variables and is therefore very uneconomical compared to 
the lower bound. 
To improve m, we may try to partition the 2" minterms in the canonical expansion 
of a general f into mutually exclusive unions R x , R 2 ..... R~. Each Ri is a union of 
minterms with the very special property that for each nonempty proper subset S~ of the 
minterms in R~ there is a variable x~ such that xj appears uncomplemented in just the 
terms of R, in St or else it appears complemented in just the terms of R~ in S v Then 
we construct he universal function U = z ,+xR 1 v z,+2R 2v -.. v zn+tR t . In using 
this universal function to realize f (x  x ,..., x , )  we always assign to the first n variables 
z I .... , z,  the corresponding variables x 1 ..... x, as they appear in the unions R~. The 
terms in each R~ may be selected by choice of z,,+; so as to be just those in the functionf. 
Letting Si =A R~ o f ,  we distinguish four cases. If S~ = ~,  we assign z,+~ = 0. 
I f  S~ = R~, we assign z,+~ = 1. If there is a variable x i such that xj appears un- 
complemented in just the terms in S~, we assign z,§ = xj. If there is no such variable 
but there is a variable x~ such that xj appears complemented in just the terms of S~, 
we assign z,+~ --:- ~j. Clearly, this method of assignment realizes the functionf. 
Because of the special requirement satisfied by each of the unions R~ we see that the 
number s of terms in such a union cannot exceed log2(n -k 1) q- 1. Since we wish to 
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minimize m = t + n, and hence t, it is desirable to make the average number of 
minterms in the unions as large as possible. In the sequel we treat the combinatorial 
problem of forming such a partition R1, R 2 ,..., R t of the minterms. 
HI 
For greater conceptual simplicity, we shall regard each union R~ of s terms as being 
represented by an s • n binary matrix B, called a block. A row 011---10 in B represents 
a minterm gtxzxa "" x,_x~n in Ri ,  where each complemented variable is represented 
by a 0 and uncomplemented variable by a 1. The special property of the unions R~ may 
now be expressed by saying that each binary s-tuple different from 00---0 and 11---1, 
must appear in true or complemented form as a column of B. 
We present a method for finding a set of blocks corresponding to the partition of 
minterms. The procedure is based on an algebraic approach and can be applied to any 
number n of input variables. 
For integer s, an interval is defined as the set of integers n such that 
2 s-1 --  1 <x n < 2 s - -  1 (s integer), (l) 
that is s = [log2(n + 1)] + 1, where [a] denotes integer part of a. When s = 2", the 
corresponding interval is termed a base interval. Since the simplest case occurs when n 
belongs to a base interval, we shall first consider this instance and examine the general 
case in the subsequent section. 
Let A be an (s - -  1) • n matrix over GF(2) and let aj denote the jth row of A. A is 
arbitrary, provided each nonzero (s --  1)-tuple appears as one of its columns. Denoting 
by 0 the 00 --" 0 n-tuple, we define the s • n matrix 
Clearly, M is a block. I f  we now add to each row of M a fixed n-component vector v 
over GF(2), then the matrix 
Iv+0 1 
8 v)= Iv+a1 / 
I_v + a,_, J  
is also a block, since the addkion of v has only the effect of replacing some columns of 
M with their complements. B(v) is termed the block generated by v, and obviously 
M = B(0). We now want to construct a set V ~ {v} of vectors v such that, for any 
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pair Vl, v2 e V, B(vx) and B(v2) have no common row: I f  this condition is met, each 
member v of V generates a distinct block. This is formalized, for distinct Vl, v2 e V 
and binary parameters b 1 , b~, as 
v 1 + blah =?6 v 2 + b.aak (h, k = 1, 2,..., s - -  1), 
or equivalently 
v 1 + v,, :# blab + b.oa/.~. (2) 
Since v x ,=~ v 2 condition (2) is certainly satisfied when blab + bzak = 0, i.e., if either 
bl =b2 =0 or b x =b e - -  1 and ah- -ak .  Assume then that bxa n+b2a k:7~0. 
I f  we choose V to be a subspace of the n-dimensional vector space and guarantee that 
each a~ (h = 1 ..... s - -  l), as well as the sum of any two of them, be in cosets of V, 
then condition (2) is verified for every Vl,V-,. To  this end, letting H denote the matrix 
whose null-space is V, we must ensure that the vectors 
a jH  r ( j  = I, 2,..., s - -  1), 
be nonzero and distinct. This can be formally stated as a theorem: 
THEORE,XI 1. Let V be the null space of the matrix H. Then for v E V, B(v) is a block 
if AH r does not contain the O0 "" 0 row, and the rows are distinct. 
This leads to the following construction procedure. Without loss of generality, let A 
be the matrix 
A = Is-a (s - -  1)-tuples 0 
of weight > 1 
I*- s - -  1 --~l' 2 ~-1 --  s "l'-- n + 1 - -  2 s-1 "-->1 
where I.~_ I is the (s - -  1) • (s - -  1) identity matrix. Then consider the semi-infinite 
matrix H*, whosejth column is the binary spelling of the integer j, that is 
H* = 
Ii ~176176 1 1 0 01B1 
0 0 1 I l l  
0 0 0 0 0 
and let H~ be constituted by the upper nonzero rows of the first s columns of 11. 
With this nomenclature construct H as 
H [i  lji 0 1] 
[<-- s - -  1 --'1"-- n - -  s + 1 --~[ 
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It  follows that AH r = Is_xHr~_t, i.e., the rows of AH r are nonzero and distinct and 
the necessary condit ion of Theorem 1 is met. Since s = 2 ", the columns of Hs-1 are all 
the distinct nonzero r-tuples, i.e., H is an r • n matrix. The  dimension of V is there- 
fore n - -  r. We conclude that we can form 2 ~-r blocks each containing s = 2 r n-tuples, 
for a total of 2 ~-~ 9 2 ~ = 2" n-tuples, i.e., all of them. A design for which all n-tuples 
are part it ioned in blocks of maximal  size is termed perfect. Perfect designs exist if and 
only if n belongs to a base interval, and are completely specified by the two matrices A 
and H.  
IV 
The  case in which n does not belong to a base interval is only moderately more 
complicated, since the preceding method can be modif ied and appl ied recursively. 
The  rationale of the procedure is the following. Given s = [log2(n -[- 1)] q- 1 we 
construct the matrices .4, Hs_ 1 , H. For  generic n the number  of rows of Hs-1 is 
r ~ [log2 s]. I f  [log S s] 3~ log S s, not all the nonzero r-tuples appear as rows of AH r. 
Th is  means that all the n-tuples belonging to the cosets of V whose "syndromes"  are 
the missing r-tuples do not appear in any block B(v). We then consider each of these 
cosets separately and attempt to part it ion into blocks the vectors of a given coset. 
In this manner  we are ensured that no n-tuple appear in two blocks, and proceed 
recursively. Th is  idea can now be formalized. 
For  given n, compute 
s 1 = [log2(n + 1)] + 1, r = [log~ Sl], 
and form the matrices 
A(1) = [/sl--11 U,, I0], H ~ll = [Hs l - i  t0]  
where Us, is an ($1 - -  1) • (2 s'-x - -  sx) matr ix containing all the nonzero (s 1 - -  1)- 
tuples of weight greater than 1. It  follows that -4 cl) is (s x - -  1) • n and H I1) is r • n. 
These two matrices atisfy, by construction, the condit ion of Theorem 1 and V tl), the 
null space of H I1), has dimension n - -  r. There  are, however, 2 ~ - -  h cosets of V tll 
whose vectors must still be part i t ioned into blocks. Consider now the (2 r-1 - -  1) • n 
matrix 
i =l o 01] 
B= = 1 0 1 0 9 
b .-1 0 1 1 II 
it is readily recognized that rows bs l ,  b~l+l .... , b~,_ 1 identify these 2 r - -  s 1 cosets. 
In fact, b~H cl~r =~ a iH  Il lr for j = s t ..... 2 ~ - -  1 and i = 1, 2,..., s 1 - -  1. Let Wj be 
the coset to which bs belongs. 
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Let si = [log2(n + 1 - -  (s x - -  1))] + 1. Construct he matrices 
AC , = [ 0 ,' ,'0]' = 0 " .' 0 
1 +-- sl - -  1 "+l I H~,-1 I 
Assume at first that [log ss] = r, and let V te~ be the null-space of H ta~. Since, for 
each v ~ V t2~, vH tx~r = 0, v + bj e W~ ; furthermore A ta~ and H ca~ satisfy theorem 1, 
hence each v + bj generates a block of s~ n-tuples. V ta~ has dimension - -  2r. Assume 
now that [loga sa] ----- r - -  1. Since [log a sl] = r and [log a sa] = r - -  1, we have 
n + 1 >1 2 2"-', n + 1 - -  sl < 2 ~'-t, 
and, from s 1 < 2 a'-l, we conclude that (n + 1 - -  sl) belongs to a base interval. As a 
consequence s 2 is a power of 2, whence all the vectors of each coset W~. can be parti- 
tioned into blocks of cardinality s~. This step is entirely characterized by A c2~, H ~a~ 
T T and B~'~ = [bsl ,..., b~,_d. 
I f  we now let 
s~& log~ n+l - -  ~ (sh - -1  +1 
h=l 
the recursive applieadon of the t?rocedure is straightforward. The algorithm termimtes 
with the largest {n + 1 - -  ~t  (sh - -  1)} belonging to a base interval. We conclude 
this section with the following example. 
and 
For n = 17 we have, s = 5, 1ooo Am = 100 
010 
001  
andr=3.  Wecon~m~ 
1 1 1 0 0 0 0 1 1 1 1 
1 0 0 1 1 0 1 0 1 1 1 
0 1 0 1 0 1 1 1 0 1 1 
0 0 1 0 1 1 1 1 1 0 1 
o1 trot 
Htl~ = 1 1 0 0 0 . 
0 0 1 0 0 
V m is the null-space of H ~1~. For example, the block B(v) 
v=[111011011000101000]eVCl~ is  
0 
0 ' 
0 
generated by lillOlOllOOOlOlOOi] 0 1 1 0 0 1 0 1 0 0 0 0 1 0 1 0 
B(v )= 0 1 0 0 0 1 0 1 0 1 1 1 0 1 0 . 
1 0 0 1 1 1 0 0 1 1 0 0 0 1 0 
1 1 1 1 0 0 1 1 1 1 0 1 1 1 0 
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The remaining 2 a --  5 = 3 cosets of V tl~, not accomodated by the first step of the 
procedure, are represented by the rows of the matrix Btt), 
0 0 
B (x) = l 0 
0 1 
1 0 0 
1 0 0 
1 0 0 i] 
Each of these cosets is handled 
s=[ log(17- -4+l ) ]+ l  =4,  r 
Hence 
A~2~ = [ i  
by the second step of the procedure. We have 
0 0 0 1 0  
0 0 0 0 1  
0 0 0 0 0  
I, 
1 1 0 
I 0 1 
0 1 1 
----2. 
1 
1 
1 
13 
00 0 0 0 0 0 i ]  
,I 
H(2) = 
0 1 0 
1 1 0 0 
0 0 1 
1 0 1 
0 
0 1 1 
0j 
and the algorithm terminates since 13 belongs to a base interval. 
V 
We now want to compute the number N(n)  of the blocks generated by the described 
procedure. We shall prove the following recursion formula in which the previously 
used s x is abbreviated as s: 
N(n)  = 2"-" + (2" - -  s) 2" - t - 'N [n  - -  (s - -  1)]. (3) 
The first term on the right side accounts for the fact that 2 '~-" blocks are generated 
in the first step of the procedure. Homologous rows of these blocks belong to the same 
coset of V m. A representative of each of the remaining (2 T - -  s) cosets (thus accounting 
for the factor (2 r - -  s) in the second term) is added to the blocks which are generated 
in the second step. In this second step, we construct A ~2~ as if n had been replaced 
with (n -  s + 1). However, the vectors of V t') have n-components in lieu of 
(n - -  s + 1), and H c2) has 2r rows in lieu of r. Hence the dimensionality of V t2) is 
(n - -  2r) instead of (n - -  s + 1 - -  r); since (n - -  2r) - -  (n --  s + 1 - -  r) = s - -  1 - -  r, 
this accounts for the multiplicative factor 28-1-'.. 
In the following table we list values of m = n + N(n)  for a set of values of n. 
100 PREPARATA AND MULLER 
For comparison purposes, we also list the lower bound on m and the previously best 
known values of ra as reported in [1]: 
n=3 4 5 6 7 8 9 10 15 
Lower bound 4 5 9 17 32 62 119 231 6554 
n=n+N(n)  6 10 16 28 39 72 137 266 7183 
BeG previously known m 5 8 18 37 70 135 264 521 - -  
This table suggests the asymptotic approach of n + N(n) to the lower bound for m. 
A formal justification of this trend is provided by the following theorem. 
THEOREM 2. The designs obtained by the given construction procedure have a number a 
of variables which asymptotically approaches the lower bound 2n/log2(2n + 2) as n 
approaches infinity. 
Proof. Refer to Formula (3). The parameter s changes during our procedure since 
it depends on the argument of N, but the changes occur only when the argument of N 
changes interval. Hence we may regard it as a constant within the current interval. 
I f  we remain within the current interval as Formula (3) is applied Pl times we get: 
2"[1- (, (1 -~- )  2 N(n- -P l (S - -1 ) ) .  (4) N(n)=s  - -  2"1 J + _ s ~ r~(s-1) 
Let us assume the argument of N first enters a new interval when it becomes 
n --px(s -- 1). In future steps we must use (s -  1) in place of s when applying 
Formula (3). I f  there are P2 steps in the next interval, Pa in the next, etc., we continue 
until we reach a base interval. Let us assume that this base interval is the (k + 1)st 
which is encountered. Then we must have s - -  k ---- 2 ~-x, and r - -  1 must replace r in 
Formula (3), giving 
N -- .= pj(s - -  j = 2(n-x~-:~(s-J)-(r-1)~. 
Recursive application of Formula (4) together with (5) yields: 
(I-- s--L] ~' s(l s ", . s--I ", 
,,: - -~) ('-- 2, ) 
N ( n ) = 2ns 1 + s " - T + -~ ~ i )-~ 2) + "'" 
s(, _s . ,  ,] -~)  . . .(1 s - -k  + l ~' - ) 
-+ ~- :  f i_~ 1)(s 7_-~j -J 
(5) 
(6 )  
UNIVERSAL BOOLEAN FUNCTIONS 101 
It is possible to bound N(n) from above using formula (6) as follows. For j  = 2,..., k 
we have pt > 2~-~] (s - - j ) -  1 since the j th interval has length 2 ~-j - -1  and we 
diminish the argument of N by the amount s - -  j in each step. Therefore 
2~--3 
Now 
SO 
1 s - - j+ l )  ~ 
2". - < exp 
(s--J2"+ 1)(  2 ~-j , - i  ')] 
Since 2". > s > s - - j  >1 s - -  k = 2 ".-1, we have 
28--, ~ ( s - - j+  1) (s__  1) >2 2r -1 - ' -1  >/1 
for r ~ 3. Hence each term of type 
1 s - -  j + 1 )~ 
2". < e-1 
fo r j  = 2,..., k. Using the fact that s/(s - -  k) < 2 and applying formula (6) we obtain 
( ] 2" 1 -- 2" l 4 
N(n) <-  1 + s 1 - - s  1 - -e  -1 " (7) 
Since (1 - -  (s/20) < 89 we see that the second term in (7) approaches zero as n, and 
hence s, approaches infinity. But s = [log2(2n + 2)] so N(n) is no greater than 
2"/logz(2n + 2) asymptotically as n approaches infinity. Since m = n + N(n) we see 
that m has the same asymptotic value. This concludes the proof of Theorem 2. 
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