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Abstract
Deep learning based medical image diagnosis has shown great potential in clin-
ical medicine. However, it often suffers two major difficulties in practice: 1)
only limited labeled samples are available due to expensive annotation costs over
medical images; 2) labeled images may contain considerable label noises (e.g.,
mislabeling labels) due to diagnostic difficulties. In this paper, we seek to exploit
rich labeled data from relevant domains to help the learning in the target task with
unsupervised domain adaptation (UDA). Unlike most existing UDA methods which
rely on clean labeled data or assume samples are equally transferable, we propose
a novel Collaborative Unsupervised Domain Adaptation algorithm to conduct
transferability-aware domain adaptation and conquer label noise in a cooperative
way. Promising empirical results verify the superiority of the proposed method.
1 Introduction
Deep learning has achieved great success in various real-world applications. One common prerequisite
is rich annotated data [4]. In medical image diagnosis, however, such extensive supervision is often
absent due to prohibitive costs of data labeling [11, 19], which impedes the successful application
of deep learning. Hence, there is a strong motivation to develop unsupervised domain adaptation
(UDA) [9, 14] methods to improve diagnostic accuracy with limited annotated medical images.
In addition to the discrepancy between domains which all UDA methods [4, 12, 13, 15] aim to
resolve, medical image diagnosis poses two additional challenges. First, there also exist significant
discrepancies among images within the same domain. The discrepancy, such as in appearance and
scale of the lesion region, mainly arises from inconsistent data preparation procedures [20], such
as tissue collection, sectioning and staining. In consequence, the difficulty of domain alignment
varies from sample to sample. That is, the target samples which bear a striking similarity with
source samples are easier to align than the (hard-to-transfer) samples that are highly dissimilar.
Existing UDA methods [2, 5, 17, 18], however, often ignore such sample differences and treat all
data equally. As a result, some hard-to-transfer images may not be well treated, leading to inferior
overall performance. Second, a considerable percentage of medical annotations are unfortunately
noisy, caused by diagnostic difficulties [11]. Essentially, noisy labels are corrupted from ground-truth
labels and thus degrades performance of learned classifiers on the clean data distribution [1]. As a
result, directly applying the classifier built upon noisy source data inevitably performs poorly on the
target domain, even though it has been aligned well with the source.
To address the two challenges that are usually ignored by existing UDA methods [5, 17], we propose
a Collaborative Unsupervised Domain Adaptation (CoUDA) algorithm. As shown in Figure 1, by
taking advantage of the collective intelligence of two (or possibly more) peer networks, CoUDA is
able to distinguish between samples with different levels of domain alignment difficulty (module
(a)). Then, CoUDA assigns higher importance to the hard-to-transfer examples, which are detected
by peer networks with greater prediction inconsistency. Meanwhile, we overcome label noise by a
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Figure 1: The scheme of CoUDA, where P denotes feature extractors, C means classifiers, and Z is
noise co-adaptation layer. The final prediction is the average of two networks’ predictions y¯= yˆ1+yˆ22 .
novel noise co-adaptation layer, shared between peer networks (module (b)). The layer aggregates
different sets of noisy samples identified by all peer networks, and then denoises by adapting the
predictions of these noisy samples to their noisy annotations. To further maximize the collective
intelligence, we enforce the classifiers of peer networks to be diverse as large as possible (module
(c)). In this way, we expect that the cooperative network diagnoses target medical images better.
2 Methods
Problem definition: we focus on the issue of unsupervised domain adaptation, where the model
has access to only unlabeled target images. We denote S={xsi , ysi }nsi=1 as the source domain of
ns samples, where xsi denotes the i-th sample and y
s
i∈{0, 1}K denotes its label with K being the
number of classes. In practice, we may only observe source images with noisy labels, and we denote
them as S ′={xsi , zsi }nsi=1. The unlabeled target domain T ={xtj}ntj=1 can be defined in a similar way.
Collaborative domain adaptation: Intuitively, hard-to-transfer samples are often difficult to be
correctly classified by two networks simultaneously [15]. Since two peer networks generate decision
boundaries with different discriminability, we propose to detect data transferability based on pre-
diction inconsistency of two networks. Specifically, we define the transferability-aware weights as:
λ=1− cos (yˆ1, yˆ2), where yˆ1 and yˆ2 are the prediction probabilities by two classifiers and the cosine
distance measures the prediction similarity. Based on this weight, we conduct transferability-aware
domain adaptation in an adversarial manner [7, 3]. Specifically, we define the domain adversarial loss
as: Ladv=∑τ [ 1nt ∑T λtj(p(dˆτ ∣∣xtj)−1)2 + 1ns ∑S λsi (p(dˆτ ∣∣xsi ))2], where τ∈{1, 2} indicates the
index of peer networks. Here, λtj and λ
s
i denote the transferability-aware weights, and dˆ denotes the
predicted domain probability by the shared domain discriminator D.
Collaborative Noise adaptation: To make deep neural networks more robust, we follow the class-
conditioned noise assumption [6] that the noisy label z is conditioned on both the true label y and
data features f , i.e., p(z|y, f). As a result, the prediction regarding to the mislabeled class m can
be expressed as p(z=m|x, f)=∑Kk=1 p(z=m|y=k, f)p(y=k|x), where p(z=m|y=k, f) means the
probability that the true label k changes to noisy label m. Based on this assumption, we propose a
noise co-adaptation layer Z to estimates the noise transition probability using the softmax function:
p(zˆ=m|yˆ=k, f)= exp
(
w>kmf+bkm
)
∑K
l=1 exp
(
w>klf+bkl
) , where zˆ denotes the prediction of the noisy label and f
represents the learned features by feature extractors. Moreover, wkm and bkm indicate the parameters
of Z regarding to true label k changing to noisy label m. Here, the noise co-adaptation layer is shared
by two peer networks, since different networks have different discriminative abilities and thus have
different abilities to filter label noise out [15]. That is, they are able to adjust the estimation error
of noise transition probabilities, possibly caused by a self-evolving network. Following this, we
predict the noisy label by: p(zˆ=m|x, f)=∑k p(zˆ=m|yˆ=k, f)p(yˆ=k|x), and train peer networks
by matching the adapted predictions to noisy labels. Since the class imbalance [21, 22, 23] is very
common in medical image diagnosis, we adopt the focal loss [10] as our classification loss Lc.
Classifier Diversity Maximization: Note that the detection of data transferability highly depends
on the classifier diversity. Also, keeping classifiers diverse prevents the noise co-adaptation layer
reducing to a single noise adaptation layer [6] in function. Hence, we further maximize the classifier
discrepancy based on Jensen-Shannon (JS) divergence [7]: Ldis=DJS(yˆ1‖yˆ2).
Overall Training Procedure is to solve the following minimax problem: minPτ ,Cτ ,Z maxD Lc −
αLadv−ηLdis, where τ∈{1, 2} is the index of peer networks, while α, η are hyper-parameters.
2
3 Experimental Results
Dataset: The medical image dataset is formed by H&E stained colon histopathology slides, which
are diagnosed as three types of colon polyps (normal, adenoma, and adenocarcinoma). The details
of data acquisition can be found in [20], while the data statistics are shown in Table 1. Here, the
whole slide image (WSI) is regarded as the labeled source data, while the microscopy image (MSI)
is viewed as the unlabeled target data. As shown in Table 1, the class imbalance is quite severe.
Moreover, according to the remark of doctor annotators, there supposedly exist a certain number of
noisy labels. Considering both class imbalance and label noises, this problem is very tough.
Table 1: Statistics of medical image dataset.
Set Domain Categories totalnormal adenoma adenocarcinoma
Training WSI (source domain) 36,094 3,626 3,081 44,542MSI (target domain) 2,696 1,042 1,091 7,363
Test MSI (target domain) 1,110 487 713 2,984
Results: We report the results in Table 2. Overall, our proposed method achieves the best perfor-
mance, which confirms its superiority in medical image diagnosis. Since there is an urgent need for
robust deep models for medical image diagnosis, CoUDA makes great clinical sense in practice. In
comparison: First, MobileNet [16] (the backbone network for all methods) cannot learn a model
with high generalization ability, since it is unable to solve the issues of domain discrepancies and
label noise. Second, Co-teaching [8] and NAL [6] (classic weakly-supervised learning methods)
perform better than MobileNet, since they are able to address label noise to some degree. However,
they do not consider the discrepancy between domains and hence cannot adapt domains. Third,
DDC, DANN and MCD (classic unsupervised domain adaptation methods) also perform well, which
confirms the necessity of domain adaptation. However, they assume samples have clean labels and
also ignore the data difference in transferability, thus leading to insufficient performance.
Table 2: Comparisons on medical image diagnosis in terms of four metrics.
Methods Accuracy (%) Macro Precision Macro Recall Macro F1-measure
MobileNet [16] 68.79 78.62 61.67 64.46
Co-teaching [8] 71.52 79.74 64.88 67.93
NAL [6] 68.92 74.83 63.49 64.65
DDC [18] 79.74 78.75 79.01 78.76
DANN [5] 80.01 79.25 78.85 78.75
MCD [15] 81.77 81.04 80.45 80.19
CoUDA (ours) 87.75 87.62 86.85 87.22
Ablation Studies: We then conduct ablation studies. As shown in Table 3, all components in our
methods (i.e., collaborative scheme, three losses and noise co-adaptation layer), make empirical sense
and play important roles in our method. In particular, domain adversarial loss with transferability-
aware weights (Ladv) and noise co-adaptation layer (NCL) are relatively more important. This result
verifies the necessity to reduce domain discrepancies and overcome label noise.
Table 3: Ablation studies, where “ours” indicates the cooperative network, NCL means the noise
co-adaptation layer, and w/o denotes “without”.
Methods Accuracy (%) Macro Precision Macro Recall Macro F1-measure
single peer network + Lc 68.92 74.83 63.49 64.65
ours + Lc 72.51 77.52 66.65 69.24
ours + Lc + Ladv 85.54 84.49 85.22 84.81
ours + Lc + Ladv + Ldis + w/o NCL 82.94 81.37 82.70 81.64
ours + Lc + Ladv + Ldis 87.75 87.62 86.85 87.22
4 Conclusion
We have proposed a novel Collaborative Unsupervised Domain Adaptation method for medical image
diagnosis. Unlike previous UDA methods that treat all data equally or assume data with clean labels,
our method cooperatively eliminates domain discrepancies with more focuses on hard-to-transfer
samples, and overcome label noise simultaneously. Promising results on classifying real-world
medical images demonstrate the superiority and effectiveness of the proposed method. Since there is
an urgent need for robust deep models for medical image diagnosis, our method is of great clinical
significance in practice.
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