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Re´sume´ – Dans cet article, nous proposons une me´thode d’e´coute coope´rative du spectre dans le but de de´tecter la pre´sence de bandes de
fre´quences inoccupe´es. La me´thode en question est autodidacte en ce sens qu’aucune information sur le signal e´mis n’est requis. Nous analysons
les performances du test propose´ en termes de probabilite´ de fausse alarme et de puissance. L’analyse the´orique des performances repose sur la
the´orie des matrices ale´atoires applique´e aux mode`les dits “spiked”.
Abstract – In this paper, we propose a cooperative sensing method which allows to determine the unoccupied bands of the spectrum of wireless
communication systems. Our approach is blind i.e., it does not require any cooperation between the transmitters and the sensors. We study the
performance of the test in terms of probability of false alarm and miss probability. The theoretical analysis is based on results of Random Matrix
Theory for spiked models.
1 Introduction
1 Il est aujourd’hui largement reconnu que les syste`mes sans
fil de communications nume´riques n’exploitent pas l’inte´gralite´
de la bande de fre´quence disponible.Les syste`mes sans fils de
futures ge´ne´rations seront donc amene´s a` tirer parti de l’exis-
tence de telles bandes de fre´quence inoccupe´es, graˆce a` leur
faculte´ d’e´couter et de s’adapter a` leur environnement. Une
telle aptitude rele`ve du concept de “radio cognitive” introduit
par Joseph Mitola en 2000 [1]. Dans ce contexte, il s’agit donc
de rendre les syste`mes de communications capable de capter
des informations sur leur environnement, de fac¸on a` ce qu’ils
puissent transmettre de manie`re opportuniste. On trouve dans
la litte´rature plusieurs techniques permettant d’e´couter le spec-
tre afin de de´tecter l’e´ventuelle pre´sence d’un signal dans une
bande de fre´quence donne´e. On peut citer les approches re-
posant sur des tests d’e´nergie ou la de´tection de la pre´sence de
composantes cyclostationnaires dans le signal e´coute´. Toute-
fois, le proble`me de l’e´coute de spectre pour la radio cognitive
se caracte´rise par des impe´ratifs particuliers :
– l’absence de connaissance a priori sur la structure du sig-
nal (statistiques, variance du bruit, etc.) ;
– la ne´cessite´ de de´tecter la pre´sence d’un e´metteur dans un
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laps de temps tre`s court ;
– la ne´cessite´ de construire des tests robustes a` la pre´sence
de canaux tre`s se´lectifs.
Les travaux de Cabric et al. [2], Akyildiz et al. [3] produisent
une synthe`se des approches classiques du point de vue des
re´seaux cognitifs. D’apre`s ces travaux, il est clair qu’un tra-
vail reste a` mener afin de proposer des approches nouvelles
et adapte´es aux fortes contraintes mentionne´es ci-dessus. Le
proble`me fondamental est de de´tecter la pre´sence d’un e´metteur
par le biais de mesures bruite´es. Ceci s’ave`re eˆtre une taˆche
de´licate lorsque la puissance du signal rec¸u est susceptible d’eˆtre
faible en raison des e´vanouissements du canal, et en raison
de l’absence de connaissance a` la fois des canaux et du sig-
nal e´mis. Conside´rons le scenario suivant. Des utilisateurs pri-
maires communiquent vers leur destination. Au syste`me pri-
maire se superpose un syste`me dit secondaire, compose´ de K
stations de base. Ces stations de base e´coutent le spectre, de
sorte a` de´cider de la pre´sence de bandes inoccupe´es. Nous sup-
posons que les K stations de base du syste`me secondaire parta-
gent leurs observations. Ceci peut eˆtre effectue´ par le biais d’un
canal de´die´ (possiblement filaire). Nous supposons que le partage
d’information n’est pas limite´ en capacite´. De´signons par y(k) =
[y1(k), y2(k), . . . , yK(k)]
T la se´rie temporelle obtenue en em-
pilant les K observations re´alise´es par l’ensemble des capteurs
au meˆme instant k. Le proble`me de la de´tection d’une bande




h s(k) + w(k) : H1
, (1)
ou` w(k) repre´sente un bruit blanc gaussien complexe circulaire
centre´ de matrice de covariance e´gale a` σ2 fois l’identite´, ou`
h = [h1, . . . , hK ]
T est un vecteur colonne regroupant l’ensem-
ble des coefficients d’atte´nuation complexes entre l’e´metteur
e´ventuel et l’ensemble des K re´cepteurs. s(k) est le signal utile
dont on souhaite de´tecter la pre´sence. Pour simplifier, nous fer-
ons l’hypothe`se que s(k) est un processus gaussien complexe
circulaire inde´pendant et identiquement distribue´ de variance
unite´.
Notations
Pour tout i ∈ {0, 1}, PHi [E] represente la probabilite´ d’un
e´ve´nement E sous l’hypothe`se Hi. Pour toute variable ale´atoire





la fonction de test qui rejette l’hypothe`se nulle quand T > γ.
Dans ce cas, la probabilite´ de fausse alarme (PFA) du test est
donne´e par P0[T > γ]. La puissance du test est donne´e par
P1[T > γ]. La notation
p.s.−−→
Hi
repre´sente la convergence presque
suˆre sous l’hypothe`seHi. Pour chaque bijection F : X → Y, ou`
X et Y sont deux ensembles, ond de´signe par F−1 la fonction
re´ciproque associe´e a` F . Pour chaque ensemble A ∈ R, x 7→
1A(x) repre´sente l’indicatrice de A. Pour chaque vecteur x,
‖x‖ repre´sente la norme euclidienne de x.
2 Rapport de Vraisemblance Ge´ne´ralise´
Soit Y = [y(0), . . . ,y(N−1)] la matrice K×N regroupant
toutes les donne´es, ou` N repre´sente le nombre d’e´chantillons
observe´ par chaque capteur. On de´signe par p0(Y;σ2) et par
p1(Y;h, σ
2) les densite´s de probabilite´ de la matrice d’obser-
vation Y indexe´e par les parame`tres inconnus h et σ2 sous les
hypothe`ses H0 et H1 respectivement :
p0(Y;σ













ou` R = hhH+σ2IK est la matrice de covariance du processus
y(k) sous H1 et ou` Rˆ est la matrice de covariance empirique
Rˆ = 1NYY
H
. Dans le cas ide´al ou` les parame`tres h et σ2
sont suppose´s connus, un test uniforme´ment plus puissant est
obtenu en rejetant l’hypothe`se nulle pour de grandes valeurs du
rapport de vraisemblance p1(Y;h, σ2)/p0(Y;σ2). Dans notre
contexte, h et σ2 sont malheureusement inconnus : l’existence
d’un test uniforme´ment plus puissant n’est plus garantie. Une
approche classique, dite test du rapport de vraisemblance ge´ne´-
ralise´ (GLRT pour Generalized Likelihood Ratio Test) consiste







est supe´rieure a` un seuil ξN , ou` ξN est fixe´ de sorte a` ce que
la PFA P0(LN > ξN ) n’exce`de pas un niveau α ∈ (0, 1)
pre´de´termine´. La proposition suivante fournit l’expression du
rapport de vraisemblance ge´ne´ralise´ LN . De´signons par λ1 >
λ2 · · · > λK ≥ 0 les valeurs propres de Rˆ (distinctes avec
probabilite´ 1). Soit φK la fonction de´finie pour tout x de l’in-








Proposition 1. Le rapport de vraisemblance ge´ne´ralise´ s’e´crit






Notons que la fonction φK est croissante sur l’intervalle (1,K).






ou` γN = φ
−1
K (ξN ) est un certain seuil fixe´ de sorte a` ce que la
PFA n’exce`de pas le niveau α.
3 Etude asymptotique du seuil
Afin de comple´ter la de´finition du test il est essentiel de
proposer une proce´dure permettant de fixer le seuil du test.
Selon l’approche usuelle, nous proposons de fixer le seuil γN
de sorte a` maximiser la puissance P1[TN > γN ] du test, tout
en imposant que la PFA P0[TN > γN ] n’exce`de pas un certain




ou` pN (t) repre´sente le fonction de re´partition comple´mentaire
de TN sous l’hypothe`se H0. Pour chaque t, le calcul de pN (t)
ne´cessite l’e´valuation de l’inte´grale d’une fonction de K vari-
ables. Cette e´valuation doit eˆtre effectue´e par l’organe de de´ci-
sion pour chaque valeur deK,N . Afin de simplifier la proce´dure
de test, nous sugge´rons d’e´tudier le comportement du seuil γN
lorsque le nombre d’observations augmente. Plus pre´cise´ment,
nous conside´rons le cas ou` le nombre K de sources et le nom-
bre N d’observations tendent vers l’infini au meˆme rythme :
N →∞, K →∞, K
N
→ c, (8)
ou` 0 < c < 1 est une constante. On de´finit cN = K/N . Le
The´ore`me 1 ci-dessous e´tablit que, dans le re´gime asympto-
tique (8), le seuil γN s’e´crit en fonction d’une loi de Tracy-
Widom. La fonction de re´partition FTW (.) de Tracy-Widom
correspond a` la loi asymptotique de la plus grande valeur pro-
pre (correctement recentre´e et renormalise´e) d’une matrice de
Wigner [4]. Pour tout t ∈ R,








ou` q est la solution de l’e´quation diffe´rentielle de Painleve´ II
q′′(x) = xq(x) + 2q3(x) ,
q(x) ∼ Ai(x) pour x→∞
ou` Ai(x) repre´sente la fonction d’Airy. Soit F¯TW (t) la fonction
de re´partition comple´mentaire F¯TW (t) = 1−FTW (t). Posons :









Theorem 1. Les propositions suivantes sont vraies.
1. Pour tout niveau α ∈ (0, 1), la puissance du test (6) est
maximale si et seulement si







pour une certaine suite ζN qui converge vers F¯−1TW (α).












converge vers α dans le re´gime asymptotique (8).
Le The´oreme 1 indique que, lorsqueN,K sont suffisamment
grands, le seuil γN peut eˆtre approche´ par le membre de droite
de (12).
4 Exposants d’Erreur
4.1 Notion d’exposants d’erreur
Afin de caracte´riser les performances du test, l’approche tra-
ditionnelle consiste a` e´tudier sa puissance ou, de manie`re e´qui-
valente, la probabilite´ d’erreur de deuxie`me espe`ce. La proba-
bilite´ d’erreur de deuxie`me espe`ce βN,T (α), ou probabilite´ de
manque, correspond a` la probabilite´ sous H1 de de´cider l’hy-
pothe`se H0, lorsque la PFA est fixe´e a` la valeur α, soit :
βN,T (α) = inf P1 [TN < γ] , (13)
ou` l’infemum est pris sur tous les seuils γ tels que la PFA
P0 [TN > γ] n’exce`de pas α. Comme la probabilite´ de manque
n’a pas d’expression simple dans le cas ge´ne´ral, on e´tudie son
comportement asymptotique dans le re´gime (8). Lorsque le niveau
α ∈ (0, 1) est fixe´, on de´finit l’exposant d’erreur par la limite





log βN,T (α) . (14)
L’exposant d’erreur ET fournit une information pre´cieuse au
sujet de la performance du test TN lorsque le nombre d’obser-
vations est grand et lorsque α est fixe´. En pratique, si le nom-
bre d’observations dont on dispose est grand, on peut toute-
fois penser a` re´duire conjointement la PFA et la probabilite´ de
manque, plutoˆt que de faire fonctionner le test a` niveau con-
stant. Il est donc important d’e´tudier les performances du test
lorsque les deux probabilite´s d’erreur tendent vers ze´ro. Un
couple (a, b) ∈ (0,∞) × (0,∞) est dit couple d’exposants
d’erreur atteignable s’il existe une suite de niveaux αN telle










log βN,T (αN ) = b . (16)
On de´signe par ST l’ensemble des couples atteignables pour le
test TN . On nomera cet ensemble ST la courbe des exposants
d’erreur.
4.2 Performance du GLRT
Rappelons que, sous H0, la mesure empirique des valeurs
propres de la matrice de covariance Rˆ = 1NYY
H converge
faiblement vers la loi de Marcˇhenko-Pastur (renormalise´e par
σ2) dans le re´gime asymptotique (8). Plus pre´cise´ment, la fonc-








(λ+ − y)(y − λ−)
2πcy
dy,
ou` λ+ = (1 +
√
c)2 et λ− = (1 − √c)2. La transforme´e
de Stieltjes de PMˇP joue un roˆle cle´ dans la suite : f(x) =∫
1




(1− x− c) +√(1− x− c)2 − 4cx
2cx
si x > λ+
(1− x− c)−√(1− x− c)2 − 4cx
2cx
si 0 < x < λ−
On de´finit en outre f˜(x) = − 1x(1+cf(x)) . Introduisons main-





Dans la suite, nous faisons l’hypothe`se que la constante suiv-






On nommera ρ le rapport signal-sur-bruit (RSB) limite. Nous





Sous l’hypothe`se H1, la plus grande valeur propre de la matrice











voir par exemple [5] pour une preuve de ce re´sultat. Pour tout
ρ >
√




−(1− c) log x
λ∞spk
−c (F+(x)− F+(λ∞spk)) .
On peut de´montrer (la preuve est omise par manque d’espace)
que la fonction I+ρ est la fonction de taux associe´ au principe de
grandes de´viations (PGD) de la statistique de test TN lorsque
ρ >
√
c. En particulier, I+ρ varie de I+ρ (λ+) a` 0 sur l’intervalle
[λ+, λ∞spk] et varie de 0 a` ∞ sur l’intervalle [λ∞spk,∞). Sous
l’hypothe`se H0, on peut montrer de meˆme que la fonction de
taux associe´e au PGD de TN vaut pour tout x ∈ [λ+,∞) :
I+0 (x) = x− λ+ − (1− c) log
x
λ+
− c (F+(x)− F+(λ+)) .
La fonction I+0 varie de 0 a` ∞ sur l’intervalle [λ+,∞). Nous
pouvons maintenant e´noncer le re´sultat principal de cette sec-
tion.
Theorem 2. Les proprie´te´s suivantes sont vraies.
1. Pour chaque niveau fixe´ α ∈ (0, 1), l’exposant d’erreur







c et ET = 0 sinon.









c et ST = ∅ sinon.
La preuve de ce re´sultat est omise par manque de place. Nous
noterons toutefois que la de´monstration repose sur l’obtention
d’un principe de grandes de´viations portant sur la statistique
TN . La preuve sera fournie dans une version longue de cet ar-
ticle.
5 Illustrations et Re´sultats Nume´riques
La figure 1 repre´sente l’exposant d’erreur associe´ au test. On
se compare a` l’exposant d’erreur du test de Neyman-Pearson,
que l’on peut obtenir par application du lemme de Stein.
La figure 2 repre´sente la courbe COR (Caracte´ristique Ope´ra-
tionnelle de Re´ception) associe´e au test TN (Test 1), c’est a` dire
la puissance maximale du test en fonction de son niveau. La
courbe COR du test TN est compare´e a` la courbe COR du test
propose´ dans [6] et qui fait appel au nombre de conditonnement
de la matrice de covariance empirique λ1/λK . On observe que
le test fonde´ sur TN est uniforme´ment plus puissant que le test
propose´ dans [6].
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Log of the Error exponent for different values of c
ρ
← c=0.7
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