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Abstract
In dynamic flow networks, every vertex starts with items (flow) that need to be shipped to des-
ignated sinks. All edges have two associated quantities: length, the amount of time required for
a particle to traverse the edge, and capacity, the number of units of flow that can enter the edge
in unit time. The goal is to move all the flow to the sinks. A variation of the problem, modelling
evacuation protocols, is to find the sink location(s) that minimize evacuation time, restricting the
flow to be confluent. Solving this problem is NP-hard on general graphs, and thus research into
optimal algorithms has traditionally been restricted to special graphs such as paths, and trees.
A specialized version of robust optimization is minmax regret, in which the input flows at the
vertices are only partially defined by constraints. The goal is to find a sink location that has the
minimum regret over all the input flows that satisfy the partially defined constraints. Regret for a
fully defined input flow and a sink is defined to be the difference between the evacuation time to
that sink and the optimal evacuation time.
A large recent literature derives polynomial time algorithms for the minmax regret k-sink
location problem on paths and trees under the simplifying condition that all edges have the same
(uniform) capacity. This paper develops a O(n4 log n) time algorithm for the minmax regret 1-sink
problem on paths with general (non-uniform) capacities. To the best of our knowledge, this is the
first minmax regret result for dynamic flow problems in any type of graph with general capacities.
Keywords: Dynamic Flow Networks; Robust Optimization; Minmax Regret.
1. Introduction
Dynamic flow networks were introduced by Ford and Fulkerson in [17] to model flow over time.
The network is a graph G = (V,E). Vertices v ∈ V have initial weight wv which is the amount of
flow starting at v to be moved to the designated sinks. Each edge e ∈ E has both a length d(e) and
a capacity c(e) associated with it. d(e) denotes the time required to travel between the endpoints
of the edge; c(e) is the amount of flow that can enter e in unit time. If all the c(e)s have the same
value, the graph is said to have uniform capacity. The general problem is to move all flow from its
initial vertices to sinks, minimizing designated metrics such as maximum transport time.
Dynamic flow problems differ dramatically from standard network flow ones because the intro-
duction of capacities leads to congestion effects that arise when flow reaching an edge e needs to
wait before entering e.
A vast literature on dynamic flows exists; see e.g., [2, 16]. Dynamic flows can also model
evacuation problems [19]. In this setting, vertices can represent rooms of the building, edges
represent hallways, sinks are locations that are emergency exits and the goal is to design a routing
plan that evacuates all the people in the shortest possible time. In the simplest version, the sinks
are known in advance. In the sink-location version, the problem is to place sinks that minimize
the evacuation time.
Evacuation is best modelled by confluent flow, in which all the flow that passes through a
particular vertex must merge and travel towards the same destination. In the example above,
confluence corresponds to an exit sign in a room pointing “this way out”, that all evacuees passing
through the room must follow.
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Min-cost confluent flows are hard to construct in both the static and dynamic cases [13, 15, 23];
Even finding a constant factor approximate solution in the 1-sink case is NP-Hard.
Research on exactly solving the sink-location problem has therefore been restricted to spe-
cial simpler classes of graphs such as paths and trees. On paths, the problem can be solved
in time min(O(n + k2 log2 n), O(n log n)) with uniform capacities, and in time min(O(n log n +
k2 log4 n), O(n log3 n)) when edges have general capacities [8]. The 1-sink problem on trees can be
solved in O(n log2 n) time[22]. [19, 7] decrease this to O(n log n) on trees with uniform capacities.
For the k-sink problem on trees, [11] solves the problem in O(nk2 log5 n) time, and the same au-
thors reduced the time to O(max(k, log n)kn log4 n) in [12]. This result holds for general capacities;
a log-factor can be shaved off in the uniform capacity setting.
Robust optimization [20] permits introducing uncertainty into the input. One way of modelling
this is for the input not to specify an exact value wi denoting the initial supply at vertex i but
instead to only specify a range [w−i , w
+
i ] within which wi is constrained to fall. Any possible input
satisfying all the vertex range constraints is a (legal) scenario. In this setting, the goal is to choose
a center (sink-location) that provides a reasonable evacuation time for all possible scenarios. More
formally, the objective is to find a center x that minimizes regret over all possible scenarios, where
regret is the maximum difference between the time required to evacuate the scenario to x and
the optimal evacuation time for the scenario. Such minmax regret settings have been studied for
many combinatorial problems [1] including k-median [5, 10] and k-center [4, 25, 9]. As the regret
problem generalizes the basic optimization version of the problem, exact regret algorithms tend to
be restricted to simple (non NP-hard) graph settings, e.g., on paths and trees.
The 1-sink minmax regret problem on a path with uniform capacities is solved by [14] in time
O(n log2 n). This was reduced to O(n log n) by [24, 18], and further to O(n) by [7]. For k = 2, [21]
proposed an O(n3 log n) algorithm which was later [7] reduced to O(n log4 n) and then O(n log3 n)
[3]. For general k, [3] gave two algorithms, one running in O(nk2 logk+1 n) and the other in
O(n3 log n).
The 1-sink minmax regret problem on uniform capacity trees can be solved in O(n log n) time
[19, 7]. [6] gives a O(n2) algorithm for the 1-sink minmax regret problem on a uniform capacity-
cycle.
All of the results quoted assume uniform capacity edges. This paper derives a O(n4 log n)
algorithm to calculate min-max regret for general capacities on a path. We believe this is the
first polynomial time algorithm for min-max regret for the general capacity problem in any graph
topology. The second note following Theorem 11 provides some intuition as to why the general
capacity problem is harder than the uniform one.
Theorem 1. The 1-sink minmax regret location problem with general capacities on paths can be
solved in O(n4 log n) time.
The paper is organized as follows. Section 2 introduces the formal problem definition and some
basic properties. Section 3 is the theoretical heart of the paper; in Theorem 10 it derives the
existence of a restricted set of scenarios, the two-varying scenarios, that is guaranteed to include
at least one worst-case scenario for every input. Section 4 then shows how minimizing regret
over the two-varying scenarios implies Theorem 1 if the minimum value of a certain set of special
functions can be evaluated quickly. Sections 5 and 6 describe how, given certain facts about upper
envelopes on lines, those special functions can be evaluated quickly. Finally, Section 7 proves the
facts about upper envelopes. The paper concludes in Section 8 with a short description of possible
improvements and extensions.
Note: Similar to the center problem, the sink-location problem has two versions; in the discrete
version all sinks (centers) must be placed on a vertex. In the continuous version, sinks (centers)
may be placed on edges as well. The version treated in this paper is explictly the continuous one
but, with straightforward modifiations, the main results, including Theorem 1, can be shown to hold
in the discrete case as well.
2. Preliminaries
2.1. Dynamic Confluent Flows on Paths
See Figure 1. The formal input to the Dynamic Confluent Flow on a Path problem is a path
P = (V,E) with V = {v0, v1, . . . , vn} and E = {e0, e1, . . . , en−1} where ei = (vi, vi+1).
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x0 x1 x2 xn−1 xn
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x
ΘL(P, x : s) ΘR(P, x : s)
d0 d1 d2
Figure 1: Example of the basic problem. Point vi is situated at location xi. Edge ei = (xi, xi+1). ci is the capacity
of ei. di = xi+1 − xi is the length of ei. wi is the initial amount of (flow) items located on vi. ΘL(P, x : s) is the
time required to evacuate all items to the left of point x to x. ΘR(P, x : s) is the time required to evacuate all items
to the right of point x to x.
• Each edge ei has associated length di = d(vi, vi+1), which is the time required to travel
between vi and vi+1.
P is embedded on the line by placing vertex vi at location xi where x0 = 0 and, ∀i ≥ 0
xi = xi−1 + di =
∑i
j=0 dj .
• x ∈ P will denote any point, not necessarily a vertex, on the segment [0, xn].
• Each edge ei also has an associated capacity ci = c(vi, vi+1), denoting the amount of flow
that can enter ei in unit time.
• Scenario s = (w0(s), w1(s), .., wn(s)). wi(s) denotes the amount of flow initially starting at
vertex vi in scenario s. This flow needs to travel to a sink, x ∈ P, where it will be evacuated.
• For i ≤ j, set Wi,j(s) =
∑j
t=i wt(s).
The basic problem is to find the location of the sink x ∈ P that minimizes the total evacuation
time of all flow to x. If the capacities are unbounded, this reduces to the standard 1-center problem.
If capacities are bounded, congestion can arise when too much flow wants to enter an edge. This
can occur in many different ways. As an example, if flow is moving from left to right and ci−1 > ci,
then flow enters vi from ei−1 faster than it can leave vi to continue onto ei. The congestion is
caused by excess flow waiting at vi until it can enter vi.
Given a path P = (V,E), lengths di, capacities ci and scenario s, the time needed to evacuate
all the flow from the left of x, i.e., in [0, x), to x is denoted by ΘL(P, x : s). The time needed to
evacuate all the flow from the right of x, i.e., in (x, xn], to x is denoted by ΘR(P, x : s). The time
needed to evacuate all of the flow to x is the maximum of the left and right evacuation times:
Θ(P, x : s) = max {ΘL(P, x : s),ΘR(P, x : s)} . (1)
The formulae for the left and right evacuation times require a further definition:
Definition 1 (Minimum capacity on a path). Let x ≤ x′ with x, x′ ∈ P . Set
c(x, x′) = min{ct : i ≤ t < j} where i = max{i′ : xi′ ≤ x} and j = min{j′ : xj′ ≥ x′}.
Note: c(x, x′) is the minimum-capacity of edges on the path connecting x and x′.
The formulae for ΘL(P, x : s), and ΘR(P, x : s) are
Lemma 2. [3]
ΘL(P, x : s) = max
i:xi<x
gi(x : s) where gi(x : s) =
{
d(xi, x) +
W0,i(s)
c(xi,x)
, if W0,i(s) > 0,
0, if W0,i(s) = 0.
(2)
ΘR(P, x : s) = max
i:xi>x
hi(x : s) where hi(x : s) =
{
d(x, xi) +
Wi,n(s)
c(x,xi)
, if Wi,n(s) > 0,
0, if Wi,n(s) = 0.
(3)
For later use, we rewrite this for the different cases of x being a vertex and x on an edge:
Corollary 3.
1. If x = xj for some j, then
ΘL(P, x : s) = max
i<j
gi(xj : s) and ΘR(P, x : s) = max
i>j
hi(xj : s).
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2. If x ∈ (xj , xj+1) for some j,
ΘL(P, x : s) = max
i≤j
gi(xj+1 : s)− (xj+1 − x) and ΘR(P, x : s) = max
i≥j+1
hi(xj , s)− (x− xj)
= ΘL(P, xj+1 : s)− (xj+1 − x) = ΘR(P, xj : s)− (x− xj).
We also need the following observations
Corollary 4. Assume W0,n > 0.
• Let t = min{i : W0,i > 0}. Then ΘL(P, x : s) = 0 for x ≤ xt and ΘL(P, x : s) is a
monotonically increasing function of x for x ≥ xt.
• Let t′ = max{i : Wi,n > 0}. Then ΘR(P, x : s) = 0 for x ≥ xt′ and ΘR(P, x : s) is a
monotonically decreasing function of x for x ≤ xt′ .
• ΘL(P, x : s) and ΘR(P, x : s) are piecewise linear and continuous everywhere except, possibly,
at the vertices xj .
• ΘL(P, x : s) is left continuous at xj and ΘR(P, x : s) is right continuous at xj, i.e.,
lim
x↑xj
ΘL(P, x : s) = ΘL(P, xj : s) and lim
x↓xj
ΘR(P, x : s) = ΘR(P, xj : s),
but can have jumps at xj in the other directions.
Definition 2. The minimum time to evacuate for a given scenario over possible locations of sinks
x is denoted by
ΘOPT (P : s) = min
x∈P
{Θ(P, x : s)} .
The analysis will need the following basic concepts and observations:
Definition 3. [Critical vertex] The left and right critical vertices of x under scenario s are
LCV(x : s) = arg max
i:xi<x
gi(x : s),
RCV(x : s) = arg max
i:xi>x
hi(x : s).
LCV(x : s), (resp. RCV(x : s)) is the vertex at which the maximum value that defines the left
(resp. right) evacuation cost is achieved. In the case of ties in achieving the maximum, arg max
will choose LCV(x : s) (resp. RCV(x : s)) to be the maximizing index i closest to x.
From Corollary 4, ΘL(P, x : s) and ΘR(P, x : s) are, respectively, monotonically increasing
and decreasing nonnegative functions in [x0, xn] (except, respectively, for an interval at their start
and finish where they might be identically zero). Thus, from Equation (1), Θ(P, x : s) first
monotonically decreases in x, reaches a minimum and then monotonically increases in x.
Definition 4 (Unimodality). Let f(x) be a function defined over interval I = [`, r] ⊆ <. f(x)
is Unimodal over interval I, if ∃x∗ ∈ I such that f(x) is monotonically decreasing in [`, x∗) and
monotonically increasing in (x∗, r]. x∗ is called the mode of f .
The discussion preceding the definition and the fact that ΘL(P, x : s) and ΘR(P, x : s) are
continuous everywhere except, possibly, at the points xi, implies the following:
Observation 1. Θ(P, x : s) is a unimodal function in x over P . Furthermore, it is continuous
everywhere except, possibly, at the points xi.
Finally, we define
Definition 5 (Optimal Sink). The Optimal Sink for scenario s is xOPT (s) ∈ [x0, xn] such that
Θ(P, xOPT (s) : s) = ΘOPT (P : s).
This optimal sink is unique because Θ(P, x : s) is a unimodal function of x.
By standard binary searching techniques,
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Observation 2. Let I = [`, r] ⊆ [x0, xn], f(x) a unimodal function over I and x∗ the mode of
f(x) in U. The evaluation of f(xi) for some xi ∈ I will be denoted as a “query”.
Then the unique index i such that x∗ ∈ [xi, xi+1) or the fact that x∗ = xn can be found using
O(log n) queries.
For later use, the following will also be needed.
Lemma 5. Let I be some index set (finite or infinite) and {fz(x) : z ∈ I} be a set of functions,
all unimodal in an interval I. Then, if
fmax(x) = max
z∈Z
fz(x)
exists, it is also a unimodal function in I.
Proof. First suppose that f and g are both unimodal functions with x∗f , x
∗
g being, respectively, the
unique minimum locations of of f and g. Set h = max(f(x), g(x)).
Without loss of generality assume x∗f ≤ x∗g. Then h(x) is monotonically decreasing for x < x∗f
and monotonically increasing for x ≥ x∗g. Now consider x ∈ I ′ = [x∗f , x∗g]: f(x) is monotonically
increasing in I ′, while g(x) is monotonically decreasing in I ′.
If f(x∗f ) ≥ g(x∗f ) then
∀x ∈ I ′, f(x) ≥ f(x∗f ) ≥ g(x∗f ) ≥ g(x)
so h is unimodal with mode x∗f . If f(x
∗
g) ≤ g(x∗g) then
∀x ∈ I ′, f(x) ≤ f(x∗g) ≤ g(x∗g) ≤ g(x)
so h is unimodal with mode x∗g.
Otherwise f(x∗f ) < g(x
∗
f ) and f(x
∗
g) > g(x
∗
g) so x¯ = sup{x ∈ I ′ : f(x) ≤ g(x)} exists and
∀x ∈ [x∗f , x¯], f(x) ≤ g(x) so h(x) = g(x) and ∀x ∈ (x¯, x∗g], f(x) > g(x) so h(x) = f(x)
and h is unimodal with mode x¯.
Repeating this process yields that for any three unimodal functions f(x), g(x), u(x), the function
max (f(x), g(x), u(x)) is also unimodal.
Now suppose that fmax(x) is not unimodal. Then there exist 3 points x1 < x2 < x3 such
that fmax(x1) < fmax(x2) > fmax(x3). Then there exists three functions f1, f2, f3 in the set
{fz : z ∈ Z} satisfying fmax(xi) = f(xi) for i = 1, 2, 3. But this contradicts the fact that
max (f1(x), f2(x), f3(x)) is also unimodal.
2.2. Regret
One method for capturing uncertainty in the input is the min-max regret viewpoint. In this,
the vertex weights are not fully specified in advance. Instead, a range of weights [w−i , w
+
i ] in which
wi(s) must lie is specified. A specific assignment of weights to the vertices is a legal scenario. The
set of all possible legal scenarios is the Cartesian product of all possible ranges for the weights.
S =
n∏
i=0
[w−i , w
+
i ]
Definition 6. Let i, j satisfy 0 ≤ i ≤ j ≤ n and α, β ≥ 0.
• Let s be a scenario. Set s−i,−j(α, β) and s−i(α) to be the unique scenarios satisfying
wt (s−i,−j(α, β)) =

wt(s) if t 6∈ {i, j},
α if t = i,
β if t = j.
, wt (s−i(α)) =
{
wt(s) if t 6= i,
α if t = i.
Note that in some proofs, we will have i = j. In those cases, it will be required that α = β so
that s−i,−j(α, β) = s−i(α).
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xixi−1 xi+1 xi+2 xj−1 xj xj+1
− − −− − −−− −+ + + +α βsi,j(α, β)
Figure 2: Illustration of two varying scenario s = si,j(α, β). All vertices vt with t < i or t > j have wt(s) = w
−
t
and all vertices t with i < t < j have wt(s) = w
+
t . Finally wi(s) = α and wj(s) = β.
• Set s′i,j to be the scenario satisfying
wt
(
s′i,j
)
=

w−t if t < i or j < t,
w+t if i < t < j,
0 if t ∈ {i, j}.
• See Figure 2. Define si,j(α, β) = s−i,−j(α, β) where s = s′i,j .
• For any fixed i, j, the corresponding set of two-varying scenarios is
Si,j =
{
si,j(α, β) : α ∈
[
w−i , w
+
i
]
and β ∈ [w−j , w+j ]} .
In all the definitions that follow, input path P = (V,E), is considered as fixed and given.
Definition 7 (Regret for x under scenario s). The regret for a location x under scenario s is
R(P, x : s) = Θ(P, x : s)−ΘOPT (P : s). (4)
This is the difference between evacuation time to x and the optimal evacuation time.
Definition 8 (Max-regret for x). The Max-regret over all possible legal scenarios for x is:
Rmax(P, x) = max
s∈S
{R(P, x : s)} (5)
Definition 9 (Worst-case scenario). Scenario s ∈ S is a worst-case scenario for x if
Rmax(P, x) = R(P, x : s) (6)
Definition 10 (Minmax regret). The Min-Max Regret value is the minimum possible Max-regret
over all possible locations x:
ROPT (P ) = min
x∈P
{Rmax(P, x)} (7)
The goal is to find x ∈ P such that ROPT (P ) = Rmax(P, x).
2.3. Technical Observations for later use
Lemma 6. Let I = [x0, xn]. Then
1. For every s ∈ S, R(P, x : s) is a unimodal function of x over I.
2. Rmax(P, x) is a unimodal function of x over I.
Furthermore R(P, x : s) and Rmax(P, x) are continuous everywhere except, possibly, at the xi.
Proof. (1) follows from Observation 1 and the fact that subtracting a constant from a unimodal
function leaves a unimodal function.
(2) follows from (1) and Lemma 5.
The continuity of R(P, x : s) follows directly from the continuity of Θ(P, x : s); the continuity
of Rmax(P, x) follows from the continuity of R(P, x : s).
The following technical lemma will be needed later for the correctness of the algorithm.
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Lemma 7. Let ` < r and f`, fr, g` and gr be constants satisfying
f` ≤ fr − (r − `), gr ≤ g` − (r − `). (8)
For all x ∈ [`, r], define
f(x) =

f` if x = `,
fr − (r − x) if x ∈ (`, r),
fr if x = r,
and g(x) =

g` if x = `,
g` − (x− `) if x ∈ (`, r),
gr if x = r
and
f¯(x) =
{
fr − (r − `) if x = `,
f(x) if x ∈ (`, r], and g¯(x) =
{
g(x) if x ∈ [`, r),
gr if x = r.
Note that f(x) (resp. g(x)) is continuous everywhere except possiby at the endpoint x = ` (resp.
x = r) while f¯(x) (reps. g¯(x))) is continuous everywhere.
Finally for all x ∈ [`, r] define
h(x) = max (f(x), g(x)) and h¯(x) = max
(
f¯(x), g¯(x)
)
Then minx∈[`,r] h(x) exists and
min
x∈[`,r]
h(x) = X where X = min
(
h(`), h(r), min
x∈[`,r]
h¯(x)
)
.
Proof. Technically, because h(x) might not be continuous at `, r, only the existence of infx∈[`,r] h(x)
is known. Proving the lemma requires also proving that minx∈[`,r] h(x) also exists.
From the definitions,
h(`) = max (f(`), g(`)) ≤ max (f¯(`), g¯(`)) = h¯(`)
and
h(r) = max (f(r), g(r)) ≤ max (f¯(r), g¯(r)) = h¯(r).
Since h¯ is a continuous bounded function in [`, r], Y = minx∈[`,r] h¯(x) exists, so X also exists.
Now let x∗ ∈ [`, r] be such that Y = h¯(x∗). If x∗ ∈ (`, r), then since h(x) = h¯(x) for all
x ∈ (`, r),
inf
x∈[`,r]
h(x) = min (h(`), h(r), h(x∗)) = X.
If x∗ 6∈ (`, r) then x∗ ∈ {`, r} so Y = min (h¯(`), h¯(r)). Since h(`) ≤ h¯(`) and h(r) ≤ h¯(r),
inf
x∈[`,r]
h(x) = min
(
h(`), h(r), h¯(`), h¯(r)
)
= min (h(`), h(r)) = X.
In both the cases, we have shown that infx∈[`,r] h(x) = X and that the infimum is achieved at
some value h(x), x ∈ [`, r] so minx∈[`,r] h(x) = infx∈[`,r] h(x) = X.
The later proof of Lemma 21 will also require the following simple corollary:
Corollary 8. Fix k and some scenario s ∈ S. Then
min
y∈[xk,xk+1]
Θ(P, y : s) = min (Θ(P, xk : s), Θ(P, xk+1 : s), Y ) .
where
Y = min
y∈[xk,xk+1]
max
{
ΘL(P, xk+1 : s)− (xk+1 − x),ΘR(P, xk : s)− (x− xk)
}
Proof. Set ` = xk, r = xk+1 and
f` = ΘL(P, xk : s), fr = ΘL(P, xk+1 : s),
g` = ΘR(P, xk : s), gr = ΘR(P, xk+1 : s).
From Corollaries 3 and 4, Equation (8) is satisfied. Also from Corollary 3, for x ∈ (xk, xk+1)
f(x) = ΘL(P, xk+1 : s)− (xk+1 − x) = ΘL(P, x : s),
g(x) = ΘR(P, xk : s)− (x− xk) = ΘR(P, x : s).
The proof of the Corollary then follows directly from Lemma 7.
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xi = xj
− −− − −− −− − − −− β
xxOPT
xi xj
− −− − −− −+ + + +α +
xxOPT
xi xj
− −− − −− −+ + + +α β
xxOPT
CV (x : s)
CV (x : s)
CV (x : s)
Case A1a
Case A1b
Case A2
−
−
−
Figure 3: Illustration of the three possible worse-case scenarios that can occur in Case A in Theorem 10. In all
three cases, Θ(P, x) is the time for evacuation from the left. CV (x : s) is the index of the critical vertex in the
evacuation from the left. xOPT is the location of the optimal sink (that minimizes evacuation time). In case A1a,
i = j while in case A1b, i < j but wj(s) = w
+
j . In both A1 scenarios, xj is the critical vertex and xj ≤ xOPT ≤ x.
In case 2, the critical vertex can be anywhere between xj and x and xi ≤ xOPT ≤ xj .
3. Reduction to scenarios with two varying weights
As the scenario space S is infinite, it is impossible to calculate Rmax(P, x) directly from Equa-
tion (5). To sidestep this, the standard approach, e.g., [14, 24, 18, 7], for the uniform capacity case
has been to first reduce the scenario space to a finite set of possible worst-case scenarios.
As the first step in this direction for general capacities, we start with a lemma describing the
effect of changing weights of a single vertex in a scenario.
Definition 11. Let s ∈ S. s′ ∈ S is obtained from s by the operation SHIFT(i, j, δ) by setting
wt(s
′) =
 wi(s)− δ if t = i,wj(s) + δ if t = j,
wt(s) if t 6= i, j.
Note that SHIFT(i, j, δ) is a valid operation only if wi(s) ≥ w−i + δ and wj ≤ w+j − δ.
Lemma 9. Let s′ ∈ S be obtained from s ∈ S by applying a valid SHIFT(i, j, δ) operation.
(a) If i < j and xj ≤ x, then Θ(P, x : s′) ≤ Θ(P, x : s).
(b) If j < i and x ≤ xi, then Θ(P, x : s′) ≤ Θ(P, x : s).
Proof. We prove (a). The proof of (b) is symmetric.
Consider the formula in Lemma 2. For every k, W0,k(s
′) ≤ W0,k(s). Thus, ΘL(P, x : s′) ≤
ΘL(P, x : s). Furthermore, for every k satisfying x ≤ xk, Wk,n(s′) = Wk,n(s). Thus ΘR(P, x :
s′) = ΘR(P, x : s). The proof of the Lemma follows immediately.
Given a set of scenarios S ′ ⊆ S, vertex xi is varying in S ′ if wi(s) not constant for all s ∈ S ′. In
the full set S of all possible scenarios, all the vertices might be varying. The important observation
will be that, when considering sets of worst-case scenarios, it suffices to consider subsets in which
only two vertices are varying and the rest have fixed weights, i.e., the sets Si,j .
Theorem 10. Let x ∈ P. There exists a worst case scenario s for x, such that s ∈ Si,j for some
i < j and at least one of the following conditions is true. See Figure 3.
(A) Θ(P, x : s) = ΘL(P, x : s) and
1. LCV(x : s) = j where xj ≤ xOPT (s) ≤ x, xj < x and
(a) Either i = j (so s ∈ Sj,j)
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(b) or i < j and wj(s) = w
+
j
2. or LCV(x : s) ≥ j and xi ≤ xOPT (s) ≤ xj ≤ x
(B) Θ(P, x : s) = ΘR(P, x : s) and
1. RCV(x : s) = i where x ≤ xOPT (s) ≤ xi, x < xi and
(a) Either i = j (so s ∈ Si,i)
(b) or i < j and wi(s) = w
+
i
2. or RCV(x : s) ≤ i and x ≤ xi ≤ xOPT (s) ≤ xj
Proof. Let s be a worst-case scenario for x. We apply a series of transformations to s, converting
it to s∗, maintaining the property that at each step, the currently constructed scenario remains
a worst-case scenario for x. The final constructed scenario s∗ will satisfy the conditions of the
theorem.
Without loss of generality, assume that Θ(P, x : s) = ΘL(P, x : s) ≥ ΘR(P, x : s). We prove
that a worst-case s′ satisfying (A) exists. The proof for (B) when Θ(P, x : s) = ΘR(P, x : s) will
be totally symmetric.
First note that if x < y, then by the monotonicity of both ΘL(P, y : s) and ΘR(P, y : s) in y,
ΘL(P, x : s) < ΘL(P, y : s) and ΘR(P, x : s) > ΘR(P, y : s).
Thus
Θ(P, y : s) = max{ΘL(P, y : s),ΘR(P, y : s)} > ΘL(P, x : s) = Θ(P, x : s)
and y 6= xOPT (s). Thus, xOPT (s) ≤ x.
For notational simplicity, now set k = LCV(x : s) and y = xOPT (s). By the argument above,
y ≤ x. Also, by the definition of LCV(x : s), xk < x.
Next, change the weights of all vertices i > k to w−i . Denote the resulting scenario as s
′. As no
weights are increased, ΘR(P, x : s
′) ≤ ΘR(P, x : s) and ΘOPT (P : s′) ≤ ΘOPT (P : s). Note that
the weights in [v0, vk] are unchanged and weights to the right of vk can only decrease. From the
definition of k = LCV(x : s),
ΘL(P, x : s
′) = gk(x : s′) = gk(x : s) = ΘL(P, x : s) ≥ ΘR(P, x : s) ≥ ΘR(P, x : s′).
Thus,
Θ(P, x : s′) = max {ΘL(P, x : s′),ΘR(P, x : s′)}
= ΘL(P, x : s)
= Θ(P, x : s).
This yields
Θ(P, x : s′)−ΘOPT (P : s′) ≥ Θ(P, x : s)−ΘOPT (P : s)
Thus, s′ is also a worst case scenario for x. Henceforth, we may assume that wi(s) = w−i for i > k.
Case-1: y = xOPT (s) ≥ xk.
As long as there exists a i, j, δ that permits a valid shift operation, apply SHIFT(i, j, δ), i < j ≤ k.
Utilize the rule of always choosing the smallest i that currently has more than w−i flow and largest
j that currently has less than w+j flow. When applying the shift to i, j, choose the largest possible
δ that maintains validity. Then, either wi is set to w
−
i or wj is set to w
+
j . This process must
therefore conclude after at most k shift operations. Denote the final resulting scenario by s′. This
construction is pushing units of flow to the right, towards k. Thus by construction, it must end in
one of the following two cases
• If wk(s′) < w+k , then ∀t ≤ k, wt(s′) = w−t , so s′ ∈ Sk,k.
• If wk(s′) = w+k , let i < k be the largest index such that wi(s′) > w−i . Then ∀t < i,
wt(s
′) = w−t and ∀i < t ≤ k, wt(s′) = w+t so s′ ∈ Si,k,
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The constructed scenarios are then of type A1a or A1b after setting j = k. Note that this implies
xj = xk < x.
To prove that this set of operations indeed preserves the worst-case property, first note that, by
construction, W0,t(s
′) = W0,t(s) for all t ≥ j. In particular, this implies that W0,j(s′) = W0,j(s).
Since j = k = LCV(x : s), from the definition of gj(x, s),
Θ(P, x : s′) ≥ gj(x : s′) = gj(x, s) = Θ(P, x : s). (9)
Set y′ = xOPT (s′) and j′ = LCV(x : s′). (A-priori, it is possible that j′ 6= j or y 6= y′.)
From Lemma 9(a) and the assumption y ≥ xk = xj ,
Θ(P, y′ : s′) = ΘOPT (P : s′) ≤ Θ(P, y : s′) ≤ Θ(P, y : s) = ΘOPT (P : s). (10)
Thus, from Equations (9) and (10),
Θ(P, x : s′)−ΘOPT (P : s′) ≥ Θ(P, x : s′)−ΘOPT (P : s)
≥ Θ(P, x : s)−ΘOPT (P : s) = Rmax(P, x)
so s′ is also a worse-case scenario for x.
To complete the proof of Case 1 for s′, it suffices to show that j = j′ and y = y′. Note that
Θ(P, x : s′) ≥ Θ(P, x, s) and ΘOPT (P : s′) ≤ ΘOPT (P : s). If either Θ(P, x : s′) > Θ(P, x : s), or
ΘOPT (P : s
′) < ΘOPT (P : s) then
Θ(P, x : s′)−ΘOPT (P : s′) > Rmax(P, x),
contradicting the definition of Rmax(P, x). Thus ΘOPT (P : s
′) = ΘOPT (P : s) and Θ(P, x : s′) =
Θ(P, x : s). Plugging the first equality into Equation (10) immediately yields
Θ(P, y′ : s′) = ΘOPT (P : s′) = Θ(P, y : s′) = ΘOPT (P : s) (11)
so
y′ = y.
Furthermore, the second equality and the fact that W0,t(s
′) = W0,t(s) for all t ≥ j immediately
implies that
j′ = LCV(x : s′) = LCV(x : s) = j.
Case-2: y = xOPT (s) < xk.
Let u < k be the largest index such that xu ≤ y < xk.
First apply SHIFT(i, j, δ), i < j ≤ u if there exists a i, j, δ that permits a valid operation,
using the same rule as in Case-1. By the same argument as in Case 1, these shifts can be shown
to terminate after a finite number of steps. Let s′ be the resulting scenario. Note that after
completing these shifts, one of the following two situations must occur:
• Either wu(s′) < w+u , and thus wt(s′) = w−t for all t < u.
• or wu(s′) = w+u and there exists p < u such that wt(s′) = w−t for all t < p and wt(s′) = w+t
for all p < t ≤ u.
Next, apply SHIFT(j, i, δ), y ≤ xi < xj ≤ xk if there exists a i, j, δ that permits a valid operation.
Now use the rule of always choosing the smallest i that currently has less than w+i flow and largest
j that currently has more than w−j flow. Again, always choose the largest possible δ valid for the
i, j pair. These operations also terminate after a finite number of steps. After the termination of
this seconds set of shifts, the new resulting scenario s′ satisfies
• There exists q, u ≤ q ≤ k such that wt(s′) = w+t for all u < t < q and wt(s′) = w−t for all
q < t ≤ k
Combining this with the fact that,
• ∀t ≥ k, wt(s′) = wt(s) = w−t
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yields that s′ ∈ Sp,q with xp ≤ xu ≤ y ≤ xq ≤ xk.
Set y′ = xOPT (s′) and k′ = LCV(x : s′).
The proof that s′ is also a worst-case scenario for x is similar to that in Case 1.
By construction, W0,t(s
′) = W0,t(s) for all t ≥ k. In particular, this implies that W0,k(s′) =
W0,k(s). Since k = LCV(x : s),
Θ(P, x : s′) ≥ gk(x : s′) = gk(x, s) = Θ(P, x : s).
Both types of shifts (to the right and to the left) applied above satisfy the conditions in
Lemma 9((a) and (b)) with respect to y = xOPT . Applying Lemma 9 and applying the same
argument following Equation (9) yields that Equation (11) is correct for this case as well.
The exact same arguments as in Case-1 then show that s′ is a worst-case scenario for x,
y′ = y and k′ = k completing the proof of Case 2 after setting i = p and j = q. Note that
xj = xq ≤ xk < x.
Definition 12. Let i < j. Set
Gj(x) = max
s∈Sj,j
{
gj(x : s)− min
y : xj≤y≤xn
Θ(P, y : s)
}
and Hi(x) = max
s∈Si,i
{
hi(x : s)− min
y : x0≤y≤xi
Θ(P, y : s)
}
.
These correspond, respectively, to Cases A1a and B1a of Theorem 10.
Now set
Gi,j(x) = max
s∈Si,j ,wj(s)=w+j
{
gj(x : s)− min
y : xj≤y≤xn
Θ(P, y : s)
}
,
G¯i,j(x) = max
s∈Si,j
{(
max
t : xj≤xt≤x
gt(x : s)
)
− min
y : xi≤y≤xj
Θ(P, y : s)
}
,
Hi,j(x) = max
s∈Si,j ,wi(s)=w+i
{
hi(x : s)− min
y : x0≤y≤xi
Θ(P, y : s)
}
,
H¯i,j(x) = max
s∈Si,j
{(
max
t : x≤xt≤xi
ht(x : s)
)
− min
y : xi≤y≤xj
Θ(P, y : s)
}
,
These correspond, respectively, to Cases A1b, A2, B1b and B2 of Theorem 10.
Next, define
Definition 13. For x ∈ P define
G(x) = max
 maxj : x0≤xj<xGj(x), max(i,j)
x0≤xi<xj<x
Gi,j(x), max
(i,j)
x0≤xi<xj<x
G¯i,j(x)

H(x) = max
 maxi : x<xi≤xnHi(x), max(i,j)
x<xi<xj≤xn
Hi,j(x), max
(i,j)
x<xi<xj≤xn
H¯i,j(x)

Theorem 10 then immediately implies the main theoretical result of this paper:
Theorem 11.
Rmax(P, x) = max {G(x), H(x)} .
Proof. By construction, each of the terms comprisingG(x) andH(x) are lower bounds onRmax(P, x).
This is because, if xt < x, for any scenario s and any y ∈ P ,
Θ(P, x : s) ≥ ΘL(P, x : s) ≥ gt(x : s) and ΘOPT (P : s) ≤ Θ(P, y : s)
so
Rmax(P, x) ≥ R(P, x : s) = Θ(P, x : s)−ΘOPT (P : s) ≥ gt(x : s)−Θ(P, y : s).
Plugging into the formulas given in Definitions 12 and 13 immediately shows that Rmax(P, x) ≥
G(x). The proof that Rmax(P, x) ≥ H(x) is similar.
Theorem 10 shows that Rmax(P, x) is achieved by one of the cases that G(x) and H(x) are
enumerating, proving correctness.
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The minimization ranges in Definition 12. We note that the definitions of Gj and Gi,j could be
modified without affecting validity. More explicitly, the range “y : xj ≤ y ≤ xn” in their inner
minimizations could be replaced by “y : xj ≤ y ≤ x” to more closely mirror the statement of
Theorem 10. Theorem 11 would remain correct under this replacement. The longer ranges are
used to simplify the statements of the later evaluation procedures. A similar replacement of
“y : x0 ≤ y ≤ xi” with “y : x ≤ y ≤ xi” could be made in the definitions of Hi and Hi,j .
Comparison to the uniform capacity case. It is instructive at this point to compare the result above
to what is known in the uniform capacity case.
For the uniform capacity case on paths, it is known [14, 24, 18, 7] that the set of s0,0(w
−
0 , w
−
0 )
( i.e., all w−i s) and the scenarios s0,j(w
+
0 , w
+
j ) or sj,n(w
+
j , w
+
n ) for some j provide the worst-case
scenarios for all the sinks. This implies the existence of a simple O(n) sized set of worst-case
scenarios, all structurally independent of the actual input values. The existence of this set is the
cornerstone of the fast (best case O(n) [7]) algorithms for this problem. Similar structural results
hold for the worst-case scenarios for the uniform-capacity minmax regret k-sink on a path [3]
problem and one sink on a tree problem [7].
In contrast, in the general capacities case, no such simple finite set of worst-case scenarios seem
to exist. Theorem 10 reduces the search space of worst-case scenarios substantially, but not to a
finite set.
We now study some properties of the functions G(x) and H(x) that will be useful later.
Lemma 12.
1. Let x ∈ (xu, xu+1) . Then
G(x) = G(xu+1)− (xu+1 − x), and H(x) = H(xu)− (x− xu). (12)
2. Let 0 ≤ u < n. Then
G(xu) ≤ G(xu+1)− (xu+1 − xu), and H(xu+1) ≤ H(xu)− (xu+1 − xu).
Proof. Let x ∈ (xu, xu+1) and s ∈ Sij . From Lemma 2 and corollary 3,
∀t ≤ u, gt(x : s) = gt(xu+1 : s)−(xu+1−x) and ∀i ≥ u+1, hi(x : s) = hi(xu : s)−(xu+1−x).
Directly plugging in the formulas from Definition 12 yields, for all x ∈ (xu, xu+1),
Gj(x) = Gj(xu+1)− (xu+1 − x), Hi(x) = Hi(xu)− (x− xu),
Gi,j(x) = Gi,j(xu+1)− (xu+1 − x), Hi,j(x) = Hi,j(xu)− (x− xu),
G¯i,j(x) = G¯i,j(xu+1)− (xu+1 − x), H¯i,j(x) = H¯i,j(xu)− (x− xu).
(1.) then follows from the definition of G(x) and H(x).
Similarly, from Lemma 2 and corollary 3, for every s ∈ Si,j , we get
∀t < u, gt(xu : s) = gt(xu+1 : s)−(xu+1−xu) and ∀i > u+1, hi(xu+1) = hi(xu)−(xu+1−xu)
Plugging these formulas into the definitions again yields
G(xu) = max
 maxj : x0≤xj<xuGj(xu+1), max(i,j)
x0≤xi<xj<xu
Gi,j(xu+1), max
(i,j)
x0≤xi<xj<xu
G¯i,j(xu+1)
− (xu+1 − xu)
≤ max
 maxj : x0≤xj<xu+1Gj(xu+1), max(i,j)
x0≤xi<xj<xu+1
Gi,j(xu+1), max
(i,j)
x0≤xi<xj<xu+1
G¯i,j(xu+1)
− (xu+1 − xu)
= G(xu+1)− (xu+1 − xu),
proving the left side of (2.). Note that the difference between the first and second lines is the
extension of the ranges on which the maximum is taken.
The proof of the right side of (2.), that H(xu+1) ≤ H(xu)− (xu+1 − xu), is similar.
The next section uses the structural information provided by this section to derive a O(n4)
procedure for finding a worst case scenario for x.
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4. The Algorithm
Theorem 11 and lemma 12 permit efficient calculation of ROPT (P ).
Lemma 13. Let U(n) be the time required to calculate H(xi) and G(xi) for any xi ∈ P. Then
ROPT (P ) can be calculated in O(U(n) log n) time.
Proof. First note that, from Theorem 11,
Rmax(P, xi) = max {G(xi), H(xi)}
can be calculated in O(U(n)) time for any xi ∈ P.
Let x∗ be the sink location such that ROPT (P ) = Rmax(P, x∗). From Lemma 6, Rmax(P, x) is
a unimodal function, so, from Observation 2, the unique index u satisfying xu ≤ x∗ ≤ xu+1 can
be found using O(log n) queries, where a query is the evaluation of Rmax(P, xi) for some xi ∈ P.
Thus, u can be found in O(U(n) log n) time.
After the conclusion of this process, u, G(xu), H(xu), Rmax(P, xu), G(xu+1), H(xu+1) and
Rmax(P, xu+1) are all known.
For x ∈ (xu, xu+1), Lemma 12(1) then yields
G(x) = G(xu+1)− (du − δ) and H(x) = H(xu)− δ
where δ = x− xu and so, from Theorem 11,
Rmax(P, x) = max {G(xu+1)− (xu+1 − x), H(xu)− (x− xu)} .
Lemma 12 shows that h(x) = Rmax(P, x) satisfies the conditions of Lemma 7 for x ∈ [`, r] =
[xu, xu+1] with f(x) = G(x) and g(x) = H(x). Thus
ROPT (P ) = min
x∈[xu,xu+1]
Rmax(P, x)
= min
(
Rmax(P, xu), Rmax(P, xu+1), min
x∈[xu,xu+1]
h¯(x)
)
where
h¯(x) = max {G(xu+1)− (xu+1 − x), H(xu)− (x− xu)} .
Since minx∈[xu,xu+1] h¯(x) can be computed in an additional O(1) time, this completes the proof.
Section 6 will prove the following
Theorem 14. Let x ∈ P , xj ≤ x and i < j. Then each of Gj(x), Gi,j(x), G¯i,j(x), Hi(x), Hi,j(x),
H¯i,j(x) can be evaluated in O(n
2) time.
Together with Definition 13 and Theorem 11, plugging into Lemma 13, this immediately implies
the main result of this paper:
Theorem 1 The 1-sink minmax regret location problem with general capacities on paths can be
solved in O(n4 log n) time. That is, ROPT (P ) can be calculated in O(n
4 log n) time.
5. Upper Envelopes, Good Functions and the Key Technical Lemma
The preceding sections developed the combinatorial results needed to understand the structure
of the one-sink minmax regret problem and developed an O(n4 log n) time algorithm for solving the
problem. The algorithm’s running time (Theorem 1) depended upon the correctness of Theorem 14.
The remainder of the paper will prove Theorem 14.
The first part of this section reviews some properties of upper envelopes. The second part uses
those to prove Lemma 21, the key technical lemma. Section 6 explains how Lemma 21 implies
Theorem 14.
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5.1. Properties of Upper Envelopes
Definition 14.
• For 1 ≤ j ≤ t, let `j , rj be such that `j ≤ rj and for j < t, rj ≤ `j+1.
Let Ij be one of the four intervals [`i, ri], (`i, ri], [`i, ri), or (`i, ri).
A function f(x) will be called piecewise-linear of size t if the domain of x is ∪tj=1Ij where
∀x ∈ Ij , f(x) = mjx+ bj
for some mj , bj . The points
⋃
j{`j , rj} are the critical points of f .
Note: if f(x) is piecewise linear, the definition implies that that if rj = `j+1 and Ij is closed from
the right and Ij+1 is closed from the left, then mjrj + bj = mj+1rj + bj+1. In particular, if all of the
Ij are closed and ∀j < n, rj = `j+1, then f is a continuous piecewise-linear function.
• Let fj(x) = mjx+ bj, 1 ≤ j ≤ t be a set of lines. Their upper envelope is the function
f(x) = max
1≤j≤t
fj(x).
The set of lines is sorted if 0 ≤ m1 ≤ m2 ≤ · · · ≤ mt.
For simplicity, the sequel will use the following terminology:
• f(x) is a good function, if it is a continuous piecewise linear function of size O(n) with all
the slopes mj ≥ 0.
• f(x) is a positive function, if it is a good function with all of the slopes mj > 0.
Furthermore, we will say that a piecewise-linear function restricted to some interval is known if
its critical points and associated linear functions given in sorted order are known. Constructing a
piecewise-linear function f will mean knowing f.
Observation 3. Let fj(x), j = 1, . . . ,m be a sorted set of lines and f(x) be their upper envelope.
• Then f(x) is a continuous piecewise-linear function of size at most m over the reals.
• Let I = [`, r] be an interval. Then there exists a sequence of m′ ≤ m indices, 1 ≤ i1 < i2 <
· · · < im′ ≤ m and a sequence of m′ + 1 critical points ` = q0 < q1 < · · · < qm′ = r such that
∀x ∈ [qt−1, qt], f(x) = fit(x).
• f(x) in [`, r] can be constructed in O(m) time.
We will later use the following simple lemma.
Lemma 15. Let f(x) and g(x) be two known piecewise-linear functions of size O(n) defined in
[`, r]. Then
max
x∈[`,r]
(f(x)− g(x)) and arg max
x∈[`,r]
(f(x)− g(x))
can be calculated in O(n) time.
Proof. In O(n) time, merge the critical points of the two functions into one sorted list. These
sorted points partition [`, r] into O(n) intervals with consecutive critical points as endpoints. In
each of these intervals f(x) and g(x) are each represented by a single line so max(f(x)− g(x)) can
be calculated in O(1) time. Taking the maximum of these O(n) values yields the final answer.
The following useful facts are straightforward to prove and are collected together for later use.
Lemma 16. Let f : I → <, g : I ′ → < be known piecewise linear functions of size O(n).
1. If f : I → < is a positive function, then f−1 : f(I) → I is also a positive function and can
be constructed in O(n) time.
2. Define h = f + g : I ∩ I ′ → < by h(α) = f(α) + g(α). Then h can be constructed in O(n)
time. If f and g are both good, then h is also good; if at least one of f and g are also positive,
then h is also positive.
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3. Define h1, h2 : I ∪ I ′ → < by
h1(α) =
 f(α) if α ∈ (I ∪ I
′) \ I ′
min(f(α), g(α)) if α ∈ (I ∩ I ′)
g(α) if α ∈ (I ∪ I ′) \ I
, h2(α) =
 f(α) if α ∈ (I ∪ I
′) \ I ′
max(f(α), g(α)) if α ∈ (I ∩ I ′)
g(α) if α ∈ (I ∪ I ′) \ I
Then h1, h2 can be constructed in O(n) time. Furthermore, suppose h1 (resp h2) is continu-
ous. Then if f and g are both good, h1 (resp. h2) is also good. If f and g are both positive,
then h1 (resp. h2) is also positive.
4. Let c1 be a constant and c2 > 0 be a constant. Define f1(α) = f(α − c1) and f2 = c2f(α).
Then, f1 and f2 are good functions that can be constructed in O(n) time. Furthermore, if f
is positive then f1 and f2 are positive.
Definition 15. Let a1 ≤ a2 and b1 ≤ b2 Define
B(a1, a2, b1, b2) = [a1, a2]× [b1, b2] =
{
(α1, α2) : α1 ∈ [a1, a2], α2 ∈ [b1, b2]
}
,
B(a1, a2, b1, b2 : α) =
{
(α1, α2) ∈ B(a1, a2, b1, b2) : α1 + α2 = α
}
.
The two main utility lemmas we will need are given below and proven later in Section 7.
Lemma 17. Let fL : [a1, a2] → < and fR : [b1, b2] → < be known good positive functions and set
B = B(a1, a2, b1, b2) and B(α) = B(a1, a2, b1, b2 : α) as introduced in Definition 15. Define
M : [a1 + b1, a2 + b2]→ <, M(α) = min
(α1,α2)∈B(α)
max
(
fL(α1), fR(α2)
)
.
Then M(α) is a good function that can be constructed in O(n) time.
Lemma 18. Let fL : [a1, a2] → < and fR : [b1, b2] → < be known good positive functions.
Furthermore assume the slope sequences of fL(α) and also fR(α) are monotonically increasing.
Set B = B(a1, a2, b1, b2) and B(α) = B(a1, a2, b1, b2 : α) as introduced in Definition 15. Finally,
let ` ≤ r and define
M(α) = min
(α1,α2)∈B(α)
y∈[`,r]
max (fL(α1) + y, fR(α2)− y) .
Then
M : [a1 + b1, a2 + b2]→ <+
is a good function that can be constructed in O(n) time.
5.2. The Key Technical Lemma
We now use the properties of upper envelopes introduced in the previous subsection to prove Lemma 21,
the key technical lemma of the paper.
First, we start with defining the upper envelope functions that underlie the sink evacuation
problem.
Definition 16. Let i, j be indices and s any scenario. For an index t, set dt,j = |xj − xt|. Define
LUEi,j(α : s) = ΘL(P, xj : s−i(α)) = max
0≤t<j
gt(xj : s−i(α)) = max
0≤t<j
(
dt,j +
1
c(xt, xj)
W0,t (s−i(α))
)
,
RUEi,j(α : s) = ΘR(P, xj : s−i(α)) = max
j<t≤n
ht(xj : s−i(α)) = max
j<t≤n
(
dj,t +
1
c(xj , xt)
Wt,n (s−i(α))
)
.
Observation 4. For fixed indices t ≤ j and scenario s,
Wt,j (s−i(α)) =
j∑
k=t
wk (s−i(α)) =
{
Wt,j(s) if i < t or j < i
Wt,j(s) + α− wi(s) if t ≤ i ≤ j .
We now note that the evacuation functions of s−i(α) are upper envelopes of lines in α.
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Lemma 19. Let s be any fixed scenario. Let x be any fixed sink location.
Then ΘL(P, x : s−i(α)), ΘR(P, x : s−i(α)) and Θ(P, x : s−i(α)) are all, as a function of α,
upper envelopes of a set of lines with nonnegative slope. These functions all have O(n) critical
points. Furthermore, these critical points and the line equations of the upper envelopes can be
calculated in O(n) time.
Proof. From Definition 16, observation 4, and corollary 3, ΘL(P, x : s−i(α)) and ΘR(P, x : s−i(α))
are upper envelopes of O(n) lines and therefore each have O(n) critical points. The fact that the
envelopes and critical points can be calculated in O(n) time follows directly from Observation 3
and the fact that, for fixed i, j, in the definition of LUEi,j(α : s) (RUEi,j(α : s)), the slopes
1
c(xt,xj)
( 1c(xj ,xt) ) appear in nondecreasing order as t decreases (increases).
Since the maximum of two upper envelopes with nonnegative slopes is an upper envelope with
nonnegative slope,
Θ(P, x : s−i(α)) = max
(
ΘL(P, x : s−i(α)), ΘR(P, x : s−i(α))
)
is also an upper envelope with nonnegative slope. It can be constructed in O(n) further time
through a simple merge of the left and right upper envelopes.
Lemma 19 implies that all three functions are good functions. They are not necessarily positive
functions because it is possible that they might be constant. It is also possible that for small enough
α, the functions are constant, but, after passing some threshold value of α, they are monotonically
increasing.
The tools above enable proving further technical lemmas that will be needed.
Lemma 20. Let s be fixed and Si,j be as introduced in Definition 6. Let k satisfy i ≤ k ≤ j and
set
B = B(a1, a2, b1, b2), B(α) = {(α1, α2) ∈ B : α1 + α2 = α}
as introduced in Definition 15. Define.
Mk(α) = min
(α1,α2)∈B(α)
Θ(P, xk : si,j(α1, α2)) (13)
Then
Mk(α) : [a1 + b1, a2 + b2]→ <+
is a good function that can be constructed in O(n) time.
Proof. Set s = si,j(0, 0) and
fL(α1) = ΘL (P, xk : si,j(α1, α2)) = LUEi,k(α1 : s),
fR(α2) = ΘR (P, xk : si,j(α1, α2)) = RUEj,k(α2 : s),
where the second equality on each line come from the fact that i ≤ k ≤ j. Then
Θ(P, xk : si,j(α1, α2)) = max(fL(α1), fR(α2)). (14)
From Definition 16 and Lemma 19, LUEi,k(α1 : s) and RUEj,k(α2 : s) are both good positive
functions. The proof follows immediately by applying Lemma 17.
Lemma 21. Let si,j(α, β) be as introduced in Definition 6. Let k satisfy i ≤ k < j and set
B = B(a1, a2, b1, b2), B(α) = {(α1, α2) ∈ B : α1 + α2 = α} .
as introduced in Definition 15. Define
M
(k)
i,j (P : α) = min
(α1,α2)∈B(α)
y∈[xk,xk+1]
Θ(P, y : si,j(α1, α2)). (15)
Then
M
(k)
i,j (P : α) : [a1 + b1, a2 + b2]→ <+
is a good function that can be constructed in O(n) time.
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Proof. Let y ∈ (xk, xk+1). Recall, from Corollary 3,
ΘL (P, y : si,j(α1, α2)) = ΘL (P, xk+1 : si,j(α1, α2))− (xk+1 − y) = LUEi,k+1(α1 : s)− (xk+1 − y),
ΘR (P, y : si,j(α1, α2)) = ΘR (P, xk : si,j(α1, α2))− (y − xk) = RUEj,k(α2 : s)− (y − xk).
Set
fL(α) = LUEi,k+1(α : s)− xk+1, fR(α) = RUEi,k(α : s) + xk.
This permits writing
ΘL (P, y : si,j(α1, α2)) = fL(α1) + y,
ΘR (P, y : si,j(α1, α2)) = fR(α2)− y.
Since LUEi,k+1(α : s) and RUEi,k(α : s) are known good positive functions in α, fL(α) and fR(α)
are also good positive functions and can be constructed in O(n) time.
Now, for ∀y ∈ [xk, xk+1] (note that this is a closed interval), define
C(y, α1, α2) = max (fL(α1) + y, fR(α2)− y) .
By definition
∀y ∈ (xk, xk+1), (α1, α2) ∈ B, C(y, α1, α2) = Θ (P, y : si,j(α1, α2)) . (16)
Because C is piecewise linear, it is uniformly continuous in [xk, xk+1] × B and thus, by the
compactness of [xk, xk+1]×B,
∀α, D(α) = min
(α1,α2)∈B(α)
y∈[xk,xk+1]
C(y, α1, α2) = inf
(α1,α2)∈B(α)
y∈(xk,xk+1)
C(y, α1, α2), (17)
where D(α) exists and is continuous.
Corollary 8 and Equation (16) immediately imply that for any fixed α1, α2,
min
y∈[xk,xk+1]
Θ(P, y : si,j(α1, α2))) = min
(
Θ(P, xk : si,j(α1, α2)), Θ(P, xk+1 : si,j(α1, α2)), min
y∈[xk,xk+1]
C(y, α1, α2)
)
.
Now fixing α and taking the minimum of both sides over all (α1, α2) ∈ B(α) yields
M
(k)
i,j (P : α) = min
(α1,α2)∈B(α)
y∈[xk,xk+1]
Θ(P, y : si,j(α1, α2))
= min
Mk(P : α), Mk+1(P : α), min
(α1,α2)∈B(α)
y∈(xk,xk+1)
C(y, α1, α2)

= min (Mk(P : α), Mk+1(P : α), D(α)) .
Lemma 20 already states that Mk(P : α) and Mk+1(P : α) are good functions that can be
constructed in O(n) time. Lemma 18 and the definition of C show that D(α) is also a good
function that can be constructed in O(n) time. Lemma 16 (3) then immediately implies that
M (k)(P : α) is also a good function that can be constructed in O(n) time, proving the lemma.
The lemma has the following useful Corollary:
Corollary 22. Let a1 ≤ a2 and s be any fixed scenario and 0 ≤ j, k ≤ n. Then
M
(k)
j (P : α) = min
y∈[xk,xk+1]
Θ(P, y : s−j(α)) (18)
is a good function over the interval [a1, a2] that can be constructed in O(n) time.
Proof. Without loss of generality assume k < j (the other direction is symmetric), and choose any
index i ≤ k. Note that s−j(α) = si,j (wi(s), α) . Then
M
(k)
j (P : α) = M
(k)
i,j (P : α)
where (a1, a2, b1, b2) = (wi(s), wi(s), a1, a2), so the proof follows from Lemma 21.
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6. The proof of Theorem 14
This section shows how Lemma 21 permits evaluating each of the 6 functions in Theorem 14
in O(n2) time, proving Theorem 14.
Recall the definition of si,j(α1, α2) from Definition 6. Set s¯ = si,j(0, 0). Note that if xi < xj ≤
xt < x then W0,t(si,j(α1, α2)) = W0,t(s¯) + α1 + αj . Thus
gt(x : si,j(α1, α2)) = d(xt, x) +
1
c(xt, x)
W0,t(si,j(α1, α2))
=
(
d(xt, x) +
1
c(xt, x)
W0,t(s¯)
)
+
1
c(xt, x)
(α1 + α2) (19)
is a linear function in α = α1 + α2. Also note that this function is well-defined for all α ≥ 0.
We now go through the first three functions, one by one.
Lemma 23 (Evaluation of G¯i,j(x)). Fix 0 ≤ i < j ≤ n and x ∈ [x0, xn] such that xj < x. Then
1. G¯i,j(x) = maxi≤u<j G¯
(u)
i,j (x) where
G¯
(u)
i,j (x) = max
s∈Si,j
{(
max
t : xj≤xt<x
gt(x : s)
)
− min
y:xu≤y≤xu+1
Θ(P, y : s)
}
.
2. For all u, i ≤ u < j, G¯(u)i,j (x) can be evaluated in O(n) time.
3. G¯i,j(x) can be evaluated in O(n
2) time.
Proof. (1) follows from a simple manipulation of the definition of G¯i,j(x).
For (2), note that from Equation (19),
max
t : xj≤xt<x
gt(x : si,j(α1, α2)) = Fi,j(α1 + α2)
where
Fi,j(α) = max
t : xj≤xt<x
{(
d(xt, x) +
1
c(xt, x)
W0,t(s¯)
)
+
1
c(xt, x)
α
}
.
Since Fi,j(α) is the upper envelope of O(n) lines given by increasing slope, it is a good function.
Furthermore, by Observation 3, it can be constructed in O(n) time.
Now let M
(u)
i,j (P : α) be as introduced in Lemma 21 with (a1, a2, b1, b2) =
(
w−i , w
+
i , w
−
j , w
+
j
)
and R =
[
w−i + w
−
j , w
+
i + w
+
j
]
. Then
G¯
(u)
i,j (x) = max
s∈Si,j
{(
max
t : xj≤xt<x
gt(x : s)
)
− min
y : xu≤y≤xu+1
Θ(P, y : s)
}
= max
(α1,α2)∈B
{(
max
t : xj≤xt<x
gt(x : si,j(α1, α2))
)
− min
y : xu≤y≤xu+1
Θ(P, y : si,j(α1, α2))
}
= max
(α1,α2)∈B
{
Fi,j(α1 + α2)− min
y : xu≤y≤xu+1
Θ(P, y : si,j(α1, α2))
}
= max
α∈R
(
max
(α1,α2)∈B(α)
{
Fi,j(α)− min
y : xu≤y≤xu+1
Θ(P, y : si,j(α1, α2))
})
= max
α∈R
Fi,j(α)− min
(α1,α2)∈B(α)
y∈[xu,xu+1]
Θ(P, y : si,j(α1, α2))

= max
α∈R
(
Fi,j(α)−M (u)i,j (P : α)
)
.
Fi,j(α) (as noted above) and M
(u)
i,j (P : α) (from Lemma 21) are both good functions that can
be constructed in O(n) time. From Lemma 15, G¯
(u)
i,j (x) can then be calculated in O(n) additional
time. This completes the proof of (2).
(3) follows directly from (1) and (2).
Lemma 24 (Evaluation of Gi,j(x)). Fix 0 ≤ i < j ≤ n and x ∈ [x0, xn] such that xj < x. Then
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1. Gi,j(x) = maxj≤u<nG
(u)
i,j (x) where
Gui,j(x) = max
s∈Si,j ,wj(s)=w+j
{
gj(x : s)− min
y : xu≤y≤xu+1
Θ(P, y : s)
}
2. For all u, j ≤ u < n, G(u)i,j (x) can be evaluated in O(n) time.
3. Gi,j(x) can be evaluated in O(n
2) time.
Proof. (1) follows from a simple manipulation of the definition of Gi,j(x).
For (2), set s′ = si,j(0, w+j ). Note that si,j(α,w
+
j ) = s
′
−i(α). Next, set
hj(α) = gj(x : si,j(α,w
+
j )) = gj(x : s
′
−i(α)) =
(
d(xj , x) +
1
c(xj , x)
W0,j(s
′)
)
+
1
c(xj , x)
α.
Let M
(u)
i (P : α) be as introduced in Corollary 22 with (a1, a2) =
(
w−i , w
+
i
)
. Then
G
(u)
i,j (x) = max
s∈Si,j ,wj(s)=w+j
{
gj(x : s)− min
y : xu≤y≤xu+1
Θ(P, y : s)
}
= max
w−i ≤α≤w+i
(
gj(x, : s¯−i (α))− min
y : xu≤y≤xu+1
Θ (P, y : s¯−i (α)))
)
= max
w−i ≤α≤w+i
(
hj(α)−M (u)i (P : α)
)
.
From Corollary 22, M
(u)
i (P : α) is a good function that can be constructed in O(n) time. From
Lemma 15, G
(u)
i,j (x) can then be calculated in O(n) additional time. This completes the proof of
(2).
(3) follows directly from (1) and (2).
Lemma 25 (Evaluation of Gj(x)). Fix 0 ≤ j ≤ n and x ∈ [x0, xn] such that xj < x. Then
1. Gj(x) = maxj≤u<nG
(u)
j (x) where
Guj (x) = max
s∈Sj,j
{
gj(x : s)− min
y : xu≤y≤xu+1
Θ(P, y : s)
}
2. For all u, j ≤ u < n, G(u)j (x) can be evaluated in O(n) time.
3. Gj(x) can be evaluated in O(n
2) time.
Proof. (1) follows from a simple manipulation of the definition of Gi,j(x).
For (2), set s′ = sj,j(0, 0). Recall that sj,j(α, α) = s′−j(α). Next set
h¯j(α) = gj(x : sj,j(α, α)) = gj(x : s
′
−j(α)) =
(
d(xj , x) +
1
c(xj , x)
W0,j(s
′)
)
+
1
c(xj , x)
α.
Now let M
(u)
j (P : α) be as introduced in Corollary 22 with (a1, a2) =
(
w−j , w
+
j
)
. Then
G
(u)
j (x) = max
s∈Sj,j
{
gj(x : s)− min
y : xu≤y≤xu+1
Θ(P, y : s)
}
= max
w−j ≤α≤w+j
(
gj(x, : s¯−j (α))− min
y : xu≤y≤xu+1
Θ (P, y : s¯−j (α)))
)
= max
w−j ≤α≤w+j
(
h¯j(α)−M (u)j (P : α)
)
.
As in the proof of Lemma 24, from Corollary 22, M
(u)
j (P : α) is a good function that can be
constructed in O(n) time. From Lemma 15, G
(u)
i,j (x) can then be calculated in O(n) further time.
(3) follows directly from (1) and (2).
Lemmas 23 to 25 say that each of G¯i,j(x), Gi,j(x) and Gj(x) can be evaluated in O(n
2) time. A
totally symmetric argument proves that each of H¯i,j(x), Hi,j(x) and Hj(x) can also be evaluated
in O(n2) time. This completes the proof of Theorem 14.
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7. The proofs of Lemmas 17 and 18
Section 4 proved Theorem 1, the main result of this paper, assuming the correctness of Theo-
rem 14. Section 6 proved Theorem 14, assuming the correctness of Lemma 21. Section 5 proved
Lemma 21, assuming the correctness of of Lemmas 17 and 18.
This section will prove the correctness of Lemmas 17 and 18.
Before starting, we note that the complexity in the proof of Lemma 18 arises from requiring
that the resulting piecewise linear function is size O(n). If we were willing to allow an O(n2)
bound, the proof would be much shorter. This would lead to a O(n5 log n) algorithm rather than a
O(n4 log n) one, though. We also note that if we were willing to allow an O(n5 log n) algorithm, a
variant of Theorem 14 with an O(n3) construction bound replacing the O(n2) one could be derived
using a much simpler (and shorter) linear programming approach. This would lead to O(n3)
time algorithms for evaluating each of the 6 terms in Theorem 14, also leading to an O(n5 log n)
algorithm. The main contribution of this section is reducing the O(n2) time down to O(n) by a
more detailed argument, allowing the final O(n4 log n) result.
7.1. Proof of Lemma 17
Proof. In what follows, it is assumed that α ∈ [a1 + b1, a2 + b2]. By the continuity of fL and fR
and the compactness of B, M(α) is well-defined and continuous. Next, define
B˜(α) =
{
(α1, α2) ∈ B(α) : M(α) = max(fL(α1), fR(α2))
}
.
Thus
M(α) = min
(α1,α2)∈B˜(α)
max
(
fL(α1), fR(α2)
)
.
Now define the following five conditions:
(C1) α1 = a1, (C2) α1 = a2, (C5) fL(α1) = fR(α2).
(C3) α2 = b1, (C4) α2 = b2,
A function M¯(α) is called a witness for condition (Ci) if
M¯(α)
{
= M(α) if there exists (α1, α2) ∈ B˜(α) that satisfies condition (Ci)
≥M(α) if there does not exist (α1, α2) ∈ B˜(α) that satisfies condition (Ci)
By default, if there does not exist (α1, α2) ∈ B˜(α) that satisfies condition (Ci) and the function
M¯(α) is undefined for α, we will assume that M¯(α) =∞ (so that it is a trivially a witness).
(i) Claim (*). For every α, ∃(α1, α2) ∈ B˜(α) such that at least one of conditions (C1)-(C5) hold.
Suppose by contradiction there exists some α, such that for every pair (α1, α2) ∈ B˜(α), none of
(C1)-(C5) hold.
Choose any (α1, α2) ∈ B˜(α). Because (C5) does not hold there exists ∆ > 0 such that |fL(α1)−
fR(α2)| = ∆. Without loss of generality, assume fL(α1) > fR(α2) so
M(α) = max(fL(α1), fR(α2)) = fL(α1).
From the continuity of fL(z) and fR(z) and the fact that (C1)-(C4) do not hold, there exists
 > 0 such that
• (α1 − , α2 + ) ∈ B(α).
• 0 < fL(α1)− fL(α1 − ) < ∆/2.
• 0 < fR(α2 + )− fR(α2) < ∆/2.
But then, (α1 − , α2 + ) ∈ B(α), and from the monotonicity of fL(z) and fR(z),
max(fL(α1 − ), fR(α2 + )) = fL(α1 − ) < fL(α1) = M(α),
contradicting the definition of M(α). Thus, Claim (*) holds.
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(ii) Examining (α1, α2) ∈ B˜(α) for which at least one of conditions (C1)-(C4) hold:
If (α1, α2) ∈ B(α) and αi, i = 1, 2 is fixed then α3−i = α− αi is also fixed. In particular defining
M
(i)
k (α), i = 1, 2, 3, 4 as below yields
M (1)(α) = min
(a1,α2)∈B(α)
max(fL(a1), fR(α2)) = max(fL(a1), fR(α− a1)),
M (2)(α) = min
(a2,α2)∈B(α)
max(fL(a2), fR(α2)) = max(fL(a2), fR(α− a2)),
M (3)(α) = min
(α1,b1)∈B(α)
max(fL(α1), fR(b1)) = max(fL(α− b1), fR(b1)),
M (4)(α) = min
(α1,b2)∈B(α)
max(fL(α1), fR(b2)) = max(fL(α− b2), fR(b2)).
Note that the ranges ofM (1), M (2), M (3), M (4), are, respectively, [a1 + b1, a1 + b2] , [a2 + b1, a2 + b2],
[a1 + b1, a2 + b1] and [a1 + b2, a2 + b2].
By construction, each M (i) is, respectively, a witness for condition (Ci).
From Lemma 16 (3) and (4) each of these M (i), i = 1, 2, 3, 4 is a good function that can be
constructed in O(n) time. Note that, while good, they might not be positive since in each case,
one of the f(α), g(α) being inserted into the definition in Lemma 16 (3) is a constant function.
(iii) Examining (α1, α2) ∈ B˜(α) for which condition (C5) holds:
Further define
M (5)(α) = min
(α1,α2)∈B(α)
fL(α1)=fR(α2)
max(fL(α1), fR(α2)). (20)
• From Lemma 16 (1), both f−1L (t) and f−1R (t) are good positive functions that can be con-
structed in O(n) time.
• Let
I¯ =
[
max (fL(a1), fR(b1)) , min (fL(a2), fR(b2))
]
denote the range of M (5). Note that
(α1, α2) ∈ B(α) and fL(α1) = fR(α2) = t ⇐⇒ ∃t ∈ I¯ s.t. f−1L (t) + f−1R (t) = α (21)
• Set g(t) = f−1L (t) + f−1R (t). From Lemma 16 (2), g(t) is a good positive function that can
be constructed in O(n) time. Set h(α) = g−1(α). From Lemma 16 (1), h(α) is also a good
positive function that can be constructed in O(n) time.
• Equation (21) then implies
(α1, α2) ∈ B(α) and fL(α1) = fR(α2) ⇐⇒ fL(α1) = fR(α2) = h(α). (22)
The facts above imply
M
(5)
k : g
(
I¯
)→ I¯ , M (5)k (α) = min
(α1,α2)∈B(α)
fL(α1)=fR(α2)
max(fL(α1), fR(α2)) = h(α) (23)
is a good positive function that can be constructed in O(n) time. Furthermore, M (5) is a witness
to condition (C5).
(iv) Completing the proof
From Claim (*) every (α1, β1) ∈ B˜(α) must satisfy at least one condition (Ci), i = 1, 2, 3, 4, 5,. We
have seen that each M (i), i = 1, 2, 3, 4, 5 is a witness to condition Ci. Thus
M(α) = min
1≤i≤5
M (i)(α). (24)
Furthermore, the M (i), i = 1, 2, 3, 4, 5 are all good functions (with different domains) that can
be constructed in O(n) time. Since M(α) is continuous, from Lemma 16 (3), M(α) is also a good
function that can be constructed in O(n) time.
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7.2. Proof of Lemma 18
Proof. See Figure 4.
In what follows, it is assumed that α ∈ [a1 + b1, a2 + b2]. By the continuity of fL and fR and
the compactness of B, M(α) is well-defined and continuous.
Label the critical points of fL in [a1, a2] as α
L
1 < α
L
2 < · · · < αLt−1 and set αL0 = a1 and αLt = a2.
The intervals ILk = [α
L
k−1, α
L
k ] partition [a1, a2] (note that the subintervals overlap at the critical
points). Let mLk , β
L
k be such that
∀α ∈ ILk , fL(α) = mLkα+ βLk .
By the conditions of the lemma, mL1 < m
L
2 < · · · < mLt .
Similarly, label the critical points of fR in [b1, b2] as α
R
1 < α
R
2 < · · · < αRu−1 and set αR0 = b1
and αRu = b2. The intervals I
R
s = [α
R
s−1, α
R
s ] similarly partition [b1, b2]. Let m
R
s , β
R
s be such that
∀α ∈ IRs , fR(α) = mRs α+ βRs .
By the conditions of the lemma, mR1 < m
R
2 < · · · < mRu .
Finally, let I˘ denote the largest open interval contained in I, so I˘Lk = (α
L
k−1, α
L
k ) and I˘
R
s =
(αRs−1, α
R
s ).
Now define
M(y, α1, α2) = max (fL(α1) + y, fR(α2)− y) .
For fixed α, further define
T (α) =
{
(y, α1, α2) : y ∈ [`, r, ], (α1, α2) ∈ B(α), and M(y, α1, α2) = M(α)
}
.
Every (y, α1, α2) ∈ T (α), is called a candidate triple (for α).
Now consider the following eight conditions:
(C1) y = `, (C2) y = r,
(C3) y 6∈ {`, r} and α1 = a1, (C4) y 6∈ {`, r} and α1 = a2,
(C5) y 6∈ {`, r} and α2 = b1, (C6) y 6∈ {`, r} and α2 = b2,
(C7) At least one of α1 = α
L
k or α2 = α
R
s is true for some k or s
and (y, α1, α2) does not satisfy (C1)− (C6),
(C8) None of (C1)− (C7) is satisfied.
Similar to the proof of Lemma 17 a function M¯(α) is called a witness for condition (Ci) if
M¯(α)
{
= M(α) if there exists (y, α1, α2) ∈ T (α) that satisfies condition Ci,
≥M(α) if there does not exist any (y, α1, α2) ∈ T (α) that satisfies condition Ci.
By default, if no (y, α1, α2) ∈ T (α) exists that satisfies condition (Ci) and M¯(α) is undefined, we
will assume that M¯(α) =∞ (so that it is trivially a witness).
Every candidate triple must satisfy at least one of conditions (C1)-(C8); Claim 7 later will show
that (C8) is superfluous and that every α will be witnessed by some (Ci), i ≤ 7. Similar to the
proof of Lemma 18, we construct O(n)-size piecewise linear witness functions for each (Ci), i ≤ 7,
and then take their minimum. The main work will be for (C7), where it is not a-priori obvious
that the witness function has size O(n).
Set
M (1) : [a1 + b1, a2 + b2]→ <, M (1)(α) = min
(α1,α2)∈B(α)
M(`, α1, α2), (25)
M (2) : [a1 + b1, a2 + b2]→ <, M (2(α) = min
(α1,α2)∈B(α)
M(r, α1, α2). (26)
Direct application of Lemmas 16 and 17 yields that both M (1) and M (2) are good functions that
can be constructed in O(n) time and are, respectively, witnesses for conditions (C1) and (C2).
Now define
y(α1, α2) =
1
2
(fR(α2)− fL(α1)) .
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Note that
fL(α1) + y(α1, α2) =
1
2
(fR(α2) + fL(α1)) = fR(α2)− y(α1, α2)
so
M(y(α1, α2), α1, α2) =
1
2
(fR(α2) + fL(α1)) . (27)
Claim 1: If (y, α1, α2) ∈ T (α), then
y =
 l if y(α1, α2) ≤ ly(α1, α2) if l ≤ y(α1, α2) ≤ r
r if y(α1, α2) ≥ r
(28)
There are three cases to check.
Case (a): Assume l ≤ y(α1, α2) ≤ r: If y > y(α1, α2), then
M(y, α1, α2) ≥ fL(α1) + y > M(y(α1, α2), α1, α2).
Similarly, if y < y(α1, α2), then
M(y, α1, α2) ≥ fR(α2)− y > M(y(α1, α2), α1, α2).
Thus, (y, α1, α2) ∈ T (α) implies y = y(α1, α2).
Case (b): Assume y(α1, α2) ≤ l : If l < y, then
M(y, α1, α2) ≥ fL(α1) + y
> fL(α1) + l
≥ fL(α1) + y(α1, α2)
= fR(α2)− y(α1, α2)
≥ fR(α2)− l.
Thus
M(y, α1, α2) > max (fL(α1) + l, fR(α2)− l) = M(l, α1, α2).
So (y, α1, α2) ∈ T (α) implies y = l.
Case (c): Assume y(α1, α2) ≥ r : If y < r then
M(y, α1, α2) ≥ fR(α2)− y
> fR(α2)− r
≥ fR(α2)− y(α1, α2)
= fL(α1) + y(α1, α2)
≥ fL(α1) + r.
Thus
M(y, α1, α2) > max (fL(α1) + r, fR(α2)− r) = M(r, α1, α2).
So (y, α1, α2) ∈ T (α) implies y = r.
This completes the proof of Claim 1.
Claim 2: If (y, α1, α2) ∈ T (α) and y 6∈ {`, r} then
y = y(α1, α2) and M(y, α1, α2) =
1
2
(fL(α1) + fR(α2)) .
Claim 2 follows directly from Claim 1 and Equation (27).
Now define (for the appropriate ranges)
M (3)(α) = M (y(a1, α− a1), a1, α− a1) = 12 (fL(a1) + fR(α− a1)) .
M (4)(α) = M (y(a2, α− a2), a2, α− a2) = 12 (fL(a2) + fR(α− a2)) .
M (5)(α) = M (y(α− b1, b1), α− b1, b1) = 12 (fL(α− b1) + fR(b1)) .
M (6)(α) = M (y(α− b2, b2), α− b2, b2) = 12 (fL(α− b2) + fR(b2)) .
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Multiple applications of Lemma 16 show that M (i) i = 3, 4, 5, 6 are all positive good functions that
can be constructed in O(n) time.
From Claims 1 and 2, if (y, α1, α2) ∈ T (α) satisfies condition (Ci) for i = 3, 4, 5, 6, then
M(α) = M (i)(α). Thus M (i) i = 3, 4, 5, 6 are witnesses for condition (Ci).
We now consider when a candidate triple (y, α1, α2) ∈ T (α) satisfies condition (C7). We first
derive properties that will permit constructing this witness function quickly.
Claim 3: Suppose (y, α1, α2) ∈ T (α) does not satisfy any of conditions (C1)− (C6)
(A) Further suppose that α1 = α
L
k is a critical point of fL and α2 ∈ IRs =
[
αRs−1, α
R
s
]
. Then
(i) if α2 > α
R
s−1, then m
R
s ≤ mLk+1
(ii) if α2 < α
R
s , then m
L
k ≤ mRs .
(iii) If α2 ∈ I˘Rs then mLk ≤ mRs ≤ mLk+1.
(B) Now, further suppose (y, α1, α2) ∈ T (α) does not satisfy any of conditions (C1) − (C6),
α2 = α
R
s is a critical point of fR and α1 ∈ ILk = [αLk−1, αLk ]. Then
(i) if α1 > α
L
k−1, then m
L
k ≤ mRs+1.
(ii) if α1 < α
L
k , then m
R
s ≤ mLk .
(iii) If α1 ∈ I˘Lk then mRs ≤ mLk ≤ mRs+1.
We prove (A). The proof of (B) is symmetric.
From Claim 2 and (y, α1, α2) not satisfying (C1) and (C2), we have y = y(α1, α2) and ` < y < r.
From (y, α1, α2) not satisfying any of (C3)− (C6), we can find  small enough that
∀α′1 ∈ [α1 − , α1 + ], ∀α′2 ∈ [α2 − , α2 + ], ` < y(α′1, α′2) < r.
Thus, from Claims 1 and 2,
M(y, α1 + , α2 − ) = 1
2
(fL(α1 + ) + fR(α2 − )) ,
M(y, α1 − , α2 + ) = 1
2
(fL(α1 − ) + fR(α2 + )) .
From α1 = α
L
k , for small enough ,
fL(α1 − ) = fL(α1)−mLk , and fL(α1 + ) = fL(α1) +mLk+1,
To see (i), note that if if α2 > α
R
s−1, then for small enough  > 0,
fR(α2 − ) = fR(α2)−mRs .
This implies that if mRs > m
L
k+1,
M(y, α1 + , α2 − ) = 1
2
(fL(α1 + ) + fR(α2 − )) ,
=
1
2
(fL(α1) + fR(α2)) +

2
(
mLk+1 −mRs
)
<
1
2
(fL(α1) + fR(α2)) = M(y, α1, α2)
contradicting the fact that (y, α1, α2) is a candidate triple. Thus, m
R
s ≤ mLk+1.
To see (ii), note that if α2 < α
R
s , then for small enough  > 0,
fR(α2 + ) = fR(α2) +m
R
s .
This implies that if mRs < m
L
k ,
M(y, α1 − , α2 + ) = 1
2
(fL(α1 − ) + fR(α2 + )) ,
=
1
2
(fL(α1) + fR(α2)) +

2
(
mRs −mLk
)
<
1
2
(fL(α1) + fR(α2)) = M(y, α1, α2)
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fL(α) fR(α)
Figure 4: Illustration of situation in Claim 4 with the two functions fL(α), fR(α) and their critical points. Note
that the slopes of of fR(α) in intervals I
R
s , I
R
s+1, I
R
s+2 fall between the slopes of I
L
k , I
L
k+1 so RLk = {s, s+ 1, s+ 2}.
again contradicting the fact that (y, α1, α2) is a candidate triple. Thus m
L
k ≤ mRs .
Point (iii) follows from combining points (i) and (ii), completing the proof of Claim 3(A).
Claim 4: Suppose (y, α1, α2) ∈ T (α) satisfies condition (C7). For each αLk and αRs , define
RLk =
{
s : mLk ≤ mRs ≤ mLk+1
}
, RRs =
{
k : mRs ≤ mLk ≤ mRs+1
}
and
ILk =
⋃
s∈RLk
IRs , IRs =
⋃
k∈RRs
ILk .
Then
(A) If α1 = α
L
k is a critical point of fL then
either α2 ∈ ILk or α2 = αRs (a critical point of fR) and α1 ∈ IRs .
(B) If α2 = α
R
s is a critical point of fR
then either α1 ∈ IRs or α1 = αLk (a critical point of fL) and α2 ∈ IRk .
We prove (A). The proof of (B) is symmetric.
Suppose that (y, α1, α2) ∈ T (α) satisfies condition (C7) with α1 = αLk . If α2 ∈ I˘Rs , then by
Claim 3(A)(iii), IRs ⊆ ILk and the claim is correct.
Otherwise, α2 is a critical point, i.e., α2 = α
R
s for some s. Claims 3(A) (i) and (ii) then imply
mRs ≤ mLk+1 and mRs+1 ≥ mLk .
If mLk ≤ mRs then α2 ∈ IRs ⊆ ILk and the claim is correct. Otherwise mRs < mLk ≤ mRs+1 and
α1 ∈ ILk ⊆ IRs and the claim is correct.
The decomposition above permits constructing a compact function to witness condition (C7).
It will match each critical point of fL(α) (fR(α)) to its associated interval in fR(α) (fL(α)).
Before continuing, we introduce the following useful notation. If I = [a, b] let α+ I denote the
interval [a+ α, b+ α]. We say that [a1, b1] = I1 < I2 = [a2, b2] if b1 < a2 and I1 ≤ I2 if b1 ≤ a2.
It would be elegantly convenient for the later proof if the αLk +I
R
s with s ∈ RLk were all disjoint.
Unfortunately, this is not true. The best that can be proven is the next claim (which suffices for
our purposes).
Claim 5:
(A) Let k1 < k2 and s1 ∈ RLk1 and s2 ∈ RLk2 such that I = (αLk1 + IRs1) ∩ (αLk2 + IRs2) 6= φ.
Then k2 = k1 + 1.
(B) Let s1 < s2 and k1 ∈ RRs1 and k2 ∈ RRs2 such that I = (αRs1 + ILk1) ∩ (αRs2 + ILk2) 6= φ.
Then s2 = s1 + 1.
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We prove (A). The proof of (B) is symmetric.
Since mLk1+1 ≤ mLk2 , by definition s1 ≤ s2. If s1 < s2, then IRs1 ≤ IRs2 , and as αLk1 < αLk2 , we get
αLk1 + I
R
s1 < α
L
k2
+ IRs2 so I = ∅. Thus, we may assume s1 = s2.
From the definition of RLk , mRs1 ≤ mLk1+1 ≤ mLk2 ≤ mRs2 . Since s1 = s2, k2 = k1 + 1.
Claim 6: Define
hLk (α) = M
(
y(αLk , α− αLk ), αLk , α− αLk
)
=
1
2
(
fL(α
L
k ) + fR(α− αLk )
)
if α ∈ αLk + ILk ,
hRs (α) = M
(
y(α− αRs , αRs ), α− αRs , αRs
)
=
1
2
(
fL(α− αRs ) + fR(αRs )
)
if α ∈ αRs + IRs ,
where the functions have value ∞ outside their specified domains. Further set
HL(α) = min
1≤k<t
hLk (α), H
R(α) = min
1≤s<u
hRs (α) and M
(7)(α) = min
(
HL(α), HR(α)
)
.
Then M (7)(α) is a piecewise linear function with positive slopes that is a witness to condition
(C7) and can be built in O(n) time.
To prove this claim, first note that by definition, ∀α, M (7)(α) ≥M(α). Now, let (y, α1, α2) be
a candidate triple for α that satisfies condition (C7). This implies that either α1 = α
L
k for some k,
α2 = α
R
s for some s or both at once.
Assume that α1 = α
L
k and set α2 = α − α1. From Claim 4 and Claim 2, one of the following
two events must occur.
• α2 ∈ IRs , and thus hLk (α) = M(y(α1, α2), α1, α2) = M(α) or
• α2 = αRs is a critical point of fR and α1 ∈ IRs and thus hRs (α) = M(y(α1, α2), α1, α2) = M(α)
Thus, M (7)(α) = M(α). The proof that M (7)(α) = M(α) if we assume α2 = α
R
s is symmetric.
This proves that M (7)(α) is a witness to condition (C7).
We now show how to construct HL(α) in O(n) time (and that it has O(n) critical points).
To start, set Ik = α
L
k + ILk , the domain of hLk (α). Let `k, rk be such that Ik = [`k, rk]. Note
that Ik contains |RLk | + 1 critical points. so each hLk (α) can be built in time O(|RLk | + 1). Fur-
thermore, since a critical point of HL(α) must be a critical point of one of the Ik, H
L(α) has
O
(∑
k(|RLk |+ 1)
)
= O(n) critical points.
To continue, note that by construction, `k ≤ `k+1, rk ≤ rk+1 and, from Claim 5, rk−1 < `k+1.
For j < t, define HLj (α) = min
1≤k≤j
hLk (α). Its domain is Dj = ∪1≤k≤jIj = Dj−1 ∪ [`j , rj ].
Set HL1 (α) = h
L
1 (α). Now assume that H
L
j is known. We will build H
L
j+1 from H
L
j . There are
two possible cases.
In the first case, rj < `j+1. Then Dj < Ij+1 so we can just concatenate Ij+1 (along with the
associated function information of hLj+1(α)) to the end of Dj . This takes O(|RLj+1|+ 1) time.
In the second case, rj ≥ `j+1. First note that, since rk−1 < `k+1, Dj−1 ∩ Ij+1 = ∅. Thus
Dj ∩ Ij+1 = Ij ∩ IJ+1 = [`j+1, rj ] and
HLj+1(α) =

HLj (α) if α ∈ Dj−1 ∪ [`j , `j+1)
min(hj(α), hj+1(α)) if α ∈ Ij ∩ Ij+1 = [`j+1, rj ]
hj+1(α) if α ∈ (rj , rj+1]
Since Dj−1 ∩ Ij+1 = ∅, the critical points that define Dj in [`j+1, rj ] are all critical points in Ij .
Thus HLj (α) defined on Dj can be trimmed back to only being defined on Dj−1 ∪ [`j , `j+1) in
O(|RLj |+ 1) time. This yields HLj+1(α) defined on Dj−1 ∪ [`j , `j+1) .
HLj+1(α) defined on [`j+1, rj ] can be constructed in O(|RLj |+ |RLj+1|+ 1) time.
HLj+1(α) = hj+1(α) defined on (rj , rj+1] can be constructed in O(|RLj+1|+ 1) time.
Concatenating the three pieces (which only intersect at their endpoints) requires only O(1)
more time and yields the full description of HLj+1(α).
We have therefore just shown that, in both cases, the time required to construct HLj+1(α) from
HLj (α) is O(|RLj |+ |RLj+1|+ 1).
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Thus, the total time to construct HL(α) = HLt−1(α) is
O
 ∑
1≤k<t
(|RLj |+ |RLj+1|+ 1)
 = O(t) = O(n).
A similar argument shows that HR(α) can also be built in O(n) time and has O(n) critical
points. Thus, the piecewise linear function M (7)(α) with its critical points in sorted order can be
built in O(n) time. Since both HL(α) and HR(α) have O(n) critical points, M (7)(α) does as well.
Furthermore, since all the individual hLk (α) and h
R
s (α) have positive slopes, M
(7)(α) does as
well. This completes the proof of Claim 6.
Claim 7: Suppose (y, α1, α2) ∈ T (α) satisfies condition (C8). Then there exists another (y′, α′1, α′2) ∈
T (α) that satisfies at least one of the conditions (C1)− (C7).
Because (y, α1, α2) does not satisfy any of conditions (C1) − (C7), α1 is not a critical point
of fL, α2 is not a critical point of fR and l < y(α1, α2) < r since otherwise, either (l, α1, α2) or
(r, α1, α2) ∈ T (α) and we are done. Furthermore, there exist k, s and  > 0 such that
[α1 − , α1 + ] ⊆ ILk , and [α2 − , α2 + ] ⊆ IRs . (29)
and at least one of the following facts is true:
(a) at least one of the two points α1 ±  is a critical point of fL (b) α1 −  = a1, (c) α1 +  = a2,
(d) at least one of the two points α2 ±  is a critical point of fR (e) α2 −  = b1, (f) α2 +  = b2.
Recall that Equation (29) implies
∀α′1 ∈ [α1 − , α1 + ], fL(α′1) = mLkα′1 + bLk and ∀α′2 ∈ [α2 − , α2 + ], fR(α′2) = mRs α′2 + bRs .
Suppose that mLk 6= mRs . Without loss of generality, assume that mLk > mRs . Because neither
condition (C2), (C3) hold, we can choose 
′ <  small enough that
y(α1 − ′, α2 + ′) = y(α1, α2)− 
′
2
(mLk −mRs )
satisfies
l ≤ y(α1 − ′, α2 + ′) ≤ r.
But then
M(y(α1−′, α2+′), α1−′, α2+′) = M(y(α1, α2), α1, α2)−
′
2
(mLk−mRs ) < M(y(α1, α2), α1, α2) = M(α)
contradicting the definition of T (α). So this case can not occur and mLk = m
R
s .
Now mLk = m
R
s implies that
y(α1 − , α2 + ) = y(α1, α2) = y(α1 + , α2 − )
and
M(y(α1 − , α2 + ), α1 − , α2 + ) = M(y, α1, α2) = M(y(α1 + , α2 − ), α1 + , α2 − ).
Since at least one of facts (a)-(f) is true, this constructs a candidate triple for (y(α1 + , α2 −
), α1 − , α2 + ) ∈ T (α) that satisfies at least one of conditions (C1)− (C7), thus proving Claim
7.
Claim 8: M(α) is a good function that can be constructed in O(n) time.
From Claim 7, for every α, there exists a candidate triple for α that satisfies at least one of
conditions (C1) − (C7). We have already seen that, for each i = 1, . . . 7, M (i)(α) is a witness to
condition (Ci). Thus M(α) = min1≤i≤7M (i)(α).
Each M (i)(α), i ≤ 6 is a good function that can be built in O(n) time. From Claim 6, M (7)(α)
is a piecewise linear function of size O(n) that can be built in O(n) time (it might not be good
since it might not be continuous). Thus, from Lemma 16, M(α) is a piecewise linear function that
can be built in O(n) time, all of whose slopes are positive.
M(α) being good follows from the continuity of M (noted at the start of the proof).
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8. Conclusion and Possible Extensions
This paper provided an O(n4 log n) time algorithm for solving the 1-sink location minmax regret
problem on a dynamic path network with general capacities. To the best of our knowledge, this
is the first polynomial time algorithm for solving any sink location minmax regret problem with
general capacities for any type of graph and any number of sinks.
While polynomial, this running time is quite high and an obvious direction for future research
would be to speed it up. One possible approach would be to note that Section 4 shows that the
problem can be solved in O(U(n)n2 log n) time where U(n) is the time required to calculate Gi,j(x)
and the other functions introduced in Definition 12. The second half of the paper, Sections 6 and 7,
develop a machinery for proving that U(n) = O(n2).
Any improvement to U(n) would improve the algorithm. We note without details that an even
more intricate analysis than that presented here could evaluate Gi,j(x) and Gj(x) in O(n) rather
than O(n2) time. This analysis uses amortization to show that not only is M
(u)
i (x) a good function
of size O(n) for each u, but the full Mi(x) has size O(n) as well (the analysis presented in this
paper only shows that Mi(x) has size O(n
2)). Straightforward modifications of Lemmas 24 and 25
would then evaluate Gi,j(x) and Gj(x) in O(n) time.
The reason that this approach can not (yet) be used to derive a better bound on U(n) is that
the amortization argument strongly uses the fact that Mi(x) is a piecewise linear function of only
one varying parameter. This permits showing that the different M
(u)
i (x) can not all be large and
thus Mi(x) = maxuM
(u)
i (x) is not composed of many pieces. The amortization argument fails
for Mi,j(x) though, because Mi,j(x) is fundamentally a piecewise linear function in two varying
parameters. Thus, it would not be possible to use this to prove that U(n) = O(n).
This failure does highlight that a possible method of improving the algorithm would be devel-
oping a different approach to showing that Mi,j(x) has size O(n). An O(n) time construction of
Mi,j(x) (it is unknown whether this is possible) would immediately imply that U(n) = O(n) and
lead to an O(n3 log n) time algorithm.
It would also be interesting to try to solve the k-sink location minmax regret problem on a
dynamic path with general capacities for any k > 1. The corresponding algorithms [21, 7, 3] in
the uniform capacity case strongly utilized the combinatorial structure of worst case solutions that
were independent of the actual scenario weight values. Because the worst case scenarios in the
general capacity case are dependent on the actual weight values, those techniques can not be easily
transferred.
Similarly, it would also be interesting to try to solve the 1-sink location minmax regret prob-
lem on a dynamic tree with general capacities. The corresponding regret problem with uniform
capacities [19, 7] used the fact that the optimization (not regret) problem on a tree with uniform
capacities could be transformed to a path problem. This reduction is no longer valid in the general
capacity case and so those techniques can also not be easily transferred here.
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