ABSTRACT Mobile edge computing provides low-latency service computing for the Internet of Things (IoT). Considering the computational cost of high-quality image steganography in practical mobile applications, we believe that mobile edge computing could provide real-time service computing for covert communications. As a mainstream approach to convert communication, image steganographic algorithms prefer to hide secret data in well-textured regions in order to reduce the possibility of being detected. Recently, the generative adversarial networks (GAN) has become one of the most popular architectures for image steganography. However, the GAN-based image steganographic algorithms directly conduct the secret data embedding on the entire cover images and do not sufficiently take the regional texture complexity into account, which will compromise the anti-detection ability. To address this issue, we propose a novel image steganographic algorithm on the generated foreground object region with rich textures. More specifically, the foreground object region is generated onto a given cover image by the GAN, and the secret data is embedded in the foreground object region simultaneously during the generation of the region. The experimental results show that the proposed method can resist steganalysis effectively without significant degradation of image quality and achieve real-time processing.
I. INTRODUCTION
With the development of IoT and related technologies, there are new solutions to the constraints of network transmission and service computing in IoT [32] , [33] . By moving complex computing processing to the edge server of IoT [38] , MEC solves the limitation of computing resources in mobile terminals and enables applications with high computing capacity to be deployed on mobile terminals [1] , [2] , [39] . However, The associate editor coordinating the review of this manuscript and approving it for publication was Tie Qiu. It is important to note that security issues in the IoT also pose new threats [34] . Steganography, as an important algorithm in secure transmissions, can realize covert communication in public channels, which usually requires high computational overhead, especially in the embedding process with images and video as covers. Meanwhile, image steganographies is an important branch of the field of information security. A steganography algorithm is designed to realize covert communication, and it can be used to protect the security of data and transmission by hiding secret information in a given carrier [35] . Usually, the carrier used to carry secret information is called cover, and a cover after secret information hiding is called a stego. In this paper, information hiding is introduced into the mobile computing service with IoT, and covert communication can be realized on the platform of IoT through the auxiliary calculation of MEC. In addition, the proposed scheme can avoid secret disclosure flaw by retaining the lowcomputational secret information embedding process in the mobile terminal.
The patterns of image steganography are classified into embedding-based methods and coverless-based methods. Obviously, the embedding-based methods tend to utilize the redundancy of the cover to embed confidential information. In spatial domain, pixel values can be used to modify and embed information. The human eyes will not notice the slight changes when the least significant bit (LSB) of cover image pixels is used to embed secret data. Holub et al. [3] designed a universal distortion function called UNIWARD that illustrates the cost from a cover to a stego in an arbitrary domain. Sedighi et al. [4] put forward a secure and detectable cost function in the proposed method MiPOD. These methods focus on the statistical features of images which can describe the changes brought by steganography, thus they achieve adaptive steganography. Since the definition of distortion function for an embedded pixel defined by heuristics is fixed, the embedding algorithm will be more inclined to embed the secret information in the pixel when the loss value of distortion function tends to zero. As such, the secret information embedded by the methods [3] , [4] will be detected by a specific steganalysis algorithm potentially. In order to hide secret information into the foreground object region of cover images, Meng et al. [14] found that the object detection algorithms are effective in search for foreground object with rich texture, and proposed the steganography algorithm using the deep learning-based object detection algorithms. Due to the distortion functions defined by these methods provide universal costs for embedding, they can be introduced to the GAN-based [11] approaches. Instead of modifying the cover, coverless-based approaches encode the mapping of the elements in the image library and the secret information. Zhou et al. [5] proposed a coverless method for information hiding by matching features of image patches. The method proposed by Cao et al. [6] is to hide secret information in the natural cover images attribute to the mapping between secret information and image features. Obviously, these methods are limited in capacity and they need effective mapping schemes. Duan et al. [15] proposed a method of generative coverless information hiding through generating mappings between covers and secrets. Although their method has impressive experimental results, there is a lack of corresponding experiments to validate the anti-detection ability. In this paper, a proof experiment on foreground object embedding is conducted to detect the anti-detection ability of the proposed method.
In the field of image generation based on deep learning, GAN provides an effective framework including a generator and a discriminator [11] . Depending on the adversarial training between the two sub-networks, relatively highquality image generation is achieved by the trained model. Since steganography and steganalysis are also antagonistic, it is reasonable to adapt the GAN framework to design steganography algorithm. In fact, there are already some steganography methods based on GAN, which can mainly be divided into two categories. One type [16] , [17] , [19] of these methods can ensure the complexity of image texture in the generation process by embedding information directly in the images generated based on GAN. However, the image integrity and the image quality of the generated image cannot be ensured. In other words, the generated images pay attention to the foreground information and ignore the details of the background. The other type [22] , [23] of the GAN-based steganography algorithms constructs modification map by reducing loss through the training process whose loss function refers to the methods of artificially designed distortion function. Finally, the modification map gives the location and ratio for the embedding process. The cover images have higher image integrity and image quality since this type of methods directly embed information on the original natural images. However, it lacks the advantage to proactively generate regions suitable for steganography. Considering that existing GAN-based steganography algorithms cannot guarantee image integrity and image quality, and do not have a high degree of flexibility to generate well-textured region suitable for steganography algorithms, this paper attempts to achieve a good trade-off between the two aspects.
In the field of image steganography, we have noticed the advantages of the foreground region steganography algorithms that embed secret information on the well-textured foreground object region of the image [14] . Therefore, this paper will make use of the idea of foreground object embedding. Consistent with other GAN-based steganography algorithms, this paper also adds a steganalysis module to the discriminator in GAN to achieve adversarial training. The proposed algorithm in this paper uses a GAN-based foreground generation algorithm [27] to generate a foreground object on the background of the original cover image and embed secret information in the foreground object. Thus, while guaranteeing image integrity and image quality, we achieve the purpose of artificially generating the foreground object region with well-texture.
In this paper, adversarial training in GAN is adapted to train a generating network model that can fool steganalysis algorithm by adding a sub-discriminant network. Taking the advantage that the images generated by GAN have the characteristics of well-texture, we reconstruct the original cover images by generating foreground objects with the proper semantics meaning on the original cover images based on GAN. Then we embed the secret information in the generated region to increase security. The accuracy of steganalysis is reduced during the training process. The contributions of this paper are given as follows. (a). We enhance the texture complexity of the cover image by generating a well-textured foreground region with proper semantic meaning on a given cover image. (b). A steganography network based on GAN is proposed. By using the GAN, it generates the foreground region on the cover image, and meanwhile embeds secret information during the generation of foreground regions. Consequently, it has high anti-detection ability while maintains high image quality. (c). The embedding process achieves real-time performance for the transmission in IoT.
II. RELATED WORKS A. STEGANOGRAPHY ALGORITHMS BASED ON GAN
As mentioned in the previous section, there is rapid development in steganography based on GAN. The generator is trained to beat the discriminator in GAN. Similarly, the steganography is designed to beat the steganalysis. Thus, the adversarial concept is consistent between GAN and steganography. Hayes and Danezis [16] defined a neural network consist of three parts, a steganography encoder, a steganography decoder and a steganalyzer. They expected to train a steganography algorithm and a steganalysis algorithm at the same time. Although the experimental results are not satisfactory, the architecture is illuminating for contrasting an appropriate GAN to steganography filed. Volkhonskiy et al. [17] proposed steganography GAN (SGAN) based on deep convolutional GAN (DCGAN) [18] . Besides the universal structure of GAN, they added an information embedding module after the generator and a steganalysis network which is similar to the discriminate network of DCGAN. In order to test the anti-detectability of the training stego, they set up another steganalysis network by adding high-pass filters after the inputs according to the early CNN-based steganalysis algorithm [30] . On the basis of SGAN, Shi et al. [19] improved it by changing the basic structure from DCGAN to WGAN [20] , then moving the high-pass filters from the test steganalysis network to the discriminate network and named their steganography network as SSGAN. Even there are few improvements in SSGAN, the scheme is more secure that proved by the experiments. Inspired by syndrome-trellis codes (STC) [21] , Tang et al. [22] designed a new scheme for GAN based steganography algorithm. They introduced the distortion function of practical steganography algorithms into the loss function of the neural network in their ASDL-GAN. After that, ASDL-GAN is improved by Yang et al. [23] . They designed a new activation function in the networks to speed up the training process and make the performance better. The generator network is changed to save the training time too.
B. STEGANALYSIS
For embedding-based steganography algorithms, there are corresponding steganalysis algorithms, such as SPAM [7] , SRM [8] There are also some ways to improve these algorithms. Yang et al. [9] improved SRM by comparing the different effects of different filters. These methods analyze images by constructing high-dimensional statistical features of the artificial design. However, these methods do not have high algorithm universality. By the way, the training data and test data are required to consist with the steganography algorithm.
The latest steganalysis method based on deep learning can detect steganography effectively to some extent. Especially, YeNet [12] proposed by Ye et al. has achieved better experimental results than SRM. By adding high-pass filters to the convolution kernels and designing the network as a DCNN architecture, the precision of detecting rate has been enhanced. In addition, Chen et al. [13] proposed a phaseaware CNN for JPEG images steganalysis through designing phase separation model. In their method, they adjusted batch normalization and fixed linear filters. These methods make use of the progress of deep learning in feature extraction and classification tasks to achieve high-precision steganalysis detection.
C. MULTI-MODAL CONDITIONAL GAN
As an important branch and research of GAN, conditional GAN [24] adds conditions as a generative variable which indicates the details of the generation. Depending on the specific tasks, there are different modality of the conditions such as class labels [24] , text descriptions [25] and locations [26] . Class labels guide the categories for generated images in the task of the native conditional GAN. When text descriptions or object locations become to the conditional constraints, the generated images should satisfy in the input text descriptions or input locations for the expected output. Further, the complexity of the task requires multiple modes of constraints. The aim of multi-modal conditional GAN is to output that images satisfying the conditions of different modalities. The high resolution and quality of generated i0mages by MC-GAN [27] , which outputs are photo-realistic on the descriptions, are adapted for steganography task for not causing suspicion. More importantly, the structure of background reconstruction recovers the input images. The architecture of MC-GAN inherits StackGAN [25] , whose outputs are improved in images details. As the state-of-theart work of text to image translation, StackGAN generates realistic images with higher inception score. The whole network in StackGAN separates in two stages. In the first stage, a GAN charge of the general shape and color during the first generation. In the second stage, there is another GAN that takes the output of the first stage as one of the inputs, then generate images with higher resolution and quality. The inputs of [27] contain a text description, the location of the generating object and background images. Our work follows the architecture of MC-GAN and StackGAN. Improved in steganalysis networks, the proposed approach adds a constraint condition of steganography modality.
III. THE PROPOSED METHOD
In this Section, we introduce the proposed steganography algorithm for generating security region based on GAN (SGSR-GAN) that a novel steganography algorithm proposed in this paper. In the first segment, we demonstrate the proposed framework in detail including deployment structure VOLUME 7, 2019 with mobile edge computing with IoT and each network structure. In the second segment, we define the loss function both in the generator and discriminator.
A. DEPLOYMENT SETTING
In order to ensure the security of the secret information, the low computational overhead of the secret information embedding process is set in the mobile terminal. The trained model is set in the edge server with IoT, and the high computing power of the edge server is utilized to generate foreground objects on background image B and realize the process of texture enrichment. As shown in Figure. 1, the background image B is sent to the edge server to generate a foreground object region on the image B that is expected to resist steganalysis and then synthesize B . The edge server transmits B to the mobile terminal and realizes the embedding of secret information in the mobile terminal.
B. NETWORK STRUCTURE
The overall network structure of the proposed method is shown in Figure. 2 . A text description is required as one of the inputs. Using the method [25] and [27] , the generator encodes the description into the text embedding, which determines the object and the feature to generate by mapping the words of the description and the feature shape of the real images. Furthermore, the generator needs background images as original covers in our work. The original covers are sent to a four-layers down-sampled convolutional neural network (CNN) in the first step. The output feature maps of each layer in the down sampled CNN are data preparation for sending into the generator. The combined input vector of the generator composed by the text embedding concatenates the random noise z. As illustrated in Figure. 3, each reconstructed network receives a couple of feature maps that one from the previous layer in the generator, the other from the data preparation. By defining descriptions in the input of the generator artificially, the foreground object generated will be matching the background semantics. Therefore, the output stego will be more photorealistic and not being suspicious.
1) COVER IMAGES RECONSTRUCTED NETWORK
The cover reconstructed network (CRN) reconstructs the original cover image by generating a foreground object on the background of the cover image using the method of [27] . When beginning training, a CRN takes a couple of feature maps with the same size. One of them is the output of the down-sampled network (DSN) which is the group of feature maps extracted from the original cover image, the other that called generated feature maps (GFM) is the output of the last CRN or the combined input vector. Firstly, after conducting a convolutional layer with stride size of 1, the OCFM becomes a double dimension feature maps of itself. A half dimension of the new OCFM is taking by the sigmoid function. After that, the resulting feature maps multiply by GFM in elementwise. This operation will enhance the background details. By adding the result of the multiplication and the other half of the extended OCFM in element-wise, the fusion feature map integrates both the feature of the original cover and generated FIGURE 2. The proposed steganography algorithm with reconstructed cover for generating secure region based on GAN. Each cube represents a group of feature maps. Let down sample network, cover reconstructed generator, cover reconstructed network, steganography network be abbreviated as DSN, CRC-G, CRN, SN, respectively. Discriminators named 2-4 output conditional loss. the foreground object. The final CRN in the cover reconstructed generator (CRC-G) outputs four-dimension images reshape from a four-dimension tensor. The first three channels of the output image as the RBG channels in the spatial domain. The final channel in the output image as the mask which represents the outline of the generated foreground object.
2) STEGANOGRAPHY NETWORK
In this segment, we proposed a brief design of the steganography network. Since the pixels of the input background is enhanced in CRN, the background information will become to larger values than the generated object in the pixel domain. In other words, the object and the background will be segmented into two regions by image erosion. The mask and the cover are in the same size. After eroding, the mask illustrates the location information of the generated object and the restored background. Using the pixel list of the generated object as shown in Figure. 4, the least significant bit of each pixel value in the list will conduct with each element in the secret vector for LSB matching steganography. After that, each modified pixel replaces the original pixel in its initial location. LSB matching algorism is the representative steganography technique. The processing flow of LSB matching algorithm used in the steganography network is shown in Algorithm.1. There are different mediums in the training process and test process. In the training process, the secret vector will be initial randomly among the two values of 0 and 1 during each iteration. The pattern of random initialization simulates the steganography embedding once. In the test process, the secret information will be converted to a binary vector as one of the inputs for LSB matching algorithm under the condition of the practical transmission.
3) DISCRIMINATOR
The inputs of the discriminator are a pair of images, which consist of a generated stego and its corresponding mask or a target images belong to real images and the already matched mask. To achieve the multi-modal discriminative task, the discriminative network in the proposed SGSR-GAN is divided into four branches as shown in Figure. 4. The first branch is the main and general task for GAN. It takes the stego over a four-layers DSN and gets feature maps of the stego. There are a group of batch normalization and leaky Relu layers between every two contiguous convolutional layers in the DSN. The feature maps finally are conversed to logit of distinguishing generated images, reflecting the error of VOLUME 7, 2019 generated images and real images. The second branch starts with a fixed convolutional kernel shown in Formula (1).
It is a 5×5 KV filter in SRM essentially, being an import component boosting the high pass features. The third branch receives both the images and its corresponding mask, then sends them into a DSN. As described in the first branch, the second and the third branch will output logit of distinguishing whether stego and logit of distinguishing whether real mask. In order to realize the text description-based generating, the final branch take the text embedding results and calculate the error comparing with the input text embedding.
C. LOSS DESIGN
We use the conditioning augmentation technique in [25] to mix the text embedding ϕ(t) and noise vector z, where ϕ(t) represents text description condition. The loss function of the generator is shown in Formula. (2) . s represents the generated stego images and m represents the generated mask. The expressions of D 1 , D 2 , D 3 and D 4 are meansquare errors (MSE) on each aspect. As the conditioning variable, t sampled from N (µ(ϕ t ), ϕ t ) using the method in [25] , then conducted by KL-divergence. The operation is element-wise multiplication. The L 1 regularization loss reflect the grade of background reconstruction. λ 1 and λ 2 are weights configured at each term.
Considering the multiple modalities of this task, we modify the loss functions of discriminator in [27] . These four formulas depict loss under four conditions respectively. If there were only considering the generated images are real or fake, getting the Formula. (3). Similarly, when the steganalysis network become to discriminator, we can get Formula. (5). In Formula. (4) and Formula. (6), the circumstances turn to whether the mask matches the cover images and whether the generated object meets the text description. P data and P G are the distributions of the real data and generated ones.
IV. EXPERIMENTS
The environment on hardware of experiments consists of four GeForce 1080 Ti GPUs and an Intel i9 CPU. The proposed approach is constructed by programing using Python and Pytorch library mainly.
A. DATA PREPARING AND PARAMETERS SETTING
The experiments are conducted on CUB bird image set [28] which provides abundant annotations including masks, positions, attributes and bounding box. The sample images are shown in Figure. 6. There are 11,788 images of birds divided into 200 species in the images set. In the training process, we pick up the mask corresponding to the images as real mask. Expectation in this phase is the generated mask could fit the input images during the learning process. We use Adam [29] as optimizer both for generator and discriminator by setting the learning rate of 0.0002 with a momentum of 0.5. We obtain a well-trained model after 1,500 epochs with the batch size of 32. Since the multi-GPU mode is setting in the experiment, the images in one batch are shared out equally on 4 GPUs.
B. RESULTS ANALYSIS
The network model is obtained after the training process. We evaluate the reconstructed covers by putting the model in the generator. There are 29,120 stego images finally. Random samples of them are shown in Figure. 6. Due to errors in the model's fit to the data distribution during training, some of the generated images have a poorly generated effect. Some of the bad samples show in Figure. 7 . A common problem with images numbered a, b, c, d is that two objects are generated, but the model cannot perfectly fit more than one object. The problems with the images numbered e, f is the distortion caused by warping of the generated object and misjudgment of the scale of the background image.
1) STEGANALYSIS
To validate the security of the proposed approach, we use the method of SPA [31] for steganalysis on the stego images, where SPA is a steganalysis method against LSB steganography. We embed the secret information in original covers using LSB matching steganography as the contrast experiment. Then the stego images of the contrast experiment are applied steganalysis using SPA too. The results are shown in Table. 1, Table. 2 and Table. 3. The counting unit of column ''Innocence'' is image, where ''Innocence'' represents that no secret information has been detected in any channel of the stego image. The innocent images represent the images that not be detected under the threshold. The counting unit of column ''S-X'' is pixel, where ''X'' is one of the image channels R, B or G, and ''S-X'' represents the channel of ''X'' is suspicious of hiding secret information. The columns named suspicious mean that containing the detected pixels in that channel. Under all thresholds, the innocent images of our proposed method are all higher than the other two groups. In the view of the different embedded capacities of the images modified by LSB matching and our proposed method, we compared the growth rate of innocent images between the two categories (LSB matching and our proposed SGSR-GAN). The rates of SGSR-GAN is higher, which convincing the concealment of SGSR-GAN is higher under the restriction of embedding in the same size. Contrasting in Table. 2 and Table. 3, the results prove that the security the stego is enhancement than the original cover images.
2) QUALITY EVALUATION
The results of the structural similarity index (SSIM) are shown in Figure. 8. and Figure. 9. Duo to adversarial process of our SGSR-GAN, the SSIM of our generated cover images and generated stego images is higher obviously and almost all of the results are close to value 1. The distribution of the SSIM value on the generated images by SGSR-GAN is more compact than that of LSB matching. The specific average SSIM values of the two sets of data are shown in Table. 4. In addition, we use Inception Score (IS) [36] and Freìchet Inception Distance (FID) [37] as the quality evaluation metrics of the generated stegi images, and the specific average values are shown in Table. 5. 
C. MEASUREMENT OF EMBEDDING TIME AND EXTRACTION PROCESS
According to the embedding strategy, the embedding time complexity is O(n) for an cover image shape in n = h × w, where h and w denotes the height and weight of the image respectively. In order to evaluate the real-time performance of this method, the average time is calculated in the experiment. The average time costs of four evaluate processes are shown in Table. 6. For example, the total time cost is 4729.86 seconds of 58342 generated images in the process of simulating embedded information. Therefore, the average time cost is 0.081 second for embedding a single image in practice. For the extraction of secret information, the corresponding method we proposed is to send the generated mask through a secret channel. The generated mask provides the specific location of embedded pixels in spatial domain. The receiver will acquire the secret message by assembling the LSB of the object region instructed by the mask.
V. CONCLUSIONS AND FUTURE WORKS
This paper introduces a covert communication that can be deployed on mobile applications in a common channel. In the steganographic architecture proposed in this paper, the generation process of foreground object region based on GAN is set in the edge server with IoT to take advantage of the computational power of it. After the mobile terminal gets the synthetic cover returned by the edge server, it is realized that the process of embedding secret data with low computing overhead in the mobile terminal. At the same time, this scheme will not leak secret data to the edge server, reducing the security risks in transmission. In addition, the concept of adversarial learning is rising by GAN and its related development. Comparing the effectiveness on the combination of steganography and GAN, we introduce a novel steganography scheme that generating from multiple conditions inspired by the achievements of text to images tasks. Instead of embedding on the images generated from the random noise directly or on the original cover images, we embed the secret information in the generated foreground object region of the generated images. In summary, we proposed a novel steganography with the concept of retaining the background of the original cover image based on MC-GAN. In the experiments, we show the synthetic stego by our approach. In addition, we contrast the results of steganalysis between the stego images trained from our approach and embedded on the original covers. Meanwhile we validate the stego images is performing well in SSIM and costs of time.
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