A semidefinite relaxation σ(Γ) for the problem of finding the maximum number κ(Γ) of edges in a complete bipartite subgraph of a bipartite graph Γ = (V1 ∪ V2, E) is considered. For a large class of graphs, the relaxation is better than the LP-relaxation described in [9] . It is shown that σ(Γ) is bounded from above by the Lovász theta function θ(LQ(Γ)) of the graph LQ(Γ) related to the line graph of Γ. Using a construction similar to the strong product of graphs, it is shown that κ(Γ) < σ(Γ) < θ(LQ(Γ)) is possible. Moreover, there exists no constant C1 > 0 (resp. C2 > 0) satisfying C1σ(Γ) ≤ κ(Γ) (resp., C2θ(LQ(Γ)) ≤ σ(Γ)) for all Γ.
Introduction and the main results
The problem MBP of finding the maximum number κ(Γ) of edges in a complete bipartite subgraph (also called biclique) of a bipartite graph Γ is already mentioned in [6, GT24] . There is was announced that an extra restriction on the parts of the biclique to be of equal size leads to an NP-complete problem. (For a proof, see [10] .) In [9, 2] the weighted form, MWBP, of the problem is considered along with MBP. It is shown in [2] that MWBP is NP-complete. The NP-completeness status of MBP is still undecided. However, the question of finding the maximum number of vertices in a biclique can be answered in polynomial time via the matching algorithm, see e.g. [6, GT24] .
In [9] a 2-approximation algorithm for an, in a sense, dual to M(W)BP problem of minimizing the number (the total weight) of the edges needed to be removed so that the remainder is a biclique, is presented. Note that this quality guarantee does not hold for the algorithm applied to the M(W)BP itself. For large classes of graphs our procedure is guaranteed to give a better bound.
Applications of M(W)BP are discussed in [2] . Production planning, namely, designing of "vanilla boxes", and formal concept analysis (see [5] ) are mentioned.
The problem of finding κ(Γ) can be written as a 0-1 quadratic constrained linear program, as follows.
κ(Γ) := max e T x | x uv ∈ {0, 1} for (u, v) ∈ E,
x uv x ws = 0 if (u, s) ∈ E or (v, w) ∈ E x us x vw otherwise (1) for (u, v), (w, s) ∈ E with (u, v) ∩ (w, s) = ∅.
Introducing a matrix variable X = X T ∈ Ê |E|×|E| , and denoting A, B = Tr(AB), one can rewrite (1) in the following equivalent form. 
X uv,ws = 0 if (u, s) ∈ E or (v, w) ∈ E X us,vw otherwise (4) for (u, v), (w, s) ∈ E with (u, v) ∩ (w, s) = ∅.
Note that (3) follows from (5) . Dropping (5), one obtains a semidefinite program (SDP, for short) with the optimal value σ(Γ) ≥ κ(Γ). A less tight SDP bound is obtained by further dropping the requirements X uv,ws = X us,vw in (4), obtaining in fact the SDP defining the Lovász theta function θ (see (10) below) for the graph LQ(Γ) with the vertices being the edges of Γ, and adjacency being intersecting or lying in a common quadrangle of Γ.
Theorem 1.1 κ(Γ) ≤ σ(Γ) ≤ θ(LQ(Γ)).
In order to analyze tightness of the bounds above, we introduce strong bipartite product, an operation "•" on the bipartite graphs, as follows.
The usefulness of "•" stems from the following.
, where π can be κ, σ, or θ(LQ).
In order to establish this, we introduce a tool that we call Kronecker product of SDPs. Given two SDPs S and S ′ in matrix variables X and X ′ , and with objective functions B, X and B ′ , X ′ , respectively, one defines a set of SDPs S ⊗ S ′ with objective function B ⊗ B ′ , Y . For each T ∈ S ⊗ S ′ , one has opt(T ) = opt(S) opt(B ′ ) (see Theorem 2.2). The only extra requirements on S and S ′ for this to work are their primal-and dual strict feasibility and B 0, B ′ 0. For the precise definition, see (9) in Section 2.2. We demonstrate in Section 6 how this technique can be used to prove, almost instantly, the results by Lovász and Knuth on the theta function of the strong (co)product of graphs.
The following is proved by considering certain explicit examples and applying Theorem 1.2. Theorem 1.3 There are infinitely many graphs Γ satisfying
Moreover, σ(Γ)−κ(Γ) and θ(LQ(Γ))−σ(Γ) can be arbitrary big. There exists no constant C 1 > 0 (resp.,
The remainder of the paper is organized as follows. Section 2 fixes the necessary semidefinite programming notions, and introduces the Kronecker product of SDPs. Also, the important multiplicative property of this product, Theorem 2.2, is proved there. Section 3 provides graph-theoretic preliminaries, and goes on deriving Theorem 1.1. Section 4 is devoted to the strong bipartite product and a proof of Theorem 1.2. In Section 5 the values κ(Γ), σ(Γ) and θ(LQ(Γ)) are computed for several classes of graphs Γ, and Theorem 1.3 is proved. Section 6 demonstrates how Kronecker product of SDPs can be applied to establish the value of Lovász function θ of the strong product and the strong coproduct of graphs. Then it concludes the text with a discussion and a number of open question.
Semidefinite programming preliminaries and
Kronecker product.
Semidefinite programming basics.
For the sake of completeness, we review the material that can be found, for instance, in [1, 18] .
Maps, matrices and scalar products. The usual scalar product u T v of two vectors u and v is denoted by u, v . An all-ones vector is denoted by e. A matrix with 1 at (i, j)'s position, and 0's elsewhere, is denoted by e ij .
The vector space S n of symmetric n × n matrices is equipped with the scalar product A, B = Tr(AB). The space S n has a natural basis consisting of matrices E ij , so that E ij = e ij + e ji for i < j, and E ii = e ii .
We use calligraphic letters to denote linear maps from S
Its conjugate A * is a linear map
Note that X ≻ 0 (respectively, X 0) is a shorthand for X ∈ S n to be positive (semi)definite, that is
Also, A ≻ B is a shorthand for A − B ≻ 0, and A B is a shorthand for A − B 0. Note that both ≻ and are transitive relations.
SDPs and (strict) feasibility. In the notation given above, a semidefinite program (SDP, for short) is the following optimization problem given by a triple S = S(A, c, B).
where A = (A 1 , . . . , A m ) and B, A i ∈ S n . S is said to be (strictly) feasible if there exists X 0 (respectively, X ≻ 0) such that AX = c.
The Lagrangian dual S * to (6) problem S can be written as follows.
opt(S * ) := min c, y | A * y B.
S * is said to be (strictly) feasible if there exists y such that A * y B (respectively, A * y ≻ B). Note that for all the feasible X and y, one has B, X ≤ c, y . For the optimal values the following holds.
Lemma 2.1 Let X * and y * be optimal solutions to S and to S * , respectively. If both S and S * are strictly feasible, then B, X * = c, y * (= opt(S) = opt(S * )) and X * (A * y * − B) = 0.
Kronecker product of SDPs.
We introduce here a general concept of "multiplying" two SDPs, that seems to be rather useful in our setting. Other uses of it include a surprisingly straightforward proof that the Lovász theta function θ of the graph Γ · ∆ satisfies
The Kronecker product C = A ⊗ B of two matrices A ∈ Ê n1×n2 and B ∈ Ê m1×m2 is the n 1 m 1 × n 2 m 2 -matrix with the entries C ij,kl = A ik B jl . Useful properties of this product are AB ⊗ XY = (A ⊗ X)(B ⊗ Y ) and A ⊗ X, B ⊗ Y = A, B X, Y for square matrices A, B, X and Y (the second identity also holds for vectors). Also, X ⊗ Y 0 for X 0 and Y 0. We will use these properties without further references. Also, later we shall use
as can be easily checked as follows:
E ij ⊗ E kl = e ij ⊗ e kl + e ij ⊗ e lk + e ji ⊗ e kl + e ji ⊗ e lk = e ik,jl + e il,jk + e jk,il + e jl,ik = E ik,jl + E il,jk .
, and the inclusion "⊆" is in the sense of inclusion of Ê-subspaces generated by matrices.
Theorem 2.2 For any primal-dual strictly feasible SDPs
, and that T is primal feasible. Let y o and y ′ o deliver optimal values to the duals S * and S ′ * , respectively. Then, by (9), there exists z satisfying 
Notes on Theorem 2.2. Extra requirements that B 0, B ′ 0 cannot be simply left out, as can be seen from the following example. Let S = S((diag(−1, 1)), (1), diag(−1, 0)). Note that the optimum of S is unique and equals diag(0, 1), so that opt(S) = 0. (In fact, S is a linear program max(−x 1 ) subject to
Then the SDP T = S((diag(1, −1, −1, 1)), (1), diag(1, 0, 0, 0)) ∈ S ⊗ S is unbounded and dual infeasible.
3 Graph-theoretic preliminaries.
The graphs Γ = (V Γ, EΓ) = (V, E) considered in the paper are undirected, without loops and multiple edges. An edge (u, v) is usually regarded as a 2-element subset {u, v} of V . A bipartite graph Γ = (V 1 ∪ V 2 , E) comes with explicitly given bipartition
is called complete bipartite, or a biclique, and denoted K |V1|,|V2| . A cycle on n vertices is denoted
The maximum size of a clique in Γ is denoted by α(Γ).
in words, the vertices of LQ(Γ) are edges of Γ, two of them adjacent if they intersect or lie in a common C 4 . It is straightforward to show the following.
Lemma 3.1 Let Ω be a maximal clique in LQ(Γ). Then the subgraph
If one of these two edges equals (x 1 , x 2 ), we are through. As (x 1 , y) and (z, x 2 ) are in Ω, they are adjacent as vertices of LQ(Γ), so there is a C 4 on them. This (x 1 , x 2 ) is on this C 4 , and thus (x 1 , x 2 ) ∈ EΓ.
Thus the subgraph Γ( (u,v)∈Ω {u, v}) is a biclique. By maximality of Ω, if
Lemma 3.1 immediately implies that κ(Γ) = α(LQ(Γ)) ≤ θ(LQ(Γ)). However, a better bound on κ is possible, as given in Theorem 1.1.
Proof of Theorem 1.1.
In order to proceed with the proof, we need the following. Lemma 3.2 Let x be a feasible vector in (1) . Then x = x Ω is the characteristic vector of the set of edges Ω of a biclique C of Γ.
Proof. The last set of constraints in (1) states that any two non-intersecting edges of a biclique C must lie in a C 4 ⊆ C. This shows the 1-to-1 correspondence between the bicliques of Γ and feasible vectors of (1). Then maximizing e T x is simply maximizing the number of edges in C = C(x).
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Next, it is straightforward to check the equivalence of (1) and (2)- (5). Dropping (5) from the set of constraints of the latter problem makes it into an SDP, that has more constraints than the Lovász theta function SDP given in (10) for the graph LQ(Γ). This completes the proof.
4 Graph products. 4 .1 Strong bipartite product and strong product.
Adjacency in LQ(Γ • ∆) can be nicely described as follows.
) of Γ and ∆, respectively, are bicliques.
Proof. The "if" part follows from the fact that the strong bipartite product of bicliques is a biclique.
For the "only if" part, assume the contrary. Without loss in generality, we can assume that Γ(γ 1 , γ 2 , γ
is not a biclique. That is, it is either a 3-path, or disjoint union of 2 edges. Without loss in generality, (γ 1 , γ
. By definition of LQ, this means that the vertices of Π in the statement of the lemma are not adjacent, a contradiction.
Strong product of two graphs Γ and ∆ is the graph Γ · ∆ with vertex set V Γ × V ∆, two vertices γδ and γ ′ δ ′ adjacent if (γ, γ ′ ) ∈ EΓ or γ = γ ′ , and (δ, δ ′ ) ∈ E∆ or δ = δ ′ . Strong bipartite product and strong product are related as follows.
Lemma 4.2 Let Γ and ∆ be bipartite graphs. Then
Proof. Let (γ 1 δ 1 , γ 2 δ 2 ) be a vertex of Π = LQ(Γ • ∆). The mapping that maps it to the vertex ((γ 1 , γ 2 ), (δ 1 , δ 2 )) of LQ(Γ) · LQ(∆) is clearly 1-to-1. It remains to show that it maps edges to edges.
Let (γ 1 δ 1 , γ 2 δ 2 ) and (γ
2 ) be two (distinct) vertices of Π = LQ(Γ • ∆). They are adjacent iff the corresponding subgraphs of Γ and of ∆ are bicliques (see Lemma 4.1) . This is exactly the condition for the vertices ((γ 1 , γ 2 ), (δ 1 , δ 2 )) and ((γ Proof. Let Π = Γ • ∆ and Ω ⊆ V Π. Denote by Ω Γ (respectively, by Ω ∆ ) the subset of V Γ (respectively, of V ∆) obtained by removing the 2nd (respectively, the 1st) coordinate of each member of Ω. For Π(Ω) to be a biclique, it is necessary, by the definition of the strong bipartite product (SBP), for both Γ(Ω Γ ) and ∆(Ω ∆ ) to be bicliques. On the other hand, the SBP of two bicliques is a biclique. Thus κ(Π) ≥ κ(Γ)κ(∆). As
Thus the part of Theorem 1.2 for π = κ holds. Also, the part for π = θ(LQ) holds, as follows immediately from Lemma 4.2 and the result [12, Theorem 21 ] that θ(Π · Ξ) = θ(Π)θ(Ξ) for any two graphs Π and Ξ. A short proof of [12, Theorem 21 ] is also given later in this paper (Theorem 6.1), using Kronecker product of SDPs.
In order to establish the remaining part of Theorem 1.2 (for π = σ), it suffices to show that the SDP T = S(T , (1, 0, . . . , 0), ee T ) for σ(Γ • ∆) belongs to S Γ ⊗ S ∆ , for S Γ = S(A Γ , (1, 0, . . . , 0), ee T ) and S ∆ = S(A ∆ , (1, 0, . . . , 0), ee T ) being the SDPs defining σ(Γ) and σ(∆), respectively.
To begin with, observe that B(T ) = ee T = ee T ⊗ ee T , as required.
Next, we show that A Γ ⊗ A ∆ ⊆ ÊT . Note that
and, by definition of strong bipartite product,
where γ and δ stand for the subsets of four indices γ
We shall show that U ⊗ W ∈ ÊT for any U ∈ A Γ and W ∈ A ∆ . The check is split into 9 cases, as there are 3 groups of different types of matrices (namely, I, E ab , E ab − E cd ) in each of these two sets. In order to make the notation more comprehensible, we write indices of the matrices in ÊT as ab :
be four vertices forming, clockwise, a C 4 in Γ, so that
and let δ 1 δ 2 δ ′ 1 δ ′ 2 be 4 vertices forming, clockwise, a C 4 in ∆, so that
Then the required T -basis decompositions of U ⊗ W are as follows.
1. I ⊗ I = I;
4. E wz ⊗ I = d∈E∆ E wd,zd ;
5. E wz ⊗ E uv = E wu,zv + E wv,zu ;
).
The equation (8) is useful for checking the validity of these identities. The check itself is straightforward, although lengthly, and is omitted. Finally, we check that T (X Γ ⊗X ∆ ) = (1, 0, . . . , 0) for any X Γ ∈ S |EΓ| satisfying A Γ X Γ = (1, 0, . . . , 0) and any X ∆ ∈ S |E∆| satisfying A ∆ X ∆ = (1, 0, . . . , 0). Indeed, I, X Γ ⊗ X ∆ = I, X Γ I, X ∆ = 1.
Similarly,
for any E g1d1,g2d2 ∈ T , and
∈ T . This completes the proof of the theorem.
Examples.
Here we present graphs Γ that give all the possible choices for sharpness (and equality) in
and, in particular, prove Theorem 1.3. Computing σ(Γ) for most meaningful examples Γ presents a technical difficulty. Indeed, Γ should not be "too small", in order to incorporate bicliques that are not too small. Also, Γ that admits an automorphism group that is "rich enough", in the sense made precise in Lemma 5.1, satisfies σ(Γ) = θ(LQ(Γ)). To overcome it, we generated graphs using a package GRAPE [17] for the computer algebra system GAP [15] , (that also allowed us to find κ easily) and computed the corresponding σ and θ(LQ) using the SDP solver SDPA [4] .
Let us outline a particular situation when σ = θ(LQ). We say that an automorphism g of Γ flips the sides of a C = (u, v, w, z), a C 4 ⊆ Γ with the vertices (u, v, w, z) listed in clockwise order, if g fixes C setwise and swaps the pairs of opposite edges of C; for instance, it can act as (u)(w)(vz) on C.
Lemma 5.1 Let Γ be a bipartite graph admitting an automorphism group G that contains, for each C 4 ⊆ Γ, an element that flips its sides. Then σ(Γ) = θ(LQ(Γ)).
Proof. Let X be a feasible solution to the SDP S (A, (1, 0, . . . , 0) , ee T ) defining θ(LQ(Γ)), that is, X 0 and AX = (1, 0, . . . , 0). Define
where g ∈ G are represented as permutation matrices in Ê
, where A g is the vector of matrices of A with entries permuted according to the natural action of g on EΓ. Thus, Y is feasible, and has the same objective value as X.
Note that Y is a linear combination of the 2-orbitals of G on EΓ (that is, the characteristic matrices of the orbits of G on EΓ × EΓ) . Pick C 4 ∼ = C = (u, v, w, z) ⊆ Γ. As there exists g ∈ G that flips the sides of C, the pairs (uv, wz) and (vw, uz) lie in the same 2-orbital of G. Hence Y uv,wz = Y vw,uz . Thus Y is feasible for the SDP defining σ(Γ).
Therefore σ(Γ) ≥ θ(LQ(Γ)), and the result follows from Theorem 1.1. 2
Even cycles and bicliques. Γ = C 2n provides an example of the graph for which all the inequalities in (11) are equalities. This follows from the fact that LQ(C 2n ) = C 2n for n > 2, and it is a perfect graph for all n > 0.
Complete bipartite graphs K n,m are another examples that provide all the equalities in (11), as they satisfy the condition of Lemma 5.1, and LQ(K n,m ) is a complete graph (and a complete graph is perfect).
K n,n without a matching. Let Γ n = K n,n − M , for M being a perfect matching. Then
. Namely, the following can be derived using the reduction of the SDP for σ to a linear program with few variables, along the lines of Delsarte-Schrijver approach to estimating the clique number of graphs arising from association schemes [3, 16] .
for n = 2m. Consider the graph
k for all k > 0, a nonsense. Hence C 1 > 0 does not exist. Similarly, a non-existence of C 2 > 0 is established. Hence the Theorem is proved.
Remark. Applying a similar argument to the SBP of k copies of K 8,8 with C 16 removed (see above) gives examples of graphs such that σ is a tight bound on κ, while θ(LQ) − κ can be as large as we want.
6 By-products and the conclusion. 6 .1 Strong product and strong coproduct.
We start by giving a proof, via Kronecker product, of SDPs of a theorem on the behaviour of θ with respect to the strong (co)product from [13] , (see also [12, Theorem 20] ), and the [12, Theorem 21] .
Strong coproduct of two graphs Γ and ∆ is the graph Γ ⋆ ∆ with vertex set V Γ × V ∆, two vertices γδ and
Theorem 6.1 [13] , [12, Theorem 21 ] Let Π and Ξ be two graphs. Then
Proof. Let S Π = S(A Π , (1, 0, . . . , 0), ee T ) and S Ξ = S(A Ξ , (1, 0, . . . , 0), ee T ) be SDPs (10) for the θ for the graphs Π and Ξ, respectively. Then the statement follows from the claim that the SDPs S Π·Ξ = S(T , (1, 0, . . . , 0), ee T ) for Π · Ξ and
Then, let us check that
and, by definition of strong product,
The definition of T ′ differs from the definition of T only in using "and" instead of "or". So T ′ ⊆ T .
Obviously, I ⊗I ∈ ÊT ′ , and, by definition of the strong product,
′ , and similarly
′ . It remains to show that T (X Π ⊗ X Ξ ) = (1, 0, . . . , 0), as required, for the optimal solutions X Π and X Ξ of S Π and S Ξ , respectively. Indeed, I, X Π ⊗ X Ξ = I, X Π I, X Ξ = 1, and
Either (u, v) ∈ EΠ, or (i, j) ∈ EΞ. Hence either (X Π ) uv = 0, or (X Ξ ) ij = 0. Thus at least one of the multipliers in RHS of (14) is 0. Thus the RHS is 0.
Remark. It might appear confusing to the reader used to the notation of [13] that coproduct and product swap the places in our notation. However, in our notation ω(Γ) ≤ θ(Γ), and
Here ω(Ξ) denotes the independence number of Ξ, that is ω(Ξ) = α(Ξ).
The celebrated Lovász bound [13] on the Shannon capacity then takes the form Θ(Γ) ≤ θ(Γ).
Remarks and open questions.
Schrijver's θ ′ . For ∆ = LQ(Γ), the inequalities α(∆) < σ(Γ) < θ(∆) that appear in Theorem 1.3 demonstrate that the structure of the graph ∆ can be used to sharpen the clique bound provided by θ(Γ). In [16] , a strengthening of θ, usually denoted θ ′ , is introduced, see also [7] . It would be interesting to investigate the behaviour of θ ′ (∆). As well, one could investigate the addition of inequalities X ij ≥ 0 to the SDP (2) defining σ(Γ).
Shannon capacity and Kronecker product. It might be interesting to investigate whether the Kronecker product technique developed in Section 2 can be used to tighten the upper bounds on the Shannon capacity Θ of graphs.
Note that deriving Theorem 1.2 for π = σ cannot be done simply by using the orthonormal representation technique from [13] . While it is possible to define the orthogonal representation for the SDP for σ, the tensor product of such representations has little to do with the orthogonal representation of the corresponding strong bipartite product.
Another (would be) application of our approach to a coding theory problem might be to equidistant code pairs, see e.g. [8] .
Weighted bicliques. Much of the theory presented in the paper allows a generalization to the MWBP, the problem of finding the maximum weight of a biclique in an edge-weighted bipartite graph. We plan to address this in a future publication.
Comparison with Hochbaum's algorithm. In [9] a 2-approximation algorithm for the problem of minimizing the total weight of edges to be removed from an edge-weighted bipartite graph to obtain a biclique (this problem is dual to MWBP, in a sense) is given. It seems natural to apply it to MBP for a bipartite graph Γ and compare it with σ. It turns out that the bound one obtains in this way can never be better than the |EΓ|/2. The reason for this is, roughly speaking, the fact that the vertices of the polytopes defined by LPs that are used in [9] to formulate the approximation procedure, have their entries in {0, 1, It would be interesting to develop a semidefinite relaxation for problems considered in [9] and compare their quality guarantees with those of algorithms from [9] . An analogous work for the vertex cover in general graphs was done in [11] .
Disconnected vertex sets. In [8] a problem of finding upper bounds on |A||B| for disconnected subsets A and B of the vertex set of a graph Γ (that is, A and B satisfying A × B ∩ EΓ = ∅) is addressed, and bounds are given in terms of eigenvalues of certain matrices related to Γ. These bounds do not appear, however, to be easily computable. It seems that our technique can in principle be applied to this problem, as the subgraph of Γ induced by A ∪ B is a biclique (if only the edges between A and B are paid attention to). The bounds obtained along this way would be SDP-bounds, hence "easily" computable. Bounds of [8] are applied there to equidistant code pairs. It is intriguing to see if the would-be bounds just discussed can give any interesting improvements there.
