Abstract. We study a two-stage flowshop, where each job is processed on the first (critical) machine, and then continues to one of two second-stage (dedicated) machines. We assume identical (but machine-dependent) job processing times. Jobs are processed on the critical machine in batches, and a setup time is required when starting a new batch. The setting assumes batch-availability, i.e., jobs become available for the second stage only when their entire batch is completed on the critical machine. We consider three objective functions: minimum makespan, minimum total load, and minimum weighted flow-time. Polynomial time dynamic programming algorithms are introduced, which are numerically shown to be able to solve problems of medium size in reasonable time. A heuristic for makespan minimization is presented and shown numerically to be both accurate and efficient..
Introduction
We consider a two-stage flowshop, consisting of a critical (common) machine in stage 1, and two dedicated machines in stage 2. Each job is processed on the first machine, and then type 1 jobs continue to the first dedicated machine, and type 2 jobs continue to the second dedicated machine. This setting seems to have numerous applications. One practical application (see e.g. [9] ) is of a standard production line consisting of a single production machine, followed by two painting machines. Note that the production (first) stage consists of identical processing times of all items, and the processing times of the items in the painting (second) stage may depend on the item type. Another example (see [3] ) refers to furniture (e.g. chairs) production. The main bodies of the chairs are manufactured in the first stage, and different head supporters are assembled in the second stage. For another application (of a leading PC manufactures in Taiwan which assembles different types of boards) see [4] .
The two-stage flowshop with a critical first machine and two machines in stage 2, is a special case of the setting containing m machines in stage 2 (as in [6] ), which in itself is a special case of a hybrid flowshop (see e.g. [8] , [10] , [11] , among others), where a number of parallel machines are available at each stage. Other relevant references that study flowshops with a critical machine are: [4] who proposed an IP model and a heuristic algorithm for the setting of two dedicated machines; [5] who introduced a heuristic method for a two-stage job shop with multiple machines; and [7] who addressed real-life two-stage hybrid flowshop, taken from a label sticker manufacturing company, and presented a heuristic method to minimize maximal tardiness.
In this paper we study the above setting (one critical machine in stage 1 followed by two dedicated machines in stage 2) with identical processing time jobs. Specifically, we assume that the processing times of the jobs (of both types) on the critical machine are identical. Jobs of both types may be processed on the critical machine in batches. When starting a new batch, a setup time is required. The goal is to allocate the jobs into batches and to schedule them on the critical machine (and then on the dedicated machines), such that the relevant objective function is minimized. There are two well-known settings: (i) jobavailability: as soon as a job is completed its processing on the critical machine it is available for processing on its dedicated machine, (ii) batch-availability: jobs become available for the second stage only when their entire batch is completed. A number of papers studied makespan minimization on a two-stage flowshop with a critical machine, identical jobs and job availability; see e.g. [4] , [1] and [2] . We are not aware of studies of this setting under batch availability.
We thus focus in this paper on the setting of batch availability. Three objective functions are considered: (i) makespan, (ii) weighted flowtime, and (iii) total load. While the first two objectives are popular and commonly studied, total load is a non-standard measure. It consists of the sum of the machine completion times. A recent paper [3] proved that for general job processing times, the total load problem is strongly NP-hard, and introduced a polynomial time solution for the special case in which the job sequence for each product type is given (and the goal is to find the optimal mixed sequence on the critical machine). We study all three objective functions for the setting of identical (machine-dependent) processing times. In all cases, we introduce dynamic programming algorithms, which are polynomial in the number of jobs. Numerical tests indicate that these algorithms are able to solve medium size instances in reasonable time. A simple heuristic algorithm based on equal allocation of jobs to batches is introduced for makespan minimization. Numerical tests confirm both its accuracy (e.g. average optimality gaps of no more than 1.7% for instances of 700 jobs or more), and its efficiency (e.g. average running time of 73 milliseconds required for solving a single 1000-job problem).
In Section 2 we provide the notation and the problem formulation. Sections 3, 4 and 5 present the dynamic programming algorithms for minimum makespan, total load and weighted flowtime, respectively. All the sections contain numerical examples and numerical tests that confirm the efficiency of the algorithms for solving medium size instances. Section 6 introduces the heuristic algorithm for makespan minimization, and its numerical results.
Formulation
n jobs need to be processed on a two-stage flowshop. The flowshop consists of a critical machine at stage 1 (denoted by ), and two dedicated machines at stage 2 (denoted by and , respectively). Two types of jobs are processed: the first type (of -jobs) are processed on the critical machine and then on machine , and the second type (of -jobs) are processed on the critical machine and then on machine . Let and denote the numbers of -jobs and -jobs, respectively
We denote the processing time of each job processed on machine by . The processing time of each one the -jobs on machine is denoted by , and of each one the -jobs on machine is denoted by . Jobs of the same type are processed on the critical machine in batches. As mentioned, we assume batch availability, i.e. jobs become available for the second stage only when their entire batch is completed. Let and denote the setup times performed when starting a new batch (on the critical machine) of -jobs and of -jobs, respectively. Finally, let denote the weight of job j, . The objective functions studied here are minimum makespan, minimum total load, and minimum weighted flowtime. Let denote the completion time of job j on machine i, . Let, :
The maximum completion time on machine 1;
: The maximum completion time on machine 2.
Thus, makespan is defined as:
.
Total load is defined as:
Weighted flow time is defined as:
(Note that refers to job j, which is processed on one of the two dedicated machines. For convenience, we sort all the -jobs prior to all the -jobs; see Section 5.)
Makespan
In this section we focus on makespan minimization. As mentioned, in a batch availability setting, the actual completion time of each job is identical to the completion time of its batch. We demonstrate this setting in the following 8-job numerical Example 1. There are 2 jobs processed on machine and 6 jobs processed on machine The job processing times are:
and . The setup times are: and The optimal schedule consists of four batches: the first two are of -jobs, the third is of -jobs, and the last batch is of -jobs; see Figure 1 . The completion times of the last jobs on the three machines are 57, 60 and 64, respectively. Hence, the minimum makespan is 64. We present a DP algorithm for this setting. The state variables are:
-the number of -jobs already scheduled, -the number of -jobs already scheduled, -the current completion time of the last job on the critical machine; -the current completion time of the last batch on machine ; -the current completion time of the last batch on machine ; l -the type of the last processed job on the critical machine (either or ; we use to denote the initial state when no previous jobs were assigned).
q -the number of jobs assigned to the critical machine since the last completed batch. Let denote the minimum makespan that can be obtained by assigning the remaining jobs ( -jobs and -jobs), given the current numbers of jobs assigned, their maximum completion time on machine , the maximum completion time of the last batch on machines and , the number of jobs of the current batch which have already been processed on machine (but not yet on the dedicated machine), and the type of the last job on the critical machine. Also, let denote the minimum makespan of the remaining jobs if the next scheduled job is an -job. Similarly, denotes the minimum makespan if the next scheduled job is a -job.
Note that an optimal schedule may contain two or more consecutive batches of the same type. Therefore, let (and ) denote the minimum makespan obtained when the last scheduled job on the critical machine was an -job (a -job), and the decision is to start a new -batch (a new -batch). Alternatively, let (and ) denote the minimum makespan obtained when the last scheduled job on the critical machine was an -job (a -job), and the decision is to continue with an -batch (a -batch).
For convenience, we define the following: : the starting time of the new assigned batch on Machine 1, given that the last assigned job on the critical machine is an -job;
: the starting time of the new assigned batch on Machine 2, given that the last assigned job on the critical machine is a -job;
Thus, for each machine we obtain the following recursion:
where,
The recursive equation is:
The boundary conditions are:
The optimal solution is given by: . Running Time: It is clear that an upper bound on the number of values of and are , respectively. is determined by the number of setups of both types ( and ). Hence, for a given , there are at most different values of . We note that on the standard graph representation of the makespan on a flowshop, the makespan on the first dedicated machine, , is identical to the length of its "critical path". Hence, there exists a "critical batch" (on the critical path), such that there is no idle time prior to this batch on machine , and no idle time after this batch on machine . Let , be the total processing time on machine of the batches scheduled not later than the critical batch (including their setup times). Let be the total processing time on machine of batches scheduled not earlier than the critical batch. We observe that . The number of values for is bounded by , and the number of values for is bounded by . It follows that the number of possible values of is bounded by . [Symmetrically, we focus on the critical path of the batches assigned to the critical machine and the second dedicated machine. Now is the total processing time on machine not later to the critical batch on the critical path of the makespan of machines and . Let be the total processing time on machine of batches scheduled not earlier than the critical batch ). A similar analysis leads to being an upper bound on the number of possible values of .] Note that q can be fully determined (in constant time) from and , and therefore does not add to the total complexity. Finally, the running time per one iteration of the DP is clearly a constant. We thus conclude that the total running time is . Under the very reasonable assumption of a fixed upper bound on the number of batches, (see [1] ), the number of possible values of is reduced to a constant, the number of possible values of is reduced to , and the number of possible values of is reduced to . Hence, the total running time becomes . [Comment: As in many other batch scheduling problems with identical jobs, the running time is polynomial in the number of jobs, but not in the input size. Note that the input for the problem contains 7 parameters only:
.] We performed numerical tests in order to evaluate the efficiency of the DP algorithm. We solved instances of the following sizes:
. For each instance, the number of jobs of type 1 was generated uniformly in the interval , and the number of jobs of type 2 was defined as . The setup times and , and the processing times , and were generated uniformly in the interval . For each problem size, 25 instances were generated and solved. The running times were measured, and the average and worst case times are reported in Table 1 We present a DP algorithm for this setting. The state variables defined in Section 3 ) are still valid. Let denote the minimal total load that can be obtained by assigning the remaining jobs ( -jobs and -jobs), given the current numbers of jobs assigned, their maximum completion time on machine , the maximum completion time of the last batch on machines and , the number of jobs that will be processed in the coming batch (already scheduled on machine ), and the type of the last job on the critical machine. As in Section 3, the starting times of the new assigned batch on machines and are and , respectively. Thus, for each machine we obtain the following recursion:
,
and the recursive equation is:
The optimal solution is given by: . Running Time: As in the previous DP, the total running time is . Again, for a given upper bound on the number of batches, the total running time is reduced to . As in the previous section, we performed numerical tests in order to evaluate the efficiency of the DP algorithm. We considered the following numbers of jobs:
. For each instance, , and were generated as in Section 3. Again, for each problem size, 25 instances were generated and solved. The running times were measured, and the average and worst case times are reported in Table 2 . It appears that our proposed DP is applicable and efficient for medium size instances. The average running time required for solving a 20-job problem did not exceed 9 seconds. The solution of larger problems required much larger effort: The average running time for a 23-job problem was 197 seconds, and for a 24-job problem it became 462 seconds. As expected, the increase of the running times is proportional to ; see Figure 4 for a polynomial regression reflecting the worst case running times. We introduce a DP algorithm for this setting. As for the previous settings, the algorithm requires the following state variables:
. For given , let denote the minimal weighted flowtime obtained by assigning the remaining -jobs and -jobs. As in Section 3, the starting times of the new assigned batch on Machine and on Machine are and , respectively. Note that unlike the previous settings, in the case of weighted flowtime, the order of jobs of a given type is crucial. In particular, the following property is easily proved by a standard pair-wise interchange argument:
Property 1: An optimal schedule exists such that the -jobs and the -jobs are scheduled in a non-increasing order of .
Following Property 1 (and for convenience) we set the job index (j) as follows: the first jobs are the -jobs, sorted in a non-increasing order of ; the following jobs are the -jobs, also sorted in a non-increasing order of . We introduce the following recursion: 
The optimal solution is given by: . Running Time: The running time remains (as in the previous sections)
, and assuming an upper bound on the number of batches it is . Again, we tested the DP numerically, for . , and were generated as in Section 3. Again, for each problem size, 25 instances were generated and solved. The average and the worst case running times are reported in Table 3 . Figure 6 reflects the worst case running times as a function of (which, as expected, is very close to ). A similar procedure Procedure returns the maximal -batch size (which is not worthwhile to split). We denote this value by . Next we describe the procedure , which calculates the makespan by equal allocation of jobs to batches, given a number of batches (r). The input for this procedure contains first_batch_type, . The procedure consists of two steps. In the first step, we consider a sequence of batches of alternating types, starting with first_batch_type (either or ). For example, for with first_batch_type , the sequence of batches is: . The batch sizes are obtained by equal allocation. In the above example, the size of each of the -batches is equal to , and the size of each of the -batches is equal to . Clearly, the batch sizes are rounded to the closest integer while allocating all jobs. In the second step, the size of the -batches is compared to
. If the size of the -batches is larger than , these batches are split into smaller -batches of size (with a possible smaller last batch). This procedure is repeated for the -batches. The output of is the makespan of batch sequence obtained after the second step. The formal algorithm (Min_Makespan) for the heuristics is provided below:
/* maximum number of alternating batches assuming equal allocation prior to splitting */ ) ) .
Running Time: An upper bound on the running time of procedure also requires in the worst case time. In
The following numerical example demonstrates the general steps of the above algorithm:
Example 4: Assume . We first call , respectively. Next we enter the main loop of Min_Makespan, where we call procedure . For , for example, the resulting schedule based on equal allocation consists of the following five batches: the first ( -type) contains 50 jobs, the second is an -type batch of size 25, then another -type batch of 50 jobs, another -type batch of 25 jobs, and then the last -type batch containing 50 jobs. Note that the first batch is of -type since . Since the size of the -type batches exceed (which is 10), the batches are further split, and the final schedule consists of 15 -type batches (of size 10) and 2 -type batches (of size 25); see Figures 7 and 8. [We note that if equal allocation does not lead to integer batch sizes, the algorithm uses "as close as possible" to equal allocation in a non-increasing order of batch sizes. For example, in the previous example, if the -jobs ( need to be allocated to 3 batches, the resulting batch sizes and their order are: 17, 17 and 16.] A second lower bound consists of the total load on the first dedicated machine assuming (i) idle time prior to processing due to one (necessary) -batch of a single job on the critical machine, and (ii) no idle time between consecutive jobs on the dedicated machine:
The third lower bound is obtained similarly by calculating the total load on the second dedicated machine:
The lower bound used for the evaluation of the heuristic results is the maximum of the above:
We tested the performance of the heuristic on large size instances. The following numbers of jobs were considered:
. The parameters , and were generated as in Section 3 ( was generated uniformly in the interval , ; and , , and were generated uniformly in the interval ). For each problem size, 50 instances were generated, solved by (to obtain ), and the lower bound (LB) was computed. The average and worst case optimality gaps ( ) are reported in Table 4 . The results indicate that both the heuristic and the lower bound are very accurate. The average optimality gap for 100 job problems was about 4%. The average optimality gap for problems of 200 jobs or more did not exceed 3%. For problems of 700 jobs or more, the average optimality gap did not exceed 1.7%. The average running time per one 1000-job problem was 73 milliseconds. Based on both its accuracy and efficiency, it appears that the heuristic is applicable for large-scale real-life settings. 
Conclusion and future research
We developed dynamic programming algorithms for solving a two-stage flowshop, with one critical machine at stage 1 and two dedicated machines at stage 2. Jobs are assumed to have identical (but machine dependent) processing times. Jobs may be processed in batches, where a setup time is required when starting a new batch on the critical machine.
We assume batch availability; jobs cannot be processed in the dedicated machine until the processing of their entire batch is completed on the critical machine. The objective functions considered were: minimum makespan, minimum total load and minimum weighted flowtime. The DP algorithms perform well on problems of medium size, and their complexity becomes under the reasonable assumption of a fixed upper bound on the number of batches.
As mentioned, the DP algorithms produce optimal solutions for medium-size problems in reasonable time, but it is clear that for large instances, heuristic algorithms are needed. We developed and tested numerically a simple heuristic for makespan minimization based on equal allocation of jobs to batches. Limited numerical tests indicated that similar heuristics are less appropriate for total load and weighted flowtime minimization. [For example a heuristic based on equal allocation for 1000-job total load minimization problems, produced an average optimality gap of 13.27% and worse case optimality gap of 64.84%.]
The main question for future research remains whether the computational effort required for solving the above problems can be reduced. In addition, it seems challenging to develop both more accurate heuristics and tight lower bounds for total load and weighted flowtime minimization. Finally, future research may also focus on solving problems of the same setting (a two-stage flowshop, identical jobs and batching), with different objectives, such as minimizing maximum lateness and minimizing the number of tardy jobs.
