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Term rewriting systems (TRSs, for short) are regarded as a computation model that reduces terms by
applying directed equations, called rewrite rules. TRSs are widely used as a model of functional and logic
programming languages and as a basis of automated theorem proving, symbolic computation, algebraic
specification and verification [1, 15, 23],
The terminating property is fundamental notion of TRSs as computation models [4]. Since the
terminating property of TRS is undecidable in general [5], several sufficient conditions for proving this
property have been successfully developed in particular cases. These techniques can be classified into two
approaches: semantic methods and syntactic methods.
Simplification orderings are representatives of syntactic methods $[18, 21]$ . Many simplification order-
ings (for instance, the recursive path ordering (with status) ( $\mathrm{R}\mathrm{P}\mathrm{O}(\mathrm{S})$ , for short) $[2, 10]$ , the recursive
decomposition ordering (with status) (RDO(S), for short) [8, 13, 14], the improved recursive decomposi-
tion ordering (with status) (IRD(S), for short) $[17, 19]$ and so on) have been defined on TRSs. IRDS is
among the most powerful simplification orderings $[19, 20]$ .
First, Jouannaud, Lescanne and Reinig defined the recursive decomposition ordering with multiset
status [8], They said that the closure under substitutions of it is straightforward using definition of
decomposition. However they did not give the formal proof of it.
The recursive decom position ordering with arbitrary status (RDOS) was first described by Lescanne
[13]. Complete proofs concerning the lexicographical status are given by Lescanne [14]. An implemen-
tation of recursive decomposition ordering with multiset status has been made in the first rewriting
environment with tools for proving termination called REVE as it was a convenient tools for proposing
extension of the precedence [12].
Rusinowitch [17] gave the definition of the improved recursive decomposition ordering (IRD) and
investigated the relationship between several simplification orderings :the path of subterm ordering
(PSO) [16], the recursive path ordering (RPO) and the recursive decomposition ordering (RDO). But
they did not discuss that IRD is closed under substitutions.
Steinbach [19] gave the definition of the improved recursive decomposition ordering with status (IRDS)
based on IRD defined by Rusinowitch [17] and compared of the power as well as the time behavior of
all orderings suggested [18, 20, 22]. They showed that IRDS is a simplification ordering and IRDS is
closed under substitutions $[18, 19]$ , however their proof was not complete. They used the proposition





3 Improved Recursive Decomposition Ordering Revisited
Throughout this section we are dealing with finite signatures only.
Definition 3.1
$([2, \mathit{4}, llJ)$ $A$ simplification ordering on $\mathcal{T}(F, \mathcal{V})$ is a partial ordering that is closed under
substitutions, contexts and has the subterm property.
Since we are dealing with finite signatures only, we obtain the following result.
Theorem 3.2 $([2,$4, llf) Simplification orderings are well-founded.
We obtain the following theorem from the result of Dershowitz [2].
Theorem 3.3 $Lei$ $\mathcal{R}$ be a $TRS$ and $let>$ be a simplification ordering on
$\mathcal{T}(F, \mathcal{V})$ . If $l>r$ for any
$larrow r\in \mathcal{R}$ then $\mathcal{R}$ is terminating.
Proof. Assume that $s\prec_{\mathcal{R}}t$ , where $s$ and $t$ are terms. There exists a rewrite rule
$larrow r$ in 7?, a substitution
$\theta$ and a context $C[]$ such that $s=C[l\theta]$ and $t=C[r\theta]$ . By the assumption $l>r$ and definition 3.1, hence
$s=C[l\theta]>C[r\theta]=t$ hoids. Since $>$ is well-founded on $\mathcal{T}(F, \mathcal{V})$ by theorem 3.2, 72 is terminating.
$\square$
The improved recursive decomposition ordering depends on a partial ordering $>_{F}$ on the signature
$\mathcal{F}$ , the so-called precedence.
A status function $\tau$ is assumed, mapping every $f\in \mathcal{F}$ to either $mul$ or $lex_{\pi}$ for some permutation
$\pi$
on $n$ elements, where $n$ is arity of $f$ . For a partial ordering $>$ on $\mathcal{T}(F, \mathcal{V})$ the partial ordering
$>^{\tau(f)}$ is
defined on sequences of length $n$ : $\mathrm{r}(\mathrm{f})=mul$ describes multiset extension and $\tau(f)=$ lesc, describes
lexicographic comparison according to the permutation $\pi$ . The results of an application of the function
args to a term $t=f$ { $\mathrm{t},\mathrm{X},t_{n})$ depend on the status of $f$ : If $\tau(f)=mul$ , then args(t) is the multiset
$\{t_{1},\ldots,t_{n}\}$ and otherwise, args(t) is the tuple $(t_{1},\ldots,t_{n})$ .
For $u\in \mathcal{P}_{\mathcal{T}}(t)$ , a path-decomposition decu(t) $=\{t|_{v}|u[succeq] v\}$ is a set of subterms of
$t$ . Note that $\mathrm{i}.v\in$
$\mathcal{P}_{\mathcal{T}}(f(t_{1},\ldots,t_{n}))$ implies $v\in \mathcal{P}_{\mathcal{T}}(t_{i})$ . We also define a decomposition $dec(\{t_{1},\ldots,t_{n}\})=\{dec_{u}(t_{i})|i\in$
$\{1,\ldots,n\}$ , $u\in \mathcal{P}_{\mathcal{T}}(t_{\mathrm{t}})\}$ . A decomposition is a multiset of all path-decomposition of the terms $t_{1}$ , $\ldots$ , $t_{n}$ .
For the path-decomposition $dec_{u}(t)$ , a set of subterms of $dec_{u}(t)$ , $sub(de\mathrm{c}_{u}(t),s)=\{s^{l}\in dec_{u}(t)|s\triangleright s’\}$.
We give the improved recursive decomposition ordering with status (IRDS) defined by Steinbach
$[19, 20]$ as following.
Definition 3.4 (IRDS) Let $s$ and $t$ be terms. For a precedence $>_{F}$ and a status $\tau$ the improved recursive
decomposition ordering with status (IRDS) on $\mathcal{T}(F,\mathcal{V})$ is defined as follows:
$s>_{IRDS}t\Leftrightarrow dec(\{s\})\gg\gg_{EL}dec(\{t\})$ ttihere $\gg\gg_{EL}$ is the multiset extension $of\gg_{EL}$ .
$dec_{p}(u)\ni u’>_{EL}v’\in de\mathrm{c}_{q}(v)$ is defined by the following (a), (b) and (c).
(a) root $(u’)>_{F}$ root $(v’)$ , $\mathrm{o}r$
(b) $root(u_{J}^{\prime\backslash }=ro\mathrm{o}t(v’), \tau(root(u’))=mul$ and either. $sub(dec_{p}(u),u’)\gg_{EL}sub(dec_{q}(v),v’)$ , or. $sub(dec_{p}(u), u’)=sub(de\mathrm{c}_{q}(v),v’)$ and
$dec(args(u’))>>\gg_{EL}dec(args(v’))$ , or
(c) rooi $(u’)$ $=$ root(v,), $\tau(root(u’))\neq mul$ , args $(u’)>_{IRDS}^{\tau(root(u’))}args(v’)$ and $\{u’\}$ IRDS $args(v’)$ .
Next, we give the example of comparison using IRDS.
Example 3.5 We consider the term $s$ $=\neg X\supset$ $(Y$ :$)$ $Z$) and $t=Y\supset(X\vee Z)$ where $X$ , $Y$, $Z\in \mathcal{V}$ ,
$F$ $=\{\neg, \supset, \vee\}$ and $\mathrm{r}(\mathrm{f})=mul$ for any $f\in F$ . We give the precedence as follows: $\neg>_{F}\supset>_{F}\vee$ .
We have $\mathcal{P}\tau(s)=\mathrm{f}\mathrm{t},$ $21$ , 22} and $\mathcal{P}\tau(t)=\{1, 21, 22\}$ . See figure 1.
Then $dec(\{s\})=\{de\mathrm{c}_{11}(s),dec_{21}(s), dec_{22}(s)\}$ where $dec_{11}(s)=\{s, \urcorner X,X\}$ , $dec_{21}(s)=\{s, Y\supset Z, Y\}$
and $dec_{22}(s)=\{s, Y:) Z, Z\}$ .
Then $dec(\{t\})=$ decu (t): $dec_{21}(t)$ , $dec_{\mathit{2}\mathit{2}}(t)\}$ where decu (t)$)=\{t, Y\}$ , $dec_{21}(t)=\{t, X\vee Z, X\}$ and
$dec_{\mathit{2}\mathit{2}}(t)=\{\mathrm{t},\mathrm{X}\vee Z, Z\}$ .
By the following cases (1), (2) and (3), $dec(\{s\})\gg\gg_{EL}dec(\{t\})$ holds. Then $s>_{IRDS}t$ holds by
definition of IRDS
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(1) $dec_{11}(s)\gg_{EL}dec_{21}(t)$ holds, $s>_{EL}t$ and $\neg X>ELX\vee Z$ since $sub(dec_{11}(s), s)>>_{EL}sub(dec_{21}(t),t)$
and $\neg>_{F}\vee$ .
(2) $dec_{21},(s)\gg_{EL}dec_{1}(t)$ holds, $s>_{EL}t$ since $sub(dec_{21}(s), s)\gg_{EL}sub(dec_{1}(t),t)$ .
(3) $dec_{22}(s)\gg_{EL}$ $\mathrm{d}\mathrm{e}\mathrm{c}2\mathrm{i}(\mathrm{i})$ holds, $s$ $>_{EL}t$ and $Y\supset Z>_{EL}X\vee Z$ since
$sub(dec_{22}(s),s)\gg_{EL}$
sub(dec22 (t), $t$ ) $and\supset>F\vee$ .
$\supset$
$\supset$
11 21 22 21 22
(1) (2) (3) (1) (3)
Figure 1: $\neg X\supset$ $(Y$ :$)$ $Z$ ) $>IRDS$ $Y\supset(X\vee Z)$ .
We review that IRDS is a simplification ordering, i.e., IRDS is a partial ordering has the subterm
property on $\mathcal{T}(F, \mathcal{V})$ that is closed under substitutions and is closed under contexts. These
properties
are essential for applying IRDS to termination proof of TRS.
Lemma 3.6 The IRDS is partial ordering on $\mathcal{T}(F, \mathcal{V})$ .
Proof. Let $s’\in dec_{p}(s)$ , $t’\in dec_{q}(t)$ and $u’\in dec_{r}(u)$ . We can show that $dec_{p}(s)\ni s’>_{EL}t’\in dec_{q}(t)$
and deci $(t)\ni t’>ELu’\in dec_{r}(u)$ impiy $dec_{p}\acute{(}s$) $\ni s’>_{EL}u^{t}\in dec_{r}(u)$ by induction
on $|s’|+|t’|+|u’|$ .
For any term $s$ and $s’$ in $dec_{p}(s)$ , we can prove that $dec_{p}(s)\ni s’\not\simeq_{EL}s’\in dec_{p}(s)$ by induction
on $|s|$ . $\square$
Lemma 3.6 The IRDS on $\mathcal{T}(F, \mathcal{V})$ has the subterm property.
Proof. Let $\mathrm{s}$ and $t$ be terms such that $s\triangleright t$ . It is shown by induction on
$|s|$ that $s>_{IRDS}t$ . $\square$
The following lemma is the key to prove the main result in this paper that IRDS is closed
under
substitutions.
Lemma 3.8 Let $dec_{p}(s)\gg_{EL}dec_{q}(t)$ where $s$ and $t$ are terms and
$p\in \mathcal{P}\tau(s)$ and $q\in \mathcal{P}\tau(t)$ . Then for
any substitution $\theta$ , the following two claims hold.
(1)
$\mathcal{P}_{\mathcal{T}}(t\theta)Ifs|_{p}=$.
$t|_{q}\in \mathcal{V}$ then $dec_{p.i}(s\theta)\gg_{EL}dec_{qi}(t\theta)$ , for any $\mathrm{i}\in N^{*}$ such that $p.\mathrm{i}\in \mathcal{P}\tau(s\theta)$ and
$q.\mathrm{i}\in$
(2) If $t|_{q}\not\in \mathcal{V}$ then $dec_{p.i}(s\theta)\gg_{EL}dec_{q}(t\theta)$ , for any
$\mathrm{i}\in N^{*}$ such that $p.\mathrm{i}\in \mathcal{P}\tau(s\theta)$ .
$\square$
Proof. See appendix A.
Lemma 3.9 Let s and t be terms. Then $dec(\{s\})\gg\gg_{EL}dec(\{t\})$ implies
$dec(\{s\})\cap dec(\{t\})=\emptyset$ .
The following lemma is the main result in this paper. We completely show that IRDS
is closed under
substitutions.
Lemma 3.10 The IRDS is closed under substitutions, i.e., $s>_{IRDS}$ t implies
$s\theta>IRDS$ $t\theta$ for any
substitution $\theta$ .
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Proof. Assume that $s>_{IRDS}t$ , i.e., $dec(\{s\})\gg\gg_{EL}dec(\{t\})$ where 8 and
$t$ are terms. We show that
$dec(\{s\theta\})>>\gg_{EL}dec(\{t\theta\})$ , $\mathrm{i}.\mathrm{e}.$ , $s\theta>_{IRDS}t\theta$ , holds for any substitution $\theta$ . Strictly speaking, we must
prove: $(\forall q\in \mathcal{P}\tau(t), \exists p\in \mathcal{P}\tau(s)$ such that $dec_{p}(s)\gg_{EL}$ decq(t) $)$ impiies
$(\forall q’\in \mathcal{P}_{\mathcal{T}}(t\theta), \exists p^{\mathit{4}}\in \mathcal{P}_{\mathcal{T}}(s\theta)$
such that $dec_{\mathrm{p}’}(s\theta)\gg_{EL}dec_{q’}(t\theta))$ . Let $q’\in \mathcal{P}\tau(t\theta)$ , then $\exists \mathrm{i}$ , $q\in N^{*}$ such that $q’=q.i$ and
$q\in \mathcal{P}\tau(t)$ .
Since $s$ IRDS $t$ artd by lemma 3.9 there exists $p\in \mathcal{P}_{\mathcal{T}}(s)$ such that
$dec_{p}(s)>>_{EL}dec_{q}(t)$ . To prove that
$\exists p’\in \mathcal{P}_{\mathcal{T}}(s\mathrm{f}1)$ such that $dec_{p’}(s\theta)>>_{EL}dec_{q’}(t\theta)$ , we have to distinguish two cases:
1. $t|_{q}\in \mathcal{V}$ , i.e. $s|_{p}=t|_{q}$ (Otherwise $dec_{p}(s)P_{EL}dec_{q}(t)$ ).
Since $q’=q$ . $\mathrm{i}$ for some $\mathrm{i}\in N^{*}$ , decp(s)$)>>_{EL}dec_{q}(t)$ , $s\theta|_{p}=t\theta|_{q}=\theta(t|_{q})$ and lemma
3.8,
$\forall \mathrm{i}\in \mathcal{P}_{\mathcal{T}}(\theta(t|_{q}))$ , $dec_{p.i}(s\theta)\gg_{EL}dec_{q.i}(t\theta)$ . Hence, $p’=$ p.z with $\mathrm{i}\in \mathcal{P}\tau(\theta(t|_{q}))$ .
2. $t|_{q}\not\in \mathcal{V}$ , i.e. $q’=q$ .
(1) $s|_{p}\not\in \mathcal{V}$ . Since $dec_{p}(s)\gg_{EL}dec_{q}(t)$ and lemma 3.8, $dec_{p}(s\theta)>>_{EL}dec_{q}(t\theta)$ . Hence, $p’=p$ .
(2) $s|_{p}\in \mathcal{V}$ . Since $dec_{p}(s)>>_{EL}dec_{q}(t)$ and lemma 3.8, $\forall \mathrm{i}\in \mathcal{P}\tau(\theta(s|_{\mathrm{P}}))$ , decp.i $(s\theta)\gg_{EL}dec(qt\theta)\square$.
Hence, $p’=p.\mathrm{i}$ with $\mathrm{i}\in \mathcal{P}\tau(\theta(s|_{p}))$ .
Lem ma 3.12 The IRDS is closed under contexts.
Proof. Let 8 and $t$ be terms. We have to show that $s>IRDSt$ implies $C[s]$ IRDS
$C[t]$ for any
$\mathrm{c}\mathrm{o}\mathrm{n}\mathrm{t}\mathrm{e}\mathrm{x}\mathrm{t}\square$
$C[]$ . It can be proved by induction on context $C[]$ .
Lemma 3.12 The IRDS is a simplification ordering on $\mathcal{T}(\mathcal{F}, \mathcal{V})$ .
Proof. By lemmas 3.6, 3.7, 3.10 and 3.11, the IRDS is partial ordering on
$\mathcal{T}(_{d}\tau, \mathcal{V})$ that is closed
$\mathrm{u}\mathrm{n}\mathrm{d}\mathrm{e}\mathrm{r}\square$
substitutions, contexts and has the subterm property.
Example 3.13 ([18]) Given the following signature and TRS 72: $F$ $=\{\neg, \supset, \vee\}$ ,
$R$ $=$ $\{$ $\neg X\supset(Y\supset Z)arrow Y\supset(X\vee Z)$ .
We give the following precedence and status: $\neg>_{\mathcal{F}}\supset>_{F}\vee$ and $\tau(f)=mul$ for any $f\in F$ . Since $\neg$
$X\supset(Y\supset Z)>_{IRDS}Y\supset(X\vee Z)$ by example 3.5 and theorem 3.3 and lemma 3.12, 72 is terminating.
4 Conclusion
We have investigated the improved recursive decomposition ordering to term rewriting systems for prov-
ing termination. We completely have shown that the improved recursive decomposition ordering is closed
under substitutions as main result in this paper. Also we have reviewed the improved recursive decom-
position ordering is a simplification ordering.
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A Proof of lemma 3.8
Definition A.I Let $\theta$ be a substitution. Let $\{s_{1},\ldots,s_{n}\}$ be a subset of $\mathcal{T}(\mathcal{F}, \mathcal{V})$ . $\{s_{12}\ldots,s_{n}\}\theta$ denotes
$\{s_{1}\theta,\ldots,s_{n}\theta\}$ .
Lemma A.2 (Lemma 3.8) Let $dec_{p}(s)\gg_{EL}dec_{q}(t)$ where s and t be terms and p
$\in \mathcal{P}\tau(s)$ and q $\in$
$\mathcal{P}_{\mathcal{T}}(t)$ . Then for any substitution $\theta$ , the following two claims hold.
(1) If $s|_{p}=t|_{q}\in \mathcal{V}$ then $dec_{pi}(s\theta)>>_{EL}dec_{q.i}(t\theta)$ , for any i
$\in N^{*}$ such that p.i $\in \mathcal{P}\tau$ $(s\theta)$ and q.i $\in$
$\mathcal{P}_{\mathcal{T}}(t\theta)$ .
(2) If $t|_{q}\not\in$ $\mathcal{V}$ then $dec_{pi}(s\theta)>>_{EL}dec_{q}(t\theta)$ , for any i $\in N^{*}$ such that p.i
$\in \mathcal{P}\tau(s\theta)$ .
Proof. We show that the claim (1) A (2) by induction on $|s|+|t|$ . Assume that
$dec(\mathrm{p}s)\gg_{EL}dec_{q}(t)$ .
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(1) Consider the case $s|_{\mathrm{p}}=t|_{q}\in \mathcal{V}$ .
By the assumption $dec_{p}(s)\gg_{EL}dec_{q}(t)$ and definition of multiset
extension, consider the cases
that $dec_{\mathrm{p}}(s)=M\cup\{s_{1},.. .,s_{m}\}$ , $dec_{q}(t)=M\cup\{t_{1},\ldots,t_{n}\}$ , and for any
$k\in\{1,\ldots,n\}$ , there exists
$l\in\{1,\ldots,m\}$ such that $dec_{p}(s)\ni s\iota$ $>_{EL}t_{k}\in dec(qt)$ .
For any $\mathrm{i}\in N^{*}(q.\mathrm{i}\in \mathcal{P}\tau(t\theta))$ , we can show that $dec_{p.i}(s\theta)=M\theta\cup\{s_{1}\theta, \ldots , s_{m}\theta\}\cup L$
, $dec_{q.i}(t\theta)$
$=M\theta\cup\{t_{1}\theta,\ldots, t_{n}\theta\}\cup L$ where $L=\{v|v\in sub(dec_{i}(s|_{p}\theta),s|_{p}\theta)\}$ . Hence we have to show that
$dec_{p}(s)\ni s_{l}>_{EL}t_{k}\in dec_{q}(t)$ implies $dec_{pi}(s\theta)\ni s_{l}\theta>_{EL}t_{k}\theta\in dec_{q.i}(t\theta)$ . We distinguish the
cases with respect to the definition of $>EL$ .
(a) If $root(s_{l})>_{F}$ $root(t_{k})$ then $root(s\iota\theta)>_{\mathcal{F}}$ root(tg\mbox{\boldmath $\theta$}) holds.
(b) If root(st) $=root(t_{h})$ , $\tau(root(s_{l}))=mul$ and sub $(dec_{p}(s),s\iota)>>_{EL}$ sub
$(dec_{q}(t),t_{k})$ then we
can show $sub(dec_{p.i}(s\theta),s_{t}\theta)>>_{EL}sub(dec_{qi}(t\theta),t_{k}\theta)$ by induction hypothesis.
(c) In the case that $root(s_{l})=root(t_{k})$ , $\tau(root(s_{l}))=mul$ $sub(dec_{p}(s),s_{l})=sub(dec_{q}(t),t_{k})$ and
$dec(args(s_{l}))>>\gg_{EL}dec(args(t_{k}))$ , it follows that $dec(args(s_{\mathrm{t}}\theta))\gg>>_{EL}dec(args(t_{k}\theta))$ from
induction hypothesis
(d) Consider the case that root(s\iota ) $=root(t_{k})$ , $\tau(root(s_{l}))\neq mul$ ,
$args(sl)>_{IRDS}^{\tau(ro\mathrm{o}t\langle s))}$‘ args (tk)
and $\{s_{l}\}\gg_{IRDS}$ args $(t_{k})$ . We can show $args(s_{l}\theta)>_{IRDS}^{\tau(ro\sigma t(s\iota))}$ args(tk0) and $\{s_{l}\theta\}\gg_{1RDS}$
$args(t_{k}\theta)$ by induction hypothesis.
(2) In case of $t|_{q}\not\in \mathcal{V}$ , for any $\mathrm{i}\in N^{*}(p.\mathrm{i}\in \mathcal{P}\tau\{s\theta))$ , we can show that $dec_{p.i}(s\theta)=M\theta\cup\{s_{1}\theta,\ldots$ ,
$s_{m}\theta\}\mathrm{U}L$ where $L=\{v|v\in sub(dec_{l}(s|_{p}\theta),s|_{p}\theta)\}$ , decq(t ) $=M\theta\cup\{t_{1}\theta,\ldots, t_{n}\theta\}$. Hence we
can show that $dec_{p}(s)\ni s\iota>ELtk\in dec_{q}(t)$ implies deci (p. $s\theta$ ) $\ni s_{l}\theta>_{EL}t_{k}\theta\in dec_{q}(t\theta)$ , in $\mathrm{s}\mathrm{i}\mathrm{m}\mathrm{i}\mathrm{l}\mathrm{a}\mathrm{r}\square$
to the proof of (1).
