We study a class of open chaotic dynamical systems. Consider an expanding map of an interval from which a few small open subintervals are removed (thus creating "holes"). Almost every point of the original interval then eventually escapes through the holes, so there can be no absolutely continuous invariant measures. We construct a so called conditionally invariant measure that is equivalent to the Lebesgue measure. Our measure is unique and naturally generates an invariant measure, which is singular. These results generalize early work by Pianigiani, Yorke, Collet, Martinez and Schmidt, who studied similar maps under an additional Markov assumption. We do not assume any Markov property here and use "bounded variation" techniques rather than Markov coding. Our results supplement those of Keller, who studied analytic interval maps with holes by using different techniques.
Introduction
Expanding maps of an interval are very popular in the theory of chaotic dynamical systems. A mapT : [0, 1] → [0, 1] is said to be expanding if it is piecewise smooth and its derivative satisfies the condition inf |T (x)| > 1. Simple examples of expanding maps are: (i) the so-called beta-transformations defined byT (x) = βx (mod 1) with β > 1, in particular the doubling mapT (x) = 2x (mod 1); (ii) the tent map defined byT (x) = 2x for 0 ≤ x ≤ 1/2 andT (x) = 2(1 − x) for 1/2 < x ≤ 1.
Expanding maps have good ergodic and statistical properties. A. Lasota and J. Yorke [LaY] proved that C 2 expanding maps admit absolutely continuous invariant measures (a.c.i.m.'s), whose densities are of bounded variation. In fact, such maps have only finitely many ergodic a.c.i.m.'s, each of which is mixing up to a cycle [LiY, HK] . R. Bowen [Bo] showed that a mixing a.c.i.m. is Bernoulli. F. Hofbauer and G. Keller [HK] proved that mixing a.c.i.m.'s have good statistical properties, too -they enjoy exponential decay of correlations and satisfy the central limit theorem (for observables with bounded variation). Some extensions of these results may be found in [BK, Bu, K, KL, L, Ry] .
Note that if an ergodic a.c.i.m. has a strictly positive density, then there is no other a.c.i.m.'s, because distinct ergodic measures are always mutually singular. In particular, beta-transformations with an integer β ≥ 2 and the tent map preserve the Lebesgue measure, hence they have no other a.c.i.m.'s. [D, GD] . We do that by example. Consider a modification of the tent map defined byT (x) = cx for x ≤ 1/2 andT (x) = c(1 − x) for x > 1/2, with some c > 2. This is a mapT : IR → IR shown on H is open and dense in [0, 1] and has full Lebesgue measure. In other words, almost every point x ∈ [0, 1] eventually escapes through the "opening" H, which can be also regarded as a hole in the interval [0, 1] . Note that the mapT was used in [D] to illustrate the concept of open dynamics and escape through holes.
In physical applications, the process of escape of points from the unit interval is characterized by a conditionally invariant measure. A probability measure µ on [0, 1] is said to be conditionally invariant if there exists λ > 0 such thatT * µ = λµ. Here, as usual,T * is a dual operator acting on measures as defined by (T * µ)(A) = µ(T
−1
A) for all Borel sets A ⊂ [0, 1]. The constant λ > 0 is called the eigenvalue of µ, see [C] , and − ln λ is called the escape rate [D, GD] .
In physical experiments, if one chooses N points in [0, 1] at random according to the distribution µ, then after n iterations ofT there will be ≈ λ n N points remaining on [0, 1], and they will be distributed according to the measure µ. Note that conditionally invariant measures are analogous to quasi-stationary distributions for Markov chains with absorbing states (or absorbing boundary conditions) -see [CMM, FKMP] .
From the physicist point of view, only absolutely continuous conditionally invariant measures (a.c.c.i.m.'s) are relevant, and this is what we will study in this paper. It is also important that an a.c.c.i.m. attracts other smooth measures, i.e. there is a large class C of absolutely continuous measures on [0, 1] such that for each ν ∈ C the sequence c nT n * µ, where c ([0, 1] ) is the normalizing factor, converges to the a.c.c.i.m. µ (in the sense that the densities converge uniformly) . We will refer to this as the convergence property for µ (in the class C). We note that the convergence property allows to choose N points in the above mentioned physical experiment according to any distribution in the class C, with the same final result for large n.
The first results on a.c.c.i.m.'s were obtained by G. Pianigiani and J. Yorke: For example, let T be the restriction of the modified tent mapT shown on Fig. 1 to the set I: = [0, 1] \ H. Then T satisfies the conditions of Theorem 1.1 and hence admits an a.c.c.i.m., which is in this case just the (normalized) Lebesgue measure on I.
Remark. One would expect that under the conditions of Theorem 1.1 the a.c.c.i.m. is unique (and has the convergence property) even if we relax the requirement that the densities be bounded away from zero. Surprisingly, this is not true, even for the just mentioned modified tent map. Indeed, choose any 0 < α < 1/2 and define a density by setting it to α k on the set T
−k
H for each k ≥ 1. This defines the density almost everywhere on I, and the corresponding measure (after normalization) will be an a.c.c.i.m. with eigenvalue λ = 2αc . Moreover, the variation of this density is finite (less than 4/(1 − 2α)). This example shows that there is a mysterious difference between the properties of a.c.i.m.'s for ordinary expanding maps and those of a.c.c.i.m.'s for expanding maps with holes.
An a.c.c.i.m. naturally generates aT -invariant measureμ (which is singular). Its construction is described below, here we give its physical interpretation. Suppose one chooses N points at random according to any distribution in the class C, then after n iterations ofT there will be ≈ λ n N points remaining on [0, 1]. We take their images after m n (instead of n) iterations ofT , then those will be distributed according to the measureμ. The purpose of this paper is to extend Theorems 1.1 and 1.2 to expanding maps with holes that do not necessarily satisfy the Markov property. In other words, we allow more generic holes than in [PY, CMS1] . Our approach is the following. We start with an ordinary expanding mapT of the unit interval. For simplicity, we assume that it admits a mixing a.c.i.m. whose density is bounded away from zero. The precise conditions and claims of the theorem will be specified below.
Remark. We emphasize that even though we are making a rather strong assumption on the given expanding mapT (that it has a mixing a.c.i.m. with a strictly positive density), the holes are allowed to be rather arbitrary, in fact, they must be in generic position (as explained in Section 3). We note that our assumption onT is not too restrictive either: if it fails, it is usually possible to find a finite union of subintervals J: = ∪J i in [0, 1] and a higher iteration of the map,T 1 : =T k , such thatT 1 (J) ⊂ J and the mapT 1 : J → J admits an a.c.i.m. that is mixing and has a strictly positive density on J. Then the problem can be reduced to the mapT 1 on J.
Remark. G. Keller (see Sect. 9C in [K] ) obtained similar results for expanding interval maps with holes by a different approach. He assumed that the original interval map is piecewise analytic and used Fredholm theory to study the corresponding transfer operator. He proved the exponential escape of mass (he called this process extinction) through holes (which he called traps) and related the extinction rate to the topological pressure of the corresponding weight function. Keller also constructed an equilibrium state, which was an invariant measure. In the introduction to [K] , he said that he used the heavy machinery of Fredholm theory because "it seems quite difficult to obtain rigorous results about extinction rates ... by studying transfer operators acting on spaces of function of bounded variation". This is exactly what we are doing in this paper, hence we supplement the results of [K] .
Remark. As a referee pointed out to us, most of the results we obtain here can be derived from spectral properties of transfer operators and their perturbations studied recently in [BK] and [KL] . It is also possible to show, in addition to what we prove, that the invariant measure is ergodic and has rapidly decaying correlations. We do not apply the spectral operator technique and restrict ourselves to more elementary and direct arguments.
Notation and preliminary lemmas
Here we introduce our notation and collect necessary tools for the proof of the main theorem.
LetT : I → I be a piecewise C 2 expanding map. We denote
For each n ≥ 1, we denote byÎ n k , k ≥ 1, the intervals of monotonicity for the mapT n . We putĴ n k =T nÎ n k . Let δ n be the length of the smallest intervalÎ
Here and on m stands for the Lebesgue measure on [0, 1].
Assumption onT . We assume that the mapT preserves a mixing measure with density h(x) that is bounded away from zero:
We make an important note. Under this assumption, the mapT has the following covering property [L] : for every n ≥ 1 there is a K(n) < ∞ such that, for every k, the setT
, up to finitely many points. For a proof, see C. Liverani [L] . We note that Liverani [L] proved the converse: the covering property implies that the invariant density is bounded away from zero. It is also interesting to note that recent results by J. Buzzi [Bu] imply that ifT is topologically mixing, then it has the covering property.
Holes. We now introduce holes in the interval
We denote by L the number of H l (holes) and by
We now define the map T on I and its iterations. We denote by T n the restriction ofT
That is, the map T n is the restriction of the mapT to the set of points whose trajectories do not enter the holes (the set H) at times 0, 1, . . . , n.
We put
is well defined and monotonic on each set
Note that both I n k and J n k are finite unions of intervals. As the reader may have noticed, we attach "hats" to notation related to the original mapT , and remove hats when dealing with the map T generated by holes.
Note that the set H n consists of points where the map T n is not defined. We have a simple bound on its Lebesgue measure:
where q is the number of intervalsÎ 1 k of monotonicity of the mapT . Perron-Frobenius operator. Since we study absolutely continuous measures on [0, 1], we will need the Perron-Frobenius operator that describes the transformation of densities under the map T .
Let f ≥ 0 be the density function of a measure ν on I. The density of the measure T n * ν is given by
and if T −n x = ∅, we set (P T n f )(x) = 0 (here and on (T n ) stands for the derivative of the map T n ). This equation defines a linear operator P T n on L 1 (I), known as the Perron-Frobenius operator. We will denote it simply by P n . One can easily verify that
, so this notation is consistent.
Note that P n f ≥ 0 if f ≥ 0. Also, by a simple change of variable,
This shows that, when holes are present, the PerronFrobenius operator decreases the norm of measures. For this reason we also consider a modified (or normalized) Perron-Frobenius operator
The operator P n 1 does preserve the norm of probability measures, but it is not a linear operator anymore.
We study the action of the Perron-Frobenius operator on functions of bounded variation. The variation of a function f on I is defined by
where the supremum is taken over all finite sequences in I. For each b > 0 we put
A crucial property of the Perron-Frobenius operator for ordinary expanding maps is that they reduce variation of densities, i.e. they satisfy the bound Var P f ≤ α Var f + β f 1 for some constants 0 < α < 1 and β > 0, see [LaY, HK] . We now prove a similar property for our maps with holes:
Proposition 2.1 (Variation bound) For every n ≥ 1 and a nonnegative function f of bounded variation on I we have
(the value of δ n is defined in (2.3)).
We first prove an auxiliary bound on distortions. Let I 
Lemma 2.2 (Distortion bounds) In the above notation
Proof. By a simple application of the chain rule and then (2.1) and (2.8) we have 
To prove this claim, we note that the gaps between the above subintervals of I It follows from the definition of the Perron-Frobenius operator P
For each n and k we have
and we obtain
To estimate the second term in (2.11), we note that
Note that m(Î n k \ H) ≥ δ n − h. Now summing over k in (2.14) and combining with (2.11) and (2.13) complete the proof of Proposition 2.1. 2 3 Existence and uniqueness of a.c.c.i.m. 
Proof. First, we assume that h 0 < δ N /2. Then Proposition 2.1 implies
This implies, along with (2.4), that
Then an easy calculation yields
It is easy to see that when the conditions of the above proposition hold, the operator P 
Remark. Since VarP
Proof. For every f ∈ E b min we have, with the help of (3.4), that P f 1 ≥ P N f 1 ≥ (1 + α)/2. Now Proposition 2.1 implies
Hence it is enough to set b max to the value on the right hand side. 2 Now we fix a b max as in this lemma. Assume that h < h 0 (b min , b max ). Proposition 3.1 ensures the existence of a fixed point f ∈ E b for the operator P Proof. Indeed, if g = P 1 f = f , then g ∈ E bmax by Lemma 3.3 and P N 1 g = g. This contradicts the uniqueness of a fixed point for P N 1 in E bmax . 2 It is therefore enough to prove the uniqueness of a fixed point for P N 1 in E bmax . We do just that in the rest of this section.
Lemma 3.5 For any c ∈ (0, 1) there exists a δ ∈ (0, 1) such that for all f ∈ E bmax we have m{x:
Proof. Suppose, on the contrary, that there exists ac ∈ (0, 1) such that for any δ ∈ (0, 1) we can find f δ ∈ E b max for which m{x: Proof. Pick a c < 1/4, choose ε c < cS
, where S = sup |T |, and supposef (ỹ) > c for someỹ
Proof. Fix some 0 < c < 1/4, and set ε 0 = ε c according to Lemma 3.6. Supposê P Next, we will take a closer look at the holes. For technical reasons we will choose an even higher iterate of the map,T
2KM
. Let x ∈ I. SinceT KM is covering, we may expect x to have plenty of pre-images under T
(and not only underT
). However, it may happen that too many of those preimages are "eaten up" by the holes, so that not enough are left in T −2KM
x. We need to prevent this from happening. Note that if y ∈T
e. all the further preimages of the point y are excluded from the set T
−2KM
x. To ensure that sufficiently many preimages of each x ∈ I survive the removal of the holes, we impose the condition that the holes are not only small, but in "generic" position:
Genericity Conditions on the Holes. The collection of holes H l , 1 ≤ l ≤ L, satisfies the following assumptions:
(G2) The images of the holes under the mapsT n , 1 ≤ n ≤ 2KM do not overlap. In particular, we assume that the mapT 2KM is one-to-one on each hole H l and furthermore require thatT 
consists of at most one point.
Remark. The reason why we call these conditions generic is clear from the following simple property: given L ≥ 1, if we choose L points y l ∈ I, 1 ≤ l ≤ L, randomly (with respect to the Lebesgue measure on I), then with probability one each point y l has a small neighborhood H l , so that the above conditions hold. While this is quite obvious for (G2), it may not be immediately true for (G1). However, if we require that #{T −1 x} ≥ 2 for each x ∈ [0, 1], then (G1) will hold as well. By the covering property, we can always fulfill the above requirement by replacingT with its higher iterate, before making holes in [0, 1]. We do not do that because our version of (G1) is the weakest one we need. 
x, there is nothing to show. If not, the set (3.6) is not empty, and according to (G2) it consists of a single point, call it z =T Lemma 3.9 There exists an ε 1 > 0 such that
Proof. Let x ∈ I. By the previous lemma there exists y 1 ∈ T
−KM
x such that y 1 has a full set of pre-images under T KM . Then,
where we used Lemma 3.7 at the last step. We set ε 1 = ε 0 S 
Hence we proved the following: 
(G1)-(G2). Then there is a unique a.c.c.i.m. µ for the map T with a density
Note that the measure µ is equivalent to the Lebesgue measure on I, in fact f * ≥ ε 1 > 0.
The convergence property
Here we prove the following: 
Proof. By Lemma 3.9, it is enough to prove this fact for f ∈ E 1 bmax , where
where C 1 is a constant (independent of f and n).
Proof. Set C 1 = (b max + 2)/ε 1 . Then f ≤ C 1 f * and f * ≤ C 1 f , and the lemma follows by the linearity of P . 2
Note that by the same argument
Next we show that P 1 is "uniformly Lipschitzean" on E . Note that χ ∈ E 1 bmax , and by the linearity of P we have
Also, note that
bmax and n ≥ 1
Proof. For brevity, we write · for · ∞ . By using (4.2) and (4.3), we have
Now the result follows from Lemma 4.2 and (4.1). 2 By this lemma, it is enough to prove that
for any fixed R ≥ 1 and all f ∈ E 1 bmax with some θ < 1 and C > 0. We do this next. 
Proof. The property (a) holds for all κ < ε 1 /(b max + 2). For such κ, we have f − κf
Now, by Proposition 2.1 and (3.1)-(3.4) we have
provided κ is small enough. The part (c) clearly holds with
We put R: = 2KM + N . By using Lemma 3.9 we obtain
Proof. On could hope to obtain the theorem immediately from Proposition 5.1 and the fact T * µ n = µ n−1 by using the continuity of T * . But the map T * is actually discontinuous (because so is T ), hence some more work is needed. Note that the map T is only discontinuous at finitely many points. Therefore, it is enough to show that theμ-measure of those points is zero. We will show a little more: the measureμ has no atoms.
Lemma 5.3 The measureμ has no atoms.
Proof. Suppose, on the contrary, thatμ has atoms, and x 0 is the "heaviest" one, i.e. p 0 =μ({x 0 }) = max xμ ({x}). Next we use a standard argument in the study of expanding maps. We conclude with some open questions. It would be interesting to study the properties of the measureμ. We conjecture that it is ergodic, Bernoulli, and an equilibrium state for the potential function − ln |T (x)|. Under the assumptions of Theorem 1.1, these properties ofμ have been proved in [CMS1] , along with a remarkable escape rate formula:
Here χ(μ) = Λ ln |T | dμ is the Lyapunov exponent, h KS (μ) is the Kolmogorov-Sinai entropy, and γ = − ln λ is the escape rate of the a.c.c.i.m. µ (recall that λ = µ(I 1 ) is its eigenvalue). The proofs in [CMS1, CMS2] were based on thermodynamic formalism and the symbolic representation of the system by a finite Markov chain (which existed because of the Markov property, see Theorem 1.1).
In our case, no finite Markov partition exists, hence one needs to develop a different approach. One way to do that is approximate the holes H by slightly larger holes that satisfy the Markov property, and then use the above results. This approach was employed in [CMT1, CMT2] where Anosov diffeomorphisms with small open holes were studied.
