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Introduction {#sec001}
============

The connectivity of neural circuits, together with their intrinsic dynamics, determines their computation. A goal of systems neuroscience is to uncover and describe these computational mechanisms in specific circuits. For example, associative memory is a quintessential neural computation \[[@pcbi.1008080.ref001]--[@pcbi.1008080.ref003]\]. In cerebellar and cerebral cortices, random connectivity may form high-dimensional representations to facilitate associative memory \[[@pcbi.1008080.ref004]--[@pcbi.1008080.ref007]\]. The synaptic weight distributions of Purkinje cells and cortical pyramidal neurons are consistent with optimal associative memory in simple models \[[@pcbi.1008080.ref008]--[@pcbi.1008080.ref013]\].

At the same time, neuronal connectivity is constrained by resource limitations and homeostatic requirements. The total strength of synaptic connections between two neurons is limited by the amount of receptor and neurotransmitter available and the size of their synapses \[[@pcbi.1008080.ref014]\]. Homeostatic synaptic scaling in pyramidal neurons of mammalian cortex and hippocampus regulates their total excitatory \[[@pcbi.1008080.ref015]--[@pcbi.1008080.ref018]\] and inhibitory \[[@pcbi.1008080.ref019]--[@pcbi.1008080.ref023]\] synaptic input strengths to regulate activity levels \[[@pcbi.1008080.ref024]\].

The neural connectivity necessary for a given computation must exist or develop within these physiological constraints. Furthermore, the computations performed by a circuit may require modification based on exposure to the environment and the needs of the organism. Physiological constraints could conflict with a required circuit configuration and pose a challenge to computational learning. It might thus be advantageous for circuits, under a fixed constraint, to enable a broad array of computations. We refer to connectivity patterns that can enable many computations as "flexible" under a constraint. Here we seek to understand whether this flexibility can predict neural connectivity patterns.

We examine the interaction between constraints and computations in the mushroom body, a cerebellum-like associative memory center in *Drosophila melanogaster* and other insects \[[@pcbi.1008080.ref025], [@pcbi.1008080.ref026]\]. Mushroom bodies are composed largely of Kenyon cells (KCs), which receive input from sensory projection neurons (PNs; [Fig 1a](#pcbi.1008080.g001){ref-type="fig"}). KCs also connect recurrently to each other, receive inhibitory and modulatory inputs, and project to mushroom body output neurons (MBONs). A combinatorial code for odorants in KCs \[[@pcbi.1008080.ref027]--[@pcbi.1008080.ref029]\] forms a substrate for associative learning at KC-MBON synapses \[[@pcbi.1008080.ref025], [@pcbi.1008080.ref030]\]. In *D. melanogaster*, neurons from a variety of circuits exhibit homeostatic regulation of connectivity during growth from the first instar larva to the third instar larva. This includes a homeostatic regulation of mechanosensory receptive fields \[[@pcbi.1008080.ref031]\], functional motor neuron outputs \[[@pcbi.1008080.ref032]\], and nociceptive projections \[[@pcbi.1008080.ref033]\]. Changes in inputs to central motor neurons elicit structural modifications to their dendrites that homeostatically maintain input levels \[[@pcbi.1008080.ref034]\]. Finally, changes in olfactory PN activity lead to homeostatic compensations in the number and size of their output synapses in the mushroom body \[[@pcbi.1008080.ref035]--[@pcbi.1008080.ref037]\]. Connections in the mushroom body also are generally limited to a few synapses per connection \[[@pcbi.1008080.ref038], [@pcbi.1008080.ref039]\]. We thus hypothesize that mushroom body connectivity in *D. melanogaster* might be structured to be computationally flexible under physiological constraints.

![Flexible connectivity under constraints.\
(**a**) Mushroom body circuitry (cartoon based on \[[@pcbi.1008080.ref038]\]). (**b**) Synaptic weights occupy a *K*-dimensional space. *K* is the number of synaptic partners. The solution spaces for computational tasks are subspaces of the synaptic weight space, with dimension up to *K*. Constraints also define subspaces with dimension up to *K*. A tight constraint defines a small subspace with low potential overlap with computational solution spaces. (**c**) A loose constraint defines a large subspace, with greater potential overlap with computational solution spaces. (**d**) Cartoon of a postsynaptic resource constraint: a neuron with *M* = 3 units of postsynaptic weight (e.g., receptors) to distribute amongst two synaptic partners. (**e**) Cartoon of a presynaptic resource constraint a neuron with *M* = 4) units of synaptic weight (e.g., vesicles) to distribute amongst two partners. (**f**) Number of possible connectivity configurations for different values of *K* and *M* (given by the binomial coefficient).](pcbi.1008080.g001){#pcbi.1008080.g001}

Consider the connections from one KC to its *K* targets. We will describe each projection by one synaptic weight, summed across synapses if the projection is multi-synaptic, so that this KC's output weight configuration is a point in a *K*-dimensional synaptic weight space. Regions of this space might correspond to weight configurations that support different learned associations or computations ([Fig 1b](#pcbi.1008080.g001){ref-type="fig"}; "computation spaces"). A physiological or homeostatic constraint, such as those discussed above, also defines a region of allowed connectivity configurations ([Fig 1b](#pcbi.1008080.g001){ref-type="fig"}; "constraint space"). If a constraint is very tight, it might only allow a few configurations, and even disallow computationally useful configurations as in [Fig 1b](#pcbi.1008080.g001){ref-type="fig"}, where the constraint and computation spaces do not overlap. In order for the KC to be both healthy and computationally useful, its connectivity must lie in the intersection of the constraint space and a computation space. This is easier if the constraint space is large---if the KC's connectivity is flexible under its constraints. ([Fig 1c](#pcbi.1008080.g001){ref-type="fig"}). "Flexibility" thus refers to the number of possible joint configurations of all this KC's outputs and is a property of the neuron's full *K*-dimensional output connectivity rather than of an individual synapse. While we discussed the flexibility of a KC's output connectivity here, the same idea can be applied to its inputs, or those of MBONs, or of other neurons in other systems.

In this study, we formulate this idea for simple models of two constraints: a (1) bounded or (2) fixed total connection strength. We propose that circuits might face a pressure to be flexible under these constraints. This motivates probabilistic models for the number of synaptic partners to a neuron. We test these models against each other and a simple random wiring null model using recently available electron microscopic wiring diagrams of the mushroom body from larval \[[@pcbi.1008080.ref038]\] and adult \[[@pcbi.1008080.ref039]\] *D. melanogaster*. We found that overall, the fixed net weight model provided the best description for neurons' numbers of synaptic partners in the mushroom bodies. The one exception we saw was in the most mature KCs of the larval mushroom body, which were better described by a binomial random wiring model. This suggests a developmental progression in the pressures shaping KC wiring in the first instar larva of *D. melanogaster*.

Results {#sec002}
=======

Measuring constraint flexibility {#sec003}
--------------------------------

We begin with a simple example where a neuron has *M* units of synaptic weight, of size Δ*J*, available. These could correspond, for example, to individual receptors or vesicles. The neuron can assign these synaptic weight units to its *K* partners (presynaptic partners for receptors, [Fig 1d](#pcbi.1008080.g001){ref-type="fig"}, or postsynaptic partners for vesicles, [Fig 1e](#pcbi.1008080.g001){ref-type="fig"}). We will also call the number of synaptic partners the degree or connectivity degree.

To measure how flexible the neuron is with *M* synaptic weight units and *K* partners, we can count possible connectivity configurations. Since the constraint treats all synaptic partners symmetrically, the number of possible configurations is given by the binomial coefficient "M choose K". For *M* = 4 and degree two, there are six possible configurations. With *M* = 4 and degree three, there are four possible configurations. Thus with the constraint of *M* = 4, the neuron is more flexible with two connections than three since there are more ways to satisfy the constraint. The neuron's flexibility under this constraint (of fixed total synaptic resources *M*Δ*J*) is a function only of the number of synaptic partners *K* only. For different numbers of synaptic weight units *M*, the flexibility exhibits different profiles as a function of the degree *K* ([Fig 1f](#pcbi.1008080.g001){ref-type="fig"}).

Synaptic weights can be made up of many small units of strength, corresponding to (for example) individual receptors or vesicles. So, we will model individual synaptic weights as continuous variables rather than the discrete description above. Throughout, we will use "synaptic weight" and "connection strength" interchangeably to refer to the total strength of projections from one neuron to another.

Degree distributions from constraints on net synaptic weights {#sec004}
-------------------------------------------------------------

We consider a simple model of synaptic interactions where a neuron has *K* synaptic partners and the strength of projection *i* is *J*~*i*~. The first constraint we consider is an upper bound on the total connection strength: $$\begin{array}{r}
{\sum\limits_{i = 1}^{K}J_{i} \leq \overline{J}} \\
\end{array}$$

The bound $\overline{J}$ could be interpreted multiple ways, for example as a presynaptic limit due to the number of vesicles currently available before more are manufactured or a postsynaptic limit due to the amount of dendritic tree available for synaptic inputs. The value of $\overline{J}$ could be set by metabolic or resource constraints. Rather than modeling the biological origin of $\overline{J}$, we will focus on the structure this constraint imposes in the *K*-dimensional synaptic weight configuration space.

With *K* synaptic partners, the constraint ([Eq 1](#pcbi.1008080.e001){ref-type="disp-formula"}) defines a *K*-dimensional volume. For a neuron with two synaptic partners, this is the portion of the plane bounded by the axes and a line that stretches from $\left( 0,\overline{J} \right)$ to $\left( \overline{J},0 \right)$ ([Fig 2a](#pcbi.1008080.g002){ref-type="fig"}). For three synaptic partners, the weight configurations live in three-dimensional space and are constrained to lie in the volume under an equilateral triangle ([Fig 2b](#pcbi.1008080.g002){ref-type="fig"}). It is equilateral because its vertices are defined by the configurations where one connection uses the total weight, $\overline{J}$. In general, for *K* synaptic partners the synaptic weights live in the volume under a *K* − 1 dimensional simplex (the geometric generalization of a triangle to higher dimensions). This *K*-dimensional volume is \[[@pcbi.1008080.ref040]\] $$\begin{array}{r}
{V\left( K,\overline{J} \right) = \frac{{\overline{J}}^{K}}{K!}} \\
\end{array}$$

![Constraints on total synaptic weights.\
(**a**-**c**) An upper bound on the total synaptic weight. (**d**-**f**) A fixed total synaptic weight. (**a**) For two inputs with a total synaptic weight of at most $\overline{J}$, the synaptic weights must live in the area under a line segment from $\left( 0,\overline{J} \right)$ to $\left( \overline{J},0 \right)$ (a regular 1-simplex). (**b**) For three inputs, the synaptic weights must live in the volume under a regular two-simplex. (**c**) Volume of the *K* − 1 simplex as a function of the number of presynaptic partners, *K*, for different maximal net weights $\overline{J}$. (**d**) For two inputs with a total synaptic weight fixed at $\overline{J}$, the synaptic weight configurations must be on the line segment from $\left( 0,\overline{J} \right)$ to $\left( \overline{J},0 \right)$. (**e**) The solution space for the fixed net weight constraint with three inputs is an equilateral planar triangle (a regular 2-simplex). (**f**) Surface area of the regular *K* − 1 simplex as a function of the number of presynaptic partners, *K*, for different net synaptic weights $\overline{J}$.](pcbi.1008080.g002){#pcbi.1008080.g002}

This extends the counting model of [Fig 1d--1f](#pcbi.1008080.g001){ref-type="fig"} to the case of a large pool of synaptic resources (Measuring synaptic weight configuration spaces) and measures the size of the space of allowed circuit configurations under the constraint of [Eq 1](#pcbi.1008080.e001){ref-type="disp-formula"}. The volume under the simplex increases with the max weight $\overline{J}$, but for $\overline{J} \geq 2$ it has a maximum at *K* ≥ 1 and then decays ([Fig 2c](#pcbi.1008080.g002){ref-type="fig"}).

Under our hypothesis of flexible computation under a constraint, there should be a pressure towards circuit structures with a large number of allowed synaptic weight configurations. There may be other competing pressures on the circuit architecture, which prevent it from being optimally flexible (achieving the largest number of possible configurations). To model the pressure towards flexibility, we thus stipulate that the probability of having *K* synaptic partners given resource limits $\overline{J}$ is proportional to the number of possible configurations, i.e., the volume of the weight space with *K* partners. For a bounded net synaptic weight: $$\begin{array}{r}
{p_{V}\left( K \middle| \overline{J} \right) = \frac{V\left( K,\overline{J} \right)}{Z_{V}\left( \overline{J} \right)}} \\
\end{array}$$ where the subscript *V* marks the probability distribution as proportional to the simplex's volume and the normalization constant, *Z*~*V*~, ensures that the probability distribution sums to 1: $$\begin{array}{r}
{Z_{V}\left( \overline{J} \right) = \sum\limits_{K = 1}^{\infty}V\left( K,\overline{J} \right)} \\
\end{array}$$

This normalization constant can be computed exactly to reveal a zero-truncated Poisson distribution: $$\begin{array}{r}
{p_{V}\left( K \middle| \overline{J} \right) = \frac{{\overline{J}}^{K}}{\left( \exp\left( \overline{J} \right) - 1 \right)K!}} \\
\end{array}$$

Note that this is a distribution for the number of synaptic partners to a neuron (its degree), not for its synaptic weights. The degree distribution is conditioned on the maximum total synaptic weight, as measured by the parameter $\overline{J}$.

In addition to facing resource constraints, neurons also homeostatically regulate their total input strengths. Motivated by this, the next constraint we consider holds the total synaptic weight fixed at $\overline{J}$: $$\begin{array}{r}
{\sum\limits_{i = 1}^{K}J_{i} = \overline{J}} \\
\end{array}$$

This constraint is satisfied on the surfaces of the same simplices discussed above ([Fig 2d and 2e](#pcbi.1008080.g002){ref-type="fig"}). Their surface area is (Measuring synaptic weight configuration spaces): $$\begin{array}{r}
{A\left( K,\overline{J} \right) = \frac{{\overline{J}}^{K - 1}\sqrt{K}}{\left( K - 1 \right)!}} \\
\end{array}$$

Like the simplex's volume, the surface area increases with the total synaptic weight $\overline{J}$ but for $\overline{J} \gtrapprox 0.7$ it has a maximum at *K* ≥ 1 ([Fig 2f](#pcbi.1008080.g002){ref-type="fig"}). We will also examine the size of this constraint as a model for degree distributions: $$\begin{array}{r}
{p_{A}\left( K \middle| \overline{J} \right) = \frac{A\left( K,\overline{J} \right)}{Z_{A}\left( \overline{J} \right)}} \\
\end{array}$$ where *p*~*A*~ denotes the probability proportional to the simplex's surface area and the normalization constant is $$\begin{array}{r}
{Z_{A}\left( \overline{J} \right) = \sum\limits_{K = 1}^{\infty}\frac{{\overline{J}}^{K - 1}\sqrt{K}}{\left( K - 1 \right)!}} \\
\end{array}$$

In contrast to the bounded net weight model ([Eq 5](#pcbi.1008080.e022){ref-type="disp-formula"}), we are not aware of an exact solution for *Z*~*A*~. When required, we will either approximate it by truncating at large *K* or bound it (Model comparison: Fixed net weight model).

Testing degree distribution models {#sec005}
----------------------------------

To test these models, Eqs [5](#pcbi.1008080.e022){ref-type="disp-formula"} and [8](#pcbi.1008080.e029){ref-type="disp-formula"}, requires joint measurements of neurons' total synaptic weight and number of synaptic partners. One type of data with measurements reflecting both of these are dense electron microscopic (EM) reconstructions with synaptic resolution, where (in a large enough tissue sample) all of a neuron's synaptic partners can be identified and the size or number of synapses provide indirect measurements of the connection strength.

The published EM wiring diagrams of *D. melanogaster* mushroom bodies measure synaptic strengths by the count of synapses \[[@pcbi.1008080.ref038], [@pcbi.1008080.ref039]\]. While we are not aware of joint measurements of synapse counts and physiological connection strength in Kenyon cells, the relationship of anatomical and physiological measures of connection strength has been studied in mammalian pyramidal neurons. There, synapse size and synapse strength are highly correlated \[[@pcbi.1008080.ref041]--[@pcbi.1008080.ref045]\]. We thus assumed that the total number of synapses onto a neuron, $\overline{S}$, is proportional to its total connection strength constraint: $$\begin{array}{r}
{\overline{J} = \alpha\overline{S}} \\
\end{array}$$ where *α* is the unknown constant relating the synapse count and the net synaptic weight. This assumption introduces *α* as an additional parameter in our degree distribution models, Eqs [5](#pcbi.1008080.e022){ref-type="disp-formula"} and [8](#pcbi.1008080.e029){ref-type="disp-formula"}, so that each neuron's degree is conditioned on two things: the unknown parameter *α* and that neuron's number of synapses $\overline{S}$.

In addition to the two constraint-inspired models of Eqs [5](#pcbi.1008080.e022){ref-type="disp-formula"} and [8](#pcbi.1008080.e029){ref-type="disp-formula"}, we also examined a simple random wiring null model where the number of partners follows a zero-truncated binomial distribution: $$\begin{array}{r}
{p_{B}\left( K \middle| N,q \right) = \left( {}_{K}^{N} \right)\frac{q^{K}\left( 1 - q \right)^{N - K}}{1 - \left( 1 - q \right)^{N}}} \\
\end{array}$$

This binomial wiring model assumes that each of *N* potential synaptic partners to a Kenyon cell has a fixed probability *q* of making a connection, and that whether or not different potential partners actually connect is independent. We used anatomical measurements for *N* (Model comparison: Zero-truncated binomial model) and took *q* as an unknown parameter for this model. Note that this is a binomial model for connections, in contrast to the binomial model for resource allocation of [Fig 1d--1f](#pcbi.1008080.g001){ref-type="fig"}.

To measure and compare how well these models explain KC connectivity we computed their Bayesian evidence: the likelihood of the data under a model, marginalizing over the unknown parameters (Model comparison). For the fixed net weight, for example, the evidence is $$\begin{array}{r}
{p_{A}\left( K \middle| \overline{S} \right) = \int_{0}^{\infty}d\alpha\; p\left( \alpha \right)\,\prod\limits_{i}p_{A}\left( K_{i} \middle| \alpha,{\overline{S}}_{i} \right)} \\
\end{array}$$ where *i* indexes KCs and *p*(*α*) is a prior distribution for *α*. We have a corresponding integration over *α* to find the model evidence of the bounded net weight model, and for the binomial wiring model an integration over the unknown connection probability *q*.

Calculating the model evidence requires choosing a prior distribution for the unknown parameter (*p*(*α*) in [Eq 12](#pcbi.1008080.e035){ref-type="disp-formula"}). We will use flat priors, as well as the Poisson Jeffreys prior. (Jeffreys priors maintain uncertainty under different scaling or unit choices.) The normalization constant for the fixed net weight model (*Z*~*A*~, [Eq 9](#pcbi.1008080.e030){ref-type="disp-formula"}) was not analytically tractable, so we computed upper and lower bounds for it. These bounds for *Z*~*A*~ then gave us bounds on the fixed net weight model's evidence (Model comparison: Fixed net weight model).

Larval Kenyon cell outputs {#sec006}
--------------------------

We first examined KCs outputs in the first instar larva, using the complete synaptic wiring diagram of its 223 KCs (110 on the left side of the brain and 113 on the right) from \[[@pcbi.1008080.ref038]\]. We excluded projections to the inhibitory APL neuron and the modulatory dopaminergic, and octopaminergic neurons as well as interneurons so the out-degree of each KC measures its number of postsynaptic KCs and MBONs. (There are 48 MBONs, 24 on each side of the brain.) We obtained similar results as reported here, however, when including those other synapses. As in previous studies, we used only reliable multi-synapse connections (but obtained similar results as reported when including single-synapse connections) \[[@pcbi.1008080.ref038], [@pcbi.1008080.ref039]\]. Larval KCs can be morphologically classified by their age. The dendrites of mature KCs form claws around PN axons. The 78 young KCs do not have claws, and the 36 single-claw KCs are older than the 109 multi-claw KCs \[[@pcbi.1008080.ref038]\]. KCs have a wide range of presynaptic degrees, with very different out-degree distributions for young and clawed KCs ([Fig 3a](#pcbi.1008080.g003){ref-type="fig"} histograms).

![Kenyon cell degree distributions in larval *D. melanogaster*.\
(**a**) Distribution of number of postsynaptic partners for larval KCs. Shaded histograms: empirical distribution. Solid lines: the marginal simplex area distribution at the maximum likelihood value of *α*, after integrating out the number of synapses $\overline{S}$ against its empirical distribution. Dotted lines: the maximum likelihood binomial distribution. (**b**) Lower bound for the log evidence ratio (log odds) for the fixed net weight and binomial wiring models. Positive numbers favor the fixed weight model. Evidences computed by a Laplace approximation of the marginalization over the parameters. (**c**) Lower bound for the log odds for the fixed net weight and bounded net weight models; positive numbers favor the fixed weight model. (**d**) Log likelihood of the fixed net weight model ($\sum_{i}\mspace{360mu}\text{ln}\mspace{360mu} p_{A}\left( K_{i} \mid {\overline{S}}_{i},\alpha \right)$) as a function of the scaling between synapse counts and net synaptic weights, *α*. (**e**-**h**) Same as (**a**-**d**) but for inputs to larval KCs.](pcbi.1008080.g003){#pcbi.1008080.g003}

As a first test, we examined the maximum likelihood marginal degree distributions. That is, we computed the maximum likelihood value of *α* to obtain the conditional degree distribution $p\left( K \mid \hat{\alpha},\overline{S} \right)$ and then marginalized out the number of synapses, $\overline{S}$, using its observed distribution to compute $p\left( K \middle| \hat{\alpha} \right)$ ([Fig 3a](#pcbi.1008080.g003){ref-type="fig"}, solid lines). For the binomial model we computed the maximum likelihood value of the connection probability *q* ([Fig 3a](#pcbi.1008080.g003){ref-type="fig"}, dashed lines). For the young and clawed KCs, the fixed net weight model appeared to match the marginal degree distributions better than the binomial wiring model ([Fig 3a](#pcbi.1008080.g003){ref-type="fig"}).

To quantitatively compare how two models explained the data, we computed their log evidence ratio (log odds). The log odds for the fixed net weight model *p*~*A*~ versus the bounded net weight model *p*~*V*~ are $$\begin{array}{r}
{L = \ln\frac{p_{A}\left( K \middle| \overline{S} \right)}{p_{V}\left( K \middle| \overline{S} \right)}} \\
\end{array}$$ and positive *L* favors the fixed net weight model, while negative *L* favors the bounded net weight model. For example, *L* = 1 means that the data are exp(1) ≈ 2.72 times more likely under the fixed net weight model than the bounded net weight model and *L* = 10 means the data are exp(10) ≈ 22026.47 times more likely under the fixed net weight model.

We found that the log odds favored the fixed net weight model over the binomial wiring model for young and multi-claw KCs ([Fig 3b](#pcbi.1008080.g003){ref-type="fig"}; log odds at least 48.17 and 201.8 respectively), but not for single- or two-claw KCs (Figure Ab in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}; log odds at most -0.78 and -0.50 respectively). For KCs with three or more claws, the log odds for the fixed weight model over the binomial wiring model were at least 20.3 (Figure Ab in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}). The log odds favored the bounded net weight model over the binomial wiring model in the same cases: for young and clawed KCs, except for single- and two-claw KCs (Figure Ac in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}). The fixed net weight model described KC output degree distributions better than the bounded net weight for all types of KC in the larva ([Fig 3c](#pcbi.1008080.g003){ref-type="fig"}, Figure Aa in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}). To control for our choice of prior (e.g., *p*(*α*) in [Eq 12](#pcbi.1008080.e035){ref-type="disp-formula"}) we also performed a model comparison using the Jeffreys prior for the Poisson distribution (Model comparison) for *α* and *q*. Under the Poisson Jeffreys prior, the only result that changed was that the bounded net weight was the best model for the young KC outputs (Figure Ad-f in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}).

We next asked whether the relationship between anatomical and physiological synaptic weights exhibited a similar developmental trajectory as the model likelihoods, with multi-claw KCs appearing more similar to young KCs. To this end, we examined the likelihood of the data under the fixed net weight model as a function of the scaling parameter *α* ([Fig 3d](#pcbi.1008080.g003){ref-type="fig"}). The maximum likelihood values of *α* decreased with KC age, from 0.29 for young to 0.22 for multi-claw and 0.17 for single-claw KCs ([Fig 3d](#pcbi.1008080.g003){ref-type="fig"}). The two-claw KCs exhibited a similar scaling as the single-claw KCs (0.17), while KCs with three or more claws had higher *α* values (0.24 for three- and four-claw KCs, 0.28 for five- and six-claw KCs). This suggests that the relationship between net synapse counts and regulated net synaptic weights in the larval mushroom body may become weaker during KC maturation.

Larval Kenyon cell inputs {#sec007}
-------------------------

We next examined the inputs to KCs in the larva. Like for the outputs, we examined multi-synapse connections and excluded inputs from the inhibitory APL and modulatory neurons (but obtained similar results when including them). There is a wide distribution of in-degrees for both larval and clawed KCs ([Fig 3e](#pcbi.1008080.g003){ref-type="fig"}, histograms). The maximum likelihood fit of the fixed net weight model appeared a much better fit than the maximum likelihood binomial for young KC inputs ([Fig 3e](#pcbi.1008080.g003){ref-type="fig"}, black solid vs dashed curves). For clawed KCs, it was less immediately clear which maximum likelihood model better explained the in-degree distribution ([Fig 3e](#pcbi.1008080.g003){ref-type="fig"}, blue solid vs dashed curves).

We again examined the log odds for pairs of models. The log odds favored the simplex area model over the binomial model for both young and clawed KCs ([Fig 3f](#pcbi.1008080.g003){ref-type="fig"}, log odds at least 70.46 and 0.97). We next asked whether this depended on the number of claws. The log odds favored the fixed net weight model over the binomial wiring model for multi-claw KCs, but not single-claw KCs ([Fig 3f](#pcbi.1008080.g003){ref-type="fig"}, log odds at least 9.92 for multi-claw KCs; Figure Bb in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}, log odds at most -1.57 for single-claw KCs). Within multi-claw KCs, the log odds also favored the binomial model over the fixed weight model for two-claw KCs, but not for KCs with at least three claws (Figure Bb in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}). We found similar results comparing the bounded net weight model with binomial wiring (Figure Bc in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}). The log odds favored the fixed net weight model over the bounded weight model for all KC types ([Fig 3g](#pcbi.1008080.g003){ref-type="fig"}). We obtained similar results under the Poisson Jeffreys prior for *α* and *q* (Figure B in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}). Since single-claw KCs are more mature than multi-claw KCs \[[@pcbi.1008080.ref038]\], these results together suggest that flexibility under a homeostatically fixed net weight governs KC input connectivity early in development, with other factors shaping connectivity after sensory and behavioral experience.

We next asked whether the relationship between anatomical and physiological input synaptic weights exhibited a similar developmental trajectory. We saw that that the maximum likelihood value of *α*, $\hat{\alpha}$, decreased with KC age ([Fig 3h](#pcbi.1008080.g003){ref-type="fig"}); maximum likelihood values of *α*: 0.33, 0.25, and 0.21 for young, multi-claw, and single-claw KCs, respectively). The scaling for single- and two-claw KCs were similar ($\hat{\alpha}$ of 0.2 for two-claw KCs), while KCs with three or more claws had $\hat{\alpha} \geq 0.25$. Under the simple model of [Eq 10](#pcbi.1008080.e032){ref-type="disp-formula"}, these suggest that the translation of synapse counts into a physiologically regulated net synaptic weight becomes weaker during KC maturation. This could relate to the spatial concentration of synapses in claws of the dendrite.

Larval MBON inputs {#sec008}
------------------

The next stage of mushroom body processing after KCs occurs at MBONs ([Fig 1a](#pcbi.1008080.g001){ref-type="fig"}). They exhibit a wide range of in-degrees ([Fig 4a](#pcbi.1008080.g004){ref-type="fig"}) from three presynaptic KCs (for the left MBON-n1) to 105 presynaptic KCs (for the left MBON-m1) \[[@pcbi.1008080.ref038]\]. Neither of the max likelihood fixed net weight ([Fig 4a](#pcbi.1008080.g004){ref-type="fig"}, black) and binomial ([Fig 4a](#pcbi.1008080.g004){ref-type="fig"}, blue) models appeared to be as good fits for the MBON in-degree distribution as they were for the KCs ([Fig 3a and 3d](#pcbi.1008080.g003){ref-type="fig"}). The fixed net weight model matched the breadth of the degree distribution, however, while the binomial model did not. We observed similar results for the bounded net weight model. To test which model provided a better explanation of the data overall, not just at a single parameter value, we again computed their log odds ([Fig 4b](#pcbi.1008080.g004){ref-type="fig"}). The log odds favored the fixed net weight model over both the bounded net weight (log odds at least 7.70) and binomial models (log odds at least 249.44). This was despite the fixed and bounded net weight models' likelihoods being sharper functions of *α* than the binomial model's likelihood as a function of *q* ([Fig 4c](#pcbi.1008080.g004){ref-type="fig"}).

![Mushroom body output neuron degree distributions in larval *D. melanogaster*.\
(**a**) Number of inputs to MBONs. Shaded histograms: empirical distribution. Black curve: the marginal simplex area distribution at the maximum likelihood value of *α*, after integrating out the number of synapses $\overline{S}$ against its empirical distribution. Blue curve: the maximum likelihood binomial distribution. (**b**) Lower bound for the log evidence ratio (log odds) for the fixed net weight and binomial wiring models. Positive numbers favor the fixed weight model. Evidences computed by a Laplace approximation of the marginalization over the parameters. (**c**) Likelihood vs model parameter for the fixed net weight (black) and binomial (blue) models).](pcbi.1008080.g004){#pcbi.1008080.g004}

In summary, we found that the degree distribution predicted by flexible wiring under a homeostatically fixed total connection strength was the best overall model for KC input and output degrees, and MBON input degrees (Figs [3](#pcbi.1008080.g003){ref-type="fig"} and [4](#pcbi.1008080.g004){ref-type="fig"}). The one exception to this were the single-claw KCs, which were best described by a binomial wiring model ([Fig 3b and 3f](#pcbi.1008080.g003){ref-type="fig"}).

Adult Kenyon cell outputs {#sec009}
-------------------------

To test the generality of these results, we turned to a related circuit: the adult *D. melanogaster* mushroom body. It contains the same general types of cells as the larva, though in different numbers, with the same broad circuit structure ([Fig 1a](#pcbi.1008080.g001){ref-type="fig"}). We examined a recent connectome of the alpha lobe of the adult mushroom body from Takemura et al. \[[@pcbi.1008080.ref039]\]. The alpha lobe is defined by KC axons, so these data do not include the PN inputs which target dendrites. It contains the axons of 132 alpha prime lobe KCs and 949 alpha lobe KCs. Like in the larva, the age of adult KCs can be classified morphologically. KCs of the alpha prime lobe are born before KCs of the alpha lobe. In the alpha lobe, the 78 posterior KCs are born before the 480 surface KCs, which are in turn born before the 259 core KCs \[[@pcbi.1008080.ref046], [@pcbi.1008080.ref047]\].

Since the adult data are only for axo-axonal connectivity, we first repeated our previous analysis without KC-MBON connections to examine the axo-axonal KC output connectivity in the larva. We found similar results as for the full connectivity (Figure Cf, g in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}).

In the adult, Kenyon cells had heterogenous out-degrees, with alpha lobe KCs exhibiting a bimodal distribution ([Fig 5a](#pcbi.1008080.g005){ref-type="fig"}). This bimodality was reflected in the out-degrees of posterior, core and surface KCs, rather than arising from the separate alpha lobe KC types. The fixed net weight models predicted adult KC out-degree distributions better than the binomial wiring model for all KC types ([Fig 5b](#pcbi.1008080.g005){ref-type="fig"}), as did the bounded net weight model (Figure Df, in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}). The fixed net weight provided a better description for all the out-degree distributions of all types of adult KC than the bounded net weight except when posterior, core, and surface KCs were all considered together ([Fig 5c](#pcbi.1008080.g005){ref-type="fig"} blue). These results were consistent when using the Poisson Jeffreys prior for *α* and *q* (Figure Dd-f in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}). In summary, the degree distributions of KC outputs in the adult alpha lobe are best described by flexibility under a homeostatically fixed net synaptic weight.

![Kenyon cell degree distributions in adult *D. melanogaster*.\
(**a**) Distribution of number of postsynaptic partners for adult KCs. Shaded histograms: empirical distribution. Solid lines: the marginal simplex area distribution at the maximum likelihood value of *α*, after integrating out the number of synapses $\overline{S}$ against its empirical distribution. Dotted lines: the maximum likelihood binomial distribution. (**b**) Lower bound for the log evidence ratio (log odds) for the fixed net weight and binomial wiring models. Positive numbers favor the fixed weight model. Evidences computed by a Laplace approximation of the marginalization over the parameters. (**c**) Lower bound for the log odds for the fixed net weight and bounded net weight models; positive numbers favor the fixed weight model. (**d**) Log likelihood of the fixed net weight model as a function of the scaling between synapse counts and net synaptic weights. (**e**-**h**) Same as (**a**-**d**) but for inputs to adult KCs.](pcbi.1008080.g005){#pcbi.1008080.g005}

The scaling between synapse counts and synaptic weights varied by KC type in the adult ([Fig 5d](#pcbi.1008080.g005){ref-type="fig"}). The maximum likelihood values of *α* were 0.58, 0.54, 0.7 and 0.67 for alpha prime, posterior, surface and core KCs respectively (in approximate developmental order). These suggest a divide with more mature KCs having more synaptic weight per synapse, on average, than younger KCs. The log likelihood for the alpha prime KCs was also much less sensitive to low values of *α* than the other KC types ([Fig 5d](#pcbi.1008080.g005){ref-type="fig"} black vs colored curves), suggesting a more heterogenous or flexible relationship between axonal input synapse counts and regulated output synaptic weights similar to for the input synaptic weights ([Fig 5d](#pcbi.1008080.g005){ref-type="fig"} black vs colored curves).

Adult Kenyon cell inputs {#sec010}
------------------------

As in the larva, adult KCs exhibited a range of in-degrees. KCs in the alpha prime lobe receive fewer axonal inputs than KCs in the alpha lobe ([Fig 5e](#pcbi.1008080.g005){ref-type="fig"}). As before, we computed the maximum likelihood marginal degree distributions, and saw that the binomial model appeared much worse than the fixed net weight model ([Fig 3e](#pcbi.1008080.g003){ref-type="fig"} solid vs dashed lines). This observation was born out by the models' evidences.

For comparison with the adult data, we again examined KC-KC connectivity in the larva, neglecting the inputs from projection neurons onto KC dendrites, and found similar results as for the full connectivity (Figure Ca-d in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}).

In the adult, the fixed net model explained the in-degree distribution of every KC type better than the binomial model ([Fig 5f](#pcbi.1008080.g005){ref-type="fig"}; log odds at least 232.57, 551.5, 5.36, 85.82, and 83.02 for alpha prime, all alpha lobe, posterior, core and surface KCs respectively). The fixed net weight model also explained the in-degree distributions better than the bounded weight model ([Fig 5f](#pcbi.1008080.g005){ref-type="fig"}; log odds at least 4.59, 9.0, 0.87, 2.0, and 6.96 for alpha prime, all alpha lobe, posterior, core and surface KCs respectively). The upper bounds for the log odds of the fixed net weight distribution were close to the lower bounds for the adult KCs (Figure Ea, b in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}). We found similar results using the Poisson Jeffreys prior for the unknown parameters *α* and *q* (Figure Ed-f in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}). Together with the consistent results for adult KC output degrees ([Fig 3e--3g](#pcbi.1008080.g003){ref-type="fig"}), these suggest that flexibility under a fixed net synaptic weight governs KC connectivity in the alpha lobe of the mushroom body.

The scaling between the synapse count and net synaptic weight, *α*, exhibited similar patterns for adult KC inputs and outputs ([Fig 5d vs 5h](#pcbi.1008080.g005){ref-type="fig"}). The maximum likelihood values for *α* were 0.68, 0.6, 0.73, and 0.72 for alpha prime, posterior, surface, and core KCs (ordered from approximately oldest to youngest). These suggest that in the alpha lobe, surface and core KCs have more input synaptic weight per synapse on average than posterior KCs. The log odds for the alpha prime KCs was much less sensitive to small values of *α* than the classes of alpha lobe KCs ([Fig 5h](#pcbi.1008080.g005){ref-type="fig"}, black vs colored curves), suggesting a more heterogenous or flexible relationship between axonal input synapse counts and regulated synaptic weights in alpha prime KCs.

Measuring the cost of changing joint synaptic weight configurations {#sec011}
-------------------------------------------------------------------

In measuring the flexibility of connectivity under a constraint, we measured the difference between two synaptic weight configurations by their straight-line (Euclidean) distance: the root sum squared difference in each synaptic weight. This was the origin of $\sqrt{K}$ in the surface area of the simplex ([Eq (7)](#pcbi.1008080.e026){ref-type="disp-formula"}). It corresponds to the assumption that different connections can potentiate or depress simultaneously: for example, that a vesicle can be taken from one connection, depressing it, and given to another connection to potentiate it ([Fig 1e](#pcbi.1008080.g001){ref-type="fig"}). This implies that the cost of changing one synaptic weight by an amount *d* is the same as that of changing two weights by $d/\sqrt{2}$ each.

Potentiating one connection and depressing another might, however, have separate costs. This can be modeled by choosing a different norm for the space of synaptic weight configurations. For example, a neuron's connections might potentiate or depress separately so the cost of changing one connection by *d* is the same as the cost of changing two connections by *d*/2. In this case distances between configurations are measured by the 1-norm given by the sum of absolute differences. This changes the measure of the surface area of the simplex, replacing $\sqrt{K}$ by *K* in [Eq 7](#pcbi.1008080.e026){ref-type="disp-formula"}. This does not change the results of our analysis of KC input connectivity (Figures F, G in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}). For KC output connectivity, the bounded net weight was a better model than the fixed net weight, under the 1-norm for weight changes, for larval young KCs (Figure H in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}) and adult surface KCs (Figure I in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}).

Optimally flexible connectivity {#sec012}
-------------------------------

Above, we examined the hypothesis that the distribution of connectivity degrees for Kenyon cells would match the flexibility of those cells under homeostatic or resource constraints on their total synaptic weight. We used a simple measure of flexibility: the size of the allowed synaptic weight configuration space ([Fig 1b and 1c](#pcbi.1008080.g001){ref-type="fig"}). We next considered a related but more restricted hypothesis: that KCs directly maximize their flexibility. For each constraint, we maximized the size of the allowed synaptic weight space to find the optimal degrees.

For the bounded net weight constraint ([Eq 1](#pcbi.1008080.e001){ref-type="disp-formula"}), this consists of maximizing the volume under the simplex ([Eq 2](#pcbi.1008080.e008){ref-type="disp-formula"}) and is equivalent to finding the mode of the zero-truncated Poisson distribution. We found an approximately linear relationship between the optimal degree and the maximum net connection strength: $$\begin{array}{r}
{K_{V}^{*} = \alpha\overline{S} - \frac{1}{2} + \mathcal{O}\left( 1/K_{V}^{*} \right)} \\
\end{array}$$

The derivation of this equation involves the harmonic numbers, which are defined by positive integers, so it applies only for $K_{V}^{*} \geq 1$ (Optimal degrees: Bounded net weight). Under the fixed net weight constraint, we similarly found an approximately linear relationship between the optimal degree and the net connection strength (Optimal degrees: fixed net weight): $$\begin{array}{r}
{K_{A}^{*} = \alpha\overline{S} + 2 + \mathcal{O}\left( 1/K_{A}^{*} \right)} \\
\end{array}$$

This equation applies only for *K* ≥ 2, for a similar reason as above (Optimal degrees: fixed net weight). By comparing $K_{V}^{*}$ and $K_{A}^{*}$, we see that the optimally flexible degrees under the fixed net weight constraint are higher than those for the bounded net weight constraint. Eqs ([14](#pcbi.1008080.e050){ref-type="disp-formula"}) and ([15](#pcbi.1008080.e052){ref-type="disp-formula"}) reveal that to leading order, the model comparisons of Figs [3](#pcbi.1008080.g003){ref-type="fig"}--[5](#pcbi.1008080.g005){ref-type="fig"} encapsulate linear fits of *K* as a function of $\overline{S}$ while accounting for the variability around that line predicted by each constraint.

In both larval and adult KCs, we observed approximately linear relationships between the total number of synapses and number of partners for each KC type ([Fig 6](#pcbi.1008080.g006){ref-type="fig"}). To quantify this linear relationship, we computed the Pearson correlation between the number of synapses and number of partners for the different KC types. In the larva, we found that less mature KCs better matched this linear relationship ([Table 1](#pcbi.1008080.t001){ref-type="table"}: young \> multi-claw \> single-claw). The same was true for the adult KCs ([Table 2](#pcbi.1008080.t002){ref-type="table"}: alpha prime \> core \> surface \> posterior).

![Relation between number of synaptic partners and synapse counts in *D. melanogaster* Kenyon cells.\
(**a**) Inputs to Kenyon cells (KCs) of the first instar larva. (**b**) Outputs of the first instar KCs. (**c**) Inputs to adult KCs in the *α* lobe. (**d**) Outputs of adult KCs in the *α* lobe.](pcbi.1008080.g006){#pcbi.1008080.g006}
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###### Correlation of number of synapses and number partners in larval Kenyon cells.

![](pcbi.1008080.t001){#pcbi.1008080.t001g}

  Cell type     Inputs   Outputs
  ------------- -------- ---------
  Young         0.99     0.99
  Multi-claw    0.77     0.86
  Single-claw   0.67     0.8

10.1371/journal.pcbi.1008080.t002

###### Correlation of number of synapses and number partners in adult alpha lobe Kenyon cells.

![](pcbi.1008080.t002){#pcbi.1008080.t002g}

  Cell type     Inputs   Outputs
  ------------- -------- ---------
  alpha prime   0.99     0.97
  core          0.76     0.81
  surface       0.74     0.74
  posterior     0.69     0.69

The binomial model we examined above does not depend on or model synapse counts. If it were augmented with a wiring process where each connection independently sampled a number of synapses, its total synapse count and number of connections would also be linearly related. Each of these three models are thus consistent with the same qualitative result. The model comparison we performed above tests which best explains the data, accounting for the variability around the mode described by each model (Figs [3](#pcbi.1008080.g003){ref-type="fig"}--[5](#pcbi.1008080.g005){ref-type="fig"}).

Finally, we generalized this optimization to allow the constraints on total synaptic weights to explicitly depend on the number of inputs: $$\begin{array}{r}
{\sum\limits_{i = 1}^{K}J_{i} \leq \overline{J}K^{p}\;\text{or}\;\sum\limits_{i = 1}^{K}J_{i} = \overline{J}K^{p}} \\
\end{array}$$ for the bounded and fixed net weight constraints, respectively. This scaling of the summed synaptic weight corresponds to scaling the individual synaptic weights as *K*^*p*−1^. If every synaptic weight has an order 1/*K* strength, the sum of the synaptic weights would be order 1 and *p* = 0. If every synaptic weight has an order 1 strength, the summed weight is order *K* and *p* = 1. If synaptic weights have balanced $\left( 1/\sqrt{K} \right)$ scaling \[[@pcbi.1008080.ref048]\], then the summed weight would have *p* = 1/2. Under this generalization of our constraint models, our Bayesian model comparisons still apply if we take the total synaptic weight to be proportional to the number of synapses: $K^{p}\overline{J} = \alpha\overline{S}$ instead of [Eq 10](#pcbi.1008080.e032){ref-type="disp-formula"}. That corresponds to the requirement that the scaling of synaptic weights with the number of inputs does not arise from scaling the number of synapses, but from other physiological mechanisms. This generalization still led to approximately linear relationships between the optimal degree and the total synaptic weight (Optimal degrees: Bounded net weight and Optimal degrees: fixed net weight): $$\begin{array}{rc}
K_{V}^{*} & {= \alpha\exp\left( p \right)\overline{S} - \frac{1}{2} + \mathcal{O}\left( 1/K_{V}^{*} \right)} \\
K_{A}^{*} & {= \alpha\exp\left( p \right)\overline{S} + 2 - p + \mathcal{O}\left( 1/K_{A}^{*} \right)} \\
\end{array}$$

As before, we see that the optimally flexible degree under the fixed net weight constraint, $K_{A}^{*}$, is greater than that under the bounded net weight constraint, $K_{V}^{*}$. In this generalization, we can make a similar assumption as before to relate the net synaptic weight $\overline{J}$ to anatomical measures of connection strength. If we assume that $K^{p}\overline{J} = \alpha\overline{S}$ so that the number of synapses $\overline{S}$ absorbs the scaling with *K*^*p*^, consistent with its origin reflecting the size of a neuron, the same analysis and results of Figs [3](#pcbi.1008080.g003){ref-type="fig"}--[5](#pcbi.1008080.g005){ref-type="fig"} follow. If we instead assumed that $\overline{J} = \alpha\overline{S}$, so that the anatomically measured total synaptic weight were $K^{p}\alpha\overline{S}$, a model comparison that also accounts for the unknown parameter *p* would be required.

Discussion {#sec013}
==========

We hypothesized that under a particular constraint, the probability of a neuron having *K* synaptic partners is proportional to the size of the space of allowed circuit configurations with *K* partners. The general idea of considering the space of allowed configurations can be traced back to Elizabeth Gardner's pioneering work examining the associative memory capacity of a perceptron for random input patterns \[[@pcbi.1008080.ref049]\]. In the limit of infinitely many connections and input patterns, that model yields predictions for the distributions of synaptic weights \[[@pcbi.1008080.ref008]--[@pcbi.1008080.ref011]\]. Here, in contrast, we examined the hypothesis that the size of the space of allowed configurations---the flexibility of a neuron's connectivity under constraint---governs the distribution of the number of connections without defining a computational task. This motivated predictions for neural degree distributions, rather than synaptic weight distributions. We examined constraints on the total strength of connections to or from a neuron and found that overall, the degree distribution corresponding to flexible connectivity under a homeostatically fixed total connection strength gave the best explanation for mushroom body connectivity.

Flexible connectivity and circuit development {#sec014}
---------------------------------------------

Computational flexibility should be desirable for an organism's fitness, allowing the organism to solve problems in a variety of environments. One mechanism of adaptability and flexibility is to build the nervous system out of computationally flexible units that may over time adapt to specific computational roles. Our results are suggestive that this type of strategy may be at play in the development of mushroom body connectivity in the first instar *D. melanogaster* larva. The log odds for larval young KCs vastly favor the constraints models over the binomial model (Figs [3c](#pcbi.1008080.g003){ref-type="fig"} and [4c](#pcbi.1008080.g004){ref-type="fig"}). The odds also approximately decreasingly favor the constraint model with KC maturity (Figs [3](#pcbi.1008080.g003){ref-type="fig"} and [4](#pcbi.1008080.g004){ref-type="fig"}). In the adult, the log odds favored flexible connectivity under constraints on the net synaptic weight over the binomial random wiring model most for the alpha prime KCs, and more for core than surface KCs (Figs [3f](#pcbi.1008080.g003){ref-type="fig"} and [4f](#pcbi.1008080.g004){ref-type="fig"}, Figures D, E in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}). These suggest that flexibility under constraints might also reflect a developmental or experience-dependent progression in the alpha lobe KCs, but it remains a better explanation for their connectivity than binomial wiring even in the more mature KCs of the adult. The less mature KCs in the larva and adult also showed more linear relationships between their number of synapses and number of synaptic partners ([Table 1](#pcbi.1008080.t001){ref-type="table"}), better matching the prediction of maximizing the space of allowed configurations under a constraint. Together, these results suggest that Kenyon cell connectivity is structured to be flexible early in development, allowing many possible connectivity configurations to support specialization as the organism matures.

Anatomical measures of connection strength {#sec015}
------------------------------------------

To test the hypothesis that neurons in the mushroom body are subject to a pressure towards flexible connectivity under constraints, we required measurements of the total input or output connection strength of these neurons. For this purpose, we used electron microscopic reconstructions of mushroom body circuitry \[[@pcbi.1008080.ref038], [@pcbi.1008080.ref039]\]. These published data contain anatomical measurements of connectivity: the number of synapses between neurons. The general types of constraint we considered (bounded or homeostatically fixed total connection strengths) might not operate directly on synapse counts. To account for this uncertainty, we assumed that synapse counts were proportional to the constrained total connection strength ([Eq 10](#pcbi.1008080.e032){ref-type="disp-formula"}) \[[@pcbi.1008080.ref038]\]. Spatially detailed, biophysical neuron models could in principle be used to account for synapse locations and the passive and active membrane conductances transforming anatomical connectivity into physiological connection strengths in specific neurons. In hippocampal pyramidal cells, cerebellar Purkinje cells, and Drosophila visual neurons, dendritic structures can compensate for signal decay systems \[[@pcbi.1008080.ref050]--[@pcbi.1008080.ref053]\]. If this is also the case in mushroom body neurons, detailed spatial models to relate anatomical and physiological connection strengths might not provide additional insight. Alternatively, additional information about the processes governing homeostatic synaptic scaling or synaptic resource limits could motivate models of a different functional form than [Eq 10](#pcbi.1008080.e032){ref-type="disp-formula"} \[[@pcbi.1008080.ref054], [@pcbi.1008080.ref055]\].

Physiological constraints on neural circuits {#sec016}
--------------------------------------------

We modeled constraints as requirements on synaptic weight vectors, consistent with point neuron models commonly used in studies of neural computation, rather than specifying the biophysical implementation of these constraints. Minimizing the amount of wire used to connect neural circuits can predict the spatial layout of neural systems (e.g., \[[@pcbi.1008080.ref056]--[@pcbi.1008080.ref060]\]) and dendritic arborizations \[[@pcbi.1008080.ref061], [@pcbi.1008080.ref062]\]. We examined setting the number of connections separately from the strengths of connections, consistent with the assumption that rewiring neural circuits is more costly than changing the strength of existing connections \[[@pcbi.1008080.ref063]\].

Neural activity faces metabolic constraints \[[@pcbi.1008080.ref064]\]. In early sensory systems, the combination of metabolic constraints with sensory encoding needs can explain the structure of neural activity \[[@pcbi.1008080.ref065]--[@pcbi.1008080.ref069]\]. In our model, both wiring and metabolic costs could be related to setting the parameter $\overline{J}$. We hope that, analogously to how metabolic costs and encoding performance combine in metabolically efficient coding, the idea of flexibility under constraints might be useful in determining how metabolic and wiring constraints interact with computational tasks to shape neural circuit structures.

Materials and methods {#sec017}
=====================

Measuring synaptic weight configuration spaces {#sec018}
----------------------------------------------

First, consider measuring the available configurations of synaptic weights when they can vary continuously. Consider the total synaptic weight, divided into *K* segments ([Fig 7](#pcbi.1008080.g007){ref-type="fig"}). For one synaptic weight, the measure of the weight configurations is $$\begin{array}{r}
{\int_{0}^{\overline{J}}dJ_{1} = \overline{J}} \\
\end{array}$$

![Synaptic weight configurations.\
**a)** Two example configurations of *K* = 4 synaptic weights with $J_{1} + J_{2} + J_{3} + J_{4} \leq \overline{J}$. **b)** Two examples of *K* = 5 synaptic weights with sum bounded by $\overline{J}$.](pcbi.1008080.g007){#pcbi.1008080.g007}

For two synaptic weights, the available configurations are measured by $$\begin{array}{r}
{\int_{0}^{\overline{J}}\int_{J_{1}}^{\overline{J}}dJ_{2}\; dJ_{1} = \frac{{\overline{J}}^{2}}{2}} \\
\end{array}$$ and in general, $$\begin{array}{r}
{\int_{0}^{\overline{J}}\int_{J_{1}}^{\overline{J}}\int_{J_{2}}^{\overline{J}}\cdots\int_{J_{K - 1}}^{\overline{J}}dJ_{K}\cdots dJ_{3}\; dJ_{2}\; dJ_{1} = \frac{{\overline{J}}^{K}}{K!}} \\
\end{array}$$ which is the volume under the simplex with vertex length $\overline{J}$.

Now consider synaptic weights that vary discretely by Δ*J*, with $\overline{J} = M\Delta J$. How many ways can we assign *M* units of synaptic weight amongst *K* partners? For *K* = 1, this is *M*. For *K* = 2, this is $$\begin{array}{r}
{\sum\limits_{n_{1} = 1}^{M}\sum\limits_{n_{2} = n_{1} + 1}^{M} = \frac{M\left( M - 1 \right)}{2}} \\
\end{array}$$ and in general the number of combinations of *M* units of synaptic weight in *K* connections is given by the binomial coefficient $$\begin{array}{r}
{\left( {}_{K}^{M} \right) = \frac{M!}{K!\left( M - K \right)!}} \\
\end{array}$$

For large *M*, the binomial coefficient is $$\begin{array}{r}
{\frac{M^{K}}{K!}\left( 1 + O\left( 1/M \right) \right)} \\
\end{array}$$

Now if we measure synaptic weights relative to Δ*J*, this replaces $\overline{J}$ with $\overline{J}/\Delta J = M$ in the simplex's volume. So for large *M*, the volume under the simplex approximates the number of allowed configurations.

Similarly, the surface area of the simplex ([Eq 7](#pcbi.1008080.e026){ref-type="disp-formula"}) approximates the number of allowed configurations under the fixed net weight constraint ([Eq 6](#pcbi.1008080.e025){ref-type="disp-formula"}) if we discretize the synaptic weights. It is measured by the *K* − 1 dimensional Haussdorff measure (hyper-surface area). We can compute the surface area by differentiating the volume ([Eq 2](#pcbi.1008080.e008){ref-type="disp-formula"}) with respect to the inner radius of the simplex (the minimal distance from the origin to its surface) \[[@pcbi.1008080.ref070]\]. For the regular simplex with vertices at $\overline{J}$, that inner radius is $r = \overline{J}/\sqrt{K}$. Differentiating the volume with respect to *r* thus yields the surface area $$\begin{array}{cl}
A & {= \frac{dV}{dr}} \\
 & {= \sqrt{K}\frac{dV}{d\overline{J}}} \\
 & {= \frac{{\overline{J}}^{K - 1}\sqrt{K}}{\left( K - 1 \right)!}} \\
\end{array}$$

Note, however, that the inner radius and thus the surface area depends on the norm of the space of synaptic weight configurations (Distances in synaptic configuration space).

Model comparison {#sec019}
----------------

Under equal prior likelihoods for two models *X* and *Y*, the posterior likelihood ratio between two models, *X* and *Y* is $$\begin{array}{r}
{\frac{p_{X}\left( K \middle| \overline{S} \right)}{p_{Y}\left( K \middle| \overline{S} \right)} = \frac{\int d\alpha\;\prod_{i}p_{X}\left( K_{i} \middle| {\overline{S}}_{i},\alpha \right)p\left( \alpha \right)}{\int d\alpha\;\prod_{i}p_{Y}\left( K_{i} \middle| {\overline{S}}_{i},\alpha \right)p\left( \alpha \right)}} \\
\end{array}$$ where *i* indexes data points. We consider the Laplace approximations for the posterior odds, obtained by writing *p*~*X*~ = exp ln *p*~*X*~ and Taylor expanding the log likelihood ln*p*~*X*~ in *α* around its maximum likelihood value, $$\begin{array}{r}
{\hat{\alpha} = \operatorname{arg\ max}\limits_{\alpha}\prod\limits_{i}p_{X}\left( K_{i} \middle| {\overline{S}}_{i},\alpha \right)} \\
\end{array}$$

Truncating at second order then yields a tractable Gaussian integral over the unknown parameter: $$\begin{array}{cl}
{\int d\alpha\; p\left( \alpha \right)\prod\limits_{i}\; p_{X}\left( K_{i} \middle| {\overline{S}}_{i},\alpha \right)} & {= \int d\alpha\; p\left( \alpha \right)\prod\limits_{i}\;\exp\ln p_{X}\left( K_{i} \middle| {\overline{S}}_{i},\alpha \right)} \\
 & {\approx \int d\alpha\; p\left( \alpha \right)\prod\limits_{i}\; p_{X}\left( K_{i} \middle| {\overline{S}}_{i},\hat{\alpha} \right)\exp\frac{- \left( \alpha - \hat{\alpha} \right)^{2}}{2\sigma_{i}^{2}}} \\
\end{array}$$ where the integrals run over the allowed range for *α* and $$\begin{matrix}
\left. \sigma_{i}^{2} = - \frac{\partial^{2}}{\partial\alpha^{2}}\text{ln}\mspace{720mu} p_{X}(K_{i} \middle| {\overline{S}}_{i},\alpha) \right|_{\hat{\alpha}} \\
\end{matrix}$$

Under a flat prior for non-negative *α*, the marginal likelihood is: $$\begin{array}{r}
{p_{X}\left( K \middle| \overline{S} \right) \approx \left( \prod\limits_{i}p_{X}\left( K_{i} \middle| {\overline{S}}_{i},\hat{\alpha} \right) \right)\sqrt{\frac{\pi\sigma^{2}}{2}}\left( 1 + \operatorname{Erf}\left( \frac{\hat{\alpha}}{\sqrt{2\sigma^{2}}} \right) \right)} \\
\end{array}$$ where $1/\sigma^{2} = \sum_{i}1/\sigma_{i}^{2}$. The simplex volume distribution is a truncated Poisson; we might reasonably use the Jeffreys prior for the Poisson distribution, $p\left( \alpha \right) \propto 1/\sqrt{\alpha}$. In that case, the marginal likelihood is $$\begin{array}{r}
{p_{X}\left( K \middle| \overline{S} \right) \approx \left( \prod\limits_{i}p_{X}\left( K_{i} \middle| {\overline{S}}_{i},\hat{\alpha} \right) \right)\frac{\pi\sqrt{\hat{\alpha}}}{2}\exp\left( - \frac{{\hat{\alpha}}^{2}}{4\sigma^{2}} \right)\left( \mathcal{I}_{- \frac{1}{4}}\left( \frac{{\hat{\alpha}}^{2}}{4\sigma^{2}} \right) + \mathcal{I}_{\frac{1}{4}}\left( \frac{{\hat{\alpha}}^{2}}{4\sigma^{2}} \right) \right)} \\
\end{array}$$ where $\mathcal{I}_{a}$ is the modified Bessel function of the first kind. We will drop the indices on $K,\overline{S}$ in most of the remaining sections, reintroducing them where necessary.

Model comparison: Bounded net weight model {#sec020}
------------------------------------------

Under a bounded net weight, the degree distribution is: $$\begin{array}{r}
{p_{V}\left( K \middle| \overline{S},\alpha \right) = \frac{\left( \alpha\overline{S} \right)^{K}}{Z_{V}\left( \overline{S},\alpha \right)K!}} \\
\end{array}$$

The normalization constant *Z* is $$\begin{array}{r}
{Z_{V}\left( \overline{S},\alpha \right) = \sum\limits_{K = 1}^{\infty}\frac{\left( \alpha\overline{S} \right)^{K}}{K!} = \exp\left( \alpha\overline{S} \right) - 1} \\
\end{array}$$ so the simplex volume distribution is a zero-truncated Poisson distribution. We will make a Laplace approximation for the simplex volume distribution around $\hat{\alpha}$, leading to the posterior odds [Eq 29](#pcbi.1008080.e087){ref-type="disp-formula"} (for a flat prior on non-negative *α*) or [Eq 30](#pcbi.1008080.e090){ref-type="disp-formula"} (for the Poisson Jeffreys prior). To calculate the Laplace approximation for the posterior odds we need $\hat{\alpha}$ and *σ*^2^. The derivatives of ln*p*~*V*~ can be calculated directly (again dropping indices over measurements), $$\begin{array}{rc}
{\frac{\partial}{\partial\alpha}\ln p_{V}\left( K \middle| \overline{S},\alpha \right)} & {= \frac{K}{\alpha} + \overline{S}\left( \frac{1}{1 - \exp\alpha\overline{S}} - 1 \right)} \\
{\frac{\partial^{2}}{\partial\alpha^{2}}\ln p_{V}\left( K \middle| \overline{S},\alpha \right)} & {= - \frac{K}{\alpha^{2}} + \left( \frac{\overline{S}}{2}\operatorname{Csch}\left( \frac{\alpha\overline{S}}{2} \right) \right)^{2}} \\
\end{array}$$ So we have $$\begin{matrix}
{\sigma^{2} = \left( {\sum\limits_{i}\left( {\frac{K_{i}}{{\hat{\alpha}}^{2}} - \left( {\frac{{\overline{S}}_{i}}{2}\text{Csch}\left( \frac{\hat{\alpha}{\overline{S}}_{i}}{2} \right)} \right)^{2}} \right)^{- 1}} \right)^{- 1}} \\
\end{matrix}$$ and the maximum likelihood solution for *α* satisfies $$\begin{array}{r}
{0 = \sum\limits_{i}\frac{K_{i}}{\hat{\alpha}} - \frac{{\overline{S}}_{i}}{1 - \exp\hat{\alpha}{\overline{S}}_{i}}} \\
\end{array}$$

Model comparison: Fixed net weight model {#sec021}
----------------------------------------

Under the fixed net synaptic weight, our model is that the degree distribution is proportional to the surface area of the simplex: $$\begin{array}{r}
{p_{A}\left( K \middle| \overline{S},\alpha \right) = \frac{1}{Z_{A}\left( \overline{S},\alpha \right)}\frac{\left( \alpha\overline{S} \right)^{K - 1}\sqrt{K}}{\left( K - 1 \right)!}} \\
\end{array}$$ where $$\begin{array}{r}
{Z_{A}\left( \overline{S},\alpha \right) = \sum\limits_{K = 1}^{\infty}\frac{\left( \alpha\overline{S} \right)^{K - 1}\sqrt{K}}{\left( K - 1 \right)!}} \\
\end{array}$$

To calculate $\hat{\alpha}$ and *σ*^2^ we need the derivatives of ln*p*~*A*~. $$\begin{array}{rc}
{\frac{\partial}{\partial\alpha}\ln p_{A}} & {= \frac{\partial}{\partial\alpha}\ln A - \frac{\partial}{\partial\alpha}\ln Z} \\
\end{array}$$ where $$\begin{array}{rc}
{\frac{\partial}{\partial\alpha}\ln A} & {= \frac{K - 1}{\alpha}} \\
\end{array}$$ and we use the identity $$\begin{array}{rc}
{\frac{\partial}{\partial\alpha}\ln Z} & {= \frac{\frac{\partial}{\partial\alpha}Z}{Z}} \\
\end{array}$$

We next bound $\frac{\partial}{\partial\alpha}Z$. $$\begin{array}{cl}
{\frac{\partial}{\partial\alpha}Z} & {= \sum\limits_{K = 2}^{\infty}\frac{\left( \alpha\overline{S} \right)^{K - 2}}{\left( K - 2 \right)!}\sqrt{K}S} \\
 & {= S\sum\limits_{K = 1}^{\infty}\frac{\left( \alpha\overline{S} \right)^{K - 1}}{\left( K - 1 \right)!}\sqrt{K}\sqrt{1 + \frac{1}{K}}} \\
\end{array}$$

For *K* ≥ 1, $\sqrt{1 + 1/K}$ is bounded above by $\sqrt{2}$ and below by 1. So, $$\begin{array}{r}
{SZ < \frac{\partial}{\partial\alpha}Z < \sqrt{2}SZ} \\
\end{array}$$

Inserting these into the critical point equation for $\hat{\alpha}$ provides the bounds: $$\begin{array}{r}
{\frac{\sum_{i}\left( K_{i} - 1 \right)}{\sqrt{2}\sum_{i}{\overline{S}}_{i}} < \hat{\alpha} < \frac{\sum_{i}\left( K_{i} - 1 \right)}{\sum_{i}{\overline{S}}_{i}}} \\
\end{array}$$

We will also need the curvature of ln*p*~*A*~ w.r.t. *α* at $\hat{\alpha}$: $$\begin{array}{r}
{\sigma^{2} = - \frac{\partial^{2}}{\partial\alpha^{2}}\ln p_{A}} \\
\end{array}$$

Similarly to the first derivative, $$\begin{array}{r}
{\frac{\partial^{2}}{\partial\alpha^{2}}\ln p_{A} = \frac{\partial^{2}}{\partial\alpha^{2}}\ln A - \frac{\partial^{2}}{\partial\alpha^{2}}\ln Z} \\
\end{array}$$ where $$\begin{array}{r}
{\frac{\partial^{2}}{\partial\alpha^{2}}\ln A\left( K \middle| \overline{S},\alpha \right) = - \frac{\left( K - 1 \right)}{\alpha^{2}}} \\
\end{array}$$

We use the identity $$\begin{array}{r}
{\frac{\partial^{2}}{\partial\alpha^{2}}\ln Z = \frac{\frac{\partial^{2}}{\partial\alpha^{2}}Z}{Z} - \frac{\left( \frac{\partial}{\partial\alpha}Z \right)^{2}}{Z^{2}}} \\
\end{array}$$

The curvature of *Z* is $$\begin{array}{cl}
{\frac{\partial^{2}}{\partial\alpha^{2}}Z} & {= S^{2}\sum\limits_{K = 3}^{\infty}\frac{\left( \alpha\overline{S} \right)^{K - 3}}{\left( K - 3 \right)!}\sqrt{K}} \\
 & {= S^{2}\sum\limits_{K = 1}^{\infty}\frac{\left( \alpha\overline{S} \right)^{K - 1}}{\left( K - 1 \right)!}\sqrt{K}\sqrt{1 + \frac{2}{K}}} \\
\end{array}$$

The final term $\sqrt{1 + \frac{2}{K}}$ is bounded above by $\sqrt{3}$ and below by 1, so $$\begin{array}{r}
{S^{2}Z < \frac{\partial^{2}}{\partial\alpha^{2}}Z < \sqrt{3}S^{2}Z} \\
\end{array}$$

Defining upper and lower bounds for $\frac{\partial^{2}}{\partial\alpha^{2}}\ln Z$ using the upper and lower bounds of the first and second terms in [Eq 47](#pcbi.1008080.e117){ref-type="disp-formula"} yields: $$\begin{array}{r}
{- S^{2} < \frac{\partial^{2}}{\partial\alpha^{2}}\ln Z < \left( \sqrt{3} - 1 \right)S^{2}} \\
\end{array}$$

The upper bound for $\frac{\partial^{2}}{\partial\alpha^{2}}\ln Z$ provides an upper bound for *σ*^2^, while neglecting *Z* provides a lower bound for *σ*^2^ (since *Z* ≥ 1 from [Eq 37](#pcbi.1008080.e101){ref-type="disp-formula"}, so that ln *Z* ≥ 0): $$\begin{array}{r}
{{\frac{K - 1}{\alpha^{2}} \leq \sigma^{2}}{< \frac{K - 1}{\alpha^{2}} + \left( \sqrt{3} - 1 \right)S^{2}}} \\
\end{array}$$

The posterior odds for the simplex area are: $$\begin{array}{r}
{{\int d\alpha\; p\left( \alpha \right)\prod\limits_{i}\; p_{A}\left( K_{i} \middle| {\overline{S}}_{i},\alpha \right)}{\approx \left( \prod\limits_{i}p_{A}\left( K_{i} \middle| {\overline{S}}_{i},\hat{\alpha} \right) \right)\int d\alpha\; p\left( \alpha \right)\exp\left( \frac{\left( \alpha - \hat{\alpha} \right)^{2}}{2\sigma^{2}} \right)}} \\
\end{array}$$ where $\sigma^{2} = 1/\sum_{i}1/\sigma_{i}^{2}$. We use the upper and lower bounds for $\sigma_{i}^{2}$ to define upper and lower bounds, respectively, for the likelihood's variance: $$\begin{array}{ll}
\sigma_{U}^{2} & {= \left( {\sum\limits_{i}\left( {\frac{\left( {K_{i} - 1} \right)}{{\hat{\alpha}}^{2}} + \left( {\sqrt{3} - 1} \right){\overline{S}}_{i}^{2}} \right)^{- 1}} \right)^{- 1}} \\
\sigma_{L}^{2} & {= \left( {\sum\limits_{i}\left( \frac{\left( {K_{i} - 1} \right)}{{\hat{\alpha}}^{2}} \right)^{- 1}} \right)^{- 1}} \\
\end{array}$$

We compute $\hat{\alpha}$ numerically by maximizing the likelihood, and compute $p_{A}\left( K_{i} \middle| {\overline{S}}_{i},\hat{\alpha} \right)$ also numerically, estimating *Z* by ranging over *K* = 1 to $2\max_{i}{\overline{S}}_{i}$.

Bounds for the posterior odds of the fixed net weight model {#sec022}
-----------------------------------------------------------

The derivative of the posterior odds under the flat prior, [Eq 29](#pcbi.1008080.e087){ref-type="disp-formula"}, with respect to *σ* is proportional to $$\begin{array}{r}
{1 - \sqrt{\frac{2}{\pi}}\frac{\alpha}{\sigma}\exp\left( - \frac{\alpha^{2}}{2\sigma^{2}} \right) + \operatorname{Erf}\left( \frac{\alpha}{\sqrt{2}\sigma} \right)} \\
\end{array}$$

Since *α* \> 0 and *σ* \> 0, the last term is bounded between 0 and 1. The middle term is proportional to the form *x* exp(−*x*^2^/2), which is maximized by $1/\sqrt{e}$ at *x* = 1. Since $\sqrt{2/\pi e} < 1$, the middle term is less than 1 and the derivative of the posterior odds under a flat prior for *α*, with respect to *σ*, is non-negative. The upper bound for *σ*^2^ thus provides an upper bound on the posterior odds. We see that the posterior likelihood $\prod_{i}p_{A}\left( K_{i} \middle| {\overline{S}}_{i} \right)$ increases from $\sigma_{L}^{2}$ to $\sigma_{U}^{2}$ (reflected in the log posterior odds ratio for the simplex volume vs the simplex area, Figures A, B, D-I in [S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}).

The derivative of the posterior odds under the Poisson Jeffreys prior, [Eq 30](#pcbi.1008080.e090){ref-type="disp-formula"}, with respect to *σ*^2^, is proportional to $$\begin{matrix}
{- \frac{\alpha^{2}}{2\sigma^{3}}\exp\left( - \frac{\alpha^{2}}{4\sigma^{2}} \right)(} & {\mathcal{I}_{- \frac{5}{4}}\left( \frac{\alpha^{2}}{4\sigma^{2}} \right) + \mathcal{I}_{- \frac{3}{4}}\left( \frac{\alpha^{2}}{4\sigma^{2}} \right) + 2\mathcal{I}_{- \frac{1}{4}}\left( \frac{\alpha^{2}}{4\sigma^{2}} \right)} \\
 & {+ 2\mathcal{I}_{\frac{1}{4}}\left( \frac{\alpha^{2}}{4\sigma^{2}} \right) + \mathcal{I}_{\frac{3}{4}}\left( \frac{\alpha^{2}}{4\sigma^{2}} \right) + \mathcal{I}_{\frac{5}{4}}\left( \frac{\alpha^{2}}{4\sigma^{2}} \right))} \\
\end{matrix}$$

We saw that the posterior odds for the simplex area distribution also increased with *σ*^2^ for the Poisson Jeffreys prior ([S1 Figs](#pcbi.1008080.s001){ref-type="supplementary-material"}).

Model comparison: Zero-truncated binomial model {#sec023}
-----------------------------------------------

The marginal likelihood for the zero-truncated binomial with distribution *p*~*B*~ is $$\begin{array}{r}
{\int dq\; p\left( q \right)\prod\limits_{i}p_{B}\left( K_{i} \middle| N,q \right) \approx \left( \prod\limits_{i}p_{B}\left( K_{i} \middle| N,\hat{q} \right) \right)\int dq\; p\left( q \right)\prod\limits_{i}\exp\left( - \frac{\left( q - \hat{q} \right)^{2}}{2\sigma^{2}} \right)} \\
\end{array}$$ where *p*~*B*~(*K*~*i*~\|*N*, *q*) is given by [Eq 11](#pcbi.1008080.e034){ref-type="disp-formula"}. For connections to larval KCs, we used the total number of traced projection neurons (PNs) and KCs as the binomial parameter *N*, averaged over the two sides of the brain \[[@pcbi.1008080.ref038]\]. For projections from larval KCs, we used the total number of KCs and output neurons, averaged over the two sides, as *N*. For projection to adult KCs, we used the number of Kenyon cells plus 150 (the estimated number of olfactory PNs) as *N* \[[@pcbi.1008080.ref071]\]. For projections from adult KCs, we used the number of KCs and output neurons labelled in the data as *N*.

The variance with respect to *q* is determined as in [Eq (28)](#pcbi.1008080.e086){ref-type="disp-formula"}. The derivates of ln*p*~*B*~ are, again dropping indices on *K*, $$\begin{array}{ll}
{\frac{\partial}{\partial q}\ln p_{B}} & {= \frac{K}{q} - \frac{N - K}{1 - q} - \frac{N\left( 1 - q \right)^{N - 1}}{1 - \left( 1 - q \right)^{N}}} \\
{\frac{\partial^{2}}{\partial q^{2}}\ln p_{B}} & {= - \frac{K}{q^{2}} + \frac{N - K}{\left( 1 - q \right)^{2}} + \frac{N\left( N - 1 + \left( 1 - q \right)^{N} \right)\left( 1 - q \right)^{N - 2}}{\left( \left( 1 - q \right)^{N} - 1 \right)^{2}}} \\
\end{array}$$

The maximum likelihood parameter $\hat{q}$ for the zero-truncated binomial, with *M* samples of *K*, each with *N* trials, obeys: $$\begin{array}{r}
{\frac{\hat{q}}{1 - \left( 1 - \hat{q} \right)^{N}} = \frac{\sum_{i = 1}^{M}K_{i}}{MN}} \\
\end{array}$$ and the variance at $\hat{q}$ is $$\begin{array}{r}
{\sigma^{2} = \left( \sum\limits_{i}\left( \frac{K_{i}}{{\hat{q}}^{2}} - \frac{N - K_{i}}{\left( 1 - \hat{q} \right)^{2}} - \frac{N\left( N - 1 + \left( 1 - \hat{q} \right)^{N} \right)\left( 1 - \hat{q} \right)^{N - 2}}{\left( \left( 1 - \hat{q} \right)^{N} - 1 \right)^{2}} \right)^{- 1} \right)^{- 1}} \\
\end{array}$$

Optimal degrees: Bounded net weight {#sec024}
-----------------------------------

Now we examine what numbers of synaptic partners maximize the size of the allowed configuration space under the bounded net weight constraint. Here we generalize the constraint to allow the maximum total synaptic weight to explicitly depend on the number of inputs, *K*: $$\begin{array}{r}
{\sum\limits_{i = 1}^{K}J_{i} \leq \overline{J}K^{p}} \\
\end{array}$$ where we will typically take 0 ≤ *p* ≤ 1. This replaces the maximum weight $\overline{J}$ with $K^{p}\overline{J}$ in the volume: $$\begin{array}{r}
{V = \frac{\left( \overline{J}K^{p} \right)^{K}}{K!}} \\
\end{array}$$

The volume is non-decreasing in $\overline{J}$. We compute its derivative with respect to *K* by analytically continuing the factorial to real values of *K* as the Gamma function, yielding $$\begin{array}{cl}
\frac{\partial V}{\partial K} & {= \frac{\left( \overline{J}K^{p} \right)^{K}}{K!}\left( \ln\overline{J}K^{p} + p + \gamma - H_{K} \right)} \\
 & {= \frac{\left( \overline{J}K^{p} \right)^{K}}{K!}\left( \ln\overline{J}K^{p} + p - \ln K - \frac{1}{2K} + \mathcal{O}\left( K^{- 2} \right) \right)} \\
\end{array}$$ where *H*~*K*~ is the *K*th harmonic number, $$\begin{array}{r}
{H_{K} = \sum\limits_{x = 1}^{K}\frac{1}{x}} \\
\end{array}$$

We used Euler's expansion for the harmonic numbers, $$\begin{array}{r}
{H_{K} = \gamma + \ln K + \frac{1}{2K} + \mathcal{O}\left( K^{- 2} \right)} \\
\end{array}$$

At a critical point in *K*, truncating $\mathcal{O}\left( 1/K^{2} \right)$ and higher-order terms, we find $$\begin{array}{cl}
{\overline{J}\left( K^{*} \right)^{p}} & {= e^{\frac{1}{2K^{*}} - p}\left( K^{*} \right) + \mathcal{O}\left( 1/K^{2} \right)} \\
 & {= \left( K^{*} + \frac{1}{2} \right)\exp\left( - p \right) + \mathcal{O}\left( 1/K^{*} \right)} \\
\end{array}$$

Substituting $K^{p}\overline{J} = \alpha\overline{S}$ yields $$\begin{array}{r}
{K^{*} = \alpha\exp\left( p \right)\overline{S} - \frac{1}{2} + \mathcal{O}\left( 1/K^{*} \right)} \\
\end{array}$$

Alternatively, the critical point can be calculated without first extending *K* to real numbers by using ratios: $$\begin{array}{r}
{1 = \frac{V\left( K^{*} \right)}{V\left( K^{*} + 1 \right)} = \frac{\left( K^{*} + 1 \right)^{1 - p}}{\overline{J}}\left( \frac{K^{*}}{K^{*} + 1} \right)^{pK^{*}}} \\
\end{array}$$ which yields $$\begin{array}{cl}
{\overline{J}\left( K^{*} \right)^{p}} & {= \left( K^{*} + 1 \right)\left( \frac{K^{*}}{K^{*} + 1} \right)^{p(K^{*} + 1)}} \\
 & {= \left( K^{*} + 1 - p \right)\exp\left( - p \right) + \mathcal{O}\left( 1/K^{*} \right)} \\
\end{array}$$

Optimal degrees: Fixed net weight {#sec025}
---------------------------------

If $\sum_{j}J_{j} = \overline{J}K^{p}$ then we have the surface area of the *K* − 1 simplex. We consider a regular simplex (equal side lengths) with vertex length $\overline{J}K^{p}$ (from the origin to any vertex). Its surface area is $$\begin{array}{rc}
A & {= \frac{\left( \overline{J}K^{p} \right)^{K - 1}\sqrt{K}}{\left( K - 1 \right)!}} \\
\end{array}$$

By the same method as above, the derivative with respect to *K* is $$\begin{array}{cl}
\frac{\partial A}{\partial K} & {= \frac{\left( \overline{J}K^{p} \right)^{K - 1}}{2\sqrt{K}\left( K - 1 \right)!}\left( 2K\ln\left( \overline{J}K^{p} \right) + 2\left( K - 1 \right)p - 2K\left( H_{K - 1} - \gamma \right) + 1 \right)} \\
 & {= \frac{\left( \overline{J}K^{p} \right)^{K - 1}}{2\sqrt{K}\left( K - 1 \right)!}\left( 2K\ln\left( \overline{J}K^{p} \right) + 2\left( K - 1 \right)p \right.} \\
 & {- 2K\left( \ln\left( K - 1 \right) + \frac{1}{2\left( K - 1 \right)} + \mathcal{O}\left( \frac{1}{K^{2}} \right) \right)\left. + 1 \right)} \\
\end{array}$$

Since *H*~*K*−1~ appears in the derivative, we only consider the derivative at *K* ≥ 2. At a critical point in *K*, dividing through by *K* and truncating $\mathcal{O}\left( 1/K^{2} \right)$ and higher-order terms yields $$\begin{array}{cl}
{\ln\overline{J}K^{p}} & {= - p\frac{K - 1}{K} + \ln\left( K - 1 \right) - \frac{1}{2K} - \frac{1}{2\left( K - 1 \right)} + \mathcal{O}\left( 1/K^{2} \right)} \\
{\overline{J}K^{p}} & {= \left( K - 1 \right)\exp\left( - p \right)\exp\left( p/K - \frac{1}{2K} - \frac{1}{2\left( K - 1 \right)} + \mathcal{O}\left( 1/K^{2} \right) \right)} \\
 & {= \exp\left( - p \right)\left( K + p - 2 \right) + \mathcal{O}\left( 1/K \right)} \\
\end{array}$$ and substituting $K^{p}\overline{J} = \alpha\overline{S}$ yields $$\begin{array}{r}
{K^{*} = \alpha\exp\left( p \right)\overline{S} + 2 - p + \mathcal{O}\left( 1/K^{*} \right)} \\
\end{array}$$

If we do not continue to real *K* first, we instead have $$\begin{array}{r}
{1 = \frac{A\left( K^{*} \right)}{A\left( K^{*} + 1 \right)} = \frac{\left( K^{*} \right)^{1 - p}}{\overline{J}}\left( \frac{K^{*}}{K^{*} + 1} \right)^{pK^{*} + \frac{1}{2}}} \\
\end{array}$$ which yields $$\begin{array}{cl}
{\overline{J}\left( K^{*} \right)^{p}} & {= K^{*}\left( \frac{K^{*}}{K^{*} + 1} \right)^{pK^{*} + \frac{1}{2}}} \\
 & {= \left( K^{*} + \frac{p - 1}{2} \right)\exp\left( - p \right) + \mathcal{O}\left( 1/K^{*} \right)} \\
\end{array}$$

Distances in synaptic configuration space {#sec026}
-----------------------------------------

Above we assumed that synaptic weight configurations could travel between different points in the synaptic weight space along straight lines, endowing the *K*-dimensional synaptic weight space with a Euclidean (or 2-) norm. This amounts to assuming that synaptic weights can vary together. This could be interpreted, for example, as allowing a unit of synaptic weight (a receptor, perhaps) to be transferred directly between connections. An alternative is to assume that synaptic weights must move separately, which corresponds endowing the synaptic weight space with the 1-norm. In the above interpretation this would mean separating the removal of a receptor from one synapse from the addition of a receptor to another synapse. This changes the surface area of the simplex, since its inner radius is $\overline{J}/K$ rather than $\overline{J}/\sqrt{K}$: $$\begin{array}{rc}
A_{1} & {= \frac{\left( \overline{J}K^{p} \right)^{K - 1}K}{\left( K - 1 \right)!}} \\
\end{array}$$

Changing the norm for the synaptic weights leaves the above calculation of the posterior odds for the fixed net weight model mostly unchanged. The factors of $\sqrt{K}$ in the normalization constant are replaced by *K*; this removes the square roots in the derivation of the upper bound for the variance with respect to *α* so that $$\begin{array}{rc}
{\frac{K - 1}{\alpha^{2}} \leq \sigma^{2}} & {< \frac{K - 1}{\alpha^{2}} + 2S^{2}} \\
\end{array}$$

The optimal number of connections can be calculated in the same manner as previously. The derivative of *A*~1~ with respect to *K* is (to order 1/*K*): $$\begin{array}{r}
{\frac{\partial A_{1}}{\partial K} \approx \frac{\left( \overline{J}K^{p} \right)^{K - 1}}{\left( K - 1 \right)!}\left( K\ln\overline{J}K^{p} + \left( K - 1 \right)p - K\left( \ln\left( K - 1 \right) + \frac{1}{2\left( K - 1 \right)} + \mathcal{O}\left( \frac{1}{K^{2}} \right) \right) + 1 \right)} \\
\end{array}$$

At a critical point in *K*, truncating $\mathcal{O}\left( 1/K^{2} \right)$ and higher-order terms yields $$\begin{array}{r}
{\overline{J} \approx K^{- p}\left( K - 1 \right)\exp\left( \frac{1}{K\left( K - 1 \right)} - p\frac{K - 1}{K} \right)} \\
\end{array}$$

Supporting information {#sec027}
======================

###### Supporting figures.

(PDF)

###### 

Click here for additional data file.
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It is difficult for the reader to relate the computational work with the biology when reading this manuscript. As it stands, the biology stands alone and it is never referred to by the authors when introducing difficult mathematical concepts. For example:

Line 25-30: In simple neural network models, constraints define a space of possible synaptic weights (the \"constraint space\"), while the synaptic weights that perform a particular computation define another space (the \"computational space\"). The intersection of constraint and computational spaces defines the allowed synaptic weight (the \"solution space\").

While this (kind of) makes sense, it would be useful to remind the reader of the mushroom body analogy: what synapses and which computation are considered here? Another example is \"flexibility\". Are the authors referring to the flexibility of the projection neuron/Kenyon cell synapse or the Kenyon cell/output neuron synapse? Or some other flexibility? What do they mean? We need to know.

Major point 2: The mathematical jargon needs to be introduced and difficult concepts need to be digested.

This manuscript is difficult to read for non-mathematicians. The authors are often vague and use a lot of technical terms without clearly defining them. This might not bother the specialized audience of PLoS Computational Biology, but the paper would be more appealing and would reach a broader audience if it was better written. I am listing a few examples of concepts that are unbeknownst to me and some sentences that are especially cryptic:

Line 199: We computed the Laplace approximation to these model evidences.

Line 228: The Jeffreys prior is invariant under monotone changes of variables, resolving this paradox.

Moreover, it is especially important for the authors to explain their findings better rather than just referring to a figure and leaving the reader to their own device. For example:

Line 209: In the larva, the simplex area model outperformed the binomial model for both young and clawed KCs (Figure 3C).

What do the authors mean by \"outperformed\"? How can I reach this conclusion by looking at Figure 3C (a bar graph)?

There are many more such examples. I would recommend that the authors recruit a biologist on their team to try and make this manuscript readable for both mathematicians and biologists.

Major point 3: Consistency in the biological data.

While the biology used in this manuscript is sound, it is not clear to me why the authors using different systems, namely the larval and the adult mushroom body. Sometimes, the biology used to support their assumptions is yet borrowed from another system, hippocampal neurons for example. This lack of consistency makes the paper extremely confusing. Why not exploit one system, the larval mushroom body seems more appropriate here, and explain that system well and explicitly make the links between the biological system and the mathematical model.

Reviewer \#2: Dear editor,

Thank you for the opportunity of reviewing the manuscript titled "Flexible neural connectivity under constraints on total connection strength." In this manuscript, the authors derive a model for degree distributions of synaptic connectivity of a neuron under two different constraints: a) the bounded total synaptic strength, and 2) fixed total synaptic strength. They then compare the theoretical results against EM measurements of synaptic connectivity of KC's in the mushroom body of Drosophila during different stages of development, and conclude that the bounded weight model is superior is explaining the synaptic connectivity of the Kenyon Cells (KC's), particularly in the larval stage.

While the promise of the manuscript is interesting (namely that the neurons maximize their computational flexibility given certain constraints), I have some reservations in connecting their results to the promise, as I try to explain in what follows.

Major comments:

1\) The authors initially make a clear case for the intersection between the constraint space and the solution space, and posit that he number of configurations of synaptic unites (vesicles or postsynaptic receptors) corresponding to the number of synapses is a reasonable marker of computational flexibility under given constraints. They even provide toy examples of this notion (lines 64 to 72.) The reader then expects to see whether the number of synapses in biology is tuned to the utilize the calculated maximum number of configurations under the postulated constraints (bounded total weight vs. fixed total weight.) However, that is not what the authors show. What they show is whether the in- (and out-) degree distribution of KC's follow the distribution under the constraints, without any consideration of the maximum number of configurations. In other words, the authors do a great job delineating the constraint space, but not for its intersection with solution space. Only at the end of the results section, they look into the mode of the degree distributions (the supposed maximum number of configurations given the in/out degree and constraint). There, they show that the mode has a linear relationship with the number of synapses (K) in both models, with only the intercept (-1/2 vs. 2 in equation 12 and 13, respectively) being different between the two models. If this is the case, they should have examined the intercept in their experimental data, e.g. with a linear regression model.

2\) It is not clear why the parameter \\\\alpha is introduced to relate synaptic units to synaptic strengths. Based on the theory developed before the experimental tests, it is expected that they consider a parameters such as the total number of synaptic vesicles for each neuron (or the total magnitude of postsynaptic densities) as a their measure of total synaptic units (\\\\bar{J}) and test their models against this, (i.e. how these units are distributed among synapses? Are the number of synapses tuned in such a way that the number of possible configurations of these units are maximized? etc.) But that's not the analysis provided in the manuscript. Instead, the total number of synapses S is assumed to be proportional to J with an unknown constant of proportionality \\\\alpha. In simple terms, the data is too coarse to be able to test the model. Maybe the authors have a cogent explanation for how the data is related to the model, but it is not obvious to me. Importantly, they test the two models against a binomial distribution, but there is no \\\\alpha in the binomial case. Is it a fair comparison? It is also somewhat surprising why the binomial model is so poor compared to Poisson model, because the latter is a continuous approximation of the former. Am I missing anything here? There is also no comparison between binomial and the two models in testing for optimally flexible connectivity (figure 5.)

3\) The description of the experimental data is very confusing. The authors should appreciate that PLoS Computational Biology is not a neuroscience journal, and even in a neuroscience journal with a wide audience it is not the case that all readers are fully familiar with the insect olfactory system. A schematic figure of mushroom body, its parts and the location of KC neurons, and their input/output will be very helpful. From the results (lines 137-156) it is not clear whether the input from projection neurons is included in the analysis or not. The same notion as in line 149 is repeated in line 154 ("KCs can be morphologically classified by their age", and "The age of adult KCs can also be classified morphologically.") This section requires a clear rewrite to my opinion, with an explicit explanation of what is being measured, what is exactly accounting for the in-degree, what is out-degree, how many neurons are being studied, how much sub-sampling happens in the measurements? How sensitive the results are to sub-sampling? etc.

Minor comments:

1\) It would be helpful if the authors explain how they obtain eq 7. For me it is clear, as the length of the norm vector of the simplex surface is J/sqrt(K) and hence moving in the direction of the norm vector by dJ/sqrt(K) is equivalent to changing J by dJ. But it helps with the clarity of the manuscript if it is explained it in the Methods.

2\) The subtitle "Measuring spaces of allowed circuit configurations" in discussion is not clear at all. In fact the same topic in Methods is more clearly explained!

3\) Similarly, the subtitle "Maximum entropy connectivity distributions" is not clear. What questions are being addressed here?

4\) In Equation 21, the second sum runs from n_2 = n_1 + 1, not from n_2 = n_1

5\) In equation 24, the left hand side should not have index i.

6\) Please break equation 54 in two lines. It falls off the margins.

7\) The details of derivation of the Laplace approximation is not necessary (although it doesn't hurt either.) More interesting would be asymptotic approximations of all the results for large N and K. This will give an intuition as to how the two models are different.
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