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Distinction of 3D Objects and Scenes via
Classification Network and Markov Random Field
Ran Song, Yonghuai Liu, Senior Member, IEEE and Paul L. Rosin
Abstract—An importance measure of 3D objects inspired by human perception has a range of applications since people want
computers to behave like humans in many tasks. This paper revisits a well-defined measure, distinction of 3D surface mesh, which
indicates how important a region of a mesh is with respect to classification. We develop a method to compute it based on a
classification network and a Markov Random Field (MRF). The classification network learns view-based distinction by handling multiple
views of a 3D object. Using a classification network has an advantage of avoiding the training data problem which has become a major
obstacle of applying deep learning to 3D object understanding tasks. The MRF estimates the parameters of a linear model for
combining the view-based distinction maps. The experiments using several publicly accessible datasets show that the distinctive
regions detected by our method are not just significantly different from those detected by methods based on handcrafted features, but
more consistent with human perception. We also compare it with other perceptual measures and quantitatively evaluate its
performance in the context of two applications. Furthermore, due to the view-based nature of our method, we are able to easily extend
mesh distinction to 3D scenes containing multiple objects.
Index Terms—3D mesh, distinction, neural network, Markov Random Field.
✦
1 INTRODUCTION
M EASURES of regional importance of 3D surfaces inagreement with human visual perception have been
an active research topic in computer vision and graphics for
quite a long time. Popular measures include mesh saliency
[1], mesh distinction [2], 3D interest points [3], Schelling
distribution [4], etc. These measures represent understand-
ing of 3D objects from different perspectives and have led
to a range of applications such as best view selection [5],
[6], mesh segmentation [7], mesh simplification [1], [2], scan
integration [8] and 3D printing [9].
This paper focuses on a measure of mesh distinction. As
defined in [2], it measures how important a mesh region
is for distinguishing a 3D object from others of different
classes. In [2], the distinction is computed through hand-
crafted local features while in our method, it is learned
through a Convolutional Neural Network (CNN) for ob-
ject classification. This is motivated by two facts. First,
perceptual measures are usually influenced by both local
and global features. CNN-based methods have demon-
strated that they are good at extracting such features and
making good balance between them in the tasks of com-
puting perceptual measures for images [10], [11]. Second,
handcrafted features normally do not generalise well since
their expressivity capabilities are limited by the fixed op-
erations that stay the same for different sources of data.
In contrast, CNNs learn features specific to the data and
have demonstrated strong generalisation capability through
various applications. It is worth noting that usually the
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CNN has to be sufficiently deep to generalise well. This
is because only a sufficiently large number of layers can
learn features at various levels of abstraction. However, we
noticed that many ‘toy’ CNNs have been used in computer
graphics [12], [13]. They are typically composed of a very
small number of layers, which are insufficient to learn all
the intermediate features between the raw data and the
high-level understanding tasks. Hence, to capture both local
and global attributes related to the perceptual distinction
measure and guarantee a powerful generalisation capability,
we employ a sufficiently deep CNN in this work.
However, without a large training dataset, training a
deep CNN will lead to overfitting which will weaken its
generalisation capability. Unfortunately, acquiring a large
training dataset is usually very difficult in 3D object un-
derstanding tasks [4], [6], [13]. But object classification is an
exception as acquiring a large training dataset for it is prac-
tically easy. Moreover, compared with human-generated
vertex-level annotation, object-level annotation (i.e. class
membership of 3D object) is more reliable and objective
since it is almost free from inconsistency. We propose to
estimate distinction through classification network, which
provides a practical and novel method to address the train-
ing data problem widely existing among various 3D object
understanding tasks.
Inherently, our method is weakly supervised where we
try to estimate vertex-level annotation based on object-level
annotation. This idea is not new in image segmentation.
Since collecting a large amount of pixel-level annotation is
difficult, researchers proposed to use image-level annota-
tion to address semantic segmentation problems [14], [15],
[16]. However, our problem is much more challenging. In
semantic image segmentation, the pixel-level annotation to
be estimated is not just discrete, but also fully consistent
with image-level annotation. In contrast, the vertex-level
annotation for mesh distinction is not from a set of known
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class names but an unknown real number. Compared to
pixel-level annotation, acquiring vertex-level annotation is
usually more labour intensive since some vertices are not
immediately visible and the human subjects have to rotate
and zoom the 3D mesh to view and annotate them. There-
fore, although more challenging, a weakly-supervised solu-
tion is usually more preferable for 3D object understanding
tasks.
Certainly, since distinction and object classification are
two different tasks, a fundamental issue is the transferability
of the knowledge learned through classification networks,
which has only been explored in the context of 2D image
understanding [17], [18]. One consensus is that the trans-
ferability decreases as the distance between the base task
and the target task increases [17]. Hence, our method works
well because the knowledge vital for the base task, i.e.
classification, is highly consistent with the target task, i.e.
distinction.
We propose to estimate mesh distinction through a
sufficiently deep classification network trained on a large
number of 3D objects. First, inspired by the multi-view CNN
[19] which performed well in 3D object classification [20]
and semantic segmentation [21], we represent the 3D object
as a sufficiently large number of 2D views so that the loss
of information caused by the projection from 3D to 2D will
not cause a significant sacrifice in representation. Second,
each view is fed into a CNN to generate a 2D distinction
map through back-propagating the classification probabil-
ity of each view corresponding to the correct object class.
Third, we convert a 2D distinction map into a 3D one by
considering the visibility of the vertices with respect to the
corresponding viewpoint. Finally, different from multi-view
CNN which merely uses a simple max-pooling scheme, we
construct a Markov Random Field (MRF) which takes into
account the pairwise relations of the views and then infer it
to incorporate multiple distinction maps into a single one.
Moreover, we extend distinction to 3D scenes. To the
best of our knowledge, all of the previous methods on
perceptual measures for 3D meshes only concerned a single
object. For the first time, we extend the concept from one
single object to a scene which contains multiple objects. It
is worth noting that perceptual measures of a 3D scene is
not a new topic but researchers have only computed them
based on depth images [22], [23], [24]. The disadvantage of
depth-based perceptual measure of a 3D scene is that the
resultant perceptual map is only valid for a particular view.
The proposed 3D scene distinction is valid for all views.
Overall, the contribution of our work is threefold:
1) We propose a novel method for computing mesh
distinction and show its applications.
2) We propose a novel multi-view architecture where
an MRF is developed to combine information
learned across multiple views.
3) We extend the concept of distinction from single
object to 3D scenes containing multiple objects and
describe a practical method to compute it.
2 RELATED WORK
Measures of perceptual importance of 3D surface regions
have been inspired by an extensively studied area in com-
puter vision known as image saliency [25], [26], [27]. While
image saliency explores colour and temporal coherence,
measures for 3D surfaces reason about the geometry of
meshes. Thus early works in this field heavily rely on
local geometric features. For example, Lee et al. [1] com-
puted mesh saliency using a center-surround operator on
Gaussian-weighted curvatures calculated in a local neigh-
bourhood at multiple scales, and was later demonstrated
in [28] that such a mechanism has significantly better cor-
relation with human eye fixations than either a random
model or curvatures. Gal and Cohen-Or [29] introduced a
salient geometric feature based on curvatures which func-
tionally characterizes a local partial shape. It was then
used to improve part-in-whole shape matching. Shilane
and Funkhouser [2] developed an approach to compute
the distinctive regions of a 3D surface by describing the
shape of every local spherical region through a Harmonic
Shape Descriptor. Castellani et al. [30] proposed a method
for detecting and matching locally salient points frommulti-
view meshes, where saliency is determined by generating
a multi-scale representation of a mesh in a difference of
Gaussian scale space.
While local geometric features indeed influence where
people focus their attention in an image or a mesh, saliency
actually depends on a few basic principles of human visual
attention, as shown by psychological evidence [31], [32],
[33]. These include not only local but also global considera-
tions. Thus recently, methods integrating global cues have
been proposed although such ‘global’ perspective is still
subject to a single object rather than a scene. Leifman et al.
[6] proposed an algorithm for detecting salient regions and
explored how to select viewpoints based on these regions.
Their algorithm looks for regions that are distinct both
locally and globally where the global cue is if the object
is ‘limb-like’ or not. Wu et al. [34] proposed an approach
for detecting mesh saliency based on the observation that
salient features are both locally prominent and globally
rare. Song et al. [8] presented a method considering both
local geometric cues and global information corresponding
to the log-Laplacian spectrum of a mesh. Saliency is then
determined by transferring salient information from the
spectral domain back to the spatial domain. Wang et al. [7]
detected mesh saliency using low-rank and sparse analysis
in a shape feature space. The shape features encode both
the local geometry and the global structural information of
a mesh. Song et al. [35] proposed a local-to-global scheme
to integrate both the local mesh saliency and the global
distinctness of features.
In our work, we estimate distinction through a collection
of 2D views of a 3D object. The views record information
from the entire object which can enable the discrimination of
the object from those in other classes. This is fundamentally
different from those in the literature that consider local
and/or global features over the objects themselves. The
distinction is then estimated by linearly combining such
information from different views with weights inferred
globally through an MRF.
Differences from relevant works. Chen et al. [4]
proposed a regression model to predict the so-called
Schelling distribution learned on a collection of 400 meshes.
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Fig. 1. Overview of the proposed method for estimating mesh distinction.
it is essentially a shallow learning based on a selection of
handcrafted features while our method relies on features
learned through a deep CNN.
Lau et al. [13] proposed the concept of tactile mesh
saliency which facilitated a relatively reliable data collection
since the concept is well defined and human subjects tend
to give highly consistent responses in the process of data
collection. Even so, only 150 meshes were collected for
both training and testing. As a result, merely a 6-layer
neural network was used because such a small number of
training data is far from enough to support the learning of
a sufficiently deep neural network which contains millions
of parameters. Hence, our method is significantly different
because our network is much deeper and trained on a much
larger dataset, leading to good results on a variety of objects.
Su et al. [19] proposed the multi-view CNN for 3D object
classification and retrieval. Our method is closely related to
it since we also use a similar multi-view setup. The major
contribution of Su’s work is the proposed ‘view-pooling’
layer which gathers information learned from multiple
views to deliver a single output. Our method is however
fundamentally different since we propose an MRF to aggre-
gate such information as illustrated in Fig. 1. To demonstrate
the difference between Su’s method and ours solidly, we de-
signed an experiment where we replaced the MRF with Su’s
view-pooling layer and reported the comparative evaluation
in Section 4.10. In summary, our method is essentially differ-
ent from other multi-view CNNs. For instance, Zhu et al. [36]
simply concatenated the information learned from multiple
views for 3D object retrieval. Kalogerakis et al. [21] proposed
a ‘projection layer’ to aggregate information across multiple
views for 3D shape segmentation. Basically, the projection
layer is still a pooling layer. Note that they also proposed
a probabilistic model, a Conditional Random Field but it is
used for handling information at the vertex level after the
aggregation rather than combining knowledge learned from
multiple views.
Apart from multi-view CNN there are also other ap-
proaches to conducting 3D deep learning. For example, Wu
et al. [37] proposed a volumetric CNN for object recognition
where a 3D object is represented as a volumetric grid. Qi
et al. [38] developed the PointNet which relies only on
the coordinates of vertices for classifying and segmenting
3D objects. However, according to [20] and [38], both of
the methods are outperformed by the multi-view CNN of
Su et al. [19] in classification tasks. Another category of
methods is graph neural network (GNN) widely used in
geometric deep learning. A GNN learns a deep represen-
tation over the meshed surface treated as a non-Euclidean
graph by a local operator such as Laplacian [39], [40]. But
such local operators are not good at capturing the global
positional relationship of multiple objects in a scene. For
instance, moving some disconnected objects in a scene will
not change the Laplacian of the scene since it is based on
the adjacency matrix. In comparison, this relationship is
recorded by the 2D views of the scene, which facilitates
us to extend mesh distinction to scene distinction. Thus a
multi-view setup is particularly suitable for our work since
it does not only have a state-of-the-art performance on 3D
object classification, but also simplifies the computation of
distinction for a scene containing multiple objects.
3 DISTINCTION OF 3D MESHES VIA CLASSIFICA-
TION NETWORK AND MRF
We combine a classification network and an MRF to com-
pute a measure which maps from a mesh vertex to a dis-
tinction value. The network architecture is the classic VGG-
M model [41] which is a 19-layer CNN. We leverage the
VGG-M model to generate 2D distinction maps via training
on a large 3D classification dataset. These 2D distinction
maps encode distinctive information of the 2D views of a
3D mesh. We also provide a method to associate such infor-
mation with mesh vertices. The MRF combines a likelihood
term derived from the classification network and a prior
term to estimate a linear model for aggregating view-based
distinction maps to output a per-vertex distinction map.
Fig. 1 illustrates our method based on an MRF-CNN
architecture and a linear model. We use the output of the
CNN to compute the likelihood term of the MRF. Each
view distinction map can be regarded as an attribute of
the 3D object. Secord et al. [5] demonstrated that a simple
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linear model works very well in order to combine multi-
ple attributes for predicting view preference of 3D objects.
Therefore, we propose to use a linear model estimated by
the MRF to incorporate multiple view distinction maps into
a single per-vertex distinction map for the input object.
In the following, we shall describe all steps of the
proposed method in detail, including the multi-view mesh
representation, the calculation of pixel distinction based
on back-propagation, the transfer from pixel distinction to
vertex distinction and the combination of multiple vertex
distinction maps via an MRF.
3.1 Multi-view mesh representation
We start with an icosahedron to uniformly sample a view
sphere which surrounds the input 3D mesh. Then we iter-
atively subdivide the icosahedron to produce more vertices
(i.e., viewpoints) on the view sphere. We finally end up
with a polyhedron with N (N = 42 in this work) vertices
which uniformly samples the view sphere. Using more
views usually improves the performance, particularly for
concave surfaces. But it will also slow down the method.
To create a multi-view representation for a 3D mesh, we
place a camera at each vertex of the sampled view sphere,
pointing towards the centroid of the mesh, and add a light
source to generate a rendered 2D view of the mesh with
details described below in Section 4.3. Note that using
different shading coefficients or illumination models does
not affect our method due to the invariance of the learned
convolutional filters to illumination changes, as observed in
image-based CNNs. Adding more or different viewpoints is
trivial, however, we found that such a rendering setup was
already enough to achieve high performance.
From Fig. 1, it can be seen that the operation of the
CNN on each view is independent. We thus take an MRF
into account to formulate the pairwise relations of the views
through a prior. In computer vision, an MRF usually models
pixel labels as random variables when conditioned upon a
global observation. In our problem, theN viewpoints on the
sampled view sphere form a graph since they are connected
by the edges of the polyhedron.
3.2 View-based pixel distinction via back-propagation
Once we generate multiple views of a 3D mesh, we can
estimate the contribution of each view to the correct clas-
sification of the mesh. The output of the softmax layer of
each CNN is a C-dimensional vector where C denotes the
total number of object classes. Each element of the vector
represents the probability Pc(Vn), c = 1, 2...C, n = 1, 2, ...N
that the 3D object rendered in the view Vn belongs to a
certain class c. We obtain a C-dimensional vector by doing
an element-wise aggregation for all N such vectors and
then find the index corresponding to its largest element as
the correct class C (which actually corresponds to the top-1
predicted class) of the 3D object.
For a particular view Vn, we employ the method pro-
posed in [42] to compute a per-pixel distinction map I(Vn)
for all of the pixels in Vn based on their influence on the
probability PC(Vn):
I(Vn) =
∂PC
∂V
∣∣∣∣
Vn
(1)
Fig. 2. Transfer from view-based pixel distinction to view-based vertex
distinction. Note that the facial region is highlighted in both views and
the back of the person is invisible to both viewpoints.
The derivative in Eq. (1) indicates which pixels in Vn need
to be changed the least to affect the probability associated
with the correct class the most. We found it through a back-
propagation with all the CNN parameters fixed after slightly
smoothing Vn to remove potential noise using a Gaussian
filter with 0 mean, 1.5 standard deviation and a kernel size
of 7 × 7. The distinction map I(Vn) can be interpreted as
a measure of pixel importance with regard to the correct
classification of the 3D mesh. I(Vn) is further normalised
to be within the interval of [0, 1]. There is no one-to-one
correspondence between the pixels in Vn and the vertices of
the 3D mesh. We propose the following method to derive
a vertex distinction map from the pixel distinction map for
each view.
3.3 Transfer from view-based pixel distinction to view-
based vertex distinction
The resolution of the CNN views is fixed (224 × 224 in
this work which empirically shows a good balance between
efficiency and performance) no matter how many vertices
the 3D mesh contains. Therefore for efficiency, our idea is
to compute the view-based vertex distinction maps for a
simplified mesh based on the view-based pixel distinction
maps. Then we can compute the view-based vertex distinc-
tion maps for the original mesh using point correspondence
between the simplified mesh and the original mesh.
In detail, we project the simplified mesh at each of theN
viewpoints and the 2D projections of all 3D vertices visible
to that viewpoint are recorded. Next, we rescale the 2D
projections in accordance with the resolution of the CNN
views. Then, we crop the rescaled 2D projections to remove
the background pixels. Next, the view-based distinction of a
3D vertex is assigned as the view-based distinction of the
pixel closest to its 2D projection. Finally, the view-based
distinction of a vertex on the original mesh is computed by
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finding its closest point on the simplified mesh. As shown
in Fig. 2, the view-based pixel distinction maps are typically
a little noisy. So before the assignment, we smooth them
using a Gaussian filter with 0 mean, 1.5 standard deviation
and a kernel size of 7 × 7. Another way to understand the
smoothing is that instead of mapping the distinction of a
single pixel to a vertex, we calculate the distinction of a
vertex based on pixels within a small neighbourhood. If a
vertex is not visible from a viewpoint, its distinction with
regard to that view is set to zero. This method results in N
view-based vertex distinction maps. A view-based vertex
distinction map D(Vn) indicates the importance of each
vertex with regard to the correct classification of the object,
based on the information recorded in view Vn. For example,
in the two views shown in Fig. 2, the vertices in the facial
region of the person are of high importance. The back of the
person is in dark blue in the two views since it is not visible
to the two viewpoints. For simplicity, we writeD(Vn) asDn
in the rest of this paper.
Note that the 2D-to-3D transfer of distinction is fun-
damentally different from the projection layer of the Pro-
jective Convolutional Network proposed by Kalogerakis et
al. [21]. Our method generates a 3D distinction map for
each individual 2D distinction map but does not aggregate
multiple maps as shown in Fig. 2. Each 3D distinction
map is generated based only on the 2D distinction of the
corresponding 2D view rather than multiple views and
is still view-based. Multiple 3D distinction maps are then
aggregated through a newly designedMRFmodel described
in the next subsection. In contrast, the projection layer in [21]
aggregates the so-called confidence maps across multiple
views via max-pooling. And the output 3D confidence map
is not view-based but label-based.
3.4 Combination of multiple distinction maps via MRF
Now we have a collection of N view-based vertex distinc-
tion maps. Each distinction map can be interpreted as an
attribute which encodes some information of the 3D mesh.
Among many potential mathematical models of combining
such attributes, an intuitive one is a linear model
D =
N∑
n=1
wnDn (2)
where wn denotes the contribution of a view-based vertex
distinction map Dn. As a weighting parameter, it reflects
the importance of a view in the combination. Secord et
al. [5] further demonstrated that such a linear model is
typically good enough for computing the importance of
views for a variety of 3D objects. In their method, the linear
model was proposed as a regressor learned on a training
dataset since in their work, the likelihoods of the attributes
(e.g., projected area, viewpoint entropy, silhouette length,
silhouette curvature, depth distribution, etc.) with regard to
the importance of views were unknown. However, in our
work, we can simply use the class probability output by
the CNN as the likelihood (as illustrated in Fig. 1) since it
strongly suggests if a view is important or not in terms of
distinguishing the object from others of different classes.
As is mentioned above, the output of the final layer, i.e.,
the softmax layer of the CNN is a vector where each of
its elements represents the probability that the 3D object
rendered in that view belongs to a certain class. We use
the probability corresponding to the top-1 predicted class as
the likelihood of the importance of a particular view which
reflects how useful it is for distinguishing the 3D object from
others of different classes.
Another consideration is that since the views corre-
sponding to neighbouring viewpoints in the MRF graph
have similar content, their likelihood of being important
or not should also be similar. Hence, we also introduce
a prior term to encourage assigning similar weights to
neighbouring views in the combination.
We propose a pairwise MRF for the estimation of the
weights in Eq. (2) as follows:
E(w|V ) =
N∑
n=1
E(wn|Vn)
=
N∑
n=1
Ul(Vn|wn) + α
N∑
n=1
∑
m∈N (n)
Up(wn, wm) (3)
where N (n) denotes the neighbourhood of viewpoint n
in the MRF graph. α is a parameter which weights the
contributions of the likelihood term Ul and the prior term
Up to the MRF energy E. We empirically set it to 0.1 in
this work. We formulate the likelihood term as the squared
difference between wn and PC(Vn) which represents the
probability of Vn with respect to the top-1 predicted class
C of the 3D object
Ul(Vn|wn) = (wn − PC(Vn))
2. (4)
We formulate the prior term as neighbourhood consistency
which encourages neighbouring viewpoints to take similar
weights and penalises them to take highly different weights
Up(wn, wm) = (wn − wm)
2 (5)
where n and m are neighbouring viewpoints.
Another important benefit of formulating the MRF as the
sum of quadratic functions is that it guarantees a linear so-
lution for the maximum likelihood estimate of wn, which, as
we shall show in the next subsection, significantly facilitates
the inference of the MRF.
3.5 Inference of the MRF
Our aim is to estimate wn needed for defining the linear
model expressed in Eq. (2). The energy calculated in Eq. (3)
is actually the negative logarithm of the posterior probabil-
ity of the MRF. Maximum a posteriori (MAP) is the most
popular principle to infer the MRF in computer vision and
graphics, which is equivalent to the minimisation of the
energy function. Therefore, the desired configuration of the
graph ŵ = {ŵ1, ŵ2, . . . , ŵN} can be expressed as
ŵ = argmin
w
E(w) (6)
Popular methods for inferring MRFs such as Graph Cut
[43] and Belief Propagation [44] require that wn can only
have finite discrete states. However, here wn are continuous
variables. Note that inference in an MRF with continuous
states is in general NP hard [45]. But due to the specific
formulation of the proposed MRF, we develop a practical
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method which usually leads to a solution of a good local
optimum although the global optimum cannot be guaran-
teed.
Since our MRF is pairwise, the conditional distributions
of wn are locally dependent. Thus a desired solution ŵ
can be achieved by iteratively assigning each view its lo-
cal maximum likelihood estimate. This iterative method is
known as Iterative Conditional Modes (ICM) algorithm [46].
In our case, the maximum likelihood estimate of wn can be
computed by setting the first derivative of the local MRF
equal to zero.
∂E
∂wn
=
∂(Ul(Vn|wn) + α
∑
m∈N (n) Up(wn, wm))
∂wn
= 0. (7)
And, because of the quadratic nature of the MRF, its solution
is linear, expressed as
wn =
1
1 + α|N (n)|
PC(Vn) + α
∑
m∈N (n)
wm (8)
where |N (n)| denotes the number of neighbouring view-
points of viewpoint n in the MRF graph.
In each iteration, all of the N viewpoints are visited in
a random order to avoid propagation of trends. The global
root mean square change ofwn is calculated in each iteration
and the algorithm terminates when such a change is smaller
than a fixed threshold (e.g. 10−4) or the maximum number
of iterationsMaxIter (e.g. 2000) has been implemented.
It can be seen that an obvious disadvantage of the ICM
algorithm is that the inference will be easily trapped at a
local optimum. To improve this, we propose two strategies.
First, we modify the ICM algorithm by introducing an
annealing strategy. In each iteration, we introduce a small
random perturbation to each wn computed through Eq. (8).
Then, if the global MRF energy is reduced, we accept this
perturbation; otherwise we compute a temperature (ini-
tialised to 1) which is reduced during iterations as
TIter =
TIter−1 logMaxIter
log(MaxIter + Iter)
(9)
where Iter = 1, 2, ...,MaxIter and then accept the pertur-
bation with a probability dependent on the temperature: if
P > 1 − TIter , update wn by accepting the perturbation
where P is a random value between 0 and 1.
The second strategy is to estimate a good initialisation of
wn. According to Eq. (8), we have
1
α
wn −
∑
m∈N (n)
wm =
1
α+ α2|N (n)|
PC(Vn) (10)
and benefitting from the specific formulation of the pro-
posed MRF, it can be expressed as a linear system Aw = b:


1
α
−1 ... −1 ...
−1 1
α
−1 ...
...
−1
...
. . .


w =


1
α+α2|N (1)|PC(V1)
1
α+α2|N (2)|PC(V2)
...
1
α+α2|N (N)|PC(VN )


(11)
where A is a sparse tridiagonal matrix with fringes [47].
Its dimension is N × N and the positions of −1 can be
determined by the adjacency matrix of the polyhedron that
forms the MRF graph. Because A is symmetric and positive
definite, we apply sparse Cholesky decomposition [48] to
solve the linear system and use the solution to initialise the
modified ICM algorithm.
4 EXPERIMENTS, EVALUATION AND APPLICATIONS
4.1 Dataset
In order to better evaluate our method, we create a new
dataset by expanding the Princeton ModelNet dataset [37].
A 40-class well annotated subset containing 12,311 shapes
from 40 common categories, ModelNet40, is publicly avail-
able and has been extensively used in 3D object classification
and retrieval tasks. In this work, we further extend it to 50
categories by merging it with another popular dataset for
perceptual measure of 3D objects. The Schelling distribution
dataset [4] contains 400 meshes from 20 categories. 10 of
the 20 categories already exist in ModelNet40 and thus we
merge these categories from both datasets after aligning
the orientations of the objects of each class by the method
proposed in [49] and manual effort. For the 10 categories
not shared by ModelNet40, we create 10 new categories to
accommodate these models in the new dataset after aligning
their orientations. We name the new dataset ModelNet50
and training on it enables the evaluation over 20 object
classes in Section 4.7.
In the experiments, we use the same training and testing
split of ModelNet40 as in [37] where four fifths of the
meshes in each category are used for training and one fifth
are used for testing. It can be seen that a huge benefit of
training deep CNNs based on object classification dataset
for computing mesh distinction is that we can easily extend
the training dataset (basically by just copy and paste) to
make it significantly more diverse, which is usually vital for
a generalisation performance of the learning model. In sharp
contrast, directly extending other perceptual datasets is very
challenging and typically a time-consuming user study with
careful consideration about implementation details has to
be conducted as suggested in [4]. To further demonstrate
the powerful generalisation capability of our method, we
also tested it using 3D meshes from other publicly available
datasets including the Princeton Shape Benchmark [50], the
SHREC’15 (Non-Rigid 3D Shape Retrieval Track) dataset
[51], the best view selection benchmark [52] and the 3D
interest point detection dataset [3].
4.2 Training strategy
Because we represent a 3D mesh as multiple 2D views, we
can leverage massive image databases such as the prevailing
ImageNet dataset [53] to pre-train the classification network.
Note that the human visual system actually senses 3D
geometry through their 2D projections when other neces-
sary elements (e.g., lighting and material) are appropriately
provided. And then understanding on 3D geometry can
be gained through associating these 2D projections with
each other. Hence, on one hand, we can learn a good deal
about generic features for 2D image categorisation since
images are ubiquitous and large labeled image datasets
are abundant; on the other hand, using a deep neural
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Fig. 3. Distinction maps of various 3D surface meshes in the test dataset of the ModelNet50 dataset
network pre-trained on an image dataset, and then fine-
tuning using mesh projections of a dataset of 3D meshes is
quite consistent with the mechanism that the human visual
system processes visual information. Therefore, we initialise
the classification network as the VGG-M [41] network pre-
trained on the ImageNet dataset. Then, we fine tune it using
the newly created ModelNet50 dataset.
4.3 Rendering details
To render a 3D mesh to a 2D view, we set a camera and
a light source at the corresponding viewpoint and use a
standard OpenGL renderer with the perspective projection
mode. The strengths of the ambient light and the diffuse
light are set to 0.3 and 0.6 respectively. The strength of the
specular reflection is set to 0. We apply the light uniformly
across each triangular face of the 3D mesh (i.e. flat shading).
All of the 42 views are then rendered at 200 dpi, also in
OpenGL mode, and further resized to the resolution of
224× 224.
4.4 Results of various object classes
Fig. 3 shows the distinction maps for a variety of 3D objects
in our test dataset. In all the samples, the red regions are
of the highest distinction and the blue regions are the least
distinctive, and yellow and green regions are in the middle.
One fundamental finding is that these distinction maps
are highly consistent with human perception. For instance,
the four feet of the quadrupeds are detected as the most
distinctive features to the cow, the camel and the horse since
we categorise them into ‘Quadruped’ due to the four feet
rather than the head or the shape of the body which are
not so distinctive. Similarly, the wheel of the car, the handle
of the cup, the struts of the guitars and the facial region
of the bust are important components for differing each
class of objects within the ModelNet50 database. Another
interesting finding is that similar local structures of objects
in different classes could have very different distinction. For
example, the handles of two cups are distinctive while the
handle of one bottle is not distinctive at all. This is because
while a handle is a very important structure for recognising
cups, it is not a necessary element for a bottle.
4.5 Comparison with the distinction computed using
handcrafted features
Fig. 4 compares our distinction maps with those shown
in Figure 7 of [2] where all of the 15 person meshes are
from the Princeton Shape Benchmark [50]. It can be seen
that results shown in (a) and (b) are very different. In [2],
mesh distinction was computed based on a popular hand-
crafted feature, known as the Harmonic Shape Descriptor.
Consequently, the elbow region is detected as the distinctive
regions for persons while our method recognises the head
and facial region as the most distinctive features and usually
the hands as the second most distinctive. This is obviously
more consistent with human perception since we can easily
distinguish a person from other classes of objects by looking
at these regions. As stated in [2], one limitation of their
method is that “the distinctive regions may not correspond
to semantic parts”. In contrast, our method significantly
better corresponds to semantic parts, which is typically
desired as a perceptual measure. These results show that a
sufficiently deep classification network in conjunction with
an MRF is powerful for estimating the distinction of various
3D objects.
4.6 Results of single object class
To demonstrate that mesh distinction can reliably capture
semantic regions in a consistent manner, we test it on the
SHREC’15 dataset [51]. As shown in Fig. 5, mesh distinc-
tion behaves quite consistently although the persons have
different gestures. The facial regions are always detected as
the most distinctive features and the hands are usually the
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Fig. 4. Distinction estimated through classification network and handcrafted features respectively. (a) Distinction computed by the proposed method
based on classification network; (b) Distinction computed based on handcrafted features [2].
Fig. 5. Distinction of the same object class
second most distinctive. The consistency of such semantic
regions is typically desired in applications such as shape
matching and retrieval. It demonstrates that our method can
distinguish the person class from other object classes even
if a variety of non-rigid changes affect the people. We can
see that the semantic parts captured by our method are not
so different from those that draw our visual attention for
recognition purpose.
4.7 Comparison with other perceptual measures
To further interpret the proposed distinction measure, we
compare it with other perceptual measures by investigating
how well mesh distinction corresponds to alternative per-
ceptual measures across 20 object classes.
Mesh saliency A (MSa): [8] captured saliency through the
spectral domain of the mesh. Global attributes are involved
since the spectral processing is based on the entire mesh.
Mesh saliency B (MSb): [6] computed saliency by for-
mulating several heuristics where global heuristics such
as global shape extremities and global shape topology are
considered.
Mesh saliency C (MSc): [35] also involves global cues
where they used a local-to-global scheme to integrate both
local and global saliency of features.
Mesh saliency D (MSd): [1] computed mesh saliency via
Gaussian-weighted curvatures estimated in local neighbour-
hood at multiple scales and has no global consideration.
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Fig. 6. Correlation score of the distinction measure with respect to other perceptual measures including [8] (MSa), [6] (MSb), [35] (MSc), [1] (MSd),
[4] (SD) and [54] (ADW). Each bar denotes the mean value of the correlation scores of all test objects in a particular class. GM represents the
global mean across all classes.
Schelling distribution (SD): [4] predicted the Schelling
distribution by learning a regression tree where among the
13 attributes, only one (symmetry) is global.
Admissible diffusion wavelet (ADW): [54] computed
saliency through admission diffusion wavelets constructed
based only on a local operator.
We compared each of these measures to mesh distinction
using the test models of 20 object classes1. Then, for a mesh
containingM vertices, we calculate the absolute correlation
score [55] to compare mesh distinction with other measures:
r =
∣∣∣∣∣
1
(M − 1)σDσX
M∑
m=1
(D(m)−D)(X(m)−X)
∣∣∣∣∣ (12)
where X(m) is one of the alternative measures computed
at vertex m of a mesh and D(m) is the distinction value of
the vertex. D denotes the mean distinction over all vertices
and X is the mean of X . σD and σX are the standard
deviations of D and X respectively. Correlation scores close
to 1 indicate a linear relationship and scores close to 0
indicate little or no association. To have an overview of
the relationship between distinction and other perceptual
measures, we calculate the mean of the correlation scores
of the test models in the same object class and visualise the
results across 20 classes in Fig. 6.
It can be seen in Fig. 6 that the correlation varies over
object classes. For instance, distinction highly correlates to
MSa [8] over the glasses but is quite independent of it over
the Teddy and the cup. Also, distinction correlates well to
1. Schelling distribution [4] is computed by learning from human-
generated data acquired through a large scale user study which only
covers 20 object classes. Therefore, the Schelling distribution of other
object classes is not available.
MSb over the vase but weakly over the chair. When distinc-
tion strongly correlates to another perceptual measure over
a specific object class, it typically means that the features
that distinguish this class of objects from other classes are
consistent with those captured by that perceptual measure
in accordance with the particular cues it reasons about. Even
so, we observed that in general, our distinction measure
is more linearly correlated with the measures considering
global cues. For example, in most classes, distinction has
relatively strong correlation with MSa [8] but very weak
correlation with ADW [54]. Note that in the MRF-CNN,
each 2D view encodes global information of the input 3D
object. And also the MRF globally combines information
frommultiple views. Thus global cues have a significant role
in our method, which will be further demonstrated in the
next section where we concern 3D scene containing multiple
unconnected objects.
Overall, our distinction measure is fairly correlated to
some perceptual measures over quite a few object classes,
particularly the measures considering global attributes. This
finding is against the point made in [2] that their distinc-
tion measure, computed based on handcrafted features, is
extremely independent of other measures over all object
classes. Probably, the reason is that the distinction computed
based on a deep neural network is more powerful at cap-
turing global perceptual attributes which are usually not
so inconsistent compared with handcrafted local geometric
attributes for a specific class of objects.
4.8 Applications and comparative evaluation using
human-generated ground truth
We showcase two applications of mesh distinction com-
puted by our method: best view selection and 3D inter-
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TABLE 1
View Selection Errors of 8 view selections methods over 68 objects. VA: view area [52]; RVA: ratio of visible area [56]; SAE: surface area entropy
[57]; SL: silhouette length [56]; SE: silhouette entropy [58]; CE: curvature entropy [58]; MS: mesh saliency [1]; MD: mesh distinction (our method)
MODELS VA RVA SAE SL SE CE MS MD
airplane 0.366 0.787 0.179 0.366 0.767 0.312 0.584 0.167
airplane2 0.363 0.656 0.622 0.637 0.534 0.363 0.590 0.617
airplane3 0.633 0.680 0.320 0.633 0.358 0.354 0.354 0.338
airplane 4 0.340 0.641 0.318 0.317 0.340 0.230 0.392 0.352
ant 0.716 0.692 0.467 0.601 0.496 0.357 0.272 0.692
armadillo 0.314 0.176 0.338 0.321 0.473 0.363 0.216 0.216
bicycle 0.695 0.273 0.354 0.677 0.222 0.423 0.591 0.293
bird 2 0.420 0.745 0.228 0.720 0.349 0.322 0.434 0.339
bird 3 0.673 0.647 0.647 0.373 0.644 0.233 0.583 0.644
bunny 0.788 0.649 0.673 0.212 0.564 0.454 0.873 0.185
bust 0.433 0.122 0.478 0.540 0.522 0.246 0.166 0.160
bust 2 0.552 0.883 0.372 0.552 0.480 0.724 0.493 0.493
cactus 0.202 0.627 0.269 0.192 0.570 0.617 0.320 0.254
camel 0.501 0.429 0.625 0.587 0.391 0.335 0.681 0.407
car 0.328 0.610 0.652 0.593 0.437 0.521 0.709 0.235
car2 0.668 0.502 0.568 0.631 0.653 0.610 0.384 0.584
car3 0.664 0.370 0.388 0.448 0.618 0.335 0.296 0.203
cat 0.855 0.564 0.365 0.216 0.328 0.450 0.365 0.618
chair 0.801 0.255 0.255 0.221 0.593 0.496 0.331 0.651
chair2 0.792 0.776 0.435 0.666 0.208 0.435 0.769 0.451
chair 4 0.769 0.296 0.366 0.366 0.620 0.256 0.751 0.726
chair 5 0.808 0.249 0.463 0.249 0.315 0.372 0.315 0.256
cow 0.286 0.612 0.427 0.316 0.228 0.321 0.398 0.217
cow 2 0.268 0.600 0.277 0.215 0.343 0.318 0.398 0.096
cup 0.618 0.352 0.368 0.562 0.368 0.535 0.343 0.657
desk chair 0.186 0.175 0.175 0.451 0.730 0.670 0.125 0.185
dog 0.679 0.445 0.353 0.321 0.657 0.745 0.524 0.524
dog 2 0.548 0.562 0.562 0.647 0.425 0.298 0.562 0.562
dragon 0.645 0.483 0.611 0.425 0.443 0.338 0.573 0.509
duck 0.689 0.641 0.606 0.641 0.403 0.640 0.448 0.463
earthmover 0.651 0.380 0.594 0.652 0.693 0.416 0.643 0.291
feline 0.418 0.499 0.423 0.356 0.451 0.622 0.367 0.367
fish 0.464 0.383 0.383 0.441 0.568 0.413 0.500 0.625
flower 0.728 0.316 0.267 0.514 0.683 0.589 0.267 0.401
gargoyle 0.580 0.794 0.214 0.794 0.318 0.469 0.319 0.214
girl 0.196 0.699 0.226 0.233 0.212 0.598 0.305 0.623
glasses 0.450 0.698 0.637 0.365 0.410 0.396 0.698 0.662
guitar 0.172 0.222 0.222 0.245 0.582 0.698 0.503 0.250
hand2 0.669 0.361 0.361 0.612 0.290 0.710 0.218 0.206
hand 3 0.271 0.299 0.419 0.746 0.464 0.607 0.299 0.324
hand 4 0.550 0.454 0.456 0.519 0.539 0.415 0.603 0.556
head 0.635 0.213 0.592 0.271 0.355 0.588 0.195 0.213
helicopter 0.348 0.480 0.433 0.484 0.424 0.568 0.511 0.427
horse 0.264 0.384 0.478 0.579 0.692 0.355 0.323 0.595
horse 3 0.436 0.563 0.639 0.322 0.311 0.694 0.373 0.604
human 0.795 0.266 0.114 0.211 0.851 0.336 0.266 0.233
igea 0.506 0.877 0.426 0.516 0.140 0.496 0.490 0.489
lrover 0.590 0.644 0.166 0.349 0.607 0.546 0.696 0.127
maxplanck 0.418 0.422 0.422 0.497 0.453 0.463 0.422 0.365
nefertiti 0.670 0.641 0.476 0.697 0.565 0.526 0.524 0.166
octopus 0.529 0.474 0.388 0.526 0.562 0.646 0.420 0.508
piano 0.675 0.307 0.307 0.564 0.458 0.362 0.307 0.214
rabbit 0.364 0.315 0.234 0.550 0.562 0.483 0.255 0.289
rockerarm 0.463 0.534 0.519 0.426 0.569 0.605 0.459 0.459
santa 0.310 0.690 0.589 0.310 0.420 0.261 0.690 0.582
screwdriver 0.119 0.294 0.242 0.165 0.453 0.576 0.294 0.090
shape 0.704 0.336 0.420 0.670 0.724 0.705 0.322 0.272
shoe 0.614 0.487 0.388 0.590 0.449 0.551 0.415 0.310
shoe2 0.585 0.539 0.362 0.622 0.632 0.483 0.313 0.313
skull 0.579 0.769 0.310 0.427 0.682 0.393 0.377 0.276
table 2 0.636 0.338 0.425 0.365 0.508 0.335 0.636 0.353
teapot 2 0.447 0.367 0.367 0.410 0.360 0.619 0.367 0.354
teddy 0.191 0.244 0.286 0.144 0.448 0.551 0.244 0.191
utah teapot 0.526 0.237 0.278 0.224 0.508 0.512 0.524 0.209
vase1 0.358 0.172 0.125 0.249 0.255 0.518 0.252 0.239
vase2 0.680 0.282 0.320 0.376 0.671 0.462 0.382 0.554
vase 1 0.492 0.471 0.466 0.488 0.610 0.642 0.471 0.335
wine glass 0.494 0.180 0.209 0.127 0.340 0.339 0.180 0.457
AVERAGE 0.517 0.473 0.396 0.446 0.484 0.474 0.430 0.380
est point detection. In each case, we also quantitatively
and comparatively evaluate distinction based on human-
generated ground truth. We evaluate it through the two
particular applications for three reasons. First, it is much
easier to obtain human-generated ground truth for the two
applications than distinction. Second, the ground truth of
the two applications is more likely to be consistent and
thus reliable. Third, publicly available benchmarks already
exist. The results show that distinction is a very important
attribute in both cases.
Best view selection. Perceptual measures [1], [6] have
been applied to the selection of the best 2D view of a 3D ob-
ject. Typically, the ‘best’ views are referred to as human pre-
ferred views [5], [6]. Thus researchers have released publicly
available benchmark containing human-generated ground
truth for evaluation purpose. Dutagaci et al. [52] provided
a benchmark which involves a methodology, a quantitative
measure and ground-truth best viewpoints generated by 26
people to evaluate view-selection algorithms.
To compute the best viewpoint in accordance with the
distinction measure, we employ the simple scheme pro-
posed in [1] which selects the viewpoint that maximises the
sum of the saliency for the visible regions of the object.
For a given viewpoint v, we find the best viewpoint as
vb = argmaxv(
∑
m∈S(v)D(m)) where S(v) is the set of
the vertices visible from v andD(m) denotes the distinction
of vertex m. Table 1 shows the performance of 8 compet-
ing methods over all of the 68 3D objects in the bench-
mark based on the View Selection Error (VSE) measure
it provided. The VSE reflects the difference between the
viewpoints selected by an algorithm and those selected
by human subjects. It can be seen that our method based
on mesh distinction (MD) has the smallest VSE (shown in
bold font) over 19 objects and achieves the smallest average
VSE. Perhaps it is not very safe to claim that our method
definitely outperforms the other 7 methods considering
that the benchmark is not large enough in terms of the
number of human participants and the number of 3D objects
it contains. However, we can conclude that distinction is
definitely a very important attribute for selecting best views
for a variety of objects.
3D interest point detection. Detection of interest points
on a 3D surface is challenging since usually not just local
attributes but some global attributes hard to compute are
considered when people select them [3]. To extract a set of
discrete distinct points from a continuous distinction distri-
bution of a 3D surface mesh, we first remove the vertices
with distinction values smaller than a global threshold; then
we simply extract any vertex that either has a distinction
value larger than a global threshold or is the local maximum.
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Fig. 7. FNE, WME, and FPE graphs of various algorithms of interest point detection for several test models
For a fair comparison, we test our method on a publicly
available benchmark [3] which provides 3D interest points
selected by human subjects as ground truth.
To measure how similar the detected points of interest
are to those selected by human subjects, the benchmark pro-
poses three metrics: false negative error (FNE), false positive
error (FPE) and weighted miss error (WME). We compare
our distinction-based method with the 5 competing meth-
ods suggested by the benchmark, namely 3D-Harris [59],
3D-SIFT [60], mesh saliency [1], salient points [30] and SD-
corners [61]. Fig. 7 show the results through FNE, FPE and
WME graphs with respect to the localisation error tolerance
(LET). A vertex is considered to be ‘correctly detected’ as a
point of interest if its geodesic distance to the closest ground
truth is not larger than a specific LET value. FNE and FPE
are defined in the obvious way. Normally, as more points
of interest are captured, more false positives are detected
while achieving a lower FNE. If a method tends to mark
fewer points of interest, it results in a lower FPE, at the cost
of a higher FNE. An algorithm gets a lowWME if it manages
to detect a point that is frequently voted by human subjects.
Thus it measures the ability of a method to detect the most
interesting points. In contrast, FNE and FPE treat all ground
truth points of interest equally. Hence, an ideal method
should keep FNE, FPE and WME all low. We can see that
the distinct points derived from the distinction measure are
at least comparable with the competing methods specifically
designed for interest point detection. For the bird and the
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TABLE 2
The effect of the MRF weighting parameter α
Values of α Average of VSEs Std of VSEs
0 0.422 0.193
0.05 0.402 0.183
0.1 0.380 0.173
0.15 0.391 0.178
0.2 0.401 0.181
teapot, it even outperforms all the competing methods.
This means that quite a few distinct points are of human
perceptual interest and many points of human interest can
be used to distinguish the object from those of other object
classes.
4.9 The effect of the MRF weighting parameter α
With the help of the ground truth data of view selection, we
ran experiments to analyse the effect of the MRF weighting
parameter α in Eq. (3). The results are shown in Table 2.
α = 0 can be regarded as an ablation analysis of the MRF
model. It shows that by introducing the prior term Up, both
the average and the standard deviation of VSE over 68
meshes are significantly reduced. In this work, we empir-
ically set α = 0.1 which achieved the best performance. By
scrutinising the VSE of each individual mesh, we found that
most of them are not changed when replacing α = 0 with
α = 0.1, which means that the distinctions of these meshes
are not significantly changed. But some of them are reduced
by more than 30%. A further investigation shows that if
the VSE of a particular mesh changes significantly when
replacing α = 0 with α = 0.1, usually some of the views
of the mesh are incorrectly classified. In some cases, PC(Vn)
which represents the probability of a view Vn with respect
to the correct class C is smaller than 0.3. Note that typically
PC(V ) should be larger than 0.9. This means that the weight
wn (see Eq. (2)) corresponding to Vn will be incorrectly
estimated if we rely only on the likelihood term Ul (Eq. (4)).
However, the possibility that all of the neighbouring views
of Vn are incorrectly classified is much smaller. Thus the
prior term which penalises neighbouring views to take
very different weights can mitigate such wrong estimation
over wn. Therefore, the prior term of the proposed MRF
is essentially a robust strategy, which effectively improves
distinction estimation when the classification is not reliable.
4.10 Comparison with Su’s multi-view CNN [19]
Since our method integrates a multi-view CNN structure
inspired by the work of Su et al. [19] with an MRF, it is
interesting to see if such integration leads to significant
improvement for mesh distinction. To enable a direct com-
parison, we replace the MRF component with the view-
pooling layer proposed in [19] and all other components
shown in Fig. 1 remain the same. Thus Su’s multi-view CNN
can be regarded as an ablated version of our method with
the MRF component removed. The weighting parameters
wn in Eq. (2) are all set to 1 since they are not available with
Su’s method. We still use VSE as the metric to quantitatively
indicate the performance. Fig. 8 shows the results of the
comparison implemented on the same benchmark [52] used
Fig. 8. The effect of the MRF component. We implement the view pooling
layer proposed by Su et al. [19] as a substitute of the MRF in our method.
mVSE denotes the mean VSE over 68 objects.
in Table 1 containing a variety of 68 objects. We can see
that for most 3D objects, the combination of the multi-view
CNN and the MRF leads to lower VSEs. On average, the
proposed MRF significantly improves the performance over
Su’s multi-view CNN bymore than 10% in terms of the VSE.
In a multi-view CNN, a pooling operation such as Su’s view
pooling layer completely ignores the useful information
about the relative locations of multiple viewpoints. But the
proposed MRF is sensitive to it due to the prior term defined
as the consistency between neighbouring views in Eq. (5).
5 DISTINCTION OF 3D SCENES
To the best of our knowledge, previous work on perceptual
measures of 3D surface meshes only concerns a single object.
In this work, for the first time, we extend the concept of
mesh distinction from one single object to a 3D scene which
contains multiple objects. Although perceptual measures of
3D scene might not be a new topic, to date researchers have
only computed them based on depth images [22], [23], [24].
The disadvantage of depth-based perceptual measures of
a 3D scene is that the resultant perceptual map is only
valid for a particular view since depth is view-dependent
and typically a large number of points which exist in the
real scene have no perceptual values due to occlusion. In
comparison, we aim at creating a per-vertex distinction map
of a scene composed of multiple 3D meshes.
If we compute the distinction for each object separately,
the challenge will be how to assign a weight to each of them
representing the global importance of the object in the con-
text of the scene. However, since there is no edge connecting
the objects, it is very hard to estimate the relationship
between them. The proposed method is based on a multi-
view representation of the scene where each view encodes
the information corresponding to the relationship between
the objects. Such information is actually incorporated into
the view-based pixel distinction maps in our method.
Figs. 9-14 show the results of applying our method to
several 3D scenes (courtesy of 3DWarehouse [62]) where we
directly applied the trained classification network for testing
without any further training. Such a strategy is important
due to the fact that acquisition of training data is even more
difficult where extra effort for creating a scene from individ-
ual objects is needed. Our preliminary results show that it
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Fig. 9. Distinction of a conference room
Fig. 10. Distinction of an office
Fig. 11. Distinction of a scene containing several palm trees
is feasible to estimate the distinction of a scene through a
classification network trained just on single objects. In the
following, we summarise two interesting findings related to
the behaviour of scene distinction we observed from these
results.
Centre cue. We find that objects in the centre of the
scene are likely to be distinctive. The chairs in the middle
in the conference room scene (Fig. 9) are no different from
the other chairs but are more distinctive than the chairs
on the two ends of the scene. The office scene (Fig. 10)
is more symmetric and the tables and the chairs in the
middle are significantly more distinctive than those on the
two sides. Fig. 11 further demonstrates the importance of
centre cue where the palm trees in the central region are
more distinctive than those at the corners. Note that people
often frame the objects of interest near the centre of the
image and the centre cue has been widely adopted as a
top-down global cue in image saliency algorithms [27], [63],
Fig. 12. Distinction of a garden
Fig. 13. Distinction of a scene containing multiple geometric shapes
Fig. 14. Distinction of a skateboarding scene
[64]. Centre cue can be regarded as a global cue of assigning
weights to different objects and these results show that our
distinction measure is consistent with it.
Discontinuity cue. However, local features such as the
trees in Fig. 12, the gear wheel in Fig. 13, the cones and the
person in Fig. 14 could still be distinctive even if they are at
or close to the edges of the scenes. This is because compared
to the objects in the central regions, they contain more dis-
continuities of depth and orientations. These findings echo
the behaviour of image saliency [25], [65] where intensity
and/or colour discontinuities usually correspond to salient
regions.
These results highlight that our distinction measure
MANUSCRIPT SUBMITTED TO TVCG 14
takes different cues into account and makes a good balance
between them.
6 CONCLUSIONS AND FUTURE WORK
We proposed a method for computing distinction, a per-
ceptual measure which reflects the regional importance of
a surface with regard to distinguishing the object from
others of different classes. We found that most distinctive
regions highlighted by our method usually correspond to
semantic parts and are consistent with features of human
interest. One weakness of the current work is that it is
not completely invariant to object orientation as a view-
based approach. One solution is to use a very large number
of views to represent a 3D mesh since our MRF-based
combination is invariant to viewpoint change. But this will
significantly slow down the training and the deployment of
the neural network. Under the current setting (42 views),
the distinction of most test models can be computed within
1 minute on a computer with an Intel i7-4790 3.6GHz CPU
and 32GB RAM without using any GPU acceleration. For
some large input meshes such as the office scene containing
129K vertices, it took 149 seconds. Thus one future work is
to develop a scheme as preprocessing for reliably generating
canonical representations of 3D objects so that we merely
need to use a very small number of canonical views to rep-
resent the object. Certainly, as a view-based method, it may
generate incorrect distinction values for heavily occluded
regions in meshes or scenes, especially in the case that a
small number of views are used. So this scheme might also
need to consider the degree of occlusion.
Another disadvantage of our method is that it is not
trained end-to-end due to the introduction of the MRF.
Thus an important direction for future work is to develop a
deep architecture which can be trained end-to-end to further
boost the performance.
In this work we showed some preliminary results for
mesh-based 3D scene distinction, which introduces a new
topic of interest. Its behaviour was summarised based only
on the observations of a small number of scenes. Future
work should extend such evaluation to larger datasets al-
though collecting them could be difficult.
This work also reveals that features of 3D objects learned
through a sufficiently deep CNN trained on classifica-
tion datasets are transferable to other 3D object under-
standing tasks as long as proper heuristics related to the
particular task are introduced to guide the feature selec-
tion/concatenation process. The lack of large-scale train-
ing dataset has become a bottleneck for many 3D object
understanding tasks as such datasets are naturally much
more difficult to create than their 2D counterparts. However,
classification is an exception where the manual effort of
creating 3D object classification training datasets and 2D
image classification datasets is almost the same, and both are
much easier than other object understanding tasks. There-
fore, motivated by the performance of this work, another
future work is to adapt the proposed method by considering
new heuristics to other 3D object understanding tasks.
This work demonstrates that mesh distinction can be
extended to 3D scenes. 3D scene understanding is an ac-
tive topic mostly studied in a vision perspective and often
implemented by using depth data. The mesh representation
is usually more informative and less ambiguous than the
depth representation of a 3D scene, so can it help to better
understand the scene? We believe that mesh distinction and
its potential invariants will become a good complement to
the depth-based methods and even lead to a new, graphics
perspective of 3D scene understanding in the future.
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