Abstract. Using improved, self-consistent analysis techniques, we determine the average solar wind charge state and elemental composition of nearly 40 ion species of He, C, N, O, Ne, Mg, Si, S, and Fe observed with the Solar Wind Ion Composition Spectrometer on Ulysses. We compare results obtained during selected time periods, including both slow solar wind and fast streams, concentrating on the quasi-stationary flows away from recurrent or intermittent disturbances such as corotating interaction regions or coronal mass ejections. In the fast streams the charge state distributions are consistent with a single freezing-in temperature for each element, whereas in the slow wind these distributions appear to be composed of contributions from a range of temperatures. The elemental composition shows the well-known first ionization potential (FIP) bias of the solar wind composition with respect to the photosphere. However, it appears that our average enrichment factor of low-FIP elements in the slow wind, not quite a factor of 3, is smaller than that in previous compilations. In fast streams the FIP bias is found to be yet smaller but still significantly above 1, clearly indicating that the FIP fractionation effect is also active beneath coronal holes from where the fast wind originates. This imposes basic requirements upon FIP fractionation models, which should reproduce the stronger and more variable low-FIP bias in the slow wind and a weaker (and perhaps conceptually different) low-FIP bias in fast streams. Taken together, these results firmly establish the fundamental difference between the two quasi-stationary solar wind types.
It has been well established from comparisons of solar wind observations to optical observations in the solar atmosphere (or, for elements that do not have suitable optical transition lines, to local galactic abundances) [Anders and Grevesse, 1989; Grevesse and Sauval, 1998 ] that the slow solar wind composition differs significantly from the photospheric composition. This difference is often displayed in an FIP plot, which gives the FIP factor (or bias), i.e., the double The FIP bias factor is reduced to • 1.5-2 times in the fast streams emanating from coronal holes. On the basis of the smallness of this factor relative to its uncertainty, it became customary to say that the fast streams were hardly fractionated at all and that the fast solar wind may even represent an unbiased sample of solar material from the OCZ. Note, however, that this factor was largely based on measurements of rather short duration in the Earth's magnetosheath by the charge-energy-mass (CHEM) instrument on Active Magnetospheric Particle Tracer Explorers (AMPTE)/Charge Composition Explorer (CCE) [Gloeckler et al., 1989] . Again, only the magnesium value, which is the highest one among the low-FIP elements, had been obtained from Ulysses by yon Steiger et al. [1997] .
The transition from low-to high-FIP elements is near '• 10 V, and the elements near this value, S and C, are partially enriched, whereas the true high-FIP elements, O, N, Ar, and Ne (FIP > 10 V), are not enriched and not fractionated relative to each other. The status of H, which coincidentally has the same FIP as O, is difficult to establish, but it seems that it behaves largely as the other high-FIP elements do or may be somewhat enriched above them (or rather the other way round, if we take H to represent the baseline).
Helium, the element with the highest FIP, is a special case because it is •2 times depleted relative to the other high-FIP elements, both in the slow wind and in fast streams. This is probably not the result of a FIP fractionation effect alone, as helium has the least favorable Coulomb drag factor for acceleration by friction with protons, which may lead to an additional depletion in the slow wind [Geiss, 1982] .
Time-averaged solar wind abundances of the heavy noble gases, Kr and Xe, can be obtained from inclusions in the lunar regolith [Wieler, 1998 ]. They do not readily fit into the FIP pattern outlined above but appear to be enriched above the high-FIP elements even though their FIP is high as well. It has been argued that the first ionization time (FIT) seems to be a better organizing parameter [Geiss et al., 1994a] , motivated by the fact that the element fractionation can be pictured as the result of a competition between photoionization and dynamic atom-ion separation. However, we prefer to retain FIP as the main organizing parameter since it is a fundamental atomic property, whereas the FIT is a convolution of the ionization cross section with the solar EUV spectrum, which is very variable over the solar activity cycle.
SWICS Data Selection and Analysis

Selection of Time Periods
For the analysis reported here we need long time periods when Ulysses was immersed in either solar wind type and that were largely unperturbed by strong transient or recurrent events such as coronal mass ejections (CMEs) or corotating interaction regions (CIRs). Over the mission duration of more than 8 years (and counting) and the completion of a full high-inclination orbit, we have selected the fol-lowing four •300-day periods of Ulysses/SWlCS data for this study (see also Plate 1): (1) September 1991 to June 1992 (Day of year (DOY) 244-1991 to 182-1992, excluding 10 days around Jupiter encounter), low latitudes, relatively quiet, and slow solar wind at postmaximum solar activity (period "Max," red); (2) January-October 1994 (DOY 001-1994 to 304-1994), high latitudes and fast stream from South Polar coronal hole (period "South," blue); (3) July 1995 to April 1996 (DOY 182-1995 to 121-1996), high latitudes and fast stream from North Polar coronal hole (period "North," green); (4) July 1997 to April 1998 (DOY 182-1997 to 120-1998), low latitudes, quiet, and slow solar wind at postminimum solar activity (period "Min," orange). These periods are considered as representative for the state of the solar wind around the activity minimum between cycles 22 and 23. During the first period ("Max"), solar activity was still quite high, and the solar wind speed consequently was quite variable, owing to the occurrence of CMEs and even some small fast streams from equatorial (extensions of) coronal holes. Nevertheless, the majority of these CMEs have a composition very similar to the surrounding slow solar wind [Neukomm, 1998] , and the fast streams (or rather, streamlets) were too few as to significantly affect the abundance determination. As will be seen in section 3.2, the results from this period are statistically indistinguishable from those obtained during the fourth period ("Min"), which is an exceptionally long and quiet period of slow solar wind with virtually no interference from CMEs or fast streams: it is perhaps the most pristine sample of purely slow solar wind in our survey. Our choice of these two periods of slow wind was not motivated by speed alone but strongly influenced by composition signatures as well. As will be shown in section 3.4, the charge state composition of heavy ions is perhaps the most powerful feature to tell slow wind from fast streams. No attempt can nor should be made to interpret the results from these two periods as solar maximum versus solar minimum. For such a comparison to be made with confidence one has to await at least the next set of polar passes of Ulysses in 2000-2001. The two middle periods ("South" and "North") are obviously representative of the fast streams from the polar coronal holes. Even so, at least the "South" period is very slightly contaminated by a small number of CMEs [Gosling et al., 1995] , but all of them have been shown to have a composition that is indistinguishable from the surrounding fast wind [Neukomm, 1998 ], so the contamination is of even less concern in this case.
One might argue that the two slow periods ("Max" and "Min") and the two fast periods ("South" and "North") were obtained at systematically different spacecraft attitudes. Both slow samples are from large distances (> 4 AU) and low latitudes (< 10ø), while both fast samples are from intermediate distances (2-4 AU) and high latitudes (> 40ø). This is an inevitable consequence of the combination of Ulysses's high-inclination orbit and the simple structure of the minimum heliosphere. However, we do not believe that this fact will affect the comparison of the slow to the fast samples because, as discussed in the previous paragraph, the specific, characteristically different properties of the fast streams as compared to the slow wind were also found before Ulysses at Earth orbit [e.g., von Steiger et al., 1992].
Data Analysis Procedure
The results reported in this work were exclusively obtained from the pulse height analysis (PHA) words of Ulysses/SWICS . This data type contains the full time of flight r and total energy e information of a selected number of ions, which in principle, together with the energy per charge, E/q, setting of the entry system, uniquely identifies the ion species. The number of PHA words is limited by telemetry to 8 or 30 per spacecraft spin, but this limitation is not severe under most circumstances.
The solar wind flux of heavy ions (i.e., carbon and heavier elements) is generally low enough so that the necessary correction factors can be determined very accurately from the basic rates that are also provided by the sensor. The PHA counts are then analyzed using a newly developed procedure and improved analysis techniques that are described in full detail in Appendix A. We nevertheless find it useful to summarize the procedure here by giving a brief outline of the steps involved. It is based on earlier work by Wimmer-Schweingruber [1994] and yon Steiger [1995] , but it standardizes those procedures, adds important steps, and revises others to make them more reliable.
In a first step each PHA event is assigned to an ion species if it falls within one standard deviation from any one ion peak in the (r, •) matrix (cf. Plate A2). The positions and widths of these ion peaks as a function of E/q (the "forward model") were originally determined by Wimmer-Schweingruber [1994] but have now been extensively revised and newly parameterized using the massive amount of in-flight data that have become available in the meantime. PHA events falling outside a 1-a region around any one ion peak remain temporarily unused until the fourth analysis step described below.
In a second step, the ion count rates so obtained are corrected for a priorization scheme of the instrument, which is needed to telemeter as many of the heavy (A > 12) ion events as possible that are far less abundant than H and He. The corresponding correction factors normally are not much larger than 1 and less than •2 under most conditions, which means that the statistical sample of selected PHA words accounts for at least 50% of the population, making it very unlikely to be biased in any way.
In a third step these count rates are corrected for mutual spillover of one ion peak into the 1-a region around another by using a linear inversion procedure. As this may result in negative count rates for some ion species, these species are temporarily removed from further consideration, using a correction procedure that avoids any bias to the other, positive species. Such an ion species can be considered as too rare to produce a significant count rate, which may occur in the neighborhood of another, more abundant species.
The fourth step then is to assign a unique identity to each PHA word according to a new, probabilistic scheme. At this step all PHA words are again considered, so the full count statistics is exploited. The probability of a count to be as- signed to a specific ion species is proportional to the value of that ion peak at its position in (r, •) space. The assignment is done using a random number, which means that different analysis runs of the same time period do not produce exactly equal results. However, these differences by design remain within the Poissonian statistical error estimate, which is verified by executing this analysis step two or three times in a row.
As mentioned in section 1 no background corrections had to be made to the count rates so obtained, with the exception of the lowest charge states of Fe (q < 8), where accidental time of flight coincidence counts were removed. Such spurious counts are triggered by two different protons, one generating a start signal but not a stop signal, which is then generated by a second proton later. Strictly speaking, this is not really a background correction: Although accidental coincidence counts can be classified as low-charge Fe ions by the forward model, they occur at different, much lower E/q values than the real Fe counts do, so they can be cut out in the E/q spectra without affecting the real Fe counts and their statistical uncertainty.
We now have the count rates of each ion species as a function of energy per charge, Ci(E/q), which are then transformed into differential flux dji(E/q) according to is the electrostatic analyzer constant. Note that the exact factor 1/2 applies when all quantities are expressed in SI units but is replaced by 0.537 when expressing E/q in keV e-•, m/q in amu e-2, and dj in cm -2 s -l. Finally, density, velocity, and thermal speed of each species can be obtained by taking the appropriate moments of the velocity distribution function derived from (2).
Estimates of Systematic Error
There are essentially two sources of systematic uncertainty associated with the measured quantities. Taken together, Plates 2 and 3 confirm the picture of the solar wind as a two-state phenomenon around the minimum phase of the solar activity cycle, with slow solar wind of variable composition prevalent at low latitudes, and high-speed streams of much more uniform composition dominating the high-latitude heliosphere. We now turn to the mean properties of these two wind types.
Average Solar Wind Elemental Composition
In Table 1 The first point to note in Plate 4 is that there is no systematic difference between the two samples in the slow wind (i.e., the compositions in the "Max" and in the "Min" periods are the same) nor between the two samples in the fast streams (i.e., the composition in the "South" and the "North" polar coronal hole associated wind is identical). It is therefore justified to consider the sums of the "Max" and the "Min" periods as representative for the slow wind and of the "South" and the "North" period as representative of the fast wind, as we have done in Table 2 .
Next, we observe that neon in the fast streams and both nitrogen and neon in the slow wind appear to be depleted relative to O, i.e., to an FIP bias of < 1. We recall that these high-FIP elements are most difficult to identify in the (r, •) matrix, and the depletion might thus be an artifact of systematic error. The large variability of the • 300 daily values of N in the slow wind, which considerably exceeds the statistical uncertainty of a typical daily value, in our view supports this interpretation. high end in fast streams. We should like to stress again that the slow wind to fast wind comparison can be made quite reliably with the new analysis techniques used here. The reason for this confidence stems mainly from the probabilistic identity assignment of individual pulse height analysis (PHA) events. This step ensures some independence from possible imperfections in the positions and, in particular, the widths of the ion peaks provided by the forward model. An uncertainty in the peak width was transferred directly to the corresponding ion count rate in the old scheme, whereas the probabilistic assignment is less directly dependent on these parameters, at least for large and for isolated peaks.
Average Solar Wind Charge State Distributions
In Plate 5 we report the average charge state spectra (density of individual charge states relative to element density) of C, O, Si, and Fe, again obtained during the four •300-day periods defined in Plate 1. There are large differences of the spectra from the different solar wind types, but although the two spectra from the same solar wind type look very much alike, there are small but statistically significant differences between them as well.
The obvious point noted first in Plate 5 is a general shift toward higher charge states in the slow wind as compared to fast streams. Considering Plate 3, this comes as no surprise in the case of C and O (top panels in Plate 5), since that shift translates directly into a higher freezing-in temperature. The situation for the elements that are spread over many charge states is less simple, though. It seems that the distributions of Si and Fe (bottom panels in Plate 5) are quite similar at the lower charge states in all four samples, but there is a substantial excess of high charge states in the slow wind samples. Such an excess was in fact predicted by Biirgi [1987] for Si in his "hot" model (i.e., the one without a suprathermal tail on the electron distribution function) and first observed by The samples from fast streams ("South" and "North") can be quite well represented by a single freezing-in temperature for each element, listed in Table 3 , a fact already noted by Geiss et al. [1995b] . This could be interpreted as the freezing-in process occurring rather rapidly in the freely expanding fast solar wind, combined with the fact that the recombination rates of the relevant charge states of each element are rather similar, so they all freeze-in at much the same altitude, or temperature, in the corona. From Table 3 we note that the North Polar coronal hole was some 60,000 K cooler than the one in the south, confirming a finding of Galvin et al. [ 1997] . We think the difference is largely a spatial effect, as the temporal trends appear to be too small to account for its magnitude: In the fast stream from the south hole the oxygen freezing-in temperature drops at an average linear rate of dTo/dt = -16,000Kyr -1, and in the north hole at dTo/dt = -26,000 K yr -1 (compare the third panel in Plate 3), whereas the drop during the fast latitude scan from south to north (defined as the mismatch between the two trend lines) was a full -43,000 K in just 3 months, some 8 times larger than the average trend within the holes. However, since the observations in the north and south coronal holes were not taken simultaneously, it is not strictly possible to rule out a temporal effect for part of or even the whole temperature difference.
In Table 3 These requirements can be summarized as follows:
1. There exists a bias of low-FIP elements relative to photospheric abundances in both the fast and slow solar wind.
2. The low-FIP bias in the slow solar wind is stronger by about a factor of 2 than in the fast solar.
3. The variability of elemental abundances is stronger in the slow solar wind than in the fast solar wind. For example, the l-a variability for Fe in the slow solar wind exceeds 40% for the period closest to solar minimum ("Min") while it is less than 20% in fast solar wind streams (compare Table 1 
Summary and Conclusions
Based exclusively on data obtained with the SWICS instrument on Ulysses, we have established long-term averages of element and charge state composition obtained in the two quasi-stationary solar wind types. Considering abundances of only the most reliably determined elements (C, O, Si, and Fe), it is clear that the FIP fractionation is present both in the slow wind and in the fast wind. However, the strength of the FIP bias is near the low end of previous reports in the slow solar wind, only a factor of 2.5 or 3 (depending on the adopted values for the photospheric composition). In fast streams the factor is yet lower but still significantly larger than 1. This indicates that the FIP fractionation effect is active also in the chromosphere beneath coronal holes, if only at a reduced strength.
The charge state distribution spectra also differ strongly between the two solar wind types. Thermal spectra prevail in fast streams, indicating a simple freezing-in process, but these are replaced with more complicated spectra that show an excess of high charge states in the slow wind, indicating a source that may be made up of sporadically opened loops that have a whole range of different temperatures.
Taken together, these results prove the fundamental difference between the two solar wind types and indicate that different physical processes have to be invoked to explain the heating and acceleration of either one. Indeed, models of elemental fraction and models of solar wind acceleration must contend with these observations. 
Appendix A: SWICS Data Analysis Techniques
In this paper we have given the first comprehensive report of all heavy ions that can be measured by SWICS in the solar wind. It therefore seems appropriate to give, in addition to the outline in the main body of the paper, a detailed account of the methods used for the analysis of the SWICS data in this appendix. The presentation of these methods is intended to be sufficiently general so as to be of interest for application to other time of flight instruments.
Despite its name, SWICS has also made important contributions to other aspects of heliospheric physics, in particular, through the discovery of interstellar and inner source pickup The analysis of SWICS PHA data proceeds in several steps, each of which will be discussed in a subsection below.
1. First, each PHA word, i.e., each event characterized by an energy-per-charge, E/q, a time-of-flight, r, and an energy measurement, s, is classified as an ion species. This may be done using the approximate on-board algorithm or, as we have done here, by an improved forward model.
2. Next, the number of events attributed to each ion species obtained during a fixed time (e.g., one or several spacecraft spins for each E/q value, see below) can be determined, the ion count rates. These rates must then be reduced to account for several selection and spillover effects, which in itself is a multistep process.
3. Finally, the ion rates can be converted to physical parameters according to (1)-(2), using calibrated values for the geometry factor and the detector efficiencies, and taking into account the duty cycle, i.e., the fact that the spacecraft rotates and SWICS only "sees" the solar wind during a fraction of each spin.
A1. Forward Model
In this subsection we first present an algorithm for calculating approximate values of the atomic mass M and massper-charge M/Q for a given measurement parameterized by (E/q, r, s) [Gloeckler, 1977; Ipavichet al., 1978; Gloeckler and Hsieh, 1979] . This is the algorithm that is programmed into the on-board electronics, and it yields a mapping between a measurement and its mass/mass-per-charge approx- , who took the peaks to be asymmetric, with unequal widths above and below the center. However, we found that the peaks can equally well be represented by symmetric Gaussians, and we therefore preferred the simpler, symmetric approach. We also experimented with kappa distributions for describing the ion peaks, but again the improvement of the obtained fit, if any, did not justify the associated increase in the number of parameters. We then used the massive amounts of in-flight data to accumulate (r, •) matrices for each E/q step over long time periods and to measure the location and width of each visible ion peak in every one such matrix, given in Figure A1 . The model parameters were finally obtained from the peak locations by a least squares fit to the observations; they are listed in Table A1 .
In Plate A2 we show an example of one such (r, •) matrix, taken at E/q = 8.71 keV/e, along with the forward model predictions. It is evident that the forward model reproduces the peak locations and the peak widths quite successfully.
A2. Rate Reduction
In this section we outline a technique for obtaining the rates for individual ion species, given a set of instrument measurements or events. The term rate refers to counts measured during a given time period, i.e., a single spacecraft spin or, more often, a number of spins with the same associated E/q value. In the normal mode of instrument operation the energy-per-charge is held fixed E/q = E/qli at each step i for the duration of a single spacecraft rotation • 12 s, and it is stepped in 64 logarithmic steps from 60 down to 0.6 keV q-1 (the E/q resolution is thus some 7.3%; This correction scheme is exactly equivalent to temporarily removing species • from consideration altogether during step i, while it has the advantage that the decision of which species to remove is not needed when the rates are accumulated, but can be done a posteriori.
A2.5.
Step 5: Probabilistic assignments. Up to this point, we have not considered counts outside the 1-sigma range of each ion species. This is not ideal considering the low statistics available, particularly, for the species with low abundances. The rates, which have now undergone a spillover correction and a negative count correction, serve as a good initial guess for the true rates. Given these rates, we now obtain the true rates by a probabilistic procedure: For each ion event, (r, e) at step i, we define the probability that it corresponds to species s as /•s spill G , i si(r Pa.i (r, e) = , (A20) Ertio n •. spill t=l IVti Gti(r, e) with Gsi(r, e) from (A13). We then attribute to it an unique identity by generating a random number, and we assign the event to species s with probability Psi. Proceeding in this way with all events finally produces the rates of all species s in step i.
The probabilistic assignment has a number of distinct advantages. First of all, it exploits all available events and makes the optimum guess for the identity of each one of them. Moreover, it will obviously remain stable even at very low statistics, as there are no iterative or fitting procedures involved. Finally, it can handle situations in which ion peaks are distorted, for example, due to differential linearity in the analog-to-digital converters. This effect preferentially attributes events to specific columns (or rows) in the (r, e) matrix, at the expense of neighboring ones. A simple scheme that counts events inside a box is strongly dependent on whether such a column (or row) lies just inside or outside of the box, whereas the probabilistic assignment scheme is much more tolerant and will attribute most counts to the correct species even in that situation. For completeness, we write down the deduced rate of species s based on the probabilistic assignment at step i: NsP; øb --E Psi (z'/,j, oeij ).
(m21) j = 1
A3. Observed Distribution Function
In order to derive observables such as density, velocity, or temperature of an ion species from the measurements, the rates must first be translated into physical quantities such as differential fluxes or distribution functions, i.e., phase space density as a function of energy or velocity (compare equations 1-2)). This step is generally straightforward, but care must be taken to properly interpret these quantities for the low-energy ions observed by SWICS. In this section we will discuss these issues as they relate to Ulysses/SWICS.
The observed counts for species s at step i, Nsi, can be related to the distribution function f as follows: tionality factor, C1, is a freely disposable parameter of the model. The probability P l is then calculated as the integral of a Poisson distribution around hte,C above a fixed threshold of 1.5 electrons.
3. Scattering of the ions after the carbon foil, as estimated from scattering data taken with the Karbon Folien Kollisions Analysator (KAFKA) experiment [Oetliker, 1989] and from Stopping and Ranges of Ions in Matter (SRIM) simulations [Ziegler et al., 1985] . This determines the fraction of ions actually hitting the solid state detector (SSD).
4. Probability P2 for ions to hit the SSD (see above), to produce secondary electron(s) there, and to detect these electrons in the stop MCP. Apart from the first factor, p2 is calculated as Pl above but with the stopping power of gold instead of carbon (since the SSD is gold coated), and with a different proportionality factor, C2, which is the second freely disposable parameter of the model. 5. Probability P3 of the ions to trigger the solid state detector. Ideally, as a function of energy, this would be a step function from 0 to 1 at the detector threshold of 40 keV, but taking into account the electronic noise as well as the nuclear defect and straggling [Ipavich et al., 1978] , this step function is washed out to an upturn from 0 to 1, which is rather steep for light elements, but becomes more gradual for heavier species.
The model results are then compared to the calibration data for each calibrated element as a function of energy per nucleon, and the constants C1 and C2 are tuned in an iterative scheme, until satisfactory agreement is reached, particularly, in the expected energy range of the solar wind ions of • 12 keV amu -1 (mostly from the postacceleration by a potential drop of 23 kV); they are given as dashed lines in Figure A4 . For those elements that were not available in the calibration facility, such as Si and Fe, model efficiencies are calculated using parameters C1 and C2 estimated from the calibrated elements by a simple linear interpolation with the mass number as the independent variable. Finally, the efficiency used in (1) and (A22) for solar wind ions measured in triple coincidence is simply the product •1 = P• p2P3 of the three probabilities that have been calculated and stored in a lookup table for each element.
