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ABSTRACT
Human parsing recovers the 2D spatial layout of a human figure in an image. First, patches
in the image that resemble body parts, i.e., head, torso and limbs, are identified, then a
coherent human figure is assembled from these candidate positions. The human model is
represented as a graph where each vertex represents a body part and each edge represents a
relationship between parts. If the graph is a tree, then the optimal solution can be recovered
efficiently using the Min-Sum (MS) algorithm. Tree models often return incorrect solutions
with the left and right legs stacked on top of one another. To overcome this problem,
we add constraints to the tree model, yielding a graph that contains loops. Finding the
optimal solution for a loopy graph is computationally intensive. We propose a Branch and
Bound search algorithm to recover the optimal solution. Our algorithm converges quickly
in practice due to a novel tree structured lower bound and a fast way for evaluating these
lower bounds. Naively, evaluating each lower bound requires O(nh) time for a graph with
n vertices and h candidate body part locations. We develop an O(1) time method for
evaluating the lower bound (in most iterations of the algorithm) by reusing messages from
the MS algorithm and using a Range Minimum Query data structure. We also propose a
human parsing model that encodes the viewpoint and walking phase of the human figure
using the Common Factor Model (CFM). The main computational bottleneck of the CFM
human parsing algorithm involves message creation for each iteration of the MS algorithm.
The original CFM inference requires O(kn) messages to be created for k iterations of the
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MS algorithm in a graph with n vertices. Our new algorithm reduces this to O(n) mes-
sages created. This speedup is based on the insight that the messages are shifted from
one iteration to the next and, therefore, messages can be created once and then shifted
in subsequent iterations (shifting is an efficient operation which requires O(1) time). In
our experiments, the two proposed algorithms yield an order of magnitude computational
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The proliferation of high resolution, low cost cameras has created a flood of visual data. A
large portion of this visual data deals with human subjects, e.g., family photographs taken
by home users, images of sports events, footage from surveillance cameras, etc. Similarly,
home users are also churning out voluminous amount of images and videos, and uploading
them to video sharing websites such as flickr, You Tube and social networking sites such
as Facebook. Naturally an image analysis algorithm that can answer the question “what is
that person doing?” will be extremely useful. Such an algorithm can be used in a diverse
range of applications.
In the area of health care, monitoring systems are used to look after the safety of elderly
patients. We can build a monitoring system that alerts health caregivers when it detects
an elderly patient fallen and is unable to get up [3, 142, 150, 170]. Monitoring systems can
also be used to remind doctors and nurses to wash their hands after coming in contact with
patients [63].
In the area of surveillance, a security officer cannot sustain long hours of monitoring
multiple video feeds from cameras deployed over a wide area. The security officer may get
fatigued or simply lose interest in the monotonous task. A better alternative is to augment
the monitoring system with a computerized system. This computerized system will sift
through the large amount of incoming video feed and alert the human operator when a
potentially anomalous event occurs in one of the video feeds; for example when a person
leaves behind a package in a public area [6, 55, 84, 96, 31, 115, 137].
In the area of sports, we can build a motion analysis system that assists sports trainers
analyze the action of athletes, e.g., golf swings of players [156]. We can also design systems
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that help lifeguards detect drowning swimmers in a swimming pool [95]. Alternatively,
in the area of entertainment purposes, the motion of human players can be analyzed and
used as an input for human computer interface, e.g., for an interactive performance or a
computer game [57].
In the area of image retrieval, we can design a system that uses human activity analysis
to help home users organize their family photographs, or retrieve images. These systems
can also scale up to larger image collections, e.g., archival photographs of news agencies, or
even Google’s image collection.
(a) Input (b) Output
Figure 1·1: Human Parsing. Given an input image containing a human
figure, we want to recover the 2D layout of the body parts.
A fundamental problem common to all these applications is the human parsing problem.
Given an image, the human parser recovers the configuration of the human figure in the
image (see Figure 1·1). The human configuration can be represented using a set of bounding
boxes. A bounding box is associated with each body part, e.g., the head, torso, upper and
lower limbs. The human parser is a very useful tool for building human motion understand-
ing systems and it is also a very rich descriptor. For example, we can directly infer the
activity of a person just by examining a single image (see Figure 1.2(b)). If we combine the
human pose and a person identification system, then we can answer “Who’s doing what?”
queries (see Figure 1.2(c)). Alternatively, we can also extend the human parser to work
on multiple images. The human parser can be used to recover the 2D configuration of the
human figure for each frame of a video sequence. This sequence of 2D configurations can
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provide information about the person’s body motion and such temporal information can be
used to analyze human gestures on sign language (see Figure 1.2(e)). Another interesting
use of human parsing is to “lift” the estimated 2D configuration in each video frame to a
sequence of 3D human configurations (see Figure 1.2(a)). Such a technique can be used to
perform motion capture.
In this thesis, we present efficient algorithms for efficient human parsing. As we have
discussed earlier, the output of human parsing can be used in a wide range of applications
and human parsing algorithms can be used as fundamental building blocks for many of these
systems. If we build more efficient and accurate human parsers then all of these systems
could benefit.
1.1 Problem Definition
Human Parsing can be broken down into two steps. In the first step, the image is “tok-
enized” by finding patches in the image that resemble body parts such as the head, torso,
and limbs. In the second step, the human parser assembles a coherent human figure from
these candidate positions (see Figure 1·3).
In this thesis, we will use a 2D model to represent a human figure in an image. Our
model is similar to the one used by Felzenszwalb and Huttenlocher [37], which is based on
the Pictorial Structure (PS) model proposed by Fischler and Elschlager [43]. The PS model
is described by a graph G = (V,E) (see Figure 1.4(a)). The set of vertices V represents the
set of rigid body parts such as arms, torso, legs, etc., and these body parts are connected
by edges E in the graph. An edge (u, v) ∈ E represents a relationship between a pair of
body parts, e.g., the distance between two body parts.
Intuitively, the PS model is a deformable template with a neutral pose (see Figure 1.4(b)).
This neutral pose is deformed to match the pose of the human in the given image. A defor-
mation can be in the form of pushing body parts further apart, pulling the body parts closer
together, or rotating at the joints. Any deformation made to the neutral pose is penalized
and this penalty is modeled by using energy as an analogy: energy is stored in the model
4
(a) 3D body pose estimate
from 2D. Image from Barron
and Kakadiaris [10]
(b) Action recognition from a single image. Image from Ikizler
et al. [65]
(c) Who’s doing what. Image from Jie, Caputo and
Ferrari [68].
(d) Pose retrieval. Image from Ferrari,
Marin-Jimenez and Zisserman [40].
(e) British Sign Language Tracking. Image from Buehler, Everingham and Zisserman [22].
Figure 1·2: Examples of applications that are built on top of the output
from human parsing.
when a deformation between two body parts occurs. We can imagine that these two body
parts are connected by a spring with a certain rest length. When the spring is stretched or
compressed then energy is accumulated in the spring. The sum of all the energy in each of
the springs is the overall energy cost and the goal is to find the human pose configuration
5
Figure 1·3: Human parsing is a two stage process. In the first stage,
potential candidates for each body part are identified. Subsequently, in the
second stage, a coherent human figure is assembled.
TOR
RUALUAHEA LUL RUL
LLA RLA LLL RLL
(a) Tree Structured Graph for the Picto-
rial Structure Model. The abbreviations
are TOR for torso, HEA for head, LUA for left
upper arm, RLL for right lower leg, etc.
(b) Neutral
Pose
Figure 1·4: Tree structured Pictorial Structure model for human parsing.
with the least energy cost.














where L = {lv : v ∈ V } is the configuration of the human figure, which is represented
as a collection of individual configurations lv for each body part. The terms in the cost
function correspond to the tree structured graph in Figure 1.4(a). Each unary term mv(lv; I)
corresponds to a vertex in the graph and each pairwise term duv(lu, lv) corresponds to an
edge in the graph.
Each unary term mv(lv ; I) measures the penalty of placing a body part v at a con-
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figuration lv in the image I. The configuration lv encodes a bounding box’s 2D centroid
and orientation angle. Therefore, if there exists a body part of a certain scale within the
bounding box then the penalty for placing a body part at that configuration will be small.
Note that there is a key assumption made when using this type of likelihood model;
namely, the model assumes that the appearance of each body part can be generated in-
dependently of other body parts. This assumption makes minimizing the resulting result
energy cost tractable. However, it leads to problems; for instance, the left and right legs
are often wrongly stacked one on top of the other. This error occurs because placing both
legs on an image patch with good detector response (i.e., low detector score) will often min-
imize the overall energy cost. Consequently, the image patch, on which both the legs have
been localized, has been accounted for twice by the left and right leg, therefore it results
in an overcounting of evidence problem. Furthermore, this type of likelihood model does
not account for the whole image, only parts of the image that correspond to the person
are explained by the likelihood model. The other important component is the background,
and the background have been left out in this model. In other words, the likelihood model
cannot be used to generate the image. Nonetheless, the independence assumption leads to
a tractable model and we will build our models on top of this likelihood model.
Each pairwise term duv(lu, lv) encodes a relationship between two body parts. An exam-
ple is the commonly used spring spatial constraint we have described earlier. More generally,
each pairwise prior term encodes a penalty cost involving two body parts configuration.
Given an energy cost function, we can derive a relationship graph among the cost terms.
For each variable in the cost function, we add a vertex to the graph and for each pairwise
term we add an edge connecting the two variables involved in the pairwise term.
For energy cost functions with a tree structured relationship graph, the minimum energy
cost solution can be recovered efficiently using the Belief Propagation (BP) algorithm for
trees [111]. The BP algorithm for trees has time complexity O(nh2), where n is the number
of variables in the cost function and h is the number of candidate positions for each variable.
For the special cases when all the pairwise cost functions are either ℓ1 or ℓ2 norms and the
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candidate positions are layed out in a grid, then Felzenszwalb and Huttenlocher’s [37] O(nh)
time complexity algorithm can be used.
1.1.1 Beyond Tree Structured Models
Tree structured models are attractive because they admit efficient polynomial time algo-
rithms for recovering the globally optimal solution (e.g., using [37]); however, there are two
drawbacks when using tree structured models for human parsing.
Figure 1·5: Over-counting of evidence problem. Using a tree model, both
legs are localized onto the same region.
The first problem is the overcounting of evidence problem as shown in the examples
of Figure 1·5. This problem occurs in many existing methods that use tree structured
models (e.g., [37, 116, 126, 135]). This problem commonly occurs during placement of the
legs, such that the left and right legs are stacked one on top of the other (see Figure 1·5).
This problem arises because a region that strongly resembles a leg has low unary cost.
Secondly, the neutral pose has both legs close together. Therefore, stacking the two legs
together incurs a low cost because the unary cost terms for the legs are small and the
deformation cost is also small. From a modeling perspective, the legs’ bounding boxes
overlap but the overlapping regions are accounted for independently rather than jointly.
This is because there are no terms in the cost function to model the joint appearance of
both legs. Therefore, in this sense, evidence from the overlapping regions has been “over
counted”.
The second problem with the tree structured PS model is the limited number of con-
straints that can be described in the model. For a tree structured model with n body parts,
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only n − 1 pairwise relationships can be specified in the graph. Furthermore, these n − 1
pairwise relationships are essential for specifying kinematic constraints in the PS model.
Therefore, no further pairwise constraints can be added to the graph. This limitation pre-
vents additional constraints to be added to the PS model, such as appearance constraints,
occlusion reasoning constraints, coordination constraints between the left and right arm
during walking, etc.
The third problem with the tree structured PS model is that the solution is biased
towards the neutral pose. This neutral pose is typically an average pose obtained from
training data. In many cases this neutral pose looks like a frontal pose with both the hands
by the side. In some cases, this neutral pose may not match up with the human figure in
the image, for instance, when the person is seen from a side view or some other oblique
view; therefore, there is a mismatch between the neutral pose and the true underlying pose
in the image. One way to circumvent the problem is to train multiple Pictorial Structures
with different neutral poses, i.e., one for each type of view, e.g., front view, side view, three
quarter view etc. Unfortunately, this formulation does not scale because a PS model must
be trained for each netural pose.
These three limitations of tree structured models motivated researchers to consider
more general graphs with loops, e.g., [17, 67, 119]. These models are built on top of
the tree structured model, where additional edges are added to the model to account for
effects such as symmetry of appearance of clothing between the left and right side of the
body [119]. These loopy graphs allow more pairwise constraints to be added to the model
when compared to a tree structured model. The tradeoff for the increased expressiveness of
the model attained via adding more constraints is the increase in computation time needed
to recover the globally optimal solution of an energy cost function associated with a loopy
graph.
Other researchers have suggested adding latent variables to the model, for example Lan
and Huttenlocher proposed the Common Factor Model [86] that adds a latent variable to
the tree structured Pictorial Structure. They show in their experiments that by varying the
9
value of the additional latent variable it has the effect of changing the geometric configu-
ration of the neutral pose. Furthermore, by changing the value of the latent variable, the
netural pose simulates a walking cycle; therefore, the latent variable can be interpreted as
the phase of the walking cycle. Adding a latent variable to the graph also introduces loops
into the model. Therefore, the Common Factor Model is also considered as a type of loopy
graph.
For more general graphs that contain loops, the time complexity of finding the global
minimum energy configuration scales exponentially in the size of the largest clique, i.e.,
O(h|c|), where |c| is the size of the largest clique in the graph. Example algorithms for
general graphs include the non-serial dynamic programming approach used in Fischler and
Elschlarger [43] and the Junction Tree algorithm (see e.g., the textbook by Koller and
Friedman [78]). The time complexity for inference in a loopy graph model is exponential;
therefore, to make these models computationally feasible, researchers either resort to fast
approximation techniques [67, 119] or use a small number of candidates for each body
part [17, 119] (i.e., reduce the value of h).
1.2 Existing Challenges
Given the limitations of the tree structured Pictorial Structures model, we focus our atten-
tion on the class of loopy graph models. While loopy graph models are more descriptive
than the tree structured model, the tradeoff is the increase in computation time required
for energy minimization. Therefore, one of the key challenges is to design algorithms that
run fast in practice. Note that we are not attempting to improve the worst case running
time; but rather, we are designing algorithms that runs fast on typical input images (in
fact energy minimization for general graphs is an NP-hard problem, see, e.g., [129] and the
references within).
There are also other challenges with generalizing the tree structured Pictorial Structures
of Felzenszwalb and Huttenlocher. One problem is the variable structure problem [60].
This problem is concerned with modeling instances where there number of body parts in
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the Pictorial Structure may vary. Such a scenario is encountered during self-occlusion; for
example in a side view image of a walking person, one of the arms may be missing in the
picture. In such cases, the model should either recover the pose of visible body parts only,
or model the occlusion directly. Another problem is handling multiple people who are close
to one another in the image [34]. In this scenario, there is a risk mixing up the body parts
of two or more different persons.
There are many more open problems in Human Parsing. In this thesis we make progress
on the problem by proposing two efficient algorithms for Human Parsing with loopy graphs.
These algorithms allow us to design and use more expressive models, which in turn help
us ameliorate the over counting of evidence problem. In the next section we will go into
greater detail about our contributions.
1.3 Contributions
Our contribution is twofold:
Fast Energy Minimization for Loopy Graphs: We develop an algorithm that recov-
ers the minimum energy of a loopy graph very quickly in practice. Even though the
worst case complexity of the algorithm is still exponential time, our experiments show
that the algorithm performs very fast on typical images. This method is based on
a Branch and Bound search algorithm. The key novelty is the design of an efficient
technique that allows a lower bound to be computed in O(1) for most the Branch
and Bound iterations. We also observe that the algorithm can handle large problem
sizes. In our experiments, we used large candidate sizes h ∼ 106 which is orders of
magnitude larger than existing work where h ∼ 103 [17]. In terms of running time,
an image size of 200 × 300 with candidate size h ∼ 106 will require a few minutes of
computation time. In contrast, existing algorithms [17, 67] require orders of magni-
tude more time (i.e., hours), and even approximation algorithms, such as loopy Belief
Propagation [27], perform much slower (also in the order of hours).
Fast Multi-Aspect Model using the Common Factor Model (CFM): We develop
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an inference algorithm for the Common Factor Model (CFM) [86] which runs much
faster than the original inference algorithm proposed by Lan and Huttenlocher [86].
The CFM is a loopy graph with a specialized structure. The CFM augments the
tree structured model with latent variables. These latent variables model aspects of
human motion such as the phase of a walking cycle. Adding a latent variable into the
graph also introduces loops into the graph. We propose a formulation that improves
the running time complexity of the CFM inference algorithm. The CFM inference
algorithm encompasses multiple runs of the Belief Propagation (BP) algorithm in its
inner loop. In the original algorithm, each iteration of belief propagation requires
messages to be created from scratch (the message size is about 106 entries). The key
novelty in our algorithm is based on our observation that messages can be reused
among different iterations of the BP algorithm. This is based on two properties of
the messages. Firstly, between two different iterations of BP, messages only differ by
a shift. Secondly, a message is created using a distance transform (from [37]). Since
distance transforms are shift invariant, we can compute each message once (an O(h)
operation, where h ∼ 106) and then shift these messages in subsequent BP iterations
(an O(1) operation, since shifting only moves the array’s grid center). This avoids
laboriously creating the messages from scratch in each iteration of the BP, yielding a
speedup (as much as 9 times faster) over the original algorithm [86] in our experiments.
The contributions mentioned above are practical algorithms that tackle two key chal-
lenges of the human parsing problem. The first challenge is recovering the global minimum
energy cost configuration of a loopy graph. Our Branch and Bound algorithm provides
a practical way to solve human parsing problems for loopy graphs where there is a large
number of candidate locations for the human part locations in the image. The best known
algorithm for finding an exact solution has exponential time complexity [78]. Furthermore,
existing approximation algorithms such as loopy Belief Propagation cannot handle the large
problem size. The existing algorithms require hours of computation time. In comparison,
will demonstrate later in Chapter 4 that our Branch and Bound algorithm runs very fast in
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practice (a typical 200× 300 sized image will take about a few minutes). The second chal-
lenge is the overcounting of evidence problem, and we designed two loopy graph models that
ameliorate this problem. The first loopy graph model is built by augmenting the original
tree structure Pictorial Structures with additional constraints and the second loopy graph
model is built by extending the Common Factor Model (CFM) of Lan and Huttenlocher.
The energy cost function for the first loopy graph model can be effectively minimized with
our Branch and Bound algorithm and the second model that extends the CFM can be
efficiently sovled using our improved CFM inference algorithm.
1.4 Roadmap of Thesis
We organize the rest of the thesis as follows:
Chapter 2: Related Work
This chapter provides a review of existing work related to human parsing. We catego-
rize the related work based on the type of representation used, i.e., 2D human models
versus 3D human models, and discriminative algorithms versus generative algorithms.
Chapter 3: Background
This chapter reviews the parameter learning and energy minimization algorithms for
tree structured and loopy graph models that will be used later in Chapter 4 and
Chapter 5.
Chapter 4: Fast and Exact Inference for Loopy Graph Models
This chapter describes the first contribution of the thesis, which is an efficient ex-
act inference algorithm for loopy graphs that are commonly used in human parsing.
Our exact inference algorithm employs the Branch and Bound strategy to efficiently
search the solution space. Our algorithm uses a novel method to compute tree based
lower bounds very quickly (an O(1) operation for most iterations of the Branch and
Bound). The tree based lower bound helps the Branch and Bound converge rapidly
in practice. We propose a loopy graph that augments the tree structure PS model of
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Felzenszwalb and Huttenlocher with appearance symmetry and overlapping rectan-
gles constraints. These additional constraints are used to ameliorate the overcounting
of evidence problem. The global minimum energy configuration of the loopy graph is
found using our Branch and Bound algorithm. We report two sets of experiments. In
the first set of experiments, we measure the localization accuracy for each body part
in the Iterative Parsing dataset (created by [116]). In the second set of experiments,
we examine the running time of the Branch and Bound algorithm when run on the
images in the Iterative Parsing dataset.
Chapter 5: Efficient Inference for the Common Factor Model
This chapter describes the second contribution of the thesis, which is an efficient
inference algorithm for the Common Factor Model. Our algorithm runs faster than
the original algorithm proposed by Lan and Huttenlocher [86]. The original algorithm
uses multiple iterations of message passing. We improve the previous algorithm by
observing that messages between iterations only differ by a translation. Therefore,
reusing messages by translating them (an O(1) operation) avoids the costly step of
creating them from scratch (an O(h) operation where h ∼ 106). We report on two sets
experiments. In the first set of experiments, we compare the running time of our new
improved inference algorithm and the original algorithm of Lan and Huttenlocher.
In the second set of experiments, we extend the Common Factor Model to handle
multi-aspect detection of human figures.
Chapter 6: Discussion and Future Work
This chapter summarizes and discusses the key contributions of the thesis. Some open
problems related to human parsing are also discussed.
1.5 List of Related Papers
Material for this thesis is based on two earlier published papers:
1. T.-P. Tian and S. Sclaroff. Fast Globally Optimal 2D Human Detection with Loopy
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Graph Models. In Proc. 23rd IEEE Conf. on Computer Vision and Pattern Recog-
nition (CVPR), San Francisco, CA, June 2010.
2. T.-P. Tian and S. Sclaroff. Fast Multi-Aspect Detection of Human Figures. In Proc.
11th European Conf. on Computer Vision (ECCV), Crete, Greece. September 2010.
This thesis includes expanded experiments for the two previously published works.
These additional experiments compare the localization accuracy for the body parts in the
ECCV 2010 data set created by Duan Tran and David Forsyth [152]. In addition, learning




Analyzing human activities using computer vision is an exciting and vibrant research area
that comes under the broad umbrella term of “Looking at people”. This broad research
domain includes topics such as human detection, activity recognition, whole body tracking,
face detection, face recognition, gesture recognition and many others.
The human visual system serves as an inspiring model for designing algorithms that
can understand human motion and recognize human activity. The human visual system’s
striking capabilities are demonstrated in Johansson’s classical Moving Lights Display ex-
periments [70]. In these experiments, actors are filmed in a dark room and small bright
lights attached to the joints of the actors’ bodies. When presented with videos of the moving
bright lights, human subjects can easily recognize the type of human motion. Sometimes the
moving light patterns are discriminative enough to enable the human subjects to identify
the actor [29], emotion [33] or gender [98]. Johnasson’s experiments motivated researchers
to develop human motion understanding algorithms based on the moving lights idea. Bright
lights are replaced by markers on the human body and the positions of these markers are
tracked in the video images [41, 53, 61, 85, 138, 139]. In essence, these lights are modeled
as a set of moving points.
The set of moving points approach is just one of the many diverse representations
used for human activity recognition and we will review several other representations in
this chapter. The related work on human motion analysis and human parsing is vast.
We broadly categorize the related work according to the type of model used, i.e., two-
dimensional (2D) versus three-dimensional (3D) models. Figure 2·1 summarizes the models
that will be reviewed in this chapter and their classifications. In comparing the related
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Marr & Nishihara [97]
Hogg [62]
Rohr [121]
Loose Limb People [132]
Many others













Hierarchical Deformable Templates [169]
Scaled Prismatic Model [25]
Pfinder [163]
Non-Articulated
Silhouettes [58, 168, 120]
Body Plan [44]
Exemplars
Edges on Human Figure [102]
Order Structure [24]
Hierachical [49]
Active Shape Model [12]
Probabilistic Mixture Distribution [151]
Figure 2·1: Classification of human models used for computer vision based
analysis of human figures and human motion.
works, we also consider the type of techniques used to recover the models, i.e., generative
versus discriminative techniques.
For a review of other computer vision applications related to looking at people, we
refer interested readers to survey papers, e.g., pedestrian detection [35, 48, 51], crowd
analysis [167], and human activity recognition [154, 114].
2.1 Recovering Three-Dimensional Human Figures
We will review the three-dimensional (3D) articulated models commonly used in the lit-
erature. The 3D models commong comprise a collection of rigid body parts, e.g., torso,
head, arms, legs, etc, and these body parts are linked together via rotational joints. Each
body part’s movement is constrained by the articulated structure of a human skeleton. For
example, the left upper arm is attached to the torso by the shoulder and the shoulder can be
modeled as a rotational joint with two degrees of freedom. We will review some important
developments for the 3D articulated models of humans and their motion
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2.1.1 3D Human Models
The early paper of Marr and Nishihara [97] describes the human figure as a collection of
cylinders. These cylindrical models are used for tracking pedestrians in some of the earliest
work on pedestrian tracking, e.g., O’Rourke and Badler [109], Hogg [62] and Rohr [121].
One line of research for improving the 3D articulated model is to enhance the shape
description of the body parts. This line of research results in a progression of increasing
shape complexity for modeling the individual rigid body parts. Starting from the early
works [97, 62, 121], each rigid body part is approximated by a cylinder. Approximating
each body part using a cylinder is computationally efficient because when a 3D cylinder is
projected onto a 2D plane under scaled orthographic projection, then it becomes a region
with parallel edges. This simple model is very popular even now and is used in recent works
such as [8, 94, 91, 125, 124, 123, 130, 131, 132, 134].
Other works have used more detailed shapes such as right-circular cones [52], ellip-
soids [157], super-quadrics [50] and deformable surfaces [73, 74]. The most detailed body
models use 3D meshes. These 3D meshes can be recovered by using magnetic resonance
imaging [90], the visual hull algorithm [105], or scanning inside a Cyberware full body
scanner [5]. These 3D meshes provide very detailed outlines of the human figures but the
disadvantage is that a 3D mesh model must be customized for each human actor. One solu-
tion to overcome this problem is to learn a parameterization from a collection of 3D human
meshes; for example, Anguelov et al. [5] created the Shape Completion and Animation of
People (SCAPE) model, which has shape parameters that spans variations in both human
shape and pose. Therefore, by controlling a small number of parameters, the SCAPE model
can be modified to fit a new human actor’s figure.
In addition to modeling the shape of each body part, researchers have also investigated
the effects of clothing on the overall shape of the human figure. For example, loose clothing
such as baggy pants and skirts may change the shape of the human figure significantly.
Recent work has enabled the fitting of 3D articulated models to people wearing loose cloth-
ing [7].
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An important issue is how to describe the configuration of a 3D articulated model. One
prevalent idea is to model the 3D articulated human figure using kinematic chains. These
kinematic chains are typically used for modeling robot kinematics; see, e.g., [140] for an
overview. An example of a kinematic chain in the human figure is the torso, left upper arm
and left lower arm. In the kinematic chain, we can establish a parent-child relationship,
for example the torso is the parent of the upper arm and similarly, the upper arm is the
parent of the lower arm. Using this parent-child relationship, the configuration of each body
part in the chain can be described with respect to its parent’s configuration. Two popular
formulations used for describing 3D articulated human configurations are the Denavit-
Hartenburg formulation [62, 121] and the twists and exponential maps formulation [20, 107].
Between the two formulations, the authors of [20] suggest that the twists and exponential
maps formulation offers better numerical stability during tracking.
In some cases, self-occlusion can be a problem. Multiple cameras can be used to provide
more information to combat self-occlusion, e.g., when the arm is occluded by the torso when
the human figure is seen from a side view. There are two types of systems, marker-based and
markerless systems. For marker based systems, easily trackable markers such as reflective
markers are placed on the human actors. The 3D human configuration is recovered based
on triangulating the 3D positions of the 2D markers from multiple views, e.g., [77, 23].
Successful commercial systems for human motion capture have been developed based on
this line of research, e.g., the Vicon motion capture system. There are also markerless
systems that do not require human actors to wear special suits; examples of these systems
include [8, 32, 91, 132] and see [104] for a survey.
In the next two subsections, we will review two classes of algorithms used to recover
3D articulated human figures from images. These two classes of algorithms are broadly
categorized as generative approaches and discriminative approaches.
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2.1.2 Generative Approach to Recover 3D Models
The works in this category are characterized by “analysis by synthesis” algorithms. Such
algorithms typically assume that the forward process of image formation is known, i.e., a
model for how a 3D articulated model is projected into a 2D image is given. The forward
process is the synthesis (or generative) part of the algorithm; where in the case of a cylindri-
cal model, the cylinders are projected as 2D patches with parallel edges, or in the case of 3D
mesh models, triangles are rendered onto a 2D image using computer graphics. The inverse
process is the analysis part of the algorithm, where the 2D projection of the articulated
model is matched with the input image to determine how well the current configuration of
the 3D articulated model matches the image.
In the Graphical Model [71] literature, the term “generative models” refers to model that
permit sampling from the joint distribution over the observation and label sequence. These
generative approaches to tracking and recovering 3D human motion from video streams
are based on techniques such as Kalman Filtering [121], Particle Filtering [32, 91], and
Non-parametric Belief Propagation [132].
Works that are more relevant to the human parsing problem are algorithms that re-
cover 3D articulated pose of a human figure from a single image. These algorithms can
recover the 3D articulated model configuration under different projection models, e.g., or-
thographic [143], scaled orthographic [9, 10, 158, 161] and perspective [87, 110]. A key
weakness in these algorithms is that the 2D joint positions have to be manually specified.
This weakness is rectified in recent work such as [54, 7] and these recent works use more
detailed mesh models for the human body parts.
2.1.3 Discriminative Approaches to Recovering 3D Models
In the Graphical Model literature, “discriminative models” only specify the probability
distribution of the target variables conditioned on the observed variables. These techniques
are characterized by the lack of a forward process for explaining the image formation, i.e.,
how the 3D model is mapped to 2D. In essence, discriminative methods typically assume
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that there exists a mapping function from the image features to 3D body poses. In this
section, we will review different classes of mapping functions used to recover 3D human
poses from images and videos.
Many of these works preprocess the input image to extract features of the human figure
in the image. Examples of features include Hu moments of the silhouette in the image [124,
145], histograms of shape contexts [2, 136], or histograms of multi-scale edge directions [128].
A crucial assumption in these works, is that these features are sufficiently discriminative
that they can be directly mapped to 3D articulated poses. The features extracted from the
input image can be mapped to 3D articulated poses using a variety of methods; for example,
Gaussian process latent variable model [145], mixture of neural networks [124], Bayesian
mixture of experts [136], hashing functions [128], and mixture of regressors [2].
Discriminative algorithms are typically used when training data is easy to obtain. For
example, in many of these works computer graphics algorithms are used to synthesize an
image of the human figure and then features are extracted from these computer graphics
images for training [2, 124, 128, 136]. Alternatively, motion capture systems combined with
video cameras can provide 3D human poses and features for training. Such a setup is used
to create the HumanEva dataset [133].
When compared to generative methods, discriminative methods are advantageous be-
cause discriminative methods do not require camera projection parameters or a model of
the forward process. The disadvantage of discriminative algorithms is that quality of so-
lution is only as good as the training set. For poses that are not included in the training,
discriminative methods may not return a satisfactory solution.
2.2 Recovering Two-Dimensional Human Figures
In this section, we will review related works that recover two-dimensional (2D) human
figures. As in our review of 3D models, we will categorize the work into discriminative
approaches and generative approaches. In particular, we will discuss in greater detail the
work related to Pictorial Structures [37] in Section 2.3.
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2.2.1 2D Human Models
There are many representations of the 2D human figure in the computer vision literature.
One set of 2D representations is derived from the 3D articulated models we have discussed
earlier. By projecting these 3D articulated models into 2D, each body part can be enclosed
in an oriented rectangle, also known as a “bounding box” . Therefore, the 2D articulated
model consists of a collection of 2D bounding boxes. Similar to the 3D model, there are also
articulation joints; but in the 2D case, there is only a single degree of rotational freedom
per joint. Examples of these models include the scaled prismatic model [25], Cardboard
People [72] and the Pictorial Structures model [37] . These bounding boxes are crude
representation of the human outline and recently Freifeld et al. [45] proposed the Contour
People model that describes the outline of the human using smooth contours and allowing
the contour outline to deform according to the articulation of the human figure.
The other category of 2D human figure representations comprise the non-articulated
models. One strategy is to approximate the outline of the human figure using Active Shape
Models [12]. Other methods represent the outline directly using a set of exemplars [24, 49,
102, 151], or silhouettes [58, 168, 120]. These models are less compact than the articulated
model. For example, a large set of exemplars will be required to model all the possible
articulations of the 2D human figure.
2.2.2 Generative Approaches for Recovering 2D Models
As before, we characterize techniques that have a “forward imaging” process as generative
approaches. These techniques can map model parameters to 2D image features. For exam-
ple, the parameters for the Active Shape Model [12] control the B-Spline contours that form
the outline of the 2D human figure. Edges are used as image features to determine how
well the Active Shape Model outline matches up with the human figure outline. Another
example is the Pictorial Structure (PS) [37] formulation. In [37], the PS model parame-
ters are the configurations of the bounding boxes and the features are the edge histograms
extracted in each bounding box.
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In many of these generative models, the 2D model configuration is recovered by min-
imizing an energy cost function. This energy cost is a function of the model parameters.
Intuitively, the cost indicates how well a certain 2D configuration matches with the image
features; the lower the energy cost, the better the match. Take for example the Active
Shape Model [12] energy cost function, which is represented as a sum of distances between
sample points on the B-Spline contours and the nearest edge pixel.
2.2.3 Discriminative Approaches for Recovering 2D Models
Discriminative approaches recover the 2D model configurations by directly mapping visual
observations to 2D poses. This mapping can be implemented as a nearest neighbor lookup
among exemplars [49] or as a parameterized function where the function’s parameters can
be learned from training data (e.g., [145] uses Gaussian Process Latent Variable Model).
The discriminative approach typically requires sufficient training data to cover the dif-
ferent poses that may appear during testing. This approach many not generalize well to
novel or unexpected poses that are very different from the training data.
2.3 Pictorial Structures
In this thesis, we focus on developing efficient algorithms for human parsing using PS
models; therefore we will discuss the issues related to the PS model in greater detail. We
organize the discussion of the related work based on the two key steps of human parsing.
The first step is extracting candidate positions for each body part. We will discuss related
work on body part detection in Section 2.3.1. The second stage is assembling the best human
configuration from the pool of candidate positions. We will discuss assembly algorithms in
Section 2.3.2.
2.3.1 Body Parts Detection
A human body part, that is modeled as a cylinder, will appear as a patch with parallel
edges when projected under scaled orthography. Parallel edges can be easily detected using
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simple edge processing techniques, e.g., parallel edge detectors are used in early papers such
as Hogg [62], Rohr [121] and Forsyth and Fleck [44] to localize body parts.
The parallel edge appearance assumption for human limbs may not be adequate for
cases when a human figure is wearing clothes. Clothing appearance varies widely from
person to person; for example, the legs of a person wearing baggy pants do not project into
regions with parallel edges. To overcome these problems, later works generalize the body
part detectors in two ways. Firstly, features are extracted from the image patch (rather
than edge information). Example of these features include histograms of first and second
derivatives [122], histograms of shape context [4, 101], histograms of orientation of gradients
and Laplacian-based filters [100], and histogram of oriented gradients [126]. Secondly, rather
than manually designing the detectors, machine learning techniques such as Support Vector
Machines [122] and Adaboost [4, 100] are used to learn body part detectors. Furthermore,
bodyparts that are discriminative can be used to guide the search for the human figure. For
example, the human face can be detected more easily than other parts of the human figure
using the Viola and Jones face detector [159]. Such face detectors are used in [64, 89, 88]
to guide the body part grouping.
Other cues such as region texture and color have been used in human parsing algorithms.
These cues are not as generic as shapes or edges but these cues are used to refine an initial
set of body part detections. For example, in [116], shape-based detectors are initially used
to parse the human figure and then the resulting initial set of body part detections is refined
by exploiting color histograms extracted from body part patches.
There is a tradeoff between employing a “strong” feature and the running time required
for algorithms that can compute and utilize that feaure. An example of a strong feature
is the Shape Context descriptor [13, 4], but the running time for computing the Shape
Context descriptor is generally longer compared to extracting a weaker feature such as
the orientation histogram of the first and second derivatives of a Guassian image [122].
Recent work [4] has shown that using strong features is crucial for accurate localization
of the body parts; however, the improvement in accuracy comes at the cost of increased
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processing time to extract the features for parts detection. To ameliorate the problem,
coarse to fine strategies have been proposed (e.g., [126, 39]), where the underlying idea is
to use a cascade of features ordered from weak to strong. Detectors based on weak features
quickly prune away large sections of the search space for locating body parts in the image.
In the later cascades, stronger classifiers based on computationally expensive features only
have to be used for a small set of candidate positions.
2.3.2 Finding the Human Configuration
Given multiple candidates detected in the image for each body part, the next stage assem-
bles a human figure from this pool of candidates. This assembly problem is posed as an
inference problem in a Markov Random Field (MRF) in the seminal work of Felzenszwalb
and Huttenlocher [37]. By phrasing the problem in the language of an MRF, Felzenszwalb
and Huttenlocher’s work clarifies three issues below.
1. How to find the best human body configuration? This problem is reduced to the
inference problem in an MRF.
2. How to learn the model parameters from training data? This problem is reduced to
the parameter learning (or training) problem in an MRF.
3. How to construct a model from training data? This problem is reduced to the structure
learning problem for an MRF.
In this thesis, we focus on Problem 1: inferring the best human body configuration. We
will organize the related work based on the difficulty of the inference problem. The first
category encompasses tree structured models (Section 2.3.3). Tree structured models offer
the advantage that inference can be accomplished in polynomial time. However, the second
category comprises more general graph models (Section 2.3.4), for which the best known
algorithm has exponential time complexity.
Parameter learning and constructing model from training data is model dependent.
These two issues cover a vast area of related work and we will only focus on the parameter
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learning and model construction for tree structured model in Section 3.1.
2.3.3 Tree Structured Models
TOR
RUALUAHEA LUL RUL
LLA RLA LLL RLL
Figure 2·2: Model used in Felzenszwalb and Huttenlocher [37]. In the
graph, the vertices correspond to body parts and edges correspond to con-
straints between body parts. The abbreviations for the body parts are TOR
for torso, RUA for right upper arm, LLL for left lower leg, etc.
An example graphical model for a tree structured model is shown in Figure 2.3.3. The
model consists of ten body parts. The vertices in the graph correspond to the ten body
parts and the edges denote kinematic constraints between a pair body parts. Exact in-
ference can be performed on tree structured MRF models efficiently using Pearl’s Belief
Propagation (BP) algorithm [111]. The BP algorithm essentially generalizes Viterbi’s dy-
namic programming algorithm for computing the most likely sequence in a Hidden Markov
Model.
The time complexity for Belief Propagation is O(nh2), for a tree structured graph with
n vertices and h possible states for each vertex. If all the pairwise cost functions are
Mahalanobis distances with diagonal covariance matrices, then Felzenszwalb and Hutten-
locher [37] note that the quadratic complexity can be brought down to O(nh) using the
generalized distance transform. In cases where the generalized distance transform technique
cannot be used, researchers use heuristics to reduce the number of states h (e.g., [39, 126]).
Tree structured models are attractive because they admit tractable inference algorithms
for computing the globally optimal solution. However, in practice, the inference algorithm
tends to return a human configuration with overlapping legs (see examples in Figure 1·5
and the discussion in Section 1.1.1). One of likely cause for this problem is that the PS
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model assumes that the appearance for each body part can be generated independently of
the other body parts. Therefore, there are no constraints preventing leg nodes from latching
onto the same region that strongly resembles a leg. More generally, additional constraints
relating two body parts cannot be introduced into the tree model without increasing the
time complexity for inference, since adding an edge introduces a loop into the graph and
inference in loopy graphs has exponential time complexity.
2.3.4 General Loopy Graph Models
In addition to the underlying tree structured kinematic model, additional pairwise con-
straints have shown to help to improve the human parsing solution. Examples of such
pairwise constraints include symmetry of appearance between body parts [103, 119] and
similar widths for the limbs [103, 119].
Graphs containing high order cliques have also been proposed. For example, the Com-
mon Factor Model (CFM) [86] contains size three cliques and each clique involves two body
parts and a latent “pose” variable. Another example is to encode layer ordering among
body parts to model occlusion, e.g., among the upper arms and the torso [103]. In the
extreme case, Bergtholdt, et al. [17] proposed the use of complete graphs for the whole
figure and Tran and Forsyth [152] proposed a complete graph for the upper body.
The time complexity for exact inference in a loopy graph scales exponentially in the size
of the largest clique in the graph; therefore, approximation algorithms are commonly used
for inference. Example approximation strategies include transforming the problem into an
Integer Program [67] or Integer Quadratic Program [119] and solving via linear programming
relaxations. These techniques have been used on test images where the number of candidate
locations is in the order of 103; however, these techniques do not scale to larger problem
size (in our case is order of 106) because of the encoding used to represent the problem. For
example, each candidate location is encoded with a variable (order of 106 variables), and
more astoundingly, each pairwise relation requires order of 1012 variables. This memory
requirement is far greater than what existing desktops can offer.
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Other approximation techniques include Tree Reweighting [79, 160], Loopy Belief Prop-
agation [106], Generalized Belief Propagation [166], Primal Dual algorithms [83], and Dual
Decomposition [81]. These techniques have been used to solve low-level vision problems
such as foreground versus background segmentation [80], denoising [38] and stereo [162].
In these low-level vision problems, the graphs are typically very large (usually the size of
the number of pixels in the image), but the number of labels that can be applied to each
node in the graph is small (e.g., 255 levels of gray for a denoising problem). Our problem
has reversed characteristics, i.e., the number of nodes in the graph is small (around 10,
one for each body part) but the number of labels is huge (around 106 number of candidate
locations). Currently, it is not clear how to reformulate the human parsing problem, such
that we can make use of those efficient approximation algorithms developed in the low-level
vision literature.
General techniques for exact inference are known, for example, Non-Serial Dynamic
Programming [18], Junction Trees (see e.g., [78]) or Bucket Elimination [30]. But these
techniques cannot handle the large problem size encountered in our work, i.e., the number
of candidate locations is 106. For example, the memory require for Non-Serial Dynamic
Programming scales in the size of the largest clique in the graph, and if there is a size 3
clique in the graph then the algorithm requires storage space for 1018 variables, which is too
large to handle for current desktops. In our work, we tailor our algorithm to handle graphs
commonly used in human parsing. Therefore, we can exploit the underlying structure and
domain knowledge to design algorithms that are faster and more space efficient than general
purpose algorithms.
2.4 Summary
We have surveyed a variety of methods for recovering both 2D and 3D human figures from
image or video sequences. Generative models offer the advantage that prior knowledge can
be introduced into the forward generation process and these models also allow synthetic
inputs to be generated; however, the these approaches are reliant on domain expertise to
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design the forward generating process. Discriminative models generally have fast prediction
speed and typically, discriminative models are more accurate than generative models during
prediction because discriminative models directly minimize the prediction error.
When we discussed 3D models versus 2D models in our review, we have seen that 3D
models are beneficial because self-occlusion are naturally captured when the 3D models are
rendered into an image, but, 3D models typically require camera parameters to be known in
order to project the model into an image and these camera parameters may not be readily
available. On the other hand, 2D models avoid the problem of projection and these models
can be directly matched with image features. Furthermore, 3D models can be obtained
from 2D poses by “lifting” the 2D joint positions into 3D positions. However, additional
modeling is required for the 2D models to handle self-occlusion of the human figure.
We also discussed the difference between tree structured Pictorial Structures and loopy
graph models. Tree structured models are attractive because these models permit efficient
polynomial time inference algorithms to recover the global minimum energy cost configu-
ration, but, tree structured models suffer from the overcounting of evidence problem. This
problem can be tackled by adding additional constraints to the tree structured model but
the resulting model contains loops in its interaction graph. Therefore, in this thesis we
develop efficient algorithms for minimizing the energy cost function associated with loopy
graphs.
We develop two efficient techniques for human parsing with loopy graphs. The first
algorithm we develop is for minimizing the energy cost function of Pictorial Structures
whose relationship graphs contain loops. The energy minimization problem is an NP-hard
hard combinatorial problem and the best known algorithm has exponential time complexity.
Our first contribution is to develop an efficient algorithm that runs very fast in practice
(but in the worst case our algorithm has exponential time complexity). Therefore, with
this boost in speed, we can create more expressive 2D human parsing models.
We also develop an efficient algorithm for human parsing using the Common Factor
Model [86]. We extend the work on CFM in two ways. First, we developed an inference
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algorithm that is more efficient than the original [86]. Secondly, with this boost in speed,
we can extend the CFM model to handle multi-aspect human detection, i.e., model the case
when the human figure in the image is not taken from a front view. Therefore, the human
figure may appear as a side view, or some oblique view. The model als takes into account
the coordination of the arms and legs during walking.
Chapter 3
Background
In this chapter, we will review background material on two classes of models, i.e., tree
structured models and loopy graph models.
The tree structured models are popularized by the Pictorial Structures (PS) model of
Felzenszwalb and Huttenlocher [37] and we will review the PS model formulation in Sec-
tion 3.1. We use the name “Tree-Structured Model” because the relationship graph between
body parts is a tree. Tree structured models are attractive because there are efficient algo-
rithms for minimizing the energy cost associated with the tree structured models. For this
class of model, we will review methods for learning the parameters of the model from data
and we will also review two efficient techniques for minimizing the energy cost function
associated with tree structured graphs.
The second class of loopy graph models are more general than tree structured models.
Our human parser extends the tree structured PS model by introducing additional edges into
the graph and these additional edges introduce loops in the graph. In general, minimizing
the energy cost associated with a loopy graph is computationally intensive. We will review
an exponential time algorithm for minimizing the energy cost function of a loopy graph
in Section 3.2.1. Secondly, for each term in the cost function, there is a weights coefficient
for it. These weights control the contribution of each term to the overall energy cost.
Setting these weight manually is difficult. Instead, we will learn these weights from training
data using a learning method called Structured Support Vector Machines. We will cover
basic material on Structured Support Vector Machines in Section 3.2.2.
We will also cover the Range Minimum Query data structure that will be used in












LUA Left Upper Arm
RUA Right Upper Arm
LLA Left Lower Arm
RLA Right Lower Arm
LUL Left Upper Leg
RUL Right Upper Leg
LLL Left Lower Leg
RLL Right Lower Leg
Figure 3·1: Ten body parts model.
3.1 Tree Structured Model of Felzenszwalb and Huttenlocher
In this section, we will review the formulation for the tree structured model proposed by
Felzenszwalb and Huttenlocher [37]. They pose the human parsing problem as a statistical
estimation problem. Given an image I, the goal is to recover the human configuration L∗
that maximizes the posterior p(L|I, π), where π are parameters for the PS model. Using
Bayes rule, we can rewrite the posterior as
p(L|I, π) ∝ p(L|I, π)p(L|π), (3.1)
where the likelihood p(L|I, π) models the imaging process, and p(L|π) is the prior proba-
bility distribution over the set of all possible configurations.
The human figure configuration L is described in terms of smaller body parts. In this
thesis, we will adopt the popular ten part body model (Figure 3·1). The body configuration
L = (lhea, ltor, llua, llla, lrua, lrla, llul, llll, lrul, lrll), (3.2)
is a concatenation of all the body parts’ configurations. Each body part configuration is
described by a fixed-size rectangle (u, v, θ), where (u, v) is the rectangle’s centroid and θ is
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its orientation.
The vector π is a collection of the parameters from the likelihood and prior terms, i.e.,
π = (π1, π2). (3.3)
The sub-vectors π1 and π2 comprise the parameters for the likelihood and prior terms
respectively. These two terms will be will be discussed in the next two sections
3.1.1 Likelihood Term
The likelihood term P (I|L, π) measures how likely it is to find a human figure with config-
uration L in the image I when given the model parameters π1. One of the key assumptions
made in Felzenszwalb and Huttenlocher’s work is to assume that the appearance of each





where V is the set of body parts and p(I|li, πi) is the individual likelihood for the body part






The subscript 1 in the parameter π1 denotes that it is a collection of parameters for unary
functions; observe that the factorized likelihood only consists of functions that depend on
the configuration of a single body part.
The independence of appearance assumption is made mainly to ensure that the inference
problem is tractable, but this assumption also brings along other problems. One example
is the overcounting of evidence problem and we will discuss our method for handling this
problem in greater detail in Chapter 4.
In the original work of Felzenszwalb and Huttenlocher [37], the silhouette of the human
figure is assumed to be available. In contrast, our goal is to apply human parsing to
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general images, e.g., photographs on flickr or photobucket ; thus, the likelihood model used
in Felzenszwalb and Huttenlocher’s work cannot be used on these images.
Researchers have proposed constructing likelihood models by learning them from data [4,
100, 126, 135]. We will choose this method of constructing likelihood models. Researchers
have shown that likelihood models learned from data can attain a high level of accuracy
when localizing body parts in an image [4, 135]. A binary classifier is learned for each body
part. Each classifier can be learned using a supervised algorithm such as Support Vector
Machines (SVM) or Adaboost. If desired, each binary classifier can be modified to output
a range of values that mimic probabilistic outputs [113].
We will briefly describe how the training set is constructed to train a classifier. For
ease of exposition, we will use the head as an example. Firstly, images of human figures
are collected, e.g., using Google image search or downloading photographs from sharing
sites such as flickr. Next, the torso is cropped out in each image. All cropped patches are
then rescaled to a canonical size. This set of cropped head images forms the set of positive
examples for training a classifier. To construct the set of negative examples, a commonly
used approach is to randomly crop out background patches of images where there are no
human figures. Given the sets of positive and negative training samples, methods such as
SVM or Adaboost can be used to train the binary classifier.
In our work, we follow Andriluka et al.’s [4] method for constructing body part classifiers.
Each classifier uses a variant of the shape context feature proposed in [99] and each classifier
is trained using Adaboost [46]. Figure 3·2 shows an example of applying Andriluka et al.’s
head detector to an image, where Figure 3.2(a) depicts the original image, and Figure 3.2(b)
depicts the likelihood map. In the likelihood map, for each position where the head detector
is evaluated, the value − log p(I|lhea) is shown at that location in the map. The color bar
in Figure 3.2(b) depicts the range of values for the detector output values: the darker the
gray tone, the more likely it is to find a head in that location.
Andriluka et al.’s detector is trained as follows. We are given a training set for a specific
body part, e.g., the head, where each training image has been cropped to include only the
34











(b) Output of a head detector
Figure 3·2: Example of a unary cost term. On the left is the original image.
On the right is the output of evaluating a head detector centered on different
pixel positions. The detector is set to detect a head oriented at 7.5 degrees.
In the right image, if the shade of gray is darker, then it is more likely that
a head is located at that position.
body part. For each training image, a set of grid points is chosen, e.g., choosing every
other pixel position in the image. For each grid point, a shape context descriptor [13, 99]
is computed. The shape context descriptor is a histogram of edge points around the grid
position. Each edge point can be described by two parameters, i.e., the log-polar distance
from the center and the orientation of the image gradient for that edge point. The log-polar
space around the center point is discretized into 12 bins and the orientation of the image
gradient is discretized into 8 bins; therefore, there are a total of 96 bins for a shape context
descriptor. All of the shape context descriptors from the grid positions are concatenated
and this large vector is the feature associated with that training image. Once the features
for all the training images have been computed, a detector is trained using the Adaboost
algorithm [46]. In the Adaboost algorithm, the class of weak classifiers chosen by Andriluka
et al. are decision stumps that consider whether one of the bins in the feature vector is
above a threshold. Let the feature vector be denoted by x, the stump that decides whether
bin i is above a certain threshold τ is given by h(x, i, τ) = sign(x(i) > τ), where sign(π)
returns 1 if the predicate π is true and −1 otherwise. The Adaboost algorithm will produce
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a strong classifier H(x) = sign(
∑
t αth(x, it, τt)), where αt denotes the learned weights for
the weak classifier.
The strong classifier trained by the Adaboost algorithm returns a value of 1 or −1.
Andriluka et al. suggest converting this classifier to return a wider range of values using
the following
H ′(x) = max
(∑





where ǫ = 10−4 is a small value.
3.1.2 Prior Term
The prior term encodes a priori knowledge about the human figure; for example, prior
knowledge that body parts are connected at joint positions and that these parts move in
accordance with the kinematic constraints of the human body. The prior term will not be
dependent on the image.
The prior distribution in the PS model [37] is formulated as a tree structured Markov
random field (MRF). The MRF is described as a tree, as depicted in Figure 3·1. The joint




p(li, lj |πij), (3.7)
where E are edges of the tree, li and lj are configurations for body parts i and j respectively,
and each πij is a set of parameters associated with the edge (i, j). The parameters π2 for





The subscript 2 in π2 denotes that it is a collection of parameters from each pairwise term
p(li, lj |πij). Each pairwise term is a function of two body part configurations.
We will describe each pairwise term p(li, lj |πij) in greater detail. Suppose we have two
body parts i and j that are connected by a joint and these two body parts can rotate
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(a) First body part in its own
coordinate system. The red
circle is the joint position
(b) Second body part.
(c) Ideal position of the second
body part with respect to the
first body part.
Figure 3·3: Spatial constraint between two body parts.
about that joint. For example, in Figure 3.3(c) the left arm and the torso can rotate
about the shoulder joint (shown as a red circle). We define the ideal position where a
hinge should be in a body part centric coordinate system. For example, in Figure 3.3(a)
the torso’s ideal position for the shoulder joint is the red circle at the top left corner, and
for the left arm (Figure 3.3(b)) the shoulder joint is at the top. Next, we can quantify
how “compatible” two configurations are by measuring the distance between the two body
parts’ ideal hinge positions. For example, in Figure 3.3(c) the distance is zero since the
ideal hinge positions for the arm and torso are stacked on top of each other. More formally,
given the body configuration li = (ui, vi, θi) and lj(uj , vj , θj) for the two body parts, we can
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where the coordinates (uij, vij) and (uji, vji) represent the ideal hinge positions for body
part i and j in each body part’s coordinate systems respectively, Rθi and Rθj are 2D rotation
matrices of angles θi and θj respectively. Ideally, the joint positions should coincide in the
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image space as shown in Figure 3.3(c). This is captured in the prior as follows:
p(li, lj |πij) = N (u′i − u′j ; 0, σ2iju) · N (v′i − v′j ; 0, σ2ijv) ·M(θi − θj; θij , κij), (3.10)
where N is the Normal distribution and M is the von Mises distribution. The prior is
designed to favor configurations where the joint locations coincide and furthermore, the
two body parts are separated by a rotation angle of θi − θj. A probability distribution
over rotation cannot be expressed correctly using a Gaussian function due to the wrap
around effect at the boundaries. This cyclic behavior is correctly handled using spherical
distributions. The spherical distribution counterpart for the Gaussian distribution is known
as von Mises distribution [56] and it has the following form
M(θ;µ, κ) ∝ eκ cos(θ−µ), (3.11)
where µ is the mean rotation and κ is the concentration parameter. The ratio 1/κ behaves
similarly to the variance parameter for a Gaussian distribution. Overall, the parameter
vector for a pair of body parts is written as




ijv, θij , κij). (3.12)
Spring Forces Interpretation for the Prior Term
The pairwise prior term proposed by Felzenszwalb and Huttenlocher [37] provides a proba-
bilistic formulation for the springs analogy given in the original Pictorial Structures paper
by Fischler and Elschlarger [43]. By assuming a Gaussian function for the prior, it will lead
to a spring forces interpretation for the PS model. This interpretation can be seen by first
38
casting the human parsing problem as recovering the maximum a posteriori estimate, i.e.,















− log p(I|li, πi) +
∑
(i,j)∈E
− log p(li, lj |π2). (3.15)
The maximization problem is converted into a minimization problem by applying the neg-
ative logarithm to the posterior. Each prior term can be re-written as





























where the last equality is derived by first defining the unit vectors
−→
βij = [cos(θi − θj), sin(θi − θj)]T , (3.18)
−→
θij = [cos(θij), sin(θij)]
T , (3.19)
and then using the identities










Each quadratic term in Equation 3.17 can be interpreted as the amount of potential energy
stored in a spring, where in our case all the springs have zero rest lengths.
Parameter Learning for the Prior Term
The model parameters π2 for the prior term is learned from data. The following steps are
similar to [37]. We separate the model parameters π2 into the following three sets:
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Joint position parameters: {(uij , vij , uji, vji)}(i,j)∈E ,
Gaussian parameters: {(σ2iju, σ2ijv)}(i,j)∈E ,
von Mises distribution parameters: {(θij , κij)}(i,j)∈E .
We assume that a training set of m human configuration {Lt}mt=1 is given. Recall that
each human configuration Lt is a concatenation of the individual body part configurations
(see Equation 3.2).
First, we estimate the joint positions {(uij , vij , uji, vji)}(i,j)∈E using a least squares















i)− Tji(utj , vtj)
)
. (3.21)
The optimal solution for the joint positions can be recovered using linear least squares
estimation.
Next, we learn the parameters {(σ2iju, σ2ijv, θij , κij)}(i,j)∈E for the Gaussian distributions
and the von Mises distributions using maximum likelihood estimation. Given the training
data for body part positions {Lt}mt=1, we maximize the joint likelihood




where the right-hand side follows by assuming that each training datum is generated inde-
pendently. Applying the factorization for the prior term, the parameter estimation problem
becomes



































 · M(θti − θtj; θij , κij).
(3.24)
The above optimization is converted into a minimization problem by applying the negative
logarithm to the joint likelihood shown in Equation 3.22, thereby decomposing the opti-
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mization into smaller problems. Since the graph G = (V,E) is a tree, then each smaller
problem corresponds to an edge (i, j) ∈ E and each edge corresponds to a constraint be-
tween a pair of body parts. For each edge (i, j), the maximum likelihood estimate for σiju





























j)− Tji(utj , vtj)
))2
. (3.26)
The parameters of the von Mises distribution with respect to each edge (i, j) ∈ E can
also be recovered individually. Deriving the maximum likelihood estimators for a von Mises
distribution is quite involved and we will refer interested readers to [56] for more details. We
will summarize the necessary steps to obtain the parameter estimates. Given the training
data for of human poses {LT }mt=1, then for each edge (i, j), we extract the set of rotation




j). The maximum likelihood estimate of the mean
angle is

























and Ip(κij) is the modified Bessel function of order p. We use the freely available Matlab
code [16] for estimating the von Mises distribution parameters.
3.1.3 Human Parsing with the Model
After the body part detectors have been trained (Section 3.1.1) and the parameters for the
prior are learned (Section 3.1.2), then we can use the model for human parsing for a given
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input image by following a two step procedure. In the first step, a set of candidate locations
for each body part in an input image is gathered. In the second step, a human configuration
is assembled from these candidate locations. We now give more details for these two steps.
In the first step, the candidate locations are sampled from (u, v, θ) configuration space
for each body part. Typically, the configuration space (u, v, θ) is discretized using uniform
spacing. For example, the spatial coordinates (u, v) correspond to the pixel grid in the
image and the rotation angle θ will be sampled uniformly from the range [0, 2π). Next,
the likelihood score is computed for each candidate location in the image and the scores
are stored in a look-up table. The likelihood scores are obtained by applying the part
detectors on the candidate locations and these detectors have been trained in the earlier
stage (see Section 3.1.1). The time complexity for this step is O(nh), for n body parts and
h candidate locations per body part. We also assume that computing the likelihood score
for a candidate position takes constant time.
In the second step, a human figure is recovered by finding the configuration that mini-
mizes the energy cost, i.e., solving the combinatorial optimization problem in Equation 3.15.
The time complexity for solving the optimization problem depends on pairwise constraints
between the body parts. These constraints can be visualized as a graph; i.e., for each body
part we introduce a vertex into the graph and for each pairwise prior term we connect the
two body parts in the graph by an edge. If the graph structure is a tree then the opti-
mal solution can be recovered in polynomial time. In the next two sections we will review
an O(nh2) time complexity algorithm and a much faster O(nh) time complexity algorithm.
Both algorithms recover the optimal solution in an optimization problem that is formulated
in terms of a tree graph.
Min-Sum Algorithm: O(nh2) Time Complexity
The Min-Sum algorithm can be used to recover the optimal solution for an energy cost
function with a tree structure. Intuitively, the tree graph is used to organize the compu-












Figure 3·4: A small example for Min-Sum Algorithm
smaller problems.
We will illustrate this decomposition using the following four node example:
min
la,lb,lc,ld
m(la) + m(lb) + m(lc) + m(ld) + d(la, lb) + d(lb, lc) + d(lb, ld), (3.30)
where m(·) is a unary cost function and d(·) is a pairwise cost function. The associated
graph is shown in Figure 3.4(a). We observe that the min operator can be decomposed to





















The original formulation in Equation 3.30 requires minimization over the product space of
(la, lb, lb, lc), which has size h
4 if each part has h candidate locations. In comparison, when
the min operator is “pushed inwards”, the minimization is localized and search is performed
over a smaller set of h candidate locations.




m(lc) + d(lb, lc), and µd(lb) = min
ld
m(ld) + d(lb, ld). (3.32)
These tables are also commonly known as messages. Each message is constructed by per-
forming a linear scan over all the candidate locations for each table entry. Therefore, the
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time complexity for creating a message is O(h2). The next message constructed is
µb(la) = min
lb
m(lb) + d(la, lb) + µc(lb) + µd(lb). (3.33)
Notice that two previous messages µc(lb) and µd(lb) are used to construct the current
message. The pattern of message reuse for constructing new messages can be visualized
using the tree. Each message originates from a child node and the message is sent to the
child’s parent. In our example the message µc(lb) originates from the leaf node C and it
is sent to the intermediate node B in the graph (see Figure 3.4(b)). In the last step, we
construct the root-level table given as
B(la) = m(la) + µb(la). (3.34)
The smallest value entry in the root-level table B(la) corresponds to the overall minimum
energy cost value. We can also maintain appropriate back pointers in each message so that
we can recover the optimal configuration.
In general, the Min-Sum algorithm starts by creating messages from the leaves and then
sending these messages upwards towards the parents. At a non-leaf node, the messages from
each of the children nodes are combined and sent upwards again. At the root, the minimum
cost solution is recovered by scanning the root-level table. The time complexity for the Min-
Sum algorithm is O(nh2) since n−1 messages are created and each message requires O(h2)
time.
In the special case when the tree is a chain, i.e., each node only has at most one child,
then it is similar to the Viterbi algorithm. The Viterbi algorithm is based on dynamic
programming and the Min-Sum algorithm can be seen as a generalization of dynamic pro-
gramming from chains to trees.
The Min-Sum algorithm is a special case of the class of message passing algorithms.
Other examples of message passing algorithm include the Sum-Product algorithm and the
Sum-Product algorithm is also known as the Belief Propagation algorithm. The Belief
Propagation algorithm was proposed by Pearl [111].
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3.1.4 Using the Distance Transform to Speed Up Message Construction
In the Belief Propagation algorithm, the bottleneck is at creating messages. Creating each
message requires O(h2) time. We will outline an algorithm proposed by Felzenszwalb and
Huttenlocher [37] that reduces the time complexity for creating messages from O(h2) to
O(h). Using this speed up, the time complexity for Belief Propagation will become O(nh).
This speedup is applicable when two conditions are satisfied. Firstly, the configura-
tion space (u, v, θ) for a body part has to be grid sampled. By grid sampling, we mean
that the configuration space Ωuvθ = Ωu × Ωv × Ωθ is the Cartesian product space of the
individual dimensions. The individual dimensions are discretized as Ωu = {u1, · · · , un1},
Ωv = {v1, · · · , vn2}, and Ωθ = {θ1, · · · , θn3}. The second condition requires that each
pairwise cost function is expressed as the following
d(li, lj) = Tij(li)
T STij(li), (3.35)
where S is a positive semidefinite matrix .
We will review how to construct a message using the generalized distance transform [37].
In image processing, the traditional distance transform is applied on a 2D binary image and
it returns a distance map. The distance map indicates the distance to the nearest white
pixel. More formally, let G denote the set of image grid positions and let B denote the set




where ρ(·, ·) is some distance measure, e.g., Euclidean, Mahattan distance, etc. The distance
transform is commonly expressed as
DB(x) = min
y∈G
(ρ(x, y) + 1B(y)) , (3.37)
where 1B(·) is an indicator function and it has value 0 when y ∈ B and has value ∞


















Figure 3·5: One-dimensional function sampled on a grid
grid G, we get the generalized distance transform
Df (x) = min
y∈G
(ρ(x, y) + f(y)) . (3.38)
We can therefore use the generalized distance transform to compute messages for the Belief













= Df (li). (3.40)
We will describe a fast method for computing messages using an efficient algorithm for
the classical distance transform (attributed to Karzanov [75] by Felzenszwalb and Hutten-
locher [36]). This algorithm requires that the distance measure be a quadratic distance,
i.e.,
ρ(x, y) = (x− y)2. (3.41)
We will give an intuition for the algorithm using a small example. Suppose we would like
to compute the distance transform of the 1D function shown in Figure 3·5. We can imagine
that at each grid position x, there is a pole with height f(x). The sum ρ(x, y) + f(y) can
be visualized as a quadratic curve sitting on top of the pole as shown in Figure 3·6. Given
a pole at grid position x, other quadratic curves will intersect the pole at some height. The
46









Figure 3·6: Quadratic curves at each sampled point









Figure 3·7: The lower envelope of the set of quadratic curves.
height of the lowest intersection is the the distance transform value for the grid position x.
The distance transform algorithm recovers these lowest intersection points by comput-
ing the lower envelope of the quadratic curves (see Figure 3·7). The lower envelope is
represented as a collection of quadratic curves and breakpoints, i.e., the intersection points
between pairs of quadratic curves in the lower envelope. The algorithm scans the grid points
from left to right. In the first step, the leftmost quadratic curve is initialized as the current
lower envelope. In subsequent iterations, the lower envelope is updated based on the inter-
section point between the lower envelope and the new curve. Computing this intersection
point is done in a linear fashion, i.e., by scanning it from the rightmost curve of the lower
envelope until the intersection point is found. This step is the most computationally inten-
sive step of the algorithm. Interestingly, the algorithm’s time complexity is O(h) where h
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is the number of grid points. The key observation used in the time complexity analysis is
that when computing the intersection between the lower envelope and quadratic curve, if
the rightmost curve of the lower envelope does not intersect with the new quadratic curve,
then it will be discarded and will never be part of the envelope in subsequent iterations.
Since no more than h curves can be discarded, the time complexity is O(h).
Next we will extend the algorithm from the one-dimensional to the multi-dimensional
case. We are given the one-dimensional distance transform
D1f (x) = min
y∈G1
a(x− y)2 + f(y), (3.42)
where a is a positive scalar and G1 is a one-dimensional grid. The two-dimensional distance
transform can be built using the 1D distance transform by observing that
D2f (x1, x2) = min
(y1,y2)∈G1×G2
a1(x1 − y1)2 + a2(x2 − y2)2 + f(y1, y2) (3.43)
= min
y1∈G1
a1(x1 − y1)2 + min
y2∈G2
a2(x2 − y2)2 + f(y1, y2) (3.44)
= min
y1∈G1
a1(x1 − y1)2 +D1f(y1,⋆)(x2), (3.45)
where the notation f(y1, ⋆) refers to the 1D grid formed from the 2D array by fixing the
first coordinate to y1. The above observation suggests a two-pass algorithm that performs
the 1D distance transform on the rows of the array and then performs another 1D distance
transform on the columns of the array. This idea can be generalized to higher dimensions.
For a d-dimensional array with h elements the time complexity for applying the distance
transform is O(dh). Overall, we have described a distance transform algorithm for solving
problems of the form
Ddf (x) = min
y∈Gd
xTSx + f(y), (3.46)
where x,y ∈ Zd and S = diag(a1, · · · , ad), where ai ≥ 0.
In the last step, we will describe how to generalize the distance transform method from
handling diagonal matrices to positive semidefinite matrices. Suppose the square matrix Σ
is positive semidefinite, then we can decompose Σ using the Singular Value Decomposition
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to obtain
Σ = USUT , (3.47)
where U is an orthogonal matrix and S is a diagonal matrix with non-negative value entries
(since Σ is positive semidefinite). Therefore, the d-dimensional distance transform with a
positive semidefinite matrix Σ can be computed using the following transformation
min
y∈Gd









+ f(y) = Ddf (UT x). (3.48)
A subtle point to note during implementation is that the linear transformation induced by
the matrix U is continuous; therefore, the coordinate of UT x may not coincide with any
grid point in Gd. A heuristic workaround for this problem is to map the coordinate UTx to
the nearest grid point in the grid Gd.
3.2 Loopy Graph Models
Previously, we have reviewed the material on tree structured models. These models have
limited power because for a graph with n vertices, we can specify a maximum of n − 1
constraints and in the corresponding interaction graph, these constraints cannot form a
clique size of greater than two. Typically, these n − 1 constraints are used to model the
kinematic constraints for a human parsing model.
A loopy graph model is more general because it allows more than n − 1 edges in the
graph. This is very useful because, on top of modeling kinematic constraints, additional
constraints such as appearance symmetry of the clothing or occlusion constraints can be
added to the model.
In the next two sections we will review an algorithm for minimizing energy cost functions
associated with loopy graphs (Section 3.2.1) and the Structured Support Vector Machine




Figure 3·8: Interaction Graph.
3.2.1 Energy Minimization using Non-Serial Dynamic Programming
We will review the Non-Serial Dynamic Programming (NSDP) algorithm (Bertele and
Brioschi [18]) for recovering the global minimum solution of an energy cost functions asso-
ciated with a loopy graph. The NSDP algorithm is not used in the thesis and the intention
of this review is to demonstrate the computational difficulties associated with the NSDP
algorithm. The NSDP algorithm is not suitable for our human parsing problem because
it runs too slow in practice. Later, in the thesis (Chapter 4), we will provide another al-
gorithm for minimizing such loopy graph energy cost functions that performs very fast in
practice.
The general problem considered is to minimize a function f(x1, · · · , xm), where f(·) is
given as a sum of terms, where each term fi(·) is a function of a subset of the variables.
We will use the following objective function as a running example
f(X) = f1(x1, x2) + f2(x2, x6, x5) + f3(x4, x6) + f4(x3, x4) + f5(x1, x3), (3.49)
where X = (x1, x2, x3, x4, x5, x6) is the set of variables
We will describe how to derive the graph associated with an energy cost function.
The graph is derived from the interactions of variables within the energy cost function.
The interaction pattern in the energy cost function can be visualized using an interaction
graph [18]. The graph is constructed as follows: for every variable, we add a vertex to
the graph and for every pair of variables, if they appear in the same term of the objective
function then we connect those two variables by an edge in the graph. For our running
example, the interaction graph is shown in Figure 3·8.
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In order to to minimize the objective function, we “push” the min operator inwards.



















f1(x1, x2) + g1(x1, x4) (3.51)
= min
x2,x5,x6





f3(x4, x6) + g2(x2, x4) (3.52)
= min
x2,x5,x6
f2(x2, x6, x5) + g3(x2, x6). (3.53)
By pushing the min operator inwards, we are actually choosing a variable to be eliminated
from the optimization. This algorithm is also known as Variable Elimination (see e.g., the
textbook [78]). The interaction graph induced by the algorithm can be seen in Figure 3·9.
In general, we will choose the ordering of the variables for elimination and then run
the Non-Serial Dynamic Programming (NSDP) algorithm by “pushing” the min operator
inwards. In our case, the terms are typically represented in terms of a table. Minimizing a
variable, say minx1 f1(x1, x2), over the two-dimensional table will involve a linear scan over
all the entries and this scanning will have O(h2) time complexity if there are h entries for
each variable x1 and x2. In general, the time complexity of NSDP algorithm is O(h
|c|), i.e.,
the algorithm scales exponentially with the size of the largest clique |c| in the graph.
3.2.2 Parameter Learning using Structured Support Vector Machines
When adding new terms into the energy cost function, we want the new terms to contribu-
tion to the cost function without overwhelming the existing terms. One approach to handle
this problem is to scale the contribution of each term using a positive weight coefficient.

















Figure 3·9: Interaction graphs induced by the variable elimination algo-
rithm.
where E are edges of the loopy graph, each wi is the weight for the unary term mi(li), and
each wij is the weight for the pairwise term dij(li, lj).
These weights can be learned from data using machine learning via Structured Support
Vector Machines (SSVM). The SSVM builds on ideas from the Support Vector Machine
literature. We will review basic ideas in the the standard Support Vector Machines of
Cortes and Vapnik [26] in Section 3.2.3, followed by the multiple class Support Vector
Machines of Crammer and Singer [28] in Section 3.2.4. After that, we will review the
SSVM in Section 3.2.5 that generalizes ideas from Cortes and Vapnik as well as Crammer
and Singer. We then show how to apply the SSVM in Chapter 4.
3.2.3 Support Vector Machines
The traditional Support Vector Machine (SVM) [26] is a binary classifier. The underlying
idea is to separate the two classes using a hyperplane, where the best hyperplane maximizes
the distance between the hyperplane and the nearest data points on both sides of the
hyperplane. The separation between the nearest data point and the hyperplane is known
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as the margin. Once the parameters of the hyperplane are specified, then the hyperplane





1 if wT x + b ≥ 0,
−1 otherwise,
(3.55)
where h(x) is known as the decision function, (w, b) are parameters of the hyperplane, and
x is the data point to be classified.
The parameters of the hyperplane (w, b) are learned from a set of training data {(x(i), y(i))}mi=1,
where x(i) ∈ Rd is a data point and y(i) ∈ {+1,−1} is a label. The objective is to recover
the best parameter that minimizes the empirical risk, i.e.,
arg min
w,b






ℓ0/1(y(i), h(x(i);w, b)) (3.56)
where ℓ0/1 is the 0− 1 loss function and it is defined as




0 if y = h(x;w, b),
1 otherwise.
(3.57)
Minimizing the empirical risk with respect to the 0 − 1 loss is NP-hard in general (see
e.g., [14] and the references within), the workaround is to minimize an upper bound of the
empirical risk. This upper bound is obtained by replacing the 0− 1 loss with the hinge loss
ℓhinge(y,wT x + b) = max(0, 1 − y · (wT x + b)). (3.58)
The hinge loss is beneficial because the optimization will become computationally tractable
as we shall see later.
The difference between 0 − 1 loss and hinge loss is shown in Figure 3·10. The 0 − 1
loss has a constant penalty of 1 for misclassification. In contrast, the penalty for hinge
loss scales linearly with the magnitude of wT x + b. Secondly, the figure also shows that
the hinge loss is an upper bound on the 0− 1 loss; therefore, minimizing the empirical risk
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y · (wT x + b)
−6 −5 −4 −3 −2 −1 1 2 3 4 5 6
hinge loss
0-1 loss
Incorrect classification Correct classification
Figure 3·10: Hinge loss versus 0− 1 loss
based on hinge loss also reduces the original empirical risk based on 0− 1 loss.
Next, we will formalize the notion of a separating hyperplane used in the SVM. Geomet-
rically, given two sets of separable points, there could be many hyperplanes that separate
these two sets of points. Our goal is to find a hyperplane that generalizes well to data
points that are not seen in the training set. Intuitively, for the hyperplane to make fewer
mistakes on unseen data, it will make sense to place a buffer zone between the separating
hyperplane and the point clouds. This buffer zone can be quantified geometrically as the
distance between the hyperplane and its nearest data point from the point cloud. This
distance is known as the margin. The SVM formulation recovers a separating hyperplane
that maximizes this margin.
With respect to a hyperplane with parameters (w, b), the margin can be shown to
be 2/‖w‖. Maximizing the margin is equivalent to minimizing its inverse, i.e., ‖w‖, and
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s.t. y(i)(wT x(i) − b) ≥ 1− ξi, for i = 1, · · · ,m, (3.60)
ξi ≥ 0 for i = 1, · · · ,m. (3.61)
Each constraint encourages the SVM learning algorithm to classify the corresponding data
point correctly. If a data point x(i) cannot be placed on the correct half space of the
hyperplane, then a penalty of ξi = 1 − y(i)(wT x(i) − b) will be paid. This penalty is
equivalent to the hinge loss.
Current solvers for quadratic programs cannot handle the moderate data size encoun-
tered in many practical problems. In practice the Sequential Minimal Optimization (SMO) [112]
is used. The SMO algorithm breaks down a large optimization problem into smaller prob-
lems and handles problem sizes that were not possible with conventional quadratic solvers.
There are many implementations of the SMO algorithm and many implementations are
freely available. Some examples include the libSVM and SVMTorch libraries.
3.2.4 Multi-Class Generalization of the SVM
In this section we will discuss the multi-class generalization of the SVM proposed by Cram-
mer and Singer [28]. For multiple classes, the training set is {(x(i), y(i))}mi=1 where there are
k possible labels for each data point, i.e., y ∈ {1, · · · , k}. Correspondingly, k hyperplanes
are used. For each class, the corresponding hyperplane will separate the data points for the
current class from the other data points. The decision function is
h(x;w) = arg max
j∈{1,··· ,k}
wTj x + bj, (3.62)
where (wj , bj) are the parameters for the j
th hyperplane, and w = [w1, b1, · · · , wk, bk] is a
vector that collects all the parameters of the k different hyperplanes. The empirical risk in
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where ℓ0/1 is the 0-1 loss defined earlier in Equation 3.57. Similar to the two class SVM case,
minimizing the above risk with 0− 1 loss is computationally expensive and the multi-class
version of the hinge loss is used instead of the 0− 1 loss.
We will define some notations used in later discussion. Given input x ∈ Rd, and a label
y ∈ {1, · · · , k}, we define the weight vector
w = [wT1 , b1, · · · , wTk , bk]T (3.64)
and the feature vector as a zero padded vector of the form
f(x, y) = [0, · · · , 0, xT , 1, 0, · · · , 0]T , (3.65)
such that the inner product of the feature vector for a specific label y = j gives
wT f(x, j) = wTj x + bj . (3.66)
The basic idea for generalizing the hinge loss is as follows: for the jth hyperplane the
value wTj x + bj can be regarded as a “response” function for a training point x. The goal
is to widen the difference in response values between the correct class and the rest of the
other classes.
Using this idea, the multi-class hinge loss is defined as









where, in the case of correct classification and
(




≥ 1, there is
zero loss. In the case of misclassification, the loss is proportional to the difference in the
response value between the correct classifier and the winner (but incorrect classifier).











s.t. wT f(x(i), y(i)) + ξi ≥ max
j∈{1,··· ,k}
[wT f(x(i), j) + ℓ0/1(y(i), j)] for i = 1, · · · ,m (3.69)
where ξ = {ξ1, · · · , ξm} are the slack variables. The term ℓ0/1(y(i), j) is used to encode the
non-negativity of the slack variables, observe that when the label for the winner and the
training label are equivalent, i.e., when y(i) = j, then the constraint simplifies to ξi ≥ 0. In
the other case, when the labels for are different, i.e., y(i) 6= j, then the constraint becomes
wT f(x(i), y(i))−wT f(x(i), j) ≥ 1− ξi, where the margin size is allowed to be less than one.
The above constrained optimization is reformulated as a quadratic program by “un-











f(x(i), y(i))− f(x(i), j)
)
≥ ℓ0/1(y(i), j) − ξi for i = 1, · · · ,m and j = 1, · · · , k.
(3.71)
There are many implementations and the codes are also freely available. An example
of such a library is the SVMmulticlass maintained by Thorsten Joachims.
3.2.5 Structured SVM
In the previous two cases of the binary and multi-class SVM, the outputs of the SVMs
are scalars from the sets {+1,−1} and {1, · · · , k} respectively. A natural generalization of
the multi-class SVM is to consider the case when the output is a vector and among the
elements of the vector, there may be some correlations. In particular, we will focus on the
class of outputs where the correlations among the elements can be decomposed into small
local interactions.
We will describing a small example where the structured SVM is used to learn the




Figure 3·11: Hidden Markov Model with three hidden nodes. The shaded
nodes x1, . . . , x4 are the observations and the unshaded nodes y1, . . . , y3 are
the hidden variables.
Figure 3·11 as a running example. The input is a vector of observed values x = [x1, x2, x3]T
and the output is a vector of hidden states y = [y1, y2, y3]
T . The HMM structure suggests








= wT f(x,y), (3.73)
where each function fi(xi, yi) can be regarded as likelihood term because it is a function of
the input xi. Each function fij(yi, yi+1) can be regarded as a prior term, because it depends
only on the hidden states and not on the data. Overall, we represent the objective function
compactly with a vector notation. We stack the weights wi and wij into a vector w, where
w = [w1, w2, w3, w12, w23]
T . (3.74)
We also stack the functions into a vector f(x,y), where
f(x,y) = [f1(x1, y1), f2(x2, y2), f3(x3, y3), f12(y1, y2), f23(y2, y3)]
T . (3.75)
The model is used to infer the hidden states y from the observation x by maximizing the
objective function, i.e.,
h(x;w) = arg max
y∈Y
wT f(x,y), (3.76)
where Y is the output space for the hidden variables y.
In practice, the prior terms and likelihood terms are designed independently of one
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another. One problem with such an approach is that it is difficult to set the weights that
control the tradeoff between the data terms and the prior terms. One way to set the weights
automatically is to learn them from training data. Given a training set {(x(i),y(i))}mi=1, the
goal is to learn the weights w by minimizing the empirical risk:














Minimizing the empirical risk with the 0 − 1 loss function ℓ0/1 (defined in Equation 3.57)
is NP-hard in general. We circumvent this difficulty by replacing the 0 − 1 loss with the
hinge loss ℓhinge. The justification for the swap is that the hinge loss is an upper bound
on the 0 − 1 loss function, therefore, we will be minimizing an upper bound of the risk
function. We also add the penalty term of 12‖w‖2 to regularize the solution. The resulting
minimization is



























The behavior of the hinge loss function is similar to the binary and multiple class cases.






ence is at least one, then there is no loss penalty. On the other hand, if the classification is


















s.t. wT f(x(i),y(i))−wT f(x(i),y) ≥ ℓ0/1(y(i),y)− ξi, ∀y ∈ Y and for i = 1, . . . ,m
(3.82)
where ξ = {ξ1, . . . , ξm} are the slack variables. The term ℓ0/1(y(i),y) is used to encode the
non-negative constraint for the slack variable ξi, i.e., in a constraint when the two labels are
equal, i.e., y(i) = y, then the constraint reduces to ξi ≥ 0. In the other case when the labels
are different, i.e., y(i) 6= y, then the constraint becomes wT f(x(i),y(i)) − wT f(x(i),y) ≥
1− ξi.
Unfortunately, the number of constraints is proportional to the number of elements in
the output space Y, and in the worst case it can become an exponential size program. One
useful idea for tackling large quadratic programs is to generate constraints “on the fly”, so
that there is no need to explicitly store all the constraints in memory. An example of such
constraint generation technique is the cutting planes algorithm [69], and the main require-
ment is that the sub-problem maxy∈Y w
T f(x,y) can be solved efficiently. Implementations
of these cutting plane algorithms are freely available (e.g., SV M struct library maintained
by Thorsten Joachims).
For our work, we will be using structured SVM to learn the weights for our human
parsing models using existing libraries to learn the weights (in Section 4.3). As for details
on the optimization, we will refer the interested readers to the literature such as [69].
3.3 Range Minimum Query
The algorithm for answering Range Minimum Queries (RMQ) quickly is a crucial component
for speeding up our algorithm in Chapter 4. Here we will present the details for the Range
Minmum Query algorithm.
First we define the Range Minimum Query problem.
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Range Minimum Query Problem: (Bender and Farach-Colton [15]) Given an array A
of length n, for indices i and j between 1 and n, the query RMQ(A, i, j) returns the index
of the smallest element in the subarray A[i, · · · , j].
We will present Bender and Farach-Colton’s algorithm [15] that will preprocess the
array in O(n) time using O(n) space, and subsequently, answering a query RMQ(A, i, j)
will only require O(1) time.
3.3.1 Reducing Range Minimum Query Problem to the Least Common An-
cestor Problem
The first step is to reduce the RMQ problem to the Least Common Ancestor (LCA) problem.
The LCA problem is defined as
Least Common Ancestor Problem: (Bender and Farach-Colton [15]) Given a rooted
tree T having n nodes, for nodes u and v of tree T , the query LCAT (u, v) returns the least
common ancestor of u and v in T . The least common ancestor is the node furthest away
from the root, and it is a common ancestor of both u and v.
Given an array A, we construct the corresponding Cartesian Tree in O(n) time [47] . A
Cartesian Tree has the following recursive structure:
• Root: Minimum elemement of A, suppose A[i].
• Left Subtree: Cartesian Tree on subarray A[1, · · · , i− 1].
• Right Subtree: Cartesian Tree on subarray A[i + 1, · · · , n].
Therefore, given a RMQ problem with array A, we compute its Cartesian tree T . Then,
we can answer the query RMQ(A, i, j), by recovering the least common ancestor with the
query LCA(i, j). In the next subsection we give an efficient algorithm for answering LCA
queries in O(1) time.
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3.3.2 Reducing the LCA Problem to RMQ±1
We describe Bender and Farach-Colton’s efficient method for solving a LCA problem by
reducing it to a special case of the RMQ problem, which they named RMQ±1. Bender
and Farach-Colton [15] observed that the LCA of nodes u and v is the shallowest node
encountered between the visits from u to v in a depth first traversal of the Cartesian Tree
T . The observation motivates the following reduction:
1. Given a Cartesian Tree T , construct the Euler tour array E = [1, · · · , 2n−1]. The first
element E[1] of the Euler tour is the root of the Cartesian Tree T . The subsequent
elements of the Euler tour array E are the nodes visited when applying a depth first
traversal of the Cartesian Tree T .
2. For each entry of the Euler tour array E[i], we also store the level of the node, i.e.,
its distance from the root, in the Level array L[i].
3. Next, we define the representative of a node in the Euler tour array to be the index
of the first occurence of the node in the tour, that is, the representative of node i
is arg minjE[j] = i. We store the representative array R[1, · · · , n], where R[i] is the
index of the representative of node i.
Creating the arrays E, L and R takes O(n) time. In order to compute LCAT (i, j),
we proceed as follows. Firstly, we extract the section of the Euler tour from node i to
node j, corresponding to the array entries are E[R[i], · · · , R[j]]. Next, the shallowest node
in this subtour can be found using a Range Minimum Query on the Level array, i.e.,
RMQ(L,R[i], R[j]). This Range Minimum Query effectively returns the position of the
node with the minimum level in the subtour from i to j.
The Range Minimum Query on the Level array L[1, · · · , 2n− 1] is a specialized case of
RMQ. The Level array L[1, · · · , 2n − 1] has a special structure. If we take the difference
between two adjacent cells L[i]−L[i + 1], then the difference is either 1 or −1. This is the
reason they chose the name RMQ±1 for this specialized problem.
What remains is to show that RMQ±1 can be answered in O(1) time.
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3.3.3 An Efficient Algorithm for RMQ±1
The RMQ±1 problem has a specialized structure where the difference between adjacent cell
values is at most +1 or −1. Bender and Colton-Farach exploit this structure to design an
efficient algorithm for the RMQ±1 problem. The key idea is to use a table-lookup technique
to precompute answers for small subarrays.
Given an array L, we segment the array into 2nlog n disjoint blocks, and each block will
have a length of 12 log n. We define the array M [1, · · · , 2nlog n ] that stores the minimum entry
for each partition. The array M can be created in O(n) time.
Now, given a query RMQ(L, i, j), we can answer the query by computing the value that
is the smallest of the three following values:
1. For the block in which the index i resides, we recover the smallest value from i to the
end of the block.
2. For the block in which the index j resides, we recover the smallest value from the
start of the block to the index j.
3. We also recover the minimum among the blocks between i and j.
We call the first and second type of minimum queries within-block queries and the third
type of minimum query across-block query. Next we will show how to perform within-block
and across-blocks queries in O(1) time.
For within-block queries, Bender and Farach-Colton observed the following:
Observation: (Bender and Farach-Colton [15]) If two arrays X[1, · · · , k] and Y [1, · · · , k]
differ by some fixed value at each position, i.e., there is a c such that X[i] = Y [i] + c for
every i, then all RMQ answers will be the same for arrays X and Y .
Therefore, Bender and Farach-Colton proposed normalizing the blocks, i.e., for a block
X, create the normalized block X ′, where the first entry for the normalized block is zero,
i.e., X ′[1] = 0, and the rest of the entries for the normalized block are X ′[i] = X[i] −
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X[1]. Secondly, there are only O(
√
n) different types of normalized blocks. This is because
given a normalized block of length 12 log n where the difference between adjacent entries is
either +1 or −1, then there are 2 12 log n−1 = O(√n) different types of normalized blocks.
Therefore, during preprocessing, a lookup table is created. In the table, for each each type of
normalized block, the lookup table will store the solution to all possible ( log n2 )
2 = O(log2 n)
queries for a normalized block. Overall, this lookup table will require O(
√
n log2 n) time to
construct and O(1) time per query.
For across-block queries, Bender and Farach-Colton proposed using sparse tables for
handling the minimum queries. Given the array M which contains the minimum entry
for each block, the array M will have m = 2nlog n entries. The sparse tables technique
precomputes all queries where the difference between the query indices are powers of two.
That is, for every index i, we consider the ending indices i + 2, i + 22, etc. Overall, the
lookup table has size O(m log m), where m = 2nlog n and the lookup table can be filled in
time O(m log m) using dynamic programming. Given a query RMQ(M, i, j), the table is
used to answer the query by selecting two overlapping blocks that cover the range from i
to j. For example, if 2k is the size of the largest block that can fit in the range from i to j,
then we can choose the two overlapping blocks as i to i + 2k − 1 and j − 2k + 1 to j. Since
the minimum entries for the overlapping blocks have been precomputed, the RMQ can be
answered in O(1) time.
Chapter 4
Fast Energy Minimization for Large State Space
Loopy Graph Models
In this chapter, we propose an exact algorithm for minimizing the energy cost function of
a loopy graph. Although the proposed algorithm can handle general graphs. Its speedup
is most evident when used for solving energy minimization problems in which the energy
cost of the spanning tree of the model can be computed fast; for instance human parsing
models involving loopy graphs.
The problem size that we are tackling is very large. The problem size is measured
in terms of the number of candidate locations h and a large sized problem typically has
more than a million candidate locations. This large number of candidate locations comes
about because of the discretization for a body part’s configuration space. For example,
if we discretize the configuration space (u, v, θ) for an image with size 320 × 240, and we
choose 24 discrete angles for the rotation space, then the total number of configurations is
320 × 240 × 24 ≈ 1.8× 106.
We present an algorithm for solving such large scale loopy graph problems and the
algorithm runs very fast in practice. The running time is typically on the order of minutes
for a 320 × 240 image. Our algorithm is based on Branch and Bound (BnB) search. Our
BnB algorithm uses a novel technique to quickly compute tree based lower bounds on the
cost function, which only incurs an O(1) look up cost for most of the BnB iterations.
Consequently, this improvement in speed enables our method to handle problem sizes that
are multiple orders of magnitude greater than previous work (∼ 106 locations per body
part compared to ∼ 103 previously [17]). Asymptotically, in the worst case, our algorithm














Wost Case Time O(nh) O(kmh2) O(knh2) O(hc) O(hnn log h)
In Practice 112 secs > 1hr > 1hr > 1hr 112+7 secs
Global Optimal Yes No No Yes Yes
n: number of vertices in graph. h: number of labels ∼ 106.
k: number of iterations. c: size of largest clique.
m: number of edges.
Figure 4·1: Comparing the asymptotic peformance and practical runtime
performance of our algorithm with existing algorithms. The asymptotic
and practical running time of the Belief Propagation algorithm are used as
benchmarks for comparison. The Belief Propagation algorithm is used to
recover the optimal solution for tree structured problem. For loopy graphs,
we categorize the algorithms in approximate and exact algorithms. For
approximate algorithms such as Loopy Belief Propagation and Tree Re-
Weighting algorithm, the asymptotic runtime is quadratic in the number
of candidate locations h. In terms of practical running time, both of these
algorithms require running times of more than an hour when tested on a
320×240 image. For an exact algorithm such as the Junction Tree algorithm,
the asymptotic runtime is exponential in the number of candidate locations
and this exact algorithm also requires more than one hour to complete when
run on a 320 × 240 image. In contrast, our proposed exact algorithm using
Branch and Bound converges quickly in practice, in fact, it takes only 7
seconds more than the Belief Propagation algorithm.
the optimal solution in a reasonable amount of time in practice.
Most existing algorithms designed for exact inference in loopy graphs, e.g., Non-Serial
Dynamic Programming [18] or the Junction Tree algorithm [78], cannot handle this problem
size. These algorithms either have large memory requirements or long running time; for
example, it may take hours or even days of computation time for a 320 × 240 image.
Even approximation algorithms such as Loopy Belief Propagation, or Integer Quadratic
Programming [119] also require long computation time for large problem sizes.
In Figure 4·1, we compare the running time of our algorithm with that of some popular
algorithms for solving approximate and exact inference in loopy graphs. The second column
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contains information about the exact algorithm for inference with a tree structured model,
namely the Belief Propagation algorithm used in Felzenszwalb and Huttenlocher’s work [37].
We use the running time for inference with a tree structured model as a reference for
comparison with other algorithms. The time complexity of the Belief Propagation algorithm
is O(nh) for n vertices in graph and h candidate locations. In practice, the BP algorithm
runs very fast and it requires 112 secs for an image size of 320 × 240, for a ten body part
human model. This timing only takes into account the runtime for BP and does not consider
the time for extracting the features from the image required for computing the unary cost
tables, which takes a few minutes on the 320 × 240 images. These unary cost tables are
the same for all the algorithms listed in the table; therefore, we only take into account the
time required for running the inference algorithms. We broadly divided the algorithms for
inference in loopy graphs into approximate algorithms (columns three and four) and exact
algorithms (columns five and six). For the approximate algorithms, we choose the Loopy
Belief Propagation (LBP) algorithm [27] and the Tree Re-Weighting (TRW) algorithm [160]
as these two algorithms are commonly used in the literature. The LBP algorithm passes
messages along each edge for multiple iterations and the time complexity is O(kmh2), where
k is the number of iterations and m is the number of edges. The TRW algorithm decomposes
the problem into a fixed number of tree structured problems and the BP algorithm is applied
on each tree structured problem; therefore, the overall time complexity is O(knh2), for k
iterations of message passing and n is the number of vertices in each tree structured problem.
These two approximation algorithms are relatively slow when compared to the BP algorithm
because creating a message requires O(h2) for a general graph. Even for a small number
of rounds (k ∼ 3), both algorithms require more than one hour for the message passing to
complete. For exact algorithms, the asymptotic running time is exponential, e.g., O(hc) for
the Junction Tree algorithm in column five of the table of Figure 4·1, where c is the size of
the largest clique in the graph. For our branch and bound algorithm the asymptotic time
complexity is O(hn log h).
In practice, for a 320×240 image, the Junction Tree algorithm takes more than an hour
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Figure 4·2: Reducing the time complexity for computing lower bounds in
the Branch and Bound algorithm. The Branch and Bound algorithm requires
many iterations and each iteration requires computing two lower bounds.
Naively, computing a lowerbound may take O(nh) using Felzenszwalb and
Huttenlocher’s algorithm. In this thesis, we propose two improvements to
bring down the time required for computing a lower bound.
to be complete. In comparison, our algorithm only requires 119 seconds, which is only 7
seconds more than the time require to complete the Belief Propagation algorithm on a tree
structured model.
Roadmap for this chapter
We will first describe the loopy graph model that we will be using in Section 4.1 and then
describe the Branch and Bound (BnB) algorithm in Section 4.2. The performance of the
BnB algorithm depends on the choice of the partition strategy and the lower bound used.
Our choice of lower bound is defined in Section 4.2.1. Naively, computing the lower bound
will require O(nh) time, for a graph with n vertices and h candidate locations. We will show
how to shorten the time required for computing lower bounds from O(nh) to O(h) by reusing
messages used in the first iteration of computing the lower bound (or equivalently reusing
the dynamic programming tables), and the details are described in Section 4.2.3. We further
reduce the time for computing the lower bound from O(h) to O(1) for most iterations of
the Branch and Bound by using the Range Minimum Query data structure, and details are
provided in Section 4.2.4. The diagram in Figure 4·2 summarizes the improvement in the
time complexity for computing lower bounds for the Branch and Bound algorithm.
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4.1 Model Description
In this section, we will describe our loopy graph models. We will adopt an energy cost










wijdij(li, lj ; I), (4.1)
where I is the input image, wi and wij are weight coefficients, mi(li; I) is a unary likelihood
term, dij(li, lj) is a prior term, and dij(li, lj ; I) is a pairwise likelihood term. Furthermore,
the interaction graph G = (V,Ep ∪ El) may contain loops.
For the energy cost function described above (Equation 4.1), we assume that all the
terms are non-negative, i.e.,
wi ≥ 0, and mi(li; I) ≥ 0 ∀i ∈ V, (4.2)
wij ≥ 0, and dij(li, lj) ≥ 0 ∀(i, j) ∈ Ep, and (4.3)
wij ≥ 0, and dij(li, lj ; I) ≥ 0 ∀(i, j) ∈ El. (4.4)
This non-negativity assumption is easily satisfied in practice. Each unary likelihood term
mi(li; I) is usually the response of a detector and the range of the detector can always be
rescaled to the range (0, 1) using a softmax transformation. For the pairwise term prior
term dij(li, lj), it is usually a distance function between the part configurations li and lj ,
therefore, by definition, distance functions are non-negative. Similarly, for each pairwise
likelihood term dij(li, lj ; I), the term is also a distance functions but it is dependent on
the image; for example, the pairwise likelihood term can measure the distance between two
color histogram and each histogram is extracted around the configurations li and lj .
Lastly, we assume that Felzenszwalb and Huttenlocher (FH) tree structured cost func-
tion is a subset of the cost function in Equation 4.1. By this subset relationship we mean
that there exists a set of pairwise prior terms wijdij(li, lj) in Equation 4.1 that forms a
tree interaction graph. Furthermore, these terms also satisfy the criteria for using the gen-
eralized distance transform. This assumption is fairly mild, because in practice most cost
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functions for human parsing are built on top of FH’s Pictorial Structures, i.e., by adding
additional cost terms to FH’s tree structured energy cost. We make this last assumption
mainly for efficiency purposes. Violating this last assumption does not affect the correct-
ness of the our energy minimization algorithm but if the last assumption is satisfied, our
algorithm will be sped up tremendously.
4.2 Energy Minimization with Branch and Bound
We will describe our algorithm for minimizing the energy cost function described in Equa-
tion 4.1 using Branch and Bound search. The BnB algorithm is a general algorithm for
recovering the global optimal solution to an optimization problem. This algorithm implic-
itly enumerates the solution space and it prunes away large subsets of fruitless solutions by
using upper and lower bounds on the energy function.
The BnB algorithm is shown in Algorithm 4.1. The search space for the BnB algorithm
starts from the entire configuration space Ω and an upper bound and lower bound for the
search space is computed (line 1-3). The algorithm recursively subdivides the search space
into disjoint regions and these disjoint regions are stored in a priority queue, such that they
are ordered by their lower bound values with the smallest at the front of priority queue
(lines 10-16). In each iteration, the region with the smallest lower bound is chosen for the
next subdivision step. The terminating condition is met when a region with a single solution
is at the front of the priority queue, and that solution will be returned as the minimum
energy cost solution (lines 7-8).
In the BnB algorithm described in Algorithm 4.1, the speed of the algorithm is deter-
mined by two crucial components. The first component is the choice of lower bound (in
Algorithm 4.1 lines 2,11, and 12), and the second component is the method of subdividing
the search space (in Algorithm 4.1, line 10). We will discuss our choice of lower bound in
Section 4.2.1 and then propose a subdivision scheme (Algorithm 4.2) in Section 4.2.2 that
works hand in glove with the lower bound function to speed up the BnB algorithm.
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Algorithm 4.1 Branch and Bound algorithm
1: Set Ω as initial solution space and set priority queue Q to empty
2: L∗ = arg min
L∈Ω
Etree(L) //Equation 4.5
3: UB = E(L∗)
4: Insert (Ω, LB(Ω)) into Q
5: while true do
6: Ω = pop(Q)
7: if Ω contains only a single solution L then
8: Return L.
9: else
10: (Ω1,Ω2) = split(Ω) //Algo.4.2
11: L∗1 = arg min
L∈Ω1
Etree(L) //Equation 4.5
12: L∗2 = arg min
L∈Ω2
Etree(L) //Equation 4.5
13: UB = min{E(L∗1), E(L∗2), UB}
14: If LB(Ω1) ≤ UB, insert (Ω1, LB(Ω1) into Q
15: If LB(Ω2) ≤ UB, insert (Ω2, LB(Ω1) into Q
16: end if
17: end while
Algorithm 4.2 (Ω1,Ω2) = split(Ω)
1: Input : Ω = Ω1 × · · · ×Ω|V |. Let Ωi be the first domain with at least two elements.
2: Suppose Ωi = (l1, · · · , ln).
3: Ω′i = (l
1
i , . . . , l
⌊n/2⌋
i ) //⌊·⌋ is the floor
4: Ω′′i = (l
⌊n/2⌋+1
i , . . . , l
n
i )
5: Ω′ = Ω1 · · · × Ω′i × · · · × Ω|V |
6: Ω′′ = Ω1 · · · × Ω′′i × · · · × Ω|V |
7: Return (Ω1,Ω2)
4.2.1 Lower Bound Definition
We first define the following lower bound. Given a region Ω that contains one or more
solutions, a lower bound LB(Ω) satisfies the property LB(Ω) ≤ E(Li) for all Li ∈ Ω. The



















is the energy associated with a tree structured model T = (V,Et). This tree T is a spanning
tree of the original energy cost’s interaction graph G = (V,Ep∪El) (see Equation 4.1). There
are many choices for the spanning tree T and we choose a spanning tree such that the
corresponding tree structured energy cost function can be minimized using Felzenszwalb
and Huttenlocher’s efficient algorithm (see Section 3.1.4). The reason for this choice of
spanning tree is because we will use the fast algorithm to construct a preprocessing data
structure used to lookup the lower bound values later.
When defining Eq. 4.5, we require that the tree model cost is less than the original model
cost, i.e., Etree(L) ≤ E(L). This criterion is satisfied because we have assumed that all the
unary and pairwise cost functions in the energy E(L) are non-negative (see Section 4.1).
4.2.2 Partitioning Scheme and Lower Bounding
Computing the lower bound (Equation 4.5) requires minimizing over the region Ω. Naively,
if we compute the minimum cost using dynamic programming on the tree structure then
it requires a time complexity of O(nh2) for n nodes with h candidate locations (see the
Min-Sum algorithm in Section 3.1.3 for a review). This is a prohibitive cost for each BnB
iteration because the number of labels is huge (h ∼ 106 in the problem size we are handling).
Our strategy to speedup the lower bound computation is based on reusing messages
generated in the Min-Sum and exploiting the structure of the search space. We will take a
slight detour to pin down some notation and give a description for the search space then
we will describe how messages are reused to speed up computation.
First, we will describe the structure of the search space. Given the spanning tree T
(in Section 4.2.1), we arbitrarily pick a root node and then topologically sort the nodes of
the tree into a linear list such that no child node comes before its parent in the ordering.
Given the ordering, we can denote a solution as L = (l1, · · · , l|V |) and the search space
Ω is a collection of these solutions. Alternatively, we can also view the search space as a
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cross product space, i.e., Ω = Ω1 × · · · ×Ω|V |, where each component Ωi = {l1i , · · · , lhi } is a
collection of candidate locations for part i.
Next, we will describe how messages are reused. The insight of how to reuse these
messages can be gleaned by examining the structure of the Min-Sum message passing. The
Min-Sum algorithm is used to recover the minimum tree structured energy cost, which is
equivalentl to the lower bound value. In the final stage of the Min-Sum message passing







where Ω is the search space of all solutions, lr is a body part configuration for the root
node, µc→r(lr) is one of the message sent to the root from one of its child. The important
thing to note in the above equation is that on the left hand side the search is over the
entire solution space Ω but on the right hand side of equation the range of search has been
reduced to only the list of candidate locations for the root note Ωr (the notation is subtle).
This observation suggests that it is advantageous to split the candidate locations at the
root node
Ωr = {l1r , · · · , lhr } (4.8)
into two, i.e.,
Ω′r = {l1r , · · · , l⌊h/2⌋r } and Ω′′r = {l⌊h/2⌋+1r , · · · , lhr }. (4.9)
The reason is that the messages on the right hand side of Equation 4.7 are unaffected by this
splitting. Therefore, we cache the root-level table B(lr) = wrmr(lr) +
∑
c∈Child(r) µc→r(lr),
which is an array of h elements. Given a partition for the root node {lir, · · · , ljr}, we will
scan the array entries between indices i and j and return the smallest entry in that range
as the lower bound.
The pseudo code for the partitioning algorithm is shown in Algorithm 4.2. In general,


































Messages are unaffected by the splitting
Figure 4·3: Partitioning based on splitting the candidate locations list
allows messages to be reused for computing subsequent lower bounds.
sorted list of nodes in the tree (lines 1-2). Next, the split function will partition the list
of candidate locations in half (lines 3-4). Finally, the algorithm constructs and returns the
two new solution spaces at lines 5-7.
The proposed partitioning scheme is advantageous because it allows the computations
used in computing the first lower bound to be recycled in subsequent iterations. The
recycling of computation is accomplished by caching the root-level table; thus, computing
a lower bound will be reduced to a linear scan in the root-level table. The time complexity
for the linear scan is O(h) where h is the number of candidate locations for each body part.
This is a improvement over using the Min-Sum algorithm to compute lower bounds from
scratch, which requires O(nh) time.
When the partitioning algorithm splits the candidate list for the root node down to a
single element, then the algorithm will proceed to split the next domain in the topological
ordering of the tree. We can apply the same idea of reusing messages from lower levels
of the tree to compute lower bounds quickly. In the next section, we will describe how to
cache and reuse messages to compute lower bounds for the general case when partitioning









Domain Nodes not partitioned yet
Figure 4·4: Partitioning a new node. The numbering in each node is the
topologically sorted order. The shaded nodes have only a single element left
in the candidate list, and the unshaded nodes have not been partitioned yet.
Those unshaded nodes with their boundary highlighted in bold are frontier
nodes. The next node to be partitioned is node 4.
4.2.3 Caching Messages for Reuse
In the general case, when partitioning occurs at a descendant node, we can also reuse
messages to speed up lower bound computation.
First, we will examine the structure of the search space in the general case when par-
titioning occurs at a descendant node of the root. Consider the example in Figure 4·4,
where the BnB algorithm has partitioned the candidate list for nodes 1, 2 and 3 down to a
single element, i.e., a singleton domain. We define these nodes with only a single candidate
location as singleton domain nodes and we use S to denote the set of singleton domain
nodes. In the Figure 4·4, the dotted line separates the set of singleton domain nodes and
the set of un-partitioned nodes. Within the set of un-partitioned nodes, we defined the set
of fontier nodes as nodes whose parent is a singleton domain node. We denote the set of
frontier nodes as F . Visually in Figure 4·4 the frontier nodes are “closest” to the dotted
line.
Next, we will define a formula for computing the lower bound in the general case when
there are singleton domain nodes. The portion of the energy cost function that involves
singleton domain nodes is fixed, since there is only one candidate location stored in the
singleton domain nodes. In general, computing the lower bound for a descendant node of
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In the above equation, for each frontier node, there is a minimization problem and each
minimization problem can be solved independently.
Making use of the observation that the frontier nodes minimization problems are inde-
pendent, we can again cache the minimization results to speed up the lower bound compu-
tation. Using the example in Figure 4·4, there are two minimization problems associated
with frontier nodes 4 and 7. The next domain to be split is node 4. We then perform
the minimization for the frontier node 7 and cache it, since splitting the domain of node 4
will not affect the minimization results of node 7. Furthermore, solving the minimization
problem associated with frontier node 4 is similar to the minimization problem for the root
node (the difference is that node 4’s problem has an additional fixed cost term and the
cached value from node 7). We can use the same idea of caching the table of values used
in the root node to similarly speed up the lower bound computation in the general case. 1
4.2.4 Speeding up Range Search using Range Minimum Query Data Structure
Previously, we have outline a method where the lower bound can be quickly found by
searching an array. Computationally, we require linear time to search for the minimum cost
entry in the array. This linear search is repeated over the same list but over different ranges
of the list when computing the lower bound. This problem is the Range Minimum Query
1Kohli and Torr [76] proposed an idea for reusing computation to speed up energy minimization that is
similar in spirit to ours. The difference between our technique and Kohli and Torr’s is that their technique
is for speeding up the max-flow algorithm and ours is to speed up the min-sum algoithm. Kohli and Torr
observed that if the energy cost functions for two graph cut problems are similar, i.e., differing in only a few
unary and pairwise terms, then the max-flow computation used in the first problem can be reused to speed
up the computation time for the second problem. In contrast, we reuse the messages created when running
the min-sum algorithm. Therefore, the lower bound value can be looked up in these messages, instead of
computing these lower bounds from scratch using the min-sum algorithm.
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problem that has been studied extensively in the algorithms community (see e.g., [42]).
The Range Minimum Query (RMQ) is the following problem: given an array A[1, · · · , h]
of h, and a range specified by the index i and j, find the smallest value entry in the sub-
array from A[i, · · · , j]. Building the RMQ data structure requires O(h) time for processing
h entries in a list but it requires only O(1) time to answer the query.
We propose building a RMQ data structure over the list such that querying for the
minimum cost entry within a given range only requires O(1) processing time. Therefore, in
the first iteration of the BnB algorithm, a RMQ structure is built over the root-level entries
in Equation 4.7 using O(h) time. Subsequently, the RMQ structure will be used to look up
the lower bound values in O(1) time.
In the case when a frontier node j is chosen for partitioning, the RMQ table is built
over the cost table




where i is the node j’s parent, and µc→j(lj) are messages sent to j from its children. This
RMQ data structure will be used to solve the minimization problem associated with the
frontier node by looking up the values.
4.2.5 Correctness of Branch and Bound Algorithm 4.1
Given the above formulation, we now present a proof that Algorithm 4.1 always terminates
and returns the optimal solution. The solution space Ω is discrete and we can map the
subdivision process onto a tree. The root of the tree represents the entire solution space,
the child nodes are the subdivided regions and the leaves are singleton sets, i.e., sets with
only one solution. Since there is a finite number of leaf nodes, the algorithm will terminate
and in the worst case it visits all the leaf nodes. To prove that the algorithm recovers the
optimal solution, we argue that the first singleton set popped off the priority queue is the
optimal solution. In the case where the top of the priority queue contains the singleton set
Ω = {L} then its lower bound is the smallest among all the other regions Ω′ in the priority
queue, i.e., LB({L}) ≤ LB(Ω′). Since LB(Ω′) ≤ E(Y ) for all Y ∈ Ω′ and E(L) = LB({L})
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then E(L) ≤ E(Y ) for all Y ∈ Ω′. 
4.2.6 Asymptotic Analysis of the Branch and Bound Algorithm
The iterations for the Branch and Bound algorithm can be visualized as a tree. The root
node represents the entire solution space and subsequent child nodes are partitions of the
original solution space. Each leaf node represents a partition with a single solution. Next,
we compute the height of this tree. Based on the partitioning scheme, each body part
will contribute log h height; therefore, for n body parts the total height is n log h. For a
complete binary tree, there are 2n log h+1 − 1 = 2hn − 1 nodes. The number of nodes also
corresponds to the maximum number of iterations the Branch and Bound algorithm can
make.
Within each iteration of Algorithm 4.1, a priority queue is maintained with k items
(implemented using a heap data structure). Maintaining the priority queue requires O(log k)
time for each insertion (Line 6) and each deletion (Line 14,15 Algorithm 4.1). Computing
the lower bound (line 11 and 12) requires more analysis. For most iterations, when the
Range Minimum Query (RMQ) data structure has been built, computing the lower bound
takes O(1) time. For other iterations that require the RMQ data structure to be built,
O(h) time is required.
Next we will compute the number of times RMQ data structures are built. A RMQ
data structure is built during splitting when the candidate locations for a body part have
been exhausted and the next body part is chosen. This situtation occurs at n− 1 different
levels of the computation tree, i.e., at level log h when the first body part’s candidate list
is exhausted, next at 2 log h when the next body part’s candidate list is exhausted and so
on. The total number of times the RMQ data structure is built corresponds to the number
of nodes in these n− 1 levels, therefore, the total number of nodes is
n−1∑
i=1






The other operations are constant time operations, i.e., splitting (Line 10), and main-
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taining the upper bound (Line 13). In the worst case, all the O(hn) nodes will be visited
by the Branch and Bound, a worst case time of O(log hn) time is required to maintain the
priority queue, which results in O(hnn log h) time complexity for hn iterations of the BnB.
On top of that, we also add in the time required to construct all the RMQ data structures,
which is O(hn) time. Overall the the worst case time complexity is O(hnn log h).
4.2.7 Pruning by Upper Bounding
A pruning step is added to the Branch and Bound algorithm (Algorithm 4.1). In each
iteration, the region Ω is split into Ω1 and Ω2. On top of recovering the lower bounds, we
also recover the actual configurations L∗1 and L
∗
2 that correspond to the tree costs (this is
done with a constant cost by backtracking using the back pointers in the DP tables). We
compute the actual loopy graph cost E(L∗1) and E(L∗2) and pick the smaller value as an
upper bound UB on the optimal solution, i.e., UB = min{E(L∗1), E(L∗2)} (Algorithm 4.1,
line 13).
In general, we keep the smallest upper bound encountered so far in the BnB. Regions
with lower bounds that exceed the current upper bound are pruned away, i.e., these regions
will not be inserted into the priority queue. This is safe because the optimal solution is not
within these regions.
4.3 Parameter Learning for the Model
One problem with using an energy formulation is the difficulty of normalizing the magni-
tudes of the terms in the energy function with respect to one another. Ideally, we should








where wi and wij are the weights. These weights provide a way to control the effect of each
term, but in practice, it is difficult to set these weights by trial and error.
One way to set these weights is to learn them from training data. We will adopt this
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approach. First, we rewrite the energy function compactly as
E(L) = wTU(L), (4.13)
where w is a vector of weights, U(L) is a vector formed by stacking up all the mi and dij
terms in the energy function. The dot product notation highlights that the energy function
is a linear combination of the individual terms. Next, we assume that a set of training
images {I(t)}mt=1 annotated with the correct human pose for each image {L(t)}mt=1 is given.
For each training image I(t) and its annotated pose L(t), we can compute the energy terms
(all the mi(l
(t)




j )) and stack them up into the vector U
(t). Then, we form
the training set {(L(t),U(t))}mt=1.
We will use the Structured SVM (SSVM) approach [153] for training the weights (see
Section 3.2.5 for a review). The SSVM approach poses the weight learning problem as









s.t. wTU(L)−wTU(L(t)) ≥ ℓ0/1(L(t), L)− ξt, for t = 1, · · · ,m, and ∀L ∈ L (4.15)
w ≥ 0, (4.16)
where ξ = {ξ1, · · · , ξm} are the slack variables, ℓ0/1 is used to encode the non-negative
constraint ξi ≥ 0 (see Section 3.2.5), and L denotes the set of all possible 2D human
configurations in the image.
There is an exponential number of constraints in the quadratic program; therefore, we
minimize the quadratic program using an approximate method. First, we initialize all the
weights to one. Then, for each training image, we find the pose L∗ = arg minLw
TU(L),
and add in the constraint wTU(L∗)−wTU(L(t)) ≥ 1−ξt. After adding in all the constraints,
we then solve the quadratic program for w. In each iteration, we use the most recent value
of w to add more constraints to the quadratic program and solve the quadratic program
for a new weight vector w. We run this iterative method for a fixed number of times and
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pick the w that minimizes quadratic program’s objective (Equation 4.14).
4.4 Experiments
In this section, we report two sets of experiments. In the first experiment, we designed
a loopy graph to combat the over-counting of evidence problem that is often seen in tree
structured models. In the second set of experiments, we investigate the running time of the




LLA RLA LLL RLL
Figure 4·5: Loopy graph model used in experiments. The underlying tree
structure is the Felzenszwalb and Huttenlocher model. We add additional
dotted edges to tackle the overcounting of evidence problem that are preva-
lent in tree structured models, especially at the legs, as described in Sec-
tion 1.1.1.
We will first describe the loopy graph model used in the experiments. We build our
model by adding additional constraints to the tree structured model proposed by Felzen-
szwalb and Huttenlocher (F&H) [37] (see Section 3.1 for a review). F&H’s tree structured
model is shown in Figure 4.4.1 with solid edges. In our loopy graph, additional edges are
added to F&H’s model. These additional edges are shown in dotted lines in Figure 4.4.1.
We will describe the cost terms associated with these additional edges in greater detail in
Section 4.4.1.
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wijdij(li, lj ; I) (4.17)
where each mi(li; I) is a unary likelihood term that is dependent on the image, dij(li, lj)
is the prior term used in F&H (see Section 3.1.2 for a review), dij(li, lj ; I) is a pairwise
likelihood term, and wi, wij are weight coefficients. The interaction graph G = (V,Ep ∪El)
is shown in Figure 4.4.1.
Unary Term
We compute the values for the unary term by first applying the body parts detector proposed
by Andriluka, et al. [4] on the image, i.e., for each body part, we will evaluate the detection
score for each pixel and each orientation. Next, we will compute the marginal posterior score
as outlined in Andriluka, et al.’s paper. These marginal posteriors can be reinterpreted as
re-weighted body part detector scores. We use the negative log of these marginal posteriors
as the unary cost for our model
Pairwise Terms
On top of the kinematic constraint terms present in F&H’s model, we add two more types
of pairwise terms.
The first type of pairwise term is a likelihood term design to favor human poses with
symmetrical appearance for the legs. This type of pairwise likelihood term has been used
in [119]. The additional constraints are shown as dotted edges in Fig. 4.4.1. We use the
Region Covariance (RC) descriptor [155] to describe the appearance of a rectangular patch
associated with a body part configuration l. We extract the spatial coordinates (u, v) and
red, green and blue color intensity (r, g, b) for each pixel location k within the patch, i.e.,
F (lk) = [uk, vk, rk, gk, bk]. The RC descriptor is the covariance matrix of the collection of







ln2 λi(C1, C2) (4.18)
to measure the difference in appearance. The notation λi(C1, C2) denotes the i
th largest
generalized eigenvalue extracted from the pair of matrices C1 and C2. The pairwise term
is defined as
dij(li, lj ; I) = ρ(C(li, I), C(lj , I)), (4.19)
where the notation C(li, I) denotes the covariance matrix formed from the vector of values
F (lki ).
The second type of pairwise term is a prior term that is independent of the image
that accounts for the amount of overlap between the bounding boxes of two body parts.
This term is introduced to avoid stacking the bounding boxes for the legs on top of each
other (the appearance symmetry term actually encourages this stacking behavior since it
will maximize the appearance similarity). For a limb li constrained to have symmetric







where li and lj are the configurations of body parts i and j, R(·) denotes the rectangular
region in the image covered by the configuration of a body part and | · | denotes the area.
The overlap area is computed by first clipping the rectangle R(li) against R(lj) using the
Sutherland Hodgman clipping algorithm and the resulting polygon gives the overlapping
region. The overlap area is scaled to the range [0, 1] by dividing it by the smaller body
part’s area.
Overall, we have added additional constraints to the lower legs, such that our model
discourages overlapping parts and rewards finding body parts that have similar appearance.
These additional constraints can also be applied to the upper limbs but the “overcounting
of evidence” problem is not so severe in the arms, therefore, we have not included these
constraints in our experiments.
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4.4.2 Implementation Details
We use the same state space discretization as [4], i.e., 24 rotation angles and all image
positions are considered. An image size of 167 × 251, has slightly over a million candidate
locations for each body part. Currently, the algorithms are implemented in Matlab and the
computation-intensive parts are implemented using mex files.
Dimensionality of RMQ
Each body part configuration (θ, x, y) in the DP table is 3D but we use a 1D Range Minimum
Query algorithm [42] to reduce memory usage in the BnB algorithm. The DP table is
flattened into a 1D array (ordering does not matter). This flattening does not affect the
correctness of the BnB algorithm as the solution space is not modified.
Parameter Training
The set of weight coefficients for the unary and pairwise terms are trained using Structured
Support Vector Machines (see Section 4.3 for the formulation and Section 3.2.5 for back-
ground material on Structured Support Vector Machines). We use the freely available code
SV M structured maintained by Thorsten Joachim.
4.4.3 Localization Accuracy
In the first set of experiments, we compare the localization accuracy of our human parsing
model against the state of the art technique of Andriluka, et al. [4] and the tree structured
model of Felzenszwalb and Huttenlocher [37]. We use the Iterative Parsing dataset created
by Ramanan [116]. In the Iterative Parsing dataset, there are a total of 305 images, of
which 100 are used for training and the rest 205 of the images are used for testing.
The quantitative comparisons are summarized in the tables shown in Table 4.1. The
upper table tabulates the localization accuracy results for the Iterative Parsing dataset
created by Ramanan [116], and the lower table tabulates the localization accuracy for the
UIUC human pose dataset created by Tran and Forsyth [152]. Each column of a table
corresponds to the localization accuracy for one of the ten body parts in percentages.
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Iterative Parsing Dataset [116]
Torso Upper Arms Upper Legs Lower Arms Lower Legs Head Avg
Left Right Left Right Left Right Left Right
FH [37] 78.0 40.5 40.5 62.9 58.5 27.3 25.9 62.0 46.8 64.4 50.7
AN [4] 77.6 48.8 42.9 63.9 58.5 29.3 29.8 60.0 46.3 65.9 52.3
Our Model 80.9 44.1 44.6 66.7 63.7 27.9 28.9 61.3 50.0 67.6 53.6
UIUC Human Pose Dataset [152]
Torso Upper Arms Upper Legs Lower Arms Lower Legs Head Avg
Left Right Left Right Left Right Left Right
FH [37] 73.0 20.5 30.8 49.7 51.7 14.4 17.0 40.4 40.6 63.1 40.1
AN [4] 73.0 21.5 31.2 51.9 52.9 13.8 16.6 41.6 40.8 63.5 40.7
Our Model 74.6 21.3 31.7 53.7 55.7 14.0 16.5 40.0 40.7 64.4 41.3
Table 4.1: Body part detection accuracy in percentages. The top ta-
ble tabulates the detection accuracy of each body for the Iterative Pars-
ing dataset [116] and the lower table tabulates the result for the UIUC
dataset [152]. A body part is deemed correctly localized when both ends of
the limb are within half the part’s length from the ground truth. FH Row:
Using FH [37] dynamic programming. AN Row: Using the sum product
belief propagation for inference as suggested in AN [4]. Our Model Row:
Using our loopy graph model and the Branch and Bound algorithm. Note
that the AN row differs slightly from the published result of [4] in the upper
table because we used our implementation.
A body part is deemed to be correctly localized when both endpoints of the body part
are within half the body part length of the ground truth (following [4, 39]). For each
table, the row denoted “FH” shows the localization accuracy when using Felzenszwalb and
Huttenlocher [37] technique, the row denoted “AN” shows the localization accuracy when
Andriluka, et al. [4] human parser is used, and the last row is our human parsing model.
The localization accuracy reported in our experiments differs slightly from the published
result of Andriluka et al. [4] because we have re-implemented their inference algorithm.
The localization accuracy results using the tree structured model of Felzenszwalb and
Huttenlocher (F&H) [37] in row 1 in both the upper and lower tables in Table 4.1 can be
considered as the baseline.
In the Iterative Parsing dataset, there are 305 images. We use the first 100 images to
train the tree structured model in Felzenszwalb and Huttenlocher’s [37] (FH) model and
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Andriluka, et al.’s [4] (AN) model. The remaining 205 images are used for the localization
accuracy experiments. For almost all the body parts, both AN and our model achieve
better localization accuracy than F&H’s algorithm, except for the left and right lower
leg. Overall, AN achieves a 1.6% average improvement and our model achieves a 2.9%
average improvement over F&H. Next we compare the AN result and our result. Our
model has additional pairwise constraints for modeling the legs. These constraints seem
to be effective because the accuracy for the upper legs and lower legs are better than
AN’s result (improvements of 2.8% and 5.2% for the left and right upper legs, as well as
improvements of 1.3% and 3.7% for the left and right lower legs). Interestingly, it seems
that these constraints give better localization for other body parts as well when compared
to AN’s, for example, an increase of 1.7% for the head, 3.3% for the torso. We believe that
this is due to the “pulling effect” of the spring constraints between body parts, i.e., when
the legs are correctly localized, sometimes, it will pull the overall solution closer to the
correct location and thus allow the body parts to snap on correctly. Overall, our method
has an improvement of 1.3% average body part accuracy over AN’s method.
For the UIUC human pose dataset, there are 593 images. We use the first 100 images to
train the FH model and AN model. The remaining 493 images are used for the localization
accuracy test. In terms of localization accuracy, both AN and our model achieve better
accuracy for most of the body parts, except for the left and right lower arms. We also
notice the same improvement in the left and right upper legs localization, i.e., there is an
improvement of 1.8% for the left upper leg and 2.8% for the right upper legs. Similarly, when
we compare our results and AN’s result for the torso and head, we have an improvement of
1.6% and 0.9% respectively. We suspect that these two improvements can also be attributed
to the “pulling effect” of the spring constraints when the legs are correctly localized.
We also show some example images where our model is effective in curbing the overcount-
ing of evidence problem in Figure 4·6 (see Section 1.1.1 for a description of the overcounting
of evidence problem). For each pair of images, the left image is the result of using a tree
structured model of Andriluka, et al. (AN) [4], and AN’s method typically returns solution
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Figure 4·6: Over-counting of Evidence Problem. (Left Image:) When
using the Andriluka, et al. [4], two legs are frequently localized to the same
region. (Right image:) Our loopy graph model model discourages over-
lapping rectangles but encourages appearance symmetry, and our model
recovers a more visually pleasing solution.
with on leg stacked on top of the other. The right image is the localization result of our
method, where the overlapping rectangle constraints are effective in separating the two legs.
The symmetric appearance constraints encourage the separated legs to snap onto patches
with similar appearance.
We discover that Andriluka et al. (AN) [4] method is prone to the “dismemberment”
problem where the recovered solution body parts are not tightly grouped together. Some
examples are shown in Figure 4·7. We suspect that the “dismemberment” problem occurs
because AN uses the maximum marginal posterior of each body part to determine the best
body part location, which incurs the risk of confusion especially in the case when two human
figures are close to one another. For example, see the last pair of image in the bottom row
of Figure 4·7, where parts of the left leg and arm are erroneosly attached to a different
person in the image.
In our experiments with this dataset, we observed that, overall, our model has better
body part localization accuracy when compared to Andriluka, et al. and the method of
Felzenszwalb and Huttenlocher. But in some cases our constraints may not match the real
world image. For example, we penalize overlapping of rectangles; however, in some cases,
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Figure 4·7: (Left:) Andriluka et al. (AN) [4] suffers from the “dismem-
berment” problem where the recovered solution does not tightly group the
body parts. (Right:) Our method does not suffer from the dismemberment
problem.
due to partial occlusion of the limbs, the legs are actually overlapping in the image (see
e.g., Figure 4·6, row two, second pair of images). Therefore, finding a good model to handle
this type of self-occlusion is still an open problem.
4.4.4 Running Time
In this second set of experiments, we probe the time complexity of our BnB algorithm. We
use the same model described previously in Section 4.4.1. In all our experiments, the timing
of the BnB is measured in terms of the number of iterations it takes for the algorithm to
converge. The time required for extracting the features from the image and applying each
body detector to the image is not included in the timing measurement.
The BnB running time is the fastest among the components in the human parsing
pipeline. The other components include the body part feature extraction (takes a few
minutes per image), and the time to build the root level entries using the Min-Sum passing
algorithm (about one minute per image).
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Convergence Speed of Branch and Bound
We conducted an experiment to measure the number of Branch and Bound (BnB) iterations
required to recover the global optimal solution. The results are plotted in a graph shown in
Figure 4·8. Each triangle in the graph corresponds to an image in the test set. The vertical
axis indicates the number of iterations required for the BnB algorithm to converge, and
each tick is in the units of 1 × 105 iterations. The horizontal axis is a measure of how far
the starting initial tree based solution is from the global optimal solution. This relationship
is captured using a ratio of the energy cost of the global optimal solution E(L∗) over the
energy cost of the initial starting tree structured lower bound LB(Ω).
For the Iterative Parsing dataset, the BnB converges quickly for most images. For 97%
(199 out of 205) of the test cases, the BnB converges after visiting at most 4×105 nodes (or
at most 100 secs.). One reason for this fast convergence could be due to the small number
of edges added to the tree structured model. In this experiment, we observed that the
tree structured model provides a good lower bound approximation to the original energy
cost function. This close approximation can also be seen in the clustering of the point in
Figure 4·8 around the value of 1.2 to 1.45.
Slowing Down of the Branch and Bound Algorithm
We conducted an experiment to understand how the convergence speed of the Branch and
Bound slows down when the lower bound approximation worsens. The results are shown
in Figure 4·9. In this experiment, we fix the image but change the weights wij on the
pairwise likelihood term. Each triangle is trial run. In the first trial run, the BnB is run
on the default weights. In subsequent trials, the weights are increased. The vertical axis
in the graph shows the number of BnB iterations required for the algorithm to converge.
The horizontal axis shows the ratio of the global minimum energy cost for the loopy energy
cost function E(L∗) over the energy cost of tree based lower bound evaluated on the entire
solution space LB(Ω).
When the ratio E(L∗)/LB(Ω) increases, the number of iteration also increases. The
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Figure 4·8: We examine the relationship between the total number of BnB
nodes explored during the search (vertical axis) and quality of the lower
bound. The quality of the lower bound which is computed as the ratio of
the loopy graph cost for the optimal solution X∗ and the first lower bound
computed in the BnB, i.e., E(X∗)/LB(Ω), where Ω is the entire solution
domain. Each triangle in the plot represents a test image from the Iterative
Parsing dataset.
increase is gradual at first before sharply escalating at around a ration value of 1.5. The
experiment could not proceed beyond the 1.9 ratio value because our server ran out of RAM
to store the priority queue required for the BnB algorithm. Our server has 32 GB of RAM.
4.5 Summary
In this chapter, we proposed a Branch and Bound (BnB) algorithm to solve energy min-
imization problems with loopy interaction graphs. The BnB algorithm is used to recover
the globally minimum solution of an energy cost function.
We designed a loopy graph model for human parsing and used the BnB algorithm to
minimize the energy cost function associated with the loopy graph. In our experiments, the
BnB algorithm converges quickly in practice, due to the novel method for computing tree
structured lower bounds quickly by reusing messages from the Min-Sum message passing
algorithm. In our experiments, our loopy graph model also outperforms the state of the art
algorithm for human parsing [4].
In the next chapter, we will look at another loopy graph model called the Common
Factor Model (CFM). We will develop a fast algorithm to minimize the energy cost function
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Figure 4·9: We probe the performance of the algorithm when the lower
bound deteriorates. For a fixed image, we increased the ratio f(X∗)/LB(Ω)
by increasing the weights on pairwise likelihood constraints. As the lower
bound deteriorates, the number of BnB nodes explored increases gradually
but after a certain threshold it increases sharply in a non-linear fashion
and our server (with 32GB RAM) quickly runs out of memory to store the
priority queue. This behavior is typical for all the images but the threshold
varies among the images.
for CFMs and continue our theme of developing efficient algorithms by recycling messages.
Chapter 5
Efficient Multi-Aspect Human Parsing
The problem of detecting a 2D articulated human figure in a single image is a difficult
problem because the appearance of human figures varies widely due to factors such as
clothing, differences in body sizes, articulation of the human body, and viewpoint from
which the image is taken. In this chapter, we concentrate on modeling the last two factors,
i.e., articulation and viewpoint changes.
The prevailing practice is to employ discretization when modeling viewpoint changes and
articulations of the human figure. For example, clustering can be used to partition the train-
ing data into groups corresponding to different articulation and viewpoint instances [127].
Such an approach is convenient because a simpler single-view or single-configuration model
can be used to model the data within each cluster. Unfortunately, there is a price to pay
for such a convenience: an additional layer of arbitration logic must be built to coordinate
among these models to give an illusion of a multi-aspect and multi-articulation model. This
modeling approach is overly complicated and we propose a simpler alternative.
In our approach, we model the geometric deformations of the 2D human figure caused
by articulation and viewpoint changes. We separate out these two types of deformation into
two different modes of variation. These modes can be modeled by a simple extension of the
Common Factor Model (CFM) [86] where these modes can be learned using a straightfor-
ward training procedure without the need to partition the data into different viewpoints.
A concise review of the CFM is given in Sec. 5.1.
Varying a common factor has the effect of inducing a particular deformation mode
in the Pictorial Structure. An intuition for this is given for the human figure model in
Fig. 5·1. If we fix the pose of the human figure and vary the viewpoint by moving along
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Figure 5·1: Fixing the value of the factor for the Common Factor Model
(CFM) defines a tree structured Gaussian prior for human poses. Each
human pose shown above represents the mean of each distribution for the
corresponding value of the factor. In the top row, by varying the factor, the
human poses changes from a frontal configuration (leftmost) to a side view
(rightmost) configuration. The bottom row depicts the swing of the arms
and legs during walking.
the equator of the view sphere centered on the human figure, then the projected body
parts will be translated as the viewpoint changes. Similar observations can be made when
a person is walking (viewpoint is kept fixed), which results in rotation and translation of
the parts of the Pictorial Structure. This second mode of variation coordinates geometric
transformations between body parts; e.g., during a walking cycle the left arm swings forward
as the right arm swings backward. Thus, the model of a walking person can be described
using a combination of the “walking phase” and “viewpoint” modes. This idea of associating
modes of variation with geometric deformations of the Pictorial Structure is general; for
example, it is applicable to other types of motion such as a person performing jumping
jacks, kicking etc.
Even though CFM inference has linear time complexity, it is still time consuming –
especially when the problem size is large, as is the case here. The CFM inference algorithm
requires multiple iterations of the min-sum Belief Propagation (BP) algorithm. During each
iteration of BP, messages are created from scratch and this is costly because each message
contains more than a million entries. Overall, for s iterations of the BP algorithm, there
will be s(n− 1) messages created for a Pictorial Structure model with n parts.
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Figure 5·2: Different type of priors used for the ten part human figure.
Abbreviations are tor : torso, hea: head, lua : left upper arm, rll : right
lower leg, etc.
the number of messages that need to be created from s(n − 1) to (n − 1) (a reduction by
a factor of s). This speed improvement is significant because the number of BP iterations
s scales exponentially in the number of dimensions of the common factor. This speedup
relies on two observations: firstly, messages are created using distance transforms and
secondly, messages from one iteration of BP to the next differ only by a shift. Since distance
transforms are shift invariant (see proof in Sec 5.2.1), our method replaces costly distance
transforms by shifts, thus yielding a speed improvement over the original formulation.
Note that shifting an array only requires an O(1) update to the offset of the array while
the distance transform is an O(h) operation that requires visiting all the h elements in the
array. Details of the algorithm can be found in Sec. 5.2.
We provide experimental evaluation of our multi-aspect model in Sec. 5.3. We show ex-
perimental results comparing the speed of our new inference algorithm with the original [86]
and evaluate the accuracy of our model on the Iterative Parsing data set [116]. Overall,
our method is an order of magnitude faster than [86] in our experiments.
5.1 Model Description
In this section, we review the Common Factor Model (CFM) of [86]. The CFM provides an
alternative to high order clique models. Such high order clique models arise in 2D human
detection because strong correlations exist among the upper arms and upper legs when a
person is walking [86]. Constraints that embody these dependencies can create a large clique
among the upper limbs of the graphical model (Fig. 5.2(b)) and inference over graphical
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models with large cliques is computationally intensive. The computational difficulty can be
ameliorated by breaking up the large clique into smaller cliques. This breaking up is justified
by positing that a latent variable X is responsible for the observed correlations among the
upper limbs (Fig. 5.2(c)). More importantly, when the latent variable X is observed, i.e.,
inference is conditioned on X, then the graphical model becomes a tree again. The latent
variable X can be viewed as a hyperparameter and fixing a value for this hyperparameter
will produce the tree structured Gaussian prior in Fig. 5.2(a), but parameters for this tree
structured prior will be different for two distinct values of X.
The detection problem is stated as finding the latent variable value X∗ and body parts
locations L∗ that maximize the posterior, i.e.,
〈L∗,X∗〉 = arg max
L,X
p(L,X|I) = arg max
L,X
p(I|L,X) p(L,X), (5.1)
where I is the image, L = {li} and i are body parts corresponding to nodes shown in
Fig 5.2(a). Each body part configuration li is described by an oriented rectangle comprising
the center of the rectangle (u, v) and its orientation θ.



















where the likelihood is independent of the latent variable X and the CFM assumes that
image appearances among body parts li are independent. In the above equation, V is an
index set for the body parts of the 2D human model, which corresponds to the set of vertices
shown in Fig. 5.2(a). The set of edges ET is shown in Fig. 5.2(a), and EX is a subset of
ET . Edges from EX have both end vertices forming a clique with the latent variable X
in Fig. 5.2(c). The prior is factorized according to the graphical model in Fig 5.2(c), and
parameters for the common factor X are learned from data [86]. The compatibility function
φij between two body parts is defined based on the distance Yij between the joint locations
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Tij(li) and Tji(lj), i.e.,
Yij = Tij(li)− Tji(lj). (5.2)
The transformation Tij shifts the body part center to the joint position, i.e.,
Tij(li) = Tij([u, v, θ]



















In the above equation, Rθ is the rotation matrix by θ angle, uij and vij are connection
parameters that are learned from a tree structured prior (see Section 3.1.2 for a review). The
definition for the transformation Tji is similar to Tij and details are given in (Section 3.1.2).
For edges that are not involved with the common factor, the compatibility function is given
by
φij(li, lj) = N (Yij; 0,Σij) , (5.4)
where Σij is a diagonal matrix learned from data [37], and N is the Gaussian function. For
edges that are involved with the common factor X, the potential function is given as
φij(li, lj ,X) = N (Yij −AjX; 0,Ψj) , (5.5)
where Aj is part of the loading matrix A learned from data, as defined in the next paragraph.
5.1.1 Learning the Loading Matrix
The Common Factor Model attempts to explain correlations among the four upperlimbs
LUA, RUA, LUL, RUL being attributed to a latent cause (see Figure 5.2(c)). This latent cause
can be modelled using standard Common Factor Analysis (see e.g., the textbook [59] for a
review).
The configurations of the four body parts llua, lrua, llul, lrul are related to the common
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= µ + AX + e, (5.6)


























is the factor loading matrix. The factor loading matrix A and the covariance Ψ are unknowns
to be recovered by the Common Factor Analysis. The other unknown, which is the mean
vector µ, can be set to zero vector, since we will preprocess the training data to recenter it
such that the set of training vectors have zero mean.
In order to learn the loading matrix A, the configurations for the four body parts llua,
lrua, llul, lrul are stacked up into a 12 dimensional vector. Suppose there are m training
instances, then a 12×m matrix is formed and Common Factor Analysis is applied on this
matrix to recover the loading matrix A and covariance matrix Ψ. If the dimension of the
common factor X is two, then the resulting loading matrix A will have dimension 12×2, and
the covariance matrix Ψ will be a 12×12 matrix. Therefore, Alul denotes the corresponding
3 × 2 sub matrix of A whose rows correspond to the stacking order for the body part left
upper leg (lul). The covariance sub-matrix Ψlul will be a 3× 3 square matrix that includes
the diagonal entries of Ψ whose rows correspond to the stacking order for lul.
5.1.2 Messages and Dynamic Programming in the CFM
In this section, we review the message passing algorithm applied on the tree structured
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Figure 5·3: The boxes show the messages passed during an iteration of
the Belief Propagation algorithm for a fixed value of the common factor X.
Bold boxes indicate messages parameterized by the common factor X.
to find the best body part location L∗ and common factor X∗ that maximize the posterior
p(L,X|I). This is equivalent to minimizing the negative log posterior, which is











dij(li, lj ,X), (5.8)
where c(·) is the negative log of the prior p(X), mi(·) is the negative log of the likelihood,
and dij(·) is the negative log of the compatibility function.
Given a fixed value X for the common factor, the resulting graphical model is a tree.
Therefore, dynamic programming can be used to find the MAP solution. The dynamic
programming proceeds from leaves to the root and intermediate results from the dynamic
programming can be interpreted as messages being passed from leaves up to the root. These
messages can be efficiently computed via the distance transform [37]. The types of messages
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if j is an internal node with children Cj
and common factor X,
(5.9)
where Tij and Tji are operators that bring the coordinates of body parts into ideal alignment
at the joint, TAjX is the translation induced by the common factor X, and D is the distance
transform operator. All of these are defined as
T −1ij [f ](lj) = f(T−1ij (lj)), Tji[f ](lj) = f(Tji(li)), (5.10)
Txj [f ](lj) = f(lj −AjXj), D[f ](lj) = min
li∈G
f(li) + ||li − lj ||2,
where G represents grid positions on which the function f is sampled. Note the notational
difference between Tij (in calligraphic script) and Tij (in regular font); they are conceptually
different as the operator Tij transforms one function into another, whereas the function Tij
transforms coordinates. Lastly, the operators are applied from right to left, i.e., for the
chain of operations, T −1ij TAjXDTji[f ], the operator Tji is applied first, followed by D, TAjX
and T −1ij .
We can visualize the messages created during the Common Factor Inference. The left-
most image in Figure 5·4 depicts the original image containing a human figure. The middle
image depicts the unary cost (the output from the torso detector at an orientation of 7.5
degrees). The rightmost image depicts the message created by applying the distance trans-
form on the unary cost. Applying the distance transform on the unary cost image has the
effect of bluring the unary cost image.



























I m(ℓc;I) µc(ℓp) = D[m(ℓc;I)]
Figure 5·4: Visualizing a message that is created during the Common
Factor Model inference.












Once the best solution for the root is found, the algorithm backtracks down the tree to
recover the corresponding values for other body parts.
5.2 Faster Inference for the Common Factor Model
We propose a method that speeds up the inference algorithm of Lan and Huttenlocher [86].
First we briefly review the inference algorithm of Lan and Huttenlocher. During inference,
values are sampled from the latent variable X and for each sample value, an iteration
of dynamic programming (DP) is performed. For each DP iteration, the messages are
created from scratch by applying distance transforms [37]. Overall, the number of distance
transforms required scales linearly with the sample size of the common factor, i.e., s(n− 1)
distance transforms are required, where s is the sample size for the common factor X and
n is the number of body parts.
We propose a method that reduces the number of distance transforms required. Our
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µ(ℓ, [0, 0]) µ(ℓ, [15, 15]) µ(ℓ, [10,−20]) µ(ℓ, [−10, 20])
Figure 5·5: Changing the values of the latent variable causes a shift in the
original message created.
method only requires computing n−1 distance transforms, i.e., independent of the number
of samples size s for X. This is a significant speedup because s scales exponentially in the
dimension of the of the common factor X. This speedup is possible because varying the
values of X has the effect of shifting the messages (see Figure 5·5), and secondly, distance
transforms are shift invariant. Therefore, new messages can be created by simply shifting
the previous messages. Computationally, shifting is more efficient than DT because shifting
has O(1) time complexity (where we only need to update the offset for the array), compared
to O(h) time complexity for DT, where the algorithm has to visit all the h entries in the
array (typically, h ∼ 106 for the examples we are testing on).
The next section gives the proof for shift invariance of distance transforms. Following
that, we describe the inference algorithm.
5.2.1 Distance Transforms are Shift Invariant
We prove that the distance transform of a sampled function is shift-invariant under some
fairly mild conditions that are usually satisfied in practice. Let D be the distance transform
operator, where
D[f ](p) ≡ min
q∈Ω
f(q) + ||p− q||2, (5.12)
and the function f has finite values on the set of grid positions G, this set of grid positions
G is a subset of the infinite grid Ω. If a grid position p is outside of the set G, then the
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function value f(p) =∞. The operator Tr translates a function f by r, that is,
Tr[f ](p) ≡ f(p + r). (5.13)
Proposition 1 Suppose f is a function sampled on the grid G, where f(p) < ∞ if p ∈ G,
and f(p) = ∞ if p /∈ G. Let D be the distance transform operator, and Tr be a translation
operator for translation of r units, then the distance transform operator commutes with the
translation operator, i.e., DTr[f ](p) = TrD[f ](p).
Proof Starting from LHS,
DTr[f ](p) = D[g](p) (where g(x) ≡ f(x + r)) (5.14)
= min
v∈Ω
g(v) + ||p − v||2 (5.15)
= min
v∈Ω
f(v + r) + ||p− v||2 (5.16)
= min
(q−r)∈Ω
f(q) + ||p + r − q||2, (where q = v + r) (5.17)
= min
q∈Ω
f(q) + ||p + r − q||2, (5.18)
= min
q∈G
f(q) + ||p + r − q||2. (5.19)
The first equality (Equation 5.14) results from applying the translation Tr (defined in
Equation 5.13) to the function f . The second equality (Equation 5.15) uses the definition
of distance transform (defined in Equation 5.12). The third equality (Equation 5.16) uses
the definition of g(·) (defined in Equation 5.14). The fourth equality (Equation 5.17) uses
a change of variables q = v + r. The next equality Equation 5.18 holds because when we
change the constraint (q−r) ∈ Ω to q ∈ Ω, the result of the minimization is unchanged since
the two sets {q|(q − r) ∈ Ω} and {q|q ∈ Ω} are equal. The last equality (Equation 5.19)
holds because the set differences between these two domains Ω and G corresponds to a
set of infinite values. Since infinite value grid positions do not affect the outcome of the
minimization, therefore the these infinite value grid positions can be removed.
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Continuing our proof on the RHS,
TrD[f ](p) = Tr[h](p) whereh(p) ≡ min
h∈Ω
f(q) + ||p− q||2 (5.20)
= h(p + r) (5.21)
= min
q∈Ω
f(q) + ||p + r − q||2, (5.22)
= min
q∈G
f(q) + ||p + r − q||2, (5.23)
where the last equality holds because when going from the domain Ω to G, we have removed
grid points that correspond infinite values. Since these infinite values do not affect the result
of the minimization, therefore, they can be removed.
Since the LHS and RHS are equal, the operator D commutes with the operator Tr. 
5.2.2 Faster Inference
We now describe how to exploit the shift invariance property of the distance transform to
speed up the inference algorithm. Within different iterations of the inference algorithm,
messages originating from the leaves do not change (Fig. 5·3); only messages affected by
the common factor X are recomputed. Those messages affected by the common factor are
recomputed using the chain of operators T −1ij DTxjTji. Notice that the distance transform
operator D is applied after the translation operator Txj ; therefore, based on this chain of
operations, when the common factor X changes, a distance transform operation is required
to compute the new message. Since the distance transform is shift invariant, we can rewrite
the messages involving the common factor X as
µ
j→i






where the positions of the operators D and Txj are swapped, i.e., the operator D has been
pushed inwards to the right. Conceptually, this means that we can memoize the result of
DTji[f ] as this does not vary with the common factor X, and for varying X, we only need
to apply the operator T −1ij Txj to the memoized DTji[f ]. Computationally, this translates
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Cost : 23.6948 Cost : 22.1067 Cost : 23.9326 Cost : 24.1685 Cost : 22.9213 Cost : 20.8888 Cost : 21.2689
Figure 5·6: Human pose prior affects the detection results. Row 1 shows
the optimal pose detected. Row 2 shows the mean of the tree structured
Gaussian prior for the human pose. Notice that the most visually appealing
solution (center image) does not correspond to the configuration with the
lowest cost.
to substantial savings because for each new message to be created, we only require the
translation operator T −1ij Txj . Overall, only n − 1 distance transformed messages need to
be computed, for n body parts, compared to s(n− 1) originally, where s is the number of
samples for the common factor X.
5.2.3 Detection using the Multi-Aspect Model
Computing the the maximum a posteriori (MAP) estimate or, equivalently, finding the
lowest cost configuration does not necessarily give the most visually correct solution (see the
example in Fig. 5·6). We remedy this problem using a “sample and test” strategy [37, 21].
First, we sample a set of values for the factors of the CFM and recover the corresponding
set of detection results. Following that, detection results are re-evaluated using additional
constraints.
The detection algorithm is shown in Algorithm. 5.1. The input to the algorithm is a
sample of the latent variable X (line 1). For each value of latent variable from the sample,
one iteration of message passing is performed (lines 5-7). Making use of the shift-invariance
property of the distance transform, we can avoid creating messages from scratch; therefore,
messages sent from the upper limbs to the torso are precomputed (line 4). In each iteration,
the messages from the upper limbs and head are combined at the root (line 6). Messaages
from the upper limb are translated according to the current iteration’s sample value for
the latent variable X. The maximum score is updated accordingly in line 8. When the
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loop terminates, the best score is recovered (line 10) and the corresponding highest scoring
human configuration can be recovered (line 11).
In our implementation, the following constraints are used to re-score the detection re-
sults.
1. Appearance Symmetry: Humans typically wear clothing that is symmetric and
we penalize detection results with dissimilar appearance between the upper arms and
upper legs of the Pictorial Structure. The appearance symmetry constraint was also
used in the previous chapter, in Section 4.4.1. Dissimilarity of appearance between
two body parts is described using the distance between the two Region Covariance
(RC) descriptors [155]. The RC descriptor for a body part is a 5 × 5 symmetric
matrix and involves entries for spatial positions (x, y) and the three color channels of
the image (r, g, b). The distance ρ1 between two RC descriptors C1 and C2 is given
as








where {λi(C1, C2)}i=1···5 are the generalized eigenvalues of C1 and C2, and γ is a
scaling factor chosen empirically to be 0.1.
2. Overlapping Bodyparts: Tree structured Pictorial Structures are prone to the
“over counting of evidence” problem, e.g., the legs typically snap onto the same region
in the image (the same constraint was also used in Chapter 4, Section 4.4.1). We can







for overlapping body parts, where li and lj are the configurations of body parts i and
j, R(·) denotes the rectangular region in the image covered by the configuration of a
body part and | · | denotes the area. The overlap area is computed by first clipping
the rectangle R(li) against R(lj) using the Sutherland Hodgman clipping algorithm
and the resulting polygon gives the overlapping region. The overlap area is scaled to
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Algorithm 5.1 Detection Algorithm for the Multi-Aspect Model.
1: Let X = {X1,X2, . . . ,Xk} be the samples for the common factor.
2: Let C = {lua, rua, lul, rul}.
3: Let pairs = {(lua, rua), (lul, rul)}
4: Compute the messages µ
j→i
shown in Fig. 5·3 with X = 0.













(p) (Tr[·] in Eqn. 5.13 and AiXi in Eqn. 5.5)
7: p∗ = arg min µ′
tor
(p)








ρ2(li, lj) (ρ1, ρ2 Eqn. 5.25,5.26)
9: end for
10: bestscore = min score(k)
11: To recover the pose with the best score, perform a backtracking on the corresponding
messages (similar to backtracking for dynamic programming [37]).
the range [0, 1] by dividing it by the smaller body part’s area.
5.3 Experiments
We use the Iterative Parsing (IP) data set [116] for all the experiments. This challenging
data set contains a large variety of human figures in difficult poses such as baseball pitchers,
sumo wrestlers, etc. The Pictorial Structure parameters are learned from data following [37].
For the body parts detector, we use the code from [4]. All coding is written in Matlab and
the computationally intensive functions such as distance transforms are implemented in
mex code.
For the common factor, we learned a two-dimensional common factor from the training
set in the IP data set. We were able to obtain the viewpoint effect, i.e., varying the first
common factor adjusts the joint position between the upper arms / legs to be closer or
further apart, giving the effect of a viewpoint change from side view to front view (see
Fig. 5·1). Unfortunately, the training data does not contain sufficient variations in the
swing of the arms and legs to learn a common factor for that effect; in contrast, [86] uses
primarily walking sequences as training data and is able to capture the arm swing effect




































For each sub matrix, the three columns are ordered according to (u, v, θ), where (u, v) is the
spatial location and θ is the rotation angle. The loading matrices above can be considered
as idealized versions of those learned from the IP data set, as well as the the loading matrix
published in [86].
5.3.1 Speed Comparison
We compare the running time of the proposed algorithm against [86]. We fix the image (size
454 × 353) and vary the number of samples for the common factor. The plot of running
times versus varying samples for the common factor is shown in Fig. 5·7. The timing
measurements do not include the time required for extracting the features from the image
and running the part detectors on the image. This feature extraction and part detection
step is common to all methods compared in our experiments.
Asymptotically, both algorithms have linear time complexity, but empirically, the pro-
posed algorithm runs significantly faster in practice. For example, when using 10 samples,
we observe a six fold speedup (120 seconds vs. 743 seconds). The speed gap between the
two algorithms continues to widen as the number of samples is increased, e.g., at 20 sam-
ples we observe an eight-fold speedup, and at 35 samples there is a nine-fold speedup. This
linear increase in speedup trend is true for increasing numbers of samples.
5.3.2 Accuracy of Parts Localization
We compare the accuracy of localizing body parts for our algorithm against three state of
the art algorithms: the standard PS model [37], the Common Factor Model [86] and the
work of Andriluka, et al. [4].
In the experiments, the Common Factor Model and our multi-aspect model use the
same parameters for the prior. Samples are drawn from the 2D common factor X as
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Figure 5·7: Comparing the running time for Lan and Huttenlocher’s [86]
inference algorithm with the proposed algorithm for various sample sizes for
the common factor. Both algorithms have linear running time curves but
the proposed algorithm is faster, e.g., six times speedup for 10 samples, eight
times speedup for 20 samples and nine times speedup for 35 samples. The
speedup continues to grow for increasing sample sizes.
follows. First, we sample the first dimension (controlling the aspect) while keeping the
other dimension fixed and values are sampled in the range [−22, 15] at increments of 1.5
resulting in 26 samples. Next, we sample the other dimension that coordinates the swinging
of the arms and legs while keeping the first dimension fixed. Values are sampled in the
range [−18π17 ,
13π
17 ] in increments of
π
17 resulting in 26 samples. Overall, there are 52 samples
chosen for the common factor X. We have found that uniformly sampling the 2D grid to
generate 262 samples is excessive for the walking human figure model; e.g., from a front
view, deformation of the Pictorial Structure due to walking is small. In contrast, these
deformations are more prominent from a side view. Therefore, we concentrate on capturing
prominent deformations in our sampling.
The Common Factor Model picks the maximum a posteriori solution over these 52
samples, but our multi-aspect model re-scores the solution using the ρ1 and ρ2 (Sec. 5.2.3),
and picks the solution with the minimum cost. The localization results are summarized in
Table 5.1. A part is classified as correctly localized when both endpoints of that body part
are within 50% of the length of the body part (similar to [4, 39]).
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Iterative Parsing Dataset [116]
Torso Upper Arms Upper Legs Lower Arms Lower Legs Head Avg
Left Right Left Right Left Right Left Right
FH [37] 78.0 40.5 40.5 62.9 58.5 27.3 25.9 62.0 46.8 64.4 50.7
AN [4] 77.6 48.8 42.9 63.9 58.5 29.3 29.8 60.0 46.3 65.9 52.3
CFM [86] 78.0 43.9 38.0 62.4 58.5 27.8 27.8 61.0 45.9 64.9 50.8
Our Model 81.0 43.9 43.9 68.8 63.9 27.8 29.3 63.4 49.8 67.3 53.9
UIUC Human Pose Dataset [152]
Torso Upper Arms Upper Legs Lower Arms Lower Legs Head Avg
Left Right Left Right Left Right Left Right
FH [37] 73.0 20.5 30.8 49.7 51.7 14.4 17.0 40.4 40.6 63.1 40.1
AN [4] 73.0 21.5 31.2 51.9 52.9 13.8 16.6 41.6 40.8 63.5 40.7
CFM [86] 72.6 19.7 30.2 49.3 50.7 13.6 16.6 40.4 39.1 62.5 39.5
Our Model 73.8 20.7 31.4 52.5 52.7 13.0 15.8 40.2 39.4 63.5 40.3
Table 5.1: Body part detection accuracy in percentages. The upper table
is the localization accuracy results for the Iterative Parsing dataset [116] and
the lower table is the localization accuracy resutls for the UIUC human pose
dataset [152]. A body part is correctly localized when both ends of the limb
are within half the part’s length from the ground truth (similar to [4, 39]).
(FH Row) The standard pictorial structures model with a tree structured
prior. (AN Row) Andriluka (AN), et al. [4]. The results obtained for AN
in the upper table differ slightly from published result because we used our
own implementation of the algorithm.(CFM Row) The Common Factor
Model. (Our Model) Our proposed multi-aspect detection that includes
appearance symmetry and rectangle overlap constraints.
The Iterative Parsing dataset [116] contains 305 images. The first 100 images are used for
training the Felzenszwalb and Huttenlocher’s (FH) [37] model, Andriluka, et al.’s (AN) [4]
model, the Common Factor Model (CFM) [86], and our model. Our approach (Row 3, Ta-
ble 5.1) yields better localization results when compared with the FH and CFM model and
on the average, there is an improvement of 3.9% and 3.1% over FH and CFM respectively.
The difference between the CFM and our algorithm is in the inference step. CFM uses the
MAP solution, but we re-score the solutions using additional constraints therefore improve-
ments in the detection results are attributed to the re-scoring step. Qualitative examples
are shown in Fig. 5·8. When comparing with Andriluka (AN), et al. [4] (Upper table, Row
4, Table 5.1), we have mixed results. AN has better results for localizing upper and lower
arms while we have better results for localizing upper and lower legs. We found that AN’s
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Figure 5·8: Examples where incorporating appearance symmetry and rect-
angle overlap constraints improve detection results. In each pair of image the
left image shows the detection result using the Common Factor Model [86]
and the right image shows the detection result obtained using our multi-
aspect model. For example, in the first pair of images, the person’s left arm
is across the chest and this is correctly detected by our method.
approach suffers from the “scattered body parts” problem, which arises because AN’s in-
ference algorithm maximizes the marginal posterior and spatial constraints between body
parts are not strictly enforced. This results in solutions where body parts are not tightly
grouped together. We show more of these examples in Fig. 5·9. Our detection results do
not suffer from this problem.
The UIUC human pose dataset [152] contains 593 images. We use the first 100 images
for training all the models, i.e., FH, AN, CFM and our model. The remaining 493 images
are used for the accuracy localization experiments. When we compare our results with the
CFM model, we observe improvement in the localization accuracy for many of the body
parts; in particular, there is improvement in the left and right upper legs (2.9% and 2%
respectively). Our average detection accuracy is very close to FH and AN. We suspect
that the reason for the three methods, i.e., FH, AN and our model, to have the same level
of performance is due to the wide variety of arm poses in the data, i.e., there are many
images that contain badminton players with their arms up in the air. Therefore, the prior
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Figure 5·9: Examples of the “scattered body parts” problem present in
Andriluka, et al.’s [4] detection method. In each pair of image the left
image shows the detection result using Andriluka, et al.’s method and the
right image shows the detection result obtained using our multi-aspect
model.
for all the three models is not appropriate for this dataset, i.e., FH and AH prior models
are humans standing in an upright position with hands by the side. For our model, we have
a walking human figure with hands swinging.
5.4 Summary
In this chapter, we described an algorithm for performing inference in the Common Factor
Model. Our algorithm is substantially faster than the original CFM algorithm in [86]. The
key observation for speeding up the CFM inference algorithm is that messages created for
the CFM are shift invariant. This observation allows us to reuse messages instead of creating
them from scratch. We empirically verified the speedup in our experiments, where we obtain
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a speed up of as much as 9 times faster than the original CFM algorithm. Secondly, we
also showed that by reweighting the output samples of the CFM with additional constraints
such as appearance symmetry and imposing penalty on overlapping bounding boxes lead
to improved localization accuracy for the body parts in the Iterative Parsing dataset.
Chapter 6
Discussion and Future Work
In this final chapter, we will summarize the two key contributions of the thesis: a Branch
and Bound algorithm for recovering the global minimum solution of an energy cost function
associated with a loopy graph, and an improved message passing algorithm for the Common
Factor Model. Following that we will describe the major strengths and weaknesses of the
two algorithms as well as the lessons learned from the work we have described. Following
that, we will outline ideas to extend our techniques to more general energy minimization
problems. Finally, we will point out some open questions and interesting directions for
future research.
6.1 Main Contributions
The focus of this thesis is on developing fast and practical algorithms for minimizing energy
cost functions associated with loopy graphs for human parsing in images.
The first algorithm we propose is a Branch and Bound (BnB) algorithm. The BnB
algorithm recovers the global optimal solution for a non-tree model. The algorithm con-
verges quickly in practice. While there are exisiting algorithms, such as the Junction Tree
and Non-Serial Dyanmic Programming, that also recover the global optimal solution, what
sets our algorithm apart from these algorithms is that our BnB algorithm can handle large
problem sizes and runs very fast in practice. For example, in our experiments, we set the
number of candidate locations h to more than one million possible positions. Even with
such a large number of candidate positions, the BnB converges typically in less than 100
seconds for the test images on our dataset; note that in the worse case our BnB algorithm is
an exponential time algorithm. There are also approaches that use approximate techniques
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such as Loopy Belief Propagation and Tree Reweighting. In practice, the running time of
these algorithms is slower than our BnB algorithm. For example, the Loopy Belief Prop-
agation algorithm uses multiple rounds of message passing and for edges that cannot use
the generalized distance transform to quickly create the messages, the message generation
will take quadratic time O(h2). This is a drawback for large scale problems where h ∼ 106.
We test the effectiveness of the BnB algorithm by applying it to minimize the energy
cost function of loopy graph model that we have created for human parsing graph model.
This loopy graph model extends the tree structured Pictorial Structure by adding two types
of pairwise functions to combat the overcounting of evidence problem, i.e., the overlapping
rectangles penalty and the appearance symmetry constraint. We show that the loopy graph
model we constructed helps to improve the accuracy of when compared to a tree structured
model.
The second algorithm we proposed is a message passing algorithm for the Common
Factor Model (CFM). Our algorithm exploits the shift invariance property of the generalized
distance transform to provide a speedup for the CFM inference algorithm; consequently,
we can solve a CFM whose latent variable has a greater number of dimensions than the
original algorithm [86]. Note that the sample size increases exponentially with the size of
the dimension, e.g., if k samples are required for a 1D latent variable, then k2 samples are
required a 2D latent variable. The increased number of latent variable dimensions allows us
to represent effects such as the multi-aspect modeling for a human figure, e.g., front view,
side view, oblique view etc, and coordinated movement such as the arms swinging.
6.2 Strength and Limitations
For our Branch and Bound (BnB) algorithm, the spanning tree chosen for the lower bound
consists of all the kinematic edges in the Pictorial Structure model. This is primarily for
efficiency reasons: the DP table is constructed in linear time [37] using the generalized dis-
tance transform. In general, computing the dynamic programming tree can take quadratic
time for general pairwise cost functions. The quadratic time complexity is impractical in
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our case because of the large number of candidates for each body part (∼ 106). But our
technique should work for any choice of spanning tree. In future work, algorithms could
be developed to choose the spanning tree automatically, e.g., using learning techniques.
Potentially, these other spanning trees may incur the quadratic computational cost in com-
puting the DP table. Thus, the choice of spanning tree must balance between complexity
of computing the DP tables and the tightness of the bound. In our experiments, we found
that the spanning tree we propose strikes a good balance and yields the optimal detection
and pose estimation in a reasonable amount of time, i.e., within minutes, rather than hours
or days.
For the second algorithm, it is designed to specifically solve the maximum a posteriori
estimation problem. Therefore, the algorithm only requires messages to be passed from the
leaves to the root. In other cases, users may want to choose the max-marginal algorithm
that involves two rounds of message passing, i.e., from the leaves to the root and then
finally from the root back to the leaves. In the case when two rounds of message passing
are required, then the messages passed from the root to leaves cannot be computed using
a shift; therefore, more analysis is required to examine how these messages change from
iteration to iteration and from there understand how to reuse these computations.
6.2.1 Tradeoff between Prior Terms and Data Terms
In the energy cost function of the models used in our expriments, there are likelihood terms
(also know as data terms) that are dependent on the image and there are prior terms that
are independent of the image.
Both the prior terms and data terms are crucial to the performance of the human parser.
For example, in the tree structured Pictorial Structure model, if we remove all the prior
terms, then the human parser will recover the position of each body part independently
and pick the location for each body part that has the smallest energy cost. The resulting
solution may not resemble a human figure because the arms may be stacked together or the
body parts may be located far away from each other.
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In our experience, for a tree structured model, e.g., the Pictorial Structures model of
Felzenszwalb and Huttenlocher [37], the unary data terms (which correspond to the output
of the part detectors) are crucial for good localization performance. The role of the prior
term is mainly to group the body parts tightly together; therefore, a general rule of thumb
is to set the weights for the data terms higher than the prior terms.
In the case of graphs with loops, from our experience, we observed that it is difficult
to create an effective model that balances the tradeoff between the data terms and the
prior terms. For example, in the model created for the Branch and Bound algorithm (Sec-
tion 4.4.1), we augmented the tree structured model of Felzenszwalb and Huttenlocher [37]
with two different types of pairwise terms. The first type is a prior term that penalizes
overlapping rectangles (Equation 4.20) and the second type is a data term that encourages
appearance symmetry (Equation 4.19). Removing either of these two terms will break the
delicate balance. For example, only enforcing the appearance symmetry term will encourage
the legs to stack ontop of each other, and only enforcing the rectangle overlapping penalty
will force the limbs to be apart but may result in one of the limbs snapping onto clutter in
the image.
Ideally, we would like to design data mining algorithms to automatically extract useful
pairwise relationships and automatically build a well balanced model from training data.
Currently, we have seen very little activity in this area of automatically building a human
parsing model, but there are some closely related works, e.g., Ramanan and Forsyth’s
work [118] on using temporal coherence to build appearance models of animals, and Sturm
et al.’s work [141] on learning kinematic models for articulated objects.
6.2.2 The Class of Model Handled by Our Branch and Bound Algorithm
From a practical standpoint, the class of energy minimization problems solvable by the
Branch and Bound technique described in Chapter 4, can be characterized by the ratio of
the global optimal energy cost E(L∗) over the initial tree structured energy cost LB(Ω)
(see Section 4.4.4). Our experience suggests that energy cost functions of graphs that have
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a small number of loops and a small ratio are good candidates to solve using our BnB
method.
The second consideration is the choice of spanning tree. In our experiments, due to
the large number of candidate locations h ∼ 106, we chose a spanning tree for which
all the messages in the Min-Sum algorithm can be computed in O(h). Instances for which
messages can be computed in O(h) using the distance transform are determined by the type
of pairwise prior term used, i.e., the dij(li, lj) terms. The fast distance transform algorithm
can be used when dij is ℓ1 norm, ℓ2 norm, the box distance (defined by d(p, q) = 0 when
|p − q| < a and ∞ otherwise), or the robust distance d(p, q) = min(c(p − q)2, a|p − q|+ b)
(proofs and details are available in [36]).
In practice, if the candidate location set is small and a quadratic O(h2) running time
algorithm for computing messages is sufficiently fast, then we should pick a spanning tree
that minimizes the ratio E(L∗)/LB(Ω) mentioned previously.
Ideally, the choice of spanning tree should be learned from a set of training images,
i.e., the learning algorithm will pick the set of spanning tree edges from a complete graph
that maximizes the ratio E(L∗)/LB(Ω). It will be interesting to investigate how to design
an efficient algorithm for finding the best spanning tree or determine that the problem is
NP-hard and find an approximate algorithm. Note that brute force search will not work
in this case because for a graph with n vertices, there will be nn−2 possible spanning trees
(using Cayley’s formula).
6.2.3 Benefits of Exact Inference
In this thesis, we have developed two algorithms for exact inference that run very fast in
practice. The benefits of developing fast exact inference algorithms are twofold. Firstly, for
each of the algorithms we have developed, we can recover the global optimal solutions for
a class of energy functions. Therefore, within this class of energy functions, we can design
effective human parsers and quantify the effectiveness of these human parsers using the
localization accuracy for each body part (as we have done in the experiments). In contrast,
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approximate techniques are less desirable in this scenario because the solution returned by
the parser may contain approximation errors and it may be difficult to tease apart modeling
errors from approximation errors.
The second benefit of developing an exact inference algorithm is that we can extend
our toolbox for designing approximation algorithms for more general energy minimization
problems. For example, the Dual Decomposition technique [82] (Section 6.3.1), decomposes
a dense loopy graph into a set of tree structured subproblems. This set of tree structured
subproblems is chosen since these subproblems admit efficient algorithms for recovering the
global optimal solutions. In fact, this set of tree structured subproblems can be replaced by
sparse loopy graph problems similar to those that are solvable with our Branch and Bound
algorithm. We would expect that a using a set of loopy graphs as subproblems in the
Dual Decomposition framework will yield better solutions when compared to the original
approximation algorithm that employs tree structured subproblems. This remains a topic
for future investigation.
6.3 Broader Implications
Even though in this thesis we have focused on the human parsing problem, our ideas for
speeding up computation for energy minimization algorithms can be applied to more general
problems. We highlight two techniques for minimizing general energy functions that can
benefit from ideas presented in this thesis.
6.3.1 Dual Decomposition For Approximate Energy Minimization
Dual decomposition is a technique for approximate energy minimization popularized by
Komodakis, et al. [81] in the computer vision literature. The core techniques are well
established (see e.g., Chpt 6.4 of the textbook by Bertsekas [19]). The basic idea is to
decompose a hard optimization problem into smaller sub-problems and these sub-problems
can be solved efficiently. Komodakis, et al.’s chooses spanning trees as sub-problems.
We can choose more general graphs as sub-problems. For example, researchers have
118
(a) Interaction graph with
loops.
(b) Spanning trees extracted from original interaction graph.
Figure 6·1: Dual decomposition based on decomposing the loopy graph
into spanning trees.
used outer-planar graphs [11] and we can extend the choice of sub-problems to sparse loopy
graphs similar to those used in Chapter 4. Choosing sub-problems that are more general
that trees can provide a better approximation, for example, in [11], the experiments suggest
that using outer-planar graphs as sub-problems provide better approximation than using
trees as sub-problems. We believe that similar results will also hold if we choose sparse
loopy graphs as sub-problems.
We will describe the Dual Decomposition strategy of Komodakis, et al. [81] in greater
detail. The basic idea is to decompose the hard problem based on the interaction graph
of the energy cost function. From the orginal loopy graph, spanning trees of the graph
are chosen and the associated energy cost function of these spanning trees will form the
set of sub-problems (see Figure 6·1). More concretely, suppose we have a general energy











where the graph G = (V,E) can contain loops. We select a set of spanning trees {Tk}nk=1












where n is the number of spanning trees chose, and the value Cij is the count of how many
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times the edge (i, j) appear in all the spanning trees; for example, in the example shown







s.t. L = L(k), for k = 1, · · · , n, (6.4)
where the original variable L has been duplicated n times into L(1), · · · , L(n), and the
constraints to are used to enforce equality across all the duplicated variables.
We observe that if the constraints are removed, then the problem decouples and we have
n number of tree structured problems. Therefore, we allow the constraint to be violated
























and after rearranging the terms in the second equality, we can remove the optimization over
the variable L by minimizing it as it is independent from the other minimization variables
L(1), · · · , L(n). We also observe that in order for the value of g({λk}nk=1) to be finite, then
∑n
k=1 λ
k = 0, otherwise, if the condition is not satisfied, the value of g(·) is unbounded,













We set up the Lagrangian dual problem by maximizing over the Lagrangian dual over












Ek(L(k)) + λkL(k). (6.9)
The dual problem in Equation 6.8 is always convex and the optimum value provides a
lowerbound to the original problem in Equation 6.2 (see e.g., [19]). The dual problem








where ∇gi(λi) is a subgradient of gi(·) at λi, and [·]Λ is the projection operator. The
subgradient can be easily computed because
∇gk(λk) = L∗(k), (6.11)
where L∗(k) is the optimal solution to the subproblem in 6.9 (see [81] for a proof).
In summary, Komodakis, et al.’s method optimize a surrogate function in 6.8, that
returns a lowerbound on the original problem in 6.2. The optimization consist of iteratively
updating the dual variables using the projected subgradient in 6.10 and each update requires
solving a smaller tree structured sub-problem in 6.9.
In the framework outline above, instead of choosing spanning trees as sub-problem, we
can alternatively choose sparse loopy graphs similar to those used in Chapter 4 and the
derivations will all still hold.
6.4 Interesting Directions for Future Research
There are many interesting directions that one can pursue with regards to the human
parsing problem (other than developing efficient algorithms for minimizing the energy cost
function of loopy graphs).
6.4.1 Incorporating Scale Into the Models
The scale parameter can be used to handle three different phenomena, i.e., foreshortening
of the limbs, anthropometric differences in body part lengths, and variation in the size of
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the human figure in the image.
For handling the foreshortening effect, a scale parameter can be incorporated into each
body part model. Therefore, each body part descriptor will be augmented with a scale
parameter s, and the new body part descriptor is (u, v, θ, s). Adding the scale parameter
in this case will affect neither the correctness of the Branch and Bound algorithm nor the
inference for the Common Factor Model. From a practical standpoint, more computation
time will be required, i.e., including scale in the model will increase the number of candidate
locations. For example, if we consider a 320×240 image, then discretizing the (u, v, θ) space
will result in 320 × 240 × 24 ≈ 1.84 × 106 candidate locations. If we introduce the scale
parameter (with a discretization of ten levels), then we increase to 1.84 × 107 candidate
locations. Furthermore, computing the unary cost tables will involve applying all body part
detectors at multiple scales.
For handling scale changes due to anthropometric differences in body part lengths, we
can learn a prior over the scale values among the different body parts. For example, we
can learn a joint distribution of scale values for all the body parts. This type of modeling
has been used in [9] and it can also be used in the Pictorial Structures (PS) model or the
Common Factor Model (CFM). In these two models, the joint distribution of the scale
values can be incoporated as a prior term. Thus, when optimizing the energy cost function
for the CFM and PS model, the anthropometric proportions of the human limbs can also
be taken into account. The cost of incorporation this prior will depend on the factorization
of the joint distribution. If the joint distribution can be factorized into a tree structured
distribution, then adding this joint distribution to the tree structured Pictorial Structure
model will not increase the time complexity of the inference algorithm. In the other case
when the joint cannot be factored into a tree structured model, i.e., the graph contains a
loop, then adding the joint distribution to the tree structured Pictorial Structure model
will increase the time complexity for inference.
For handling the global size of the human figure, we can apply our human parsing
algorithm at different scales by resizing the image. The key difficulty with this approach is
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how to choose the quantization for the scale. In the current literature, a popular approach
is to first recover a bounding box that contains the human figure using a coarse human
figure detector (e.g., [39]), as this bounding box will provide information about the scale
of the human figure. Unfortunately, the bounding box approach does not solve the scale
problem completely because a user must define a set of scales a priori for the bouding box
search. It will be an interesting research direction to design efficient techniques to search for
the correct scale automatically and remove the need to preselect a sample set of scales. One
way to approach this problem is to set the scale parameter to be a continuous parameter,
then the energy minimization problem will consist of continuous and integral variables.
This type of problem can be posed as a mixed-integer program and efficient approximation
techniques are known (see e.g., [108]).
6.4.2 Variable Structure Problem
One problem is the variable structure problem. The term variable structure refers to the
case when the number of body parts in the model may change. Take for example the
case when applying the human parsing algorithms on an image that contains a side view
of a person. In this case, the arm on one side of the person may be missing from the
image due to self-occlusion; therefore, the human parser should only return a solution
that localizes the body parts that can be seen in the image. Another example is that a
person may be sitting with his hands folded across his chest; such a poses is very hard
to resolve correctly and even detect correctly. There are some initial works done on the
tackling the variable structure problem, e.g., [60] uses a mixture of Pictorial Structures.
In the mixture of Pictorial Structures, each Pictorial Structure can have different parts.
But in that framework, the difficult problem of detecting self-occlusion has not been solved
and current human parsing algorithms are not well equipped to handle the self-occlusion
problem.
There are Human Parsing algorithms that recover 3D models. These either have very
long running times, e.g., [89] or require background subtraction, e.g., [1]. An open problem
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in this area is how to design a practical algorithm that runs fast in practice and does not
require background subtraction.
Another interesting direction for research is extend human parsing algorithms to video
sequences. This type of tracking in video is known as known as “Tracking by Detection”
(TOD) (see e.g., [117]). The basic idea is to recover the human configuration in each video
frame by running the human parsing algorithm independently. The benefit of TOD is that
the it removes the need to model motion prior that is present in conventional tracking
algorithms e.g., Kalman Filter and Particle Filtering [66]. The side effects of TOD is that
the motion track is jittery due to running an independent human parser in each frame. A
principled way to handle this side effect is to pose the whole tracking problem in terms of
a Dynamic Bayesian Net, which essentially connects the body parts of two adjacent time
frame Pictorial Structures with temporal constraints, e.g., [132]. There are many algorithms
that solve the inference problem in Dynamic Bayesian Nets approximately. Nevertheless, it
remains an open problem to design a practical algorithm that recovers the globally optimal
solution for such Dynamic Bayesian Nets quickly in practice.
6.4.3 Incorporating Interaction and Domain Prior
The human parsers proposed in this thesis recover human figures independent of other
objects in the image. Therefore, another interesting research direction is to improve the
human parsing algorithms by taking into account factors such as whether a person is in-
teracting with another person, or whether the person is interacting with an object. There
are some related works done in this direction, for example Yao and Fei-Fei’s work [165] on
recgonizing human and object interactions, and Yao and Fei-Fei’s work [164] that considers
people playing musical instruments.
When the domain for the activity is known, then the human parsing algorithm can
leverage on this prior knowledge. For example, in racquet games such as badminton, squash
or tennis, the position of the racquet in the image gives alot of clues about the position
of the hands and in turn the position of the other body parts such as head and torso. In
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other games, there is a strong bias towards certain poses, for example in speed skating,
the athelete often leans forward and both hands are behind his or her back. All these
observations are customized for each domain and ideally, we want to design algorithms that
can automatically pick out all these domain cues from training data.
Human parsing remains a fertile area for future research and many issues and problems
are waiting to be explored and solved.
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