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Craig A. Nordeen 
University of Connecticut, 2013 
 
 
 
A practical thermodynamic cycle model of a rotating detonation engine (RDE) is developed 
for the purpose of predicting performance and understanding flow field behavior. The cycle 
model is based on a heuristic analysis of a RDE numerical simulation. The model is compared to 
the simulation and to laboratory experiment with good results. 
The RDE constrains a detonation wave to rotate inside a cylindrical annulus, has no moving 
parts and requires a single ignition sequence. Thrust is produced continuously and at high 
frequency. The simplicity of the RDE offers the possibility of a practical detonation engine with 
efficiencies that exceed conventional Brayton cycles.  
A RDE numerical simulation (courtesy of the Naval Research Laboratory) is post-processed 
to yield the underlying thermodynamics. The time-accurate numerical simulation is averaged 
over many cycles. A Galilean transformation is applied to the time-averaged solution to produce 
a solution field in the rotating frame of reference. Streamlines are created in the transformed 
solution field. Velocity, pressure and temperature are extracted along the streamlines. Pressure-
volume and enthalpy-entropy diagrams are plotted to expose the simulation thermodynamics.  
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The results are found to be consistent with the conservation of rothalpy as the fundamental 
statement of the conservation of energy in a rotating frame of reference. The signature of 
rothalpy in the RDE is shown to be a small amount of azimuthal flow or swirl. The change in 
flow field swirl is shown to be proportional to the change in stagnation enthalpy and consistent 
with the Euler turbomachinery equation. 
The simulation analysis supports the construction of an analytical model based on a modified 
ZND (Zel’dovich-von Neumann-Döring) detonation theory. This theory is combined with the 
concept of rothalpy. The result is a realistic thermodynamic cycle model with a theoretical basis 
for performance prediction and an explanation of the flow field structure. The RDE cycle model 
is analytical, thermodynamically one-dimensional, steady-state, and independent of geometry 
and heat release rate. 
The performance of the modified ZND cycle model is within 3% of the numerical simulation 
and in good quantitative agreement with experimental test results at the Air Force Research 
Laboratory Detonation Engine Research Facility.  
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NOMENCLATURE 
 
a   =   throat-­‐to-­‐wall  area  ratio    
A   =   area,  m2  
c   =   speed  of  sound,  m/s  
CJ   =   Chapman-­‐Jouguet  
CP   =   Constant  pressure  specific  heat,  J/kg/K  
Cv   =   Constant  volume  specific  heat,  J/kg/K  
D,D   =   detonation  velocity,  m/s  
Dia   =   diameter,  m  
E   =   total  volumetric  energy,  J/m3  
F,F   =   force,  N  
ge   =   acceleration  of  gravity,  m/s2  
h   =   enthalpy,  J/kg  
hI   =   rothalpy,  J/kg  
hw   =  windthalpy,  J/kg  
I   =   rothalpy,  J/kg  
Isp   =   specific  impulse,  s  
K   =   RH  equation  variable  
m   =  mass,  kg  
ṁ   =  mass  flow,  kg/s  
M   =  Mach  number  
OPR   =   overall  pressure  ratio  
P   =   pressure,  Pa  
qadd   =   heat  of  combustion,  J/kg  
qrej   =   heat  of  rejection,  J/kg  
?   =   non-­‐dimensiona  heat    
q   =  heat  flux,  J/m2/s  
r   =   radius,  m  
RH   =   Rankine-­‐Hugoniot  
s   =   entropy,  J/kg/R  
S   =   RH  equation  variable  
t   =   time,  s  
T   =   temperature,  K  
u   =   velocity,  m/s  
U,  U   =   frame  of  reference  velocity,  m/s  
v   =   simulation  velocity  in  laboratory  frame,  m/s  
vN   =   von  Neumann  
V,  V  =  velocity  in  laboratory  frame,  m/s  
W,  W   =velocity  in  reference  frame,  m/s  
x   =   ρ1/ρ,  P-­‐v  diagram  abscissa  
y   =   P/P1,  P-­‐v  diagram  ordinate  
ZND  =   Zel’dovich-­‐von  Neumann-­‐Döring  
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Greek  Notation  
α,  β   =  ?,?  swirl  angle,   radians  
γ   =   specific  heat  ratio    
?   =   reaction  progress  
η   =   RH  equation  variable 
η   =   thermal  efficiency 
ρ   =   density,  kg/m3  
?   =  mixedness  
ω   =   angular  velocity,  radians/s  
?   =   reaction  rate,  moles/m3/s  
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1,2   =   upstream,  downstream  
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P,R   =   products,  reactants  
s,  t,   =   static,  stagnation  properties  
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Chapter 1 Concepts and Definitions 
1.1 Introduction 
The rotating detonation engine is theoretically capable of thermal efficiencies of up to 20% 
greater than the performance of conventional deflagration-based cycles [1,2,3,4,5]. The RDE was 
first examined in the 1950’s at the Lavrentyev Institute of Hydrodynamics in Siberia [6] and the 
University of Michigan [7]. Experimental and theoretical work continues at more than a dozen 
institutions worldwide [8,9]. 
 
Figure 1–1 a) Computed RDE temperature [5], b) PW Seattle Aerosciences Center 
Experimental RDE rig*, c) Exhaust plume [10] 
The RDE confines a detonation wave to an annular cylindrical chamber, as shown in Fig. 1–
1a). Reactants are introduced to the chamber through an injection head at one end, and exhaust 
products are expelled through the open end of the annulus in Figs. 1–1b) and c). Acceleration of 
the gases is accomplished by expansion after the compression and heat addition in the detonation 
wave. The expansion of the detonation exhaust creates a supersonic flow without a 
                                                
* Photo courtesy of AFRL Detonation Engine Research Facility 
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corresponding area increase in the annulus. The area increase occurs in the rotating frame of 
reference. 
This work presents the results of a heuristic analysis of RDE numerical simulation. The 
numerical simulation results are found to be consistent with the conservation of rothalpy. 
Rothalpy is the expression of the conservation of energy in a rotating volume. The concept 
enables a steady-state analysis of the numerical simulation and the creation of a corresponding 
thermodynamic cycle. 
Rothalpy is derived from the Euler turbomachinery equation. We have found that rothalpy 
and the related Euler turbomachinery equation have general forms that are statements of 
conservation in a moving frame of reference. The application of these equations to 
turbomachinery is a special case. 
The signature of rothalpy and the Euler turbomachinery equation is the generation of swirl. 
Swirl is the azimuthal velocity in flow through a rotating control volume. Turbomachinery 
imparts energy to fluid flow (compressors) or extracts energy (turbines) by accelerating or 
decelerating the azimuthal component of the fluid velocity. This is done through various types of 
rotating vane assemblies or shaped rotor channels. It is axiomatic in turbomachinery that to do 
work on the flow requires a turning of the flow. 
We have found that the pressure gradient generated by a detonation performs the same 
function as the vanes and does work on the flow consistent with the Euler turbomachinery 
equation and rothalpy. The primary difference is the heat addition in the rotating frame of 
reference. The leading shock of the detonation acts as a compressor. The reaction zone between 
the leading shock and the thermal choke of the Chapman-Jouguet point is the combustor. Post 
detonation expansion has the thermodynamic characteristics of a turbine. Thermal efficiency is 
  3 
achieved because heat is added through combustion at the high pressures and temperatures of a 
detonation. 
A reduced-order analytical thermodynamic cycle model is constructed based on rothalpy and 
the ZND theory of detonation. This study has found that the behavior of some features, such as 
induced swirl and shocks, are also explained in terms of rothalpy. Swirl or azimuthal flow is 
shown to be an essential feature and is a measure of how the RDE transforms heat into kinetic 
energy by turning the flow. 
Features, such as transverse waves and chemistry driven dynamics, are oscillations around a 
mean defined by the steady-state thermodynamics. We find that these features must be filtered 
out to uncover the fundamental process. Along with the Chapman-Jouguet detonation velocity, 
the transverse wave detonation cell is a major parameter that characterizes a detonation. 
However, the established ZND theory ignores these features and reduces the detonation to a 
simple steady-state planar phenomenon with simple heat addition. We follow the example of 
Zel’dovich, von Neumann, and Döring and use the ZND theory as the best available 
thermodynamic model of a detonation. 
The practical goal of this study is to produce an analytical model with performance prediction 
within 10% of experimental specific impulse. This is the level of accuracy required for a 
reasonable level of confidence and to predict parametric driven trends for system level studies. 
To date, the analytical model is within 3% of the specific impulse of an idealized two-
dimensional numerical simulation. Preliminary testing at the Air Force Research Laboratory 
Detonation Engine Research Facility shows that the analytical model is in good quantitative 
agreement with experimental rig performance. Agreement between an analytical model, 
  4 
numerical simulation and experimental results supports the development of a practical rotating 
detonation engine. 
The combined shock and heat release of an ideal detonation generates less entropy than 
conventional combustion, which implies a higher thermal efficiency. The inherent advantage of 
detonation may be eroded by various parasitic losses. Therefore, the development of the rotating 
detonation engine requires an understanding and minimization of those loses to maintain the 
performance advantage. 
1.2 Heuristic Method 
The heuristic construction of a steady-state analytical thermodynamic model is performed in 
eight steps.  
1. A time-averaged computational fluid dynamics solution is processed from the time-
accurate solution of a 2-D numerical simulation. 
2. A Galilean transformation of coordinates produces a velocity field in the rotating 
frame of reference. 
3. Streamlines in the rotating frame of reference are computed from the resulting relative 
velocity field. 
4. Integrating along the streamlines creates pathlines in the fixed frame of reference. 
5. Basic properties of density, momentum, reaction progress, pressure, and temperature 
are interpolated along the streamlines. 
6. Thermodynamic cycle properties along the streamlines, such as rothalpy and entropy, 
are computed from the basic field properties. 
7. A one-dimensional, geometry-independent, steady-state analytical thermodynamic 
cycle is constructed based on an interpretation of the numerical simulation. 
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8. The analytical model cycle is compared to the simulation cycle and judged by two 
criteria: 
a) Does the analytical model explain or predict features of the numerical simulation 
within a reasonable limit? 
b) Does the analytical model predict thermal efficiency or specific impulse with a 
reasonable accuracy? 
1.3 Numerical Solution Flow Structure 
The Naval Research Laboratory has supplied various numerical simulations of a RDE. A pre-
mixed stoichiometric hydrogen-air mixture fuels the RDE. The simulation is an idealization of 
actual RDE operation. The idealized simulation reduces the rotating detonation to a minimal 
level of detail for the purpose of examining the fundamental thermodynamics.  
The three-dimensional RDE annulus of Fig. 1–1a) is unwrapped and the flow field mapped to 
a rectilinear grid with 0.2 mm spacing and periodic boundary conditions. The flow field is 
reduced to two dimensions by assuming that the annulus radial height and wall effects have a 
negligible effect on the flow. The simulation is a time-accurate, two-dimensional Euler 
simulation with an induction parameter model for chemistry. The inlet boundary injection is an 
ideal micro-nozzle of fixed area ratio and zero backflow. A constant pressure plenum at 10 
atmospheres and 300K supply the injectors. A buffer region is created between the end of the 
annulus and the exit boundary conditions. In this region, the grid is stretched and the amount of 
artificial diffusion is increased, so that any reflected waves are damped out before reaching the 
interior domain of interest. The exit of the combustion chamber is not forced to equal to the 
ambient backpressure and should more accurately represent experiments. Additional details of 
the simulation are discussed in Appendix A. 
  6 
A single time-step snapshot of the time-accurate unwrapped 2-D numerical solution is shown 
in a contour plot of temperature in Fig. 1–2. A virtual light source (Matlab lighting tool) 
highlights the contour plot to exaggerate the flow structure. Figure 1–3 outlines the various flow 
zones [11,12]. Zone boundaries of parallel flow are shown in dotted lines. The boundaries that 
flow crosses are shown as solid lines. The azimuthal x-axis and axial dimension y-axis are 
normalized by dividing by the chamber radius and plotted in radians. The station numbers in Fig. 
1–3 will be discussed in Section 1.8. 
Figure 1–2  Time-accurate simulation snapshot of temperature showing fluctuations 
 
Figure 1–3  Flow zones in rotating frame of reference. 
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Figure 1–4  Time-averaged enthalpy with streamlines in rotating frame of reference [13] 
 
Figure 1–5  Time-averaged pathlines in laboratory frame of reference [13] 
The solution field of Fig. 1–4 is time-averaged. The laboratory velocity field is converted to 
the rotating frame of reference through a Galilean transformation. Twenty numbered streamlines 
are started along the injection boundary and follow the relative velocity field. Streamline 18 
follows a path that is used for comparison to the analytical model. The time-dependent 
fluctuations have been suppressed by averaging to reveal the underlying thermodynamic 
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structure. Properties along the streamlines are extracted from the solution field and are analyzed 
to find the thermodynamics of the simulation. 
Figure 1–5 shows the pathlines of fluid parcels corresponding to the streamlines of Fig. 1–4. 
The relationship between the figures can be understood in the following manner. The pathline 
parcels start at the same axial location at the injection boundary as the corresponding streamline. 
The streamlines of Fig. 1–4 move to the right at the detonation wave velocity as a group relative 
to the pathlines in the laboratory frame of reference. At any given time the intersection of the 
corresponding pathline and streamline is the location of the fluid parcel. As the streamlines move 
from left to right, the fluid parcels are driven up the pathline.  
The rotating detonation wave is sustained because the wave itself acts as a moving valve, 
blocking its own reactant supply and restarting the reactant flow as the wave passes. The 
pressure generated by the detonation is much higher than the reactant supply pressure, blocking 
injection flow from entering the chamber. The local chamber pressure decays rapidly as the 
detonation passes to the right. When the chamber pressure first drops below the supply pressure, 
the recovery flow is unchoked, subsonic and controlled by the downstream chamber pressure. 
The recovery flow combusts immediately as it comes into contact with the hot products of the 
passing detonation. Eventually, the chamber pressure drops below the injection nozzle critical 
pressure and the flow becomes choked. When the injectors are choked, the mass flow becomes 
constant and independent of the chamber pressure. The fill zone is then filled with unburned 
reactants, and the reactant-product transition boundary is pushed into the chamber fill zone.  
The fill zone contains unburned reactants that have been injected along the lower boundary. 
The constant mass flux into the chamber is traced out in the shape of the transition boundary as 
the detonation wave moves from left to right. The shape is not perfectly triangular because there 
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is acceleration, expansion and divergence in the fill zone. A small amount of reactant flow is 
combusted at approximately constant pressure along the transition boundary. The transition flow 
eventually passes through the base of the oblique shock and is incorporated into the shear layer 
and vortex train. The recovery flow passes through the oblique shock and becomes the layer 
above the vortex train. 
The detonation phenomenon is conceptually simplified as a planar sequence of flow passing 
through a leading shock, induction zone, combustion and thermal choke. Relative flow is 
decelerated to subsonic velocities through the shock, raising the temperature and initiating auto-
ignition of the reactants. The heat of combustion accelerates the flow to sonic velocities and 
creates a thermal choke at the end of combustion. Flow through the thermal choke continues to 
accelerate to supersonic velocities as it expands. Supersonic acceleration requires an area 
expansion. The annulus maintains a constant area with axial length. However, the steady-state 
expansion of flow occurs in the rotating frame of reference and occurs along vectors with both 
azimuthal and axial components. The expanding area is delineated in Fig. 1–3. The shear layer is 
the upper expansion boundary of the detonation flow. The recovery zone is the lower expansion 
boundary of the detonation.  
The detonation is not a planar phenomenon, but consists of a cellular structure shaped by 
transverse waves running normal to the detonation front. As the detonation passes, the transverse 
waves lay down a typical fish-scale shaped pattern visible in Fig. 1–2. The pattern is similar to 
those created in experimental detonation tubes lined with smoked foils [14]. The ripples are 
created by the dispersing transverse waves and appear to be synchronized with the vortex train.  
Flow through the lower portion of the detonation is deflected by the recovery flow. 
Eventually, this flow passes through the oblique shock and is deflected again. A shear layer and 
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vortex train are formed between the newly expanded high velocity products and slower products 
that have passed through the oblique shock. The shear layer acts as a wedge, deflecting the flow 
and creating the oblique shock. The remaining detonation flow expands and exits without 
passing through the oblique shock.  
The fraction of total flow through the detonation ranges from 80-90% [4,15,16]. The 
remaining 10-20% passes through the transition and recovery zones. The deflagration of these 
two zones occurs at pressures much lower than the detonation, but higher than ambient. 
Therefore, useful thrust is generated by the deflagration flow. 
1.4 Efficiency of detonation 
The detonation cycle generates less entropy than conventional cycles. The reduced entropy 
generation is the source of the detonation performance advantage. The performance advantage of 
a detonation-based cycle is demonstrated by examining the Hugoniot curve. A P-v diagram of 
the Hugoniot is shown in Fig. 1–6. 
 
Figure 1–6  P-v diagram of Hugoniot curves 
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The Hugoniot is the locus of all possible thermodynamic states given an ideal steady-state 
process across a one-dimensional control volume of a planar combustion wave [14,17], as shown 
in Fig.1–7. The control volume has an indeterminate thickness and width. For this discussion, the 
upstream velocity V1 is zero. The relative velocity W1 carries fluid across the wave front. The 
wave velocity D is equal and opposite of W1. 
 
Figure 1–7  Generic combustion wave 
The Hugoniot is derived from one-dimensional steady-state equations of continuity, 
momentum, total energy and the perfect gas state equation [14]. The shock Hugoniot is the locus 
of states with zero heat addition. A family of Hugoniot curves exists between the shock Hugoniot 
and Hugoniot as a function of heat addition.  
The linear Rayleigh lines in Fig. 1–6 represent heat addition to flow of constant mass flux or 
mass flow along a constant area stream tube. Starting at the initial conditions (I.C.=[1,1]), the 
Rayleigh line represents heat addition along a path  
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combustion slope has a hypothetical infinite combustion velocity. The constant pressure 
(Brayton cycle) line slope implies a zero combustion wave velocity.  
Typical deflagration processes have a slightly negative slope with low subsonic wave 
velocities. This results in a pressure loss due to the necessary non-zero flow velocity. The limit 
of deflagration is along a Rayleigh line until a thermal choke occurs at the lower Chapman-
Jouguet (LCJ) point at the tangent to the Hugoniot. The Rankine-Hugoniot (RH) equations 
describe the conditions where the Rayleigh line intersects the Hugoniot curve [14]. 
A ZND detonation follows the shock Hugoniot up to the von Neumann point (vN) and then 
down the subsonic Rayleigh line to the upper Chapman-Jouguet (UCJ) tangency. The flow is 
thermally choked at the UCJ point.  
A hypothetical detonation may reach the UCJ point by way of the supersonic Rayleigh line. 
This process has been shown to be unrealistic partly because the supersonic Rayleigh line does 
not reach the high pressures and temperatures required for auto-ignition of the reactants. 
Many engine cycles are described in terms of a P-v diagram. The efficiency of each cycle can 
be surmised by equating high temperatures with efficient processes. However, the efficiency and 
characteristics of each cycle become more obvious on an h-s diagram. 
The two Hugoniot curves are shown on the h-s diagram of Fig. 1–8. The shock Hugoniot is 
isentropic at the initial conditions. For the given initial conditions, this is the state of small 
amplitude sound waves. As expected, entropy increases across the shock wave with Mach 
number.  
The reality of the shock Hugoniot is problematic. Compressible flow theory dictates that the 
thickness of an inviscid shock is zero [18]. The shock becomes a discontinuity and the physical 
meaning of the shock Hugoniot is indeterminate. It is noted that the steady-state RH equations 
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are not a function of viscosity and treat the fluid as a continuum in equilibrium. Typical shock 
thickness in viscous fluids is of the same order as the mean free path of the molecules, which 
leave the continuum hypothesis of the RH equations questionable. However, the RDE 
thermodynamic analysis is not affected by the indeterminacy. The upstream initial conditions of 
the shock and the von Neumann point are the only relevant states needed for the analytical 
model. 
The corresponding portion of the lower half of the shock Hugoniot in Fig. 1–6 is the double 
dotted portion on the left side of Fig. 1–8. This line represents a physically impossible subsonic 
expansion shock wave. This wave causes a decrease in entropy, which violates the second law of 
thermodynamics [19].  
 
Figure 1–8  Static h-s diagram of Hugoniot and shock Hugoniot 
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The Hugoniot is shown in Fig. 1–8 as a S-shaped gray line interrupted by the double dotted 
region of imaginary flow. The Hugoniot displays a minimum of entropy at the UCJ point and 
maximum entropy at the LCJ point. Textbook derivations of the entropy maxima are based on a 
specific volume function of entropy [14,17]. The same texts decline to show the h-s diagram, 
which obscures the performance potential of detonation engines. A statement of less entropy 
generation implies a performance advantage. To illustrate, a closed ideal ZND cycle (black line) 
and a closed constant pressure ideal Brayton cycle (dark gray line) are added to the h-s diagram 
in Fig. 1–9. 
 
Figure 1–9  Static h-s diagram of ideal ZND and Brayton cycles 
A constant volume (CV) process is shown abbreviated for clarity in double dotted lines. As 
shown in Fig. 1–6, the processes share a common initial condition (I.C. (1)). The initial condition 
is assumed to be the discharge conditions of an idealized and isentropic pressurized source such 
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(light gray line). All cycles are assumed to have isentropic expansion after condition (2) and are 
perfectly expanded to ambient conditions. 
The ideal ZND detonation cycle clearly generates less entropy (Δs) than the ideal Brayton 
cycle or the constant volume Humphrey cycle. The equivalence of reduced entropy generation 
and superior thermal efficiency is derived from the definition of thermal efficiency. For any 
thermodynamic cycle [20], thermal efficiency (η??) can be written as  
 η??   =      (???  ????)/(ℎ???  ?????) = ???? − ???? /????          (1–2)  
The heat addition is the given heat of combustion. Therefore, the thermal efficiency is dependent 
only on the heat of rejection (qrej). The RDE and the cycles used for comparison reject heat to the 
ambient atmosphere. The expansion that follows the end of combustion terminates on a line of 
constant ambient pressure. The heat rejected to ambient is   † 
   ???? = ℎ??.? − ℎ??.? = ??∆? = ?? ??.? − ??.?    (1–3)  
If the entropy generation is reduced, the heat of rejection is reduced and thermal efficiency is 
increased. Equation (1–3) states this is equivalent to reducing the exit temperature T9.0. All 
current detonation development is motivated by the entropy difference of Δs in Fig. 1–9.  
1.5 Realizable detonation cycles  
The ideal cycles in Fig. 1–9 have an isentropic or ideal compressor to provide the initial 
conditions and an isentropic expansion to extract useful work. Ideal cycles are useful for 
describing the fundamental features of a cycle, but are not very productive for predicting 
realizable performance.  
                                                
[†] For an ideal expansion to ambient conditions, T=Ts=Tt since ambient velocity is zero. 
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Realizable engines have non-isentropic components such as diffusers, compressors, turbines, 
nozzles and other flow control devices. Sometimes called “parasitic losses”, these components 
are a necessary part of a practical design. The inefficiencies of these components are often the 
limiting factor in designing a cycle and maximizing the useful work.  
The industry practice is to assign isentropic efficiencies to these components for sensitivity 
studies. Actual component efficiencies are often considered proprietary. Therefore, arbitrary 
values (typically 90%) are used for generic studies.  
Heiser and Pratt have reported on the effect of component efficiencies on the performance of 
PDE, Humphrey and Brayton cycles [21]. A typical result is shown in Fig. 1–10. The PDE and 
RDE have similar ideal cycles based on the ZND detonation model. We assume that the RDE 
and PDE have comparable performance for the purposes of this argument. 
 
Figure 1–10  Thermal efficiency ηth of PDE, Brayton, and Humphrey cycles as functions of 
ψ for: ηc=0.9 ηb, =0.9, ηe=0.9 [21].  
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The temperature ratio ψ is across the upstream compressor (see Error! Reference source not 
found. for subscripts). The ratio ψ is a way of generalizing compressor performance for any type 
of compressor including ram compression. Temperature ratio may be transformed to overall 
compressor pressure ratio (OPR) or ram compression Mach number through isentropic 
compression functions. Pressure ratios or Mach numbers derived in this manner do not account 
for inefficiencies and are used for estimating purposes. 
The upper set of lines represent engines with ideal components. The lines all asymptotically 
approach 100% efficiency at an infinite temperature ratio. The ideal PDE and Humphrey cycles 
are superior to the ideal Brayton cycle at all temperature ratios. 
The lower set of lines are systems that have 90% efficiencies for the compression (ηc) and 
expansion (ηe). The burner efficiency (ηb) assumes 90% of the theoretical heat of combustion is 
released to the system. The burner efficiency is unrealistic, but was chosen by Pratt to complete 
an array of values in the study.  
Exact component efficiencies are proprietary numbers for many companies. An efficiency of 
90% is often used for sensitivity studies, where the desired outcome is not performance, but a 
decision on whether to proceed with more detailed and resource consuming work. The exact 
value is not significant, if the resulting trend of change is identified and understood. 
The effect of the component efficiencies is dramatic. Overall efficiencies are reduced by half 
at high temperature ratios. Each curve is no longer asymptotic to the upper limit, but produces a 
maximum efficiency before declining.  
The far left of Fig. 1–10 shows an efficiency of approximately 22% for a detonation cycle 
with no pre-compression. The Brayton cycle has zero percent efficiency and can produce no 
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useful work. The non-zero value of efficiency implies that a detonation cycle can operate without 
pre-compression and effectively ingest air on its own. Bykovskii has demonstrated RDE self-
aspiration [22]. However, the advantage of the PDE is eroded as pre-compression is increased. 
Eventually, the PDE and Brayton lines cross at approximately ψ=3.2 (~Mach 3). The Brayton 
cycle is apparently superior at higher temperature ratios. 
There is a significant caveat in this argument. It is more accurate to state that the Brayton 
cycle is more efficient under the stated conditions of equal component efficiencies for each 
engine cycle. A more realistic approach considers the efficiencies that are unique to each system. 
Under these conditions, the question is repeated; do the detonation and Brayton cycle lines 
cross? 
Dyer and Kaemming have repeated this study and found a fundamental difference between 
the PDE and ramjet [23]. The 90% expansion efficiency cannot be applied to the expansion that 
occurs immediately after the detonation CJ point. This expansion is realistically closer to 
isentropic. The remainder of the expansion may be at 90%, which is reasonable nozzle 
efficiency. Under these conditions, the lines do not cross and the detonation cycle is always more 
efficient than a Brayton cycle, contradicting the Heiser and Pratt results.  
Dyer and Kaemming compared a specific design of Brayton cycle ramjet and compared it to a 
ram PDE at the same cruise flight conditions in Fig. 1–11. SFC is specific fuel consumption 
(lbfuel/hr/lbthrust) and is the inverse of specific impulse. A lower SFC means less fuel is burned for 
the same amount of generated thrust. 
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Figure 1–11  Cruise power fuel consumption comparison [23] 
Inlet conditions for both engines were based on standard ram inlet pressure recovery curves, 
where both ram compression and inlet losses increase with Mach number. As speeds increase, 
ramjet efficiency increases with increased pre-compression and SFC decreases. Eventually, the 
inlet and nozzle inefficiencies overtake gains from higher pressures and SFC rises at the higher 
Mach numbers. 
The PDE has a large advantage at low Mach numbers, because most of the compression work 
is done by the detonation shock. At high Mach numbers, the difference decreases, but Dyer and 
Kaemming conclude that the PDE fuel consumption is always less than the ramjet due to the 
inherent thermal efficiency of the detonation. 
The diminishing returns of Fig. 1–10 lead to an easy conclusion; the detonation cycle is not 
useful over a temperature ratio of 3. This is approximately equivalent to a Mach number of 3.1. 
If a high Mach engine is desired, the detonation cycle does not appear to be applicable. Why 
bother with a detonation cycle? 
The temperature ratio of 3 converts to an OPR of 42/1, which is a respectable number for a 
large gas turbine. If the detonation cycle were used as a pressure gain combustor, based on Fig. 
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1–10, we would conclude from that there was no advantage to detonation even as a pressure gain 
combustor. 
However, Fig. 1–11 shows that the detonation cycle is 14% better than the Brayton cycle 
ramjet at a Mach number of 3. The equivalent OPR is 37/1. A gain of 14% in the world of gas 
turbines is a significant game-changing figure in an industry where awards and promotions might 
be given for improvements of less than 1%. Under these conditions, the motivation for 
developing such a machine is very strong.  
The argument may also go astray when the independent variables of Figs. 1–10 and 1–11 are 
assumed interchangeable through compressible flow functions. Figure 1–10 uses temperature 
ratio (ψ) as the metric for inlet conditions and a fixed efficiency (i.e., 90%) for the pre-
compression of a generic thermodynamic cycle. Figure 1–11 uses the Mach number of a ramjet 
and factored in inlet and other appropriate system losses. Since inlet losses are a function of 
Mach number, the two studies are not quite equivalent. The difference is seen in the equivalent 
OPRs of 42/1 vs 37/1. 
Another argument can be made from the same curves. Let us assume, for the sake of 
argument, that Fig. 1–10 is a realistic and conservative assessment. A temperature ratio of ψ=2.2 
produces an isentropic pressure ratio of 15.8. This is not unusual compressor performance for 
business jet class gas turbines. The detonation hybrid with a pre-compression of 15.8 enjoys an 
8% efficiency gain over a Brayton cycle. This is still justification for pursuing such a design. 
A similar argument from the conservative Fig. 1–10 is made for high Mach aircraft where 
engine OPRs are often less than 10/1 due to temperature driven material limitations. The SR-71 
J58 pressure ratio is 8/1 or an isentropic temperature ratio of ψ=2.2 [24]. A detonation hybrid 
engine would have a thermal efficiency of approximately 37% vs. the Brayton 30%.  
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It is important to note that generalized efficiency studies with a narrow set of assumptions 
may come to a different conclusion than a study of designs with unique limitations operating 
under specific conditions. Our work will examine some of the component efficiencies that affect 
the RDE. This discussion will not likely settle the issue of detonation vs. Brayton cycle. The 
history of engine development suggests that each cycle is best suited to a given mission over a 
range of conditions. The following discussion illustrates a simple, but representative, aspect of 
the problem. 
 
Figure 1–12  Propulsion efficiency vs. flight Mach number [25] 
A map of typical flight regimes is shown in Fig. 1–12. Specific impulse is the amount of 
thrust per mass flow and can be written 
   ??? = ? ???    (1–4)  
where ? is the mass flow of fuel for air breathing engines or total propellant mass flow for 
rockets [26]. Specific impulse is not equivalent to but is related to overall efficiency as shown by 
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Fig. 1–12. Engines with similar efficiencies do not necessarily have the same specific impulse or 
speed range. 
Lines of constant overall efficiency are asymptotic to the x and y axes. Overall thermal 
efficiency is the combined product of thermal and propulsive efficiency 
   η??????? = η??η?           (1–5)  
   η? ≈ 2 ?? ? + 1            (1–6)  
where ηth is defined by Eq. (1–2) [26]. Propulsive efficiency is driven by the ratio of exhaust 
velocity (ue) and airspeed (u). It can be shown that as ue approaches u, ηth becomes 100%, but 
thrust goes to zero. Exhaust velocity is not much greater than airspeed for efficient cruise 
operation. For a given mission, engine exhaust velocity is matched to the airspeed.  
The high specific impulse of turbofans is due to the large amount of air accelerated by the fan 
stage. This airflow bypasses the combustor and is not burned. A PDE or RDE without bypass 
could not compete directly with a turbofan in the low Mach range. A turbofan with a RDE 
pressure gain combustor would realize an advantage through an increased thermal efficiency.  
The PDE in Fig. 1–12 is not configured as a bypass engine. A specific impulse of an air 
breathing RDE is at least equal to the PDE, since both devices are ZND-type cycles. The specific 
impulse of rockets is much lower than air breathers, since the rocket carries its own oxidizer. The 
RDE can be configured as a rocket and is expected to exceed the specific impulse of current 
rocket designs. 
Figure 1–12 shows a state-of-the-art turbojet limit at 3.2 Mach. This engine is the J58 turbojet 
for the SR-71 and is no longer in production [27]. The supersonic exhaust velocity of the RDE 
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may be suitable for high-speed propulsion above Mach 2. The RDE is a candidate to bridge the 
gap between turbomachinery and scramjets.  
It is noted that the PDE analysis is theoretical or experimental, since there are no operational 
PDE powered aircraft. Ramjets and other cycles have extensive field experience and well-
defined characteristics. The RDE has not been similarly mapped, but is expected to be 
comparable to PDE performance. 
The comparison of the various cycles underscores (1) the sensitivity of system efficiency to 
component efficiencies and (2) the sensitivity of conclusions to assumptions about each system.  
1.6 Rothalpy and the Conservation of Energy in Detonation Engines  
Rothalpy is the fundamental statement of the conservation of energy in a rotating frame of 
reference. The concept is from the study of turbomachinery [28] and is derived from the Euler 
turbomachinery equation 
   ∆???? ?   =   ????? − ?????     (1–7)  
The Euler equation states that the change in specific work on a flow in rotating control volume is 
equal to the change of the product of tangential rotor velocity (U) and the tangential flow 
velocity (Vx). For a RDE of constant radius and wave velocity (Uwave) this becomes 
   ∆???? ?   =   ?????∆??     (1–8)  
The specific work on the flow is proportional to the change in azimuthal swirl or ΔVx. In both 
turbomachinery and the RDE, the agent causing the change in swirl is a pressure gradient [29]. 
The pressure gradient in turbomachinery is forced by rotating blades and vanes. The RDE 
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pressure gradient is caused by the rotating detonation wave. Equation (1–8) is manipulated to 
produce the rothalpy definition  
   ℎ? = ℎ? +   ?? 2 − ???????   (1–9)  
Rothalpy (hI) is conserved in the rotating field. The first two terms are the stagnation enthalpy in 
the laboratory frame of reference. The third term is the kinetic energy of swirl.  
Velocities in the laboratory frame of reference are transformed to the rotating frame of 
reference using the Galilean transformation  
   ? = ?− ?????   (1–10)  
The velocity vector W is the flow velocity relative to the moving detonation wave. Substituting 
Eq. (1–10) into Eq. (1–9) will produce an equivalent definition of rothalpy  
   ℎ? = ℎ? +??/2 − ?????? /2   (1–11)  
The first two terms of Eq. (1–11) are the stagnation enthalpy in the rotating frame of reference. 
The conserved quantity (h?) is now a function of the frame of reference that contains the steady-
state process. The conservation of energy across the rotating detonation is expressed 
   ℎ?? +??
?/2 − ?????? /2 = ℎ? = ℎ?? +??
?/2 − ?????? /2+ ????    (1–12)  
The significance of rothalpy is the identification of a conserved energy in the rotating frame 
of reference. Equation (1–12) provides the framework to apply a ZND analysis to a rotating 
detonation. If the laboratory frame of reference were to be analyzed, a complex unsteady time-
dependent analysis would result. Rothalpy provides a tool to observe the model and understand 
the rotating detonation as a steady process. 
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The wave velocity Uwave is constant on both sides of Eq. (1–12). Elimination of Uwave 
produces an equation that is identical to the conservation of energy across a one dimensional 
combustion wave.  
Furthermore, if the y-components in Eq. (1–10) are set equal to zero, Vx becomes equal to V. 
Eqs. (1–11) and (1–12) may then be applied to a PDE. A direct transition between the RDE and 
PDE cycles can be made through the exercise of the rothalpy relations. The energy of azimuthal 
swirl (UwaveVx) in the RDE becomes the energy of accelerated flow (UwaveV) in the PDE. 
There are four fundamental concepts to understanding the RDE cycle.  
1. Galilean transformation 
2. Euler turbomachinery equation 
3. Rothalpy 
4. ZND detonation theory 
The Galilean transform provides a mathematical and graphical means to describe the rotating 
frame of reference. The Euler equation explains the energy transformation from the rotating 
frame to the laboratory frame of reference. Rothalpy allows the ZND detonation to be placed in 
the rotating frame of reference.  
There are other processes involved that require explication, such as the deflagration zones, 
oblique shocks, divergence and mixing. The four fundamental concepts provide a solid 
framework to understand the thermodynamics of the RDE. 
1.7 The Utility of an Analytical Thermodynamic Model  
Most previous studies of RDEs have been experimental work or numerical simulations. These 
studies have uncovered the basic wave structure and shown a potential for an increase in thermal 
efficiency beyond that of deflagration-based cycles. However, an analytical thermodynamic RDE 
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cycle with the same complexity as a Brayton cycle has been lacking [Appendix B]. For example, 
recent work has explored the construction of such a cycle [30, 31], but have not accounted for 
swirl or its significance. Recent work by Braun has confirmed the work required to turn the flow 
and create swirl [3]. 
The Brayton cycle is a one-dimensional, steady-state analytical thermodynamic cycle of a gas 
turbine, which is independent of geometry and heat release rate. A cycle of similar complexity 
for the RDE is required for both an intuitive understanding, a theoretical basis for performance 
prediction and as a corroboration of numerical simulation and experimental phenomena.  
An analytical parametric RDE cycle model may be incorporated into more complex cycle 
models, such as a gas turbine or rocket cycle. A RDE would become a pressure gain combustor 
in a hybrid machine. Sometimes referred to as “cycle decks [‡],”these codes could be exercised 
over many parameters in search of an optimized design. CFD models require prohibitive 
computational resources to achieve the same level of flexibility. The industry practice is to 
optimize a thermodynamic one-dimensional cycle model before committing resources to a multi-
dimensional model. 
The current state of computational fluid dynamics successfully reproduces many of the 
phenomena seen in experimental detonations. However, the fidelity of modeling shock is very 
dependent on grid cell size. The leading shock thickness is the smallest scale factor of a 
detonation. Shock waves exist at dimensions of the same order as several mean free paths [18]. 
For the RDE upstream conditions, the theoretical thickness is approximately 1e-5 mm in a 
viscous reacting flow. 
                                                
[‡] “Cycle decks” are named after the deck of IBM punch cards that originally stored the thermodynamic 
parametric model computer codes.  
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A shock has no thickness, if viscosity is zero in an inviscid Euler simulation. The simulation 
pressure rise of the detonation leading shock takes place over approximately 5 grid cells of 0.2 
mm each. Numerical diffusion is necessary to spread the shock over several grid cells [32].  
If 5 grid cells are assumed to be the minimum to model a shock, the grid cell size would be 
2e-6 mm. The simulation grid is 0.2 mm and takes approximately 4 hours to solve the time-
accurate solution. Halving the grid requires 8 times the computational time. A grid size of 2e-6 
mm would take 1e15 times as long. This is a very large use of computational resources to capture 
a feature that comprises 0.2% of the total flow field. The obvious conclusion is that a fine grid 
size is impractical and the shock thickness is not a practical characteristic by which to judge the 
accuracy of the simulation. 
The detonation cell size from smoke foil data is considered to be a characteristic dimension. A 
typical simulation pressure upstream of the detonation is 146 kPa or 1.44 atmospheres. 
Hydrogen-air cell size at 1.44 atmospheres is estimated at 8 mm [33,34]. The typical simulation 
cell shown in Fig. 1–2 is approximately 11.7 mm, 1.5 times the experimental data. The 
correlation is reasonable, but not conclusive. The cell size is known to vary by a factor of two, 
even in controlled detonation tube experiments. Criteria for setting the grid size must be found 
elsewhere. 
The primary interest is the modeling of the thermodynamic cycle as represented by the time-
averaged steady-state properties. These properties include the detonation velocity and the overall 
wave structure as established by previous studies and experiment. The computational fluid 
dynamics are based on an inviscid Euler model with an induction parameter model for chemistry 
[12,15]. The parameter is an induction time, which is a function of temperature, pressure, and 
composition, and can either be taken directly from experimental work in shock tubes, or can be 
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built from more detailed kinetic models. Induction parameter models have been used extensively 
for hydrogen/air chemistry pulse detonation engine modeling at the Naval Research Laboratory 
[35]. It has been shown that appropriate specification of the induction time can reliably predict 
the CJ properties (detonation wave speed, pressure, and temperature), and even some of the 
detonation structure for appropriately tuned chemical parameters [36]. 
The CJ detonation velocity DCJ is the standard for either numerical simulations or 
experiments. However, matching the CJ velocity in a RDE is not straightforward. Figure 1–13 
illustrates the control volume of the detonation as it orients to the upstream conditions. The 
velocity triangle (W1=U1-V1) is set by the upstream conditions. The upstream conditions are a 
combination of injection conditions plus the decaying pressure field of the previous detonation.  
 
Figure 1–13 Detonation control volume with velocity triangles 
The vectors V1 and V2 are in the laboratory frame of reference. The vector W1 is relative to the 
moving detonation and is equal and opposite of the detonation velocity. The vectors U1 and U2 
are equal to the wave velocity Uwave under steady-state conditions. The detonation velocity D is 
not necessarily equal to and is typically less than DCJ [14]. The detonation velocity D is 
obviously not equal to and is typically less than the wave velocity Uwave.  
The metric of simulation fidelity, for this study, is the convergence of a stable wave velocity 
as a function of grid size. A series of four simulations were run on a range of grid sizes. As grid 
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size decreased, wave velocity converged on values within a narrow band. Further reduction in 
grid size gained no great change in wave velocity at the cost of increased computational time. 
The detonation velocities D from the final grid size simulation were found to be 5% less than the 
ZND DCJ.  
Experimental RDE rigs have different challenges. The moving wave travels at approximately 
1800 m/s or roughly Mach 5. Azimuthal frequencies are of the order of 6000 Hz or higher with 
multiple detonation waves. Current pressure sensors have response times that miss peak 
pressures and often fail because of high-pressure spikes. No reliable sensor yet exists to capture 
temperature, which is the most important parameter that heat engines use to gage performance. 
Thrust load cells and fuel flow meters remain as reliable instrumentation. However, these signals 
tend to be noisy and require filtering. Optical measurements through transparent walls is a 
challenge because of the speeds leading to images that do not show fine grain features, such as 
transverse waves.  
This analysis treats a numerical simulation of the RDE as experimental data to uncover an 
underlying process. Roche states that numerical simulation is not a pure theoretical analysis [37]. 
Because the underlying theories of simulation are based on known fundamental principles, a 
simulation is closer to producing experimental data than an explication of theory. Assuming the 
simulation is accurate, it will show what is occurring, but will not inform us as to why it is 
occurring. The analytical model provides the “why.” 
Given the fidelity issues of a numerical simulation and the limits of experimental rigs, a third 
source of corroboration is found in a thermodynamic reduced-order analytical model. The 
analytical model applies known thermodynamic and fluid dynamic functions to a construct of the 
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flow field. An intuitive understanding based on known phenomena is then possible and provides 
an increased level of certainty over the results of simulations and experiment.  
 
1.8 Thermodynamic Stations 
A functional analogy between the RDE and the gas turbine cycle is made by using the gas 
turbine station convention to label significant points along the RDE thermodynamic cycle. 
Figure 1–14a) is a diagram of a conventional gas turbine with components and station numbers. 
A diagram of a RDE turbine hybrid is shown in Fig. 1–14b).  
The RDE configuration is one possible design using a RDE as a pressure gain combustor. The 
effect of RDE exhaust on turbines is beyond the scope of this study, but is the subject of current 
investigations [9, 38 ]. The purpose of this arrangement is to show that the functional 
thermodynamics of the RDE cycle have counterparts in the typical gas turbine cycle. 
 
Figure 1–14. Stations and functional components of a) Gas turbine b) Hybrid RDE 
Gas turbine locations are numbered by international standard [39,40], and refer to both 
physical locations and significant thermodynamic states. The stations are listed in Error! 
Reference source not found. and applicable stations illustrated in Fig. 1–14a).  
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Table 1-1  Gas Turbine Stations 
Station Thermodynamic condition 
AMB Ambient conditions 
0 Ram conditions in free stream 
1 Engine intake front flange, or leading edge 
2 First compressor/fan front face (LPT) 
3 Last compressor exit face (HPC) 
4 Combustor exit plane 
5 Last turbine exit face (LPT) 
6 Front face of mixer, afterburner etc. 
7 Propelling nozzle inlet 
8 Propelling nozzle throat 
9 Propelling nozzle or exhaust diffuser exit plane 
 
Station numbers of the RDE hybrid cycle in Fig. 1–14b) are listed in Table 1-2. These station 
numbers will be used in discussions about various points in the RDE process. No industry 
standard yet exists for RDE stations.  
Table 1-2  RDE Thermodynamic Stations 
Station Thermodynamic condition 
2.0 Low Pressure Compressor (LPC) inlet  
2.5 First compressor discharge to supply plenum 
2.6 Injection micro-nozzle throat 
2.7 Injection discharge 
2.8 Injection shock downstream conditions 
2.9 Detonation upstream conditions 
3.0 Detonation leading shock discharge, von Neumann max pressure 
4.0 Detonation combustion discharge, upper CJ point 
4.5 End of post detonation expansion, start of useful work expansion 
5.0 Low Pressure Turbine (LPT) discharge 
8.0 Nozzle throat discharge 
9.0 Nozzle or exhaust diffuser exit plane 
 
 
  32 
The gas turbine high-speed spool is comprised of the high-pressure compressor (HPC), the 
high-pressure turbine (HPT) and an interconnecting shaft. The RDE detonation has functional 
elements that correspond to the high-speed spool and combustor. The detonation leading shock is 
the compressor (Station 2.9-3.0). The detonation reaction zone is the combustor (Station3.0-4.0). 
The post detonation expansion is the turbine (Station 4.0-4.5). The expansion from Station 4.5 to 
the nozzle discharge generates thrust or useful work. These stations will be referred to 
throughout this work. 
1.9 Comparison of RDE and PDE 
The mechanical differences between the RDE and PDE are shown in Fig. 1–15. The RDE (a) 
consists of an annular chamber fed by a fixed geometry injection plane. The rotating detonation 
wave requires a single ignition sequence to start the self-propagating wave. The initiator is 
typically a small PDE, which is ignited by a spark. Other high-energy initiators have been 
successfully implemented, such as high voltage sparks, exploding wires or solid charges.  
 
Figure 1–15  Configurations of a) RDE and b) PDE 
The inlet flow is shown as a pre-mixture of reactants. The simulation in this study employs a 
pre-mixture. Current RDE rigs use direct injection of separate fuel and oxidizer streams into the 
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chamber. No current rig uses a pre-mixture because of the danger of explosion in the supply 
plenum. Voitsekhovskii successfully ran an experimental radial RDE with a pre-mix of reactants 
[6]. His design required special geometry and a narrow injection gap as a flame barrier. 
The PDE in Fig. 1–15b) is typically configured with multiple tubes fed by rotating valves. 
The valve array requires a power source and mechanical support. Sealing in a high pressure, high 
temperature environment is problematic.  
The tubes are filled with reactants and typically ignited by an electrical spark. The rotating 
valve opens and closes to the upstream oxidizer supply. Fuel is injected either upstream of the 
valve or directly into the PDE tube for each charge. The detonation charge must be ignited for 
each cycle. 
The PDE firing sequence requires a valve and ignition sequence. Various designs use 
different timing sequences to optimize purge and fill times. The sequence is typically: (1) Valve 
opens to purge remaining exhaust products. (2) Fuel injection to incoming oxidizer flow. (3) 
Valve closes. (4) Ignition. (5) The detonation wave forms and travels down the tube. (6) The 
detonation wave becomes a shock wave as it exits the tube. (7) The pressurized products behind 
the detonation wave exit the tube producing thrust. (8) The inlet valve opens repeating the cycle 
[41]. 
The firing frequency of a single PDE tube is typically in the hundred Hertz range. Multiple 
tubes produce a higher firing frequency, which is a multiple of the number of tubes. By 
comparison, the RDE rotating frequency is of the order of 6000 Hz or higher depending on the 
number of waves formed and the diameter of the chamber. This results in a much higher power 
density for the RDE and a smoother thrust impulse.  
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The PDE exhaust is not steady. Convergent-divergent nozzle designs have been used, but 
PDEs often use the exit diameter of the detonation tube for a nozzle. The emerging exhaust pulse 
tends to create a rolling vortex as part of the exhaust stream, similar to the formation of smoke 
rings. This contains a portion of the exhaust kinetic energy and counts as a propulsion 
inefficiency. PDE fixed nozzle designs do not prevent the vortex from forming and remain a 
challenge for PDE designs as shown in Fig. 1–16a).  
           
                      a)                                              b) 
Figure 1–16  a) PDE simulation with nozzle vortices [42], b) RDE exhaust with shock 
diamonds [38] 
The RDE exhaust is a rotating pattern of higher and lower pressures, but is steady enough to 
produce flow similar to jet engine and rocket exhaust plumes. The RDE exhaust in Fig. 1–16b) 
shows shock diamonds and an expansion pattern typical of under expanded supersonic nozzles. 
Losses and flow behavior in the RDE nozzle and exhaust are not well understood, but appear to 
be compatible with aero-spike nozzle designs [43]. 
The PDE physically may be several feet long to accommodate the deflagration to detonation 
transition (DDT). The RDE chamber may be less than 6 inches long. Let us assume that the mass 
flow is the same for a PDE and RDE. We also assume that the ratio of cross-sectional flow area 
to chamber material is approximately the same. Therefore, the weight of the engine will be 
proportional to length and the RDE could weigh an order of magnitude less than a PDE. This 
does not include supporting hardware, such as controls, pumps and valves.  
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The significance of engine weight is captured in the Brequet range equation for aircraft and 
the ideal rocket equation [26]. Both equations show aircraft range and the change in rocket 
velocity are proportional to the natural log of the mass ratio. The ratio of fully fueled to the 
unfueled vehicle mass contains the weight of the airframe and the engine. A lighter weight 
engine may have a big impact on overall performance. 
The fundamental thermodynamic cycles of the PDE and RDE are similar. Analytical models 
of both cycles employ the ZND detonation theory [21,23]. The P-v and h-s diagrams of each are 
similar to Figs. 1–6 and Fig. 1–9. However, there are many significant differences between the 
PDE and RDE cycles.  
1. The inlet injection configurations and the system losses are unique to the specific 
design. The PDE will have unsteady throttling and shock losses associated with the 
opening and closing of the valves. The RDE will have steady shock and viscous losses 
from flow through choked injectors. 
2. Unsteadiness in the PDE flow has been shown to cause system losses [44]. The RDE 
does see injection unsteadiness due to the passing detonation, which are expected to be 
of a small order. Unsteadiness is also a requirement for inviscid work on a flow 
[45,46]. 
3. The PDE detonation upstream flow velocity is zero; whereas, the RDE upstream 
velocity is non-zero. Non-zero inlet velocity is a source of system inefficiency because 
of expansion cooling of the inlet flow.  
4. The upstream conditions of the PDE detonation are mostly isotropic. The RDE 
detonation upstream flow is exposed to a gradient of all thermodynamic properties. 
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5. The RDE generates azimuthal swirl as a result of the rotating wave. The swirl is 
manifest as a two-dimensional pattern in the flow stream. RDE swirl has a one-
dimensional counterpart in the PDE flow as it is accelerated by the detonation. 
6. The PDE exhaust undergoes a “blow down” process. That is, pressure decreases as 
flow exits the fixed volume of the detonation tube. Each fluid parcel sees a different 
expansion process line and thus, generates a different amount of entropy [47]. The 
RDE flow is continuous. The gradients of item 4 cause each particle streamline to 
undergo a unique thermodynamic cycle throughout the full cycle. Some of the 
streamlines pass through deflagration zones. Other streamlines pass through the 
detonation and the oblique shock. 
1.10 Summary 
The primary purpose of this research is to create a reduced-order thermodynamic cycle of a 
rotating detonation engine. A primary motivation for this research is the exploitation of the 
inherent superior thermal efficiency of detonation over conventional combustion cycles. The 
utility of a reduced-order cycle provides an intuitive structure for understanding the fluid 
thermodynamics and a third level of corroboration, in addition to the numerical simulation and 
experimental results. Identification of parasitic losses associated with the fundamental 
thermodynamics is required to create a useful cycle model. 
The research is motivated by the potential for increased efficiency in propulsion or power 
generation. A brief discussion of potential applications show that the RDE must be matched to a 
specific application before an adequate comparison can be made with conventional cycles. This 
study explores the theoretical underpinnings of the RDE cycle and demonstrates only a general 
potential for increased efficiency.  
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An heuristic method is used to extract the cycle from a numerical simulation. The two-
dimensional Euler numerical simulation is an idealized representation of a RDE for the purpose 
of examining the fundamental thermodynamic cycle. The RDE is found to be a ZND cycle 
modified by a rotating frame of reference. 
Rothalpy is an integral part of the Euler turbomachinery equation and provides the proper 
energy framework for understanding the RDE cycle. The transformation of energy between the 
laboratory and rotating frames of reference is performed through the equations of rothalpy. 
Rothalpy is a conserved energy in the RDE. 
The RDE and PDE have similar ZND cycles. The advantage of the RDE is simplicity, a high 
power density and a likely weight advantage. The RDE may be used as a pressure gain 
combustor in a hybrid cycle and has the potential to be a complete self-aspirating engine.  
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Chapter 2 Literature Review 
2.1 Rotating Detonation Engine 
The first mention and experimental demonstration of a rotating detonation is found in 
Voitsekhovskii [6]. The device employed an annular chamber (1) with an axial length much less 
than the radial chamber height shown in Fig. 2–1a). Premixed reactant flow entered the chamber 
radially through a narrow gap (2). The inlet gap is designed to act as a flame barrier and prevents 
explosive combustion of the premixed reactant in the supply plenum. Flow in the chamber is 
radial. Combustion products exited through an outer gap (3). A glass plate (4) covers the annulus 
and allows images of the wave to be obtained through a high speed camera (5) and shown in Fig. 
2–1b).  
 
Figure 2–1  a) RDE cross-section with radial flow through annulus,  
b) high speed images of wave [6]  
The work by Voitsekhovskii is significant for its demonstration of a continuously rotating 
detonation. The purpose of the rig is stated as an experimental means to study the detonation in 
situ. No mention is made of potential applications or thermodynamic performance. 
  39 
The first published mention of an annular RDE as a propulsive device appears to come from a 
patent filed in 1961 by Morrison and Hays and cites Voitsekhovskii’s paper as prior art [48]. 
Figure 2–2 shows several features of some modern RDEs, including the conical centerbody and 
tangential injection of an ignition pulse. The radial injection draws inspiration from 
Voitsekhovskii, but consists of individual injectors and an expectation of fuel and oxider mixing 
in the chamber.  
 
Figure 2–2  RDE Patent No. 3240010 [48] 
The Morrison patent was part of the extensive RDE research by Nicholls, et.al. [7]. This 
seminal research at the University of Michigan created the general form of current RDEs as a 
long annular chamber fed by injectors similar to those found in rocket injection heads. Figure 2–
3 University of Michigan RDE cross-section [7] shows the general arrangement [7]. 
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Figure 2–3 University of Michigan RDE cross-section [7] 
In 1961 Morrison and Cosens achieved multiple rotations of a rotating detonation in 
preliminary work prior to the cited report [7]. The final design of the UofM RDE produced a 
wave that survived for one circuit but did not reproduce a sustained rotating detonation. This was 
partly due to the use of a rupture plate to control the direction of rotation, which attenuated the 
detonation. The establishment of a predetermined and stable direction of rotation remains a 
significant challenge to RDE research.  
The University of Michigan research is marked by several findings.  
1. The rotating detonation is a Chapman-Jouguet detonation. 
2. Recognition of the kinship of rotating detonation with rotating instabilities in rocket 
combustion chambers. 
3. The effective chamber pressure is a time-averaged value. 
4. There is good qualitative agreement between theoretical and experimental pressure-
time dependence. 
5. No fundamental restriction was found to prevent successful operation of a RDE. 
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A fundamental insight into the nature of the rotating detonation wave was acquired by 
Dabora, while at the University of Michigan, with the study of a continuous detonation wave 
confined by only a fixed surface and a contact surface of inert gas [49]. The detonation 
propagated and formed, in current terms, an oblique shock and a shear layer. This structure is an 
essential part of a rotating detonation wave. 
After the conclusion of the University of Michigan project, the research on RDEs was 
abandoned in this country. Research was continued at the Lavrentyev Institute and in 1975, 
Bykovskii reported a sustained rotating detonation in a long annular chamber [50]. Bykovskii 
claims success in RDE operation with various hydrocarbon fuels and has created a self-aspirating 
RDE [1,22]. 
After the success in Novosibirk, research into RDEs has been pursued by various institutions, 
notably in Poland, France, Japan, China and the United States [8, 9].  
 
2.2 Rothalpy 
Rothalpy is typically derived from the Euler turbomachinery equation, which equates shaft 
work of a rotor with the change in stagnation enthalpy of the fluid. Since the RDE does not have 
a shaft to do work, the use of rothalpy in our analysis must be justified. This will be done in 
steps. A brief history of the term and its usage will be discussed here. Subsequent chapters will 
build a solid derivation for its use in the RDE.  
No practical method has yet been developed to experimentally measure rothalpy in gas 
turbine rotors using conventional techniques. Turbomachinery engineers prefer variables such as 
temperature and pressure that can be measured directly within the laboratory frame of reference. 
The lack of experimental measurement limits rothalpy to theoretical considerations within the 
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rotor. Some modern texts, such as Hill and Peterson [26] do not mention rothalpy at all. Rothalpy 
is also finding use in computational studies of gas turbine flow. Fluent CFD software contains 
built-in rothalpy variable computation [51]. 
In practice, rothalpy is limited to the classroom and theoretical studies. Baskharone 
recognizes the limited use of rothalpy, but states rothalpy, “…is versatile enough to remain 
invariant throughout any rotor regardless of its meridional flow-path geometry (axial, radial, or 
mixed-flow type) [62].”  
Rothalpy is not a new concept, but there is no generally accepted name, formulation or 
nomenclature. C.H. Wu coined the word in 1953 as a blend of “relative” or “rotating” and 
“enthalpy” [52]. The symbol “I” predates “rothalpy”. The formulation predates both and is 
nameless in some works [53]. Equations (1–9) and (1–11) have also been called “relative total 
energy”[54] or “modified total enthalpy”[55]. The name “rothalpy” and the symbol “I” are the 
most common among the various usages [28,56,57,58]. The term “relative total enthalpy” is still 
found in some modern works [59]. 
The continued use of the upper case “I” violates the accepted convention of using a lower 
case for specific energies while respecting the earlier usage. This usage has probably led to some 
confusion over the nature and usefulness of rothalpy as a specific energy rather than a total 
energy as the upper case would imply. Lower case “i” is also used by Wu, but is made 
objectionable by common other usages, such as “i” for imaginary values and array indices.  
For discussions relative to existing literature we will use the nomenclature unique to the 
referenced author. For work unique to this thesis, we will use the following nomenclature that is 
consistent with the lower case convention for specific energy, related to the derivations and the 
history 
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   ℎ? = ℎ? +??/2 − ?? 2   (2–1)  
   ℎ? = ℎ? +??/2    (2–2)  
where hI is rothalpy and hw is proposed as “windthalpy” for the relative stagnation enthalpy 
[13,60]. Rothalpy and windthalpy are expressions of the conservation of energy in the rotating 
frame of reference. They are properly a total or stagnation enthalpy and deserve the use of the 
symbol “h” with an appropriate subscript. 
Wu asserts that the equation of rothalpy was in common usage in various forms, such as 
   ? = ℎ? +??/2? − (????)/2? = ? − ???/?   (2–3)  
The current usage of “rothalpy” has deviated from Wu’s original suggestion. Wu proposed 
calling (h-ω2r2/2g) “rothalpy” and the complete expression (h+W2/2g-ω2r2/2g) “total rothalpy.” 
In recent work, he defines rothalpy (i) and relative stagnation rothalpy (I) as  
   ? = ℎ −   ?? 2 = ℎ −
?
?
?? ?   (2–4)  
   ? = ? +   
?
?
??   (2–5)  
where h is static enthalpy and ω is angular velocity [61]. 
Baskharone uses “relative total enthalpy” to refer to the stagnation enthalpy in the rotating 
frame of reference [62] 
   ℎ?? = ℎ +??/2   (2–6)  
Vavra also uses “ relative total enthalpy” in a similar form [63] 
   ?? = ℎ +?? 2− ???? 2+ ??   (2–7)  
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The additional term of gz (gravitational potential energy) stresses the role of rothalpy as a 
summation of total energy. It is significant that Vavra derives rothalpy directly from the 
differential equations of motion instead of the Euler turbomachinery equation, as is commonly 
done.  
Urbach equates rothalpy with “relative total specific enthalpy” and traces the use of “relative 
total enthalpy” to Lorenz in 1910 [64,65] 
   ℎ + ??/2− ??? − ?? = ℎ +??/2− ??/2 ≡ ℎ??    (2–8)  
where the subscript “u” is the azimuthal component. The first expression of Eq. (2–8) may be 
obtained by solving Eq. (1–10) for V and substituting into the last term of Eq. (1–9). 
Urbach continued his analysis of viscous effects on the Euler turbomachinery equation with a 
series of papers [66,67]. Urbach showed conclusively that the derivative, ?p/?θ, never vanishes 
[29]. He derived a transport form of the Euler turbomachinery equation from the equations of 
motion and showed that the equation was applicable to any moving frame of reference. The 
inviscid form of the equation reduces to a transport version of the Euler equation 
   ?ℎ? ?? = −? ⋅ ?? ? = − ? ?? ?? ?   (2–9)  
Urbach concludes, “… that there can be no energy transfer without a transverse pressure 
gradient is implicit in the logic of Euler, who insisted that only the transverse component of the 
momentum is effective [29].” The significance of this statement is seen when the concept of 
rothalpy is applied to a RDE. The RDE lacks a power shaft, blades and vanes to apply work to 
the flow. The agent of RDE work is the pressure gradient of the rotating detonation wave. 
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Lyman responded in a study disagreeing over certain viscosity terms [46]. The remarkable 
exchange of ideas was settled several years later [68]. The significance of Lyman’s work is a 
transport equation that set forth the requirements for the conservation of rothalpy 
   ???/?? = ??/??? − ??????/?? + ? ⋅ ? ⋅?+ ?? ⋅?+ ??D?/??   (2–10)  
The usual derivation of rothalpy assumes a steady adiabatic flow. Lyman’s requirements for the 
conservation of rothalpy in turbomachinery are derived from the five terms on the right hand side 
of Eq. (2–10): 
1. Zero pressure fluctuations in the rotating frame. 
2. Zero angular acceleration of the rotor. 
3. Zero work by the net viscous force done on the relative flow.  
4. Zero work by body forces on the relative flow. 
5. Zero change in entropy due to viscous dissipation and heat transfer. 
Viscous effects and body forces are assumed negligible in this thesis. Requirements 1, 2, and 5 
dictate conditions for conservancy in the numerical simulation and the reduced-order analytical 
model. Lyman does not address heat addition from combustion directly. However, the generation 
of entropy through heat addition is consistent with the last requirement.  
The significance of a statement of conservation for the RDE enables two types of inquiry. 
First, the demonstration of constancy of rothalpy within an acceptable error band states that the 
rothalpy analysis of a RDE is valid. Second, if rothalpy is conserved, any change in rothalpy 
implies an energy flux in the form of an efficiency loss, energy transfer or added heat of 
combustion. 
The unsteady paradox states that a turbine can produce no shaft work with steady inviscid 
flow. This conclusion is reached when the Bernoulli equation is used with the definition of shaft 
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work and fluid head. The paradox was resolved by Dean, who showed that work can be done on 
inviscid flow only if the flow is unsteady [45]. Both Urbach and Lyman address the unsteadiness 
paradox from a transport equation point of view. Lyman also demonstrates that the conclusion 
requires unsteadiness in the laboratory frame of reference [46]. Rotor-to-stator passing blades 
provide laboratory frame unsteadiness in turbomachinery. The rotating detonation wave provides 
unsteadiness in the RDE laboratory frame.  
Lyman corrects an historical misconception in a footnote that the “Euler turbomachinery 
equation,” as commonly used, is misnamed [46]. Euler’s turbine equation computes torque from 
the rate of change of moment of momentum. Euler’s work on reaction turbines precedes the first 
law of thermodynamics by about 100 years. Euler could not have used stagnation enthalpy as we 
know it. The equivalence of the change in swirl energy with the change in stagnation enthalpy is 
a modern usage. The use of static enthalpy (hs=e+pv) is also modern. Howard attributes 
“enthalpy” to Onnes (1909) and “H” or “h” to Porter (1922) [69]. 
Wintenberger discusses the effect of unsteadiness on PDE and concludes that the valve 
oscillations of flow result in total pressure loss and a subsequent loss in efficiency [44]. RDEs 
also see fluctuations from the inlet to the exhaust stream. The fluctuations are of a lesser 
magnitude than in a PDE. The loss mechanisms have not been thoroughly explored, but are 
expected to contribute to efficiency losses. To date, our work shows that the unsteadiness in a 
RDE does not cause significant losses in the inviscid 2-d Euler model. Other loss mechanisms, 
such as injection shock and expansion cooling are dominant. This result is expected due to the 
lack of suitable diffusion terms. Future Navier-Stokes modeling with viscous losses are expected 
to clarify the role of diffusive loss mechanisms. 
  47 
2.3 Numerical Modeling 
The complexities of a three-dimensional rotating detonation engine are reduced to a two-
dimensional rectilinear inviscid Euler simulation with ideal injection and exhaust planes. 
Simplifying to this reduced order analysis raises legitimate questions about the effects of 
curvature, annulus height, boundaries, viscosity and finite rate chemistry. The effort to build a 
satisfactory thermodynamic cycle must necessarily determine which effects are fundamental and 
which are second order or complicating effects. 
Treatment of the RDE as a two-dimensional model originates with some of the earliest 
research. Zhdan pioneered the use of the two-dimensional RDE Euler model with the use of a 
single reactant and an isentropic injection boundary with no backflow [70]. The model has the 
advantage of low computational costs, the absence of specific injector design parameters and the 
lack of two-stream mixing issues. Variations on this model are in common use among RDE 
researchers. 
The foundation of detonation theory is the Chapman-Jouguet (CJ) model based on one-
dimensional steady-state equations of continuity, momentum, energy and state. The CJ model 
identifies the upstream and downstream conditions by way of the Hugoniot curve and Rayleigh 
line, but says little about the actual process path. The complete ZND theory shows the detonation 
path through the shock Hugoniot and subsonic Rayleigh line by integrating finite rate chemistry 
through induction and shock compression ignition [14].  
It is significant that the CJ and ZND models are one-dimensional. The CJ theory allows 
computation of the ideal detonation velocity (DCJ), which is the standard by which the quality of 
numerical simulations and experiments are judged. Experimental detonations in tubes are 
typically within a few percent of the CJ velocity [17]. Rotating detonations are also compared 
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favorably to the CJ velocity [4]. The conclusion is that the CJ/ZND model is a very good 
approximation of a detonation and is primarily a one-dimensional thermodynamic phenomenon. 
The CJ model is under-constrained. Continuity, momentum, energy and state equations leave 
four equations with five unknowns. As Lee points out, the CJ criterion is a postulate. Various 
arguments such as minimum entropy, minimum velocity or the necessity of a thermal choke at 
the CJ point do not actually provide closure [14].  
The incorporation of finite rate chemistry, such as the Arrhenius equation introduces a fifth 
variable (reaction progress), but also introduces a time dependency. Various researchers have 
modeled the time-dependency of a one-dimensional detonation [71,72]. Henrick shows that the 
detonation solution is dynamic and non-linear leading to a period-doubling bifurcating behavior. 
The solution state-space is displayed on a bifurcation diagram in Fig. 2–4a) and b). 
 
Figure 2–4  a) Detonation phase-space of period 2, E=27.35, b) Bifurcation diagram [71] 
Figure 2–4a) plots normalized detonation velocity (D) against acceleration (dD/dt). The orbit 
crossing (A) implies a third axis of d2D/dt2. The orbit does not intersect itself. The two orbit 
segments are skew to each other in a three-dimensional phase-space of [D, dD/dt, d2D/dt2]. 
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Period two refers to the two points (B and C) that intersect an arbitrary plane on successive 
orbits. The two tracking points are plotted in Fig. 2–4b). The system is initialized at the CJ 
detonation (DCJ). The detonation is unstable at DCJ and spirals outward clockwise. The orbit 
asymptotically approaches the Stationary limit cycle over time. A frequency analysis of this orbit 
would show two dominant frequencies over a background of apparent noise caused by the non-
linear limit cycle. 
The usage of the term “stability” is often loosely used to mean uncontrollable behavior. 
Linear system analysis constrains the definition to convergence over time to a constant fixed 
value. “Unstable” usually means amplitude growth to infinity. Only non-linear systems possess 
the capacity for bounded finite limit cycles that are stable over time.  
Figure 2–4b) shows that the bifurcation behavior is controlled by the non-dimensional 
activation energy (E) in the Arrhenius equation. For E<25.265, the system converges on a single 
value and is linearly stable. For E>25.265, the system is convergent on a limit cycle. The ratio of 
successive ranges of activation energy approaches the Feigenbaum number as the period (n) goes 
to infinity. The Feigenbaum number is an irrational universal constant and approximately equal 
to 4.669201.  
The full range of bifurcations theoretically cover all integer multiples of periods, but not in 
integer order. Figure 2–4b) shows that the sequence undergoes a period doubling. (n=1,2,4,8…). 
The remaining doubling sequences (e.g., n=3,6,12,…) appear once n goes to infinity for a 
particular sequence [73]. 
The existence of period three in Fig. 2–4b) implies chaos [74]. The full succession is often 
called the path to chaos. The term “chaos” is popular, but misleading. It implies the existence of 
a random caprice of nature. However, the systems that exhibit the sequence of bifurcations are 
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completely deterministic, but sensitive to initial conditions [73]. Prediction using integration 
over long time periods becomes impossible, since the systems in question will accumulate round-
off and discrete integration errors over time. The limit cycle then becomes the asymptotic limit 
for orbits continually perturbed by computational errors.  
Figure 2–5 shows that the complex behavior of bifurcating limit cycles still produces average 
detonation velocities very close to the CJ velocity over a range of activation energies. 
Experiments often show velocities close to the CJ value. We conclude that the time-dependent 
dynamic solution of the governing equations controls the instantaneous behavior, but the 
thermodynamics still controls the average CJ velocity. 
 
Figure 2–5  Average detonation velocities over time vs activation energy [71] 
Romick extended this study and found that diffusion shifted and stretched the bifurcation 
points to higher activation energies [75,76]. The overall shape of the bifurcation map is largely 
unchanged. This level of detail was accomplished by a one-dimensional numerical simulation 
with grid sizes on the order of 1e-4 mm, a fifth order accurate solution method, and computation 
times from 2 to 8 days. He concludes that the dynamics of detonation are significantly affected 
by diffusion effects. Specifically, diffusion delays the onset of the bifurcation sequence as a 
function of activation energy.  
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Romick also notes the common practice of using the inviscid Euler model and neglecting 
diffusion effects in detonation simulations. Shepherd concludes there is “no single paradigm for 
detonation front structure” [77]. A range of behavior is dependent on a variety of factors, 
including boundary conditions, mixture type, and initial conditions. We may add simulation 
constraints of grid size, presence or absence of diffusion to the list as well. 
The non-linear behavior of bifurcating limit cycles has been observed in many fluid 
phenomena and in laminar flame structures [18,78]. The appearance of bifurcation behavior in 
detonation is not surprising. However, the one-dimensional nature of these studies raises the 
question of the effects of two or three dimensions on the dynamics. Three-dimensional studies 
have been done by Schwer and Kailasanath and confirm that RDE behavior in an annulus with a 
small radial height (relative to the mean radius) produce similar behavior to the two-dimensional 
models [79]. Other studies indicate that radial effects do emerge in an annulus with large radial 
dimensions [80].  
The question of deterministic chaos in a three-dimensional simulation or experimental 
evidence remains unsolved. Three minimal requirements for such complexity can be inferred 
from Figure 2–4a).  
1. A minimum of three axes in phase-space is required to allow the orbits to “cross” and 
form a bifurcating limit cycle. This is equivalent to a two-degree of freedom dynamic 
system. 
2. The system must contain a non-linearity to form a limit cycle. Linear systems do not 
form stable limit cycles. The primary non-linearity in fluid systems is the velocity-
squared term in the momentum equation. 
3. The non-linearity must be variable over a range necessary to cause bifurcations. 
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These requirements are relatively easy to find in a fluid system. The expectation is that limit 
cycles will be exhibited in a RDE. This author’s speculation is that the creation of multiple RDE 
waves is a bifurcation based on the inference of Li and Yorke [74]. Bykovskii found 
experimental evidence for three rotating detonation waves and states that multiple wave 
formation is a function of mass flow [1]. Zhdan has found that the rotating detonation is an 
eigenproblem, where the wave period is the eigenvalue and a function of the specific flow rate of 
the mixture [81].  
The Romick and Henrick studies raise the question of the fidelity of the RDE simulation for 
this thesis. Both studies use a one-dimensional grid size three orders of magnitude smaller than 
our RDE simulation plus they include diffusion effects and a high order solution. We note that 
our goal is to build an analytical thermodynamic model of the RDE. Since the point of the 
analytical model is a prediction of performance, our interest lies in the average properties of the 
detonation. The hydrogen-air model has shown itself to be stable with minimal fluctuations. The 
solution has been examined for evidence of limit cycles. The grid resolution precludes any 
conclusions about the nature of the fluctuations, which are less than 1.5%. 
The algorithms used in our study reproduce the cellular structure at fine resolutions and the 
detonation velocities at coarser resolutions. The stability of the detonation velocity was the 
metric for selecting a grid size as discussed in Section 1.7. We conclude that a uniform coarse 
grid of 0.2 mm (compare to Romick’s 0.0004 mm grid) model is an adequate model for the 
necessary identification of the fundamental thermodynamic cycles within the RDE. The coarse 
grid model forgoes accurate dynamic response for manageable computational time, while still 
preserving the fundamental thermodynamics. 
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2.4 RDE Thermodynamic Analysis 
The analytical model of the RDE thermodynamic process in a rotating frame of reference was 
first realized by Bykovskii and Mitrofanov. Their model showed that the exit flow is supersonic 
and that entropy production is less than conventional combustion. The assumption of a ZND type 
of detonation in a RDE was first used by Mitrofanov [82]. The significance of swirl and the 
conservation of rothalpy was not included in their analysis. This work confirms the assumptions 
made by Mitrofanov, such as the alignment of a planar detonation with the relative flow and 
subsequent isentropic expansion. 
Significant papers on pulse detonation cycles by Heiser and Pratt and Dyer and Kaemming 
have been discussed and are often cited by researchers for the comparison of PDE, Humphrey 
and Brayton cycles [21,23]. These papers are significant to RDE research by establishing the 
ZND cycle as the basis for the PDE and introducing the effects of parasitic losses on the cycle.  
Schauer has outlined an evolutionary understanding of the detonation cycle and credits our 
research for establishing the RDE as a ZND-type cycle [Appendix B]. The general outline of a 
ZND based RDE cycle has emerged from these studies. Lu acknowledged the identification of 
the ZND cycle in the RDE and notes the differences between the ZND model and the Humphrey 
cycle [30]. 
The challenge of modeling a RDE is the realization that it is not a pure ZND cycle, but is 
comprised of a multiplicity of detonation streams, deflagrations and various incidental shocks 
[11]. Kailasanath acknowledged the significance of multiple streams in the RDE cycle [8]. 
Wintenberger introduced the idea of the stagnation Hugoniot and came to the conclusion that 
a detonation-powered ramjet was less efficient than a Brayton cycle ramjet [83]. He also 
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presented a seemingly contradictory conclusion that the unsteady pulsed detonation cycle was 
more efficient than the Brayton cycle based on the Fickett-Jacobs cycle detonation analysis.  
The Wintenberger paper is significant in three ways. First, Wintenberger recognized that 
stagnation properties must be factored into any detonation analysis. Thermodynamic cycle 
analysis often ignores the effects of stagnation properties and focuses on the static temperature 
and pressure properties. The Hugoniot curve in combustion text is typically plotted in a P-v 
diagram. Velocity is accounted by the Rankine-Hugoniot equations, but the significance of the 
kinetic energy in combustion is obscured. Wintenberger’s work was seminal to our research and 
first established the importance of stagnation properties in detonation engines. 
Secondly, Wintenberger points out that the dynamic head in a standing wave detonation 
ramjet is very significant. The incoming chamber velocity must equal the detonation velocity to 
hold the detonation in place. As a result, the UCJ is no longer the entropy minimum point on the 
Hugoniot curve. The hypersonic upstream velocity is responsible for generating more entropy 
than the low subsonic upstream velocity of a typical Brayton cycle combustion. The advantage 
of the detonation is lost in  standing wave engine against the Brayton cycle.  
Thirdly, this argument led us to consider the effects of upstream velocity. Clearly, a standing 
wave detonation engine with a hypersonic inlet was less efficient than a Brayton cycle. The PDE 
approximates an ideal CJ or ZND detonation with zero upstream velocity. The RDE typically has 
subsonic inlet velocities. Zhdan has explored the possibility of supersonic inlet velocities [84]. 
This line of inquiry led to the use of the Galilean transformation, velocity triangles and rothalpy. 
These concepts enabled the study of a range of inlet conditions and allowed the identification of 
a ZND-type cycle within the rotating frame of reference. 
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The Fickett-Jacobs cycle imagines two pistons compressing and expanding the gas. The first 
piston is a conceptual substitute for the detonation and the second recovers work through 
expansion. The cycle sets an upper bound for the extracted work and is shown to be more 
efficient than a Humphrey or Brayton cycle. Wintenberger concludes the Fickett-Jacobs cycle is 
equivalent to an ideal ZND cycle and PDE unsteadiness is required to gain the higher efficiency. 
Braun’s approach to the RDE cycle is grounded in the construction of Brayton cycles by 
constructing the cycle as a single stream from assumed known processes [3,31]. The RDE is 
modeled as a supersonic ramjet. The inlet is isentropic. The significant role of injection losses 
due to mixing are recognized and modeled as a mass-averaged entropy increase. The detonation 
is modeled as a rotating wave traveling at the CJ velocity. The wave is assumed to be normal to 
the azimuthal direction. Expansion is assumed to be isentropic. Exergy is used as an approach to 
analyze performance and identify trends. The performance gap between conventional jet 
propulsion and scramjet is identified and the RDE proposed as a possible solution. See Fig. 1–12. 
2.5 Summary 
Rothalpy is introduced from the turbomachinery lexicon. A brief history is presented to 
establish its pedigree as an expression of the first law of thermodynamics in a rotating frame of 
reference. 
The challenges of numerical modeling are discussed and a criterion established for using a 
relatively coarse grid to model the very complex RDE flow field. The final solution of the ZND 
governing equations is time dependency, which results in a complex dynamic solution. CJ 
detonation velocity is preserved leading to the conclusion that detonation velocity is 
thermodynamically constrained. The preservation of the CJ detonation velocity is the primary 
feature used to judge the fidelity of the simulation.  
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The establishment of the thermodynamic cycle of the RDE as a modified ZND-type cycle is 
not new, but was disputed. The actual cycle contains multiple processes. Further studies are 
required to understand the full range of cycle behavior. 
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Chapter 3 Rothalpy  
Rothalpy is the fundamental statement of the conservation of energy in a rotating frame of 
reference. The term was first used by Wu as a turbomachinery concept and has been limited to 
the study of turbomachinery [52]. However, we have found rothalpy useful for representing the 
heart of the RDE process. The traditional derivation of rothalpy used in turbomachinery texts 
illuminates relevant aspects for its use in RDEs [28]. Rothalpy will also be derived in a manner 
consistent with the RDE boundary conditions. 
The Galilean transformation is an essential part of the full analysis and is used four times in 
this work. First, the transformation is used to create a time-averaged numerical solution. Second, 
the transformation is used to create streamlines from the time-averaged solution. Third, the 
transformation is used directly in the analytical model. Fourth, the transformation is used in the 
derivation of rothalpy.  
3.1 Frames of Reference and the Galilean Transformation 
The Galilean transformation expresses the coordinates of one inertial reference frame to 
another that is moving with constant velocity with respect to the first. Point P in Fig. 3–1a) 
moves at velocity V with respect to coordinate system S. At time t, P is at location [x,y] with 
respect to S. A second coordinate system S’ is moving at velocity U with respect to S.  
The coordinates of P with respect to S’ are obtained by the Galilean transformations or the 
equivalent vector transformation  
   ?? = ? − ???      and      y′ = y− U?t   (3–1)    
or   ?′ = ?− ??   (3–2)    
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Figure 3–1  a) Galilean coordinate transform, b) vector transform 
The velocity vectors are rearranged in Fig. 3–1b) as a generic velocity triangle. The derivative of 
Eq. (3–2) with respect to t produces the velocity transformation  
   ? = ?− ?   (3–3)    
where W=dx’/dt  and is the velocity of P relative to the moving coordinate system S’. 
The Cartesian systems of Fig. 3–1 can be used to describe a cylindrical coordinate system 
where x or x’ is the azimuthal coordinate at a radius r. The motion of a rotating coordinate S’ in 
the x’ direction at velocity Ux is tangent to the rotation. The velocity of a fluid parcel at P is a 
state variable. The path of the particle and the associated time derivatives are not a factor at this 
stage of analysis.  
The transformation is widely used in the design of turbomachinery [26,28,62,56,57], where 
U=[Ux, Uy] and Uy=0. Equation (3–3) becomes 
   ? = ?− ?????   (3–4)  
   ????? = ??   (3–5)  
where ω is the constant angular velocity of a rotating control volume.  
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The vector summation is graphically shown in Fig. 3–2 as a typical velocity triangle of a fluid 
parcel found in the RDE fill zone. 
 
Figure 3–2  Galilean transformation velocity triangle (not drawn to scale) 
 
The velocity field (V) in the laboratory frame of reference carries fluid along pathlines through 
the RDE control volume. The velocity field (W) carries fluid parcels along streamlines relative to 
the rotating frame of reference [18]. 
Swirl (Vx) is the azimuthal component of the laboratory frame velocity V. The angular 
orientation of V (α) is also used to describe swirl. The angular orientation (β) of the rotating 
frame velocity (W) is not commonly referred to as “swirl”, unless it is in reference to the rotating 
frame. 
3.2 Derivation of Rothalpy for Turbomachinery 
The steady-state equation for rothalpy is derived from the Euler pump equation, which 
describes the work transfer on steady flow between the inlet and outlet of a rotating volume, as 
shown in Fig. 3–3. The derivation given here is representative of many turbomachinery texts and 
shown here for comparison to the RDE process [28, 58, 62]. 
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Figure 3–3  Control volume of generic turbomachinery 
 
The fluid enters a control volume with velocity V and a tangential velocity (Vx). The Euler pump 
equation is derived from Newton’s second law and the moment of forces applied to a fluid mass 
m at a radius r from an arbitrary axis 
   ?????   ? = ?????? = ? ?  ???   ??   (3–6)  
The force on the fluid comes from a passage in a compressor or turbine rotor. The torque is 
applied to or received from the rotor shaft A-A. The tangential velocity is the only vector 
component capable of exerting torque on the shaft. 
For steady flow (ṁ) at a constant velocity, the sum of moments on the control volume 
(moment of momentum) is obtained  
   ?????? = ?  (  ????? − ?????  )   (3–7)  
For a constant angular velocity (ω=U/r), the rate of work done on the fluid is 
   ?   ??????   =   ∆???? ∆? =    ? ? ?(  ????? − ?????  )     (3–8)  
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   ∆???? ∆?   =   ? ????? − ?????      (3–9)  
The local tangential velocity (U) is also called wheel or blade speed. The work per unit mass 
done on the fluid is 
   ∆???? ?   =   ????? − ?????     (3–10)  
Equation (3–10) is called Euler’s pump or turbomachinery equation for steady flow. A positive 
value indicates work done on the flow by a compressor or pump rotor. A negative sign indicates 
work done by the flow on a turbine rotor. 
It is noted that the radius of rotation is cancelled in Eq. (3–9) and the change in work is a 
function only of the tangential velocities of U and Vx. The rigid body of the rotor insures that the 
wheel speeds U1 and U2 are still dependent on the radius. 
The change in work applied to the fluid is equal to the change in total energy or the change in 
stagnation enthalpy 
       ????? − ?????   = ℎ??−ℎ??     (3–11)  
The inlet and outlet terms are isolated and the definition of stagnation enthalpy is substituted 
   ℎ? = ℎ? + ??/2   (3–12)  
     ℎ?? +   ??
? 2−?????   = ? = ℎ?? +   ??
? 2−?????     (3–13)  
If both sides of Eq. (3–13) are independent and equal, they are equal to a constant. This quantity 
is named rothalpy (?) for rotating enthalpy [52,28] and defined as 
   ? = ℎ? + ??/2 − ???   (3–14)  
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Rothalpy is a conserved state property in a rotating frame of reference, such as for a 
turbomachinery rotor. Equation (3–14) demonstrates that a change in the stagnation enthalpy 
must be done through a change in UVx. The mechanism for doing mechanical work on fluid flow 
by means of a compressor or turbine is the change in Vx or the change in azimuthal swirl. For 
turbomachinery, it is axiomatic that taking work into or out of the gas flow requires a turning 
passage or vane in the compressor or turbine rotor to accomplish the change in swirl.  
The application of Eqs. (3–11) and (3–14) to a RDE creates three objections. One, there is no 
shaft work or torque applied to the flow field. Two, there are no turning passages in a RDE that 
provide a surface to transmit the torque. Three, there is no provision for heat addition. These 
objections are met through a more precise derivation of rothalpy. 
3.3 Derivation of Rothalpy for Annular Flow 
Compressible inviscid flow is constrained to an annulus open at each end in Fig. 3–4. The 
laboratory reference frame is chosen where x is the azimuthal and periodic direction. The axial 
dimension is y. The radial dimension is r. Local flow is not necessarily co-linear nor steady 
relative to the laboratory reference frame. Total flow through the annulus is constant and steady. 
 
Figure 3–4  Annular flow control volume. 
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A constant pressure gradient (∇P) and an encompassing control volume (CV) move together 
at a constant velocity U in the annular space of Fig. 3–4 and are shown in Fig. 3–5.  
A fluid parcel of mass m moving at velocity V1 along a curved pathline enters the CV at time 
t1. The pathline is relative to the laboratory reference frame. The parcel leaves the CV at time t2 
and velocity V2. The parcel motion relative to the CV at time t1 and t2 is shown in Fig. 3–5b. 
 
Figure 3–5  Generalized moving control volume 
Newton’s first law requires a force to turn a mass in motion. A moving wave of pressure 
gradient provides the motive force on the fluid and satisfies the first and second of the three 
objections (no shaft work and no turning passages).  
The pressure gradient within the CV is a segment of a larger pressure wave moving through 
the fluid at velocity U. The control volume velocity is also equal to U. The control volume is a 
tracking artifice and does not by itself exert force. The wave pressure gradient exerts the force 
[29]. 
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The pressure gradient exerts a force F1 on the fluid parcel at time t1 as it enters the CV. When 
the parcel leaves the CV at time t2, the gradient exerts a force F2 on the fluid.  
The flow is continuous and steady through the CV. The forces exerted by the pressure 
gradient are continuous and steady. Therefore, the energy expended is 
   ?? ⋅ ∆?? − ?? ⋅ ∆?? = ∆????   (3–15)  
The energy is expended over time as instantaneous power (∂Work/∂t) as the wave segments 
move at constant velocities U1 and U2  
   ?? ⋅ ??? ?? − ?? ⋅ ??? ?? = ????? ??   (3–16)  
   ?? ⋅ ?? − ?? ⋅ ?? = ????? ??   (3–17)  
The velocities U1 and U2 in Eq. (3–17) may be unequal and constant if they represent a constant 
angular velocity where Ux1/r1= Ux2/r2=ω.  
Newton’s second law requires a change in momentum. The change in total energy over time 
becomes 
   ? ???? ?? ⋅ ?? − ? ???? ?? ⋅ ?? = ????? ??   (3–18)  
The velocities (V1, V2) are constant under steady-state conditions relative to the control volume. 
The mass flow (ṁ=dm/dt) through the control volume is constant; therefore, 
   ?? ⋅ ?? − ?? ⋅ ?? ??/?? = ????? ??   (3–19)  
The change in total energy per unit mass is the change in stagnation enthalpy (ht) and is 
proportional to the change in laboratory frame velocity  
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   ?? ⋅ ?? − ?? ⋅ ?? = ????? ?? = ∆ℎ?   (3–20)  
The CV velocities (U1, U2) may have axial components, if the pressure wave follows a spiral 
path, as in spin detonation [14]. If the moving CV moves through a constant axial (y) position, 
the wave velocity axial component (Uy) is zero. Flow is constrained to the annulus and the wave 
radial component (Ur) is zero; therefore, U=Ux. The change in stagnation enthalpy becomes 
proportional to the change in azimuthal velocity 
   ?????? − ?????? = ℎ??−ℎ??   (3–21)  
Equation (3–21) is the same as Eq. (3–11) and is functionally equivalent to the Euler 
turbomachinery equation. The first and second objections to the use of Eqs. (3–11) and (3–14) 
have been met. Torque and shaft work is not required to transmit rotational energy. Turning 
passages are also not required. A moving pressure gradient is sufficient to create the necessary 
forces. We conclude that the Euler turbomachinery equation is an equation of moving frames of 
reference and is not limited to turbomachinery. 
The derivation of rothalpy for a RDE proceeds from Eq. (3–20). The inlet and outlet terms are 
isolated. In the same manner as Eq. (3–13), both sides of Eq. (3–22) are independent and equal to 
a constant (hI) that is conserved 
   ℎ?? − ?? ⋅ ?? = ℎ? = ℎ?? − ?? ⋅ ??   (3–22)  
The indices are dropped and the definition of stagnation enthalpy is substituted 
   ℎ? = ℎ? +   ?? 2−? ⋅ ?   (3–23)  
For the RDE, Uy=0, Ur=0, Ux= Uwave and Eq. (3–24) is identical to Eq. (3–14) 
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   ℎ? = ℎ? +   ?? 2−???????   (3–24)  
An equivalent equation of Eq. (3–24) in the rotating frame of reference is required to show the 
effect of heat addition. A transformation of the laboratory inertial frame of reference to the 
rotating frame of reference is required. 
3.4 Equivalent Expressions of Rothalpy 
An equivalent expression of rothalpy is found by solving Eq. (3–3) for ?, substituting the 
result into Eq. (3–23)  
   ℎ? = ℎ? + ?+ ? ?/2 − ? ∙ ?+ ?    (3–25)  
   ℎ? = ℎ? + ?? + 2? ∙?+ ?? /2 − ? ∙ ?+ ?    (3–26)  
   ℎ? = ℎ? +??/2+ ? ∙?+ ??/2− ? ∙?− ??   (3–27)  
   ℎ? = ℎ? +??/2 − ??/2   (3–28)  
where W2=||W||2 and U2=||U||2. For the RDE, Uy=0 and Eq. (3–28) is written 
   ℎ? = ℎ? +??/2 − ?????? /2   (3–29)  
The first two terms of Eq. (3–29) are identical to the stagnation enthalpy in the rotating frame of 
reference where 
   ℎ? = ℎ? +??/2   (3–30)  
Windthalpy (hw) is a coined term and a renaming of stagnation enthalpy in a rotating frame of 
reference [13]. The naming of windthalpy is done to avoid confusion with stagnation enthalpy in 
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the laboratory frame of reference. The difference is not trivial and is essential to understanding 
the RDE cycle.  
The four equivalent forms of rothalpy as applicable to the RDE are summarized 
   ℎ? = ℎ? +   ?? 2 − ???????   (3–31)  
   ℎ? = ℎ? − ???????   (3–32)  
   ℎ? = ℎ? +??/2 − ?????? /2   (3–33)  
   ℎ? = ℎ? − ?????? /2   (3–34)  
For an inviscid isentropic system with a constant angular velocity, windthalpy is conserved 
and Uwave is constant. Equations (3–34) and (3–32) are written in the manner of Urbach [64] 
   ?ℎ? = ? ℎ? − ?????? /2 = ? ℎ? − ??????? = 0   (3–35)  
The   third   expression   is   reduced   and   integrated   along   a   pathline.   The   definite   integral  
becomes  the  Euler  turbomachinery  Eq.  (3–11)  and  (3–21)    
   ? ℎ? − ??????? = 0   (3–36)  
   ?ℎ? = ? ???????    (3–37)  
The indefinite integral identifies rothalpy as the constant of integration of the Euler 
turbomachinery equation and one of two reasons for the use of the subscript “I” in this thesis. 
The second reason ties the subscript to historical usage. 
   ℎ? − ??????? =   ℎ?    (3–38)  
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A rearrangement of Eq. (3–38) creates a different understanding. Stagnation enthalpy is 
linearly proportional to swirl and rothalpy is the intercept of the state function of the Euler 
turbine equation. The wave velocity is the slope or ∂ht/∂Vx 
   ℎ? = ???????  +  ℎ?    (3–39)  
3.5 Heat Addition and Rothalpy 
The issue of heat addition may now be addressed. In the manner of Eq. (3–22), Eq. (3–29) is 
written as the states upstream and downstream of an arbitrary control volume as shown in Fig. 3–
6.  
   ℎ?? +??
?/2 − ?????? /2 = ℎ? = ℎ?? +??
?/2 − ?????? /2   (3–40)  
The wave velocity is the same upstream and downstream 
   ℎ?? +??
?/2 = ℎ? = ℎ?? +??
?/2    (3–41)  
Equation (3–41) is the statement of conservation of relative stagnation enthalpy or windthalpy 
(hw) across a control volume in the rotating frame of reference and, therefore, rothalpy is also 
conserved. The heat of combustion and the wave velocity term are added to create a statement of 
the conservation of rothalpy across a moving combustion wave 
   ℎ?? +??
?/2 = ℎ? = ℎ?? +??
?/2 + ????    (3–42)  
   ℎ?? +??
?/2 − ?????? /2 = ℎ? = ℎ?? +??
?/2 − ?????? /2+ ????    (3–43)  
Since the expressions of rothalpy are equivalent, Eq. (3–43) can also be expressed as 
   ℎ?? +   ??
? 2 − ???????? = ℎ? = ℎ?? +   ???
? 2 − ???????? + ????    (3–44)  
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therefore,   ℎ?? = ℎ?? + ????    (3–45)  
A combustion wave is typically modeled as a planar control volume of an indeterminate 
thickness and width [14, 17]. It is typically illustrated perpendicular to the influx of reactant and 
the outflow of products. Figure 3–6 shows such a control volume with the upstream and 
downstream velocities from Eq. (3–43). The relative velocity W1 carries fluid parcels across the 
combustion flame front. Therefore, the flame velocity (D) is equal and opposite of the upstream 
velocity 
   ? = −??   (3–46)  
 
Figure 3–6  Control volume with heat addition (not drawn to scale) 
The control volume is shown at an arbitrary orientation, since there is no orientation of the 
velocity vectors implied by Eq. (3–43). The co-linearity of W1 and W2 are also assumed, if there 
are no other forces involved.  
The vectors W1 and W2 are velocities relative to the control volume that is moving through the 
annular space of Fig. 3–4. These vectors are functions of velocities in the laboratory frame of 
reference as expressed in Eq. (3–3). A conceptual representation of the velocity triangles of Fig. 
3–2 is shown in Fig. 3–7. 
W1 
W2 
qadd 
D 
+Vx (azimuthal)  
+Vy(axial)  
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Figure 3–7  Control volume with velocity triangles (not drawn to scale) 
We have not yet discussed the control volume process as a detonation. Figures 3–6 and 3–7 
show the velocity W1 greater than W2, which is typical of detonation. However, it is known that 
the velocities exiting any combustion process are typically not equal to the upstream velocities. 
The wave velocity (Uwave=Ux1=Ux2) is constant and azimuthal (Uy=Ur=0). Therefore, the 
laboratory reference velocities V1 and V2 may be computed using Eq. (3–3). 
The dependency of V as a function of Uwave and W should not be inferred by this discussion. 
The upstream laboratory velocity in a RDE is not influenced by the supersonic detonation. The 
magnitude of V1 is a function of the plenum conditions, the injection boundary and the decaying 
pressure of the preceding wave. As will be shown, the detonation velocity D=f(P1, ρ1, V1, qadd) 
and thus, Uwave =V1+D. 
The dependency of V2 is more complex. Figure 3–7 shows that the deceleration of W2 has 
turned V2 and created positive swirl in the downstream flow. Equation (3–32) shows that 
stagnation enthalpy has increased. However, heat has also been added. A more detailed 
explanation is found in Section 5.3. 
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W2 
qadd 
D 
U1 
V1 
V2 
U2 
+Vx (azimuthal)  
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3.6 Theoretical Requirements for the Conservation of Rothalpy 
Lyman states that rothalpy (I) is conserved in a steady isentropic flow in a rotating passage 
and provides two equivalent differential equations of rothalpy [46] 
   ???/?? = ??/??? − ??????/?? + ? ⋅ ? ⋅? + ?? ⋅?− ? ⋅ ?   (3–47)  
   ???/?? = ??/??? − ??????/?? + ? ⋅ ? ⋅?+ ?? ⋅?+ ????/??   (3–48)  
The tangential and angular velocities (Vθ = Vx, ω =Uwave/r) are substituted and rewritten for RDE 
nomenclature 
      ???/?? = ??/??? − ?????(????? ?)/?? + ? ⋅ ? ⋅?+ ?? ⋅?+ ????/??   (3–49)  
Setting the right hand side of Eq. (3–49) to zero gives five conditions for the conservation of 
rothalpy. For purposes of this discussion, the terms are considered separately. These five 
conditions are equivalent to stating that the steady-state thermodynamic process occurs in the 
rotating frame of reference. The first term requires local pressure to be constant over time in the 
rotating frame of reference. The second term requires the wave angular velocity to be constant. 
The third and fourth terms require that no fluid work be generated by viscous stress or by body 
forces, which are zero for an inviscid Euler RDE simulation. 
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The last term in Eq. (3–49) describes the production of entropy and is equivalent to the rate of 
viscous dissipation, less the divergence of the heat flux vector 
   ????/?? = ? − ? ⋅ ?   (3–50)  
The term ϕ is the rate of viscous dissipation per unit volume and is zero for an inviscid system. 
For a steady inviscid system, the last term requires either zero heat flux or zero divergence. If the 
heat flux vector (?) is zero, the system is adiabatic.  
Lyman does not discuss the effects of heat addition on rothalpy. For a one-dimensional steady 
inviscid flow with no body forces, Eq. (3–49) reduces to 
   ???/?? = ????/??   (3–51)  
   ? ??/?? + ? ⋅ ?? = ?? ??/?? + ? ⋅ ??    (3–52)  
   ? ? ⋅ ?? = ?? ? ⋅ ??    (3–53)  
   ? ?? ?? ?? = ?? ?? ?? ??    (3–54)  
   ?? = ??? = ?????    (3–55)  
Therefore, the change in rothalpy is equal to the change in heat for a one-dimensional inviscid 
steady-state rotating system.  
The upstream half of Eq. (3–43) can be rewritten as  
   ? = ?? + ????    (3–56)  
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The upstream rothalpy I1 is constant. Therefore, the derivative of Eq. (3–56) is the same as Eq. 
(3–55) 
   ?? = 0+ ?????    (3–57)  
Lyman [46] does not discuss the behavior of a time-averaged system. The method of time-
averaging in this study is equivalent to the discrete time-averaged integral of the control volume. 
Both the pressure and wave velocity of the RDE simulation are known to be unsteady. Therefore, 
the first two terms of the right hand side of Eq. (3–49) cannot be zero. The Euler simulation has 
no thermal diffusion or viscous dissipation. Therefore, a finding of constant rothalpy in the time-
averaged simulation means that the sum of the first two terms average to zero over time. 
3.7 Summary 
Swirl is velocity (Vx) in the azimuthal x-direction. Swirl energy (UwaveVx) is produced by the 
azimuthal acceleration of flow. Turning the flow in a rotating reference is equivalent to the 
azimuthal acceleration. The indefinite integral of the Euler turbomachinery equation 
(ht=UwaveVx+hI) equates the change in swirl energy with the change in stagnation enthalpy.  
 The Euler turbomachinery equation is derived from the laws of motion in a moving frame of 
reference. Figure 3–8 plots the indefinite integral of the Euler turbine equation as a linear 
equation in a space spanned by the variables enthalpy and swirl. In this context, the space is 
called a “Euler space” which contains the “Euler line” of the equation. 
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Figure 3–8  RDE Energy control volume 
 
The rothalpy hI is the constant of integration and intercept of the Euler line. The constant of 
proportionality is the velocity of the rotating frame of reference Uwave. For a steady state 
isentropic process with a constant velocity of rotation (Uwave), both rothalpy (hI) and windthalpy 
(hI) are conserved. Stagnation enthalpy (ht=hs+V2/2) is total energy in the laboratory frame of 
reference. Windthalpy (hW=hs+W2/2) is total energy in the rotating frame of reference. 
A process of compression moves up the Euler line and requires a source of work energy. An 
expansion process moves down the Euler line and produces expansion work as the difference 
between the rothalpy and Euler line. The expansion turbine and compressor rotor for a gas 
turbine are two distinct processes joined by a common shaft. Work extracted from the turbine is 
used to power the compressor. 
There is no power shaft in an RDE control volume. The work generated from expansion 
powers the compression of the detonation and oblique shock waves. This process is internal to 
the RDE control volume. The work created by the pressure wave expansion powers the shock 
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compression. The conservation of energy dictates that the total energy (Ht in) of the injected 
reactants plus the total heat addition (Qadd) equals the total energy of the exhaust (Ht out). Each 
pathline exits with a unique stagnation enthalpy and swirl. The mass-averaged stagnation 
enthalpy is equal to the rothalpy and the mass-averaged swirl is zero. Therefore, the total exhaust 
energy must equal the rothalpy. The rothalpy is seen as the total recoverable enthalpy and an 
expression of the conservation of energy in the rotating frame of reference. 
It is known that the RDE produces swirl in the exhaust. The existence of swirl implies that the 
exit stagnation enthalpy will not be equal to the rothalpy. This is true of individual exit streams. 
However, an analysis of the numerical simulation will show that the total exit plane average 
stagnation enthalpy equals the rothalpy. Streamlines with negative swirl are balanced by the 
streamlines with positive swirl. 
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Chapter 4 Numerical Simulation Results 
The transport equations of the time-dependent, two-dimensional Euler simulation are assumed 
to be an accurate representation of the rotating detonation. Radial effects and other phenomena 
not modeled by the Euler simulation are known to exist, but are assumed to be negligible in the 
search for the underlying thermodynamics.  
The thesis that the Euler turbomachinery equation and the conserved property of rothalpy are 
intrinsic in the simulation is supported by Vavra and Urbach [29,63]. Both the RDE and 
turbomachinery have a rotating frame of reference. The physics of both devices exhibit pressure 
gradients that are known to be an agent of energy transfer. The numerical simulation results are 
approached as experimental data and examined for signatures of the Euler equation and rothalpy. 
All simulation data in this study are from the 140 mm diameter simulation using the Naval 
Research Laboratory baseavg5000 solution, unless otherwise noted. The 140 mm diameter 
simulation is discussed in more detail in Appendix A. The 90 mm simulation was used for the 
mixing study and is discussed in Chapter 7 [85]. All plot axes are shown in non-dimensional 
parameters, unless otherwise noted. 
4.1 Time-averaging  
Time-averaging requires several steps. First, an average wave velocity (Uwave) must be 
extracted from the simulation. Second, a coordinate system must be established in the detonation 
frame of reference. Third, the time-accurate solution azimuthal coordinates must be transformed 
to the detonation frame of reference. Finally, the time-accurate solution fields are averaged. 
Two methods exist for extracting the average wave velocity from the simulation. A series of 
detonation azimuthal position vs. time yields instantaneous velocity, which is then averaged. The 
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method yields information about the steadiness of the wave and the distribution of velocities. 
Alternately, the wave velocity can be extracted from the primary azimuthal frequency generated 
by a fast Fourier transform (FFT). The FFT method was used to confirm average velocities in the 
first method. Information about velocity distribution is manifest as noise in the FFT. 
 
 
Figure 4–1  Baseline mixing simulation, 90 mm diameter chamber a) instantaneous wave 
sampling over time, b) probablity distribution of wave velocities 
 
A small portion of five thousand samples of the instantaneous wave velocity (Uwave) are 
shown in Fig. 4–1a). The sampling period is 0.3 microseconds. The sampling frequency was 
chosen for memory management reasons. The simulation time-accurate time step is 10-20 
nanoseconds.  
The probability density of the steady-state portion is shown in Fig. 4–1b). The fluctuations of 
the dominant central peak are within 1% of the average. The off-plot velocity (A) is an artifact 
produced by the wave crossing the periodic boundary. These velocities were filtered out of the 
average. 
There is no evidence of Gaussian normal distributions within any of the four populations in 
Fig. 4–1b). The distinct narrow band of each population suggests the existence of limit cycles. 
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An experimental test for the existence of deterministic chaos was applied to the simulation data 
[86]. The results were suggestive of a system capable of such limit cycles, but not conclusive. 
The sampling time did not permit an accurate reconstruction of the phase-space orbits.  
The analytical model computes the wave velocity (Uwave) at 1920 m/s or a 5% over-prediction. 
The time-averaged simulation detonation velocity (D) for a streamline through the midpoint of 
the detonation front is 1870 m/s or 5% less than the CJ velocity of 1962 m/s.  
Figure 3–7 is a velocity diagram similar to velocities immediately upstream and downstream 
of the detonation. Note that the detonation velocity is typically greater than the wave velocity U 
as a consequence of the fill zone velocity triangle. A velocity deficit from the CJ velocities is 
expected in experimental detonation tubes. Lee discusses divergence, boundary wall effects and 
viscous effects as causes for the reduced velocity [14]. Divergence exists in both the upstream 
and downstream flow of the rotating detonation as a substantial cause of detonation velocity 
deficit in the RDE.  
The Galilean transformation of Eq. (3–2) must be modified to account for the periodic 
boundary conditions. The modifications are shown in Fig. 4–2. The first detonation in the time 
sequence at xs,0 provides a starting reference point. The edge of the detonation is detected by the 
sudden rise in pressure. In time t, the detonation travels 
   ??,? = ?  ???  ??? ??,? + ????? ?  ???    (4–1)  
where xs,t is the distance the detonation would have traveled at the average velocity Uwave. The 
“mod” function is the modulus after division necessary to account for the periodic boundary 
conditions. 
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Figure 4–2 Galilean transformation to detonation frame of reference 
The midpoint of the grid is a point chosen as the detonation coordinate origin. The shift Δx is 
the distance the detonation coordinates of the solution field values must move to position the 
wave front at the midpoint. The detonation actually moves at a velocity, which varies with time. 
The difference e is the error between the theoretical average position and the actual position. The 
total error (2e) is approximately 4-6 grid cells, effectively smearing the detonation across a larger 
distance due to variations in the wave velocity. The numerical solver is responsible for at least 
two of the cells comprising the distortion due to the controlled numerical diffusion necessary for 
shocks in an Euler simulation.  
The shift Δx is applied to the x-coordinates of the solution fields for each time increment. An 
interpolation of the solution field is performed to apply the shift to a discrete grid. The solution 
fields are averaged over the time period of stable detonation. The numerical “ignition” or start of 
the simulation exhibits a large degree of unsteadiness and is cut off from the averaging.  
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Figure 4–3  Time-averaged enthalpy with streamlines in rotating frame of reference [13] 
 
Figure 1–4 is repeated as Fig. 4–3 and shows the time-averaged field of stagnation enthalpy. 
The simulation solution provides fields of the fundamental properties of density, momentum, 
reaction progress, pressure, and temperature (ρ,{ρV},?,P,T.). Combination thermodynamic 
properties are computed from the appropriate relationships [20,19]. Ideal gas properties are 
assumed constant for the reactants (R) and products (P), but must be reconstructed for 
intermediate states as a function of reaction progress (?), which goes from zero to one. Reaction 
progress is equivalent to product mass fraction 
   ?? = 1− ? ??,? + ???,?   (4–2)  
   ?? = 1− ? ??,? + ???,?   (4–3)  
   ? = ?? ??    (4–4)  
   ℎ? = ?? ?? − ????    (4–5)  
   ℎ? = ?? ?? − ????    (4–6)  
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where Tref is an arbitrary temperature to create a convenient reference zero on h-s diagrams. For 
this study, Tref equals 225.8 K. 
4.2 Streamlines and the Conservation of Energy 
A laboratory frame of reference velocity field V is extracted from the time-averaged 
momentum 
   ? = {??}/?   (4–7)  
The velocity field W is created from the velocity transformation Eq. (3–4). Twenty 
streamlines are started at equally spaced points along the injection boundary in Fig. 1–4. The 
streamlines are obtained by integrating along the ? field gradients. The streamlines represent an 
average fluid parcel path relative to the detonation. 
Figure 4–4 plots the same stagnation enthalpy data as Fig. 1–4 in a 3-D contour field. The 
streamlines are superposed on the field. The values of stagnation enthalpy are interpolated from 
the field data along the streamline vertices.  
The increase in stagnation enthalpy is evident. However, the standard analysis of a shock 
shows that stagnation enthalpy is conserved across a shock. Enthalpy clearly increases across the 
detonation where there is a heat addition, but also increases across the oblique shock where there 
is no heat addition. After the flow moves through the detonation and oblique shock, stagnation 
enthalpy decreases and seemingly violates the conservation of energy. 
The resolution of the seeming inconsistency is found in the alternate definition of stagnation 
enthalpy in Eq. (3–12) where ht is a function of V2. Stagnation enthalpy is conserved only in the 
frame of reference of the shock. We have defined stagnation enthalpy in the laboratory frame of 
reference.  
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Figure 4–4  Stagnation enthalpy and streamlines  
 
Figure 4–5  Rothalpy with streamlines 
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Figure 4–5 shows a contour plot of rothalpy as computed by Eq. (3–32). The rothalpy is found 
to be approximately constant over the wide plane of the expansion zone and across the oblique 
shock. The equivalent expression of rothalpy in Eq. (3–34) shows that windthalpy (hw) is 
conserved when rothalpy is conserved and the wave velocity is constant. Windthalpy is a 
function of W2 as shown in Eq. (3–30) and is, therefore, in the frame of reference of the 
detonation and the oblique shock. The conservation of energy appears to be found intact in the 
form of rothalpy. The increase in rothalpy from the fill region to the level of the expansion plane 
is the heat addition (qadd) during the detonation. 
4.3 Rothalpy along the Streamlines 
A closer examination of the relationship of the four enthalpies (hs, ht, hw, hI) of Eqs. (3–31 to 
3–34) reveals the transfer of energy within the rotating detonation and a measure of the 
constancy of rothalpy. Figure 4–6 shows the stagnation enthalpy along the streamlines of Figs. 
1–4 and 4–4. The line integral is the integrated non-dimensional distance along the streamline. 
The curves are shifted along the horizontal axis, such that each streamline detonation occurs at 
zero, permitting an easy comparison of processes along each streamline.  
 
Figure 4–6  Time-averaged dimensionless stagnation enthalpy along streamlines. 
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Stagnation enthalpy is not constant through any of the processes shown in Fig. 4–6. The fill 
zone appears constant at this scale, but is subjected to an induced swirl and an isentropic 
expansion. The transition zone exhibits first an expansion wave followed by the deflagration that 
occurs between the fill zone and recovery zone. The recovery zone combustion occurs 
immediately upon injection and contact with hot products of the previous detonation. The 
immediate sudden dip and recovery is an expansion wave, followed by an isentropic expansion. 
The expansion behind the detonation appears to be exponential. The oblique shock also shows a 
very strong expansion.  
Entropies that correspond to the enthalpies (hs, ht, hw, hI)  are computed by the relations  
   ∆?? = ??  ??
??
????
− ?  ??(??/????  )   (4–8)  
where i=s,t,w,I. The various stagnation temperatures and pressures are computed from the 
appropriate stagnation enthalpies. It can be shown for a given state that 
   ∆?? = ∆?? = ∆?? = ∆?? = ∆?   (4–9)  
The equalities of Eq. (4–9) are necessary for two reasons. First, entropy is a state function of 
thermodynamic irreversibility and independent of specific combinations of state properties. 
Secondly, a computation that confirms the equalities is a check on conceptual and coding errors. 
Figure 4–7 shows the time-accurate (a) and time-averaged solutions (b) of entropy along each 
streamline. Most of the entropy increase is due to the detonation. The unsteadiness of flow is 
apparent in the time-accurate plots. Most of the fill zone is isentropic. Non-isentropic portions of 
the fill zone have not been examined in detail. The decline in entropy through the shear layer and 
the shedding vortices has also not been thoroughly examined. The beginning of the transition 
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zone and the dip in the recovery zone are expansion waves associated with the restarting of flow 
after the detonation has passed. 
 
 
Figure 4–7  Time-accurate a) and time-averaged b) dimensionless entropy along 
streamlines.  
Figure 4–8 shows the time-accurate (a) and time-averaged solutions (b) of rothalpy along each 
streamline. The unsteadiness of flow is apparent in the time-accurate plots. Fluctuations in 
entropy or rothalpy around a constant mean imply a recovery of energy associated with the 
waves.  
?5 0 5
0
5
10
E
nt
ro
py
, (
S
?S
re
f)/
R
re
f
   
 
 
?5 0 5
0
5
10
Streamline line integral, radians
Recovery
Detonation
Flow
Transition
Oblique Shock
Recovery
Detonation
Transition
Expansion
Fill Zone
b) Time averaged
a) Time accurate
Shear Layer
  86 
 
Figure 4–8  Time-accurate a) and time-averaged b) dimensionless rothalpy along 
streamlines. 
The fill, recovery and expansion zones all appear to exhibit constant rothalpy. Changes in 
rothalpy are due to heat addition or shocks. The scale and complexity of Figs. 4–6 to 4–8 obscure 
many details. The behavior of the four enthalpies will be examined in detail along streamline 18, 
which runs through the midpoint of the detonation in Fig. 1–4. 
4.4 Rothalpy in the Fill Zone  
The injection boundary conditions and the decaying pressure field of the previous detonation 
control the fill zone. The decaying pressure field induces swirl and causes an additional 
expansion cooling. The injection boundary introduces a numerical artifact that triggers a shock 
mimicking natural shock losses in actual injections. Rothalpy is found to be constant across the 
fill zone. The discussion of fill zone behavior covers several topics of relevance to the remainder 
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of the various zones. These topics include the generation of swirl and the velocity space of the 
RDE. 
The simulation micro-nozzle is an isentropic mathematical boundary condition. The pressure 
along the injection boundary is shown in Fig. 4–9.  If chamber pressure is greater than the 
plenum pressure, flow is zero and flow is blocked. Backflow is prohibited. If chamber pressure is 
less than plenum pressure and greater than the throat critical pressure, flow is subsonic and 
controlled by the chamber pressure. If chamber pressure is less than the critical pressure, the 
flow is choked and mass flow is constant. The detonation pressure wave acts as a moving valve, 
shutting off and then restarting the flow. 
 
Figure 4–9  Azimuthal chamber pressure along the injection boundary 
A conceptual cross-section through the injection boundary is shown in Fig. 4–10. The 
ordinate is the radial dimension of the RDE. The abscissa follows a typical streamline from the 
injection plane to the detonation. The first 4 rows of grid cells are displayed. Station numbers 
from Table 1-2 are shown. The cells are shown with a unit thickness to represent the 
indeterminate radial thickness of the two-dimensional grid. 
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Figure 4–10  Conceptual schematic of compression, injection and fill zones 
 
The simulation compressor discharge (Station 2.5) is a constant of 10 atmospheres of pressure 
at 300K. Station 2.6 is the choked throat of the isentropic micro-nozzle. The micro-nozzle is 
drawn as a single throat. The flow effect is that of miniscule individual injectors distributed 
evenly along the injection boundary of an individual grid cell.  
The physical counterpart of the injection in Fig. 4–10 is a Laval nozzle (throat/duct area ratio 
of 1/5) exhausting to a constant area duct. Inviscid flow with a pressure ratio of approximately 
5/1 should produce supersonic flow. The simulation produces subsonic flow in the Mach 0.4 
range. 
It is thought that an injection boundary condition (dP/dy=0) is over-constrained and forces an 
entropic subsonic solution of the governing equations after generating a numerical artifact in the 
first three grid rows. The artifact is discontinuous and noisy.  
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The isentropic supersonic expansion and normal shock are not manifested directly in the 
numerical simulation. Their existence is inferred from the combination of the choked nozzle, 
area ratio and subsonic conditions along the injection boundary. A realistic injection nozzle 
would produce a variety of oblique shocks, shock diamonds and viscous losses. Schwer has 
modeled three-dimensional simulations with individual injectors and found various shocks in this 
region [87]. The analytical model treats this area as a normal injection shock. 
Rothalpy, stagnation and static enthalpy of streamline 18 (see Fig. 4–3) across the fill zone are 
shown in Fig. 4–11a). Entropy is shown in Fig. 4–11b). The time-accurate snapshot and the time-
averaged solutions are superposed. After the normal shock, the cross-section follows a typical 
streamline (dimension S) through the fill zone to the detonation. Flow from the forth grid row to 
the upstream station is an isentropic expansion. Rothalpy is shown to be constant along 
streamlines.  
The near vertical spike is the numerical artifact that occurs in the first three computational 
azimuthal rows of the simulation. The artifact is marked by discontinuities along each row of all 
thermodynamic properties and does not exhibit the curves characteristic of a shock. The 
discontinuities are repeated over the first three grid rows in a simulation with a finer grid. 
Computed dimensionless rothalpy and entropy of the plenum conditions is [1.144, -0.9545] and 
off the left side of the chart. Therefore, there is a rothalpy loss across the artifact and a 
considerable entropy increase associated with the artifact. The entropy increase is expected with 
a shock. However, rothalpy is conserved across a shock. We conclude the rothalpy loss is a 
product of the artifact. The vertical upward direction of the artifact has little meaning. 
Approximately half of the streamlines point upward and half downward. 
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Figure 4–11  Streamline 18 fill zone enthalpies a) and entropy b) 
The remainder of the streamline from the end of the artifact/shock (Station 2.8) to the onset of 
detonation (Station 2.9) covers most of the fill zone length. This is the region of interest for 
evidence of constant rothalpy. The time-accurate plot is a snapshot of enthalpy and entropy 
fluctuations as they move through the zone relative to the detonation. The total range of time-
accurate rothalpy unsteadiness is approximately 25% of the mean rothalpy relative to the 
reference enthalpy set by ????. The fluctuations are the decayed transverse waves of the previous 
detonation. The waves move from left to right with time. 
Small fluctuations in the fill zone time-averaged properties remain as residual unsteadiness 
from the averaging process. These fluctuations are approximately 3% of the mean rothalpy. This 
range of fluctuations of the time-averaged rothalpy amounts to 0.55 standard deviation of the 
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time-accurate fluctuation range, indicating a highly probable constant value. This value assumes 
that the time-accurate rothalpy snapshot is representative of all snapshots in time. Time-averaged 
entropy exhibits similar variations. 
An expansion through a nozzle conserves stagnation enthalpy, and at the same time static 
enthalpy declines as the fluid accelerates. Figure 4–11a) shows that stagnation enthalpy (ht) from 
Station 2.8 to 2.9 declines and is not conserved. The difference increases between ht and hs 
indicating acceleration though the fill zone. The difference between the constant rothalpy line 
(hI) and ht is also increasing, indicating a negative increase in swirl energy (UVx). Since Uwave is 
constant, Vx is negatively accelerating. This effect is seen in Fig. 1–5. The fill zone pathlines 
bend to the left. The induced swirl is caused by the decaying pressure gradient of the previous 
detonation in Fig. 4–9. 
The fill zone expansion and turning is cooling the flow [88]. The plenum stagnation 
temperature is 300 K. The static temperature (Ts) at Station 2.9 along streamline 18 has cooled to 
226 K for a total drop of 74 K. The streamline 18 stagnation temperature (Tt) has dropped 15 K 
from 272 K (sta 2.8) to 257 K (sta 2.9).  
The effects of turning are not felt upstream of the shock artifact (Vx=0). The shock artifact is 
Stationary in the laboratory frame of reference. Since the shock is Stationary, the stagnation 
enthalpy should be conserved across the shock. However, the stagnation temperature has 
dropped 28 K from 300K to 272 K due to numeric losses in the shock artifact.  
The significance of the fill zone cooling is found in the detonation entropy production. The 
detonation velocity (DCJ) is an approximate function of the heat of combustion and the specific 
heat ratio of the upstream conditions [from a similar relationship in Lee, 14]. For a given heat 
release, DCJ changes very little relative to the local temperature. 
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   ???
? ≈ 2 ??.?
? − 1 ????    (4–10)  
   ??? = ??? ??.???.????.?   (4–11)  
For purposes of this study, an analysis spanning the 100 K fill zone temperature range shows 
that the variation of detonation velocity is less than 1%. This was confirmed by an independent 
computation of detonation velocities and Mach numbers by using the NASA CEA2 code [89]. 
The expansion driven cooling reduces the static temperature, which decreases the local speed 
of sound in Eq. (4–11) and increases the detonation Mach number. Entropy generation across a 
shock is a function of the Mach number [19]. The increased entropy production across the 
leading shock erodes the performance advantage of the RDE, especially at supersonic upstream 
velocities. This is consistent with previous studies, which conclude that a standing detonation 
wave with supersonic upstream velocities equal to the detonation velocity generate more entropy 
than a deflagration cycle with subsonic upstream velocities [90]. Therefore, the RDE design 
engineer is motivated to minimize the fill zone velocities and the resultant expansion cooling. 
4.5 Velocity space 
A conceptual sequence of significant flow through Stations 2.8-9.0 and their respective 
velocity triangles are shown in Fig. 4–12. These sequences represent the modified ZND model in 
the velocity space of the rotating detonation. The triangles are shown superposed on a constant 
and common Uwave vector. Fill zone vectors (Stations 2.8-2.9) are shown to the right of the 
detonation leading shock. Downstream vectors (states 3.0-9.0) are shown to the left of the 
leading shock. 
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Figure 4–12  Conceptual velocity space of modified ZND model [60] 
The laboratory fill zone flow (V2.9) is turned counter-clockwise from Station 2.8 to 2.9 by the 
local pressure gradient, which induces a negative swirl. Equations (3–32) and (3–31) can be 
rewritten to show that both ht and hs are reduced if rothalpy is conserved, swirl is negative and V 
accelerates. 
   ℎ? = ? + ???????   (4–12)  
   ℎ? = ? − ?? 2+ ???????   (4–13)  
   ??/2 = ?−ℎ? + ?????? /2   (4–14)  
Equation (3–33) is rewritten as Eq. (4–14) and shows that if hs decreases, W must also increase. 
Figure 4–12 shows that if both V and W increase as described, the vector W bends upward. 
Evidence for this behavior is seen in Figs. 1–2 and 1–4. The transition zone is not linear. It starts 
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tangent to the injection boundary and bends upward. The transition zone would be linear and the 
fill zone perfectly triangular if V is constant throughout the fill zone. 
Each streamline in the fill zone is a different length. Fluid parcels injected at different 
azimuthal points are subjected to a varying pressure gradient for different lengths of time. As a 
result, all thermodynamic properties exhibit a gradient throughout the fill zone. The streamlines 
show subtle divergence. Upstream Mach number increases along the streamlines and along the 
detonation front. The Mach number near the intersection of the front and the injection are 
approximately 0.4 to 1.1 at the intersection of the front and the transition zone. The front is 
curved slightly and presents a slight oblique angle to streamlines away from the midpoint. The 
gradient of fill zone conditions results in unique thermodynamic paths for each streamline. 
The remainder of the velocity space will be discussed in the context of the detonation and 
expansion zones. 
4.6 Rothalpy in the Detonation  
Figure 4–13 a) and b) shows all four enthalpies and entropy of streamline 18 starting at the 
detonation upstream condition to the end of heat addition at the upper C-J point. Figure 4–13 b) 
and c) expands the detonation shock region. 
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Figure 4–13  Streamline 18 detonation zone time-averaged a) enthalpies, b) entropy, c) 
shock enthalpies, d) shock entropy 
There is little in the literature on rothalpy in the context of a shock. Lyman does not discuss 
shocks, but describes the conditions for the conservation of rothalpy. The non-conservation of 
stagnation enthalpy (ht) across a shock is evident in Figs. 1–8, 1–9, 4–4, and 4–6. Gas dynamic 
textbooks are clear that the conservation of stagnation enthalpy across a shock occurs when the 
frame of reference is tied to the shock [19]. Therefore, the velocity (?) relative to the shock 
must be used and windthalpy (Eq. (3–30)) is the proper enthalpy that is conserved across the 
shock. If the wave velocity (?????) is constant in Eq. (3–34), then rothalpy is also conserved. 
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Figure 4–13 a) and c) shows rothalpy and windthalpy declining before recovering to previous 
levels. The dip in rothalpy is also evident in Fig. 4–5. Rothalpy and windthalpy recover across 
the shock, but are not conserved during the shock.  
There are two approaches to the decline and recovery of rothalpy during the shock. The first 
says that a shock in an inviscid Euler simulation is a discrete jump and the process is 
meaningless. This approach is valid for our purposes, since the stated goal is a system level 
thermodynamic model. It is acceptable to portray shocks on an h-s diagram as a straight dotted 
line. Heiser and Pratt employ this approach [21]. The Rankine-Hugoniot relations or related 
shock functions can determine the end points of the shock process [19]. 
The second approach accepts the reality of the shock end points and finds the process is 
consistent with known requirements of flow and conservation. This thesis claims consistency in 
the curves. A discussion of kinetic theory and the physical basis of the rothalpy shock curve is 
beyond the scope of this work.  
Figure 4–14 plots the h-s diagram of all streamline rothalpies. Three enthalpy curves from the 
analytical model are also shown. The analytical model and the simulation rothalpy values drop 
sharply at the beginning of the shock (Station 2.9) and then recover to previous values at Station 
3.0. Streamline 13 rothalpy shows similar behavior through the oblique shock, but has not been 
studied in detail. 
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Figure 4–14  Time-averaged dimensionless h-s diagram with rothalpy streamlines and hI, 
ht, and hs analytical model curves 
The drop and recovery of rothalpy might be dismissed as an artifact of the simulation, since 
the grid resolution is very coarse relative to the shock. The inviscid Euler model solver 
introduces a numerical diffusion to accurately compute the shock conditions, which could be the 
source of the curve [91]. However, a similar drop and subsequent recovery of rothalpy is also 
generated for the shock Hugoniot in the analytical model and shown in Fig. 4–14. The analytical 
model shock Hugoniot curve is derived from the one-dimensional steady-state equations of 
continuity, momentum, energy and state. These equations are inviscid and independent of time. 
Lyman states explicitly that rothalpy is conserved in steady, isentropic inviscid rotating flow 
[46]. It is well known flow across a shock generates entropy, which violates Lyman’s fifth 
condition. Since entropy always increases, the conclusion might be that rothalpy would not be 
conserved. However, rothalpy across a shock control volume may integrate to zero and still be 
conserved. 
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A sound wave is a very weak shock and is isentropic for vanishing displacements [19]. The 
shock Hugoniot rothalpy curve is isentropic at the leading edge consistent with the sonic 
condition. A constant rothalpy curve throughout the shock would be inconsistent with the known 
isentropic sonic condition. Constant rothalpy would generate entropy all along the curve and 
violate Lyman’s fifth condition. Therefore, the rothalpy curve must be non-zero during the shock 
for rothalpy to be conserved at the end of the shock.  
This can be expressed through an integration of Eq. (3–55). The first four terms of Eq. (3–49) 
are assumed to be zero and the system is steady and one-dimensional with no heat added 
   ?? = ??? = ??
?.?
?.?
= 0   (4–15)  
   ? = ??.? − ??.? = 0   (4–16)  
Two curves are possible solutions where dI/ds is positive or negative at the Station 2.9 sonic 
condition. The curves are mirror images of each other around a horizontal constant rothalpy line.  
The drop and recovery of rothalpy (sonic dI/ds=-∞) in Fig. 4–14 implies an energy flux from 
the front of the shock to the rear. If the shock rothalpy slope were mirrored (sonic dI/ds=+∞), the 
energy flux would be from the rear to the front of the shock. The direction of the flux with the 
mirrored rothalpy curve contradicts the supersonic conditions in the leading portion of the shock.  
The relative Mach number of the shock inflow is approximately M=5.0. The relative Mach 
number decreases through the shock thickness, passing through a sonic condition and emerging 
at a subsonic velocity. Disturbances cannot propagate forward in the supersonic portion of the 
shock without violating the second law. We conclude that the energy flux is front to back and the 
rothalpy shock curves, as shown in Figs. 4–13 and 4–14.  
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Figure 4–13c) shows the shock region of the detonation. The discontinuities of the curves are 
due to the grid resolution. The velocity W decelerates quickly from the supersonic condition to 
the subsonic condition. The deceleration is evident in the dynamic head (W2/2) between hw and 
hs. Static enthalpy is increasing along with stagnation enthalpy as the shock does work on the 
gas. If hs increases as W decreases, windthalpy must decrease during the initial deceleration. The 
changes in windthalpy cause the changes in the rothalpy curve and not vice versa. For the same 
reason, rothalpy is conserved across the shock because windthalpy is conserved across the shock. 
Therefore, the shape of the rothalpy curve during the shock is consistent with the Lyman 
equation, the requirement for an isentropic sonic point, the downstream direction of disturbances 
in supersonic flow, and the deceleration of flow through a shock.  
Figure 4–13 shows the heat addition from Station 3.0 to 4.0. Rothalpy becomes constant, as 
expected, after the flow passes through the upper CJ point. Equation (3–55) states that the 
change in rothalpy is equal to the change in heat for a one-dimensional steady-state rotating 
system. The rise in streamline 18 rothalpy from Station 2.9 to 4.0 is only 1.5% less than the 
assumed heat of combustion for the analytical model. 
4.7 Rothalpy in the Expansion Zone 
Four enthalpies and the entropy of streamline 18 across the expansion zone are shown in Fig. 
4–15. The upper C-J point (Station 4.0) can be identified where the average rothalpy, driven by 
heat addition, levels off. The time-averaged rothalpy from Station 4.0 to the exhaust plane 
(Station 8.0) appears constant at the scale of Fig. 4–15. The total range of time-accurate rothalpy 
unsteadiness from Station 4.0 to 8.0 is less than 8% of the mean rothalpy relative to the reference 
enthalpy set by ????. The unsteadiness is caused by the transverse waves of the detonation and 
moves from left to right in time. 
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Figure 4–15  Streamline 18 expansion zone enthalpies a) and entropy b) 
The averaging process has left small residual fluctuations in the time-averaged stagnation 
enthalpy. These fluctuations are less than 0.43% of the mean rothalpy, which amounts to 0.25 
standard deviation of the time-accurate fluctuation range. The time-averaged entropy exhibits 
similar variations. 
To meet the Lyman requirement of rothalpy conservation of Eq. (3–47), the process must be 
steady and isentropic. Clearly, the process is neither steady nor isentropic because of the 
fluctuations. The fluctuations of rothalpy, static and stagnation enthalpy are also in phase with 
similar amplitudes. Both the temperature and the pressure-density terms of static enthalpy (hs) 
along the streamline exhibit fluctuations of similar magnitudes and phase. Since the Euler 
equations have no thermal diffusion or viscous dissipation, the various energies contained in the 
fluctuations are recovered and result in constant average rothalpy and entropy. Equation (3–50) 
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5
25
30
35
40
45
50
55
60
 
 
  py 
R
ot
ha
lp
y,
 (I
?h
re
f)(
? 
/P
) re
f
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5 5.5
7.5
8
8.5
9
9.5
Streamline line integral, radians
E
nt
ro
py
, (
S
?S
re
f)/
R
re
f
Sta 8.0
Sta 4.0
a) Enthalpies
b) Entropy
Detonation
Time Accurate Flow
Sta 4.5
Minor Shock
Windthalpy (hw)
Rothalpy (hI) 
Stag Enthalpy (ht)
W2/2
U2/2
V2/2
UVx
Time Average
Static Enthalpy (hs) 
  101 
produces an equivalent interpretation. The heat flux vector (?) is zero for an adiabatic control 
volume with no viscous dissipation, thermal diffusion, or heat addition. Therefore, the entropy 
generation is zero and the fifth requirement is met for the expansion zone and the fill zone. 
A simulation with these diffusion mechanisms, such as a Navier-Stokes simulation, would be 
expected to show a corresponding increase in entropy and a non-constant rothalpy. The 
magnitudes of diffusion type losses have not been studied in detail. Euler simulations are often 
used for detonation studies because diffusion velocities are much less than detonation velocities 
and are not expected to greatly affect the thermodynamic process. 
The pressure fluctuations do allow for a momentum transfer away from the streamline. The 
transverse waves, visible in Fig. 1–2, are the source of the fluctuations and move at an angle to 
the streamlines. Given the relative constancy of the streamline rothalpy, this effect appears to be 
negligible, but has not been studied in detail. The contribution of wave velocity fluctuations 
needs to be studied in more detail, since constant wave velocity was assumed for both the time-
accurate and time-averaged rothalpy computations. 
Figures 4–13 and 4–15 show that the maximum stagnation enthalpy is greater than the 
maximum and constant rothalpy. A comparison of Figs. 4–4 and 4–5 show the same relationship. 
Static and stagnation enthalpy both decay dramatically after the end of combustion, cross the 
constant rothalpy line and eventually, exit at lower values.  
The rotating frame of reference contains the steady-state system. Rothalpy is the expression of 
the conservation of energy. Static and stagnation enthalpy are grounded in the fixed laboratory 
frame of reference and are unsteady as the rotating wave passes over any given point. However, 
ht and hs have meaning in the rotating frame of reference as the energy of a fluid parcel moving 
through the detonation.  
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Equations (3–32) and (3–31) were rewritten as Eqs. (4–12) and (4–13) and show that ht is 
controlled by Vx and hs is controlled by the vector V. Fig. 4–12 shows that V rotates nearly 90° 
clock-wise as it passes through the detonation shock. This is also visible in Fig. 1–5 as the abrupt 
turning of the pathline. The change in swirl is positive and consistent with the Euler 
turbomachinery Eq. (3–21). Work has been done on the flow and stagnation enthalpy has 
increased. 
The leading shock has decelerated the relative velocity W as shown in Fig. 4–12 and 4–13c) at 
Station 3.0. Heat is then added and W reaccelerates. As W increases, V is decelerated and rotated 
counter-clockwise in Fig. 4–12. The swirl energy UVx is still positive, but is decreased reducing 
stagnation enthalpy. 
The textbook end of the detonation is considered to be the UCJ point (Station 4.0). 
Combustion is completed and rothalpy has reached its final value. The relative velocity W 
reaches sonic velocity and the flow is thermally choked. The fluid has been energized and turned 
with a high value of azimuthal kinetic energy and is ready to expand. After the UCJ point 
(Station 4.0) the relative velocity W continues to accelerate and is now supersonic. The 
laboratory velocity V continues to decelerate and turn counter-clockwise.  
The laboratory velocity V reaches a minimum between Station 4.0 and Station 4.5. As W 
continues to accelerate, V starts to increase. At Station 4.5, V is vertical, Vx=0 and stagnation 
enthalpy equals rothalpy. 
The expansion continues with W and V still accelerating. Figure 4–15 shows that the 
delivered total energy to the exhaust plane at Station 8.0 is the rothalpy constant value of 39 
dimensionless units. This energy is in three forms, static enthalpy (hs), a dynamic head (V2/2), 
and azimuthal swirl energy UVx.  
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There are two observations regarding the decline of stagnation enthalpy. The energy of 
stagnation enthalpy has not disappeared. Windthalpy (hw) is still conserved through the 
expansion. The decrease in enthalpy is balanced by the increase in the dynamic head W2/2. 
Energy is transferred from the laboratory frame to the rotating frame.  
The second observation is that the rise in stagnation enthalpy (during shock compression and 
the beginning of heat addition) above the constant rothalpy line is balanced by the decrease from 
the peak to Station 4.5. This energy is not available for thrust, but is used to power the 
detonation. The expansion from 4.0 to 4.5 acts as the high-speed turbine in Fig. 1–14a) which 
powers the high-speed compressor. It is for this reason that the Station numbers were assigned to 
analogous points in the RDE cycle. The enthalpy drop from 4.0 to 4.5 becomes the dynamic head 
(W2/2) increase as a necessary energy transfer to power the detonation. The difference between 
windthalpy and rothalpy is the constant kinetic energy (U2/2) contained in the rotating wave. 
The transfer of energy between Station 4.5 and 8.0 is not linear, as was the fill zone 
expansion. The increase of the dynamic head (V2/2) and subsequent decrease and increase of 
swirl energy (UVx) before Station 8.0 has not been studied extensively. It is possible the local 
maxima of ht and hs at approximately 2.8 radians are the result of a compressible hydraulic jump. 
The rapid expansion of the detonation products may be producing a volumetric flow that can not 
be maintained by the flow stream. As a result, the flow is decelerated. Static pressure does not 
increase as a result. The process cannot be described as a stagnation recovery. Instead, the flow 
is turned and swirl increases.  
4.8 Pathline Confirmation  
Figure 1–5 is repeated as Fig. 4–16. Particle trace pathlines (Fig. 4–17 dashed lines) have 
been computed during a separate time-accurate solution and compared to time-averaged 
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streamline-based pathlines (solid lines). The differences of Fig. 4–17 and Fig. 4–16 are due to a 
different number of streamlines and different starting points. The general form of the pathlines is 
confirmed. The time-averaging method has the advantage of suppressing transient behavior and 
enables precise positioning of the streamline through areas of interest. 
 
Figure 4–16  Time-averaged pathlines in laboratory frame of reference [13] 
 
Figure 4–17  Fluid parcel flow from time-accurate particle traces (dashed) vs. time-
averaged pathlines (solid)  
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4.9 Rothalpy Sensitivity to Wave Velocity  
A sensitivity study of rothalpy vs. wave velocity was performed on the 90 mm baseline 
simulation data. Values of Uwave were chosen at ±1% and ±8% of the baseline velocity. Four 
streamline analyses were performed in addition to the baseline study. The results from the 
expansion zone are shown in Fig. 4–18a)-e). 
 
Figure 4–18  a)-e); Rothalpy sensitivity to variations in Uwave for the 90 mm diameter 
simulation 
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The analysis of rothalpy by streamline requires a value for Uwave for the four equations of 
rothalpy and the velocity transformation. The finding of constancy of rothalpy is dependent on 
the value used for Uwave. An error in the determination of Uwave will propagate through the 
analysis and lead to erroneous conclusions. Confidence in the wave velocity and its affect on 
rothalpy is required. 
The contour of rothalpy in Fig. 4–5 is approximately flat and contains a subtle changes from 
streamline to streamline. The differences between the streamline are caused primarily by the fill 
zone gradients. Detonation front obliquity and divergence through the detonation also contribute.  
The differences between streamlines are seen in the baseline plot of Fig. 4–18c) and spans 
approximately ±2% of the mean from 38.3 to 40 rothalpy units. Individual streamlines are quite 
constant. The non-linear streamlines follow processes like the shear layer and do not conserve 
rothalpy.  
Fig. 4–18a) and e) show that when Uwave equals ±8% of the baseline value, the lines of 
rothalpy become distorted. The rothalpy change across the oblique shock is notable for the lack 
of conservancy. Changing Uwave also changes the rothalpy 3-D contour of Fig. 4–5.  
The changes to rothalpy in Fig. 4–18b) and d) are less dramatic. Fig. 4–18b) shows a slight 
increase over the streamlines plus a drop in rothalpy across the oblique shock. Fig. 4–18c) and d) 
are very similar and very flat. We conclude that the method of obtaining Uwave is accurate within 
1% and rothalpy is constant within approximately ½%.  
4.10 Simulation P-v and h-s diagrams 
The simulation static pressure and volume along the streamlines are plotted in the non-
dimensional P-v diagram of Fig. 4–19a). Static enthalpy and entropy are shown in the non-
dimensional h-s diagram in Fig. 4–19b). An analytical ZND detonation model (gray line) is 
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shown for comparison in both Figs. 4–19a) and b). The ZND upstream conditions in both figures 
are set to the density average of the numerical simulation detonation upstream enthalpy and 
entropy. The circles mark the range of upstream conditions for each streamline. The origin is an 
arbitrary point that determines the value of reference properties (Tref=225.8 K, Pref=145 kPa). The 
reference values are close to the average upstream conditions. 
The ZND detonation theory assumes a leading shock, which provides the initial compression 
and peaks at the von Neumann maximum pressure. The leading shock is followed by heat 
addition along a subsonic Rayleigh line until a thermal choke is achieved at the upper Chapman-
Jouguet point. The Rayleigh line is tangent to the Hugoniot at the upper C-J point. The two 
Hugoniot curves represent the locus of all possible thermodynamic states for the given initial 
conditions. The shock Hugoniot lacks the heat addition of the Hugoniot curve. The reader is 
referred to Lee for a discussion of the ZND model [14]. 
 
a)      b) 
Figure 4–19  Time-averaged dimensionless a) P-v diagram and b) static h-s diagram with 
ZND model keyed to average upstream properties [11] 
0 0.2 0.4 0.6 0.8 1 1.2
0
5
10
15
20
25
30
35
40
Specific Volume, v/vref = ?ref/?
P
re
ss
ur
e,
 P
/P
re
f
   
 
 
Supersonic
Rayleigh Line
vN
Spike
Streamlines
Hugoniot
Subsonic Rayleigh Line
Upstream
Initial
Conditions
Shock
Hugoniot
Upper C?J Point 
?2 0 2 4 6 8 10 12
?20
?10
0
10
20
30
40
50
60
70
Entropy, (s?sref)/Rref
E
nt
ha
lp
y,
 (h
?h
re
f)(
?
 /P
) re
f
   
 
 
Hugoniot
Oblique
Shock
Recovery
Flow
Isentropic
Expansion
UCJ
SimulationShock
Hugoniot
Transition
Flow
Rayleigh
Line
P
amb
Supply
Plenum
Avg Upstream
Conditions
von Neumann 
Pressure Spike
ZND
  108 
 
The shock Hugoniot, von Neumann spike and heat addition Rayleigh lines are clearly 
identifiable in the streamlines, which follow the ZND model in general shape. It is also clear that 
each streamline exhibits a unique thermodynamic cycle. This is due to the fill zone gradients of 
temperature, pressure and velocity upstream of the detonation front in the simulation. The 
gradients are caused by the interaction of the injected reactants with the decaying pressure 
gradient of the passing detonation.  
The streamlines that bypass the oblique shock undergo an isentropic expansion in Fig. 4–19b). 
The final entropy of these simulation streamlines are in good agreement with the ZND model 
expansion that starts at the upper C-J point. For these streamlines, the simulation and the 
analytical model are in excellent agreement for computing the process entropy increase.  
Since the ZND upstream conditions are matched to the simulation average, the entropy 
generation from the plenum to the average upstream conditions indicates a significant generator 
of entropy in the injection and fill zone. Recent modeling of individual injectors shows that 
supersonic flow and mixing combine to produce similar results [87].  
The significant differences between the ZND model and the simulation results are primarily 
due to two causes: averaging of the unsteadiness in the time-accurate simulation and relatively 
coarse resolution for the detonation wave. The simulation (Fig. 1–2) clearly shows the presence 
of transverse waves and a cellular structure emanating from the detonation. The cells create 
multiple locally curved detonation fronts that comprise the full detonation front. The cells are not 
static, but are created and destroyed with the moving transverse waves. When averaged, these 
transverse waves and the cells disappear. What remains are average properties that are spread out 
over a wider band that comprises the front shown in Fig. 1–4. The average solution field is now 
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spread out over several grid cells. The time-averaging process also smears the front over several 
cells due to velocity perturbations, that move the front relative to the rotating frame of reference. 
As a result, heat addition through the induction model is conflated with the pressure rise. The 
changing energies are spread out over a number of cells effectively lowering the pressure and 
moving the von Neumann point. The total energy involved in the shock and heat addition have 
not changed. Thus, the entropy increase over the total detonation is very close to the theoretical 
model. 
4.11 Simulation Behavior in the Euler Turbomachinery Space 
The time-averaged streamlines of stagnation enthalpy (ht) and rothalpy (hI) are plotted in the 
Euler space of Fig. 3–8 in Fig. 4–20a). Streamline 18 is plotted in Fig. 4–20b) to illustrate the 
process stations. The process stations are marked on the stagnation enthalpy line with 
corresponding Station rothalpy points at the same swirl values. The circles mark the onset of a 
shock for the detonation and oblique shocks. The streamlines that are dissimilar to the main 
process lines are the deflagration transition and recovery streamlines. 
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Figure 4–20  Stagnation enthalpy and rothalpy streamlines vs. swirl 
a) streamlines 1-20, b) streamline 18 
The Stations 2.5-2.9 are contained within a very small area, since the changes of enthalpy and 
swirl in the fill zone are not noticeable at this scale. The detonation leading shock follows a path 
from Station 2.9-3.0. The path is discontinuous in this region due to the grid resolution. The heat 
of combustion is added from Station 3.0 to the C-J point at Station 4.0. The isentropic expansion 
descends down an Euler line from Station 4.0-8.0. 
Several qualities indicate that the stagnation enthalpy of Stations 4.0-8.0 is in good agreement 
with the Euler turbomachinery Eq. (3–39). The linearity is a measure of an isentropic process. 
The slope of the linear portion is equal to the wave velocity Uwave to within 2%. The intersection 
of the rothalpy and stagnation enthalpy lines occurs at zero swirl (Vx=0). The expansion from 4.0 
to 8.0 represents useful work, which powers the compression work of the detonation including 
the oblique shock. The corresponding rothalpy line is constant within 0.5%. The difference from 
the linear portion of hI to the plenum conditions is equal to the heat addition qadd within 1.5%.  
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Station 3.0 marks the end of the leading shock compression. A dotted line from Station 2.9-
3.0 is parallel to the Euler expansion from 4.0-8.0. The equal slope indicates the same Uwave 
velocity. The corresponding point on the rothalpy line has the same enthalpy as the plenum 
conditions indicated by the horizontal dotted line.  The remaining streamlines exhibit similar 
characteristics. 
An exception to this description is the process of the oblique shock waves. Streamline 12 is 
shown in the Euler space in Fig. 4–21.  
 
 
Figure 4–21  Stagnation enthalpy and rothalpy streamlines vs. swirl of streamline 12 
The process passes through Stations 2.5-4.0 in a manner similar to streamline 18. The 
isentropic expansion from Station 4.0 to the start of the oblique shock follows an Euler line 
consistent with the wave speed. The end of the Euler line terminates with negative swirl. The 
oblique shock reverses the direction of swirl and moves upward indicating compression. The 
curve from the start to the end is not linear and curves below the Euler line due to the non-
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isentropic process of a shock. The end of the shock is collinear with the previous expansion. A 
short Euler expansion occurs between the end of the oblique shock and the exit at Station 8.0. 
The Station 8.0 exit swirl is positive and consistent with Fig. 1–5. The corresponding rothapy 
lines of the oblique shocks in Fig. 4–20a) are shown to start and end on a line of constant 
rothalpy consistent with the conservation of rothalpy across a shock. 
The expansion zone of the h-s diagram is shown in Fig. 4–22. The horizontal scale is 
stretched for clarity. The time-averaged stagnation enthalpy of the simulation streamlines is 
shown together with the analytical model discussed in Chapter 5. Streamline 18 expands along 
an approximate isentropic path from Station 4.0-8.0.  
The horizontal line is the total enthalpy of heat addition (qadd) and also represents the rothalpy 
line (hI), if combustion has been completed. The intersection of streamline 18 and the rothalpy 
line is Station 4.5, where swirl (Vx) is zero. The difference in enthalpy between Station 4.5 and 
Station 8.0 represents the swirl energy (UxVx). Points on the streamline above the rothalpy line 
have positive swirl. Points below the line have negative swirl consistent with Figs. 4–20 and 4–
21. The dotted line from Station 8.0 to the ambient pressure line represents the exit kinetic 
energy (V2/2), if the expansion stream is perfectly expanded. 
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Figure 4–22  Non-dimensional h-s diagram of expansion zone 
Streamline 12 passes through the isentropic expansion, passes below the rothalpy line and 
then is compressed by the oblique shock to a point above the rothalpy line. The oblique shock 
has reversed the direction of swirl and generated entropy in the process. A short isentropic 
expansion follows before streamline 12 exits at Station 8.0 with net positive swirl. The dotted 
line from Station 8.0 to the ambient pressure line represents the kinetic energy, if the streamline 
were perfectly expanded.  
Most of the streamlines are under-expanded. A small amount of flow represented by 
streamline 15 in Fig. 1–4 is over-expanded and exits with static pressures below ambient. Figure 
4–22 shows that flow which passes through the oblique shock exits with more entropy and 
kinetic energy than the flow that does not pass through the oblique shock. The total exit entropy 
is a mass average of all the streams. However, Fig. 4–22 indicates that the analytical model 
predicts a reasonable approximation of the exit plane total entropy. The exit plane enthalpy is 
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represented by the analytical Station 8.0 kinetic energy as a mass-averaged flow with zero swirl. 
This aspect will be discussed in greater detail in Chapter 5. 
The time-accurate solution does not allow accurate computation of the streamlines through 
the flow field of a single time frame. The streamline method assumes the velocity field is steady. 
Only the time-averaged solution uncovers the steady-state process. Particle tracing is the 
appropriate method of choice for time-accurate unsteady streamlines. 
Nonetheless, information supporting the rothalpy hypothesis may be obtained from a single 
solution field time-step. The time-averaged and time-accurate simulation data are shown as point 
clouds in the Euler space in Figs. 4–23a) and b).  
 
Figure 4–23  Euler space of a) time-averaged b) time-accurate simulations for simulation. 
The simulation data is from the solutions baseavg5000.dat and baseinst5000.dat. 
The Euler process line is clearly identifiable in both plots. The Euler line of Eq. (3–39) has 
been computed using a least-squares method. Portions of the point cloud with less than 100% 
completed combustion were excluded from the analysis. These areas include the recovery, 
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transition, shock and heat addition. The results are summarized in Table 4-1. The rothalpy hI is 
within 3% of the rothalpy of the plenum plus the heat addition. The time-accurate wave velocity 
is within 4% of the value taken from an average of the distance traveled by the wave over time. 
Table 4-1  Simulation Euler line coefficients  
 Slope = Uwave Intercept = hI 
Time-avg, Fig. 4–23a) 1820 m/s 3.48e6 J/kg 
Time-accurate, Fig. 4–23a) 1817 m/s 3.48e6 J/kg 
Average Δx/Δt = Uwave 1881 m/s 3.58e6 J/kg 
 
The point cloud of the time-accurate solution is comprised of large amplitude fluctuations 
emanating from the transverse waves. The detonation shock has a different profile, which is 
likely due to variations at the grid resolution. The time-averaged solution clearly exhibits the 
curving line of the oblique line. The recovery and transition zones are more clearly defined. A 
thin point cloud in the enclosed region hints at a gradient of process between the deflagration and 
detonation streams. The close match of the best fit Euler lines with the average velocity over 
distance suggests the variations in the expansion zone are perturbations around the mean, defined 
by the Euler turbomachinery equation, and justifies the use of time-averaged data to extract the 
thermodynamic process. 
The Euler turbomachinery Eq. (3–39) is reinterpreted in light of Eq. (3–23). The 
proportionality term UwaveVx becomes the dot product U·V and Eq. (3–23) is rewritten as 
   ℎ? = ???? +   ???? +   ℎ?    (4–17)  
The Euler line can now be described as an Euler plane in a space defined by the coordinates of 
[Vx, Vy, ht]. If the expansion portion of the detonation wave is a true Euler process by Eq. (3–39), 
Uy would be zero.  
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In the context of the Euler equation, Uy is identical to the variation of stagnation enthalpy with 
axial velocity (∂ht/∂Vy). It is known that ∂P/∂t’ in Lyman’s Eq. (3–49) is non-zero from the 
existence of the transverse waves. Therefore, dUx/dt as described by Eq. (3–49), Fig. 2–4, and 
Fig. 4–1 cannot be zero if rothalpy is conserved. The point cloud of Fig. 4–23b) shows 
corroborating evidence that this is true. The average behavior of the RDE expansion zone 
suggests that the first two right-hand-side terms of Eq. (3–49) average to zero over time.  
Lyman described Eq. (3–49) in the context of rotating turbomachinery where the axial 
velocity Uy of the rotating volume is decidedly zero. We conclude that if dUx/dt is not zero and 
driven by local transverse waves, dUy/dt is likely not zero. The RDE wave velocity in Eq. (3–49) 
becomes a non-constant vector U. Lyman’s equation is instructive, but deficient in terms for Uy 
for the RDE with regards to unsteady behavior.  
A full study of the time-dependent behavior is outside the scope of this study. A deeper 
insight into the time-averaged process may be gained by plotting ht against Vx and Vy in a three-
dimensional Euler space. 
The time-averaged data of Fig. 4–23a) is plotted in the Euler space of Fig. 4–24b). The axial 
velocity Vy is plotted against Vx in Fig. 4–24c). The section arrows a)–a) indicate the direction of 
view for Fig. 4–24a). The Euler plane of Eq. (4–17) shows a remarkable flat point cloud over a 
wide area. There is a large amount of structure that is not visible at this resolution. 
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Figure 4–24  Euler 3-d space of simulation stagnation enthalpy; 
 a) Vy edge of Euler plane, b) [ht,Vx] Euler line, c) [Vx, Vx] velocity space  
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A least-squares fit of Eq. (4–17) was constructed of the time-averaged point cloud. Points 
with less than 100% combustion were excluded. The coefficient Ux is within 8% of the timed 
wave speed in Table 4-1.   
   ℎ? = (1749  ?/?)?? + (114.6  ?/?)?? + (3.362?6?/??)   (4–18)  
Stagnation enthalpy (ht) has a correlation with Ux of 0.99 and Uy of 0.73. The axial wave velocity 
(Uy) is an order of magnitude less than the azimuthal wave velocity. The Ux coefficient was also 
reduced from the Euler line coefficient in Table 4-1 and indicates a small influence by Uy. We 
conclude that Uy approaches zero as expected, but is significantly non-zero enough to warrant 
future study.  
Some of the statistical deviation from the Euler plane is due to the oblique shock. In addition, 
each streamline follows a unique thermodynamic process. These deviations contribute to the 
spread of the point cloud. The time-accurate point cloud of Figs. 4–23b) is a sampling of the total 
waveform at a moment in time and is analogous to the instantaneous wave form of alternating 
current. The time-averaged point cloud Figs. 4–23a) is analogous to RMS (root mean squared) 
voltage of an AC current.  
Figure 4–25 shows the Vx and Vy components of the streamlines in Fig. 4–20a) and b). Figure 
4–25a) shows all 20 streamlines in the space corresponding to the top view, Fig. 4–24b). 
Streamline 18 is shown as a heavy black line and shown separately in Figure 4–25b). 
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Figure 4–25  Euler space [Vx,Vy] time-averaged streamlines 
a) all streamlines b) streamline 18 
All the major stations are visible in Figs. 4–25a) and b). The fill zone expansion from Station 
2.8-2.9 is visible. The induced swirl of the fill zone is present, but barely visible at this scale. The 
abrupt turning and acceleration of Vx by the detonation leading shock is the approximate straight 
line from Station 2.9-3.0. Heat addition (qadd) continues on a line in the reverse direction to 
Station 4.0. Azimuthal swirl is still positive, but decreasing through the isentropic expansion 
from Station 4.0-8.5, as axial velocity (Vy) increases. The process passes through a minimum 
velocity of the vector V (dotted arrow) that is shown conceptually in Fig. 4–12 as Station 4.2. 
The oblique shocks are visible in Fig. 4–25a) as the grouping of linear lines indicated by the 
direction of the indicating arrow. 
The secondary shock, identified by Schwer, is a major feature in Fig. 4–25a) and b) [92]. It is 
invisible in nearly every variable space, but is noted in Fig. 4–15 as the small increase in static 
enthalpy at 2.5 radians. The shock is weak, generates very little entropy and is detectable in the 
h-s diagram of Fig. 4–22 as very small perturbations.  
Figure 1–2 is repeated as Fig. 4–26. The time-averaged streamline 18 is plotted against the 
time-accurate fluctuations. Major station points are noted. The secondary shock is visible as the 
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thin line extending from the triple point of the shear layer and detonation to the left periodic 
boundary, wrapping around the circumference and emerging from the right hand periodic 
boundary before entering the oblique shock. The secondary shock emerges from the shear layer 
weakened and nearly invisible. It wraps around the periodic boundary a second time and is 
visible in the expansion zone before disappearing into the oblique shock for a second time. 
Variations over time have hidden the secondary shock in the time-averaged data as shown in Fig. 
4–3. 
The secondary shock appears to be caused by the shear layer deflecting the expanding 
products from the detonation. The intersection of the secondary shock with the detonation and 
oblique shock produces a triple point.  
 
Figure 4–26  Time-accurate simulation temperature with time-averaged streamline 18 
 
A small expansion follows the secondary shock in Fig. 4–25b) with additional negative swirl 
to the exit Station 8.0. This shock and expansion would be unremarkable, except for the 
observation that the secondary shock and subsequent expansion remains close to the Euler plane 
throughout. The heavy line of streamline 18 in Fig. 4–20b) obscures the shock. It is only visible 
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on the Euler line as a minor perturbation at high magnification. The secondary shock and 
expansion also forms the upper boundary of the streamline grouping in Fig. 4–25a). 
Fig. 4–25b) is redrawn in Fig. 4–27. The hodograph of Fig. 4–25b) uses the same variable 
space [Vx, Vy] of Fig. 4–12. The velocity triangle of Eq. (3–4) is shown for Stations 3.0 and 8.0. 
The changing vectors of the entire process of Fig. 4–12 can be inferred by following the process 
line with the intersection of vectors V and W.  
 
Figure 4–27  Streamline 18 and velocity triangles at Stations 3.0 and 8.0 
Positive changes in swirl (Vx) identify shocks in Fig. 4–27. Negative changes in swirl denote 
expansions. Streamline 18 crosses the secondary shock twice in Fig. 4–26. The second crossing 
is very weak and visible in Fig. 4–27 as a small uptick in Vy before the expansion that brings 
streamline 18 to the station 8.0 exit. 
?500 0 500 1000 1500 2000
?200
0
200
400
600
800
1000
1200
 
     
Swirl Vx, m/s
 
A
xi
al
 V
y,
 m
/s
qadd
Sta 8.0
Sta 2.8
Sta 3.0, vN
Detonation Shock
Sta 2.9
V8.0
Sta 4.0, UCJ
  
V3.0 W3.0Uwave
Secondary Shock
W8.0 Min V
Sta 4.5, Vx=0
  122 
4.12 Conservation of Angular Momentum and Rothalpy 
If no swirl is introduced into the chamber, there should be a net zero swirl in the exhaust, and 
a net zero torque on the engine control volume and engine case. An accounting of this has been 
done by Schwer and shows a small net loss of thrust due to local swirl, and a sum of azimuthal 
momentum that is arguably close to zero [12, 92]. Since there is swirl in the exhaust, the angular 
momentum must sum to zero within the exhaust stream  
 ρV?rd∀  = 0 ≈ r ρV? ∀   (4–19)  
where ∀  is  the  grid  cell  volume.  The mass-averaged swirl must be zero 
 ρV?∀ ρ∀  = V? = 0   (4–20)  
Stagnation enthalpy is proportional to azimuthal swirl through Eq. (3–39). Therefore, the mass-
averaged exit stagnation enthalpy must sum to the mass-averaged specific rothalpy. If rothalpy is 
conserved, the mass-averaged rothalpy equals the specific rothalpy. 
 ρh?∀ ρ∀  = ρU????V?∀+ ρh? ∀ ρ∀  = h? = h?   (4–21)  
The supply plenum (Station 2.5) can be treated as a large volume with zero swirl and a 
vanishing velocity; therefore, 
   h?,?.? = h?,?.? = h?,?.?   (4–22)  
Equation (3–45) can be written as an expression of the conservation of energy and consistent 
with Fig. 3–8 
   h?,?.? = h?,?.? + q???   (4–23)  
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Equation (4–21) is applied to the simulation flow along the exit plane in Fig. 4–28. The figure 
notation of CΣx is given to mean the mass-averaged form of Eq. (4–21) taken as a cumulative 
sum along the Station 8.0 azimuthal simulation solution. The plenum temperature (300 K) is 
used to zero the reference enthalpy. Error values are computed relative to the heat addition value. 
The plenum enthalpy is the lower horizontal line at zero J/kg. The heat of combustion is added to 
produce the upper horizontal line expressing Eq. (4–23). The exit swirl energy wave shape 
(UwaveVx, sta8.0) is also shown as a heavy gray line. 
 
Figure 4–28  Station 8.0 exit plane time-averaged cumulative azimuthal enthalpies 
 
The exit stagnation enthalpy wave shape (ht, sta 8.0)  is shown as a heavy gray line for 
reference. The cumulative mass-averaged stagnation enthalpy (CΣx (ht)sta 8.0) along the exit plane 
is the equivalent of the mass-averaged left-hand-side of Eq. (3–39). The end value at 2π is the 
mass-averaged enthalpy or rothalpy (hI) of the exit plane. The mass-averaged enthalpy is within 
5% of the heat addition. 
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The exit swirl energy wave shape (UwaveVx, sta8.0) is also shown as a heavy gray line. The 
cumulative mass-averaged swirl energy CΣx(UwaveVx)sta8.0 has nearly the same form as the 
cumulative stagnation enthalpy and is within 2% of the expected zero summation. This is 
consistent with the estimated wave velocity 1% error in Section 4.9. Shifting this curve upwards 
by the amount of the heat addition produces a result consistent with the right hand side of Eq. (3–
39). 
The stagnation enthalpy wave shape has a similar overall shape to that of the swirl wave 
shape. The stagnation enthalpy wave has acquired an extra feature consisting of two maxima at 
approximately 1 radian, whereas the swirl wave has a single maximum at the same location. This 
region has not been studied in detail, but is part of the shear layer vortex train visible in Fig. 1–2. 
The shear layer and oblique shock mark the boundary that contains the high enthalpy flow 
produced by the oblique shock. 
The mass-averaged curves, CΣx(UwaveVx)sta8.0 and CΣx (ht)sta 8.0 are very similar and separated 
by a nearly constant error. The wave shape differences are caused by the shear layer vortices and 
do not affect the discrete integration profiles. Therefore, the different energy profiles contain the 
same total energy that differ only by a constant. The solution field is time-averaged and the 
maxima represent the average energy of the vortices as they move through this region. 
The close agreement of the form of the two curves suggests that the terms of the Euler 
turbomachinery difference Eq. (3–37) are not the primary source of error. Since the curves differ 
by a constant, the contributing errors are in the rothalpy term in the definite integral version of 
Eq. (3–39).  
Several potential causes of the non-conservation of rothalpy have been identified. Pressure 
fluctuations and wave velocity fluctuations sources are known to exist as agents of the non-
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conservation of rothalpy expressed by Eq. (3–49). The fluctuations of rothalpy in Fig. 4–15 and 
the time-averaged constancy show the potential for pressure and wave velocity variations to 
integrate over time to zero. Entropy and rothalpy are observed to locally decline along the shear 
layer in Fig. 4–7 and 4–8, suggesting a link to vorticity. A numerical artifact causes a loss in the 
rothalpy at the injection plane in Figs. 4–8b). and 4–11a). The time-averaging may also 
contribute to the rothalpy error. 
4.13 Summary 
We conclude that the 2-5% error of the mass-averaged stagnation enthalpy with Eq. (4–23) is 
small compared to possible error sources and is a confirmation of the hypothesis that the concept 
of rothalpy and its role in the Euler turbomachinery equation explain the steady-state energy 
transfer and the conservation of energy in the RDE.  
Within the limits described above, the fill and expansion zones behave as one-dimensional, 
steady-state, isentropic systems and rothalpy can be considered constant. The constancy of 
rothalpy is significant because it was not inherent in the original simulation governing equations 
Eqs. (8–1 - 8–5) in Appendix A. Therefore, the near constant rothalpy in the numerical 
simulation is presented as justification for the assumption of the conservation of rothalpy in the 
analytical model. 
The significance of constant rothalpy in the simulation is the recognition that the moving 
pressure gradients of the detonation do work on the fluid by turning the flow and creating swirl. 
The rotating wave uses the same physics as the compressor or turbine rotor in a gas turbine. The 
demonstration of this is evident in the behavior of the RDE in the velocity space defined by the 
Euler turbine equation.  
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Chapter 5 Modified ZND Cycle Model 
 
“Everything should be made as simple as possible, but not simpler” Albert Einstein [93].  
“All models are wrong, but some are useful” George Box and Norman Draper [94]. 
 
Both the simulation and the analytical model are grounded in known physical laws and have 
degrees of similarity with experimental data. We show that the underlying thermodynamic 
process is captured in a reduced-order analytical model and is in good quantitative agreement 
with the simulation. The model is also in good agreement with unpublished experimental data.  
The core of the analytical model is the steady-state one-dimensional planar detonation theory 
created by Zel’dovich, von Neumann and Döring. The ZND model is computed using the steady-
state Rankine-Hugoniot relations, as found in Lee [14]. The equations will be reproduced in the 
context of the analytical model. An interpretation of the numerical simulation shows that a 
modified ZND model best explains the steady-state behavior of the RDE detonation. 
The ZND theory is built around two relationships referred to as the Hugoniot and the 
Rayleigh lines. The Rayleigh line is built on the continuity and momentum equations. The 
Hugoniot is a combination of the equations of continuity, momentum and energy. The upper 
portion of the Hugoniot curve that concerns detonation is shown in the P-v diagram of Fig. 5–1. 
The ZND detonation starts at the upstream initial conditions and proceeds up the shock 
Hugoniot. At the peak pressure von Neumann point (vN), heat addition proceeds along the 
subsonic Rayleigh line until combustion is terminated at the upper Chapman-Jouguet (UCJ) 
point. The ZND model technically ends at the UCJ point. A portion of the expansion is necessary 
to power the detonation and does not represent recoverable useful work. 
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Figure 5–1  ZND pressure-volume diagram 
The modification of the ZND model is two-fold. First, the fill zone controls the upstream 
initial pressure P1, and temperature T1 at the start of the shock Hugoniot. Unlike the PDE, the 
upstream velocity is a non-zero vector as shown in Fig. 3–7. Acceleration and induced swirl in 
the fill zone flow cause expansion cooling, which controls the local Mach number and the 
entropy production of the detonation.  
The first modification combines the ZND detonation with the upstream velocity triangle, as 
shown in Fig. 3–7. This combination introduces interdependencies that require a simultaneous 
solution.  
The second modification of the ZND model is the absence of finite rate chemistry. The 
Rayleigh line linearity shows a direct relationship between pressure and volume in Fig. 5–1. 
Therefore, temperature and heat release are a function of progress along the Rayleigh line. Finite 
rate chemistry affects the detonation thickness and dynamics, which are not a factor in the 
steady-state one-dimensional thermodynamics. The close match of the analytical model and 
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numerical simulation justifies the simplification of the ZND model, as shown previously in Fig. 
4–19. 
Finite rate chemistry is significant when conditions diverge from the ideal ZND model. This 
occurs when various factors, such as divergence and incomplete combustion, affect detonation 
thermodynamics. These effects have a multi-dimensional aspect and require further modification 
of the analytical model, which are outside the scope of this thesis. 
5.1 Thermodynamic h-s Diagram  
Rothalpy can be described as the sum of various enthalpies and plotted along with its 
constituent parts. The entropies corresponding to each portion of the rothalpy are equal, as 
expressed by Eq. (4–9). The h-s diagram of the entire cycle is shown in Fig. 5–2, which 
represents a hypothetical RDE gas turbine as illustrated in Fig. 1–14b). 
The three functional sections of the analytical model are the injection and fill, detonation and 
expansion. Each section will be discussed in turn. The injection, fill and expansion zones are 
modeled with standard compressible flow thermodynamic paths and are described only in 
general terms. They are plotted with straight lines on a point-to-point basis following convention. 
The detonation process has been plotted along the shock Hugoniot and Rayleigh heat addition to 
gain an understanding of the role of rothalpy through the detonation. The modifications to the 
ZND model will be described in limited detail. 
Windthalpy (hw=hs+W2/2) was defined in Eq. (2–2) as the relative stagnation enthalpy. It is 
shown in Fig. 5–2 only for the detonation and not plotted for the injection, fill and expansion 
zones for clarity. Windthalpy through the injection zone is constant from Station 2.5 to 2.9. It is 
also constant in the expansion zone from Station 4.0 to 8.0. 
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Figure 5–2  Dimensionless h-s diagram of RDE analytical cycle model  
5.2 Fill Zone and Injection 
The injection is modeled after the conceptual schematic in Fig. 4–10. The injection portion of 
the h-s diagram is shown in Fig. 5–3. Ambient air enters the low pressure compressor (LPC) at 
Station 2.0 and is compressed to the plenum conditions of Station 2.5 (300 K, 10 atmospheres). 
Fuel is added to create a reactant pre-mixture.  
There is no mixing loss in the model because no mixing is modeled in the simulation. The 
heuristic intent of this study is to base the model on interpretation of the simulation results. 
Braun has modeled mixing as a property mass average of two streams at different injection 
conditions [31]. 
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Figure 5–3  Dimensionless h-s diagram of RDE injection 
The reactant is accelerated isentropically from the plenum to the choked injection nozzle at 
Station 2.6 and enters the chamber at supersonic speeds at Station 2.7. The micro-nozzles are 
assumed to be a perfect flame barrier with no pressure loss. The baseline ratio of the throat to 
chamber area is 1/5.  
The flow passes through a normal shock from Station 2.7-2.8. Disturbances from the fill zone 
cannot propagate upstream through the normal shock. Therefore, the Station 2.8 induced swirl is 
zero. Rothalpy is equal to stagnation enthalpy (UwaveVx = 0) and both are conserved from the 
plenum to the shock discharge at Station 2.8. 
The injection shock was inferred from the numerical artifact at the simulation injection plane 
and is a significant source of entropy to the system. The normal shock is a simple loss 
mechanism, easily modeled and may occur in realized RDEs. In a RDE rig, the losses in this 
flow region will be strongly dependent on the specific injection design. A realistic injection may 
not exhibit a normal shock, but show a complex array of oblique shocks and shock diamonds 
[87]. 
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The boxed area in Fig. 5–2 and 5–3 covers flow from the injection normal shock, through the 
fill zone to the detonation front and is expanded in Fig. 5–4. The Station 2.8-2.9 expansion lines 
have been calculated with a near-isentropic efficiency of 99% to illustrate the thermodynamic 
process and avoid the confusion of overlapping process lines. The horizontal scale has been 
stretched to emphasize the process. 
 
Figure 5–4  Dimensionless h-s diagram of fill zone and detonation upstream conditions 
Rothalpy along the fill zone is conserved and equal to the supply plenum conditions. At 
Station 2.8 the decaying pressure gradient of the passing detonation causes the injection flow 
pathlines (Fig. 1–5) to bend to the left, as the flow responds to the decaying pressure gradient of 
the passing detonation. Swirl (??) accelerates in the negative direction and is illustrated in Fig. 4–
12. The Euler turbomachinery Eq. (3–21) shows that stagnation enthalpy is reduced, if the 
change in ?? is negative. Energy has been removed from stagnation enthalpy and is the cost of 
the turning of the flow by the induced swirl. Total rothalpy, as the conserved energy, remains 
unchanged. The flow is accelerated, as well as turned, by the pressure gradient. Flow velocity 
(V2/2) head increases and static enthalpy decreases, as expressed by Eq. (4–13). The significance 
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of the rothalpic cooling is the decrease of the upstream temperature, an increase in the detonation 
Mach number and a subsequent increase in detonation entropy. 
The conditions for finding Ps2.9, and Ts2.9 are under-constrained based solely on plenum 
stagnation conditions and injection geometry. The turning of V is dependent on the pressure field 
of the previous detonation. The solution of Station 2.9 state properties requires an interdependent 
solution of the detonation equations and the upstream conditions. 
 
5.3 Modified ZND Detonation 
The Hugoniot for the general case is dependent on the upstream conditions (ρ1, P1, W1) as 
shown in Fig. 3–6. It is derived from one-dimensional steady-state equations of continuity, 
momentum, total energy and the perfect gas state equation. The shock Hugoniot is the locus of 
states with zero heat addition. The Hugoniot curves of Figs. 1–6 and 5–1 are given by  
? = ?/??   = ((?? + 1)/(?? − 1)− ? + 2  (????   ??)/??    )/(?(?? + 1)/(?? − 1)   − 1)   (5–1)  
where [x, y]=[ρ1/ρ, P/P1] are the coordinates of Fig. 1–6 and 5–1. The subscripts are for the 
upstream initial conditions (1) and downstream conditions (2) along the Hugoniot for the 
generalized combustion wave [§]. The ZND equations are based on Lee and modified for this 
study [14]. 
 
                                                
§ Lee [14] uses (0) and (1) for upstream and downstream conditions. The zero subscript (0) may be 
confused with stagnation properties used by some authors. For this reason, we use (1) and (2) and letter 
subscripts for properties; i.e., ht. 
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The Rayleigh line of Figs. 1–6 and 5–1 is derived from the steady-state equations for 
momentum and continuity. It represents heat addition to steady frictionless flow of constant mass 
flux or constant flow area and is given by  
   ? = ?/?? = 1+ ???? − ????
? ?   (5–2)  
Along the Rayleigh line, the pressure ratio (?/??) is proportional to the square of the upstream 
Mach number. The slope of the Rayleigh can be deconstructed to show how the linearity is 
dependent on the detonation velocity, a constant mass flux (ṁ/A) and the upstream pressure  
   − ??  ??
? = −?? ??
?/??
?   = −?? ??
?/ ???? ⁄ ??      = − ?? (?/?)/  ??     (5–3)  
Lee presents the following solution of the ZND model [14]. The ZND theory assumes the 
Chapman-Jouguet detonation solution, which stipulates that the Rayleigh line is tangent to the 
Hugoniot at the upper CJ point where flow is thermally choked. The intersection of the Rayleigh 
line Eq. (5–2) and the Hugoniot Eq. (5–1)) produces a quadratic equation, which can be solved 
for ? resulting in Eq. (5–8) 
   ? = ????/((????) ⁄ ??  ) = ????/(???????  )   (5–4)  
   ? = (2??  (?? + 1))/(??
?)  ((?? + ??)/(?? − 1)+ ??(?? − 1)  ?  )   (5–5)  
   ? = 1/?? = ??/??  (1− 2/(1± √(1+ 4??/ ?  ??     )))   (5–6)  
   ? = ?? ?? − ? ? − ??   (5–7)  
Equations (5–8)-(5–10) are from the set of steady-state Rankine-Hugoniot equations across a 
detonation wave. If qadd = 0, they represent the states across a normal shock 
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   ? = ??/?? = ?? / ?? = ?? ?? + ? ± ? ?? ?? + 1    (5–8)  
   ? = ??/?? = ?? + ? ∓ ??? ? ?? + 1    (5–9)  
   ??/(??  ?  ) = ?? + ? ∓ ??? ?? ?? + 1    (5–10)  
The two values of ±S indicate the two solutions where the Rayleigh line intersects the 
Hugoniot. These solutions are only of interest for weak detonation or strong deflagration (+) and 
strong detonation or weak deflagration (-). When ? equals zero, the roots are equal and mark the 
upper and lower CJ solutions for deflagration and detonation.  
Equation (5–6) is double valued depending on the sign of the radical. Mach values and ηCJ are 
obtained for the detonation (+) and deflagration (-) solution. Equations (5–6) and (5–5) are 
dependent on upstream and downstream values of the specific heat ratios (γ1, γ2), which are 
known properties of the reactants and products.  
The downstream velocity ||W2|| is found from Eq. (5–8). The subscript (2) now denotes the 
UCJ point. The detonation velocity DCJ is found by solving Eq. (5–10) for DCJ. The detonation 
velocity DCJ is also found from the definition of Mach number and Eq. (5–6).  
   ??? = ??? ???????   (5–11)  
The von Neumann point is found at the intersection of the Rayleigh line Eq. (5–2) and the 
shock Hugoniot from Eq. (5–1). All significant points and ZND parameters in Fig. 5–1 are now 
determined. Static properties along the shock Hugoniot and the subsonic Rayleigh line are 
produced using Eqs. (5–1) and (5–2). 
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The subscript convention of upstream (1) and downstream (2) has been retained for the 
general case. The ZND model is modified for the RDE in the following manner using the 
subscripts of Table 1-2. 
DCJ and other UCJ properties are dependent on qadd, P1,T1 , ||W1||. The independent variables 
[P1,T1 , ||W1||] become [Ps2.9,Ts2.9 , W2.9] for the RDE. Figure 3–7 shows that the velocity triangle 
Eq. (3–4) and the rothalpy Eq. (3–31) demonstrate a simultaneous dependency.  
Equation (3–31) is rewritten and can be solved for Ts2.9, if Uwave, M2.9 and α2.9 are known  
   ℎ?,?.? = ?? ?? − ???? + ? ????
?
/2− ?????? ??????? ?
?.?
   (5–12)  
Since ??.? is assumed, static pressure ???.? and ??.? may be found from standard compressible 
flow functions and the equation of state. The upstream velocity ||V2.9|| is obtained from the 
definition of Mach. The components of V2.9 are a function of the swirl angle α2.9. Equation (3–
31) provides the upstream velocity W2.9 
   ??.? = ? ???? ?.?   (5–13)  
   ???.? = ??.? ??? ??.?    (5–14)  
   ???.? = ??.? ??? ??.?    (5–15)  
   ??.? = ??.? − ?????   (5–16)  
 
Equations (5–4)-(5–10) are used to compute the detonation velocity ||DCJ|| as a function of 
Ps2.9 and Ts2.9. Equation (3–46) shows that the relative velocity is equal and opposite to the 
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detonation velocity. Therefore, ||W2.9||=||DCJ|| and the velocity triangle is solved for a new U’wave. 
The computational loop is closed when  
   ?????? = ?????   (5–17)  
Wave velocity Uwave is not known in advance and must be iterated with the computation of 
the CJ properties. Known detonation velocities for the reactants may be used as an initial value 
or estimated from Eq. (4–10). Figure 3–7 shows that the magnitude of ????? is less than ???, but 
is of the same order of magnitude. The solution is found to converge quickly. 
Note that the state properties at Station 2.9 are dependent on the fill zone conditions. For this 
study, flow from the injection normal shock is assumed to accelerate from M2.8 to M2.9  at a fixed 
ratio of 1.96, and swirl is assumed to be constant at α2.9 = 2.3°.  
The physical phenomenon creating the upstream condition is the decaying pressure wave 
from the previous detonation. The pressure gradient in the simulation fill zone was found to have 
azimuthal and axial components of approximately the same magnitude. A model to predict the 
upstream conditions from first principles requires further study. 
The issue was resolved by assuming two constant values of the Mach ratio (M2.8/M2.9 = 1.73 
and swirl angle (α2.9 = 2.3°).   These values are based on streamline average values across the 
detonation front taken from the numerical simulation. They are the only two arbitrary constants 
in the modified ZND analytical model of the RDE. The results of a sensitivity study suggest a 
near linear relationship of the two values and a single controlling factor for swirl and Mach ratio. 
A constant Mach ratio assumes a constant flow area divergence. A constant swirl angle 
assumes a constant pressure gradient. The validity of these assumptions has not been tested over 
large variations in supply plenum conditions. We note that the ZND model itself rests on a 
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supposition that the sonic CJ condition governs the solution of the one-dimensional steady state 
governing equations. A true solution of the ZND governing equations requires a time-dependent 
discrete integration with finite rate chemistry. A true solution of the RDE governing equations 
also requires a discrete time-dependent solution. Therefore, a model with two arbitrary 
parameters as a supposition is acceptable given the complexity of the problem. 
The prediction of upstream temperature using these values accounts for approximately 50 K 
of total rothalpic cooling. The induced swirl causes approximately 20 K of the total cooling. The 
simulation detonation upstream average static temperature is cooled by approximately 74 K.  
Figure 5–2 indicates that flow enters the detonation leading shock (Station 2.9) at 
approximately Mach 5 and rapidly decelerates to subsonic velocities (Station 3.0). Most of the 
deceleration of the relative velocity head W2/2 occurs during the isentropic and supersonic 
portion of the shock. The minimum windthalpy and rothalpy occur near the point where the 
relative flow is sonic.  
The rapid turning of the velocity vector V by the shock is seen in the rapid growth of the swirl 
energy UwaveVx from Station 2.9 to 3.0. The sign of Vx is positive, consistent with work done on 
the fluid. Most of the increase of UwaveVx and V2/2 is done during the isentropic portion of the 
shock.  
The span from the rothalpy minimum to the von Neuman point covers the bulk of the entropy, 
pressure and temperature increase of the shock. Most of the turn and acceleration is completed 
isentropically before the rothalpy minimum. Turning the flow is acceleration in the direction of 
the turn and an inviscid 1-D acceleration of flow with no heat addition is isentropic.  
The most significant aspect of the detonation model is the conservation of windthalpy and 
rothalpy across the shock. The conservation is not an assumed condition of the modified ZND 
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model. The attainment of conservation across the shock with the modifying elements of the 
velocity triangle validates modification of the ZND model. 
Heat is added from Station 3.0 to 4.0 and is proportional to progress along the Rayleigh line. 
Finite rate chemistry is not required to determine pressure and temperature for a thermodynamic 
state. The Rayleigh line equation and the Rankine-Hugoniot relations suffice to determine states 
along the Rayleigh line. 
Heat addition reaccelerates the relative flow (W2/2) until a Mach 1 thermal choke is achieved 
at the upper CJ point (Station 4.0). The laboratory frame velocity head (V2/2) is decelerating, 
consistent with the motion of the velocity triangle changes in Fig. 4–12. 
The equations of rothalpy only play a role in Eq. (5–12) in determining the initial conditions. 
The velocity triangle is used to solve for the wave velocity and laboratory velocity V. The curves 
of rothalpy are computed after the governing equations of the detonation are solved. We find that 
the conservation expected across the end points of the leading shock and the rise in rothalpy in 
response to heat addition are consistent with the predicted behavior of rothalpy. 
It is significant that rothalpy provides a direct understanding of the entropy generation across 
a shock and the heat addition in a detonation. A h-s plot of the stagnation or static enthalpy does 
not provide a proportionality to heat addition in the same way constant pressure or constant 
volume combustion employ specific heat as a proportionality constant. We note that since the 
change in rothalpy is proportional to the heat addition, the constant pressure specific heat is 
proportional to the change in rothalpy. 
5.4 Expansion Zone 
An h-s diagram of an idealized expansion is depicted in Fig. 5–5. The scale has been stretched 
to emphasize the process curves. Rothalpy has been raised by heat addition and is assumed 
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constant from Station 4.0-8.0. The expansion processes are plotted from station point to point as 
linear per convention. Evidence for the non-linearity of the expansion is seen in Fig. 4–15 lines 
of ht and hs and the discussion in Section 4.11. 
 
Figure 5–5  Dimensionless h-s diagram of expansion zone. 
Flow exits the upper CJ point at Station 4.0 and expands to Station 4.5. The analytical model 
is given a near isentropic efficiency of 99% to show the separation of the process lines and 
consistency with the findings from the time-averaged simulation. Other studies have assumed a 
range of isentropic efficiencies from 90-100% [23, 21].  
The expansion in Fig. 5–5 from Station 4.5 to 8.0 is assumed to have an isentropic efficiency 
of 90%. The 90% efficiency is chosen only to aid the illustration of swirl evolution. The 
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assumption of constant rothalpy with an increase of entropy violates Lyman’s requirement for 
conservation of rothalpy [46]. The small amount of entropy increase can be seen in the context of 
Fig. 5–2. 
The stagnation enthalpy (ht) at Station 4.0 is greater than the rothalpy indicating that the swirl 
vector Vx is positive and consistent with Eq. (4–12). As the flow expands from Station 4.0 to 4.5, 
Vx is reduced and the velocity V is turning to the left as shown in Fig. 4–12. The simulation 
exhibits this turning in Fig. 1–5 as an upward turn of the pathline 18 from Station 4.0 to 4.5.  
The Station 4.5 signifies the end of the expansion that drives the detonation forward and the 
start of the extraction of useful work. The velocity V of the fluid parcels is purely axial and Vx is 
zero. Therefore, stagnation enthalpy equals rothalpy by Eq. (4–12). This station is also the point 
of maximum rothalpy from heat addition.  
The expansion from 4.5 to 8.0 is built on several reasonable assumptions. We have assumed 
that RDE is a pressure gain combustor in a hybrid gas turbine. A shaft from the low pressure 
tubine (LPT) is assumed to drive the low pressure compressor (LPC) in such a machine as drawn 
in Fig. 1–14b). The low-pressure turbine enthalpy expansion is from 4.5 to 5.0 and equal to the 
low-pressure compressor enthalpy compression from Station 2.0 to 2.5. 
The rothalpy at Station 4.5 is the total recoverable enthalpy per Eq. (3–45) and Section 4.12 
and is equal to the mass-averaged stagnation enthalpy with a total swirl of zero. The local 
stagnation enthalpy and swirl varies along the circumference and rotates as a group with the 
detonation wave. A realizable turbine will be exposed to the unsteadiness of the RDE exhaust. 
The total turbine work extracted will be equal to the mass-averaged stagnation enthalpy change 
from Station 4.5-5.0. The details of the interaction between the RDE and turbine are outside the 
scope of this study. 
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The nozzle expansion from Station 5.0 to 8.0 provides thrust and determines the exhaust 
conditions. The nozzle is assumed to be ideally expanded, such that static pressure at the exit 
equals atmospheric pressure. The numerical simulation is under-expanded and exit static 
pressure ranges from near atmospheric to several times atmospheric pressure depending on the 
streamline. The simulation also does not have a proper nozzle and exits to a buffer region with a 
far wall boundary condition equal to atmospheric.  
The model suggests that negative swirl energy is produced. The analysis of the simulation 
concludes that the mass-averaged swirl is zero. The analytical model has no provision for the 
oblique shock entropy and an accounting of the conservation of angular momentum. The model 
exit swirl (U(-Vx)) represents a total swirl energy that is distributed over the exit plane. 
The conservation of energy states that energy output of the control volume is the sum of 
energy inputs. This is illustrated in Fig. 3–8 for a simple RDE control volume. Figure 5–2 
represents a hypothetical RDE gas turbine with additional terms for the LPC and LPT. The LPC 
enthalpy is produced by the LPT and the conservation of energy can be written  
     ? = ℎ?,?.? + Δℎ?,??? + ???? −   Δℎ?,??? − Δℎ?,??? − ??????? = 0   (5–18)  
The inlet and LPC enthalpies are equal to the plenum enthalpy. The LPT and nozzle enthalpies 
are useful work and Eq. (5–18) becomes 
     ? = ℎ?,?????? + ???? − ??????  ???? − ??????? = 0   (5–19)  
The plenum stagnation enthalpy is equal to the plenum rothalpy. The useful work and heat of 
rejection is equal to the rothalpy of Station 4.5. Equation (5–19) is expressed in the form of Eq. 
(3–45) 
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   ℎ?,?.? = ℎ??.? + ????    (5–20)  
Equation (5–18) does not include the stagnation enthalpy associated with the detonation peak 
at the upper C-J point. The stagnation enthalpy (ht) of the detonation is internal to the RDE 
control volume. The expansion from Station 4.0 (UCJ) to Station 4.5 (Vx=0) is part of the 
detonation along with the leading shock Hugoniot from Station 2.9-3.0 and Rayleigh line heat 
expansion from Station 3.0-4.0. The stagnation enthalpies in the laboratory frame of reference 
are not conserved in the derivation of Eq. (3–45), because they are not a measure of energy 
transfer in the steady-state process. The only station of interest for computing useful work is 
Station 4.5, which represents the recoverable mass-averaged stagnation enthalpy. Equation (5–
20) is consistent with the “global conservation of energy,” as used in the PDE analysis of Dyer 
and Kaemming [23]. 
The actual amount of useful work available depends on the generated entropy. The oblique 
shock entropy is not modeled. Preliminary work suggests that the amount of oblique shock 
entropy is a function of the chamber length and is geometry dependent. Research is required to 
identify the dispersal mechanisms of the swirl energy.  
5.5 Performance and Thermal Efficiency 
The above conditions are sufficient to find the pressure, temperature and entropy of all 
processes in the modified ZND model from the plenum to the exit.  
The heat of rejection (qrej) in Fig. 5–5 is the stagnation enthalpy (Station 8.0) at the end of the 
expansion. Equation (5–19) expresses the conservation of energy of a RDE control volume is 
written as 
     ??????  ???? = ℎ?,?????? + ???? − ???????   (5–21)  
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Overall or gross specific impulse [26] is  
   ??? = 2 ℎ?,?????? + ???? − ℎ?  ?????? ???????      (5–22)  
The acceleration due to gravity is ge and the Yfuel is fuel mass fraction. 
The numerical simulation predicts a specific impulse of 4970 seconds, based on axial thrust 
and fuel flow. The modified ZND model predicts an Isp of 5130 seconds. The analytical model 
result is within 3.2% of the numerical simulation.  
Several working assumptions underlie this number. The low-pressure compressor and post 
detonation expansions are assumed to be isentropic. Simulation average values for the two 
system model constants are  M2.8/M2.9=1.96 and swirl angle α2.9=2.3°.   If these values are used, 
the error is less than 1%. A sensitivity study of these constants was performed. The arbitrary 
values of α =0, M2.8/M2.9=2 produced the 3.2% error in excess of the simulation.  
The primary reason for the optimistic performance of the analytical model is the lack of 
modeling of the oblique wave entropy generation. However, the analytical model over-predicts 
the entropy generation of the injection normal shock when compared to the simulation in Fig. 4–
14. The over-prediction shifts the analytic h-s curves and partially offsets the absence of oblique 
shock modeling.  
5.6 Summary 
The basic thermodynamics of the RDE can be described as a simplified ZND model with 
rothalpy. The heat addition of the ZND portion of the model is based on reaction progress along 
the Rayleigh line. Rothalpy explains flow turning and the creation of swirl as the primary energy 
transfer mechanism in converting heat into kinetic energy. 
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The modified ZND model requires two arbitrary constants to account for induced swirl and 
expansion cooling in the fill zone. For purposes of predictive modeling, the fill zone swirl factor 
α may be assumed to be zero. The expansion factor M2.8/M2.9 is significant and is approximately 
2. Further studies are required explore the dependencies of the fill zone factors and the entropy 
generation of the oblique shock. 
A non-dimensional model consisting of a single set of performance equations is not useful at 
this stage of development. A single compact model would necessarily incorporate the 
simplifying assumptions and the underlying principles obscured. Phenomena that are not well 
understood enough to know even the range of sensitivity will be ignored. Mixing, injection 
boundary conditions, and geometry dependencies are examples.  
The analytical model is in good agreement with the behavior of the simulation and produces a 
useful, but likely optimistic, estimate of performance. 
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Chapter 6 Experimental Imaging and Frequency Analysis 
Images of the RDE exhaust plumes were examined for evidence of swirl and swirl reversal. 
Particle tracing of the RDE flow was not technically practical. The oblique shock and swirl 
associated with the effects of azimuthal acceleration were expected to be manifest in the exhaust 
plume. The signature of rothalpy is swirl. The RDE exhaust swirl reverses direction as a direct 
consequence of the conservation of angular momentum. The mechanism of swirl reversal is the 
oblique shock and following expansion. 
 
Figure 6–1  Time-averaged pathlines in laboratory frame of reference [13] 
The pathlines of Fig. 4–16 are repeated in Fig. 6–1. The pattern of swirl in the pathlines 
rotates with the detonation wave and exhibits two reversals of swirl per revolution for a single 
detonation wave. The oblique shock reverses the swirl at approximately 4 radians and the 
subsequent expansion reverses the swirl again at approximately 1.5 radians. The second reversal 
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is not visible in the following images because it is gradual and does not generate the higher 
temperatures of the shock.  
Pressure transducer signals were analyzed for the purpose of reconstructing the detonation 
wave shape. The reconstructed shape is compared to the simulation results and existing images 
of the detonation wave. Azimuthal wave speed (Uwave) was computed from the FFT results.  
6.1 High Speed Imaging of Exhaust Swirl 
The images in Fig. 6–2 are of P&W Seattle Aerosciences Center (SAC) experimental RDE 
exhaust. An image of the SAC rig is shown in Figs. 1–1b). The images are courtesy of the 
Detonation Engine Research Facility, Air Force Research Laboratory, Wright-Patterson AFB, 
Ohio. 
 
Figure 6–2  SAC RDE exhaust plume. a) Visible light [10], b) False color composite of high 
speed images, c), d), e) high speed imaging of plume [95] 
Figure 6–2a) is an image taken without any external light source. The shutter speed blurs the 
motion of the wave into an image of a symmetrical exhaust plume. The diameter of the RDE 
annulus is marked. The high-speed images in Figs. 6–2c), d), and e) were shot in monochrome, 
combined and normalized to the luminance range to produce the composite image in Figure 6–
2b). Figures 6–2c), d), and e) are three sequential high-speed images of an experimental run 
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taken with a Phantom v7.1 digital high-speed camera. Shutter speed was 32 µs at 30k fps. Image 
resolution is 320 X 240 pixels. The fuel mixture was hydrogen-air at an equivalence ratio of 
1.17. 
A spray of WD-40 was used on the annulus to provide a source of visible particles in the 
exhaust for Figs. 6–2b) through e). The oil spray was necessary, since the exhaust products were 
mostly water vapor and nitrogen that did not produce enough luminance for the high-speed 
imaging. 
The lighter portion of the exhaust directly above the annulus exit plane in Fig. 6–2a) is the 
high velocity portion of the plume. The exhaust nozzle is the end of the constant height annulus. 
The center body is a cylinder truncated at the same plane as the exhaust. The plume from the 
annulus expands outward indicating a pressurized and under-expanded exhaust.  
The exhaust structure of the SAC rig has not been extensively studied. The plume does not 
exhibit the shock diamonds evident in Fig. 1–16b). However, the shock structure is likely hidden 
by the various luminance gradients. The RDEs in Figs. 1–16b) and 6–2 are different rigs run 
under different conditions. Figure 6–2c), d), and e) exhibits a line of luminance that may be a 
rotating shock diamond. The two lobes of the central red area in Fig. 6–2b would be the sum of 
the rotating shock as it rotates with the detonation wave. 
The structure of interest to this thesis is the rotating shock wave and its effect on swirl. The 
arrows in Figs. 6–2c), d), and e) indicate the location of the high temperature behind the oblique 
shock wave as it rotates around the annulus from left to right. The oblique shock wave generated 
inside the RDE emerges into the exhaust and rotates with the supersonic velocity of the 
detonation wave. 
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Figure 6–3  SAC RDE exhaust plume reversal of swirl 
 a) through d) high speed imaging of plume of boxed area Fig. 6–2b) [95] 
Figure 6–3a) through d) shows four sequential frames from a high-speed imaging of the 
boxed area in Fig. 6–2b). The boxed area was chosen to minimize the effect of the curvature of 
the exhaust annulus relative to the camera. The dominant motion of the wave is across the field 
of view. Shutter speed was 16 µs at 60k fps. Image resolution is 256 X 256 pixels. The fuel 
mixture was hydrogen-air at an equivalence ratio of 1.09. 
The arrows indicate plumes of oxidized oil rising from local concentrations of the oil spray. 
The swirl angle of the plumes changes from left leaning to right leaning. The local velocity 
carrying the particles, therefore, changes its swirl from negative Vx to positive Vx, indicating that 
a shock wave has passed through the area.  
A comparison of Fig. 6–3 with Fig. 1–5 shows the effect of the passing oblique shock. 
Pathlines in Fig. 1–5 change swirl from negative to positive swirl as the oblique shock passes 
through. In a manner similar to the work of the detonation leading shock, work is being done on 
the flow by the oblique shock within the exhaust stream. The oblique shock extends outward 
from the annulus into the exhaust stream and continues to do work on the flow. Figure 6–3 is 
photographic evidence of the existence of swirl in the exhaust and the reversal of swirl as the 
oblique shock wave passes. 
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6.2 Frequency Analysis of Pressure Signals 
The SAC RDE in Fig. 1–1b) was fitted with six Model 112A05 pressure transducers (PCB 
Piezotronics, Inc.) in a staggered array. The transducers were plugged with RTV sealant to 
protect the piezoelectric transducer and stainless steel diaphragm from the damaging effects of 
the detonation wave. The RTV had a limited life in the RDE environment. When the RTV failed, 
the signal was degraded or the transducer itself did not survive. A series of 1 second runs were 
made and a run was selected that indicated the clearest data and the least number of failed 
transducers.  
Figure 6–4a) is the raw data from an experimental run. The transducers were subject to 
thermal drift and showed drastic changes in signal response. Two of the channels appear to have 
failed entirely, yet contain a useful signal. The vertical scale is a normalized voltage. The 
transducer rise time is approximately 2 µs. The sampling frequency is 1 µs, which limits the 
usefulness of the pressure signal as a wave front timing transducer.   
A select range from each transducer channel has been filtered through a moving average and 
shown in Fig. 6–4b). The vertical scale for each channel is scaled to the range of each signal. The 
channels are arranged vertically in the sequence of their axial location. Channels 2 and 5 are 60° 
apart azimuthally at the same axial location and are used as the primary indicator of wave 
direction. The relative magnitudes of each channel indicate the general health of the transducer. 
Channel 1 is the time signal. 
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a)                                                                               b) 
Figure 6–4  SAC RDE pressure transducer a) raw data  
b) Channels 2-7 select range of moving average filtered data  
 
 
Figure 6–5  Channels 2-7 FFT power frequency distribution 
The primary wave frequency of 6912 Hz is identified as the maximum peak in the power 
spectral density plots of Fig. 6–5 for channels 2-5. “MAw” designates the number of data points 
in the moving average window. Twenty harmonic frequencies and a probable transducer 
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resonance have been identified. The detonation pressure signal can be approximated by a saw 
tooth wave, which produces a similar series of declining harmonic frequencies. Channels 6 and 7 
exhibit an attenuated primary frequency, which is less than many of the harmonics and signal 
noise in the healthy channels. Fortunately, the primary frequency from the stronger signals can 
be used to identify the primary frequency of Channels 6 and 7.  
The identification of the primary signal is used for the computation of the phase relationships 
between the detonation waves. A close examination of Fig. 6–4 reveals a time delay between the 
waves. The relative time delay between signals is required to reconstruct the detonation wave 
shape. The required phase lags are produced through a cross correlation of the signals. The 
information is combined with the physical layout of the transducers to construct the wave shape. 
The results are shown in Fig. 6–6 
 
Figure 6–6 Reconstructed wave shape 
The sampling time and corruption of channels 6 & 7 introduced errors into the computation. 
A matrix of eight geometries was constructed based on eight permutations of the geometries 
between the transducer locations. The resulting shapes are positioned azimuthally to minimize 
the sum of the errors between each wave. The spread of azimuthal points is a measure of the 
accuracy of the model. The y-axis is the axial position of the transducers.  
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The corruption of channel 7 creates the wide spread of points at the top of the wave in Fig. 6–
6. The zig-zag shaped wave (A) results from a geometry that accumulates the error from each 
transducer. The remaining shapes result from geometries based on a triangulation between the 
maximum distances between transducer locations.  
The general shape of the detonation wave can be discerned in the lines with the most 
agreement. The two lines (B) between channel 6 and 7 are at an inclination associated with the 
oblique shock. The remaining cluster of lines (C) is probably not the shear layer because the 
shear layer does not exhibit a detectable pressure signal. We conclude only that the oblique 
shock can not be identified precisely due to signal error and corruption, but is represented by all 
the lines between channel 6 and 7. The same method of wave reconstruction was used on the 
simulation pressure data used for Fig. 7–1a) to calibrate the model. The similarities between the 
reconstructed wave and recent photographic evidence in Fig. 6–7 are noted. 
 
 
Figure 6–7  Composite imaging of experimental rotating detonation [96] 
The reconstruction of the detonation wave shape from transducer data is possible within 
certain limits. Accurate timing of the wave is essential. The locations of the transducers were set 
by previous work and are not optimized for this study. Six sensors are not sufficient to accurately 
reconstruct the wave. We would recommend at least twelve sensors. The optimal layout of the 
sensors is beyond the scope of this study.  
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The low fidelity of the reconstruction probable wave front in Fig. 6–6 shows evidence of 
curvature and a rounding of the lower edge. This shape is similar to detonation shapes seen in 
Bykovskii’s work and Fig. 7–1b). The front in Fig. 6–7 also appears to be curved. The existence 
of a curved front may be an indication of an oblique detonation wave caused by imperfect 
mixing and discussed in Chapter 7. 
6.3 Summary 
Photographic evidence of the existence and reversal of swirl was found in high-speed imaging 
of the RDE exhaust plume. The imaging supports our thesis that the Euler turbomachinery 
equation and the conservation of rothalpy are the primary mechanism of energy transfer in the 
RDE. 
Analysis of RDE pressure sensor time traces show that it is possible to reconstruct the 
detonation wave shape. The usefulness of such a technique could aid the diagnostics of RDE 
behavior, since imaging techniques are technically challenging. Useful information extracted 
from the pressure data includes wave speed, wave direction, oblique shock inclination and the 
shape of the detonation front. There is evidence of a curved detonation front in the 
reconstruction, which is likely caused by the imperfect mixing of direct injection. 
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Chapter 7 Mixing Effects 
A realizable premix design requires a reliable injection boundary that also serves as a flame 
barrier to prevent ignition of the reactant mixture in the supply plenum. Voitsekhovskii 
successfully tested a radial RDE with premixed reactants [6], which required a unique design and 
pressure conditions to create a flame barrier. Operating RDEs typically use various 
configurations of direct injection with reactant mixing in the chamber.  
Imperfect mixing from direct injection is expected to cause degradation in performance. 
However, this study shows that performance is not significantly degraded by variations in 
mixing. An examination of the effects of mixing reveals a compensatory mechanism that negates 
incurred losses. The mechanism is a combination of multiple combustion sites along a streamline 
and oblique detonation.  
Imperfect mixing creates a gradient of available heat of combustion to the detonation. 
Mixedness below a critical value will not support detonation and creates a layer of unburned 
reactants between the detonation and the injection plane. A sufficient degree of imperfect mixing 
will cause instability and extinction of the detonation.  
The imperfect mixing alters the rothalpy field gradients, but does not change the conservation 
of rothalpy. The rothalpy field gradients provide information on where heat is released and 
shows that the combustion is completed in the RDE over different paths than shown in the 
baseline study. 
The flow field is discretized as a two-dimensional Cartesian uniform grid (0.2 mm) with 
periodic boundary conditions in the azimuthal direction. The model is a 9 cm diameter by 12.15 
cm long annulus, but is displayed in non-dimensional units. A premixed flow of stoichiometric 
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hydrogen-air mixture is injected into the chamber through a micro-nozzle boundary condition of 
fixed area ratio. The supply plenum conditions are 300 K and 10 atmospheres. 
7.1 Numerical Model 
The conservation equations are the standard Euler equations, with additional conservation 
equations for the reactants, a chemical induction parameter and a mixedness fraction. The 
solution variables of the governing equations (Eqs. (8–1-6)) are density (ρ), velocity (?), total 
energy (?), reactant density (??), induction parameter (?) and mixedness (?) 
   ??/?? + ? ∙ ?? = 0   (7–1)  
   ???/?? + ? ∙ ??? = −?? (7–2)  
   ??/?? + ? ∙   (? + ?)  ? = ?∆? (7–3)  
   ???/?? + ? ∙ ??? = −? (7–4)  
   ???/?? + ? ∙ ??? = ?/???? (7–5)  
   ???/?? + ? ∙ ??? = ?? (7–6)  
Time-averaging and the streamline analysis are applied to the solution as in previous studies. The 
mixedness fraction (?) represents the sub-scale mixedness of the reactants and controls the heat 
of combustion available for combustion.  For ? = 0, the reactants are not mixed at all and no 
combustion can take place; for ? = 1, the reactants are fully mixed and combustion can go to 
completion.  The amount of reactant available for reaction in any cell is ????, where 
   ?? = ????−????   (7–7)  
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and ?? = 1 (since products are the result of the reaction of mixed reactants). The source term (?) 
is an arbitrary mixing rate, which is adjusted to study the impact of various mixing efficiencies. 
Mixedness is a transportable property [97]. The source term (??) was necessary to control the 
rate change of mixedness in the flow stream. Diffusion was not modeled directly to be consistent 
with the Euler model. The effects of diffusion and turbulence are lumped into the source term. 
The objective of the model was to investigate the effects of mixing on the rotating detonation 
thermodynamics and not the complex physics of mixing.  
The boundary conditions for the mixedness fraction (?) range from zero to 100% premixed 
reactants. A zero percent mixedness represents a two-stream fuel and oxidizer model where the 
mixing is zero at the plane of injection. The 100% premix is the baseline model used in previous 
studies. Intermediate values of the mixedness boundary condition do not necessarily represent 
realizable configurations, but may be interpreted as a multi-stream injection system that 
premixes reactants to levels outside the explosive limits. 
The use of a convected mixing term avoids the complication of three-dimensional modeled 
injectors and a two-stream model with fuel and oxidizer. This method retains the simplicity of a 
two-dimensional Euler model, avoids the complications of modeling detonation with turbulence 
and furthers study of the underlying thermodynamics. 
7.2 Results 
Seven cases were run with variations on the mixing rate and the injection boundary condition. 
The same stoichiometric hydrogen-air reactants were used for all cases. The baseline case is 
completely premixed. Time-accurate azimuthal wave location, axial thrust and reactant mass 
flow were extracted from the simulation. Average specific impulse (Isp) and azimuthal wave 
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velocity (?????) were computed for each case and are shown in Table 7-1. Case B3 failed to 
establish a stable detonation wave. 
The mixing rate (? = 14000 s-1 for cases A1-A3) was chosen to insure complete mixing at 
the intersection of the detonation and the transition zone for the case A3. The mixing rate for 
cases B1-B3 is half that of A1-A3. The mixedness fraction boundary condition (?) is the 
mixedness fraction at the injection plane. 
Table 7-1 Performance [85] 
Case 
Mixing 
Rate 
?, s-1 
Mixedness 
Fraction 
B. C. 
? Isp,s 
Uwave, 
m/s Comment 
Baseline ∞ 100% 140.89 1829.8 100% premixed 
A1 14000 50% 141.82 1798.4 Max ? 
A2 14000 25% 142.26 1758.6 Max ? 
A3 14000 0% 141.39 1773.1 Max ? 
B1 7000 50% 142.06 1764.2 Min ? 
B2 7000 25% 141.50 1752.3 Min ? 
B3 7000 0% failed failed Min ? 
 
Isp varies with mixing within 1%. Wave velocities are within 5%. The small sample 
population does not justify a detailed statistical analysis. All relevant measures show no 
significant statistical correlation of the mixing parameters with Isp or wave velocity. Since the 
results are counter-intuitive, the flow field is examined for consistency with known 
thermodynamics and flow phenomena.  
7.3 Time-accurate Solution 
Animations of the baseline and case B2 were constructed from the time-accurate solution. 
Select frames from the baseline and case B2 are shown in Figs. 7–1a) and 7–1b). The plots are 
three-dimensional contour plots of the absolute value of the pressure gradient. A light source was 
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positioned directly overhead to further amplify small differences of pressure gradient. The white 
highlights are specular reflections. The result is analogous to a digital Schlieren image.  
The detonation is clearly visible, in both cases, at the front of the fill zone. The baseline 
detonation extends the full width of the fill zone and is attached to the injection plane. The case 
B2 detonation sits on top of an oblique trailing shock, which is anchored to the injection plane 
and produces a secondary reflected shock. 
The structure of case B2 does not exhibit a clear shear layer as marked by the shedding 
vortices of the baseline. The clear progression of strong transverse waves in the baseline is not 
obvious in case B2. Weak transverse waves are not obvious in Fig. 7–1b), but are detectable in 
the animation. 
 
Figure 7–1  Animation snapshots of the pressure gradient; a) Baseline, b) Case B2 [85] 
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Many of the baseline features are replaced by an irregular generation of multiple secondary 
waves in case B2. The case B2 detonation front is more inclined toward the azimuthal x-axis and 
is oblique to the relative flow. The case B2 lower oblique shock wave and reflected wave are 
replaced by expansion waves in the baseline.   
The baseline transition zone is the speckled constant width band that separates reactants from 
products. It starts downstream of an expansion wave and terminates at the top of the detonation. 
The shape of the baseline transition remains constant throughout the time-accurate animation.  
The transition zone of case B2 is the unsteady band that starts at the base of the reflected 
shock and terminates at the rounded beginning of the oblique shock. A periodic disturbance (red 
arrow) emanates from the base of the reflected shock. The transition zone contains pockets of 
unburned reactants and changes shape as the cycle proceeds. The top of the detonation follows 
the transition zone and changes in height as it meets the unburned pockets. A trailing lower 
oblique shock has formed between the detonation and the injection plane. 
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7.4 Time-averaged Solution 
Figure 7–2 shows the time-averaged stagnation enthalpy for three of the seven cases.  
 
 Figure 7–2  Time-averaged stagnation enthalpy; a) Baseline, b) Case A2, c) Case B2 [85] 
A progression of mixedness effects is seen in Figs. 7–2a) to 7–2c). The baseline case presents 
a relatively uniform detonation front. Streamlines are approximately normal to the front and the 
detonation is attached to the injection plane.  
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Case A2 shows the beginning of separation of the detonation from the injection plane. 
Enthalpy is reduced between the detonation and injection plane indicating an incomplete release 
of heat.  
Case B2 shows the detonation has lifted free of the injection plane, leaving an unburned layer 
of reactants between the detonation and the injection, and an apparent rounding of the transition 
from detonation to transition zone. Experimental evidence for this phenomenon is visible in the 
slit camera images taken by Bykovskii [1,16,98]. Bykovskii also observed an oblique detonation 
wave and a lower oblique trailing shock [99].  
The lack of mixing near the injection plane has created a zone that does not support a 
detonation wave. Kessler found a similar feature in a detonation channel as a function of 
equivalence ratio [100].  
An operating direct injection RDE is more likely to posses a lifted detonation (Fig. 7–2c) than 
the attached detonation (Fig. 7–2a) common to premix models. Additionally, progression 
between fully attached and lifted detonation is not well understood. Therefore, this study focuses 
on the B2 case to uncover flow structure in support of the major finding of a lack of performance 
sensitivity to mixing. 
Figure 7–3 plots the streamlines of the baseline and case B2 against time-averaged Mach 
number relative to the rotating detonation (? = |?|/?). The baseline time-averaged contours of 
Figs. 7–2a) and 7–3a) closely follow the time-accurate pressure gradient contour in Fig. 7–1a). 
The baseline features are stable over time and show that the steady-state process exists in the 
rotating frame of reference.  
 
  162 
 
Figure 7–3  Mach number relative to rotating frame of reference a) baseline, b) case B2 
[85] 
The case B2 time-averaged contours of Figs. 7–2c) and 7–3b) exhibit a resemblance to the 
time-accurate features of case B2 in Fig. 7–1b). The animation of case B2 (not shown) and the 
snapshot of Fig. 7–1b) show an irregular and moving transition zone that produces the transition 
in Fig. 7–3b) only over time. The case B2 time-averaged Mach number produces a contour 
parallel to the streamlines similar to the baseline. The average irregular motion of the transition 
zone produces a broad gradient of Mach number and enthalpy (Fig. 7–2c) normal to the 
streamlines. The baseline transition zone gradient is much steeper. 
The supersonic relative flow along the transition layer permits only disturbances to travel in 
the direction of relative flow along the streamlines. An oscillating disturbance is visible in the 
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case B2 animation just downstream of the lower oblique shock. This is likely the source of the 
irregular behavior of the case B2 transition zone.  
7.5 Oblique Detonation  
Case B2 shows a marked obliquity between the streamlines and the average detonation front 
in Figs. 7–2c) and 7–3b). The obliquity is caused by a gradient of the heat of combustion 
available to the detonation. The available heat of combustion is controlled by the local 
mixedness of the reactant. 
The Chapman-Jouguet detonation velocity is approximately a function of specific heat ratio 
and heat addition, if the ratio of reactant and product specific heats is close to one (from a similar 
relationship in Lee [14]) 
   D??
? ≈ 2 γ?
? − 1 q???   (7–8)    
This might lead to the conclusion that the wave speeds of Table 7-1 should be the same, if the 
heat addition is the same. However, Table 7-1 shows that the wave velocity of case B2 is 
approximately 4% less than the baseline. The upstream vector diagram of case B2 is similar to 
Fig. 7–4, which does not support the same wave velocity or the same wave shape for all cases. 
 
Figure 7–4  Velocity triangle of flow upstream of detonation similar to case B2 flow [85] 
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Wave speed (Uwave) and detonation velocity (D) are not the same in a RDE, as shown by Eq. 
(3–4), Fig. 3–7 and Fig. 7–4. Wave speed is typically less than the detonation velocity due to the 
velocity triangle. Detonation velocity (?) is also not necessarily equal to the C-J velocity (???) 
[14].  
The Fig. 7–4 laboratory velocity V2.9 is not influenced by the detonation due to the supersonic 
wave velocity. Fill zone conditions are set by the decaying fields of the previous wave. These 
upstream conditions include gradients of all thermodynamic state properties, velocities, Mach 
numbers and divergence [13]. However, the relative velocity (W2.9) is dependent on the wave 
velocity (Uwave), but not the detonation velocity (D). The gradient of available heat to the 
detonation will create a varying local detonation velocity (D). The system solution that 
accommodates the resulting change in detonation velocity will necessarily be an oblique 
detonation.  
The necessity of the oblique detonation wave applies to the time-averaged solution, as well as 
to the time-accurate solution. Except for brief moments of relative flow normal to the front, the 
upstream flow will always be oblique to the curved and moving front of the detonation cells. 
7.6 Extinction by Mixing 
The case B2 time-averaged detonation is enlarged and plotted in constant Mach contours in 
Fig. 7–5. The left side of the sonic contour is an average location of the upper Chapman-Jouguet 
thermal choke. The distance from the right side of the sonic contour to the leading edge of the 
detonation represents the thickness of the leading shock. The simulation grid is much larger than 
the typical shock thickness of several mean free paths. Nonetheless, the simulation captures the 
necessary characteristics. 
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Figure 7–5  Case B2 Streamlines and the contour of Mach number relative to the rotating 
detonation [85] 
 
The point of maximum heat release rate is identified and is known to coincide with the 
maximum mixedness (?). Heat release near the detonation wave falls off rapidly below that 
point. The total heat release is realized along the full streamline. The lower boundary of the 
detonation (A) marks the failure of the detonation below a critical mixing value. The heat release 
rate at point A is approximately 50% of the maximum. It is noted that studies of detonation cell 
sizes typically show failure below equivalence ratios of 0.5, which is roughly equal to a 50% 
heat release [14]. Streamlines below the lower boundary do not release enough heat to sustain a 
detonation with a CJ thermal choke. Combustion is initiated in the form of a weak supersonic 
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detonation. As a result, a trailing lower oblique shock wave is formed behind the main 
detonation.  
Weak supersonic combustion is initiated when streamline D1 enters the lower oblique shock. 
Streamline D1 wraps around the RDE circumference for one full revolution and becomes stream 
D2. The initial partial mixing allowed enough unburned reactants to remain and combust in the 
weak detonation above the upper boundary B. Streamlines above D2 have a vanishing amount of 
remaining reactants and create a smooth transition (C) to the upper oblique shock. 
Streamline E1 has had less time to mix and enters the lower oblique shock at a mixedness less 
than D1. Very weak combustion is initiated and continues at a low level until E1 wraps around 
and becomes E2. The streamline re-enters the detonation with enough reactant remaining to 
support a detonation. 
Detonation failure is thought to occur in the following manner. The transition zone is shown 
to be irregular in the time-accurate animation. The upper bound (B) of the sonic contour moves 
within a range as the transition zone moves. Figure 7–5 shows the time-average of this motion. 
 The lower bounds of the detonation (A) would move upward with poorer mixing. Eventually, 
the upper and lower boundaries would constrain the development of detonation cells and the 
rotating wave would fail. 
7.7 Transverse waves weakened by mixing 
Transverse waves characterize the detonation by the size and regularity of the cell size. Cell 
size is a convenient measure based on smoke foil traces in detonation tubes [14]. Figure 1–2 
shows the trace of the transverse waves as a typical fish scale pattern laid down by the passing 
detonation in the baseline case.  
  167 
The rotating detonation is a difficult configuration to experimentally capture smoke foil cell 
patterns. The numerical simulation offers an alternate method to examine transverse waves. The 
time-accurate sequence that produced Figs. 7–1a) and b) is transformed to hold each detonation 
wave at the same location. In this manner, the detonation is animated in the wave frame of 
reference. The onset of the detonation pressure rise is marked as the origin of the rotating frame. 
This is equivalent to a Galilean transformation of coordinates, if the wave velocity, Uwave, is 
constant.  
The simulation solution pressure over the x-y space and time is probed for time and frequency 
characteristics relative to the moving detonation. The transformation to the rotating frame 
removes the primary wave frequencies and exposes phenomena in the rotating frame. Pressures 
downstream of the detonation (white dots in Fig. 7–1a) [1.6,0.5] radians and 7–1b) [1.6, 0.6] 
radians) are plotted in time in Fig. 7–6a) and b). Data from approximately one azimuthal rotation 
of the rotating wave is shown. The quasi-sinusoid of the baseline is evident in Fig. 7–6a). The 
case B2 transverse wave pressures are shown in Fig. 7–6b). The corresponding power spectral 
densities are shown in Fig. 7–6c) and d).  
The strong signal of the baseline transverse waves is evident in the 88 kHz signal in Fig. 7–
6c). Mixing in case B2 has shifted the primary transverse frequency to 24 kHz. These 
frequencies are in the rotating frame of reference and would be seen in the laboratory frame as a 
Doppler shifted signal. 
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Figure 7–6  Transverse wave pressure vs. time a), baseline b) case B2; 
power spectral density, c) baseline, d) case B2 
The overall spectral density of case B2 is higher than the baseline, but the relative signal/noise 
ratio has decreased, indicating a rise in background noise. The moving upper boundary of the 
detonation (B in Fig. 7–5) does not create a stable acoustic resonant chamber required to 
generate strong transverse waves. The increased noise and irregularity of the transverse waves is 
a sign of incipient destabilization caused by deterioration of the mixing process.  
7.8 Simulation Thermodynamics 
The simulation enables a computation of thermal efficiency for a given streamline. The 
termination point of the streamline coincides with the RDE exhaust plane conditions. The 
stagnation temperature at the termination point provides a measure of the heat of rejection. 
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   ℎ?,??? = ????,???   (7–9)    
   ???   = ∆ℎ??????   /  ???? =    ????–   ℎ?,???   /  ????    (7–10)    
For this argument, pressure at the exit plane is assumed to be ambient and the flow is perfectly 
expanded. Therefore, if the entropy at the termination point of the streamline is reduced, thermal 
efficiency increases. The total system efficiency is the mass average of all streamlines.  
The stagnation h-s diagrams of the baseline and B2 cases are shown in Figs. 7–7a) and b). The 
expansion zone of each diagram is boxed and scaled up to the right. Specific areas of the 
diagrams have been discussed previously [13,85]. The baseline leading shock, von Neumann 
pressure peak, heat addition (qadd) and oblique shocks are marked for reference.  
 
Figure 7–7  Dimensionless h-s diagrams for a) baseline, b) baseline expansion zone, c) Case 
B2, and d) Case B2 expansion zone [85]  
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The baseline streamline cycles typically follow a ZND-like detonation, as in Fig. 4–19b). It is 
obvious that only a few of the streamlines in case B2 follow a ZND-type cycle in Figs. 7–7c) and 
d). A close examination reveals that many of the streamlines exhibit more than one shock, 
compression, combustion and expansion cycle as they pass through the detonation wave front 
more than once.  
Baseline streamlines that do not pass through the oblique shock are isentropic and expand 
along the band A in Figs. 7–7b). The streamlines that pass through the oblique shock exhibit an 
enthalpy and entropy increase before expanding isentropically.  
The A band is extended into Figs. 7–7d) for comparison. The case B2 non-oblique shock 
streamlines terminate within band B. A group of streamlines terminate with lower entropy than 
the baseline. These streamlines passed through the portion of the detonation wave with a sonic 
contour and then exhaust to ambient without passing through the oblique shock. As seen in Fig. 
7–5, these streamlines are oblique to the detonation front. The leading oblique shock wave 
generates less entropy than the more normal streamlines in the baseline and are thus, more 
thermally efficient.  
The remaining streamlines have either passed through the oblique shock or pass through 
multiple and less efficient constant pressure regions of combustion. In this simulation, these 
streamlines see complete combustion.  However, the combustion process is spread out over 
multiple sites. These streamlines generate more entropy and are less efficient than their baseline 
counterparts. 
The near equivalence of performance of the six cases in Table 7-1 can now be seen as the 
mass average sum of different streamline efficiencies. The mixing gradient appears responsible 
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for creating an oblique detonation wave of high thermal efficiency, which offsets the 
inefficiencies in other streamlines and produces approximately the same specific impulse.  
7.9 Conservation of Rothalpy 
Figure 7–8 displays the case B2 rothalpy as a three-dimensional contour with streamlines 
superposed on the contour. The streamline 15 (heavy red line) is an example of flow that is 
ignited as a weak detonation near the injection boundary at approximately 3.2 radians. The slow 
rise in rothalpy is a deflagration along the transition zone. The streamline wraps around and 
passes through the oblique shock and passes through a 2nd weak detonation. 
Figure 7–9 shows rothalpy plotted for the same set of streamlines as a function along the line 
integral. The two detonations of streamline 15 are marked by a dip and recovery, followed 
immediately by a sudden rise in rothalpy over previous levels. The deflagration is marked by the 
lower slope over the middle portion of the streamline. The streamline rothalpy finishes at the 
maximum value indicating 100% combustion. 
 
Figure 7–8  Case B2 rothalpy with streamlines and SL15 (heavy red line) 
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Figure 7–9 Case B2 streamline rothalpy with SL15 (heavy red line) 
All of the streamlines in Figs. 7–8 and 7–9 exhibit complete combustion before exiting. The 
streamlines that pass through the strongest portion of the detonation reach the full heat of 
combustion immediately. Mixing creates a gradient of rothalpy and, therefore, heat addition and 
energy transfer between the various enthalpies.  
Conservation of rothalpy is inferred from the relative constancy seen in the fill zone and in the 
completed combustion. Figures 7–3b) and Fig. 7–5 show that the combustion that continues after 
the weak detonations is supersonic, showing that the ZND detonation model can not account for 
all combustion phenomena in the RDE with imperfect mixing.  
7.10 Preliminary Results with Micro-Injection 
A RDE time-accurate simulation with a constant pressure plenum of 100% premixed reactants 
and micro-injectors from a previous study is shown in Fig. 7–10 [101]. The micro-injectors 
replace the ideal injectors used in the mixing study. The dark area below the injectors is a 
?6 ?4 ?2 0 2 4 6 8 10
?10
0
10
20
30
40
50
Streamline line integral, radians, (zeroed At Shock Front)
R
ot
ha
lp
y,
 (h
I?
h r
ef
)(
? 
/P
) re
f
  
 
 
 
  173 
plenum of pre-mixed reactants. The micro-injectors allow backflow to occur when the high-
pressure region of the detonation passes over the injector. The backflow is a phenomenon found 
in all experimental RDE’s.  
The governing Eqs. (7–1)-(7–6) were applied to the injection boundary layer of the micro-
injection model. A preliminary result with case A3 mixing parameters is shown in Fig. 7–11.  
The total specific impulse of the Fig. 7–10 model (no mixing) is 139.6 seconds. The wave 
speed is 1776 m/s. The simulation of 7–11 (with mixing) delivers 137.5 seconds of specific 
impulse, which is a loss of 1.5%. The wave speed has dropped by 5.5% to 1679 m/s.  
 
 
Figure 7–10  Temperature profile of micro-injected RDE with 100% premix [101] 
 
Figure 7–11 Temperature profile of micro-injected RDE with case A3 
(? = ?????  ???, ? = ???%) 
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Several differences between Figs. 7–10 and 7–11 are notable. The oblique detonation from 
case B2 appears to be absent in Fig. 7–11. Figure 7–10 exhibits a detonation wave that is 
opposite in inclination to case B2. Pockets of unburned gas are notable in Fig. 7–10. 
The injectors in both Figs. 7–10 and 7–11 create a periodic pattern of reactants into the 
transition zone. The spacing of the injectors creates a periodic forcing function. The mixing in 
Fig. 7–11 has introduced an irregularity in the transition zone that is absent in the unmixed 
model of Fig. 7–10. Both cases are very different from the wandering transition zone of case B2 
with an ideal injector.  
The transition zone is characterized by a hot contact of products that is receding from the 
injected reactants at the same laboratory frame velocity. A velocity gradient creates shear along 
the transition zone in both the fixed laboratory frame and the rotating frame of reference. 
Velocities in the laboratory frame are in the Mach 0.4 to sonic range. Velocities along the 
transition zone in the rotating frame of reference are supersonic (2-5 Mach) and dictate that 
disturbances propagate along the transition zone in the direction of the relative flow. These 
disturbances combine with velocity driven shear, increase the local mixing rates, and cause 
combustion instabilities. 
7.11 Summary 
The lack of performance sensitivity to incomplete mixing is due to increased thermal 
efficiency from oblique detonation, offsetting the decreased thermal efficiency from multiple 
combustion processes along streamlines. Oblique detonation waves indicate a lack of complete 
combustion in the detonation. Deflagration or secondary weak detonation provides the remaining 
combustion along the length of the streamlines. The final product of combustion is 100% 
complete. 
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A critical level of mixing leads to failure of the detonation caused by an instability in 
detonation front height and instability of the transverse waves. The variability of the detonation 
front is caused by disturbances in the transition zone. The disturbances in the transition zone 
originate in the injection boundary conditions. 
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Chapter 8 Conclusions and Recommendations 
These findings are based on the results of a two-dimensional inviscid Euler-type numerical 
simulation using premixed reactants and a one-dimensional analytical thermodynamic model. 
The annulus height is constant and radial effects are assumed to be negligible. 
8.1 Findings 
The first order approximation of the rotating detonation is a ZND detonation in a rotating 
frame of reference. The RDE ZND process is demonstrated by plotting the simulation pressure 
and specific volume on a P-v diagram showing good agreement with the analytical ZND curve. 
This finding is not new, but a confirmation of earlier work by Mitrofanov [82]. 
The analytical model is comprised of a ZND detonation oriented to the relative velocity in a 
rotating frame of reference. A normal shock is assumed between an isentropic injector nozzle 
and isentropic fill zone. The fill zone is subject to expansion cooling from flow acceleration and 
induced swirl. The post detonation expansion zone is assumed to be isentropic. Recoverable 
stagnation enthalpy is computed as the difference between the exit rothalpy and a perfectly 
expanded flow to ambient pressure with zero swirl. The result of this model is optimistic, but in 
good agreement with both the numerical model and unpublished experimental results. 
The RDE is a complete thermodynamic cycle and is comparable in some ways to a Brayton 
cycle. The detonation shock acts as an inefficient compressor. The high pressure enables a very 
efficient release of the heat of combustion during a Rayleigh line expansion. The resulting total 
entropy production is less than that produced by a Brayton cycle. Less entropy translates to 
higher efficiency and the motivation for RDE research. 
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 The isentropic expansion immediately after the heat release provides energy to power the 
detonation. The energy transfer is similar to a Brayton cycle turbine powering the compressor. 
Energy not used to power the detonation is available as useful thrust or power generation. A 
RDE as a pressure gain combustor acts thermodynamically as a high-speed spool in a multi-
spool gas turbine. 
The RDE thermodynamics are consistent with the Euler turbomachinery equation. Time-
averaged stagnation enthalpy is linearly proportional (Euler line) to swirl (Vx). Rothalpy is the y-
intercept, which is identical to the constant of integration of the Euler turbomachinery equation 
integral. Rothalpy is also an expression of the conservation of energy. The exit rothalpy is equal 
to the inlet rothalpy plus the heat of combustion. Rothalpy is conserved in an isentropic, steady-
state rotating flow. 
Rothalpy is not required to build a predictive performance model. The thermodynamic 
property of rothalpy is required to account for the conservation of energy in the rotating frame of 
reference and the generation and role of swirl. The analytic model of Mitrofanov is a predictive 
model, but does not account for rothalpy or swirl.  
The production of swirl (Vx) is the signature of rothalpy and the Euler turbomachinery 
equation. Swirl is a direct product of the rotating wave applying a pressure force to fluid parcels 
in the azimuthal direction. Swirl is at the heart of the Euler turbomachinery equation. The 
equation is a result of applying Newton’s second law over a distance and equating the resulting 
work with the definition of total stagnation enthalpy. Swirl is produced in the exhaust as a 
rotating pattern of both positive (+Vx) and negative swirl (-Vx). The time-averaged total swirl is 
zero. 
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Time-dependent features such as shocks, transverse waves and shear layer shedding vortices 
create deviations from the Euler line. A shock will deviate from the Euler line because of the 
generation of entropy. However, the beginning and end of a shock conserves rothalpy and 
stagnation enthalpy in the rotating frame of reference. The end points of the shock are coincident 
with the process Euler line. 
Transverse waves and shedding vortices are time-averaged isentropic processes in the inviscid 
Euler simulation. The time-averaged process adheres to the Euler line. For any given time-step in 
the RDE expansion process, the vortices and transverse wave create significant deviations in the 
exit enthalpies.  
The mass-averaged exit rothalpy is the total recoverable enthalpy in the exhaust. Enthalpies in 
excess of the exit rothalpy are used internally to power the detonation. The exit temperature is 
cooler than the max detonation temperature and comparable with deflagration temperatures of 
the same chemistry. 
Non-isentropic processes other than the detonation will be found in a realizable RDE. The 
attainment of the RDE potential will be an engineering challenge to minimize these losses. The 
significant thermodynamic losses uncovered in this study are from the injection shock, fill zone 
expansion cooling and oblique shock entropy generation. 
This study inferred the existence of a normal shock at the injection plane from a numerical 
artifact in the simulation data. The potential efficiency loss caused by the injection shock may be 
enough to negate the efficiency gains of the detonation against a comparable Brayton cycle. 
Shocks of various magnitudes are certain to exist in realizable designs. The magnitude of the 
efficiency loss will be an exercise in engineering a unique design.  
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A related loss mechanism is fill zone expansion cooling from an accelerating flow. Except for 
the injection shock, the fill zone is mostly isentropic. However, the cooling reduces the local 
speed of sound and increases the detonation Mach number. The losses are incurred by entropy 
generated in the detonation leading shock and are proportional to the detonation Mach number. 
Low velocities in the fill zone result in an efficient detonation. High velocities will erode the 
efficiency gains. Velocities that create a standing detonation wave will produce a thermal 
efficiency less than that of a Brayton cycle. 
The oblique shock performs a unique function of reversing the swirl generated from the 
detonation expansion and conserving angular momentum. The oblique shock also acts as a 
secondary compressor of a substantial fraction of the flow. Flow passing through the oblique 
shock generates most of the useable thrust. Flow that does not pass through the oblique shock 
generates minimum entropy. The total thrust and entropy are a mass-averaged function 
dependent on the length of the chamber. A longer chamber will cause more flow to pass through 
the oblique shock, generate more entropy and reduce the overall fluctuations around the Euler 
line. 
A simple mixing model using mixedness as a transportable property was used to emulate the 
effects of mixing. The results suggest mixing will not cause significant losses due to incomplete 
combustion in the detonation. However, a critical level of mixedness will cause a failure of the 
detonation. This phenomenon does not account for mixing losses caused by the physical mixing 
of fuel and oxidizer streams.  
8.2 Final Summary and Recommendations 
There are several future research paths of immediate interest. A full Navier-Stokes model 
would be needed for the identification of sources of the non-conservation of rothalpy. 
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Conservation of rothalpy and the generation of swirl in a three-dimensional model is a logical 
next step. The wave velocity is a product of angular velocity and radius. The radius of flow 
controls the slope of the Euler line and will have significant effects on swirl for nozzle design. 
Several institutions are pursuing a RDE turbine design. Unsteadiness and the conservation of 
rothalpy will be a significant factor in a RDE turbine design.  
The swirl term (UwaveVx) in the rothalpy Eq. (3–31) and the Euler turbomachinery Eq. (3–21) 
provide an opportunity to measure the energy exchange in a RDE by employing particle imaging 
velocimetry (PIV) [102]. A transparent outer chamber may be used with particle injection laser 
velocimetry to track particles in a RDE [96]. The laboratory velocity V is obtained through the 
laser velocimetry. The wave speed is known by other means, such as FFT analysis of pressure 
sensor data. A map of the stagnation enthalpy change within the RDE flow field can be made 
through tracking the change in UwaveVx. Current RDE rigs employ hydrogen-air as a fuel. Seeding 
would be required to create visible particles for tracking.  
The major finding of this study is the use of rothalpy and the Euler turbomachinery equation 
in creating a reduced-order thermodynamic model of the RDE. The two or three physical 
dimensions of the rotating detonation are reduced to a one-dimensional thermodynamic problem 
by combining the concept of rothalpy with the ZND detonation theory. The explanatory power of 
the analytical model is not diminished by being a reduced order model. Major features, such as 
swirl and pathline development, are explained by the analytical ZND model, rothalpy and the 
Euler turbomachinery equation. 
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Appendix A Numerical Modeling 
The numerical solution presented in this thesis is the work of Douglas Schwer of the Naval 
Research Laboratory. The chemical induction model of combustion was developed by the NRL 
over many years for the purpose of modeling the complexities of detonation. 
The three-dimensional nature of the RDE is reduced to two dimensions by unwrapping the 
annulus of Fig. 1–1a) and mapping the flow field to a rectilinear grid. The flow field is 
discretized as a two-dimensional Cartesian uniform grid with periodic boundary conditions. A 
premixed flow of stoichiometric ideal gas hydrogen-air reactants is injected into the chamber 
through a micro-nozzle boundary condition of fixed area ratio. The computational fluid 
dynamics is based on an inviscid Euler model with integrated induction chemistry of combustion 
[12]. This approach ignores geometric and boundary effects to focus on thermodynamics.  
The two-dimensional simulation has been compared to a full three-dimensional simulation. 
The curvature effects were found to be small [79], if the chamber radial depth is smaller than the 
mean chamber radius (?). Variations of Isp within 5% were observed with mean chamber 
diameters from 70 to 350 mm and chamber heights from 10 to 20 mm. 
The baseline annular combustion chamber geometry has a mean diameter of 140 mm, an 
annulus radial width of 10 mm, and an axial length (?) of 177 mm [79]. The injector throat-to-
chamber area ratio, ?, is set at 0.2. The configuration has a constant pressure plenum of 10 
atmospheres at 300 K, which supplies the reactants into the annulus.  
The conservation equations are the standard Euler equations, with an additional conservation 
equation for reactant and a chemical source term involving a chemical induction parameter. The 
variables of the governing equations below are density (ρ), velocity (?), total volumetric energy 
(?), reactant density (??), and induction parameter (?) 
  182 
   ∂ρ/ ∂t+ ∇ ∙ ρ? = 0 (8–1)  
   ∂ρ?/ ∂t+ ∇ ∙ ρ?? = −∇P (8–2)  
   ∂E/ ∂t+ ∇ ∙   (E+ P)  ? = ω∆H (8–3)  
   ∂ρ?/ ∂t+ ∇ ∙ ρ?? = −ω (8–4)  
   ∂τ/ ∂t+ ∇ ∙ τ? = ρ/t??? (8–5)  
For the two-species model, reactant density is convected, and the product density ??  is 
obtained via 
 ρ? = ρ−ρ?   (8–6)  
The reactants and products have their own values of specific heat ratio ??  and gas constant ??. 
The mixture specific heat ratio ? and gas constant ? are computed by the relations 
   C?,?   = R?γ?/(γ? − 1)   (8–7)  
   C?,?   = R?/(γ? − 1)   (8–8)  
   Y? = ρ? ρ   (8–9)  
 γ = (  Y?C?,? + Y?C?,?)/(Y?C?,? + Y?C?,?  )   (8–10)  
 R =   Y?R? + Y?R?   (8–11)  
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The pressure and temperature are then found through the equation of state for an ideal gas 
   P = (γ− 1)(E− ρ??)/2)   (8–12)  
   T = P/ρR   (8–13)  
The rate term, ?, in Eq. (8–4) is calculated through an induction parameter model [32]. The 
induction parameter model allows us to represent complex kinetic mechanisms in detonations as 
a two-step process. First, there is a build-up of radicals after the shock wave passes; and second, 
after the radicals reach a threshold, heat release reactions begin and the product species are 
created. The induction time (????) is a function of temperature, pressure, and composition, and 
can either be taken directly from experimental work in shock tubes, or can be built from more 
detailed kinetic models. Induction parameter models have been used extensively for hydrogen/air 
chemistry pulse detonation engine modeling at the Naval Research Laboratory [35]. 
The induction variable, ?, represents the build-up of radicals after the shock wave passes, and 
is convected with a source term dependent on the induction time in Eq. (8–5). For hydrogen-air 
detonation, the Naval Research Laboratory model is used to determine the induction time (????) 
as a function of temperature, pressure, and composition [103]. In regions where ?/?   >   1, any 
reactant is converted to product and heat is released. Care must be taken to spread the heat 
release out over several time-steps, so that the numerical scheme remains stable. It has been 
shown in previous calculations that appropriate specification of the induction time can reliably 
predict the C-J properties (detonation wave speed, pressure, and temperature), and even some of 
the detonation structure for appropriately tuned chemical parameters [36]. 
It is important to note that the detonation structure is very sensitive to all of these parameters, 
and also to grid spacing and time-stepping. The authors do not claim to predict this structure 
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accurately. To do this, much finer resolution is required, as well as additional terms in the 
conservation equations, and this quickly makes the model intractable for the relatively large 
computational domains, such as the RDE that is examined in this paper. Since the purpose of this 
paper is to investigate general performance characteristics of a RDE and to develop an analytical 
model for RDE’s, we ensure that the main CJ properties of the detonation are accurate and 
independent of grid spacing. At the grid spacing used for these simulations (0.2 mm), the 
detonation cell size approximates what is seen in experiments. 
The baseline uniform grid spacing is 0.2 mm. The detonation thickness from the start of the 
shock to the Chapman-Jouguet (C-J) thermal choke covers approximately 20 grid points. The 
simulation is able to resolve the characteristic length of this minimal feature with sufficient detail 
to reproduce primary detonation properties.  
Coarser (0.4 mm) and finer grids (0.1 mm) were also employed to test grid independence. The 
results are shown in Table 8-1. Averaged specific impulse and detonation velocity are used for 
comparison between the grids. Errors are referenced to the 0.1 mm grid. Based on this, the 0.2 
mm resolution appears to be a good compromise between solution accuracy and computational 
efficiency. 
Table 8-1  Grid cell size effects on simulation 
Grid 
cell 
size, 
mm 
Wave 
Velocity 
(Uwave), 
m/s 
Velocity 
Error Isp, s 
Isp 
Error Comment 
0.4  1848.29 0.96% 5055 1.83% Coarse Grid 
0.2  1863.94 0.12% 4987 0.47% Baseline 
0.1 1866.2 0.0% 4965 0.0% Fine Grid 
 
The solution procedure for the conservation Eqs. (1-5) is the flux-corrected transport 
algorithm of Boris and Book [91], which is especially well suited for high-speed flows. The 
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chemical source term appearing in the reactant conservation equation is computed through the 
chemical integrator CHEMEQ2 [104 ]. These algorithms have been used extensively for 
characterization of PDEs, and have been shown to be both accurate and efficient for unsteady 
reacting flows [105, 106, 107].  
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Appendix A.1 Reactant Injection Model 
The injection model used for simulations presented in this article does not model individual 
injectors [12,79]. Injection is applied as a source term to cells adjacent to the reactant injection 
face boundary, while the boundary itself is modeled as a wall. This source term represents flow 
from a supply plenum at a constant stagnation pressure and temperature (??? ,???).  
The injection source conditions are computed assuming isentropic micro-nozzles along the 
injection boundary face of the combustion chamber. The injection conditions (?? ,?? ,??) are 
computed assuming isentropic expansion through the nozzles into the combustion chamber. 
Injection flow is dependent on the local pressure (?) in the computational cell subject to three 
conditions 
???????   > ???, there is no flow and the boundary is treated as a wall 
????????? > ?   > ???, the flow is not choked, thus ?? = ? and 
 T? = T??   P? P?? ???? ?? (8–14)  
   U? = 2γ?/   γ? − 1 R?T?? 1− P?/P?? ???? ?? (8–15)  
???????   ≤ ???, the flow is choked, thus ?? = ???, and Eqs. (8–14) and (8–15) apply 
The critical pressure is defined in terms of the stagnation pressure as 
 Pcr = P??   2 γ? + 1 ?? ????  (8–16)  
The injection flow is assumed to mix instantaneously with the gases in the RDE chamber, 
which entails an entropy increase and a performance penalty [87]. The injection source terms for 
the numerical simulation are based on the injection properties, Eqs. (8–14) and (8–15), along 
with Eq. (8–17), the injection total energy and Eq. (8–18), the volumetric flux 
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 Ei = P? γ? − 1 +    ??ρ?U?
? (8–17)  
 fi   =   U?(aAy) (8–18)  
For each time-step, equations (8–19-8–22) are applied at the cells adjacent to the injection 
boundary 
 ρ? = ρ? + fiρ?∆t/V (8–19)  
 ρv ? = ρv ? + fi ρ?U? ∆t/V (8–20)  
 E? = E? + fi Ei + P? ∆t/V (8–21)  
 ρ?? = ρ?? + fiρ?∆t/V (8–22)  
This method is independent of geometry, except for the choice of area ratio (?). The method 
avoids the issues in choosing an injector design with geometric constraints. This method is 
common in RDE simulations [4,108] and has been shown to give satisfactory performance 
results when compared to both a 2-D and 3-D geometric modeling of the injectors and supply 
plenum.  
Other injection methods have been explored [87,109]. Differences in the various simulations 
have been observed, and some care must be taken in the interpretation of flow field results. 
Experimental [1] and simulation evidence [101] show that when the pressure created by the 
detonation is higher than the plenum pressure, backflow into the injector and plenum may occur. 
Preliminary studies show that the amount of time under a negative pressure differential is 
typically very short, and may not result in significant backflow. 
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Appendix A.2 Exit Boundary Conditions 
The exit boundary condition is a mixed supersonic, subsonic boundary condition. In the 
supersonic region, all conserved variables are extrapolated from the interior of the domain. A 
small relaxation factor is applied (0.01) to the boundary, so that the quantities do not drift. In the 
subsonic region the pressure is held at the backpressure, while density, momentum, and kinetic 
energy are extrapolated from the interior of the domain. A buffer region of 20 mm is created 
between the end of the domain (at 177 mm length) and the exit boundary conditions. In this 
region, the grid is stretched and the amount of artificial diffusion is increased, so that any 
reflected waves are damped out before reaching the interior domain of interest. Although this 
means that the exit of the combustion chamber is not forced to be the backpressure, this should 
more accurately represent experiments. 
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Appendix B Technical Memorandum  
 
Technical Memorandum on Detonation Propulsion Performance 
revised 12 February, 2013 
F. Schauer, AFRL 
 
The casual reader of the 2006 Journal of Propulsion and Power reprint of Zeldovich's classic 
1940 detonation paper (“To the Question of Energy Use of Detonation Combustion”) may be 
alarmed at section 4 (Notes About Potential Practical use of Detonation Cycle) and 
summary/conclusion 4. Section 4 states, “the principally achievable efficiency of detonation-
combustion cycle is only slightly larger (by13% or less) than that of usual closed volume 
combustion, so it is rather unlikely that detonation combustion can be used in practice for energy 
production.”  Zelodovich goes on to comment upon the practicality of ‘modern’ constant volume 
combustion and the power density of (continuous flow) gas turbine/ramjets, concluding 
decidedly:  “[Summary] 4. The difficulty of carrying out and using the detonation with minimal 
losses makes the attempts of practical application of detonation combustion to energy production 
inadvisable.” 
 
Note that at the time of Zeldovich's writing (1940), the high compression ratio internal 
combustion engine (mechanically confined constant volume combustion) was the state of the art 
and even textbooks from the 1950's stated that turbine cycles would never exceed the internal 
combustion engines’ efficiency.  Furthermore, intermittent cycles of the time were not 
competitive in terms of power density with the steady flowing turbine/ramjet cycle (and 
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remained so until the development of high cycle rate detonation initiation techniques in the 
1990's).  Although major awards are given for R&D efforts realizing even 1% cycle efficiency 
gains today, in 1940 fuel cost $0.18/gallon and efficiency was not a major driver (the world’s 
most efficient aeropropulsion engine, the Napier Nomad was ignored at the time of its 
development in part because fuel cost less than $0.20/gallon at the time).  Even today, one does 
not have to look far to find a modern detonation expert that still shares Zeldovich's belief:  
"There is nothing in this detonation business: you're never going to get it to work as an engine" - 
2011 ASME International Gas Turbine Institute Exposition, Professor John Lee, McGill 
University. 
 
Even more bluntly, Zeldovich's section 5 - which takes up a considerable part of the paper as 
well as the alarming conclusion 5 abruptly jump to the performance of a CONTINUOUS 
(steady) flow detonation which operates on a completely different thermodynamic cycle than a 
PDE.  “[Summary] 5. In a supersonic air-breathing jet engine with continuous combustion, 
detonation combustion results (in absence of losses) in a lower thrust compared to the usual 
cycle.”  If the reader misses the word "continuous" (which applies to both continuous/steady 
detonation as well as "the usual cycle" – the awkward phrasing perhaps stems from an 
unfortunate poorly formed translation from the original Russian), one might come to a very 
different conclusion regarding PDE's. 
 
One of the big fears regarding the rotary/continuous detonation engine was whether a RDE 
operates on the PDE's Atkinson cycle or as the steady supersonic combustion Brayton/ram cycle 
which Zeldovich warned us all about).  Schwer and Nordeen conclusively demonstrated via CFD 
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and analysis in 2011 that the RDE thermodynamically performs akin to the PDE.  Unpublished 
data from AFRL has subsequently matched the performance predictions. 
 
Three more contemporary works from the 2006 JPP help clarify any confusion arising from 
Zeldovich’s foundational work: 
 
Shepherd's ”Introduction to "To the Question of Energy Use of Detonation Combustion" by 
Ya. B. Zel'dovich”, points out that Zeldovich switched from PDE cycles to standing detonation 
wave cycles between sections 4 and 5, so if all the reader digests is section 5 onward, one would 
completely miss the thermodynamic benefit of the PDE cycle. 
 
Shepherd in “Thermodynamic Cycle Analysis for Propagating Detonations” provides a more 
modern description of the PDE cycle (and comparison to ramjet/turbine cycles versus initial 
compression) - it is very brief and readable. 
 
For the sake of completeness (and putting to bed the standing detonation wave engine 
concept): “Stagnation Hugoniot Analysis for Steady Combustion Waves in Propulsion Systems”, 
in which Shepherd explains why adding heat at low static pressure is a bad idea 
thermodynamically (a modern description of Zeldovich's section 5 and summary/conclusion 
point 5).  This is the same thermodynamics that make Mach 5+ combustion horrendous in 
scramjets (consider 1/750th of the available stagnation pressure because the flow is hypersonic, 
and even if detonated for a 27x pressure rise, only a fraction of the available stagnation pressure 
is achieved). 
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All of the above are consistent with recent NASA/RZTA/Kaemming analysis of PGC 
performance and consistent with the Humphrey**/Atkinson cycle and similarly, Pratt and 
Heiser's JPP paper.  Paxson and Kaemming recently demonstrated analytically that the higher 
potential thermodynamic gain of detonative combustion is due to the higher peak temperatures 
associated with detonation combustion.  Interestingly, although the mass-averaged temperature 
exiting a combustor is not a function of the particular combustion process, the combustor entropy 
(and thus available pressure or exergy) is established by the peak temperature achieved in the 
combustor.   
 
In conclusion, Atkinson/Humphrey1 cycles achieve high efficiency thermodynamically (and 
can be realized through a PDE, RDE, or other PGC cycle), but standing detonation wave engines 
thermodynamically perform with low efficiency (as are other supersonic combustors with 
combustor Mach numbers significantly exceeding Mach 2††). 
  
                                                
** Recent insight was provided into the origin of the Humphrey cycle terminology with regards to PDE 
cycles and has served as a source of some confusion ever since.  Early British work on explosion cycles 
was performed and published by Humphrey in the 1900’s.  Because “if the motion of detonation 
products is stopped in vain by a collision of detonation wave with a wall, the efficiency becomes 
exactly equal to that of a constant-volume explosion”  – Zeldovich (1940),  such cycles, including 
Humphrey and Ficks-Jacobs perform as Atkinson cycles in practice.  The only US basis for the 
Humphrey terminology found thus far is the influential Professor Heywood at MIT, who uses the rather 
obscure terminology in reference to Atkinson cycles. 
†† The static to stagnation pressure ratio is 1/8th at Mach 2, but falls quickly below 1/16th above Mach 2.5.  
A combustion process acts upon the local static pressure, thus local static pressure at heat release 
establishes combustor performance.  As the local static pressure is 1/750th of stagnation in Zeldovich’s 
analysis of hydrocarbon-air continuous/standing detonation processes, it is readily apparent why he 
stated his conclusion on such processes so strongly. 
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