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Abstract
High-Entropy Alloys (HEAs) are an emergent class of crystalline materials have
exhibited unique mechanical properties and high-temperature functionality. Their
unusual composition, having multiple principal elements in contrast to common alloys that use
one principal element, results in a variety of useful, and in many cases unexpected
characteristics. This project, in partnership with experimentalists at the Idaho National
Laboratory and machine learning scientists at the University of Utah, explores these
characteristics and composition-property relationships in HEAs. Utilizing Molecular Dynamics
(MD) simulations, three HEAs, namely FeNiCr, FeNiCrCo, and FeNiCrCoCu, are studied in
detail. The radial distribution function (RDF) and tensile strength (TS) are calculated for each
alloy, and their values compared as a function of temperature, chemical content, and slip
orientation. We used RDF analysis as a basis to examine the stability of HEAs; Fe- and Nidominant alloys consistently show five narrow RDF peaks, indicating a strong fit to the desired
FCC lattice. We used this strategy to ensure the accuracy of further calculations as well as to
demonstrate that MD offers a cost-effective tool for the qualitative analysis of materials.
Additionally, we show that RDF analysis can be used as a basic predictive model for more
complicated mechanical properties of a crystal, an important asset in material design and
machine learning. Finally, we tested these predictions via study of stress-strain curves to evaluate
TS of various alloys. We observe that Fe- and Ni-dominant alloys are strongest with peak values
ranging from 23 to 26 GPa, while Co- and Cu-dominant alloys are weakest with peak values of
17 and 13 GPa respectively. We uncover fundamental relationships between TS and chemical
composition in HEAs – especially the identity of the dominant element – as well as temperature
and slip orientation, all of which are critical variables to consider in material design and
functionality. Overall, the results in this work offer basic guidelines to design stable high
temperature alloys and further highlight the importance of understanding composition-property
relationships in HEAs. This work also underlines the power of MD, as it serves as a first step in
establishing a high-throughput computational framework to study diverse alloys, with the
ultimate goal of understanding the behavior of HEAs in its entirety.

iii

Abbreviations
ASD – Atomic Size Difference
APF – Atomic Packing Factor
BCC – Body-Centered Cubic
EAM – Embedded Atom Model
FCC – Face-Centered Cubic
HCP – Hexagonally Close-Packed
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1.0 Introduction
The notion that a mixture of pure elements may be able to exhibit a collection of unique
mechanical and chemical properties has been an important part of societal development since the
earliest days of humanity. As far back as the aptly named Bronze Age, man saw the benefits of
combining tin with copper, creating a stronger and harder material that provided a better chance
for survival. In the millennia since then, alloys have become as ubiquitous as the air we breathe,
with advancements in technology consistently forcing the creation of novel materials. More
recently, a new group of composites has stepped into the spotlight. High Entropy Alloys (HEAs)
– crystalline structures comprised of three to five metals – are emergent solids that have been
shown to exhibit tremendous strength and temperature resistance, with potential applications in
extreme environments. Given the unpredictable behavior of even the simplest of alloys, how can
these complex systems be studied in an efficient and inexpensive manner?
This thesis project focuses on creating a realistic method of simulating multi-elemental
crystal systems and testing their mechanical behavior under variable conditions as to provide
data on which combinations of metals produce the strongest candidates for real-life applications.
Extensive work has been done since the introduction of these materials in the 1990s, but due to
the sheer volume of possible combinations, there remains a plethora of systems that has yet to be
studied. While it is relatively simple to generate a desired material, this process requires
knowledge of the potential energy interactions between every atom in the lattice. A handful of
these enormous data sets are publicly accessible, so we chose to concentrate on a family of
HEAs that had previously been studied: FeNiCr(CoCu) 1, 2. Not only does this decision allow us
to circumvent the difficulties of calculating individual interatomic potentials, it also provides a
foundation from which we can explore the more intricate properties of these composites.
Through the use of molecular dynamics (MD), we have been able to learn about patterns
in basic mechanical properties of these materials and use calculated values – radial distribution
function (RDF) and atomic size difference (ASD), among others – to explain the causes of any
dissimilarities from “normal” alloys. Beyond this, we have begun to understand which of these
systems exhibit the most promising set of attributes for successful synthesis of a stable
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compound. First, a fundamental comparison of structures is accomplished by generating
equiatomic ternary (FeNiCr), quaternary (FeNiCrCo), and quinary (FeNiCrCoCu) structures,
both as face-centered and body-centered cubic systems. This simple model provides insight on
the effects of the complexity of the systems, as well as a rudimentary look into ASD differences
between the three groups. Furthermore, we are able to verify our method by comparing the basic
calculations to those found in literature 3.
Once the baseline has been established, the individual atomic fractions within each HEA
are adjusted to test the effects of composition. Repeated calculations are run by allowing one
element to dominate the overall makeup of the lattice; for example, Fe64Ni12Cr12Co12 is used to
investigate the effects of iron-dominant species. Lastly, the effects of lattice orientation and slip
planes are analyzed by indirectly altering the direction in which the material is deformed. While
the software in use – LAMMPS (Large-scale Atomic/Molecular Massively Parallel Simulator) –
inherently does not allow for variation in the direction of applied strain, we are able to bypass
this complication by generating structures in various orientations. This method provides a series
of surprising patterns in tensile strength (TS) while also yielding a novel way of looking at the
materials; studying the space between atomic positions in the lattice allows for basic predictions
about the mechanical performance of that material 4. As part of a separate manuscript, in which
some of this data is used, the beginning stages of a machine learning project are also explored, in
an effort to learn about as many compounds as possible without overloading the programs in use.
Overall, this project shows how fundamental concepts inherent to a specific composite
can be used to predict the physical properties of a material, regardless of complexity.
Furthermore, this work provides insight into a novel group of materials and their enhanced
characteristics, which we hope can be applied to next-generation technological advancements.
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2.0 Theoretical Background
In its most fundamental form, the basis for understanding any crystalline material lies in
the ways individual atoms interact with one another. While molecular dynamics (MD) provides
an immensely powerful tool for investigating many-body systems, it is useless if the coupled
interactions between a pair of particles, regardless of chemical identity or location, are unknown.
As a result, it is vital to first explore these interatomic relationships through a series of pen-andpaper calculations; doing so for a small group of atoms creates a blueprint that can then be used
on larger systems by means of computational power. Furthermore, it is important to survey the
effects that chemistry and geometry play on the aforementioned relationships – and on the
macroscopic properties in question – to ensure that any and all possible patterns resulting from
this study can be thoroughly explained.

2.1 Lennard-Jones Potential Energy
Before considering a multibody problem, it is good practice to start by looking at the way
two particles interact with each other. In the case of crystallography, the easiest place to begin is
at the atomic level; while electronic interactions do play an important role in this scenario, solely
focusing on them would serve only to complicate the basic model and are thus only considered at
a later point.
One must first start by imagining a single atom – regardless of its chemical identity –
floating in a void, completely unaware of any of its surroundings. As there are no other particles
that can interact with the atom, it will continue to exist in its initial, general state until the end of
time. This process is described by Newton’s First Law of Motion, which states (in part) that
“an object at rest will stay at rest, unless acted upon by an external force” 5. In the absence of any
external forces, the singular atom will remain unchanged. It is in this state that the single atom
can be easily analyzed and described through the use of mathematics. While much of that lies in
the depths of quantum mechanics, several intrinsic aspects are applicable to the problem at hand.
Firstly, the atom occupies some amount of physical space. Even though electrons – which are
trapped to a nucleus by the Coulombic attraction between positive and negative charges – are
3

often described to behave as waves at times, the regions in which these waves exist are centered
around the nucleus of the atom. It is possible to model this region through a series of probability
calculations, but a more simplistic representation of this idea is known as the atomic radius, or
the distance between the center of the atomic nucleus and the approximate location of the
outermost location of electrons corresponding to that nucleus. In between this spherical region,
the electrons are divided in a systematic manner along spherical shells, which lie at quantized
distances from the central nucleus (Fig. 1).

Figure 1: Model of Electron Orbital Shells around Nucleus 6

Secondly, the atom represents some amount of mass, as it is composed of subatomic
particles that also have distinct masses; the true reasoning behind this statement goes well
beyond the scope of this project. Thirdly, the atom, while ideally neutral overall, is not
symmetric at all times. Although they are not particles, electrons will occupy a finite space at a
given moment in time. Accordingly, a finite number of electrons in a given shell cannot inhabit it
completely; some amount of space will be empty. At non-zero (that is, zero Kelvin)
temperatures, electrons are constantly moving around the orbital shell, leading to fluctuations in
the symmetry of the negative charge distribution. An unequal charge distribution in turn creates
an instantaneous electric field around the atom. While the details of the physics behind this are
still not fully known, in short, atoms experience fluctuating electric fields, even if they are
considered to be neutral 5.
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Next, a second, identical atom is added to the void. It should be noted that identical refers
only to the chemical identity of the atom, as no two atoms can be truly identical in every aspect 7.
This additional atom shares the same intrinsic properties as the first atom; it has a certain radius,
a certain mass, and a fluctuating electric field. As all things in the universe tend to do, the two
atoms will interact gravitationally. A body with a mass will exert an attractive force on all other
bodies and will feel an attractive force from all of those bodies as well. In the case of a simple
two-body system, this attraction can be mathematically described using Newton’s Law of
Universal Gravitation, where G is a universal constant, m1 and m2 represent the masses of, and r
represents the distance between the two objects {1}5.

𝐹=𝐺

𝑚1 𝑚2
𝑟2

(𝟏)

Given that G is a very small constant with a value of 6.67 ∗ 10−11

𝑁𝑚 2
𝑘𝑔2

, this attractive force is

relatively negligible when the bodies have a mass on the order of 10−25𝑘𝑔, even if they are only
separated by a small distance.
In contrast, the attraction caused by the fluctuating electric fields – similar to the pull
shared between an electron and a nucleus – plays a much larger role in the way that atoms
behave. As mentioned before, charge interactions are governed by Coulomb’s law {2}, where k
is a universal constant, q1 and q2 represent the charges of, and r again represent the distance
between the two particles 5.

𝐹=𝑘

𝑞1 𝑞2
𝑟2

(𝟐)

In this equation, k is a considerably larger constant than the gravitational constant, with a value
of 9.0 ∗ 109

𝑁𝑚 2
𝐶2

. As a result, the electronic attraction between two particles is much larger than

the gravitational attraction (at least with regard to small, charged particles), causing it to become
the primary factor in the interactions between two atoms. If the charges are of opposite nature
(one is negative while other is positive), this force F is attractive. For point charges, this idea is
simple; the charges either attract or repel. When looking at a fluctuating electric field, however,
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the interaction between two particles becomes much more complex. If one atom experiences an
instantaneous electric field due to asymmetrical electron density, a neighboring atom will shift its
own electric field to adjust for this change. For example, if an atom has a partial negative charge
on the right side, an atom to the right of this electron will push its electrons away from its left
side to avoid repulsion, causing a net positive charge on that side, which in turn creates an
attractive force between opposite charges. While the details are once again hidden in the depths
of quantum mechanics, the important takeaway is that induced electric fields – also termed as
induced atomic dipoles – cause a type of correlation between atoms. The closer these atoms are,
the stronger this correlation is, although the nature of partial charges causes the relationship
between attraction and distance to differ from the ideal Coulombic model. Fritz London – a
German physicist after whom this phenomenon is named – found that the attractive forces due to
instantaneous induced dipoles goes as a function of 1/𝑟 6 with distance 8.
Applying this idea to two free-floating atoms should result in one simple conclusion; the
atoms will continue to move toward each other until they occupy the same exact space.
However, this cannot be true, as the universe could not exist if every atom occupied the same
spot; there must exist some repulsive force between the two atoms to maintain any form of
physical structure. Additionally, this repulsion must increase with smaller separation distance,
and must trump the attractive forces to stop the two atoms from colliding. Given these
restrictions, Wolfgang Pauli formulated the idea that two electron shells (otherwise known as
orbitals) cannot overlap, as this could cause electrons to occupy the same identical state 7. Once
more, his reasoning requires a detailed understanding of quantum mechanics, but the basic
concept behind this resistance does not. Similar to two likewise polarized magnets, two atoms
cannot be pushed together, as this would violate one of the principal laws of physics: two
electrons cannot exist in an identical state. This repulsion can be modelled using a simple inverse
relationship, given in Equation 3.
1

𝐹 ∝ 𝑟12

(𝟑)

At small distances, this force will overcome the aforementioned London dispersion force, but
quickly dissipates with increased distance. As a consequence, there must exist a separation
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distance between the two atoms at which the repulsive and attractive forces are perfectly
balanced, a state of static harmony.
While forces are an excellent tool for describing the motion and interaction of two
particles, they do not represent the consequential behavior very well, at least in an easily
conceivable manner; instead, a closely related quantity – the potential energy of the system – is
used. In its most basic definition, the potential energy of an object, often labeled as U or V, is the
quantitative measure of the work required to move a particle a certain distance using a certain
force, as described by Equation 4 5.
𝑥𝑓

𝑈 = − ∫ 𝐹(𝑥) ∙ 𝑑𝑥

(𝟒)

𝑥𝑖

Here, F represents the force exerted on the object (which is often times not a scalar
quantity, but dependent on the state the object is in), dx is the infinitesimal distance the object is
moved by said force, and xi and xf represent the initial and final positions of the object. The
negative sign accounts for the fact that the work must be done in opposition to the force, so in
general, potential energy is a negative number. Basic calculus can be applied to the above
equation – assuming that the force behaves normally – to express the terms as a differential, as
shown in Equation 5.

𝐹=−

𝑑𝑈
𝑑𝑥

(𝟓)

From here, it is easy to see that for a system of particles to exist in perfect balance – in
other words, for the repulsive and attractive forces to cancel each other out – the potential energy
of the entire system must graphically be at an extremum, where 𝑑𝑈/𝑑𝑥 is zero. There are two
types of extrema for every curvilinear relationship: maxima and minima. While it is not apparent
from the mathematics alone, a minimum will represent a stable location in which a system – in
this case two atoms – can exist in harmony. If one atom adjusts itself, such as through a
fluctuating electric field, the other atom can adjust to again find the minimal energy, similar to a
rolling ball in a valley. If the extremum is a maximum, any such small deviation from perfect
balance would destroy the entire system, which is clearly not the case.
7

In the year 1924, armed with a qualitative description of the potential energy of the
system, as well as mathematical descriptions of the forces at play, English mathematician Sir
John Lennard-Jones produced one of the first equations that could illustrate the behavior of two
particles: the Lennard-Jones (LJ) potential {6} 9.
𝜎 12

𝑉𝐿𝐽 = 4𝜀 [( )
𝑟

𝜎 6

−( ) ]
𝑟

(𝟔)

In this equation, VLJ represents the potential energy, 𝜀 represents a physical quantity
known as the dispersion energy of the system, r is the separation distance between, and 𝜎
represents the size of the atoms. The reasoning behind the exact numbers lies buried deep in a
slew of calculations, but the most important principle is immediately apparent when looking at a
graphical representation of this equation (Fig. 2); there exists a nonzero separation distance r, at
which the potential energy of the system is lowest. Consequentially, there must exist a nonzero
separation distance at which the two atoms are most stable, and at which there is no net force
acting upon either particle, as seen in Figure 2. Thus, even as simplistic of a model as the LJ
potential is, it provided physicists with one of the most powerful concepts in all of history. Due
to the nature of potential energies, the two atoms will move in a manner that minimizes their
potential energy, as the same law that governs the behavior of electrons in atoms governs those
same atoms as well; they are happiest in their lowest energy state.
Beyond the aforementioned consequence, the Lennard-Jones potential also opened the
concept of how atomically intrinsic values can affect the overall interactions between two atoms.
The dispersion energy, 𝜀, is the mathematical result of the London dispersion force. A stronger
attraction between the two fluctuating electric fields will increase the stability of them, due to a
more negative potential energy. For example, the polarizability of the atoms, or the ease with
which electrons can be moved around the orbital shells to form a temporary dipole, will
determine how strong of a connection two atoms have. Similarly, the atomic size 𝜎,
representative of the chemical identity of the atoms, will also affect exactly where the optimal
separation distance lies. This concept of energy minimization and optimization is an important
part in generating any structure, and the process is highlighted in the Molecular Dynamics
section.
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Figure 2: A Plot of the Lennard-Jones Potential showing the Attractive and Repulsive Forces
and the Point of Minimum Energy 10

2.2 EAM/MEAM Potentials
Although the Lennard-Jones potential is a powerful starting point in describing a pair – or
even a larger number – of atoms, it is just that: a starting point. Numerous other parameters,
intrinsic and extrinsic, play a role in these kinds of relationships, leading to a large number of
other potential energy equations that each have their own niche use. In computational physics,
where the limits of calculation are not set by the sheer volume of data, a more complex energy
potential – called the Embedded Atom Model (EAM) – is generally used. The EAM is still an
approximation, but in contrast to the LJ potential, it accounts for non-nearest neighboring atoms,
as well as the electron charge densities thereof. A rough mathematical model can be seen in
Equation 7, where 𝜌𝛽 (𝑟𝑖𝑗 ) is the electron density at position i, due to an atom at position j, of
type 𝛽, F is the energy required to embed an atom of type 𝛼 into an electron cloud at position i,
described by the density 𝜌𝛽 , and 𝜙𝛼𝛽 is a two-atom potential energy function describing the
relationship between atoms i and j 11.
𝐸𝑖 = 𝐹𝛼 ( ∑ 𝜌𝛽 (𝑟𝑖𝑗 )) +
𝑗(≠𝑖)

1
∑ 𝜙𝛼𝛽 (𝑟𝑖𝑗 )
2
𝑗(≠𝑖)

9

(𝟕)

This model was first derived by Murray S. Daw and M. I. Baskes in 1983 and is based on
the concept of treating any atom as an impurity in an otherwise pure and uniform structure. Here,
the interatomic forces are purely reliant on the separation distance of the atoms, as the chemical
interactions will be identical and can be treated as a constant. This allows for a geometrical
model of a three-dimensional many-body system and can then be further adjusted by introducing
a non-uniform parent structure into which an atom is embedded. As previously stated, the
potential energy of any particle quantifies the amount of work necessary to counteract a set of
forces and move said particle a certain distance; in Daw’s and Baskes’ model, the potential
energy can be interpreted as the work required to counteract the interatomic forces of a structure
on a single atom in order to move the atom into a vacant position on this structure. This energy is
then stored as long as the structure retains this state. The recursive nature of the model – as for
each position i, the interaction of every other atom in the material must be accounted for –
consequentially means a computational representation is necessary for it to hold any physical
meaning. Even a microscopic lattice of 5000 atoms would require an incalculable number of
hours to analyze by pen and paper, while a computer is able to resolve this issue in a matter of
seconds.
While in theory EAM seems to account for most, if not all of the significant subatomic
effects on interatomic behavior, the functions used in Equation 7 are incredibly complicated and
generally require several simplifications and assumptions to be computationally valuable. As a
result, the embedded-atom model is still only an approximative view of the internal energy of a
material, though much more accurate than the Lennard-Jones potential. Similar to the way in
which the Lennard-Jones potential was derived, one could sit down and methodically procure the
exact values of the functions F and 𝜙 through fundamental physics and basic elemental
properties to account for a non-uniform material. Although time-consuming, this particular
modus operandi is very feasible and extremely accurate, especially with the capacities of modern
supercomputers. However, it has been shown that there exists a simpler, almost backwards way
of obtaining these functions, especially for heavier metals which experience resonance energies
in their d orbitals. Operating under a set of assumptions, one can use the physical properties of a
material to determine its respective values for F and 𝜙 in an empiric manner, as has been shown
by Stott and Zaremba 12,13. As the physical properties of materials are found in their pure form,
the like atom-pair interactions for all well-known metals (𝜙𝑖𝑖 ) have been reported with extreme
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accuracy; the unlike atom-pair interactions can then simply be acquired by taking the weighted
average of 𝜙𝑖𝑖 and 𝜙𝑗𝑗 , where i and j represent the two different elements. An example of these
calculations is shown for nickel and palladium by Daw and Baskes 11.
In order to utilize the Embedded Atom Model to its fullest capability, one further
adjustment must be made, as mentioned by Baskes in his 1991 article on the Modified Embedded
Atom Model (MEAM) 14. The original model bases the electron cloud density, 𝜌𝛽 , on a linear
superposition of the individual atomic electron densities that have been spherically averaged.
However, it has been shown that there is some angular dependence of this term, which would be
lost by the aforementioned averaging 15,16. To account for this, a relatively simple adjustment is
made to Equation 7 to give Equation 8. It should be noted that Baskes introduces a
renormalization factor, 𝑍𝑖 , which represents the number of nearest-neighbor atoms; this only
serves to redefine the function, it has no physical consequences.

𝜌𝛽0 (𝑅𝑖𝑗 )
𝜌𝛽
1
1
𝑢
𝐸𝑖 =
∑ 𝐸𝑖 (𝑅𝑖𝑗 ) + (𝐹𝛼 ( ) − ∑ 𝐹𝛼 (
))
𝑍𝑖
𝑍𝑖
𝑍𝑖
𝑍𝑖
𝑗(≠𝑖)

(𝟖)

𝑗(≠𝑖)

Here, 𝜌𝛽0 gives the background electron density at position i, and 𝐸𝑖𝑢 represents the
energy per atom of the reference structure, both of which are functions of the distance to the
nearest-neighbor. On first sight, the biggest difference to Eq. 7 seems to be the lack of a 𝜙𝛼𝛽
term; however, this is included in the 𝐸𝑖𝑢 function.
While the revamped definition of the internal energy of a structure may look more
complicated, the two separate terms each offer an important piece of physical insight into the
overall model. The first part simply gives the normalized sum of the nearest-neighbor atomic
energies, while the second part describes the “difference between the embedding energy at the
background electron density actually seen by atom i and the average embedding energy of this
atom in the reference lattice at each of the nearest-neighbor distances”, as formulated by Baskes
14.

In other words, the term more closely represents the actual energy of embedding into a pre-

existing structure, rather than into a set of isolated atoms, as seen in Equation 7. The focus of
this project, however, is not to explore the interatomic behavior of various elements, but to
utilize these functions to understand more complicated physical phenomena. As a result, a pre-
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existing potential file is taken from an external source, as is discussed later along with the
computational model.

2.3 Crystallography
Now, armed with a relatively complete understanding of the potential energy landscape
of a structure, it is imperative to understand the impact this idea has on the physical arrangement
of a group of atoms; why are crystals favored over amorphous structures, and why does the
majority of materials exhibit only a handful of possible structures? At first glance, the formation
of crystalline structures appears to violate the second principle of thermodynamics. The rule,
which in its most basic form states that the entropy of the universe cannot decrease, would seem
to favor an unordered structure over an ordered one; the number of degrees of freedom of an
amorphous object is much larger than that of a crystal, as the atoms within have a larger number
of possible positions they can assume 17. Furthermore, a structure with lower energy – in this
case, heat – should be entropically favored, as generally the more favored state of a system is the
one lower in energy. Why would a decrease in temperature, indicative of such a lower energy
state, result in an unfavored structure? To answer these questions, one must incorporate basic
thermodynamics and the aforementioned definition of potential energy into the relationship
between two atoms.
Once again, it is best to start by imagining two free-floating atoms, completely isolated
from all external forces. As seen in Figure 2, there exists an arrangement of two atoms that
minimizes their potential energy. This separation distance, 𝑟𝑚 , will be maintained by them as
long as there is no force acting upon them; in a way, the system is now a crystalline solid, as the
relative locations of the two atoms are locked in place. It is important to note that the creation of
this pseudo-solid is entirely due to the minimization of the internal energy of the system. Now a
third atom is added to the model; again, there are no external forces, each of the three atoms can
only feel the presence of the other two. Assuming the atoms are of identical nature, they will
assume an equilateral geometry so that the separation distance is equal for all particles. A
visualization of this is provided in Figure 3b.
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Figure 3: 2-dimensional arrangements of 2 (a), 3 (b), 4 (c), and 6 (d) atoms

While an infinite number of other special arrangements is possible for three atoms, they
take on this triangular shape because they are all experiencing the same interactions; each atom
is pulled towards the other two atoms, and this interaction is most stable when the atoms are
separated by 𝑟𝑚 . Since the other two atoms cannot lie on top of each other, there must be some
angular difference relative to the first atom; an equilateral triangle is the most logical choice to
accomplish this.
One by one, more atoms can be added to this picture, and for each instance there will be
one (or, for more complicated systems, multiple) geometrical positioning that will ensure the
most stable structure – lowest in internal energy – so that each atom experiences the same
magnitude of interactions with the rest. For a group of four atoms, this can be done in a
tetrahedral shape; for six atoms, an octahedral or hexagonal shape is preferred. Regardless of
how complex the structure is, there will be a strict arrangement of atoms that results in the lowest
internal energy, according to its potential energy landscape. In other words, for any collection of
atoms, there exists a pre-determined lattice that results in the most stable state possible, which is
the very basic definition of crystallinity.
For a larger number of atoms, polygonal geometry is no longer a recommendable method
of displaying the lowest energy state, as it becomes too complicated to replicate efficiently in
nature. Instead, the arrangement can be thought of as successive two-dimensional layers stacked
on top of each other. The individual layers are set up in the same way a set of marbles is
arranged into its most densely populated states, as seen in Figure 4; the periodic triangular
pattern results in the least amount of empty space in between, and consequentially the strongest
bonds, although the rectangular pattern is not far behind.
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Figure 4: Square and Hexagonal/Triangular Packing 18

It is important to note the periodicity of this positioning; for simplicity, an entire structure
can be described by looking at its largest unique part and extending it systematically in all
directions. This “unit cell” approach will be useful in categorizing three-dimensional structures
later.
The layers can be stacked on top of each other in several schemes, each of which has
roughly the same internal energy as the rest, at least relative to the differences caused by
chemical identity. To help visualize the ways in which the layers can stack, one can again
imagine a group of marbles in a box. The bottom layer will fill up in one of the two
aforementioned methods, either hexagonal/triangular or rectangular, which can be denoted by the
letters AT and AR respectively. The next layer can then fill up in one of two ways: the atoms
occupy the spaces in between the marbles in the first layer (arrangement BT/BR), or they can be
directly on top of them (arrangement AT/AR). For the rectangular layers, this will result in either
a cubic structure (ARAR), or a body-centered cubic structure (ARBR followed by another ARBR,
and so on). For the triangular layers, only the ATBT arrangement is commonly found in nature, as
it is much more energetically favorable. In this scenario, however, a third layer can be stacked in
two different ways, so that the atoms lie in line with those in the first layer (hexagonal close
packing, ATBTAT) or so they do not line up with either of the lower layers (face-centered cubic,
ATBTCT). As this may be difficult to visualize, the three more complex cell types are
summarized in Figure 5 19.
Once the first set of layers is established, the pattern is repeated as long as is necessary to
fill the lattice boundaries, resulting in four distinctive patterns:

Cubic: ARARARARARAR
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Body-Centered Cubic: ARBRARBRARBR
Face-Centered Cubic: ATBTCTATBTCT
Hexagonal-Close Packing: ATBTATBTATBT

While these four are visually different, there is a more significant dissimilarity hidden in the
geometry of the structures. The atomic packing factor (APF) of a unit cell describes the fraction
of space that is occupied by atoms, and subsequently the space that is left empty. This quantity
plays an important role in calculating some of the physical properties of metals – such as
malleability – as well as in predicting the relative stabilities of various structures; there is a clear
pattern between the internal energy of a structure and its APF value. A. T. Dinsdale gives the
Gibbs free energy (one measure of thermodynamic potential) of the FCC and HCP structures of
pure sodium to be 50 and 104 J/mol lower, respectively, when compared to the BCC lattice 20.
Coincidentally, FCC and HCP both have higher atomic packing factors than BCC, as shown in
Table 1 21. Additionally, they have a higher coordination number, which signifies the number of
nearest neighbor atoms to any given atom. So, in general, crystalline materials prefer more
efficiently packed lattices, as they are lower in energy and thus more stable. However, it is well
known that some metals – such as chromium and vanadium – prefer the less efficient bodycentered cubic layout; there must exist a deeper reason that explains this habit. While a set of
overarching rules regarding the phase stability (another way of describing the lattice structure) of
metals is not yet possible, several calculations have shown that some of the most important
factors include the pair potential between nearest neighbors, environmental factors such as
pressure and temperature, as well as the shape and number of the valence electron cloud on the
outside of the nucleus 22,23.
Slight variations in the energy landscape of a metal result in one structure being favored;
while the ideal FCC and BCC first- and second-nearest neighbor radii are fixed, the minimum
energy radius is not. If the minimum aligns with an FCC location, the element will generally
prefer an FCC unit cell; however, if there are more nearest neighbors in the BCC arrangement
near the minimum, that structure would be more stable and thus preferred, as is seen in Figure 6
22.

In other words, while on paper an FCC structure has a higher coordination number, or more

atoms close by with the ability to form metallic bonds, there can be enough secondary BCC
lattice locations in the energy minimum that could also form bonds – albeit slightly weaker – so
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that the BCC structure would technically have a higher coordination number. In the case of
sodium (and most alkali metals), a BCC structure shows 14 nearest neighbors compared to the 12
found in the FCC structure; consequentially, the metal is naturally found as a body-centered
cubic crystal, even though that arrangement is not optimally efficient.

1. BCC

Cr, W, Fe, Mn, Nb

2. FCC

Al, Ag, Ni, Cu, Sn, Pb, Ge

3. HCP

Zn, Mg, Cd, Ti, Co

Figure 5: Basic Cubic Crystal Systems 19

The effects of pressure and temperature on the phase of a metal are commonly seen in
iron, an element that readily undergoes transitions between multiple crystal phases at easily
achievable conditions. While a significant majority of the periodic table maintains a singular
lattice structure at normal climates, the versatility of iron makes it a useful and vital component
in many modern materials. Furthermore, the concept of solid phase transitions must be
considered when studying complex alloys, as they are composed of elements with different
intrinsic preferences and are subject to change more easily due to this added strain.
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Table 1: Atomic Packing Factors and Coordination Numbers for Significant Structures 19
Unit Cell Type

Atomic Packing Factor

Coordination Number

Cubic

0.52

6

Body-Centered Cubic

0.68

8

Face-Centered Cubic

0.74

12

Hexagonal Close Packing

0.74

12

As previously mentioned, raising the temperature or pressure of a system does not
influence its potential landscape but does make higher energy states more accessible. A particle
at higher temperatures will more readily exist in an energy state that is not the most favorable,
which opens the possibility of rearrangements into a new crystalline phase. As can be seen in
Figure 6, atoms located in the FCC phase are lower in energy than if they were in the BCC
phase. At low temperatures, this energy difference is too big to overcome, so the metal will
assume an FCC phase. At high temperatures, however, the BCC phase becomes more readily
accessible, so the metal has the ability to transition into a denser state. Of course, some elements
will switch from BCC to FCC instead, as the exact structures are dependent on their chemical
identity. Iron experiences multiple of these transitions, as is neatly summarized in the phase
diagram in Figure 7. Here, 𝛼- and 𝛿-Fe exist as BCC, 𝛾-Fe as FCC, and 𝜀-Fe as an HCP
structure.
Not only are these patterns important for engineering purposes – different phases of iron
show different solubility for carbon to produce steel – they also show that if needed, metals can
adapt to their environment and take on “unnatural” crystalline systems, which they must do in
complicated alloys.
Now that the possible arrangements of a group of atoms have been established, the
general thermodynamic behavior must be considered. A randomized, amorphous organization
would maximize the entropy of the system – thus favoring it – while an ordered structure
minimizes it, as it limits the possible locations of the atoms. This loss in entropy – similar to the
loss in entropy during crystallization of a liquid to a solid – has to be accounted for in some way
to make the existence of crystal lattices possible. After all, the second law of thermodynamics
states that the entropy of an isolated system cannot decrease. However, it is in the wording of
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this statement that the explanation lies; an assortment of atoms is not isolated form the world,
even though it has been pictured as such in this paper. When a liquid transitions into a solid – a
process that is normally associated with a decrease in temperature – it loses energy. This energy
is released into the surrounding environment as heat, thus raising the temperature – as well as the
kinetic energy – of the latter. Faster moving particles in the environment are more disordered
(similar to how a faster moving car is harder to control), resulting in an increase in entropy. This
transfer of entropy is summed up in Equation 9, where S stands for the entropy of the before (1)
and after (2) state, T is the temperature, R is the gas constant, p is the pressure, and 𝐶𝑝 is an
intrinsic value of the metal known as the heat capacity 17. Assuming that the pressure in the solid
remains relatively constant, an increase in temperature results in a positive change in entropy.
𝑇2
𝑝2
𝑆2 − 𝑆1 = 𝐶𝑝 ln ( ) − 𝑅𝑙𝑛 ( )
𝑇1
𝑝1

(𝟗)

So, while the crystal itself experiences a loss in entropy, the universe (which is the isolated
system in this scenario) does not, as the entropy is transferred as heat. Consequently, crystals are
not entropically disfavored, and the lowest energy state – an ordered structure – can exist.

Figure 6: Interatomic Pair Potentials and Locations of Nearest Neighbors for FCC, BCC, and
HCP for various metals 22
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Figure 7: Phase Diagram of Iron Showing Different Crystal Systems 24

2.4 Slip Systems
Outside of the layers of atoms used to build a three-dimensional model, there are other
important atomic planes that must be considered when studying a crystal. To properly do this, a
set of vectors must be established to keep track of the directions; most commonly, a Cartesian
system is used to do so in accordance with the right-angled cubic structures most commonly
found in nature. While in a free-floating space the exact orientation of a crystal is arbitrary, in
real life, the positions of the faces and edges of the crystal relative to its surroundings play an
important role. The orientation of a crystal may most easily be defined by its surface planes, or
as it turns out, any planes parallel to the surface planes. Furthermore, these planes can be
described by the intercepts they form with the main crystallographic axes; in the case of cubic
systems, the common x, y, and z axes are used, with one corner of the cube resting at the origin
(Fig. 8).
There exists a somewhat arduous method of precisely calculating the three quantities –
known as the Miller indices – to establish the marked planes, but for the purposes of this paper, it
is sufficient to know of their existence; Figure 8a shows the (100) plane, 8b shows the (110)
plane, and 8c shows the (111) plane, based on the interceptions between the plane itself and the
main axes. One look back at Figure 5 shows that these planes also account for the non-vertex
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atoms, as the central BCC atom is located in the (110) and (111) planes, while the FCC face
atoms are captured by the (100) planes.

Figure 8: Common Slip Planes in FCC Structure, (a) {100}, (b) {110}, and (c) {111} 25

It should be noted that the numbers 1, 0, and 0, can be used to describe many symmetryequivalent planes; as such, it is generally preferred to label this family of planes as {100} –
though sometimes [100] is used to quickly signify a general direction, such as in a figure – and a
specific plane in this group as (100), (010), or so on. These planes are all related as they describe
surfaces with identical layouts. If the cubic system in Figure 8a was composed of eight identical
atoms, then the (100) plane (shaded), the (010) plane (to the right of the shaded), and the (001)
plane (on top of the shaded) are virtually indistinguishable, at least in terms of the atoms – and
their locations – of which they are composed. While in an alloyed structure, the planes might
behave differently based on the chemical identity of the atoms, in a large enough structure, these
differences average out; as a result, this project will generally only look at the families of planes,
with a few exceptions 26.
Outside of aiding in the mathematical description of these structures, the planes serve a
secondary purpose. Under physical duress, a material will most likely deform along the most
densely packed plane in the crystal – assuming this plane lies in a relatively similar direction as
the applied force – as that provides the smoothest possible breaking point. The deformation of a
solid involves the movement of defects along a direction, and this movement occurs most easily
over a smooth, closely packed plane, where the individual movements are shortest. It should be
noted that in this case, the term “defects” refers to line dislocations instead of the classical point
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defects, along which a whole row of atoms is sorted anomalously. These planes are generally
referred to as slip planes. A plane is a two-dimensional entity, however, so the directions in
which a material may deform must further be categorized by linear directions, labeled using <
and > brackets for families and [ and ] brackets for individuals. Due to the symmetry inherent to
crystalline structures, multiple slip directions (the ones most densely packed in the plane) exist.
The most prominent ones are encompassed by the {111} family in FCC structures and the {110}
family in BCC structures, as mentioned in the following excerpt by A. G. Jackson from his
Handbook of Crystallography 27:
“Slip [in FCC] occurs on {111} planes (close packed planes) along <110> directions
(close packed directions). There are 4 octahedral planes (111), (1-11), (11-1) and (-111),
6 directions in each octahedral plane. Each of the directions is common to two octahedral
planes, resulting in a total of 12 slip systems. Slip is also possible on (100) along <10-1>
The number of independent slip systems is 12….
Slip in BCC occurs on {110} planes (close packed planes), {112} and {123}. Slip
direction is <111> (close packed directions).
{110}: There are 12 possible {110} type planes, and for each one there are four
slip directions: [1-11], [-111], [-11-1], and [1-11]. There are 48 possible combinations of
slip plane and slip direction.
{112}: There are 24 possible {112} planes, and for each there are 2 slip
directions: [-1-11] and [11-1]. There are 48 possible combinations of slip plane and slip
direction.
{123}: There are 48 possible planes, and for each there are 2 possible slip
directions: [-1-11] and [11-1]. There are 96 possible combinations of slip plane and slip
direction.”

Importantly, negative Miller indices, such as [-1-11], indicate opposite directions. A
visualization of these slip directions is given in Figures 9 (for FCC) and 10 (for BCC) 27. This
project has exclusively looked at structures generated in the FCC phase, although future
endeavors could also explore the physical behavior of High Entropy Alloys in the BCC phase.
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Additionally, while the main slip directions of a face-centered cubic material are located in the
{111} planes, deformation can also occur in the {100} and {110} orientations.

Figure 9: Various Slip Directions (a) and Slip Plane (b) for {111} in FCC 27

Figure 10: Various Slip Directions (a) and Slip Plane (b) for {110} in BCC 27

2.5 Individual Elements
To learn more about the family of High Entropy Alloys that is being studied, the
individual elements must briefly be touched upon as well. Their intrinsic properties, such as
atomic size, solid phase, and melting point all influence the final product and will be summarized
in this section 28,29.
It is important to note that none of the elements have a melting point below 1000K,
which is the maximum temperature explored in this study. Furthermore, these elements prefer
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very different structures on their own, adding a significant amount of lattice tension when
combined with each other. Specifically, chromium and cobalt do not show face-centered cubic
behavior at most reasonable conditions. Lastly, while these atoms lie near each other in the
periodic table and appear to have similar atomic and metallic radii, they are different enough to
have a visible effect on the later analysis.
Table 2: Physical/Chemical Properties of Elements 28, 29

Element
Atomic
Number
Atomic Mass
(amu)
Electron
Configuration
Density
(kg/m3)
Melting Point
(K)
Atomic Radius
(pm)
Metallic
Radius (pm)*
Solid State
Structure
Tensile
Strength (GPa)

Iron (Fe)

Nickel (Ni)

Chromium
(Cr)

Cobalt (Co)

Copper (Cu)

26

28

24

27

29

55.85

58.69

52.00

58.93

63.55

[Ar]3d64s2

[Ar]3d84s2

[Ar]3d54s1

[Ar]3d74s2

[Ar]3d104s1

7874

8908

7140

8900

8920

1811

1728

2180

1768

1358

140

135

140

135

135

126

124

128

125

128

BCC, FCC,
HCP **

FCC

BCC

HCP

FCC

0.54

0.35

0.41

0.68

0.21

* The metallic radius is defined as half of the distance between two nuclei in a metallic crystal
lattice 29.
** The solid phase transitions of iron were established previously.
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2.6 Radial Distribution Function / Valence Electron Concentration
The radial distribution function (RDF) of a structure is a statistical measure of the density
of atoms as a function of distance from the center. In other words, RDF provides a numerical
description of the arrangement of atoms radially outwards from an arbitrary central atom. For
every increment away from the center, the probability of finding a particle is calculated and
recorded; once the set distance is covered, a graph of distance against probability shows the
density landscape of the lattice. Due to the nature of unit cells, the different solid phases show
different RDF plots and can thus be tracked using this quantity. A face-centered cubic cell is
more packed than a body-centered cubic cell or a simple cubic cell, so it is expected to produce
more peaks of high probability within a certain range of radii. This can easily be tested by
simulating three structures and comparing the resulting RDF graphs, as seen in Figure 11. As a
result, molecular dynamics simulations can be structurally tracked and verified by comparing the
radial distribution functions of High Entropy Alloys to those of standard elements.

Figure 11: RDF Plot of FCC, BCC, and HCP Structures Showing Different Peak Locations and
Heights 30

Furthermore, a detailed look at the shapes of the RDF peaks can provide insight into how
stable a structure is, and how well it can adapt to a certain phase. As the peaks are a measure of
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probability, an increase in width (and corresponding decrease in magnitude) is indicative of an
unstable atom that is very mobile, either due to temperature or lattice strain. An ideal, stationary
crystal would show peaks with no width, as the atoms would sit in their stable position; the more
unstable the structure becomes, the less likely the atoms will be found in their expected
positions. The most unstable material, and ideal gas, would have a perfectly flat radial
distribution function, as a particle is equally likely to occur anywhere within the bounds.
A second important parameter – the valence electron concentration (VEC) – is often used
to predict and categorize the stability of different structures and has been used to predict the
formative phase of High Entropy Alloys 31. It is most easily defined as the number of valence
electrons per formula unit in an alloy and can be used both as a predictive and a tunable quantity
to achieve a plethora of desired physical properties 32. For the purposes of this paper, the valence
electron concentration data – as well as the atomic size difference data used in later explanations
– has been provided by Michael Grant in his earlier work on the HEA project 4.

2.7 Tensile Strength
Of all the physical characteristics of a material, its ultimate tensile strength (UTS, often
shortened to TS) – or maximum load it can withstands before failure – is one of the most
important. The ability of a solid to be deformed while remaining relatively stable is vital in many
aspects of modern technology such as construction. While TS is an intensive property, meaning
it is not dependent on the amount of material present, it does depend on several other factors,
some of which are explored as part of this paper. Testing a material’s tensile strength is usually
accomplished by applying some form of tension – which is recorded as stress – on opposite ends
of the structure and recording the consequent linear elongation until breakage. The percentage of
deformation relative to the original structure can then be calculated and recorded as linear strain.
Finally, the stress and strain values are plotted; the peak stress is referred to as the tensile
strength. It should be noted that other physical properties, such as elasticity and yield strength
can also be gathered from this plot but are not currently applicable to this project. Materials with
a high tensile strength are generally referred to as “strong” and are the aim of this experiment.
A sample stress-strain curve is given in Figure 12, filled with data from this study. The
top of the stress curve lies at around 18.5 GPa, indicating that the tensile strength of this material,
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at the temperature of 200 K, lies at 18.5 GPa. For reference, the tensile strength of common
steels lies at around 2-3 GPa 33. One should note that such a magnitude of difference is
commonly seen when comparing computational and experimental data, as the former is
incapable of accounting for defects and impurities, both of which negatively affect TS. Also, the
temperature of the system spikes at the point of failure, due to a sudden release of potential
energy, but is constant throughout the initial test.

Figure 12: Sample Stress-Strain Curve; Stress measured in GPa on the Left Vertical Axis in
Blue, Strain on the Horizontal Axis, and Temperature measured in K on the Right Vertical Axis
in Orange

2.8 High Entropy Alloys
To fully comprehend the materials that are being studied, one should be exposed to the
factors that cause High Entropy Alloys to be unique from ordinary alloys. In most cases, alloys
are created by adding small percentages of specific metals, called solutes, to one principal
element, the solvent. For example, small amounts of carbon are added to iron to produce the
basic form of steel. However, it is possible to combine multiple principal elements, which are
defined as occupying 5 to 35 percent of the mixture each. When five or more principal elements
are added together, the resulting solution is called a High Entropy Alloy, due to the significant
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increase in entropy of the system as compared to conventional alloys – nowadays, those numbers
can be slighly adjusted. Entropy, S, is generally defined as the amount of disorder in a system 17.
However, it is more than just a concept, as it can be expressed as a function of the number of
possible states in a system, given by W, as seen in Boltzmann’s Formula, where kb is a constant
{10}. In short, this equation shows the relationship between the number of ways that a certain
thermodynamic system can be assembled and its entropy. In the case of a real system, especially
one as isolated as a crystal, this can be approximated by a sum over the possible states and their
probabilities; with regards to high entropy alloys, these probabilities are given by the relative
atomic fractions. The atomic fractions are inversely proportional to the number of elements
present – more elements generally mean lower atomic fractions – so the entropy formula (in this
case the configurational, or mixing entropy) can be rewritten as an approximation of the quantity
of different elements present, N {11} 17. The more complicated a system is, the higher its entropy
is; for HEAs, their large number of principal elements as compared to normal alloys results in an
inherently larger configuration entropy, which is favored by the universe.
𝑆 = 𝑘𝑏 ln 𝑊
∆𝑆𝑚𝑖𝑥 ~ 𝑅 ln 𝑁

(𝟏𝟎)
(𝟏𝟏)

This increase in entropy causes HEAs to exhibit four unique properties, two of which are
extremely important in the case of electrical conduction: Sluggish Diffusion Effect, Severe
Lattice Distortion Effect, Cocktail Effect, High-Entropy Effect 34.
The High-Entropy effect is the reason that HEAs are able to remain solid even at high
temperatures, which makes them ideal for systems where conventional alloys would fail. At the
melting point of pure metals, the difference in entropy between the liquid and solid states is
approximately equal to the gas constant R. Natural systems prefer higher entropy, causing the
substance to melt. However, HEAs have an inherent entropy that is larger than this difference;
for example, an equimolar quinary solution (5 elements, each 20%) has a configurational entropy
– the entropy relative to a completely ordered structure – of 1.61R. For this material, there is no
point in melting as the solid phase will maintain a higher entropy value.
Due to the large number of different elements present in a HEA, not every position in the
lattice will have identical neighbors, as is shown in Figure 13. The potential energy for position
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1 is not the same as the energy for position 2, meaning there is an unequal likelihood that an
atom – or in the case of electrical conduction, an electron – will go to each open space. If
position 2 has less energy, there is a higher probability the atom will end up in that vacancy.
Since the atom now occupies this position longer (on average), the overall kinetics of the lattice
slow down, meaning that the diffusion process will also be slowed down. This is not only true
for atoms diffusing through the material, but also for electrons physically moving in the
delocalized electron cloud around the solid. Instead of following a relatively straight-line path as
expected from a uniform potential, the electron will be pushed and pulled off its path by the
differences in potential energy at each lattice site. The Sluggish Diffusion property makes HEAs
ideal diffusion barriers and allows for a higher overall stability, but also takes away from the
ability to conduct energy.

Figure 13: HEA Lattice Sites – Sluggish Diffusion Effect; Positions Show Different Neighbors,
Indicating Different Potentials

The Severe Lattice Distortion effect in HEAs is the result of varying element sizes
squeezed into one lattice, as pictured in Figure 14. Larger atoms push away their neighbors,
thereby distorting the structure, while smaller atoms have more space around them. The distorted
lattice experiences more strain, which raises the free energy of the structure. Additionally, a
distorted lattice leads to increased electron and photon scattering, causing the thermal and
electrical conductivity to decrease 34. The increase in scattering is due to the large relative
surface area taken up by a distorted lattice when compared to a completely ordered lattice;
electrons are more likely to run into an atom when said atoms occupy a larger area.
The Cocktail effect in HEAs is due to the different types of elements present in the
mixture, as the name implies. The different properties of each element combine to affect the
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properties of the alloy. Examples of this include density, hardness, and melting point. Aluminum
will generally decrease the density of an alloy, since it is considerably lighter than most other
metals, but will harden an alloy as well.

Figure 14: Severely Distorted Lattice in HEA due to the Mismatch in Atomic Sizes and
Interatomic Separation Distances

With so many additional sources of strain, and the inherent differences in preferred
crystal structure of the individual components, how have High Entropy Alloys been shown to
exist in a singular solid solution 35,36 ? An introductory course in Materials Science says that the
overarching Hume-Rothery rules determine a material’s ability to form a unitary phase; atomic
size differences, electron concentrations, and differences in electronegativity all affect the
formation of a singular structure. For alloys composed of elements with a 15% or larger size
difference, or a large electronegativity difference, a discrete solution is highly improbable 37. In
High Entropy Alloys, however, these rules are not equally as applicable, as there are only
principal atoms and no solute atoms. Zhang et al. have proposed two new parameters that are
more fitting to this distinct type of lattice:
“The parameter Delta (𝛿) is adopted to describe the comprehensive effect of the atomicsize difference in multi-component alloys as follows… The other parameter, i.e., the
mixing enthalpy, is used to characterize the chemical compatibility among the many
principal components…”
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Furthermore, the unusually high entropy found in such a complicated alloy cannot be
ignored. The relationship between the free energy of a system (G), the entropy (S), and the
enthalpy is given in Equation 12, where T is the temperature of the system.
∆𝐺𝑚𝑖𝑥 = ∆𝐻𝑚𝑖𝑥 − 𝑇∆𝑆𝑚𝑖𝑥

(𝟏𝟐)

Higher entropy lowers the free energy of the system, which in turn lowers the ability of
the atoms to segregate and form separate phases. In other words, due to the high entropy of
mixing five elements together, there is not enough free energy available for the atoms to
rearrange themselves, so it is energetically favorable to form a solid solution with a singular
phase. Figure 15 visualizes the effects of the three aforementioned parameters and the
experimental behavior of a mixture of atoms; in general, low atomic size differences and low
values of enthalpy of mixing are attributed to single phase systems. More specifically, the
following ranges are most likely to produce the desired result:

−22 ≤ ∆𝐻𝑚𝑖𝑥 ≤ 7

𝑘𝐽
𝑚𝑜𝑙

𝛿 ≤ 8.5
11 ≤ ∆𝑆𝑚𝑖𝑥 ≤ 19.5

𝐽
𝐾 𝑚𝑜𝑙

Tsai et al. summarize these trends very well:
“These conditions are quite logical. ∆𝐻𝑚𝑖𝑥 cannot be too large in value because large
positive ∆𝐻𝑚𝑖𝑥 leads to phase separation and large negative ∆𝐻𝑚𝑖𝑥 typically leads to
intermetallic phases. 𝛿 has to be small enough since large 𝛿 leads to excess strain energy
and destabilizes simple structures. ∆𝑆𝑚𝑖𝑥 has to be large enough because it is the main
stabilizing factor for simple phases.”

So, due to their uniquely large entropy, High Entropy Alloys can exist in a single phase, creating
the possibility of utilizing their novel properties without the issue of instability. In addition, the
importance of low atomic size differences explains the choice of elements in this study; the
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largest difference in metallic radius is 4 pm, which is well below the threshold of 15%.
Additional background on HEAs can be found in the appropriate literature.

Figure 15: Effects of Entropy, Enthalpy, and ASD on Solid Phase Formation; Desirable
solutions located at low Delta and medium ∆𝐻𝑚𝑖𝑥 37
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3.0 Computational Model
High Entropy Alloys, just like all other real-world materials, exhibit imperfections and
inconsistent element allocation. As a result, Molecular Dynamics (MD) simulations can only
provide qualitative analysis and should only be used as an initial discovery and screening
method. Furthermore, running these simulations requires a large amount of computing power,
limiting the maximum size to several hundreds of atoms. While the study of these systems on the
atomic level is important, the experimental results are the only way of fully comprehending the
behavior of HEAs. To this end, machine learning specialists are working on using the results
gathered from this study and expanding them to more complicated samples to save time and
energy.
This section will provide a walkthrough of a typical MD simulation using one of the
input files, as well as typical values used to gather the data seen in later sections. The simulation
is run on the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS), a
software designed by Sandia National Lab for use in materials modeling. It is ideal for HEAs as
it incorporates cutoff distances to reduce the computational power needed, as well as a special
decomposition technique useful in periodic rectangular materials. LAMMPS also readily couples
to many analysis and visualization tools such as VESTA and Pymol, which are used to produce
images of the crystals. The definitions and customizability of all commands used can be found in
the LAMMPS documentation 38, as well as the book The Art of Molecular Dynamics Simulation
by D. C. Rapaport 39. A basic shell of the initial input file was provided by Dr. Pratik Dholabhai,
from which the current iteration stems.
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Variable Declaration

Figure 16: Variable Declaration for FeNiCr70

The first part of any input file should be used to declare any variables used in the subsequent
commands. This allows for an organized overview and ease of manipulation.
•

latC sets the lattice constant, or the width of a unit cell, used in the initial generation.
While this value will eventually change due to the nature of MD, the “idealized” structure
must have a well-defined size. For reference, iron has a lattice constant of 2.87 Angstrom
29.

•

N is used to set the physical dimensions of the lattice.

•

Fef, Nif, Crf, Cof, and Cuf set the fractions of the structure occupied by each element.
The modifications in the latter three fractions are due to LAMMPS overwriting
previously established atoms. However, these values are not exact in the end, as there is
always an error of up to approximately 0.003. This example is used for a Fe15Ni15Cr70
alloy. The fractions must always add up to 1 in theory, though the adjustments shown
skew this. However, in the simulation, the above rule remains true.
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•

Feseed, Niseed, Crseed, Coseed, and Cuseed are used as random seed values for
generating the structure. Changing these numbers will provide a new, randomized
arrangement, which is the easiest method of repetition.

•

sTemperature sets the starting temperature at which the MD processes begin. Since 0 K is
not a physical possibility, a slightly larger value is used. For the purposes of MD, this is
essentially absolute zero.

•

tdamp is a temperature damping parameter (in time units) used in MD processes.

•

time_eq, NRUNNVT, NRUNanneal, NRUNNPT, and NRUNNVE all set the duration (time
steps) of the respective MD processes.

•

T sets the maximum temperature reached in this simulation.

Initialization

Figure 17: Initialization of 3-dimensional HEA

Some of the overarching settings must be set in stone before anything can be generated.
•

units sets the type of physical units used throughout this simulation. The exact units for
“metal” are given in Appendix B.

•

dimension ensures that the structure is in fact three-dimensional.

•

boundary determines the type of boundaries used by the structure, in this case periodic as
the unit cell is repeated in all directions.

•

atom_style sets the type of atoms that is used for generation of the box. The command
used, atomic, is the default type, and is recommended for use in metal simulations.
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Generation

Figure 18: Generation of Default FCC Structure for Quinary Alloy with EAM Potential

Now the actual structure can be generated by the program.
•

lattice sets the lattice type used (FCC in this paper), as well as the orientation of the
crystal along a specified slip direction. The first line is oriented along the (111) [-101]
slip (the z direction is the result of the cross product between the x and y vectors, and
must also be specified), while the third line is the default (100) [010] direction.

•

region defines a geometric area of space in which the crystal will be generated. box is
used as a label for this region, while block sets the general three-dimensional figure that
will be generated. The next three sets of numbers set the size of the box (from 0 to N),
and the units lattice command determines which type of units the previous numbers take
on.

•

create_box generates the simulation box that will be used (essentially it sets the locations
in which atoms will be put). It also sets the number of elements used (in this case, 5).

•

create_atoms generates the atoms into the lattice spots, without any chemical identity.
The number determines the amount of different atom types that will be generated, in this
case only one type is used (this does not account for chemical identity of the atoms).
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Essentially, there are now blank atoms in every face-centered cubic position on the
lattice.
•

set type 1 converts the blank atoms of that type to the indicated number (1 through 5),
based on the fraction indicated. This differentiates between the various elements but does
not assign an actual identity to them yet. The random seed number is used as a form
catalyst to begin the assignment.

•

pair_style sets the type of energy potential used in this simulation. While a MEAM
potential would be a more accurate representation of this material, an EAM potential was
readily available and sufficient for the beginning stages of this project 40. The potential
can be found in Appendix A.

•

pair_coeff specifies the pair-wise force field coefficients for all the possible atom pairs.
In other words, it provides the potential energy file, and finally puts a chemical identity to
the five types of blank atoms that are in the lattice.

It is of paramount importance to note that the exact fractions given in the script are never exactly
met; due to the nature of randomly assigning atoms, there is some overlap (in other words, not
every atom is assigned to an empty spot, and not all empty spots are filled). There is consistently
an error of up to 3% in the true atomic fraction for each element, which is one of the biggest
causes of noise seen in the subsequent data.

Relaxation
Due to the many variables that influence the behavior of two interacting atoms, the
idealized face-centered cubic structure is not the most stable. Two atoms of different size may be
more stable at a distance greater than 3.56 Angstrom. The lattice tension caused by forcing atoms
into unfavorable solid phases could force the most stable structure to be larger or smaller than the
one initially generated. Either way, to ensure a fully stable crystal, the atoms must be allowed
some amount of space to adjust and find their lowest energy state. This process is known as
energy minimization and is used to find an arrangement of atoms where the net interatomic force
is as close to zero as possible, so the overall internal energy is minimal. In LAMMPS, this is
achieved by iteratively adjusting the positions of each atom until the lowest energy state is found.
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Figure 19: Relaxation Step for HEA
•

fix box/relax changes the external pressure to allow the box size and shape to be adjusted
as needed during minimization. This also sets a stopping criterion for the iterative step, as
the internal pressure should approach the external pressure of the system.

•

thermo and thermo_style are used to record the data in an output file. The first command
determines after how many steps a new line is written down, while the second command
sets the format in which the data is recorded (in this case, the pressures and box
dimensions in the x, y, and z directions, as well as the temperature and total energy).

•

minimize calls the iterative energy minimization process, as well as the stopping
tolerances for changes in energy and force, respectively. The last two numbers set
maximum numbers of iterations and evaluations to avoid an infinite loop.

•

min_style sets the type of minimization used. According to LAMMPS, “style sd is a
steepest descent algorithm… at each iteration, the search direction is set to the downhill
direction corresponding to the force vector (negative gradient of energy)”. While this is
not the quickest method, it is more robust than others.

•

min_modify dmax sets a maximum distance the iteration can move in one step.

•

unfix ends the energy minimization step and defaults all changes made in this section, so
that only the minimized structure remains.

NVT Thermalization
Although the structure may be in its lowest energy state after the minimization step, the
individual atoms may not be properly equilibrated. Thermalization is a process used to ensure
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that interacting particles approach thermal equilibrium, as this maximized the entropy of the
system and is the preferred state of the universe. In terms of MD, the system is placed into a
canonical ensemble, meaning that the amount of material (N), volume (V), and temperature (T)
remain unchanged throughout the entire process. This allows the internal energy and pressure of
the structure to adjust to allow for a more balanced energy landscape.

Figure 20: NVT Thermalization Step for HEA
•

restart ensures that a restart file, a saved file from which the program can proceed in case
of interruptions, is written every 500000 timesteps.

•

velocity sets the kinetic energy of a subset of atoms (in this case, all of them) according to
some temperature. The mom and rot keywords are used to zero out the linear and angular
momenta of the adjusted system. The dist command sets how the velocities are
distributed among the atoms (in the case of a gaussian distribution, the mean is set to 0
and the standard deviation is set to reach the desired temperature)

•

fix NVT starts the thermalization process from sTemperature to T, with a damping value
of 0.05. The last command, tchain, sets the length of the thermostat chain, or how many
thermostats are used.

•

run sets the number of timesteps that this process will run for, while unfix again defaults
all the previous commands.

Annealing
The next process is designed to minimize the number of defects and dislocations found
within the crystal. This is often done in metallurgy to strengthen a material, the same will be
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accomplished during this simulation, though ideally there are no defects present. For this to
happen, the material is rapidly heated beyond its recrystallization temperature and allowed to
cool down slowly. Because the grain size of an alloy depends on the rate of cooling, this can alter
its physical properties, sometimes even its chemical properties. During solidification, the atoms
are allowed to migrate into a more stable position than before, filling in vacancies and removing
any remaining pockets of non-uniform phase. Overall, this leads to a more consistent phase
composition and a less defective material.

Figure 21: Annealing Step for HEA in NVE Environment
•

fix equil all langevin applies a Langevin thermostat to all atoms (this step is labelled as
equil), which is used to model a background interaction with a solvent 41. This is done so
material is not free-floating once it surpasses recrystallization temperature. The command
tally yes keeps track of the energy added/subtracted during this step, and zero yes sets all
other random forces equal to zero.

•

fix NVE creates microcanonical environment, during which the temperature and pressure
of the system are allowed to change, but the values N, V, and E (internal energy) are
conserved.

•

run and unfix serve the same purposes as before.

Pressure Relaxation
During recrystallization, the internal pressure of the system may change, which could
cause instability in the structure. Thus, the box is placed in an isothermal-isobaric ensemble
(where N, P, and T are fixed), the computational equivalent of allowing an open flask to adjust to
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ambient pressures. Energy and volume are allowed to change for this relaxation to occur
efficiently.

Figure 22: Pressure Relaxation Step for HEA at Constant Ambient Pressure
•

Similar to before, the fix NPT command creates the appropriate environment for the
structure; here, the beginning and ending temperature are the same (as part of the
isotherm), while iso ensures constant pressure.

NVE Equilibrium
Finally, the structure is placed into a new microcanonical ensemble (N, V, and E are
conserved) to allow for an adiabatic process between the material and its surrounding
environment. While total energy is unchanged, the potential and kinetic energy may be
exchanged, allowing the structure to find a more balanced arrangement by exploring its energy
surface. There are other processes that accomplish this – such as the Monte Carlo algorithm – but
MD equilibration allows for a broader search of local minima. A visualization of this idea is
given in Figure 24.

Figure 23: NVE Equilibrium Step for FeNiCr70 Structure
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Figure 24: Visualization of Energy Optimization 42
•

fix NVE serves the same purpose as before.

•

The dump commands save a snapshot of the structure after a certain number of steps (in
this case, 1000). The two file types, xyz and atom, are necessary as different visualization
programs use different extensions. Throughout this project, VESTA and VMD are mainly
used.

•

dump_modify designates the chemical identity of the atom types, as they are not
inherently saved with the dump file.

•

write_restart creates a new file where all the information that has been collected up to
this point is saved. This is done so that further calculations – such as for RDF and tensile
strength – can run without having to generate a new structure every time. Essentially this
file is the minimized and equilibrated structure that is used for subsequent simulations.

Further Calculations
Once the structure has been generated and stabilized, it is ready to be tested. At this step,
both the RDF and tensile strength calculations – as well as the ones done by other members of
this project – are written. A sample RDF calculation is given in Figure 25, but it could easily be
replaced by whichever desired property is being explored.
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Figure 25: RDF Calculation Script for Fe70NiCr at 1000K
•

The fix NVT command allows the temperature of the structure to be set. This is important
as both RDF and tensile strength are being tested at multiple temperatures.

•

compute rdf tells LAMMPS to calculate the rdf values as a function of distance, while fix
ave/time averages this data into larger data groups and stores it in an output file.

The resulting file is then exported into a plotting software where an RDF plot can be made and
analyzed. This cannot be done in the LAMMPS simulation itself but requires little additional
work. The tensile strength calculations are accomplished in a similar manner by deforming the
box in opposite directions (normally along the x-axis, which can be adjusted by changing the
orientation of the lattice) and plotting the resulting data using an external program.

Afterthoughts
It is important to note that the fix commands do not perform any actions onto the structure
itself. Rather, they place the box into a certain environment, and the structure responds
accordingly. For example, during the pressure relaxation step, the commands only create the
isothermal-isobaric environment; the structure then adjusts its internal energy and volume
analogous to how a real material would respond to such a change. This adaptation is allowed to
run for a specified amount of time, after which the unfix commands then simply remove the box
from the aforementioned ensemble and place it back into an isolated, neutral environment.
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4.0 Data & Results
To develop an understanding of the FeNiCr(CoCu) family of High Entropy Alloys, RDF
plots are used for their structural verification capabilities. The connections between a
compound’s radial distribution function and its intrinsic thermodynamic and chemical properties
are established through the use of valence electron concentration (VEC), entropy, and enthalpy,
though this is only done qualitatively. Tensile strength calculations are performed and analyzed
for the comparison between temperature, composition, and complexity. Finally, unusual results
are further looked at to set up future work in this project.

Figure 26: Visualization of FeNiCr Generated as an (a) FCC Structure and (b) BCC Structure, the
Latter of which is Unstable and Disintegrating

Arguably one of the biggest drawbacks of computational materials science is the
difficulty in verifying the results. Is there any way of knowing if a given result makes physical
sense and is comparable to those found in a laboratory? In the case of crystalline solids, there are
generally two methods of accomplishing this: lattice constants and crystal symmetry. When each
structure is generated, it is done so with a uniform lattice constant, which is roughly an average
taken from the individual elements. At the end of the optimization steps, the lattice constant is
again measured; if the two values are close – and similar in value to those found in real materials
– there is a strong indication that the simulation is working as expected, and the structure is
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stable. However, to further ensure that the solid is still in its desired conformation, a visual test
can be done through the use of VMD or VESTA. Figure 26 shows how such a simple validation
is able to show whether or not a structure falls apart (b) or behaves as expected (a). Combined,
these two points of analysis ensure that the structures used for further calculations are stable and
comparable to their real-life equivalents. Additionally, they can assist in determining which
structure results in the most stable HEAs, an important factor in design guidelines.

4.1 RDF
Before any advanced calculations can be properly analyzed, the ability of the system to
maintain its desired structure at high temperatures must first be verified. As previously
discussed, one method of doing so is by looking at the evolution of the lattice’s radial
distribution function. The two crystalline behaviors used in this project – body-centered and
face-centered cubic – are expected to show significantly different RDF plots. As an example,
some of these plots are constructed for pure iron (generated in its natural BCC structure) and
pure nickel (generated in its natural FCC structure) and are shown in Figure 28.
An FCC unit cell is more densely packed than a BCC unit cell – 4 atoms versus 2 atoms
per cell respectively – producing more peaks of high probability within a certain range of radii.
Figure 28 – which shows calculations up to the maximum force cutoff distance described in the
computational model – shows that the Fe system is indeed more open; only three peaks are seen
in one cell, while the FCC system shows five peaks per cell. A closer look at the relative peak
heights shows another important difference, as the second nearest- and third nearest-neighbors
are equally populated in a body-centered cubic system, but not so in a face-centered cubic
system. These differences can be used to identify the crystal system of the more advanced
compositions in this project.
Before any results can be analyzed, it is important to take a look how an RDF plot is laid
out, such as is seen in Figure 27a. Two pieces of information are present; the radial distribution
function, or g(r), which is denoted by the oscillating blue line, as well as the coordination
number, denoted by the stepwise increasing orange line. The exact values for RDF are given by
the scale on the left vertical axis, and for Coordination number are given on the right; it should
be noted that the scale of this changes between plots for ease of analysis. Radial distance is given
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on the horizontal axis. An example of how different the exact values may be, and why it is
important to use an adaptive scale, is seen in Figure 27b, where the RDF peaks of the same
compound – but at different temperatures – can be seen. Due to such a large difference in peak
heights, minor details, as will be discussed later, can easily be lost. Therefore, the scaling of each
RDF plot is unique to the data.

Figure 27: (a) Radial Distribution Function Plot of FeNiCr60CoCu; RDF located on left y-axis in
blue, Radial Distance in Angstrom on x-axis, Coordination Number on right y-axis in orange, (b)
Comparison of FeNiCr60CoCu RDF Plots at Different Temperatures

Figure 28 also serves as an excellent example of several trends discussed in the theory section.
Iron, a metal that shifts its preferred crystallinity at around 1200 K from BCC to FCC, is shown
to become significantly unstable at higher temperatures. The wider RDF peaks indicate that
atoms are no longer stationary; while one reason behind this is the natural increase in kinetic
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energy – as seen in the high-temperature nickel plot – the magnitude of this phenomenon in iron
can also be explained by the shift in preference towards a face-centered cubic structure. When
the metal approaches 1200 Kelvin, the initial body-centered cubic arrangement becomes
unreliable as the face-centered cubic arrangement is energetically favorable. However, it should
be noted that the RDF plot does not show a full transformation into an FCC system, only an
increasingly unstable solid.

Figure 28: RDF Plots of (a) Fe in BCC at 0K, (b) Fe in BCC at 1000K, (c) Ni in FCC at 0K, (d)
Ni in FCC at 600K; Distinct Differences Between the Crystal Systems

Armed with the foundation of reading radial distribution plots, one can now check the
structural stability and identity of every compound used in this project. Since we have simulated
only FCC-based HEAs, closer analysis of the widths and heights of the RDF peaks can give an
indication of how well the structure compares to an ideal FCC lattice. A narrow peak is a result
of a better FCC fit, while a broad peak implies more atoms are displaced from their ideal FCC
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locations. This provides initial insight into the general stability of each alloy, which is important
when looking at its physical characteristics. Two notes should be made. First, due to the sheer
number of compositions and temperatures studied, the vast majority of data can be found in
Appendix C, while this section serves as a summary and explanation of the most important
results. All structures follow very similar trends, so it is sufficient to use a small number of RDF
plots as broad-reaching samples. Second, the analysis of RDF plots is in some cases purely
qualitative – such as when comparing the widths of two peaks – and should only be used to
verify and identify qualitative trends.
The first and arguably most important analysis is on the effect that temperature has on the
stability of an HEA structure. To accomplish this, the equiatomic ternary system FeNiCr is
generated for six temperatures spanning the range from 0 to 1000 K, as seen in Figure 29. This
is done to verify that all further calculations are performed on the expected structure at all
temperatures.
Next, to gain insight into the effects of chemical balance on the strengths of HEAs, six
quinary compounds – FeNiCrCoCu, Fe60NiCrCoCu, FeNi60CrCoCu, FeNiCr60CoCu,
FeNiCrCo60Cu, and FeNiCrCoCu60 – are studied at 200 K. The low temperature ensures that
random variation in peak width due to kinetic energy does not greatly influence this analysis,
while the nonzero aspect ensures the peaks are wide enough to be comparable. The results of this
step are summarized in Figure 30. For this analysis, the value of g(r) (the calculated value of the
total RDF at a given radius) at the first peak is used as an indicator of peak width. The area under
the curve – which is coincidentally the coordination number – is the same for each of the six
plots, so a lower peak corresponds to a wider peak, and thus lower stability.
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Figure 29: Radial Distribution Function Plots for FeNiCr at 0 K (a), 200 K (b), 400 K (c), 600 K
(d), 800 K (e), and 1000 K (f); Left Vertical Axis Undergoes a Scale Change with Successive
Temperature Increases, Peaks Widen and Become Shorter and Noisier
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Figure 30: Radial Distribution Function Plots for FeNiCrCoCu (a), Fe60NiCrCoCu (b),
FeNi60CrCoCu (c), FeNiCr60CoCu (d), FeNiCrCo60Cu (e), and FeNiCrCoCu60 (f) observed at
200 K; Scaling of Left Vertical Axis is Adaptive, Fe- and Ni-Dominant Alloys show Largest
RDF
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Finally, the three types of alloys – ternary, quaternary, and quinary – are compared to see
if the complexity of the system has any influence on its stability. For each of the three cases, the
equiatomic structure is used to create the most practical comparison. This is again done at 200 K
and can be seen in Figure 31.

Figure 31: Radial Distribution Function Plots for Equiatomic Ternary (a), Quaternary (b), and
Quinary (c) Structures at 200 K; Ternary Alloys show Largest RDF, Quinary show Smallest

In an attempt to verify that all the elements remain equally distributed among the
structure, their individual RDF values and coordination numbers are also plotted, as is seen as an
example in Figure 32 at 200 K. In every scenario, the dominating alloy has the highest
coordination number, but all elements have an equal probability – ignoring random noise – of
occurring at each of the five FCC positions.
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Figure 32: Individual Radial Distribution Plot (a) and Individual Coordination Numbers (b) for
FeNiCr70 at 200 K; All Elements are Spread Evenly

The radial distribution function and coordination number calculations for the ternary,
quaternary, and quinary structures show convincing patterns. Perhaps the most important
realization is that all generated structures maintain their FCC behavior at all temperatures from 0
to 1000 K; while the higher temperatures may cause instability, the uniform lattice is maintained,
even for the individual elements (in other words, there is no clumping or separation to form a
substructure). Figure 29 shows five distinct peaks at every instance within a range of 7 Å, a clear
sign of FCC behavior. At higher temperatures, the graphs display significantly shorter and
broader peaks than those at 0K of the same composition, a trend explained by the tendency for
atoms to vibrate as their internal energy increases with temperature – see phonons. As a particle
vibrates more vigorously, there is a lower chance it will be found in the ideal FCC position.
Additionally, an overlap in adjacent probability peaks begins at around 600 K; while this is not
physically significant to this project, it does mean that areas of guaranteed emptiness disappear at
higher temperatures. This makes sense, as eventually the plot should flatten out once the solid
melts. In general, Figures 29 through 32 show that both equiatomic and non-equiatomic
compounds used in the present work are stable FCC structures. When comparing different
compositions to each other, the same trends take shape at each temperature. For each of the three
categories of compounds – ternary, quaternary, and quinary – the Ni-dominant structures exhibit
the narrowest RDF peaks, indicative of a very stable FCC structure. The Fe- and Co-dominant
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structures consistently have the next-highest peaks, followed by the equiatomic, Cu-, and Crdominant alloys. In general, the RDF analysis indicates that Ni-dominant alloys are most stable
in an FCC arrangement, followed by Fe, Co, Cu, and Cr. This trend deteriorates slightly at higher
temperatures, as the Fe-dominant species become unstable at a higher rate than normal, perhaps
due to the element’s willingness to change its preferred structure. Furthermore, Figure 31
suggests that an increased complexity causes a more unstable structure, although this
phenomenon could be due to the addition of elements such as Co and Cr, which have been
shown to be the destabilizing.
Radial distribution function calculations offer only one part of the picture, however, as
other factors – valence electron concentration (VEC), atomic size difference (ASD), enthalpy,
and entropy – must also be considered. Table 3, collected by Michael Grant as part of his side of
the project – using values calculated by Takeuchi et al. for the enthalpy of mixing in atomic pairs
43

and the equations found in Guo et al. 44 – displays those quantities for the 15 compounds, as

well as their Young’s Modulus 4. In general, a higher VEC value indicates a structure that is
mostly FCC dominant; the larger the value, the more stable the compound is in an FCC lattice 45.
By this logic, the more complex quinary systems should be the most stable; the increase in
entropy and enthalpy may cause discrepancies between the physical (RDF) – wherein the simpler
systems show higher stability – and mathematical (VEC) measurements. Secondly, the Cudominant compounds should be most sturdy, followed by Ni, Co, Fe, and Cr. This trend partially
agrees with the RDF data, but there are differences – most notably copper and iron. In each case,
the iron- and copper- dominant species have the largest ASD and enthalpy values, which could
influence the accuracy of using RDF as a measure of stability. As is discussed in the theory
section, the added tension due to starkly varying atomic sizes may cause the lattice to shift –
which would account for wider RDF peaks – while not directly destabilizing it. The radial
distribution function serves mainly to describe the fit to an ideal lattice, and many other factors
must be accounted for before it can be used to analyze a system’s stability. Additionally, the
physical properties of an alloy are connected to its intrinsic attributes, as is seen here in Young’s
Modulus and later in tensile strength.
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Table 3: Intrinsic Properties of FeNiCr(CoCu) High Entropy Alloys 4

Composition

VEC

ASD

FeNiCr

7.92

Fe70NiCr

Entropy Enthalpy

E111 (GPa)

E110 (GPa)

E100 (GPa)

-4.36

350

306

167

6.81

-1.89

385

259

153

0.18

6.81

-3.87

283

323

173

6.9

0.23

6.81

-3.54

351

271

121

FeNiCrCo

8.25

0.3

11.53

-3.75

344

287

125

Fe64NiCrCo

8.12

0.31

8.72

-1.86

283

277

155

FeNi64CrCo

9.16

0.21

8.72

-3.11

375

308

137

FeNiCr64Co

7.08

0.23

8.72

-3.84

343

263

104

FeNiCrCo64

8.64

0.27

8.72

-2.12

366

265

85

FeNiCrCoCu

8.8

1.03

13.38

3.20

300

256

121

Fe60NiCrCoCu

8.6

0.88

10.21

2.60

261

239

131

FeNi60CrCoCu

9.4

0.78

10.21

-0.20

350

293

141

FeNiCr60CoCu

7.4

0.78

10.21

0.80

321

253

108

FeNiCrCo60Cu

8.9

0.74

10.21

1.00

345

255

89

FeNiCrCoCu60

9.9

1.22

10.21

7.8

234

196

92

(J/K)

(kJ)

1.04

9.13

8

0.25

FeNi70Cr

9.1

FeNiCr70
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4.2 Tensile Strength
4.2.1 Basic Comparisons
In an effort to explore the relationship between a metal’s physical attributes and
mechanical behavior, tensile strength tests are performed in the three main crystallographic
directions: {100}, {110}, and {111}. A constant amount of tension is applied to either side of the
structure, and the resulting changes in pressure and length are recorded, as seen in Figure 33.

Figure 33: Tensile Strength Calculation Sample Output Data

As one can see, the pressure in the x-direction is steadily decreasing (corresponding to an
externally applied tensile force), while the length in the same direction is increasing. The
temperature remains relatively constant, though slight variation is seen as the material adjusts in
each step. Similar noise accounts for the slight variation in Pyy, Pzz, and Lz (pressure in the y
and z directions, as well as length in the z direction); when a material is deformed in one
direction, the other directions must adapt accordingly, analogous to when a rubber band is
stretched. As is shown in Figure 12, the most important part of this process is the region where
the stress – which is a value taken from pressure – stops increasing. At this step, the material
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undergoes failure, causing a sharp increase in temperature due to the released potential energy, as
is visible in Figure 34. Here, what would be referred to as the tensile strength peak is marked by
a rectangle. If one were to plot both of these values – Pxx and T (pressure in the x direction and
temperature) – as a function of step number, the graph would resemble a stress-strain curve.
Strain is a measure of how much a material has been deformed; in other words, it shows the
material’s current length as compared to its original length. From this definition, a very easy
formula can be derived to calculate the instantaneous strain at each timestep n, as seen in
Equation 13, where 𝐿𝑛𝑥 gives the length of the material in the deformed direction at timestep n,
and 𝐿0𝑥 gives the original length.
𝑆𝑡𝑟𝑎𝑖𝑛𝑛 =

𝐿𝑛𝑥 − 𝐿0𝑥
𝐿0𝑥

(𝟏𝟑)

Stress is a measure of force exerted on a material over a specific area; the resulting dimension of
force per unit area is commonly given as a pressure, so the data collected in the output file for
Pxx – adjusted for correct units and sign – is analogous to stress. Equation 14 gives the
appropriate formula used to convert the output to a value of stress in GPa.

𝑆𝑡𝑟𝑒𝑠𝑠𝑛 =

𝑃𝑥𝑥𝑛
−10000

(𝟏𝟒)

Figure 34: Peak Stress Value of HEA, Shown by Most Negative Value on Left Column; Right
Column Shows this occurs at 200 K with a Value of 19.6 GPa
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While a stress-strain curve is an important piece of data in materials science, there is only
one piece of data is useful with regards to this study. As a result, the tensile strength peaks are
taken from the 225 stress-strain curves (fifteen compounds, each tested at five different
temperatures and in three different slip directions) and tabulated for ease of view and analysis. In
the future, data such as Young’s modulus, ultimate strength, and ductility may be studied, all of
which would require the full data set, not just the single point studied here. The data points are
summarized in Tables 4 through 6, and comparisons are visualized in Figures 35 through 38.
All tensile strength values are given in gigapascal (GPa), and all temperatures are given in
Kelvin. The numerical data is shown before analysis, and the graphical representations are
located in Appendix E.

Table 4: Ternary Tensile Strength Values for Temperatures Ranging from 0 to 1000 K, given in
GPa

Compound

200 K

400 K

600 K

800 K

1000 K

FeNiCr

18.74

16.69

14.93

13.51

11.96

Fe70NiCr

21.83

18.90

16.55

14.75

13.15

FeNi70Cr

21.66

18.25

16.07

14.34

13.16

FeNiCr70

16.75

14.40

12.77

11.03

9.88

FeNiCr

11.30

10.43

9.43

8.72

8.10

Fe70NiCr

13.85

12.23

11.16

10.01

9.04

FeNi70Cr

11.48

10.68

9.82

9.00

8.35

FeNiCr70

9.88

8.97

8.28

7.54

6.92

FeNiCr

22.52

20.76

19.54

18.13

16.46

Fe70NiCr

26.70

25.13

23.60

20.81

20.48

FeNi70Cr

23.52

21.16

19.44

18.18

16.69

FeNiCr70

16.94

15.68

14.47

13.57

13.72

{100}

{110}

{111}
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Table 5: Quaternary Tensile Strength Values for Temperatures Ranging from 0 to 1000 K, given
in GPa

Compound

200 K

400 K

600 K

800 K

1000 K

FeNiCrCo

17.70

15.38

13.28

11.52

10.02

Fe64NiCrCo

19.61

17.25

15.54

13.32

11.56

FeNi64CrCo

20.96

18.06

15.75

13.73

12.04

FeNiCr64Co

17.21

14.13

12.46

10.68

8.98

FeNiCrCo64

15.26

12.82

9.80

7.66

6.06

FeNiCrCo

8.78

8.17

7.41

7.00

6.32

Fe64NiCrCo

11.64

10.51

9.34

8.93

8.02

FeNi64CrCo

10.45

9.72

8.80

8.27

7.66

FeNiCr64Co

8.83

8.13

7.37

6.72

6.30

FeNiCrCo64

6.53

5.80

5.06

4.69

4.08

FeNiCrCo

19.60

18.21

16.71

15.37

14.78

Fe64NiCrCo

24.15

22.71

21.56

20.02

18.30

FeNi64CrCo

22.45

20.72

18.69

17.13

15.90

FeNiCr64Co

18.59

17.21

16.11

14.49

13.14

FeNiCrCo64

17.40

15.00

13.06

11.94

10.94

{100}

{110}

{111}
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Table 6: Quinary Tensile Strength Values for Temperatures Ranging from 0 to 1000 K, given in
GPa

Compound

200 K

400 K

600 K

800 K

1000 K

FeNiCrCoCu

16.6

14.27

12.51

11.39

9.92

Fe60NiCrCoCu

19.27

17.25

14.92

13.56

11.79

FeNi60CrCoCu

20.02

17.13

14.41

13.13

11.54

FeNiCr60CoCu

16.40

13.55

11.98

10.12

8.77

FeNiCrCo60Cu

15.33

12.16

9.67

7.91

6.71

FeNiCrCoCu60

13.77

12.75

11.17

9.42

8.02

FeNiCrCoCu

8.37

7.81

7.19

6.71

6.06

Fe60NiCrCoCu

11.65

10.69

9.42

8.94

8.05

FeNi60CrCoCu

10.24

9.50

8.72

7.90

7.13

FeNiCr60CoCu

8.68

7.97

7.35

6.57

6.07

FeNiCrCo60Cu

6.28

5.53

4.85

4.48

3.89

FeNiCrCoCu60

7.35

6.60

6.01

5.55

4.87

FeNiCrCoCu

13.52

11.21

12.01

10.71

10.85

Fe60NiCrCoCu

20.67

20.33

18.31

16.49

16.03

FeNi60CrCoCu

19.88

18.74

17.28

15.28

14.22

FeNiCr60CoCu

14.77

14.04

12.71

11.64

10.64

FeNiCrCo60Cu

15.40

13.35

12.04

10.85

10.82

FeNiCrCoCu60

10.72

10.49

9.88

8.58

7.97

{100}

{110}

{111}
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There are several important trends that are easily noticed. An increase in temperature
causes the material to lose strength; in almost every case – the few exceptions will be discussed
shortly – every time the temperature grows, the tensile strength decreases at a roughly consistent
rate of 0.9 GPa per 100 K for the stronger groups, and 0.2 GPa per 100 K for the weaker groups.
While there is some overlap between compounds with similar tensile strengths – for example
FeNiCrCo and FeNiCr64Co in {100}– the general order of strongest to weakest composition
remains the same for all temperatures. In other words, regardless of which element dominates the
composition, the alloy becomes weaker at roughly the same rate, as seen in Figure 35.

Figure 35: Relationship between TS and Temperature for FeNiCr and FeNi70Cr; TS Values
given on Vertical Axis, Temperature on Horizontal Axis; TS Decreases Linearly with an
Increase in Temperature

The most important takeaway from this data is that regardless of orientation and
temperature, the iron-dominant and nickel-dominant alloys are the strongest, generally by a
significant amount. With the exception of one data point, Fe70NiCr, Fe64NiCrCo, and
Fe60NiCrCoCu are consistently the strongest material in their group, followed by the respective
nickel-heavy alloys at around one to one-and-a-half GPa less (in the case of the ternary {100}
structure, this difference is larger). The equiatomic and chromium-dominant alloys are very
similar in tensile strength – again apart from the ternary {100} case – sometimes one is slightly
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stronger than the other. In the quaternary structures, the cobalt-dominant compound is
consistently, and by a large margin, the weakest. In the quinary alloys, the copper- and cobaltdominant solids behave unpredictably; in {100} and {110}, Cu is stronger than Co, but in {111},
these roles are reverse. However, both make up the lower end of the tensile strength spectrum.
The composition-tensile strength relationship is summarized in Figure 36. To an extent, these
findings agree with the earlier RDF calculations. Both nickel- and iron-dominant species are the
most stable in an FCC phase and are expected to be so even under an applied force. The data
suggests that this is the case, as both families of compounds exhibit the highest tensile strength in
every direction and complexity. The equiatomic and chromium-heavy species – roughly equal in
RDF values – also share very comparable tensile strength behavior; relatively and similarly
strong, but weaker than the aforementioned Fe and Ni materials. Copper-dominant solids show
the lowest RDF values and are located near the bottom in tensile strength, as expected. However,
the cobalt-laden materials – shown to have medium VEC and RDF values – go against any
previously seen trends. They are almost always the weakest structures, a trend that reflects the
Young’s modulus data collected by Michael Grant. As the structures’ VEC, entropy, and
enthalpy values are not unusual, the explanation for this behavior remains hidden.

Figure 36: Relationship Between Chemical Composition and TS; Fe- and Ni-Dominant Alloys
are Strongest, Co- and Cu-Dominant Alloys are Weakest
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A second valuable pattern can be observed in the comparison of a structure’s tensile
strength and its crystalline orientation; for visual reference, the three directions in question are
shown in Figure 37, as supplied by Dr. Pratik Dholabhai 4. For all three groups – ternary,
quaternary, and quinary – the {110} family of planes shows the lowest tensile strength values at
all temperatures, by a very significant margin, as is seen in Figure 38. In fact, most structures are
stronger at 1000 K in the {111} direction than they are at 200 K in the {110} direction. It should
be noted at this point that while all compositions follow this trend precisely, the nickel-dominant
alloys show a lower gap between {111} and {100} tensile strengths. For a reason that remains to
be studied, it appears that the addition of Ni causes the alloy to become stronger in {100}. The
gap between {100} and {111} is much smaller, but the latter is consistently superior. The most
likely cause of this pattern lies in the planar density of each structure. While the slip plane is the
plane with the highest atomic density, the densest planes are those with the highest tensile
strength, as shown by Umakoshi et al. in their study of CuZn 46. As can be seen in Figure 37, the
{110} family of planes is by far the most spread out, so a low tensile strength is expected. The
{111} direction is the most tightly packed, so it is unsurprising that it displays the strongest
behavior. It should be noted that the effect of crystal orientation trumps that of chemical
composition. Of course, these explanations are purely hypothetical, so a future aspect of this
project will be to calculate the planar packing density – partially dependent on the elemental
composition – of these structures and relating that value to the corresponding tensile strength.

(a) [100]

(b) [110]

(c) [111]

Figure 37: FCC Structures in (a) {100}, (b) {110}, (c) and {111} Orientation
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One of the biggest concerns while running tensile strength tests is the behavior of irondominant species at high temperatures, as their RDF plots indicate an increased loss of stability
relative to the norm. However, their tensile strengths evolved no more or less linearly than that of
other compounds. While these results are not conclusive, there is no indication that a loss of
preference for an FCC phase causes the material to weaken. The biggest issue observed in the
data is seen in the {111} direction quite often; the tendency of some materials to seemingly
become stronger at higher temperatures. To explore this, and to verify the need (or lack thereof)
for error bars in the data, repeated tests are done on a selection of quinary structures, wherein the
random seed values used to generate the structure were changed. Additionally, the twelve slip
directions in the {111} family, mentioned in the theory on slip systems, are explored.

Figure 38: Relationship Between Slip Direction and Tensile Strength for Fe60NiCrCoCu; {111}
is the Strongest, Followed by {100} and {110}
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4.2.2 Random Error

First, random seed values are tested for a handful of structures, spanning the entire
spectrum of quinary compositions. In total, three are tested in the {111} slip family – the most
problematic one, given in Figure 39 – as well as two in the {100} (one with unique atomic
fractions) and one in the {110} family, summarized in Figure 40.

Figure 39: Random Seed Value Testing in the {111} Slip Direction for (a) FeNiCrCoCu, (b)
FeNi60CrCoCu, and (c) Fe60NiCrCoCu showing Large Error Margins

Even on first look, it is clear that only the {111} family shows significant variation.
While some error is visible in Figure 40, the general pattern of all trials is the same; there is a
negative, linear relationship that does not deviate from the average by more than half of a
gigapascal. As this data is used purely as a method of comparing different compositions and slip
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directions, exact numbers are not necessary; a difference of half a gigapascal has no effect
regarding the ongoing analysis. For the sake of reducing the amount of data, only the {111}
direction – both due to its importance as the main slip plane and the subsequent existence of
twelve unique slip directions, as well as the odd behavior seen in Figure 39 – has an appropriate
error included in further data analysis. A handful of runs are done for the Fe35NiCrCoCu35
system – previously untested – in the {100} direction in an effort to elude some of the variation
seen in the {111} cases.

Figure 40: Random Seed Testing for (a) Fe60NiCrCoCu, (b) Fe35NiCrCoCu35 Structures in {100}
and (c) FeNiCrCoCu60 in {110} showing Negligible Error Margins and Repetitive Behavior

If one element slightly dominates the other element while the two are supposed to be
equal (in other words, some structures will have slightly more Fe than Cu, while others will have
more Cu than Fe), the difference could result in a change in tensile strength; previous examples
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show that there is some dependence of TS on the chemical makeup of the structure. Since Fedominant alloys are generally the strongest, and Cu-dominant alloys are generally the weakest,
comparing these two would cause the largest possible fluctuations in a {100} system. However,
the data (Figure 40b) is as condensed and linear as the other {100} and {110} cases, further
supporting the idea that orientation is the main factor.
However, to further test the possibility of imbalance in atomic fractions – an unfortunate
but ineradicable aspect of randomness – partially influencing the tensile strength data, the plots
in Figure 39 are analyzed in more detail. The equiatomic structures (Figure 39a) do appear to
vary more significantly across all temperatures; additionally, they look to be subject to
oscillatory behavior more often. If the case of one element slightly dominating (making up 22%
of the crystal, instead of 20%) had any effect on tensile strength, this would be the consequence.
To find a way to quantize this idea, the standard deviation in atomic fractions is calculated for
each of the equiatomic trials – each element should make up 20% of the atom, so the differences
to this ideal are averaged and normalized – as given in Table 7, along with the exact number of
atoms of each type present (ideally, 3200). Furthermore, the tensile strength values, the actual
temperatures at which they are recorded, the mean TS for each temperature, and the average
difference to the mean for each structure (taken across all temperatures) are given in Table 8 for
all six trials. Again, all tensile strength values are given in GPa.

Table 7: True Atomic Fractions for Equiatomic Quinary Structures Used in Random Seed
Testing

File

# Fe

# Ni

# Cr

# Co

# Cu

# Avg.

St. Dev.

Seed 1

3151

3270

3237

3166

3192

3203

44.36

Seed 2

3198

3259

3148

3097

3198

3180

54.41

Seed 3

3214

3131

3227

3227

3187

3197

36.18

Seed 4

3117

3167

3267

3202

3189

3188

48.82

Seed 5

3291

3196

3302

3199

3096

3217

74.96

Seed 6

3289

3211

3245

3173

3159

3215

47.52
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Table 8: Tensile Strength Values, Peak Temperatures, and Average Differences to the Mean
Tensile Strength for Equiatomic Quinary Structures used in Random Seed Testing

File

200 K

400 K

600 K

800 K

1000 K

Avg. Diff.

Seed 1

13.55

11.21

12.01

10.71

10.85

0.46

195 K

391 K

582 K

776 K

978 K

15.76

14.21

14.13

12.61

12.12

193 K

384 K

569 K

769 K

984 K

13.51

12.90

11.76

11.19

11.04

196 K

388 K

586 K

772 K

966 K

13.02

11.40

12.16

10.50

10.09

197 K

384 K

581 K

777 K

964 K

12.64

11.91

11.17

11.21

10.83

200 K

389 K

585 K

771 K

979 K

13.68

12.59

12.10

12.31

10.66

195 K

389 K

583 K

774 K

974 K

13.69

12.37

12.22

11.42

10.93

Seed 2

Seed 3

Seed 4

Seed 5

Seed 6

Avg. TS

1.64

0.30

0.69

0.57

0.30

-

The average differences in tensile strength can be grouped into three magnitudes: large
(Seed 2), medium (Seeds 1, 4, and 5), and small (Seeds 3 and 6). The standard deviations from
equiatomic fractions can be divided into the same groups: large (Seeds 2 and 5), medium (Seeds
1, 4, and 6), and small (Seed 3). Clearly, there is some relationship between the deviation from a
truly equiatomic structure and the deviation from the average tensile strength. The more a
material becomes dominated by one or two elements, the more likely it is to exhibit abnormal
TS. Coincidentally, the largest variation in TS occurs generally when the peak is reached at the
lowest relative temperatures (193 Kelvin instead of 200 Kelvin). There is slight indication that
the chemical identity of the dominating atom has some effect on tensile strength, as previously
postulated; the largest deviation in Seed 2 transpires in a compound with abnormal nickel
amounts, which is also present in Seed 1, a structure with a medium amount of variation. Nickeldominant alloys are the second strongest, so a structure with a small skew towards this element
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could have unusually large TS values. However, none of the medium or low groups of average
deviation share compositional abnormalities. In general, it seems that dissimilarities in the
composition of the alloy can cause significant differences in the tensile strength.
It is important to briefly look at the oscillatory behavior of the data in the {111}
direction, as it goes against any physical reasoning. A material should not get stronger with
higher temperatures, so what is causing this pattern? The exact answer may lie in many different
areas – random error, structural grains, etc.… – all of which go beyond the scope of this part of
the project. One cause of this problem could be the potential energy landscape of the material
combining with the way in which the simulation is run. To save time and computational power,
the structures are not freshly generated for each temperature. Instead, one structure is created and
put through the MD process and read into a loop that cycles through all temperatures, resetting
after each step. The energy landscape of a material is dependent on the temperature, as well as
the physical arrangement of atoms. For a specific structure – one that is read into the beginning
of each step in a loop, as an example – the magnitudes of the energy minima could change with
temperature. Suddenly, a minimum that was previously lower in energy than its neighboring
minimum is now higher (see Figure 24 for a visual reference). Thus, the material is trapped in a
higher-energy state than before, causing lower stability. Consequentially, the material will
exhibit lower tensile strength, even though it is the same material that was tested at other
temperatures. The same process can occur to cause higher-than-normal tensile strength; overall,
an oscillating pattern – or at the very least, a non-linear pattern that is seen in all slip directions –
is possible. Nonetheless, there must be additional reasons as to why this phenomenon is
exclusive to the {111} orientation, which can be explored as part of the future. For the purposes
of this project, an error of +/- 1.5 to 2 GPa should be sufficient to account for disparities in {111}
data.

4.2.3 Slip Directions in {111}

The {111} orientation contains the most important family of slip directions, as they are
generally the strongest and most densely packed. While geometrically they appear the same in a
face-centered cubic lattice, there is a distinct possibility that the variation observed in previous
data is caused by differences in the slip directions. LAMMPS provides a simple method of
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specifying the exact slip plane, wherein all three directional vectors must be provided; in the
previous sections, the most general direction – (111) [1-10] – is used. In order to study all of the
slip directions, twelve equiatomic structures are generated according to the law of orthogonality
(the three orientation vectors must be orthogonal to one another), and the tensile strengths –
along with the strain at which failure occurs – at 200 Kelvin are recorded in Table 9. At first
glance, these numbers seem to vary just as much as the data in Figure 39. However, they seem
to fall into three groups, an idea that is evident upon visualization on a graph (Figure 41).

Table 9: Tensile Strength and Strain Values at Failure for All {111} Slip Systems

Slip System

Stress at Failure (GPa)

Strain at Failure

(111) [1-10]

14.6

0.072

(111) [-101]

12.9

0.065

(111) [01-1]

16.2

0.080

(11-1) [1-10]

17.0

0.085

(11-1) [101]

14.6

0.072

(11-1) [011]

17.2

0.084

(1-11) [110]

16.8

0.082

(1-11) [10-1]

13.1

0.067

(1-11) [011]

16.7

0.081

(-111) [110]

14.7

0.074

(-111) [101]

15.2

0.076

(-111) [0-11]

15.4

0.076
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Figure 41: Graphical Representation of Tensile Strength Values for All {111} Slip Systems
showing Distinct Grouping

The twelve slip systems can be categorized according to their stress and strain at failure:
– Failure at around 13 GPa and a strain of 0.06 - 0.07 (2 systems)
– Failure at around 14.5 – 15.5 GPa and a strain of 0.07 – 0.08 (5 systems)
– Failure at around 16.2 – 17.2 GPa and a strain of > 0.08 (5 systems)

There is no apparent pattern for which slip systems are in the lower and which are in the
higher group, but the sheer existence of such distinct groupings should provide a basis from
which future work can explore the problematic deviations in the {111} orientation. Of course,
there is the possibility that this grouping is coincidental, and the discrepancy is a mirror image of
what is seen in Figure 39. Because all of the directions in {111} are so densely packed, they are
prone to variation in density due to disparities in atomic makeup. A path composed of mainly
smaller atoms, such as Ni and Co, will have a lower density than one composed of Cr. It is clear
that the exact atomic arrangements between structures varies, so the differences observed here
could be a victim of random generation as well. However, there is also a fundamental difference
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in the atomic positions among slip directions (even though they may look identical), so there
could still be some variation due to the structure. This work is by no means complete, and in the
future, a full analysis of the packing densities should shed some light onto this phenomenon.
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5.0 Conclusions
Through the use of Molecular Dynamics simulations and fundamental physical concepts,
we were able to show that FeNiCr(CoCu) High Entropy Alloys exhibit a strong compositionproperty relationship. More specifically, the stability and structure of such an alloy is dependent
on a multitude of factors, such as chemical makeup, complexity, and slip direction. While much
of this project has been limited by the use of qualitative comparisons, there are definitive trends
that provide a very solid foundation off of which further, more targeted investigations can be
launched, such as the inclusion of machine learning scripts to broaden the range of compounds in
question. Furthermore, we have shown that MD is an excellent tool for this study because of its
ability to mimic important mechanical processes to find the lowest energy state of a
multicomponent system.
Our initial RDF calculations show that resulting plots between face-centered and bodycentered cubic crystals were significantly different enough to be used as a method of verification
throughout this experiment; furthermore, the two systems evolve differently under identical
conditions, ensuring that this group of alloys is most functional in an FCC arrangement. This was
then implemented to check all of the ternary, quaternary, and quinary compounds for any
unexpected instabilities. However, none of the materials exhibit any deviation from a unitary
FCC lattice, although an increase in temperature is associated with a decrease in stability. The
nickel and iron dominant species show the closest fit; the two elements, along with cobalt, acted
as stabilizing agents when compared to an equiatomic alloy. We were also able to show that the
intrinsic crystal system of the dominating element is not a factor in RDF analysis, as some of the
more stable alloys are dominated by non-FCC elements, while the least stable – copper - is FCC
in nature. The RDF data was then combined with information about valence electron
concentration (VEC), atomic size differences (ASD), and entropy/enthalpy to strengthen the
claim that the ability of a structure to maintain its crystalline arrangement can be predicted by
such intrinsic values. While the results require further investigations to facilitate quantitative
predictions – VEC has been shown to be a measure of stability, while RDF is simply a measure
of atomic movement in a fixed lattice – qualitative trends suggest that iron- and nickel-dominant
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species adhere to the desired crystalline behavior the best. Most importantly, we were able to
prove that all compositions maintained a consistent structure at all temperatures.
All of the tensile strength analyses performed in this work align with the behavior seen in
RDF. An increase in temperature causes a linear decrease in tensile strength at the same rate
regardless of composition. While the weaker compositions are slightly more variable across
crystal orientation and complexity, the iron and nickel-dominant alloys are consistently the
strongest, while the cobalt and copper species are the weakest. This does not reflect the pattern
seen in the pure metals, where cobalt is the strongest and nickel is one of the weakest. Nickeldominant species appear to be unique, as it is abnormally strong in the {100} orientation, even
stronger than the iron-dominant structures in some situations. Additionally, this data more
closely mirrors the pattern observed in RDF than the one in VEC, so it seems that phase stability
is not the only factor that influences mechanical strength. When looking at complexity, the
ternary solids are consistently stronger, followed by the quaternary and quinary solids. However,
this could be due to the addition of cobalt and copper in the latter two, as both are elements that
show weaker tensile strengths. The {111} family of slip directions is the strongest, which is to be
expected. A more closely packed plane requires more bonds to be broken during the deformation
process. This is also reflected in most other cubic materials, where the principal slip plane lies in
the {111} direction. With increased complexity, {111} decreases in tensile strength more rapidly
than the {100} direction, perhaps due to the effects of weakening elements such as copper and
cobalt being felt more strongly in a densely packed plane. Through a more detailed approach, we
showed a significant amount of variation in the {111} data, however, with inconclusive
explanations as to why the error occurred. There is some correlation between the random error in
atomic fractions and tensile strength, as well as the specific slip direction and tensile strength;
however, given that these effects are not present in the weaker {100} and {110} orientations,
further investigations are expected to shed some light on the root cause for such discrepancies.
Out of all of the takeaways from this project, the most important are the relationship
between RDF and TS, as has been shown in other materials, and insight into the guidelines
needed in the design of HEAs 47. Nickel and iron consistently increase the strength of the alloys,
while cobalt and copper do the opposite; trends like this are also observed in other High Entropy
Alloy families 48. Perhaps the biggest factor in the tensile strength of a solid is its orientation.
Regardless of temperature of composition, the strength calculations along the slip plane {111}
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were the strongest, while along the {110} they were the weakest. This is valuable information for
any applications as it shows both the maximum capability and the minimum expected strength.
What does all of this mean? We have shown that alloys with large iron and nickel content
are best suited for high-temperature and high-tension applications, such as in aerospace and
architecture, due to their extremely high mechanical strength and stability at temperatures as high
as 1000 Kelvin. This is important not only for potential applications of FeNiCr(CoCu) alloys, but
also in the design of all future alloys, as it is clear that some elements (Fe and Ni) are favorable,
while others (Cu and Co) are not. Furthermore, we were able to show that all compounds favor
the {111} and {100} slip directions – some compositions more strongly than others – providing
ample evidence that the atomic density of a slip direction is directly correlated to its tensile
strength. This can be applied to all crystalline materials in general, and certain patterns – for
example, Ni-dominant species performing better in {100} than Fe-dominant species, or {111}
showing large margins of error – show the need for further investigation into this theory. Lastly,
this project has shown that MD modeling provides an excellent and cheap method of analyzing a
large group of alloys and can easily identify the strongest candidates for future applications
without the need for a full laboratory setup. The data gathered by us has outlined a set of
guidelines for the successful design of novel materials and is the first step in assembling a highthroughput computational framework for a more detailed study of the aforementioned
composition-property relationships. As this project moves forward, the two most important areas
of focus will be the extension of this data to a variety of new compositions, atomic fractions, and
temperatures, as well as the large margins of error in the more densely packed slip planes.
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Appendix A
EAM Potential Energy File
The embedded-atom model potential file used in this study is taken from an external
source 40. While this limits the types of alloys that can be studied, the process of learning about
and calculating a complete potential goes well beyond the purpose of this project. As more focus
is put on High Entropy Alloys, more and more potential files become available for public use.
An example of the parameters is given in Figure 42. It should be noted that this is an EAM file,
not the previously discussed MEAM file; while the latter provides a more accurate depiction of
the interactions between atoms, it is simply not available at this point in time.

Figure 42: Example Potential EAM File

The file is formatted as followed, as provided by the LAMMPS documentation: lines 1,
2, 3 = comments (ignored); line 4: Nelements Element1 Element2 … ElementN; line 5: Nrho,
drho, Nr, dr, cutoff; line 6 = atomic number, mass, lattice constant, lattice type (e.g., FCC) 38. In
more understandable words, the first three lines are used to characterize the file type and format
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and are generally ignored by the program itself. The next line sets the number of elements in the
file, as well as their chemical identity in abbreviated form; it also determines the order in which
the potential energy values appear in the file. The following line sets the number of tabulated
values (Nrho and Nr), the spacing in density and distance space for those values (drho and dr
respectively), and the cutoff distance at which neighboring atoms are considered. Lastly, line 6
lists the intrinsic properties of the element that is tabulated; for example, the first section of the
file contains data about iron, which has an atomic number of 26. Following the header line, there
are roughly 2000 to 3000 rows of 𝜙𝛼𝛽 (𝑟𝑖𝑗 ) values for all possible element combinations of atom
i and j, in the format (1, 1), (2, 1), (2, 2), (3, 1), (3, 2), and so on. This section is then repeated for
each element, resulting in 5 sections making up a total of over 14000 rows of values. Put
together, these numbers create the potential energy landscape for any face-centered cubic
structure containing iron, nickel, chromium, cobalt, or copper 38. It should be noted that the
potential energy file used is modeled after a near-equiatomic FeNiCrCoCu alloy, though it is still
applicable to non-equiatomic systems, as later supported by radial distribution function analysis.
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Appendix B
Units
In LAMMPS, the command units sets the types of units that are used in the subsequent
commands, so that they need not be reiterated every time. The style chosen for this project is
metal, which will now be elaborated upon. All information is taken from LAMMPS
documentation 38.

•
•
•
•
•
•
•
•
•
•
•
•
•
•
•

mass = grams / mole
distance = Angstroms
time = picoseconds
energy = eV
velocity = Angstroms / picosecond
force = eV / Angstrom
torque = eV
temperature = Kelvin
pressure = bars
dynamic viscosity = Poise
charge = multiple of electron charge (1.0 is a proton)
dipole = charge * Angstroms
electric field = volts / Angstrom
volumetric density = gram / cm3
planar density = gram / cm2

The reasoning behind this choice is self-explanatory when looking at the important
values. When looking at a lattice of around 5000 atoms, the dimensions of the structure are easily
measured in Angstrom (equivalent to 0.1 nanometers). When analyzing the effects of
temperature, it is best to start at absolute zero, so using the Kelvin scale seems most appropriate.
While ultimately gigapascals are used to look at tensile strength, the conversion from bar to GPa
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is linear and straightforward (as opposed to atm or mmHg). The dimensions of mass, although
not explicitly used in this study, follow the scientific norm of grams per mole. The remaining
variables are the result of the choice made and are not used in this portion of the project.
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Appendix C
RDF Plots
In total, well over 200 plots were generated during the calculation of radial distribution
functions. Some of the most meaningful ones are found in the results section while others will be
located here. However, there will be some omissions for the sake of saving space; for example,
the plots for individual elements (Fig. 32) do not provide any additional information, so they will
be left out. Heavy emphasis is placed on the Fe- and Ni-dominant species, as they are the most
promising in terms of stability and potential future applications.
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Figure 43: RDF and Coord. Number Plots for Fe70NiCr
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Figure 44: RDF and Coord. Number Plots for Fe64NiCrCo
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Figure 45: RDF and Coord. Number Plots for Fe60NiCrCoCu
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Figure 46: RDF and Coord. Number Plots for FeNi70Cr
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Figure 47: RDF and Coord. Number Plots for FeNi64CrCo
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Figure 48: RDF and Coord. Number Plots for FeNi60CrCoCu
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Figure 49: RDF and Coord. Number Plots for Select Cr-Dominant Species at 200 K and 800 K

Figure 50: RDF and Coord. Number Plots for Select Co-Dominant Species at 200 K and 800 K
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Figure 51: RDF and Coord. Number Plots for FeNiCrCoCu60 at 200 K and 800 K
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5.4 Appendix D
Stress – Strain Curves
The results section shows only the value of the tensile strength for each structure; the rest
of the stress-strain curve, though not important to this part of the project, can still provide
valuable insight into the evolution of a material under a tensile force. Thus, the stress-strain
curves for Fe60NiCrCoCu are included in all directions.
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Figure 52: Stress-Strain Curves for Fe60NiCoCrCu in {100}
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Figure 53: Stress-Strain Curves for Fe60NiCrCoCu in {110}
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Figure 54: Stress-Strain Curves for Fe60NiCrCoCu in {111}
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Appendix E
Tensile Strength Data

Figure 55: Ternary Tensile Strength Values for {100}
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Figure 56: Ternary Tensile Strength Values for {110}

Figure 57: Ternary Tensile Strength Values for {111}
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Figure 58: Quaternary Tensile Strength Values for {100}

Figure 59: Quaternary Tensile Strength Values for {110}
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Figure 60: Quaternary Tensile Strength Values for {111}

Figure 61: Quinary Tensile Strength Values for {100}
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Figure 62: Quinary Tensile Strength Values for {110}

Figure 63: Quinary Tensile Strength Values for {111}
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