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Abstract
Pesin’s formula relates the entropy of a dynamical system with its positive Lya-
punov exponents. It is well known, that this formula holds true for random dynamical
systems on a compact Riemannian manifold with invariant probability measure which
is absolutely continuous with respect to the Lebesgue measure. We will show that this
formula remains true for random dynamical systems on Rd which have an invariant
probability measure absolutely continuous to the Lebesgue measure on Rd. Finally we
will show that a broad class of stochastic flows on Rd of a Kunita type satisfies Pesin’s
formula.
Keywords: Ergodic theory, random dynamical systems, entropy, Pesin theory, Lyapunov exponents,
stochastic flows
Mathematics Subject Classifications: primary 37A35 37H15 37D25; secondary 37A50 60H10
1 Introduction
Entropy can be seen as a measure for uncertainty or for the chaotic behaviour of an evolution
process. In information theory entropy is often interpreted as the minimal number of yes-no
questions that are necessary to encrypt a finite signal. Here we are interested in the entropy
of a dynamical system. A deterministic dynamical system preserving a smooth probability
measure is the process generated by successive applications of a diffeomorphism on some
space or manifold. The entropy for such a system given a partition of the space is roughly
speaking the asymptotic exponential rate of yes-no questions necessary to encrypt the path
of a particle evolving with this system with respect to this partition weighted with the
invariant measure (see definition below).
Pesin’s formula relates the entropy of a smooth dynamical system with its positive Lya-
punov exponents. This remarkable formula was first established for deterministic dynamical
systems on a compact Riemannian manifold preserving a smooth measure (see [14], [15] and
[16]). Pesin first proved general results concerning the existence of families of stable man-
ifolds and their absolute continuity (see [14]) and deduced therefrom the formula. Later,
results were generalized to deterministic dynamical systems preserving only a Borel measure
(see [18], [7]) and for dynamical systems with singularities (see [9]). In [4] one finds a com-
prehensive and self-contained account on the theory dynamical systems with nonvanishing
Lyapunov exponents, i.e. non-uniform hyperbolicity theory.
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In this article we are interested in random dynamical systems, i.e. the evolution of the
process generated by the successive application of random diffeomorphisms which will be
assumed to be chosen independently according to some probability measure on the set of
diffeomorphisms. Since it is much too restrictive to assume invariance of some probability
measure for each diffeomorphism, the notion of invariance was extended to random dynam-
ical system in [10]: a probability measure is said to be invariant for a random dynamical
system if the average over all possible diffeomorphisms preserves the measure (see definition
below). The notion of entropy for random dynamical systems can not directly be deduced
from the deterministic case, since in many interesting cases this quantity equals infinity (see
[10, Theorem II.1.2]). Thus Kifer extended the notion of entropy in [10] to random dynam-
ical systems: Roughly speaking entropy of a random dynamical system given a partition of
the state space is the asymptotic exponential rate of the averaged number of yes-no questions
necessary to encrypt the path of a particle evolving with this system with respect to this
partition weighted with the invariant measure. In terms of conditional entropy this coincides
with the conditional entropy of the skew product given the randomness (see Section 3.2).
By this Pesin’s results were generalized in [10], [12] and [13] to random dynamical systems
on compact Riemannian manifolds.
In this article we will extend the results to random dynamical systems on the non-
compact spaceRd. The main application we have in mind when we consider random dynam-
ical systems on Rd are stochastic flows on Rd with stationary and independent increments
preserving a probability measure that is absolutely continuous to the Lebesgue measure on
Rd. In [2] it was proven that under some regularity assumptions there is a one to one rela-
tion between random dynamical systems and stochastic flows of a Kunita type (see [11]). In
Section 9 we will show that the assumptions (see Section 3.1) are satisfied for a broad class
of stochastic flows which have an invariant probability measure.
First we will introduce the formal concept of entropy and conditional entropy of partitions
and measure preserving transformations (see Section 2). After we have defined random
dynamical systems we will present some facts on entropy for random dynamical systems
and the existence of Lyapunov exponents (see Section 3).
To bound the entropy from below we have to construct a proper partition (see Section 7)
such that the entropy of the random dynamical system given this partition can be bounded
from below by its positive Lyapunov exponents. This partition will be constructed via
local stable manifolds. Hence we will present the construction and the existence of local
stable manifolds for random dynamical systems on Rd which have an invariant probability
measure in Section 4. This section follows very closely the general plan of [13]. Roughly
speaking, the stable manifold at any point x in space consists of those points that converge
by application of the iterated functions with exponential speed to the iterated of x. One
important construction within the proof is to define sets, nowadays called Pesin sets, which
are chosen in such a way that one has uniform hyperbolicity on these sets (see Section 4.1),
i.e. uniform bounds (in space and randomness) on the behaviour of the differential of the
iterated maps (see Lemma 4.1).
In Sections 5 and 6 we state the theorems on the absolute continuity property. These
basically say that the conditional measure with respect to the family of local stable man-
ifolds of the volume on the state space is absolutely continuous (in fact, even equivalent)
to the induced volume on the local stable manifolds. This is a crucial property within the
construction of the partition mentioned in the previous paragraph and is proven in [5].
Finally in Section 8 we state the proof of Pesin’s formula for random dynamical systems
on Rd which have an invariant probability measure which is absolutely continuous to the
Lebesgue measure on Rd. First, we will bound the entropy from below following the proof
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of [13, Chapter IV] and using the results from the previous sections (see Section 8.1). The
estimate from above (see Section 8.2) was established in [19] for certain stochastic flows, but
its proof can be applied to our situation by changing only two estimates in the proof.
Let us emphasize that we obviously can not equip the space of twice continuously differ-
entiable diffeomorphisms on Rd with the uniform topology, as done in the case of a compact
state space. Here we will use the topology induced by uniform convergence on compact sets
(see [11, Section 4.1]). Clearly by this we lose the uniform bounds used in [13] to estab-
lish local stable manifolds (in particular the counterpart of Lemma 4.4). To replace these
uniform bounds we need to assume certain integrability assumptions (see Section 3.1). As
already mentioned we will show in Section 9 that all these assumptions are satisfied for a
broad class of stochastic flows on Rd.
2 Preliminaries
We will give a short introduction into (conditional) entropy of partitions and measure pre-
serving transformations, mainly following [13].
2.1 Measurable Partitions
Let (X,B, µ) a Lebesgue space. A partition of X is a collection of non-empty disjoint sets
that cover X . Subsets of X that are unions of elements of a partition ξ are called ξ-sets.
A countable family {Bα : α ∈ A} of measurable ξ-sets is said to be a basis of the
partition ξ if for any two elements C and C′ of ξ there exists an α ∈ A such that either
C ⊂ Bα, C′ 6⊂ Bα or C′ ⊂ Bα, C 6⊂ Bα. A partition which has a basis is called a measurable
partition.
For x ∈ X we will denote by ξ(x) the element of the partition ξ that contains x. If
ξ, ξ′ are measurable partitions of X , we will write ξ ≤ ξ′ if ξ′(x) ⊂ ξ(x) for µ-almost every
x ∈ X .
For any system of measurable partitions {ξα} of X there exists a product
∨
α ξα defined
as the measurable partition ξ that satisfies the following two properties: 1) ξα ≤ ξ for all
α; 2) if ξα ≤ ξ′ for all α then ξ ≤ ξ′. Furthermore for any measurable partition {ξα} of
X there exists an intersection
∧
α ξα defined as the measurable partition ξ that satisfies the
following two properties: 1) ξα ≥ ξ for all α; 2) if ξα ≥ ξ′ for all α then ξ ≥ ξ′.
Let us introduce the factor space X/ξ of X with respect to a partition ξ whose points are
the elements of ξ. Its measurable structure and measure µξ is defined as follows: Let p be
the map that maps x ∈ X to ξ(x), then a set Z is considered to be measurable if p−1(Z) ∈ B
and we define µξ(Z) := µ(p
−1(Z)). Let us remark that if ξ is a measurable partition then
X/ξ is again a Lebesgue space.
For measurable partitions ξn, n ∈ N and ξ of X the symbol ξn ր ξ indicates that
ξ1 ≤ ξ2 ≤ . . . and
∨
n ξn = ξ. Similarly the symbol ξn ց ξ indicates that ξ1 ≥ ξ2 ≥ . . . and∧
n ξn = ξ.
For a measurable partition ξ the σ-algebra generated by ξ consists of those measurable
sets of X that are (arbitrary) unions of ξ-sets. Conversely for any sub-σ-algebra there exists
a generating measurable partition. Thus in the future we will often not distinguish between
the σ-algebra and its generating partition.
One very important property of measurable partitions of a Lebesgue space is that asso-
ciated to such a partition ξ there exists a unique system of measures {µC}C∈ξ satisfying the
following two conditions:
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i) (C,B|C , µC) is a Lebesgue space for µξ-a.e. C ∈ X/ξ
ii) for every A ∈ B the map C 7→ µC(A ∩ C) is measurable on X/ξ and
µ(A) =
∫
X/ξ
µC(A ∩ C)dµξ(C).
Such a system of measures {µC}C∈ξ is called a canonical system of conditional measures of
µ associated to the partition ξ.
More detailed informations on measurable partitions can be found in [13, Section 0.2].
2.2 Conditional Entropies of Measurable Partitions
Let us again assume that (X,B, µ) is a Lebesgue space. If ξ is a measurable partition of X
and C1, C2, . . . are the elements of ξ with positive µ measure then we define the entropy of
the partition ξ by
Hµ(ξ) =
{
−∑k µ(Ck) log(µ(Ck)) if µ(X \⋃k Ck) = 0
+∞ if µ(X \⋃k Ck) > 0.
Let us remark that the sum in the first part can be finite or infinite.
If ξ and η are two measurable partitions of X , then almost every partition ξB , which is
the restriction ξ|B of ξ to B ∈ X/η, has a well defined entropy HµB (ξB). This is a non-
negative measurable function on the factor space X/η, called the conditional entropy of ξ
with respect to η. Let us set
Hµ(ξ|η) :=
∫
X/η
HµB (ξB)dµη(B),
which is the mean conditional entropy of ξ with respect to η. This number can be finite or
infinite. If η is the trivial partition whose single element is X itself, then clearly Hµ(ξ|η)
coincides with Hµ(ξ). Furthermore it is easy to see that
Hµ(ξ|η) = −
∫
X
log
(
µη(x)(ξ(x) ∩ η(x))
)
dµ(x). (2.1)
If the partition η generates the σ-algebra G then the conditional entropy can be expressed
in terms of conditional probabilities, i.e.
Hµ(ξ|η) = Hµ(ξ|G) := −
∫
X
∑
C∈ξ
µ(C|G) log µ(C|G)dµ.
Let us state some basic properties of the conditional entropy (see [13, Section 0.3]).
Lemma 2.1. Let ξn, ηn for n ∈ N and ξ, η and ζ be measurable partitions of X. Then we
have
i) if ξn ր ξ then Hµ(ξn|η)ր Hµ(ξ|η);
ii) if ξn ց ξ and η satisfies Hµ(ξ1|η) <∞ then Hµ(ξn|η)ց Hµ(ξ|η);
iii) Hµ(ξ ∨ η|ζ) = Hµ(ξ|ζ) +Hµ(η|ξ ∨ ζ);
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iv) if ηn ր η and ξ satisfies Hµ(ξ|η1) <∞ then Hµ(ξ|ηn)ց Hµ(ξ|η);
v) if ηn ց η then Hµ(ξ|ηn)ր Hµ(ξ|η).
Further if (Xi,Bi, µi) for i = 1, 2 are two Lebesgue spaces and T is a measure-preserving
transformation from (X1,B1, µ1) to (X2,B2, µ2), then for any measurable partition ξ and η
of X2 we have
Hµ1(T
−1ξ|T−1η) = Hµ2(ξ|η).
Proof. For the proof of property i) - v) see [17] and for the last one see [13, Section 0.3].
2.3 Conditional Entropies of Measure-Preserving Transformations
Let us consider a measure preserving transformation T : X → X and a σ-algebra A ⊂ B
with T−1A ⊂ A and denote the generating partition of A by ζ0. Then we can define the
entropy of the transformation T in the sense of Kifer (see [10]) as follows.
Lemma and Definition 2.2. For any measurable partition ξ with Hµ(ξ|A) < +∞ the
following limit exists
hAµ (T, ξ) = limn→+∞
1
n
Hµ
(
n−1∨
i=0
T−iξ
∣∣∣∣ζ0
)
.
The number hAµ (T, ξ) is called the A-conditional entropy of T with respect to ξ. Furthermore
hAµ (T ) := sup
ξ
hAµ (T, ξ) and hµ(T ) := sup
ξ
h{∅,X}µ (T, ξ)
are called the A-entropy of T and entropy of T respectively. Here the supremum is either
taken over all partition ξ with finite entropy or over all finite partitions.
Proof. See [10] and [13, Section 0.4 and Section 0.5].
If we want to define entropy for any measurable partition of X we need to assume that
the σ-algebra A is invariant under the transformation T , i.e. the following definition.
Definition 2.3. Assume that T−1A = A. Then for any measurable partition ξ of X we
define
hAµ (T, ξ) = Hµ
(
ξ
∣∣∣∣
+∞∨
k=1
T−kξ ∨ ζ0
)
.
Remark. For any measurable partition ξ that satisfies Hµ(ξ|A) < +∞ the Definition 2.2
and 2.3 coincide (see [13, Remark 0.5.1]).
3 Entropy and Lyapunov Exponents of Random Dy-
namical Systems
In this section we will first introduce the notion of random dynamical systems. Then we
will define its entropy and state the multiplicative ergodic theorem to define Lyapunov
exponents. Here we are following [13, Chapter I].
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3.1 Random Dynamical Systems
Let us abbreviate the set of two-times differentiable diffeomorphisms on Rd by Ω. The
topology on Ω is the one induced by uniform convergence on compact sets for all derivatives
up to order 2 as described in [11, Section 3.1]. With this topology Ω becomes a separable
Banach space. Let us fix a Borel probability measure ν on (Ω,B(Ω)), where B(Ω) denotes
the Borel σ-algebra of Ω.
We are interested in ergodic theory of the evolution process generated by successive ap-
plications of randomly chosen maps from Ω. These maps will be assumed to be independent
and identically distributed with law ν. Thus let
(
ΩN,B(Ω)N, νN) = +∞∏
i=0
(Ω,B(Ω), ν)
be the infinite product of copies of the measure space (Ω,B(Ω), ν). Let us define for every
ω = (f0(ω), f1(ω), . . . ) ∈ ΩN and n ≥ 0
f0ω = id, f
n
ω = fn−1(ω) ◦ fn−2(ω) ◦ · · · ◦ f0(ω).
The random dynamical system generated by these composed maps, e.g. {fnω : n ≥ 0, ω ∈
(ΩN,B(Ω)N, νN)} will be referred to as X+(Rd, ν).
Let us further define the two important spaces ΩN ×Rd and ΩZ ×Rd, both equipped
with the product σ-algebras B(Ω)N × B(Rd) and B(Ω)Z × B(Rd) respectively. As already
mentioned above Ω is a separable Banach space by the choice of the uniform topology on
compact sets. Hence we have
B(Ω)N × B(Rd) = B(ΩN ×Rd),
B(Ω)Z × B(Rd) = B(ΩZ ×Rd).
Further let us denote by τ the left shift operator on ΩN and ΩZ, namely
fn(τω) = fn+1(ω)
for all ω = (f0(ω), f1(ω), . . . ) ∈ ΩN, n ≥ 0 and ω = (. . . , f−1(ω), f0(ω), f1(ω), . . . ) ∈ ΩZ,
n ∈ Z respectively. Finally let
F : ΩN ×Rd → ΩN ×Rd, (ω, x) 7→ (τω, f0(ω)x),
G : ΩZ ×Rd → ΩZ ×Rd, (ω, x) 7→ (τω, f0(ω)x).
The function F is often called the skew product of the system. The two systems (ΩN ×
Rd, F ) and (ΩZ ×Rd, G) will allow us to see the random dynamical system somehow as a
deterministic one on the product space.
Definition 3.1. A Borel probability measure µ on Rd is called an invariant measure of
X+(Rd, ν) if ∫
Ω
µ(f−1(·))dν(f) = µ.
From now let us assume that there exists an invariant measure µ of X+(Rd, ν) and let us
denote the random dynamical system associated with µ by X+(Rd, ν, µ). From [10, Lemma
I.2.3] we have the following Lemma, which relates the notion of invariance defined above
with the invariance with respect to the skew product, i.e. the function F on ΩN ×Rd.
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Lemma 3.2. Let µ be a probability measure on Rd. Then µ is an invariant measure
of X+(Rd, ν) (in the sense of Definition 3.1) if and only if νN × µ is F -invariant, i.e.
(νN × µ) ◦ F−1 = νN × µ.
Proof. See [10, Lemma I.2.3].
Let us denote the tangent space at some point y ∈ Rd by TyRd. Although this is quite
unusual for systems on Rd we will stick to the notation from [13]. Let us define the following
map, in differential geometry known as the exponential function, for y ∈ Rd
expy : R
d ∼= TyRd → Rd, x 7→ expy(x) := x+ y,
where ∼= means that the two spaces are isometrically isomorphic and thus can be identified.
In the following we will use this often implicitely. Then we can define for (ω, x) ∈ ΩN ×Rd
and n ≥ 0 the map
F(ω,x),n : TfnωxR
d → Tfn+1ω xRd; F(ω,x),n := exp
−1
fn+1ω x
◦fn(ω) ◦ expfnωx,
which is the evolution process centered around the trajectory of x, i.e. F(ω,x),n(0) = 0
for all n ≥ 0. Throughout this article we will assume that the random dynamical system
X+(Rd, ν, µ) satisfies the following integrability assumptions on ν and µ:
Assumption 1: Let ν and µ satisfy
log+ |Dxf0(ω)| ∈ L1(νN × µ),
where |Dxf0(ω)| denotes the operator norm of the differential as a linear operator from TxRd
to Tf0(ω)xR
d induced by the Euclidean scalar product and log+(a) = max{log(a); 0}.
Assumption 2: Let ν and µ satisfy
log
(
sup
ξ∈Bx(0,1)
∣∣D2ξF(ω,x),0∣∣
)
∈ L1(νN × µ),
log
(
sup
ξ∈Bx(0,1)
∣∣∣D2F(ω,x),0(ξ)F−1(ω,x),0
∣∣∣
)
∈ L1(νN × µ),
where Bx(0, r) denotes the open ball in TxR
d around the origin with radius r > 0 and D2 is
the second derivative operator.
Assumption 3: Let ν and µ satisfy
log
∣∣∣D0F−1(ω,x),0∣∣∣ = log ∣∣Df0(ω)xf0(ω)−1∣∣ ∈ L1(νN × µ).
Assumption 4: Let ν and µ satisfy
log |detDxf0(ω)| ∈ L1(νN × µ).
Assumption 5: Let µ and ν satisfy for all n ∈ N
sup
ξ∈B(x,1)
log+ |Dξfnω | ∈ L1
(
νN × µ) .
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Assumption 1 is necessary for the application of the multiplicative ergodic theorem (see
next section), whereas Assumption 3 is used in Lemma 4.9 to achieve an estimate on the
derivative of the inverse. Assumption 2 is used in Lemma 4.4 to get an uniform bound on
the Lipschitz constant of the derivative and its inverse on some specific set Γ0 ⊂ ΩN ×Rd.
Finally we need Assumption 4 in Setion 8.1 for the final proof to bound the entropy from
below and Assumption 5 for the proof of the estimation from above (see Setion 8.2).
Let us remark that Assumption 2 can be relaxed by taking not the unit ball in TxR
d
into consideration but some ball with positive radius. Furthermore obviously Assumption 5
implies Assumption 1, but we want to make clear which integrability assumption is used at
what point of the proof.
3.2 Measure-Theoretic Entropies of Random Diffeomorphisms
In this section we will define the notion of entropy for random dynamical systems. We are
closely following [10] and [13].
Lemma and Definition 3.3. For any finite partition ξ of Rd the limit
hµ(X+(Rd, ν), ξ) := lim
n→+∞
1
n
∫
ΩN
Hµ
(
n−1∨
k=0
(fkω)
−1ξ
)
dνN(ω)
exists. The number hµ(X+(Rd, ν), ξ) is called the entropy of X+(Rd, ν, µ) with respect to ξ.
The number
hµ(X+(Rd, ν)) := sup
ξ
hµ(X+(Rd, ν), ξ)
is called the entropy of hµ(X+(Rd, ν), ξ). Here the supremum is either taken over all parti-
tion ξ with finite entropy or over all finite partitions.
Let us denote the projection from ΩZ ×Rd to ΩN ×Rd by P , i.e.
P : ΩZ ×Rd → ΩN ×Rd, (ω, x) 7→ (ω+, x),
where ω+ := (f0(ω), f1(ω), . . . ) for ω ∈ ΩZ and let us define the following σ-algebras
σ0 :=
{
Γ×Rd : Γ ∈ B(ΩN)} ;
σ+ :=
{
−1∏
−∞
Ω× Γ×Rd : Γ ∈ B
(
+∞∏
0
Ω
)}
;
σ :=
{
Γ′ ×Rd : Γ′ ∈ B(ΩZ)} .
Clearly these σ-algebras correspond to the measurable partitions {{ω} ×Rd : ω ∈ ΩN} of
ΩN × Rd, {∏−1−∞Ω × {ω} × Rd : ω ∈ ∏+∞0 Ω} of ΩZ × Rd and {{ω} × Rd : ω ∈ ΩZ} of
ΩZ ×Rd respectively. We will often use the same symbols for both, the σ-algebra and the
partition.
Then we have the following result from [13], which relates the entropy of X+(Rd, ν, µ)
in the sense of the previous definition to the conditional entropy defined in Definition 2.2.
Theorem 3.4. If ξ = {A1, . . . , An} is a finite partition of Rd and η = {B1, . . . , Bm} a
finite partition of ΩN then we have
hµ(X+(Rd, ν), ξ) = hσ0νN×µ(F, ξ × η),
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where ξ × η := {Ai ×Bj : 1 ≤ i ≤ n, 1 ≤ j ≤ m}. Furthermore this yields
hµ(X+(Rd, ν)) = hσ0νN×µ(F ).
Proof. See [13, Theorem I.2.2].
The following proposition from [13] justifies to transfer the invariant measure from ΩN×
Rd to ΩZ ×Rd.
Proposition 3.5. For every invariant probability measure µ of X+(Rd, ν) there exists a
unique Borel probability measure µ∗ on ΩZ ×Rd such that Gµ∗ = µ∗ and Pµ∗ = νN × µ.
Proof. See [13, Proposition I.1.2].
The following theorem from [13] relates the entropy of G on ΩZ ×Rd with the entropy
of F on ΩN×Rd. It will be useful for the proof of the estimation of the entropy from below
(see Section8.1).
Theorem 3.6. For X+(Rd, ν, µ) it holds that
hσ0
νN×µ
(F ) = hσ
+
µ∗ (G) = h
σ
µ∗(G).
Proof. See [13, Theorem I.2.3].
3.3 Multiplicative Ergodic Theorem and Lyapunov Exponents
By Assumption 1 in the previous section the multiplicative ergodic theorem yields the ex-
istence of linear subspaces with corresponding Lyapunov exponents, which play an extraor-
dinary important role in the analysis of dynamical systems. The following theorem is [13,
Theorem I.3.2].
Theorem 3.7. For the given system X+(Rd, ν, µ) there exists a Borel set Λ0 ⊂ ΩN ×Rd
with νN × µ(Λ0) = 1, FΛ0 ⊂ Λ0 such that:
i) For every (ω, x) ∈ Λ0 there exists a sequence of linear subspaces of TxRd
{0} = V (0)(ω,x) ⊂ V
(1)
(ω,x) ⊂ . . . ⊂ V
(r(x))
(ω,x)
and numbers (called Lyapunov exponents)
λ(1)(x) < λ(2)(x) < . . . < λ(r(x))(x)
(λ(1)(x) may be −∞), which depend only on x, such that
lim
n→+∞
1
n
log |Dxfnω ξ| = λ(i)(x)
for all ξ ∈ V (i)(ω,x)\V
(i−1)
(ω,x) , 1 ≤ i ≤ r(x), and in addition
lim
n→+∞
1
n
log |Dxfnω | = λ(r(x))(x)
lim
n→+∞
1
n
log |det(Dxfnω )| =
∑
i
λ(i)(x)mi(x)
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where mi(x) = dim(V
(i)
(ω,x))−dim(V
(i−1)
(ω,x) ), which depends only on x as well. Moreover,
r(x), λ(i)(x) and V
(i)
(ω,x) depend measurably on (ω, x) ∈ Λ0 and
r(f0(ω)x) = r(x), λ
(i)(f0(ω)x) = λ
(i)(x), Dxf0(ω)V
(i)
(ω,x) = V
(i)
F (ω,x),
for each (ω, x) ∈ Λ0, 1 ≤ i ≤ r(x).
ii) For each (ω, x) ∈ Λ0, we introduce
ρ(1)(x) ≤ ρ(2)(x) ≤ . . . ≤ ρ(d)(x) (3.1)
to denote λ(1)(x), . . . , λ(1)(x), . . . , λ(i)(x), . . . , λ(i)(x), . . . λ(r(x))(x), . . . , λ(r(x))(x) with
λ(i)(x) being repeated mi(x) times. Now, for (ω, x) ∈ Λ0, if {ξ1, . . . , ξd} is a basis of
TxR
d which satisfies
lim
n→+∞
1
n
log |Dxfnω ξi| = ρ(i)(x)
for every 1 ≤ i ≤ d, then for every two non-empty disjoint subsets P,Q ⊂ {1, . . . , d}
we have
lim
n→+∞
1
n
log γ(Dxf
n
ωEP , Dxf
n
ωEQ) = 0,
where EP and EQ denote the subspaces of TxR
d spanned by the vectors {ξi}i∈P and
{ξj}j∈Q respectively and γ(·, ·) denotes the angle between the two associated subspaces.
For more details on the multiplicative ergodic theorem for random dynamical systems
and Lyapunov exponents see for example [1] or [13, Section I.3]. The angle between to linear
subspaces E and E′ of a tangent space TxR
d for some x ∈ Rd is defined by
γ(E,E′) := inf
{
cos−1 (〈ξ, ξ′〉) : ξ ∈ E, ξ′ ∈ E′, |ξ| = |ξ′| = 1} ,
where 〈·, ·〉 denotes the Euclidean scalar product on TxRd.
3.4 Pesin Formula
Now we are able to formulate the main theorem of this article
Theorem 3.8. Let X (Rd, ν) be a random dynamical system which has an invariant mea-
sure µ and satisfying Assumptions 1 - 5. Further assume that the invariant measure µ is
absolutely continuous with respect to the Lebesgue measure on Rd then we have
hµ(X (Rd, ν)) =
∫ ∑
i
λ(i)(x)+mi(x)dµ(x).
Proof. The proof of the theorem can be found in Section 8. For the proof we need some
preparation, which will be done in the following sections.
4 Local and Global Stable Manifolds
In this section we will mainly follow the book of Liu and Qian [13, Chapter III]. In general
proofs are only given, if there is a need to change arguments due to the non-compactness of
Rd as the state space of the random dynamical system. Otherwise we will state the reference
for the proof.
10
4.1 Lyapunov Metric and Pesin Sets
Let us define for some interval [a, b], a < b ≤ 0, of the real line the set
Λa,b :=
{
(ω, x) ∈ Λ0 : λi(x) /∈ [a, b] for all i ∈ 1, . . . , r(x)
}
,
where Λ0 was defined in of Theorem 3.7. Because of FΛ0 ⊂ Λ0 and the invariance of the
Lyapunov exponents we have FΛa,b ⊂ Λa,b. For (ω, x) ∈ Λa,b and n ≥ 1 define the following
linear subspaces of TxR
d and TfnωxR
d respectively by
E0(ω, x) :=
⋃
λ(i)(x)<a
V
(i)
(ω,x), H0(ω, x) := E0(ω, x)
⊥,
En(ω, x) := Dxf
n
ωE0(ω, x), Hn(ω, x) := Dxf
n
ωH0(ω, x).
For n, l ≥ 1 let us denote the iterated functions by
f0n(ω) := id, f
l
n(ω) = fn+l−1(ω) ◦ · · · ◦ fn(ω).
and we will denote the derivative of f ln(ω) at f
n
ωx by T
l
n(ω, x) := Dfnωxf
l
n(ω) and its restric-
tion to En(ω, x) and Hn(ω, x) respectively by
Sln(ω, x) := T
l
n(ω, x)|En(ω,x), U ln(ω, x) := T ln(ω, x)|Hn(ω,x).
Let us now fix k ≥ 1 and 0 < ε ≤ min{1, (b− a)/(200d)} and let us assume that the set
Λa,b,k := {(ω, x) ∈ Λa,b : dimE0(ω, x) = k}
is non-empty. Then we have the following lemma from [13, Lemma III.1.1].
Lemma 4.1. There exists a measurable function l : Λa,b,k × N → (0,+∞) such that for
each (ω, x) ∈ Λa,b,k and n, l ≥ 1 we have
i)
∣∣Sln(ω, x)ξ∣∣ ≤ l(ω, x, n)e(a+ε)l |ξ|, for all ξ ∈ En(ω, x);
ii)
∣∣U ln(ω, x)η∣∣ ≥ l(ω, x, n)−1e(b−ε)l |η|, for all η ∈ Hn(ω, x);
iii) γ(En+l(ω, x), Hn+l(ω, x)) ≥ l(ω, x, n)−1e−εl;
iv) l(ω, x, n+ l) ≤ l(ω, x, n)eεl,
where γ(·, ·) again denotes the angle between two linear subspaces.
Proof. See [13, Proof of Lemma III.1.1].
Let us fix a number l′ ≥ 1 such that the set
Λl
′
a,b,k,ε := {(ω, x) ∈ Λa,b,k : l(ω, x, 0) ≤ l′}
is non-empty. These sets where we have uniform bounds on the derivative by Lemma 4.1 are
often called Pesin sets. Since on these sets the function l is uniformly bounded by definition
we can show continuity of the subspaces E0(ω, x) and H0(ω, x) there, which is [13, Lemma
III.1.2].
Lemma 4.2. The linear subspaces E0(ω, x) and H0(ω, x) depend continuously on (ω, x) ∈
Λl
′
a,b,k,ε.
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Proof. Although this is [13, Lemma III.1.2] we will say a few words concerning the topology
on ΩN. As mentioned in Section 3.1 the topology on Ω will be the one induced by uniform
convergence on compact sets for all derivatives up to order 2 (see [11, Chapter 4]). Thus on
ΩN we will use the usual topology of uniform convergence on finitely many elements. The
space of all k-dimensional subspaces of TxR
d ∼= Rd will be equipped with the Grasmannian
metric, by which this space is compact.
Let (ωn, xn) ∈ Λl′a,b,k,ε be a sequence converging to (ω, x) ∈ Λl
′
a,b,k,ε. By compactness of
the Grassmanian there exists a subsequence of {(ωn, xn)}n (denoted by the same symbols)
such that E0(ωn, xn) converges to some linear subspace E. Clearly E is a subspace of TxR
d.
For each ζ ∈ E there is a sequence ξn ∈ E0(ωn, xn) such that |ζ − ξn| → 0. Because for
n ∈ N we have by Lemma 4.1 that∣∣T l0(ωn, xn)ξn∣∣ = ∣∣Sl0(ωn, xn)ξn∣∣ ≤ l′e(a+ε)l |ξn| → l′e(a+ε)l |ζ|
we only need to show that the left hand side converges to
∣∣T l0(ω, x)ζ∣∣. Since {ξn}n∈N ∪ {ζ}
is a compact set in Rd and the derivatives of each component of ωn converge uniformly on
compact sets we get for all ζ ∈ E∣∣T l0(ω, x)ζ∣∣ ≤ l′e(a+ε)l |ζ| .
Then Lemma 4.1 implies that actually ζ ∈ E(ω, x), which completes the proof.
For (ω, x) ∈ Λl′a,b,k,ε and n ∈ N Lemma 4.1 also allows us to define an inner product
〈 , 〉(ω,x),n on TfnωxRd such that
〈ξ, ξ′〉(ω,x),n =
+∞∑
l=0
e−2(a+2ε)l
〈
Sln(ω, x)ξ, S
l
n(ω, x)ξ
′
〉
, for ξ, ξ′ ∈ En(ω, x)
〈η, η′〉(ω,x),n =
n∑
l=0
e2(b−2ε)l
〈[
U ln−l(ω, x)
]−1
η,
[
U ln−l(ω, x)
]−1
η′
〉
, for η, η′ ∈ Hn(ω, x).
and En(ω, x) and Hn(ω, x) are orthogonal with respect to 〈 , 〉(ω,x),n. Thus we can define
the norms
‖ξ‖(ω,x),n :=
[
〈ξ, ξ〉(ω,x),n
] 1
2
for ξ ∈ En(ω, x);
‖η‖(ω,x),n :=
[
〈η, η〉(ω,x),n
] 1
2
for η ∈ Hn(ω, x);
‖ζ‖(ω,x),n := max
{
‖ξ‖(ω,x),n , ‖η‖(ω,x),n
}
for ζ = ξ + η ∈ En(ω, x)⊕Hn(ω, x).
The sequence of norms {‖·‖(ω,x),n}n∈N is usually called Lyapunov metric at the point
(ω, x). By the definition of the inner product and by Lemma 4.2 the inner product 〈 , 〉(ω,x),n
depends continuously on (ω, x) ∈ Λl′a,b,k,ε. Now we can state [13, Lemma III.1.3].
Lemma 4.3. Let (ω, x) ∈ Λl′a,b,k,ε. Then the Lyapunov metric at (ω, x) satisfies for each
n ∈ N
i)
∥∥S1n(ω, x)ξ∥∥(ω,x),n+1 ≤ ea+2ε ‖ξ‖(ω,x),n for ξ ∈ En(ω, x);
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ii)
∥∥U1n(ω, x)η∥∥(ω,x),n+1 ≥ eb−2ε ‖η‖(ω,x),n for η ∈ Hn(ω, x);
iii) 12 |ζ| ≤ ‖ζ‖(ω,x),n ≤ Ae2εn |ζ| for ζ ∈ TfnωxRd, where A = 4(l′)2(1− e−2ε)−
1
2 .
Proof. See [13, Lemma III.1.3].
To the end of this section we will prove the following important lemma. The proof is
similar to the one of [13, Lemma III.1.4] but has to be adapted to the situation of a non-
compact state space. We will use Lip(·) to denote the Lipschitz constant of a function with
respect to the Euclidean norm |·| if not mentioned otherwise.
Lemma 4.4. There exists a Borel set Γ0 ⊂ ΩN ×Rd and a measurable function r : Γ0 →
(0,∞) such that νN × µ(Γ0) = 1, FΓ0 ⊂ Γ0 and for all (ω, x) ∈ Γ0
i) the map
F(ω,x),0 = exp
−1
f0(ω)x
◦f0(ω) ◦ expx : TxRd ∋ Bx(0, 1)→ Tf0(ω)xRd,
where Bx(0, 1) denotes the unit ball in TxR
d around 0, satisfies
Lip(D·F(ω,x),0) ≤ r(ω, x),
Lip(DF(ω,x),0(·)F
−1
(ω,x),0) ≤ r(ω, x);
ii) r(Fn(ω, x)) = r(τnω, fnωx) ≤ r(ω, x)eεn.
Proof. Let us define the function r′ : ΩN ×Rd by
r′(ω, x) :=max
{
sup
ξ∈Bx(0,1)
∣∣D2ξF(ω,x),0∣∣ ; sup
ξ∈Bx(0,1)
∣∣∣D2F(ω,x),0(ξ)F−1(ω,x),0
∣∣∣
}
,
where D2 is the second derivative operator. Then by Assumption 2 we have log(r′) ∈
L1(νN × µ). According to Birkhoff’s ergodic theorem there exists a measurable set Γ0 ⊆
ΩN ×Rd with νN × µ(Γ0) = 1 and FΓ0 ⊆ Γ0 such that for all (ω, x) ∈ Γ0 we have
lim
n→∞
1
n
log (r′(Fn(ω, x))) = 0.
Thus it follows that
r(ω, x) := sup
n≥0
{
r′(Fn(ω, x))e−εn
}
is finite at each point (ω, x) ∈ Γ0 and r satisfies the requirements of the lemma by the mean
value theorem.
4.2 Local Stable Manifolds
Fix a number r′ ≥ 1 such that the Borel set
Λl
′,r′
a,b,k,ε :=
{
(ω, x) ∈ Λl′a,b,k,ε ∩ Γ0 : r(ω, x) ≤ r′
}
is non-empty. For ease of notation we will abbreviate Λ′ := Λl
′,r′
a,b,k,ε. Then we can introduce
the notion of local stable manifolds as in [13, Section III.3].
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Definition 4.5. Let X be a metric space and let {Dx}x∈X be a collection of subsets of Rd.
We call {Dx}x∈X a continuous family of C1 embedded k-dimensional discs in Rd if there
is a finite open cover {Ui}i=1,...,l of X such that for each Ui there exists a continuous map
θi : Ui → Emb1(Bk,Rd) such that θi(x)Bk = Dx, x ∈ Ui, where Bk := {ξ ∈ Rk : |ξ| < 1} is
the open unit ball in Rk and the topology on Emb1(Bk,Rd) is the one induced by uniform
convergence on compact sets.
Then we have the main theorem of this section, which states the existence of local stable
manifolds and its representation (see [13, Theorem III.3.1]).
Theorem 4.6. For each n ∈ N there exists a continuous family of C1 embedded k-dimen-
sional discs {Wn(ω, x)}(ω,x)∈Λ′ in Rd and there exist numbers αn, βn and γn which depend
only on a, b, k, ε, l′ and r′ such that the following hold true for every (ω, x) ∈ Λ′:
i) There exists a C1,1 map
h(ω,x),n : On(ω, x)→ Hn(ω, x),
where On(ω, x) is an open subset of En(ω, x) which contains {ξ ∈ En(ω, x) : |ξ| ≤ αn},
such that
(a) h(ω,x),n(0) = 0;
(b) Lip(h(ω,x),n) ≤ βn, Lip(D·h(ω,x),n) ≤ βn;
(c) Wn(ω, x) = expfnωx graph(h(ω,x),n) and Wn(ω, x) is tangent to En(ω, x) at the
point fnωx;
ii) fn(ω)Wn(ω, x) ⊆Wn+1(ω, x)
iii) ds(f ln(ω)y, f
l
n(ω)z) ≤ γne(a+4ε)lds(y, z) for y, z ∈Wn(ω, x), l ∈ N, where ds(·, ·) is the
distance along Wm(ω, x) for m ∈ N;
iv) αn+1 = αne
−5ε, βn+1 = βne
7ε and γn+1 = γne
2ε.
Proof. For the proof see [13, Theorem III.3.1]. But let us emphasize that the following
estimates are essential for the proof and that they are satisfied in our situation. Put
ε0 := e
a+4ε − ea+2ε, c0 := 4Ar′e2ε, r0 := c−10 ε0.
Then one can easily check by using the results from Section 4.1 that for l ≥ 0 the map
F(ω,x),l = exp
−1
f l+1ω x
◦fl(ω) ◦ expf lωx :
{
ξ ∈ Tf lωxRd : ‖ξ‖(ω,x),l ≤ r0e−3εl
}
→ Tf l+1ω xR
d
satisfies
Lip‖·‖(D·F(ω,x),l) ≤ c0e3εl and Lip‖·‖(F(ω,x),l −D0F(ω,x),l) ≤ ε0,
where Lip‖·‖ denotes the Lipschitz constant with respect to ‖·‖(ω,x),l and ‖·‖(ω,x),l+1. Fur-
thermore if we define for n, l ≥ 0 the composition by
F 0n(ω, x) = id, F
l
n(ω, x) := F(ω,x),n+l−1 ◦ · · · ◦ F(ω,x),n
then for (ξ0, η0) ∈ exp−1x (W0(ω, x)) with ‖(ξ0, η0)‖(ω,x),0 ≤ r0 we get for every n ≥ 0 the
estimate
‖Fn0 (ω, x)(ξ0, η0)‖(ω,x),n ≤ ‖(ξ0, η0)‖(ω,x),0 e(a+6ε)n.
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4.3 Global Stable Manifolds
This section deals with the existence of global stable manifolds, which are constructed using
local stable manifolds. Denote
Λˆ0 := Λ0 ∩ Γ0, Λˆa,b,k := Λa,b,k ∩ Λˆ0, (4.1)
where Λ0 comes from Theorem 3.7 and Γ0 from Lemma 4.4. Let {l′m}m∈N and {r′m}m∈N be
a monotone sequence of positive numbers such that l′m ր +∞ and r′m ր +∞ as m→ +∞.
Then we have for all m ∈ N
Λ
l′m,r
′
m
a,b,k,ε ⊂ Λ
l′m+1,r
′
m+1
a,b,k,ε
and
Λˆa,b,k =
+∞⋃
m=1
Λ
l′m,r
′
m
a,b,k,ε.
If we denote
{[an, bn]}n∈N := {[a, b] : a < b ≤ 0, a and b are rational}
and let
εn :=
1
2
min
{
1,
1
(200d)
(bn − an)
}
,
then we have
Λˆ0 =
{
+∞⋃
n=1
d⋃
k=1
+∞⋃
m=1
Λ
l′m,r
′
m
an,bn,k,εn
}
∪
{
(ω, x) ∈ Λˆ0 : λ(i)(x) ≥ 0, 1 ≤ i ≤ r(x)
}
.
The following theorem, which is [13, Theorem III.3.2], then states the existence of global
stable manifolds.
Theorem 4.7. Let (ω, x) ∈ Λˆ0\
{
(ω, x) ∈ Λˆ0 : λ(i)(x) ≥ 0, 1 ≤ i ≤ r(x)
}
and let λ(1)(x) <
· · · < λ(p)(x) be the strictly negative Lyapunov exponents at (ω, x). Define W s,1(ω, x) ⊂
· · · ⊂W s,p(ω, x) by
W s,i(ω, x) :=
{
y ∈ Rd : lim sup
n→∞
1
n
log |fnωx− fnω y| ≤ λ(i)(x)
}
for 1 ≤ i ≤ p. Then W s,i(ω, x) is the image of V (i)(ω,x) under an injective immersion of class
C1,1 and is tangent to V
(i)
(ω,x) at x. In addition, if y ∈W s,i(ω, x) then
lim sup
n→∞
1
n
log ds(fnωx, f
n
ω y) ≤ λ(i)(x)
where ds( , ) denotes the distance along the submanifold fnωW
s,i(ω, x).
Proof. See [13, Theorem III.3.2].
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Definition 4.8. For (ω, x) ∈ ΩN ×Rd the global stable manifold W s(ω, x) is defined by
W s(ω, x) :=
{
y ∈ Rd : lim sup
n→∞
1
n
log |fnωx− fnω y| < 0
}
.
Let Λ′ = Λl
′,r′
a,b,k,ε be as considered before Theorem 4.6. For (ω, x) ∈ Λ′ let λ(1)(x) <
· · · < λ(i)(x) be the Lyapunov exponents smaller than a. Then one can see that
W s,i(ω, x) =
{
y ∈ Rd : lim sup
n→∞
1
n
log |fnωx− fnω y| ≤ a
}
.
Thus if (ω, x) ∈ Λˆ0\
{
(ω, x) ∈ Λˆ0 : λ(i)(x) ≥ 0, 1 ≤ i ≤ r(x)
}
and λ(1)(x) < · · · < λ(p)(x) are
the strictly negative Lyapunov exponents at (ω, x) then we get
W s(ω, x) =W s,p(ω, x)
and hence W s(ω, x) is the image of V
(p)
(ω,x) under an injective immersion of class C
1,1 and is
tangent to V
(p)
(ω,x) at x.
4.4 Another Estimate on the Derivative
For the proof of the absolute continuity theorem (see [5]), which will be stated in the next
section, we need the following estimate on the derivative.
Lemma 4.9. There exists a set Γ1 ⊂ ΩN ×Rd, with FΓ1 ⊂ Γ1 and νN × µ(Γ1) = 1 such
that for every δ ∈ (0, 1), there exists a positive measurable function Cδ defined on Γ1 such
that for every (ω, x) ∈ Γ1 and n ≥ 0 one has∣∣∣D0F−1(ω,x),n∣∣∣ ≤ Cδ(ω, x)eδn.
Proof. By Assumption 3 we have log
∣∣∣D0F−1(ω,x),0∣∣∣ ∈ L1(νN × µ) and hence we get by
Birkhoff’s ergodic theorem the existence of a measurable set Γ1 ⊂ ΩN × Rd, which sat-
isfies FΓ1 ⊂ Γ1 and νN × µ(Γ1) = 1 such that for all (ω, x) ∈ Γ1
1
n
log
∣∣∣D0F−1(ω,x),n∣∣∣ = 1n log
∣∣∣D0F−1Fn(ω,x),0∣∣∣→ 0.
Thus for all δ ∈ (0, 1) we find a measurable function Cδ such that for all n ≥ 0 and
(ω, x) ∈ ΩN ×Rd ∣∣∣D0F−1(ω,x),n∣∣∣ ≤ Cδ(ω, x)eδn.
Let us fix some C′ ≥ 1 such that the set
Λl
′,r′,C′
a,b,k,ε :=
{
(ω, x) ∈ Λl′,r′a,b,k,ε ∩ Γ1 : Cε(ω, x) ≤ C′
}
is non-empty and let us abbreviate in the following
∆ := Λr
′,l′,C′
a,b,k,ε .
The parameters for the definition of ∆ will be fixed from now on.
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5 Absolute Continuity Theorem
In this section we will state the absolute continuity theorem. To do so we will need some
preparation.
Let us choose a sequence of approximating compact sets {∆l}l with ∆l ⊂ ∆ and ∆l ⊂
∆l+1 such that νN × µ (∆\∆l)→ 0 for l →∞ and let us fix arbitrarily such a set ∆l. For
(ω, x) ∈ ∆ and r > 0 define
U˜∆,ω (x, r) := expx
({
ζ ∈ TxRd : ‖ζ‖(ω,x),0 < r
})
and for (ω, x) ∈ ∆l let
V∆l((ω, x), r) :=
{
(ω′, x′) ∈ ∆l : d(ω, ω′) < r, x′ ∈ U˜∆,ω (x, r)
}
,
where the distance d in ΩN is as before the one induced by uniform convergence on com-
pact sets for all derivatives up to order 2. Let us denote the collection of local stable
manifolds {W0(ω, x)}(ω,x)∈∆l which was constructed in Theorem 4.6 in the following by
{Wloc(ω, x)}(ω,x)∈∆l. Since by Theorem 4.6 this is a continuous family of C1 embedded
k-dimensional discs and ∆l is compact there exists uniformly on ∆l a number δ∆l > 0 such
that for any 0 < q ≤ δ∆l and (ω′, x′) ∈ V∆l((ω, x), q/2) the local stable manifoldWloc(ω′, x′)
can be represented in local coordinates with respect to (ω, x), i.e. there exists a C1 map
φ :
{
ξ ∈ E0(ω, x) : ‖ξ‖(ω,x),0 < q
}
→ H0(ω, x)
with
exp−1x
(
Wloc(ω
′, x′) ∩ U˜∆,ω (x, q)
)
= graph(φ).
By choosing δ∆l even smaller we can ensure, that for all 0 < q ≤ δ∆l , (ω, x) ∈ ∆l and
(ω′, x′) ∈ V∆l((ω, x), q/2)
sup
{
‖Dξφ‖(ω,x),0 : ξ ∈ E0(ω, x), ‖ξ‖(ω,x),0 < q
}
≤ 1
3
.
Let us fix until the end of the section (ω, x) ∈ ∆l and 0 < q ≤ δ∆l . Then we denote by
∆lω :=
{
x ∈ Rd : (ω, x) ∈ ∆l} the ω-section of ∆l and by F∆lω(x, q) the collection of local
stable submanifolds Wloc(ω, y) passing through y ∈ ∆lω ∩ U˜∆,ω (x, q/2) and set
∆˜lω(x, q) :=
⋃
y∈∆lω∩U˜∆,ω(x,q/2)
Wloc(ω, y) ∩ U˜∆,ω (x, q) .
Let us introduce the notion of transversal manifolds to the collection of local stable
manifolds F∆lω(x, q).
Definition 5.1. A submanifold W of Rd is called transversal to the family F∆lω(x, q) if the
following hold true
i) W ⊂ U˜∆,ω (x, q) and exp−1x W is the graph of a C1 map
ψ :
{
η ∈ H0(ω, x) : ‖η‖(ω,x),0 < q
}
→ E0(ω, x);
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ii) W intersects any Wloc(ω, y), y ∈ ∆lω ∩ U˜∆,ω (x, q/2), at exactly one point and this
intersection is transversal, i.e. TzW ⊕ TzWloc(ω, y) = Rd where z =W ∩Wloc(ω, y).
For a submanifold W of Rd transversal to F∆lω(x, q) let
‖W‖ := sup
η
‖ψ(η)‖(ω,x),0 + sup
η
‖Dηψ‖(ω,x),0
where the supremum is taken over {η ∈ H0(ω, x) : ‖η‖(ω,x),0 < q} and ψ is the map
representing W as in Definition 5.1.
Consider two submanifolds W 1 and W 2 transversal to F∆lω(x, q). By the choice of
δ∆l each local stable manifold passing through y ∈ ∆lω ∩ U˜∆,ω (x, q/2) can be represented
via some function φ, whose norm of the derivative with respect to the Lyapunov metric is
bounded by 1/3. Thus the following map, which is usually called Poincare´ map or holonomy
map, is well defined. Define
PW 1,W 2 :W
1 ∩ ∆˜lω(x, q)→W 2 ∩ ∆˜lω(x, q)
by
PW 1,W 2 : z =W
1 ∩Wloc(ω, y) 7→W 2 ∩Wloc(ω, y),
for each y ∈ ∆lω ∩ U˜∆,ω (x, q/2). Since the collection of local stable manifolds is by Theo-
rem 4.6 a continuous family of C1 embedded k-dimensional discs PW 1,W 2 is a homeomor-
phism.Denoting the Lebesgue measures on W i by λW i for i = 1, 2. we can define absolute
continuity of the family F∆lω(x, q).
Definition 5.2. The family F∆lω(x, q) is said to be absolutely continuous if there exists
a number ε∆lω(x, q) > 0 such that for any two submanifolds W
1 and W 2 transversal to
F∆lω(x, q) and satisfying
∥∥W i∥∥ ≤ ε∆lω(x, q), i = 1, 2, the Poincare´ map PW 1,W 2 constructed
as above is absolutely continuous with respect to λW 1 and λW 2 , i.e. λW 1 ≈ λW 2 ◦ PW 1,W 2 .
Then we have the following main theorem, often called absolute continuity theorem,
which is proved for this case in [5]. Let us denote the Lebesgue measure on Rd by λ.
Theorem 5.3. Let ∆l be given as above. There exist numbers 0 < q∆l < δ∆l/2 and ε∆l > 0
such that for every (ω, x) ∈ ∆l and 0 < q ≤ q∆l :
i) The family F∆lω(x, q) is absolutely continuous.
ii) If λ(∆lω) > 0 and x is a density point of ∆
l
ω with respect to λ, then for every two
submanifolds W 1 and W 2 transversal to F∆lω(x, q∆l) and satisfying
∥∥W i∥∥ ≤ ε∆l, i =
1, 2, any Poincare´ map PW 1,W 2 is absolutely continuous and the Jacobian J(PW 1,W 2)
satisfies the inequality
1
2
≤ J(PW 1,W 2)(y) ≤ 2
for λW 1-almost all y ∈W 1 ∩ ∆˜lω(x, q∆l).
Proof. See [5].
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6 Absolute Continuity of Conditional Measures
In this section we will state the main conclusion of the absolute continuity theorem namely
Theorem 6.2, which roughly speaking says that the conditional measure with respect to the
family of local stable manifolds of the volume on the state space is absolutely continuous
(in fact, even equivalent) to the induced volume on the local stable manifolds.
Let us start with the following proposition, which is [13, Proposition 6.1].
Proposition 6.1. Let (X,B, ν) be a Lebesgue space and let α be a measurable partition of
X. If νˆ is another probability measure on B which is absolutely continuous with respect to
ν, then for νˆ-almost all x ∈ X the conditional measure νˆα(x) is absolutely continuous with
respect to να(x) and
dνˆα(x)
dνα(x)
=
g|α(x)∫
α(x) gdνα(x)
where g = dνˆ/dν.
Proof. See [13, Proposition 6.1].
Let ∆l be a compact set as in the previous Section. Without loss of generality we can
and will assume that q∆l = ε∆l . Let us fix a point (ω, x) ∈ ∆l until the end of this section
such that λ(∆lω) > 0 and x is a density point of ∆
l
ω with respect to λ. Let us introduce the
following abbreviations
Uˆ := U˜∆,ω(x, q∆l)
Bˆ1 :=
{
ξ ∈ E0(ω, x) : ‖ξ‖(ω,x),0 < q∆l
}
Bˆ2 :=
{
η ∈ H0(ω, x) : ‖η‖(ω,x),0 < q∆l
}
.
We will denote by β the measurable partition
{
expx
(
{ξ} × Bˆ2
)}
ξ∈Bˆ1
of Uˆ and by α the
partition of ∆˜lω(x, q∆l) into local stable manifolds, i.e.
{
Wloc(ω, y) ∩ Uˆ
}
y∈∆lω∩U˜∆,ω(x,ql∆/2)
.
Since {Wloc(ω, y)}y∈∆lω is a continuous family of C
1 k-dimensional embedded discs α is a
measurable partition of ∆˜lω(x, q∆l). Further we define the sets
I := β(x) ∩ ∆˜lω(x, q∆l)
and for N ⊂ I
[N ] :=
⋃
z∈N
α(z).
Since q∆l is chosen such that each local stable manifoldWloc(ω, y) for y ∈ ∆lω∩U˜∆,ω
(
x, ql∆/2
)
can be expressed as a function on E0(ω, x) we have [I] = ∆˜
l
ω(x, q∆l). Because x is a den-
sity point of ∆lω with respect to λ we have λ(∆
l
ω ∩ U˜∆,ω(x, q∆l/2)) > 0 which implies that
λ(∆˜lω(x, q∆l)) = λ([I]) > 0.
The restriction of β to [I] will be denoted by βI . Finally let us denote by λ
X the nor-
malized Lebesgue measure on a Borel set X of Rd with λ(X) > 0 and by λβy the normalized
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Lebesgue measure on β(y) for y ∈ Uˆ induced by Euclidean structure. By Fubini’s theorem
we have
0 < λUˆ ([I]) =
∫
[I]
λβz ([I] ∩ β(z))dλUˆ (z) =
∫
[I]
λβz (βI(z))dλ
Uˆ (z). (6.1)
Because the submanifolds {β(z)}z∈Uˆ are transversal the absolute continuity theorem (The-
orem 5.3 ii)) implies that under the Poincare´ map Pβ(z),β(y) the measures λ
β
z and λ
β
y are
absolutely continuous for all y, z ∈ [I]. Thus λβy (βI(y)) > 0 if and only if λβz (βI(z)) > 0 for
all y, z ∈ [I] hence (6.1) finally implies λβy (βI(y)) > 0 for all y ∈ [I]. Hence we can define
the measure λβIy := λ
β
z /λ
β
z (βI(z)) for z ∈ [I]. By λαz we will denote the normalized Lebesgue
measure on α(z), z ∈ [I] induced by the Euclidean structure.
Theorem 6.2. Let (ω, x) ∈ ∆l. Denote by
{
λ
[I]
α(z)
}
z∈[I]
the canonical system of conditional
measures of λ[I] associated with the measurable partition α. Then for λ-almost every z ∈ [I]
the measure λ
[I]
α(z) is equivalent to λ
α
z , moreover, we have
R−1
∆l
≤ dλ
[I]
α (z)
dλαz
≤ R∆l
λαz -almost everywhere on α(z), where R∆l > 0 is a number depending only on the set ∆
l but
not on the individual (ω, x) ∈ ∆l.
Proof. The proof can be found in [13, Theorem III.6.1]. Since for fixed (ω, x) ∈ ∆l this is a
local property, the the proof remains true in our situation. Let us remark that an essential
part of the proof is the absolute continuity theorem (Theorem 5.3).
7 Construction of the Partition
Recall that Λˆ0 ⊂ ΩN ×Rd is the F -invariant set of full measure defined in (4.1) then let us
define
Λˆ1 := {(ω, x) ∈ Λˆ0 : λ(1)(x) < 0}
and state two following definitions.
Definition 7.1. A measurable partition η of ΩN × Rd is said to be subordinate to W s-
submanifolds of X+(Rd, ν, µ), if for νN × µ-a.e. (ω, x), ηω(x) := {y : (ω, y) ∈ η(ω, x)} ⊂
W s(ω, x) and it contains an open neighborhood of x in W s(ω, x), this neighborhood being
taken in the submanifold topology of W s(ω, x).
Definition 7.2. We say that the Borel probability measure µ has absolutely continuous
conditional measures on W s-manifolds of X+(Rd, ν, µ), if for any measurable partition η
subordinate to W s-manifolds of X+(Rd, ν, µ) one has for νN-a.e. ω ∈ ΩN
µηωx ≪ λs(ω,x), µ− a.e. x ∈ Rd
where {µηωx }x∈Rd is a (essentially unique) canonical system of conditional measures of µ
associated with the partition {ηω(x)}x∈Rd of Rd, and λs(ω,x) is the Lebesgue measure on
W s(ω, x) induced by Euclidean structure as a submanifold of Rd, where λs(ω,x) = δx if
(ω, x) /∈ Λˆ1.
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Now we are able to state the main proposition, which yields a measurable partition η
with certain properties by which we are able to show the estimate of the entropy from below
as presented in the next section.
Proposition 7.3. Let X+(Rd, ν, µ) be given. Then there exists a measurable partition η of
ΩN ×Rd which has the following properties:
i) F−1η ≤ η and {ω} ×Rd ≤ η;
ii) η is subordinate to W s-manifolds of X+(Rd, ν, µ);
iii) for every Borel set B ∈ B(ΩN ×Rd) the function
PB(ω, x) = λ
s
(ω,x)(ηω(x) ∩Bω)
is measurable and νN × µ almost everywhere finite, where Bω := {y : (ω, y) ∈ B} is
the ω-section of B;
iv) if µ≪ λ, then for νN × µ-a.e. (ω, x)
µηωx ≪ λs(ω,x).
From Section 4.1 we know that there exist countably many compact sets {Λi : Λi ⊂
Λˆ1}i∈N such that νN × µ(Λˆ1\
⋃
i Λi) = 0 and each set Λi is a set of type ∆
l as considered
in Section 5 and 6 but with E0(ω, x) =
⋃
λ(j)(x)<0 V
(j)
(ω,x) for each (ω, x) ∈ Λi, i.e. b = 0.
For Λi ∈ {Λi : i ∈ N} we will use the constants as in the previous sections, i.e. set kΛi :=
dimE0(ω, x) for (ω, x) ∈ Λi and in the same way AΛi , δΛi , qΛi and so on. As in the previous
sections we will denote the continuous family of C1 embedded kΛi -dimensional discs (the
local stable manifolds) given by Theorem 4.6 corresponding to n = 0 by {W sloc(ω, x)}(ω,x)∈Λi .
By Theorem 4.6 there exist λi > 0 and γi > 0 such that for every (ω, x) ∈ Λi, if
y, z ∈W sloc(ω, x) then for all l ≥ 0 we have
ds(f lωy, f
l
ωz) ≤ γie−λilds(y, z). (7.1)
For (ω, x) ∈ Λi and r > 0 let us denote
BΛi((ω, x), r) := {(ω′, x′) ∈ Λi : d(ω, ω′) < r, |x− x′| < r} ,
where as before d denotes the metric on ΩN as introduced in Section 3.1 and, to repeat, for
x ∈ Rd and (ω, x) ∈ Λi respectively
B(x, r) := {y ∈ Rd : |x− y| < r}
U˜Λi,ω(x, r) := expx{ζ ∈ TxRd : ‖ζ‖(ω,x),0 < r}.
Then we have the following corollary, which is an immediate consequence of Lemma 4.3 and
Theorem 4.6.
Corollary 7.4. There exist numbers ri > 0, Ri > 0 and 0 < εi < 1 such that the following
hold true:
i) Let (ω, x) ∈ Λi. If (ω′, x′) ∈ BΛi((ω, x), ri) then
B(x, ri) ⊂ UΛi,ω′(x′, qΛi/2).
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ii) For any r ∈ [ri/2, ri] and each (ω, x) ∈ Λi, if (ω′, x′) ∈ BΛi((ω, x), εir) then the local
stable manifold W sloc(ω
′, x′) ∩B(x, r) is connected and the map
(ω′, x′) 7→W sloc(ω′, x′) ∩B(x, r)
is continuous from BΛi((ω, x), εir) to the space of subsets of B(x, r) (endowed with the
Hausdorff topology).
iii) Let r ∈ [ri/2, ri] and (ω, x) ∈ Λi. If (ω′, x′), (ω′, x′′) ∈ BΛi((ω, x), εir) then either
W sloc(ω
′, x′) ∩B(x, r) =W sloc(ω′, x′′) ∩B(x, r)
or the two terms in the above equation are disjoint. In the latter case, if it is assumed
moreover that x′′ ∈W s(ω′, x′), then
ds(y, z) > 2ri
for any y ∈W sloc(ω′, x′) ∩B(x, r) and z ∈W sloc(ω′, x′′) ∩B(x, r).
iv) For each (ω, x) ∈ Λi, if (ω′, x′) ∈ BΛi((ω, x), ri) and y ∈ W sloc(ω′, x′) ∩ B(x, ri), then
W sloc(ω
′, x′) contains the close ball of center y and ds radius Ri in W
s(ω′, x′).
Proof. Property i) is an immediate consequence of Lemma 4.3. Where as properties ii) -
iv) follows directly from Theorem 4.6 and the choice of qΛi in Section 5.
For the proof of Proposition 7.3 we need some characterization of the F -invariant sets
in terms of stable manifolds. Let us define
Bs :=

B ∈ BνN×µ(ΩN ×Rd) : B =
⋃
(ω,x)∈B
{ω} ×W s(ω, x)

 ,
where BνN×µ(ΩN ×Rd) is the completion of B(ΩN ×Rd) with respect to νN × µ. Further
denote the σ-algebra of F -invariant sets by
BI := {A ∈ BνN×µ(ΩN ×Rd) : F−1A = A} .
Then we have the following lemma, which is [13, Lemma IV.2.2] and states that every
F -invariant set is basically a union of global stable manifolds.
Lemma 7.5. We have BI ⊂ Bs, νN × µ-mod 0.
Proof. The proof of [13, Lemma III.2.2] is adapted to the case of Rd, but follows along the
same line. Put ΩN × Bµ(Rd) := {ΩN × B : B ∈ Bµ(Rd)} where Bµ(Rd) is the completion
of B(Rd) with respect to µ. Since the infinitely often differentiable functions with compact
support on Rd are dense in L2(Rd,B(Rd), µ) and build a separable space there exists a
countable set
F := {gi : the map gi : ΩN ×Rd → R is continuous with compact support and
gi(ω, x) depends only on x for each (ω, x) ∈ ΩN ×Rd, i ∈ N},
which is dense in L2(ΩN × Rd,ΩN × Bµ(Rd), νN × µ). By Birkhoff’s ergodic theorem for
each gi ∈ F there exists a set Λgi ∈ BI with νN × µ(Λgi) = 1 such that for all (ω, x) ∈ Λgi
we have
lim
n→∞
1
n
n−1∑
k=0
gi ◦ F k(ω, x) = E
[
gi
∣∣BI] (ω, x).
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Denote ΛF :=
⋂
i Λgi . For two points (ω, y), (ω, z) ∈ ΛF belonging to the same sta-
ble manifold, i.e. there exists (ω, x) such that (ω, y), (ω, z) ∈ {ω} × W s(ω, x), we have
limn→∞ |fnωy − fnω z| = 0. Thus for any ε > 0 and any gi ∈ F there exists some compact set
C ⊂ Rd and δ > 0 such that gi
∣∣
Cc
= 0 and |z − y| ≤ δ implies |gi(z)− gi(y)| ≤ ε. Hence
there exists N ∈ N such that we have
∣∣E[gi∣∣BI] (ω, y)−E[gi∣∣BI] (ω, z)∣∣ = lim
n→∞
∣∣∣∣∣ 1n
n−1∑
k=0
(
gi(F
k(ω, y))− gi(F k(ω, z))
)∣∣∣∣∣
≤ lim
n→∞
1
n
N−1∑
k=0
∣∣gi(F k(ω, y))− gi(F k(ω, z))∣∣+ lim
n→∞
n−N
n
ε
= ε.
Since ε > 0 can be chosen arbitrarily small we have E
[
gi
∣∣BI] (ω, y) = E[gi∣∣BI] (ω, z) for
(ω, y) and (ω, z) on the same stable manifold. Hence for all i ∈ N the conditional expectation
E
[
gi
∣∣BI]∣∣
ΛF
restricted to ΛF is measurable with respect to Bs|ΛF , which implies{
E
[
gi
∣∣BI]∣∣
ΛF
: gi ∈ F
}
⊂ L2(ΛF ,Bs|ΛF , νN × µ). (7.2)
Since the functions that are invariant with respect to F do not depend on ω (see [13,
Corollary I.1.1]) we have
L2(ΩN ×Rd,BI , νN × µ) ⊂ L2(ΩN ×Rd,ΩN × Bµ(Rd), νN × µ).
Since F is a dense subset of the right-hand space and the conditional expectation can be
seen as an orthogonal projection we have that
{
E
[
gi
∣∣BI] : gi ∈ F} is dense in L2(ΩN ×
Rd,BI , νN × µ). Then from (7.2) it follows that
L2(ΛF ,BI |ΛF , νN × µ) ⊂ L2(ΛF ,Bs|ΛF , νN × µ),
which implies since νN × µ(ΛF) = 1 the desired, i.e.
BI ⊂ Bs, νN × µ-mod 0.
Let us now state the a sketch of the proof of Proposition 7.3, which is [13, Proposition
IV.2.1], in particular the construction of the partition η.
Proof of Proposition 7.3. Step 1. Let Λi ∈ {Λi, i ∈ N} be arbitrarily fixed and choose
the constants εi, ri and Ri according to Corollary 7.4. Since Λi is compact, the open
cover {BΛi((ω, x), εiri/2)}(ω,x)∈Λi has a finite subcover UΛi of Λi. Let us fix arbitrarily
BΛi((ω0, x0), εiri/2) ∈ UΛi . For each r ∈ [ri/2, ri] we define
Sr :=
⋃
(ω,x)∈BΛi((ω0,x0),εir)
{{ω} × [W sloc(ω, x) ∩B(x0, r)]} .
Denote by ξr the partition of Ω
N ×Rd into all sets {ω} × [W sloc(ω, x) ∩ B(x0, r)], (ω, x) ∈
BΛi((ω0, x0), εir) and the set Ω
N ×Rd\Sr. By ii) and iii) of Corollary 7.4 one sees that ξr
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is a partition and by the continuity property of the local stable manifolds that it is even a
measurable partition. Now put
ηr :=
(
+∞∨
n=0
F−nξr
)
∨ {{ω} ×Rd : ω ∈ ΩN} .
One can see ([13, Proof of IV.2.1]) that for almost every r ∈ [ri/2, ri] the partition ηr has
the following properties:
(1) F−1ηr ≤ ηr and
{{ω} ×Rd : ω ∈ ΩN} ≤ ηr;
(2) Put Sˆr =
⋃+∞
n=0 F
−nSr. Then for ν
N × µ-a.e. (ω, y) ∈ Sˆr we have (ηr)ω(y) := {z :
(ω, z) ∈ ηr(ω, y)} ⊂W s(ω, y) and it contains an open neighborhood of y in W s(ω, y);
(3) For any B ∈ B(ΩN ×Rd) the function
PB(ω, y) = λ
s
(ω,y)((ηr)ω(y) ∩Bω)
is measurable and finite νN × µ-a.e. on Sˆr;
(4) Define ηˆr = ηr
∣∣
Sˆr
and for ω ∈ ΩN let {µ(ηˆr)ω(y)}y∈(Sˆr)ω be a canonical system of
conditional measures of µ
∣∣
(Sˆr)ω
associated with the partition (ηˆr)ω . If µ≪ λ then for
νN-a.e. ω ∈ ΩN it holds that
µ(ηˆr)ω(y) ≪ λs(ω,y) µ-a.e. y ∈ (Sˆr)ω .
Let us remark that for the proof of property (4) Theorem 6.2 is the essential part.
Step 2. Let us notice that Step 1 works for any Λi and any set in UΛi . So let us denote⋃+∞
i=1 UΛi = {U1, U2, U3, . . . } and for each Un we will denote the partition ηr satisfying
(1)-(4) from Step 1 by ηn and the associated set Sˆr by Sˆn. Define for each n ≥ 0 the set
In :=
⋂+∞
l=1 F
−lSˆn. Then we have
In =
+∞⋂
l=1
⋃
k≥l
F−kSn
and thus clearly F−1In = In. The Poincare´ recurrence theorem implies ν
N × µ(Λˆ1 \⋃+∞
n=1 In) = 0. Because of Lemma 7.5 we can and will assume that In ∈ Bs. If this is
not the case we would proceed with I ′n ∈ Bs such that F−1I ′n = I ′n and νN×µ(In△I ′n) = 0.
So let us now define ηˆn := ηn|In . Since In ∈ Bs we have
In =
⋃
(ω′,x′)∈In
{ω′} ×W s(ω′, x′).
and thus
ηˆn = {ηn(ω, x) ∩ In}(ω,x)∈In = {ηn(ω, x) ∩ {ω} ×W s(ω, x)}(ω,x)∈In , (7.3)
which implies that ηˆn preserves the structure of ηn as constructed in Step 1. So let us define
finally the partition η of ΩN ×Rd by
η(ω, x) =


ηˆ1(ω, x), if (ω, x) ∈ I1
ηˆn(ω, x), if (ω, x) ∈ In\
⋃n−1
k=1 Ik
{(ω, x)}, if (ω, x) ∈ ΩN ×Rd\⋃+∞n=1 In
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Because by (7.3) we have for (ω, x) ∈ In\
⋃n−1
k=1 Ik for some n ≥ 1 that η(ω, x) = ηn(ω, x)
and thus clearly satisfies property (1) and properties (2)-(4) on In instead of Sˆr. Since
νN × µ(Λˆ1\
⋃+∞
n=1 In) = 0 and for (ω, x) /∈ Λˆ1 we defined W s(ω, x) = {x} and λs(ω,x) = δx
the properties of Proposition 7.3 are satisfied νN × µ-almost everywhere, which completes
the proof.
By Property iii) of Proposition 7.3 we can define as in [13, Section IV.2] a Borel measure
λ∗ on ΩN ×Rd by
λ∗(K) :=
∫
λs(ω,x)(ηω(x) ∩Kω) dνN × µ(ω, x)
for any K ∈ B(ΩN ×Rd). One can easily see that λ∗ is a σ-finite measure. By definition of
the canonical system of conditional measures we have
νN × µ(K) =
∫
µηωx (ηω(x) ∩Kω) dνN × µ(ω, x)
for each K ∈ B(ΩN×Rd). Since by Property iv) of Propostion 7.3 for νN×µ-almost every
(ω, x) ∈ ΩN ×Rd we have µηωx ≪ λs(ω,x) we get
νN × µ≪ λ∗.
So let us define
g :=
dνN × µ
dλ∗
.
Then we have the following proposition, which is [13, Proposition IV.2.2].
Proposition 7.6. For νN × µ-almost every (ω, x), we have
g =
dµηωx
dλs(ω,x)
(7.4)
λs(ω,x)-a.e. on ηω(x).
Proof. This is [13, Proposition III.2.2].
8 Proof of Theorem 3.8
In this section we will state the proof of Pesin’s formula for random dynamical systems on
Rd which have an invariant probability measure and satisfies the assumptions from Section
3.1.
8.1 Estimation of the Entropy from Below
First we will state the proof of the estimation of the entropy from below, i.e. the following the
result, which is basically taken from [13, Section IV.3] and bases on the partition constructed
in the previous section.
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Theorem 8.1. Let X (Rd, ν, µ) be a random dynamical system that satisfies Assumptions
1 - 4. If the invariant measure µ is absolutely continuous with respect to Lebesgue measure
on Rd then we have
hµ(X (Rd, ν, µ)) ≥
∫ ∑
i
λ(i)(x)+mi(x)dµ.
Proof. Assuming for the moment that
HνN×µ(η|F−nη ∨ σ0) < +∞ (8.1)
then one can show (see [13, Proof of Theorem IV.1.1]) that by Theorems 3.4 and 3.6
lim
n→∞
1
n
HνN×µ(η|F−nη ∨ σ0) ≤ Hµ∗(η+|G−1η+ ∨ σ) = hσµ∗(G, η+)
≤ sup
ξ
hσµ∗(G, ξ) = h
σ
µ∗(G) = hµ(X (Rd, ν, µ)),
where G was defined in Section 3.1, σ0 and σ were defined in Section 3.2, µ
∗ is the measure
defined by Proposition 3.5 and η+ := P−1η with the projection P as defined in Section 3.2.
Thus it suffices to show that (8.1) is true and that for all n ≥ 1
1
n
HνN×µ(η|F−nη ∨ σ0) ≥
∫ ∑
i
λ(i)(x)+mi(x)dµ. (8.2)
By (2.1) and the properties of the partition η we get
HνN×µ(η|F−nη ∨ σ0) = −
∫
ΩN×Rd
log
(
νN × µF−nη∨σ0(ω,x) (η(ω, x))
)
dνN × µ(ω, x)
= −
∫
ΩN
∫
Rd
log
(
µ
(fnω )
−1ητnω
x (ηω(x))
)
dµ(x)dν(ω). (8.3)
Let {Ij}j∈N be the sets from the proof of Proposition 7.3 of the construction of the partition
η and define I :=
⋃
j∈N Ij and I0 := Ω
N × Rd \I. Since each Ij is F -invariant we have
F−1I = I and F−1I0 = I0. Thus η and F
−nη ∨ σ0 are refinements of the partition {I, I0}
and their restriction to I0 is the partition into single points which implies for each (ω, x) ∈ I0
log
(
µ
(fnω )
−1ητnω
x (ηω(x))
)
= 0.
By definition of Λˆ1 the Lyapunov exponents are all non-negative on (Ω
N × Rd)\ Λˆ1, i.e.
λ(1)(x) ≥ 0 on (ΩN ×Rd)\Λˆ1. Thus we get from [13, Proposition I.3.3]
0 ≤
∫
I0
∑
i
λ(i)(x)+mi(x)dν
N × µ =
∫
I0
∑
i
λ(i)(x)mi(x)dν
N × µ ≤ 0,
which implies ∫
I0
∑
i
λ(i)(x)+mi(x)dν
N × µ = 0.
So in the following let us assume without loss of generality that νN × µ(I) = 1.
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Because of µ≪ λ and the invariance of µ we get that there exists a Borel subset Γ′ ⊂ ΩN
with νN(Γ′) = 1 such that for any ω ∈ Γ′
µ≪ µ ◦ fnω ,
where µ ◦ fnω (E) := µ(fnω (E)) for any Borel set E ⊂ Rd. Denoting by φ := dµ/dλ the
Radon-Nikodym derivative it is easy to check that for any ω ∈ Γ′
dµ
d(µ ◦ fnω )
(z) =
φ(z)
φ(fnω z)
|detDzfnω |−1 =: Φn(ω, z).
Then Proposition 6.1 implies that
dµ
(fnω )
−1ητnω
x
d(µ ◦ fnω )(f
n
ω )
−1ητnω
x
=
Φn(ω, ·)|(fnω )−1ητnω(x)∫
(fnω )
−1ητnω(x)
Φn(ω, z)d(µ ◦ fnω )(f
n
ω )
−1ητnω
x
for µ-a.e. x ∈ Rd. For νN × µ-a.e. (ω, y) ∈ ΩN ×Rd let us define
Wn(ω, x) := µ
(fnω )
−1ητnω
y (ηω(y))
Xn(ω, x) :=
φ(y)
φ(fnω y)
g(Fn(ω, y)
g(ω, y)
Yn(ω, x) :=
∣∣det(Dyfnω |E0(ω,z))∣∣
|det(Dyfnω )|
Zn(ω, x) :=
∫
(fnω )
−1ητnω(y)
Φn(ω, z)d(µ ◦ fnω )(f
n
ω )
−1ητnω
y ,
where g is the function defined before Proposition 7.6. Then one can show (see [13, Claim
IV.3.1]) using change of variables formula twice and the absolute continuity of µ ≪ λ and
µηωx ≪ λs(ω,x) for νN × µ-a.e. (ω, x) that almost everywhere on ΩN ×Rd we have
Wn(ω, x) =
Xn(ω, x)Yn(ω, x)
Zn(ω, x)
. (8.4)
Because of
|det(Dxfnω ))| ≤ |Dxfnω |d
Assumption 1 implies for each n ≥ 1 that log+ |det(Dxfnω )| ∈ L1(νN × µ) and analogously
that log+
∣∣det(Dxfnω |E0(ω,x))∣∣ ∈ L1(νN×µ). Thus by the multiplicative ergodic theorem we
have for n ≥ 1
1
n
∫
log |det(Dxfnω )| dνN × µ =
∫ ∑
i
λ(i)(x)mi(x)dµ(x) (8.5)
and
1
n
∫
log
∣∣det(Dxfnω |E0(ω,x))∣∣dνN × µ =
∫ ∑
i
λ(i)(x)−mi(x)dµ(x), (8.6)
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where both sides of the two equations might be −∞. By the multiplicity of the determinante
Assumption 4 implies that log |det(Dxfnω )| ∈ L1(νN × µ) for n ≥ 1 and thus by (8.5) that∑
i
λ(i)(x)mi(x) ∈ L1(Rd, µ).
This yields by (8.6) that log
∣∣det(Dxfnω |E0(ω,x))∣∣ ∈ L1(νN × µ), which finally implies the
integrability of log Yn, i.e. log Yn ∈ L1(νN × µ) and
− 1
n
∫
log Yndν
N × µ =
∫ ∑
i
λ(i)(x)+mi(x)dµ. (8.7)
Further from [13, Claim IV.3.3 and IV.3.4] we get that logXn ∈ L1(νN×µ) and logZn ∈
L1(νN × µ) with
− 1
n
∫
logXndν
N × µ = 0 (8.8)
and
− 1
n
∫
logZndν
N × µ ≥ 0. (8.9)
Combining now (8.7), (8.8) and (8.9) via (8.4) and (8.3) finishes the proof.
8.2 Estimate of the Entropy from Above
A nice an short proof of the reverse inequality was given in [3] for random dynamical systems
on a compact Riemannian manifold. This proof was extended in [19] to isotropic Ornstein-
Uhlenbeck flows, which can be seen as some special random dynamical system on Rd. This
proof can be extended to our more general situation assuming Assumption 5. Precisely we
have the following theorem.
Theorem 8.2. Let X (Rd, ν, µ) be a random dynamical system that satisfies Assumption 1
and 5, then we have
hµ(X (Rd, ν)) ≤
∫ ∑
i
λ(i)(x)+mi(x)dµ.
Proof. Let us remark that for isotropic Ornstein-Uhlenbeck flows the distribution of the
derivative is translation invariant. Thus for k ∈ N, ω ∈ ΩN and y ∈ Rd the random variable
Lk(n, ω, y) := sup
z∈B(y, 1k )
|Dzfnω | ,
is independent of y and hence ∫
ΩN
log+(L1(n, ω, y))dν
N(ω) (8.10)
is uniformly bounded in y ∈ Rd. Since we clearly do not have the translation invariance for
any random dynamical system we need to have a closer look at the two estimates in [19]
where (8.10) is used. In particular we need to bound
lim
k→∞
+∞∑
i=m+1
µ(ξxi)
∫
ΩN
log+(Lk(n, ω, xi)) dν
N(ω)
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for the estimate on term II and show that
lim
k→∞
m∑
i=1
µ(ξxi)
∫
ΩN\Ωk,l
log+(Lk(n, ω, xi)) dν
N(ω) = 0 (8.11)
for the estimate on term III, where for each k, l ∈ N the family of sets {ξxi}i=1,...,m is a
partition of B(0, l) and {ξxi}i≥m+1 a partition of Rd\B(0, l) with ξxi ⊂ B(xi, 1/k) for every
i ∈ N. The sets Ωk,l are certain subsets of ΩN such that for each fixed l ∈ N we have
Ωk,l ր Ω for k → ∞. For details concerning the definition of {ξxi}i∈N and Ωk,l see [19].
Then for any i ∈ N and x ∈ ξxi we have
B
(
xi,
1
k
)
⊂ B
(
x,
2
k
)
.
Thus we get by monotonicity of log+
lim
k→∞
+∞∑
i=m+1
µ(ξxi)
∫
ΩN
log+(Lk(n, ω, xi)) dν
N(ω)
≤ lim
k→∞
+∞∑
i=m+1
∫
ξxi
∫
ΩN
log+(Lk/2(n, ω, x)) dν
N(ω)dµ(x)
≤
∫
Rd\B(0,l)
∫
ΩN
log+(L1(n, ω, x)) dν
N(ω)dµ(x)
=
∫
Rd\B(0,l)
∫
ΩN
sup
z∈B(x,1)
log+(|Dzfnω |) dνN(ω)dµ(x),
which is finite because of Assumption 5. On the other hand we have analogously
m∑
i=1
µ(ξxi)
∫
ΩN\Ωk,l
log+(Lk(n, ω, xi)) dν
N(ω)
≤
∫
B(0,l)
∫
ΩN\Ωk,l
sup
z∈B(x,1)
log+(|Dzfnω |) dνN(ω)dµ(x).
Because of Assumption 5 and Ωk,l ր Ω this last expression converges to 0 for k → ∞ by
dominated convergence. By this the proof of Theorem 8.2 follows strictly along the proof in
[19].
9 Application to Stochastic Flows
In this section we will show that a broad class of stochastic flows which are generated
by stochastic differential equations driven by continuous semimartingale noise can be seen
as a random dynamical system in the sense of Section 3.1. Assuming that the generated
dynamical system has an invariant probability measure that satisfies a mild integrability
assumptions, we will show that the assumptions of Section 3.1 are satisfied and hence Pesin’s
formula holds.
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9.1 Definition of Stochastic Flows
For a short introduction to stochastic flows we will follow [8, Section 2]. Let {F (x, t)}t≥0 be a
family of Rd-valued continuous semimartingales indexed by x ∈ Rd on a filtered probability
space (Ω¯, F¯ , (F¯t)t≥0,P). Let F (x, t) = M(x, t) + V (x, t) be the canonical decomposition of
the semimartingale into a local martingale M and a process V of locally bounded variation.
We will assume in the following that both M and V are jointly continuous in (x, t) and
furthermore that there exists a : Rd×Rd× [0,+∞)×Ω¯→ Rd×d and b : Rd× [0,+∞)×Ω¯→
Rd such that
〈Mi(x, ·),Mj(y, ·)〉t =
∫ t
0
ai,j(x, y, u)du, Vi(x, t) =
∫ t
0
bi(x, u)du,
where 〈·, ·〉t denotes the quadratic variation process at time t. The functions a and b are
called the local characteristics of F .
For a multi index α = (α1, . . . , αd) with αi ∈ N0, i = 1, . . . , d we write |α| :=
∑d
i=1 |αi|.
We will say that F has local characteristics of class Bm,δub for m ∈ N0, 0 < δ ≤ 1 (or
just F ∈ Bm,δub ) if b ∈ Cm and all derivatives of a up to order m with respect to x and y
(simultaneously) are continuous and for all T > 0
ess sup
ω¯∈Ω¯
sup
0≤t≤T
(‖a(t)‖∼m+δ + ‖b(t)‖m+δ) < +∞,
where
‖a(t)‖∼m+δ := sup
x,y∈Rd
|a(x, y, t)|
(1 + |x|)(1 + |y|) +
∑
1≤|α|≤m
sup
x,y∈Rd
|Dα1Dα2 a(x, y, t)|
+
∑
|α|=m
‖Dα1Dα2 a(·, ·, t)‖∼δ ,
with
‖f‖∼δ := sup
x 6=x′,y 6=y′
|f(x, y)− f(x′, y)− f(x, y′) + f(x′, y′)|
|x− x′|δ |y − y′|δ
,
and
‖b(t)‖m+δ := sup
x∈Rd
|b(x, t)|
(1 + |x|) +
∑
1≤|α|≤m
sup
x∈Rd
|Dαb(x, t)|
+
∑
|α|=m
sup
x 6=y
|Dαb(x, t)−Dαb(y, t)|
|x− y|δ
,
whereDj denotes the derivative operator with respect to the j
th spatial variable andD := D1
if there is only one spatial variable. If we consider the stochastic differential equation
dX(t) = F (X(t), dt) (9.1)
onRd where F ∈ Bk,δub with k ≥ 1 and 0 < δ ≤ 1 is a spatial semimartingale as above then by
[11, Theorem 4.6.5] there exists a stochastic flow of diffeomorphisms associated with (9.1).
That is a map ϕ : [0,+∞)× [0,+∞)×Rd × Ω¯→ Rd such that
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i) ϕs,t(x, ·), t ≥ s solves (9.1) with initial condition X(s) = x for s ≥ 0, x ∈ Rd;
ii) ϕs,t(·, ω¯) is a Ck-diffeomorphism for each s, t ≥ 0, ω¯ ∈ Ω¯;
iii) ϕs,t(·, ω¯) = ϕ−1t,s (·, ω¯) for each s, t ≥ 0, ω¯ ∈ Ω¯;
iv) ϕs,u(·, ω¯) = ϕt,u(·, ω¯) ◦ ϕs,t(·, ω¯) for each s, t, u ≥ 0, ω¯ ∈ Ω¯;
v) (s, t) 7→ ϕs,t(·, ω¯) is continuous from [0,+∞)2 to the (group of) diffeomorphisms on
Rd.
If F ∈ Bk,δub for some k ≥ 1 and 0 < δ ≤ 1 and the correction term
c(x, t) :=
d∑
j=1
∂a·j
∂xj
(x, y, t)
∣∣∣∣
y=x
also belongs to Bk,δub then the generating semimartingale field of the backward flow {ϕt,s :
0 ≤ s ≤ t <∞} is also an element of Bk,δub (see [11, Section 4.1]).
9.2 Stochastic Flows as Random Dynamical Systems
Under quite general assumptions this was done in [2] and for our purpose in [6, page 31].
To construct a random dynamical system in the sense of Section 3.1 we need to assume
that the semimartingale F has stationary and independent increments, i.e. for all 0 ≤
s ≤ t the C(Rd,Rd)-valued random variables F (·, t) − F (·, s) and F (·, t − s) have the
same distribution and for all n ≥ 0 and 0 ≤ t1 < t2 < · · · < tn the random variables
F (·, t1), F (·, t2)−F (·, t1), . . . , F (·, tn)−F (·, tn−1) are independent. Since the flow ϕ satisfies
(9.1) stationarity and independence is directly transferred to ϕ. Then we can construct a
random dynamical system from a stochastic flow as follows: As in the proof of [6, Proposition
2.2.1] we can construct the flow ϕ on its canonical pathspace (Ω˜, F˜ , P˜), where
Ω˜ := C0
(
R, C
(
Rd,Rd
))
:=
{
f : R→ C (Rd,Rd) : f is continuous and f(0) = 0}
equipped with the topology of uniform convergence on compacts and
F˜ := B (C0 (R, C (Rd,Rd)))
the Borel σ-algebra on Ω˜. The measure P˜ on (Ω˜, F˜) is then defined by P˜(ω˜(0) = idRd) = 1
and its increments, i.e. for all n ≥ 0, 0 ≤ t1 < t2 < · · · < tn and all B ∈ B
(
C
(
Rd,Rd
))⊗n
set
P˜
((
ω˜(t1), ω˜(t2) ◦ ω˜(t1)−1, . . . , ω˜(tn) ◦ ω˜(tn−1)−1
) ∈ B)
= P
((
ϕ0,t1 , ϕt1,t2 , . . . , ϕtn−1,tn
) ∈ B) .
If we now discretize the flow uniformly with step size 1 then we can define by the stationarity
and independence of the flow the measure
ν := P ◦ ϕ−10,1
on (Ω,B(Ω)) (in the sense of Section 3.1) and one can easily see that we are exactly in the
situation of Section 3.1 with f0(ω) = ω˜(1) = ϕ0,1(ω¯, ·).
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We will call a probability measure µ on Rd an invariant measure of the stochastic flow
ϕ, if it is an invariant measure for the one-point motion of the flow in the sense of discrete
(one-step) Markov chains, i.e. for any Borel set A of Rd∫
Ω¯
µ
(
ϕ−10,1(A)
)
dP = µ(A).
This definition coincides directly with the definition of invariant measures for random dy-
namical systems (see Definition 3.1) via the construction above.
Let us remark that we can use the one-step discretization without loss of generality for
our purposes. If we denote νt := P◦ϕ−10,t then [19, Corollary 3.3] implies that for every t ≥ 0
the entropy satisfies
hµ(X+(Rd, νt)) = thµ(X+(Rd, ν)).
Thus we will consider the random dynamical system constructed from the one-step dis-
cretization of the stochastic flow ϕ.
9.3 Pesin’s Formula for Stochastic Flows
Then we can state the main theorem, which says that under some mild regularity assump-
tions on the driving semimartingale field and a mild integrability assumption on the invariant
probability measure the assumptions from Section 3.1 are satisfied and hence Pesin’s formula
holds.
Theorem 9.1. Let ϕ be an stochastic flow with driving semimartingale field F ∈ Bk,1ub for
some k ≥ 2 which has stationary and independent increments and let the semimartingale
field of the backward flow be also an element of Bk,1ub . Assume further that ϕ has an invariant
probability measure µ which satisfies∫
Rd
(log(|x|+ 1))1/2 dµ(x) < +∞. (9.2)
Then the discretized ϕ is a random dynamical system in the sense of Section 3.1 and it
satisfies Assumptions 1 - 5.
Proof. From Section 9.2 we know that the discretized flow can be seen as a random dynamical
system in the sense of Section 3.1.
Let us prove that the integrability assumptions are satisfied. Since the norm of the
derivative of order k can be bounded (in both directions) by the sum of norms of partial
derivatives up to order k (neglecting a constant) it suffices to estimate each partial derivative.
We will apply [8, Theorem 2.2] to prove that the assumptions from Section 3.1 are satisfied.
So let α be a multi index with |α| = 1. Since the generating semimartingale field is an
element of Bk,1ub for k ≥ 2 by [8, Theorem 2.2] there exists c, γ > 0 such that the random
variable
Yα = sup
y∈Rd
sup
0≤s,t≤1
∣∣Dαy ϕs,t∣∣ e−γ(log+|y|)1/2
is Φc-integrable, where Φc(x) :=
∫∞
1
exp(−ct2)xtdt. By [8, Lemma 1.1] we have for x ≥ 1
the inequality
e(log x)
2/4ce−(logK)
2/4c ≤ Φc(x),
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where the constant K only depends on c and is defined in [8, Lemma 1.1]. Hence using the
inequality x ≤ ex2 and the fact that Φc(x) ≥ 0 for x ≥ 0 we get for each (ω, x) ∈ ΩN ×Rd
log+ |Dαx f0(ω)| = log+ |Dαxϕ0,1(ω¯)| ≤ log+ (Yα) + γ(log+ |x|)1/2
≤ 1{Yα<1}Φc(Yα) + 1{Yα≥1}2
√
c exp
(
(logK)2
4c
)
Φc(Yα) + γ(log
+ |x|)1/2 (9.3)
which yields the Assumption 1 since the first and second term are integrable with respect
to P where as the third one is integrable with respect to µ by (9.2). Because of∣∣log ∣∣Df0(ω)xf0(ω)−1∣∣∣∣ ≤ log+ ∣∣Df0(ω)xf0(ω)−1∣∣+ log+ |Dxf0(ω)| (9.4)
and since the flow property implies f0(ω)
−1 = ϕ−10,1 = ϕ1,0 Assumption 3 follows from
Assumption 1 and from (9.3) applied to the inverse using the invariance of µ.
Assumption 2 follows similarly. Let |α| ≤ 2. Since the exponential map on Rd is a simple
translation we have for each (ω, x) ∈ ΩN ×Rd
∣∣Dαξ F(ω,x),0∣∣ = ∣∣∣Dαexpx(ξ)f0(ω)
∣∣∣ .
This implies for (ω, x) ∈ ΩN ×Rd
log+
(
sup
ξ∈Bx(0,1)
∣∣Dαξ F(ω,x),0∣∣
)
= log+
(
sup
ξ∈Bx(0,1)
∣∣∣Dαexpx(ξ)f0(ω)
∣∣∣
)
≤ log+
(
sup
ξ∈Bx(0,1)
∣∣∣Dαexpx(ξ)ϕ0,1
∣∣∣ e−γ(log+|expx(ξ)|)1/2
)
+ sup
ξ∈Bx(0,1)
γ
(
log+ |expx(ξ)|
)1/2
≤ log+ (Yα) + γ
(
log+(|x|+ 1))1/2 , (9.5)
which proves via (9.3) the integrability of the positive part and analogously of
log+
(
sup
ξ∈Bx(0,1)
∣∣∣DαF(ω,x),0(ξ)F−1(ω,x),0
∣∣∣
)
.
Thus Assumption 2 follows via (9.4).
Because the determinante of a matrix can be bounded by the Euclidean norm, i.e.
|detDxf0(ω)| ≤ |Dxf0(ω)|d,
inequality (9.4) implies
|log |detDxf0(ω)|| ≤ d |log |Dxf0(ω)|| ≤ d log+ |Dxf0(ω)|+ d log+
∣∣Df0(ω)xf0(ω)−1∣∣,
which proves Assumption 4 via Assumption 1 and 3.
Finally let us define for α ≤ k and n ∈ N
Y nα := sup
y∈Rd
sup
0≤s,t≤n
∣∣Dαyϕs,t∣∣ e−γ(log+|y|)1/2 .
Then for fixed n ∈ N by [8, Theorem 2.2] there exist cn, γn > 0 such that Y nα is Ψcn-
integrable and thus Assumption 5 follows analogously via (9.5).
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