In the self-guided molecular dynamics ͑SGMD͒ simulation method, a continuously updated average force is used to bias the motions of the system. The method appears to sample the configuration space of a number of complex systems more efficiently than ordinary molecular dynamics, and it was argued that it yields canonical averages of observable quantities with only negligible errors. We analyze the dynamic mapping associated with the SGMD algorithm and find that the dynamics lacks reversibility because the effective potential that governs the motion is a functional of the trajectory rather than a function of the coordinates ͑i.e., the dynamics is not uniquely specified by the initial conditions but depends on past history as well͒. This irreversibility is shown to result in substantial errors in canonical averages for model systems. Motivated by this analysis, we introduce an alternative self-guided scheme ͑the momentum-enhanced hybrid Monte Carlo method͒ that does converge to the canonical distribution in principle. The method differs from the original SGMD algorithm in that momenta, rather than forces, are averaged to bias the initial choice of momenta at each step in a hybrid Monte Carlo procedure. The relation of the method to other enhanced sampling algorithms is discussed.
I. INTRODUCTION
A thorough sampling of the relevant configurations available to a complex system, such as a protein or a nucleic acid, is crucial for accurately describing its thermodynamics and kinetics. However, standard dynamic computational methods often fail to explore the configuration space adequately because such systems have energetic and entropic barriers that are higher than the thermal energy at temperatures of interest. Systems that are trapped on the timescale of conventional simulations due to high free energy barriers appear nonergodic. 1 In other words, the time averages of observable quantities do not equal the corresponding ensemble averages. Due to the prevalence of this problem and the fact that no ''perfect'' method for solving it has been found ͑in fact different approaches might be best suited for different systems and observables͒, many methods to enhance sampling have been introduced ͑some of which are reviewed in the Discussion section and Ref. 2͒ .
An approach to enhancing sampling that we focus on in this paper is based on the fact that both fast and slow dynamical modes contribute to the time evolution of biomolecular systems and that in most cases the motions of primary interest are the slow ones ͑that typically correspond to the largest conformational changes͒. While the actual time spent by a real system in the fast manifold is the same as that spent in the slow manifold, the computer time needed for convergence of properties in the slow manifold is much larger than that in the fast manifold. Therefore, identifying the slow manifold and artificially accentuating the motion along it can decrease the amount of computer time required for the events of primary interest to occur and for statistical averages to converge.
The self-guided molecular dynamics ͑SGMD͒ method 3 takes such an approach. In the SGMD method, the force which guides the motion of the system is essentially a sum of the instantaneous gradient of the potential energy and the ''guiding'' force, which is an average over a time interval leading up to the current step. Addition of the guiding force is expected to promote transitions along the soft ͑slow͒ degrees of freedom because components of the force along the stiff ͑fast͒ degrees of freedom will average to zero within the selected time interval. The method has been applied to peptides to fold a 16-residue ␣-helix 4,5 and a 5-residue reverse turn, 6 to a double-well system coupled to a bath of harmonic oscillators, 7 and to the crystallization of argon. 8 The attention that the method has received due to its success in searching configurational spaces suggests that a careful evaluation is worthwhile.
Here, we consider first the important suggestion of Wu and Wang 3 that addition of the guiding force does not significantly affect canonical averages of observable quantities, including structural properties. Using simple model systems, a͒ These authors contributed equally to the work. we show that the dynamic mapping associated with the SGMD is time-irreversible due to the fact that the effective potential energy that guides the motion is a functional of the trajectory rather than a function of the coordinates. As a result, the method is not generally suitable for the determination of equilibrium averages. However, motivated by the SGMD method, we introduce an alternative scheme that samples configuration spaces efficiently and converges to the canonical distribution in principle. The relation of the selfguided methods to other simulation techniques is discussed.
II. THEORETICAL BASIS OF THE SGMD METHOD
In this section, we review and analyze the formulation of the SGMD method. 3 Equations that are equivalent to those in Ref. 3 are denoted WWn, where n is the equation number in that paper.
The starting point of the method is the introduction of a local partition function,
where V(r) is the potential energy and L͑r͒ is a neighborhood centered on the 3N-dimensional configuration vector r. The subscript L indicates that Q depends on how one chooses the neighborhood L͑r͒. Essentially, Q L (r) is a convolution of the Boltzmann factor with a window function that is unity inside the neighborhood L and zero outside. The corresponding ''local free energy'' is
The function A L is smoother than the potential energy due to the averaging over the region L͑r͒. Given A L , the effective ͑guiding͒ force acting on atom i is taken to be
is similar in form to Eq. ͑WW4͒. The vector g i is used to bias the dynamics, as discussed in the Introduction. In Ref. 3 , it is assumed that g i as defined in Eq. ͑1͒ is the ensemble average of the forces over the neighborhood L͑r͒; that is, g i ϭ͗f(r)͘ L , where fϭϪ‫ץ‬V/‫ץ‬r i . However, this is incorrect since the region of integration in Eq. ͑1͒ depends on r. This subtlety can be appreciated by considering a one-dimensional example in the neighborhood L(x) ϭ͓xϪa,xϩa͔. From Eq. ͑WW1͒, the local partition function is
ϪV͑xЈ͒/kT dxЈ. ͑2͒
Using the formula for the derivative of an integral
the guiding force obtained from the local free energy is
which is not equal to
as Eq. ͑WW4͒ implies. That the two expressions are not equal derives from the omission of the last two terms in Eq. ͑3͒, which concern the derivatives of the limits of the integral. While it is, in principle, possible that there exists an ensemble over which the average of the force yields g, it is not the canonical ensemble. Moreover, the functional form of the probability distribution which corresponds to that ensemble is generally not straightforward to obtain since it involves solving a multidimensional integral equation. As a result, g i (r) is only approximately equal to ͗f(r)͘ L , with an undetermined error.
Once the guiding force is calculated in Ref. 3 , it is added as a perturbation ͑the size of which is controlled by a scale factor ͒ to the forces obtained from the potential energy. Formally, Wu and Wang introduce a ͑self-consistent͒ equation for the effective ''biased'' energy surface
where
Equations ͑WW8͒ and ͑WW9͒ led Wu and Wang to write
However, for the reasons given above with regard to Eqs. ͑5͒ and ͑WW4͒, Eq. ͑WW13͒ is also incorrect. Namely, g i defined as in Eq. ͑1͒ is not the average of the forces because the derivative is taken incorrectly. Thus, we see that the basis for the method is flawed with regard to the underlying effective energy ͑i.e., the guiding force is not the derivative of the ''local free energy''͒. Thus, the argument put forward in Ref.
3 that canonical averages can be calculated because the method is based on the local free energy A ,L is unfounded. Even if Eq. ͑WW13͒ were correct, determining the equilibrium probability distribution would require numerically estimating the local partition function for every state visited, which is not computationally feasible. As a result, it will not be possible in general to convert from the steady-state distribution observed in a simulation to the canonical ensemble by reweighting states.
III. THE SGMD METHOD IN PRACTICE
In this section, we analyze in detail the properties of the dynamics generated by the SGMD method to obtain insight into the reason for the observed enhancement of the sam-pling of configuration space. In this regard, it is important to note that, in practice, Wu 
The integrand of the last term, which represents the force acting on x(t), is expressed as a linear displacement of x(t) relative to x(). Because the force depends linearly on x(t)Ϫx(), we can assign to it a potential that is quadratic in that quantity; no potential dependence of x(t) is obvious in the general form of Eq. ͑7͒. Thus, the total effective scalar potential for the one-dimensional oscillator is the functional
Due to the cross term x(t)x(), W͓x(t)͔ cannot be written in the form Vϩ͓/(1Ϫ)͔V , which would correspond to an effective potential whose gradient would yield the right-hand side of Eq. ͑6͒. In other words, the last term of Eq. ͑10͒ is not
Expanding the last term of Eq. ͑10͒
and denoting the time average over the previous t l units by a bar, we obtain
͑11͒
It is worth noting that we recover the correct behavior in the limit t l →0. In that case, x →x and x 2 →x 2 , so W→kx 2 /2 ϩ͓/(1Ϫ)͔kx 2 /2ϭVϩ͓/(1Ϫ)͔V. This result agrees with the the corresponding limit of Eq. ͑6͒. Moreover, we see that, in the t l →0 limit, a scalar potential that is a function of the coordinates exists. However, in general, one does not exist, due to the presence of the x and x 2 terms in Eq. ͑11͒. A plot of the effective potential W͓x(t)͔ is shown in Fig.  1 . We see that the ''effective potential'' is not a ͑single-valued͒ function of the coordinates. Rather, it has multiple values for the same value of x depending on the history. We also find that the system heats up very quickly, as indicated by the phase portrait in Fig. 2 . The increase in energy can be understood by looking at the first three turning points, which are numbered in Fig. 1 . In essence, as the direction of motion changes, the system switches to another potential energy curve at a higher total energy level. The resulting irreversibility prevents the system from converging to a true equilibrium distribution. The heating is not observed in published implementations of the SGMD because the velocities are rescaled 3 or the system is thermostated. 4 -6 In this way, the excess kinetic energy is removed at each step and the ''sampling'' of various potential energy curves is the main factor that accounts for the enhancement of the exploration of configuration space.
IV. NUMERICAL CONSIDERATIONS
In addition to the theoretical problems described above, there are numerical difficulties with the SGMD formulation. If the parameter is large, the minima of the original potential energy surface will be sampled poorly because the mag-FIG. 1. The effective potential W͓x(t)͔ for a simple harmonic oscillator. The curve was obtained by numerically integrating Eq. ͑7͒ for x(t) and then substituting into Eq. ͑11͒. The dynamics starts at xϭ2 and moves outwards to higher potential regions. The average is performed over t l ϭ20 time units and ϭ1/3. The first three turning points are labeled I-III and the direction of evolution between them is indicated by arrows. At each turning point, the curve in the x-W plane changes and the energy increases.
nitude of the force there will be significantly greater than zero due to the guiding force contribution. However, of much greater concern is the fact that the guiding force is effectively obtained from differences of large numbers. This point is illustrated by the simple example of a two-dimensional harmonic oscillator described by the parametric equations xϭX sin͑ x tϩ x ͒, yϭY sin͑ y tϩ y ͒.
͑12͒
If x ӷ y , the motion in x is fast and that in y is slow. Differentiation with respect to t yields
and f x ϭF x sin͑ x tϩ x ͒, f y ϭF y sin͑ y tϩ y ͒. ͑14͒
Given equipartion of energy ͑i.e., m x 2 X 2 ϭm y 2 Y 2 ), the relative amplitudes of the displacements, momenta, and forces are
Due to the fact that the instantaneous force in the fast direction is much larger in magnitude than that in the slow direction, f x is comparable to f y ͑Fig. 3͒. In other words, the average force in the fast direction does not converge to zero rapidly because it involves differences of large numbers. As a result, the guiding force does not necessarily emphasize the slow degree of freedom.
V. MOMENTUM-ENHANCED HYBRID MONTE CARLO METHOD
In this section, we develop a new enhanced sampling method that does not suffer from numerical instabilities and rigorously converges to the canonical distribution for limiting values of the parameters. The method is motivated by the discussion in the previous section. We showed for the example of a two-dimensional harmonic oscillator with disparate frequencies ( x ӷ y ) that the magnitudes of the momenta in the fast and slow directions are comparable, in contrast to the magnitudes of the forces ͓in Eq. ͑15͔͒. Consequently, we expect p x to converge to zero much more rapidly than f x and base our algorithm on a guiding momentum rather than a guiding force.
To incorporate the guiding momentum in a straightforward manner and to ensure sampling according to the distribution function of a known ensemble, we adapt a hybrid Monte Carlo ͑HMC͒ scheme 11, 12 rather than using molecular dynamics. At each step in an HMC simulation, random momenta are assigned, several steps of molecular dynamics are performed to move the system, and the move is accepted or rejected according to a Metropolis-type criterion 13 based on the change in total energy ͑which includes the kinetic energy͒. The implementation of the HMC method is described below in conjunction with the variant we introduce here. In brief, in the proposed self-guided scheme, the initial momenta at each step are selected with a bias towards the soft degrees of freedom and the acceptance criterion is modified accordingly to maintain detailed balance.
The standard HMC method combines two ingredients to sample states from a canonical distribution efficiently: molecular dynamics propagation with a large time step and a Metropolis-type acceptance criterion 13 based on the change of the total energy ͑which arises from discretization errors͒. Conventionally, the best sampling of the configuration space of molecular systems is achieved with a time step of about 4 fs, which corresponds to an acceptance rate of about 70% ͑in comparison with 40%-50% for Metropolis MC of pure molecular liquids͒.
In the standard hybrid Monte Carlo method, the 3N components of the vector p are usually drawn randomly from a Gaussian ͑Maxwell͒ probability distribution
where Aϭ␤M Ϫ1 , ␤ϭ1/kT, M is the mass matrix, and C is a normalization factor. If the slow manifold in the 3N-dimensional coordinate space were known, one could enhance sampling of that manifold by skewing the matrix A such as to increase the probability of larger components in The dynamic evolution is calculated by a leap-frog integration where the acceleration comes from the average force, as in the SGMD method. It shows that, in the absence of a thermostat, the total energy ͑which is proportional to the area enclosed by the trajectory͒ keeps increasing as the dynamics progresses.
FIG. 3.
Relative magnitudes of the components of the average force for a two-dimensional harmonic oscillator with a disparity of frequencies such that x ӷ y . The equations of motion were integrated with a standard leapfrog integrator and t l was chosen to be five times the period of the fast motion and 1/6 of the period of the slow motion. the soft directions. Unfortunately, identification of the slow manifold would require frequent diagonalization of the covariance matrix of atomic fluctuations, which is not computationally efficient. However, it is possible to use this idea in an approximate fashion that does not require matrix diagnolization. The Maxwell distribution function ͓Eq. ͑16͔͒ is a special case of the general multivariate Gaussian distribution
where A is now a positive definite symmetric matrix which determines the width along the eigendirections and B is a 3N-dimensional row vector which determines the position of the maximum. We can choose AϭM Ϫ1 and BϭϮp 0 T , where is a multiplicative constant and p 0 (t) is the average momentum over the past t l time units
which, in the numerical implementation, is calculated from the velocities during the molecular-dynamics propagation. In other words, we draw our initial momenta at each step from the ''bilobal'' distribution
which is peaked around B and ϪB. For B to point along the slow manifold ͑i.e., for the components of B in the fast manifold to be negligible͒, one has to choose the averaging time t l to be larger than the period of the fast modes but smaller than those of the slow modes. After the momenta are selected from the distribution in Eq. ͑19͒, the dynamics is propagated by a standard leapfrog algorithm ͑any symplectic and time-reversible integrator is suitable͒. The move is then accepted or rejected according to a criterion based on the detailed balance condition
P͑r͒W͑r→rЈ͒drdrЈϭP͑rЈ͒W͑rЈ→r͒drdrЈ, ͑20͒
where P(r) is the equilibrium ͑Boltzmann͒ probability of state r and W(r→rЈ) is the transfer matrix element giving the probability that the system will go from r to rЈ. The quantity W can be decomposed into
W͑r→rЈ͒drdrЈϭS͑r→rЈ͒A͑r→rЈ͒drdrЈ, ͑21͒
where S is the probability of attempting the move from r to rЈ and A is the probability of accepting the move. For the deterministic dynamic mapping (p,r)→(pЈ,rЈ) obtained from the integration of the equation of motion, the probability of attempting the move r→rЈ is equal to the probability of picking the specific momentum vector p which leads ͑through the dynamic mapping͒ to rЈ S͑r→rЈ͒drdrЈϭP B ͑ p͒drdp. ͑22͒
Since the molecular dynamics integrator that we use is timereversible, the reverse move, rЈ→r, is generated if we pick at rЈ exactly the same momentum with which we arrived there, but with opposite sign. In other words, the reverse move is attempted with probability
By substitution, the detailed balance condition becomes
If the dynamic mapping is also area-preserving ͑i.e., drdp ϭdrЈdpЈ), Eq. ͑24͒ is satisfied if we choose The last equality is obtained by substitution of Eq. ͑19͒ for P B . In the limit Bϭ0, we recover the acceptance probability of the standard hybrid Monte Carlo method. 12 Equations ͑24͒ and ͑25͒ guarantee convergence to a canonical distribution only in the case of fixed B. Because B varies in our method ͑i.e., the method uses information from momenta sampled in the past in determining the vector B͒, the evolution is not strictly Markovian; as a consequence, the correlations introduced can lead to the accumulation of systematic errors in the determination of configuration averages.
14 However, these correlations can be broken if the update of B is not done each step, but with a lower updating frequency. This is analogous to other approximately Markovian procedures employed in Monte Carlo simulations ͑e.g., update of the maximum displacements allowed for individual atoms 15 ͒.
VI. APPLICATIONS
Here, we compare the momentum-enhanced HMC ͑MEHMC͒ method introduced in the previous section with the standard ͑Maxwell-Boltzmann based͒ HMC and the SGMD methods.
A. Double-well potential
First, we consider a particle in a two-dimensional double-well potential of the form
The parameters are chosen such that the motion in the x direction is fast and that in the y direction is slow ͑Fig. 4͒. The double-well is oriented such that the barrier is in the y direction with a height of one energy unit. The relative magnitudes of the components of the average momentum and force during a ͑standard͒ moleculardynamics simulation are illustrated in Fig. 5 . As expected from Eq. ͑15͒, p x is much smaller than p y because the former average converges to zero within the selected period while the latter does not. By contrast, no such distinction of time scales is observed for f x and f y . As a result, the guiding vector in the MEHMC method ͑B͒ will be oriented along the slow manifold but that in the SGMD method ͑g͒ will not be.
We consider the dynamic sampling of the double-well potential at two temperatures: One for which the thermal energy is comparable to the barrier height (kTϭ1) and one for which the thermal energy is much smaller than the barrier (kTϭ0.1). At kTϭ1, the system equilibrates readily, and we focus on the accuracies of the various methods for a fixed number of ͑attempted͒ molecular-dynamics steps. Specifically, the time averages x 2 and y 2 for each simulation method are compared with the exact ensemble averages ͗x 2 ͘ϭ0.001 and ͗y 2 ͘ϭ1.832 75 ͑the latter is obtained from numerical quadrature, the former from the equipartion theorem͒.
The SGMD results presented were obtained with an HMC scheme to maintain the temperature, so that canonical averages are obtained for ϭ0. In the absence of any velocity rescaling or thermostatting, the energy increases rapidly, as in Fig. 2 . Use of the Brown-Clark velocity rescaling scheme, which was employed in Ref. 3 , fails to provide canonical averages even for ϭ0. That method relies on redistribution ͑equipartition͒ of the energy between the fast and slow degrees of freedom, which does not occur in this twodimensional model system since the modes are uncoupled.
The HMC results are given in Tables I and II . We see that the errors in the MEHMC results become comparable to those in the standard HMC results ͑denoted by N up ϭϱ) when the update is less frequent than every 10 HMC steps for both ͗x 2 ͘ and ͗y 2 ͘. By contrast, the SGMD method yields errors that are larger than standard HMC for all values of Ͼ0. The largest errors in Table II derive from the fact that the energy conservation becomes so bad that the acceptance rate goes to zero. However, even at ϭ0.2, when the acceptance rate is almost the same as for standard HMC, the errors are larger than those for the severest MEHMC updating scheme (N up ϭ1). At the lower temperature (kTϭ0.1), we focus on the rates of convergence for the HMC methods. The error in ͗y 2 ͘ as a function of simulation length is shown in Fig. 6 . The slopes of the two curves are the same because the axes are logarithmic and the signal-to-noise ratio is proportional to the square root of the simulation length regardless of method. What is important is that ⑀ y for the MEHMC method is lower than that for the standard HMC method. The error is smaller for the MEHMC method because the system crosses the barrier more frequently ͑Fig. 7͒. This increase in the number of transitions is quantitated by the autocorrelation function for y(t) shown in Fig. 8 .
B. Alanine dipeptide
To evaluate the ability of the method to sample the configuration space of a molecular system, we study the alanine dipeptide ͑N-acetylalanyl-N-methylamide͒ ͑Fig. 9͒. Recent gas-phase spectroscopic experiments on another dipeptide ͑N-acetyltryptophanyl-N-methylamide͒ revealed nonstatistical ͑kinetically determined͒ populations of certain isomers, 16 which indicates that barriers to interconversion can be significant even in such simple systems. The alanine dipeptide is prevalent in computational studies because its configurations are representative of those accessible to protein backbones, but it is sufficiently small to allow accurate quantum mechanical 17 and thermodynamic 18 calculations. Its free energy minima have been mapped for a variety of solvation models. [19] [20] [21] [22] [23] [24] We have performed simulations using the ACE ͑generalized Born͒ solvation model, 24 which has been shown to accurately describe the free energy map of the system with computation times only about two times longer than that required for the vacuum model. The adiabatic energy surface as a function of the and dihedral angles ͑marked in Fig.  9͒ is shown in Fig. 10 . The lowest and broadest energy minima are at Ͻ0°, but significant minima exist at Ϸ60°as well.
The energy barriers which separate these two sets of minima are all greater than 5 kcal/mol, so regular molecular dynamics and HMC simulations at room temperature do not interconvert rapidly between positive and negative and often become trapped on the nanosecond time scale. We compare the abilities of the regular and momentum-enhanced HMC methods ͓implemented in the Monte Carlo module 25 of the program CHARMM ͑version c29a1͒ 26 ͔ to sample this map in Fig. 11 . We see that the former readily explores the dimension ͑because the barriers are low͒ but fails to reach Ͼ0. In contrast, the MEHMC method readily samples the right-hand set of minima within the same simulation time. We next address the issue of the correctness of sampling by MEHMC for this system.
To verify that the distribution sampled by the MEHMC method is essentially a canonical one, a useful quantity is the potential of mean force projected on the important degrees of freedom. For instance, W(), the potential of mean force along , is obtained by integrating out all the other degrees of freedom, ͕͖, and is related to the probability of finding the system at a particular value of the dihedral angle value
To generate the potential of mean force, it is most efficient to use indirect methods which force the system to sample regions which would not be sampled in regular simulations at room temperature. Examples are the umbrella sampling technique 27 or the Blue Moon Ensemble method; 28 because such simulations are not expected to suffer from sampling artifacts, they provide good estimates for the exact potentials of mean force.
We have chosen to use the multidimensional adaptive umbrella sampling method, 29 which has been shown to provide accurate free energy profiles for peptides and small proteins rapidly. The underlying Hamiltonian of the adaptive umbrella sampling technique, HϭH 0 ϩU( 1 , 2 ,..., s ), consists of the unperturbed Hamiltonian H 0 of the system plus an umbrella potential U which is a function of s important degrees of freedom, i.e., 1 , 2 ,..., s , for which we desire to have a uniform sampling distribution. The umbrella potential is determined adaptively during the simulation. The correct potential of mean force along 1 , 2 ,..., s is recovered in the adaptive umbrella simulation using the WHAM method. 30 For the alanine dipeptide, the important degrees of freedom are and , so the adaptive umbrella potential method uses the Hamiltonians
where the umbrella potentials U i are iteratively updated during the dynamics by representing them as a linear combina- FIG. 10 . Adiabatic potential of alanine dipeptide with the ACE solvation model. The and dihedral angles were constrained with a harmonic force constant of 500 kcal/͑mol rad 2 ͒ to take 36ϫ36 pairs of values ͑i.e., at 10°i ncrements͒, and 500 steps of steepest descent followed by 1000 steps of Newton-Raphson minimization were applied at each constrained ͑, ͒ pair to relax the rest of the degrees of freedom. The contour lines are drawn at a 1 kcal/mol spacing.
FIG. 11.
Scatter plot of ͓(t),(t)͔ at 300 K for the ͑a͒ standard and ͑b͒ momentum-enhanced HMC methods. Each molecular dynamic ͑MD͒ step was 4 fs ͓SHAKE ͑Ref. 31͒ was used to constrain the lengths of bonds involving hydrogen atoms͔, and each HMC step was ten MD steps. After 10 6 equilibration HMC steps, data were collected every 100 steps during 4ϫ10 6 HMC steps. For the MEHMC method, the averaging period was t l ϭ20 MD steps, the vector B was updated every ten HMC steps, and ϭ1.0. With these parameters the MEHMC acceptance was 68.6%; the standard HMC acceptance was 69.9%. tion of basis functions of and and fitting them to the effective potential kT ln p 0 (,), with p 0 the probability distribution of the unperturbed system.
In Fig. 12 we present the potential of mean force along and as calculated from the two-dimensional adaptive umbrella sampling and as obtained by binning the direct simulation results obtained during the MEHMC run. This comparison shows that the directly sampled MEHMC configurations are characterized by a distribution that fits well onto the ''exact'' distribution as predicted by the adaptive umbrella method. Some differences appear in the barrier regions. In particular, the MEHMC method does not sample with free energies above about 3 kcal/mol ͑on the scale in Fig. 12͒ . By design, it weights states physically and thus samples these regions exponentially less frequently. This feature does not affect configurational averages because the barrier regions make negligible contributions.
VII. DISCUSSION
Motivated by an analysis of the SGMD method, we have introduced a novel dynamic algorithm, the MEHMC method, which employs a similar philosophy to enhance sampling but yields correct Boltzmann weighted statistical distributions. The original SGMD method was successful in exploring the configuration spaces of several systems, and in folding a number of peptides in both vacuum and explicit water. 4 -6 Averaging the force clearly aids in preventing systems from becoming trapped in local minima. However, because the form of the ''local free energy surface'' depends strongly on the history of the trajectory, states cannot be reweighted to calculate thermodynamic averages.
In the MEHMC method presented here, we also use averaging to identify the slow manifold. However, we average the momenta, not the forces, which we show leads to better numerical stability. Averaging is much faster than matrix diagonalization, employed in a number of the earlier methods discussed below. An important aspect of the method is the fact that the guiding vector enters the method through the assignment of momenta at each HMC step rather than at the level of the dynamics integrator. This feature allows straightforward correction for the bias through the choice of the acceptance criterion, and the integration tends to be more stable, which leads to higher acceptance rates.
The SGMD and MEHMC methods are part of a general class of enhanced sampling methods in which the dynamics along the soft ͑slow͒ degrees of freedom are emphasized relative to those along the stiff ͑fast͒ degrees of freedom. One of the conceptually simplest and most widely used such methods is the SHAKE algorithm in which constraints are applied to selected bond lengths and angles to allow larger time steps to be taken. 31 Another example in which prior knowledge about the system is used to group atoms into rigid substructures is the MBO͑N͒D algorithm. 32 Faster integration of the equations of motion can be also obtained by decomposing the dynamical propagator into fast and slow components. 33 Other methods in this class seek to distinguish the slow and fast motions automatically by eliminating highfrequency modes. These include large time step dynamics based on a stochastic action, 34, 35 a generalized moment expansion, 36 projection of a generalized Langevin equation onto degrees of freedom identified by mode coupling theory, 37 dynamic integration within a subspace of lowfrequency eigenvectors, 38 and digital filtering of the velocities. 39, 40 Most other dynamic enhanced sampling methods fall in another class in which the effective energy surface is deformed or non-Boltzmann weighting is introduced to facilitate movement on it. One way in which barriers can be lowered is to average over multiple copies of selected atoms. [41] [42] [43] [44] Another way is to introduce delocalization. [45] [46] [47] Other methods in this class use non-Boltzmann sampling to increase the probability of high energy states. 29,48 -51 Parallel tempering [52] [53] [54] can be viewed as a member of the last group. Consideration of the various methods points to certain issues that could arise in MEHMC simulations of systems other than those studied here. One source for concern is that the efficiency of sampling clearly depends on the choice of averaging period. A similar criticism has been put forward with regard to the ''essential dynamics'' method. 55 In that method, the directions of the essential dynamics are identi- FIG. 12 . Potential of mean force along and . The continuous line is the result obtained with two-dimensional adaptive umbrella sampling. The plotted points ͑in diamonds͒ are the result from direct sampling with MEHMC, with the same parameters as in Fig. 11 . For the adaptive umbrella sampling, we updated the umbrella potential 1000 times at a regular interval over the course of 10ϫ10 6 MD steps (⌬tϭ1 fs) of Nosé -Hoover constant temperature dynamics ͑Refs. 68 and 69͒. fied as the lowest frequency eigenvectors of the atomic position covariance matrix accumulated during a moleculardynamics simulation; this method is thus useful for analysis rather than for generation of a trajectory. Nevertheless, if the simulation time is not long enough to obtain convergence of the collective motions, the eigenvectors will resemble those of a system with the same number of degrees freedom executing random diffusion. 56, 57 A second source of concern is that the MEHMC method may not overcome large free energy barriers along the slow manifold. In such cases, the MEHMC method could be employed in combination with an enhanced sampling method that deforms the effective energy surface ͑but preserves the location of the potential minima͒, such as that in Ref. 50 . Likewise, it might be worthwhile to explore the use of a reversible multiple time scale moleculardynamics propagator 58 with the MEHMC to accelerate the dynamical propagation.
In spite of these potential concerns, the MEHMC method is expected to be a useful tool for many applications. One task for which it might be particularly well-suited is to generate quickly a canonical ensemble of representative configurations of a biomolecular system. Such an ensemble is needed, for example, to represent the initial conditions for the ensemble of trajectories used in fast-growth free energy perturbation methods like the one suggested by Jarzynski's equality. 59 In this method, which can be used both numerically [60] [61] [62] [63] and experimentally, 60,64 the free energy change ⌬G between two states is calculated from an average of the Boltzmann factor of the irreversible ͑fast-growth͒ work w needed to move the system between the two states, exp(Ϫ␤⌬G)ϭ͗exp(Ϫ␤w)͘. Since the average on the righthand side has to be taken over the ensemble of trajectories originating from the initial distribution, an initial set of samples which is both correctly distributed and covers the relevant configuration regions is essential for such simulations.
Another interesting application of the MEHMC method could be to introduce faster relaxation of the solvent ͑or certain portions of the solvent͒ upon changing the conformation of a solute during a conformational free energy calculation. This is analogous to importance sampling in Monte Carlo solvation free energy calculations. 65 Such calculations are done using either a thermodynamic perturbation 66 or a thermodynamic integration 67 approach. In these two approaches, a series of simulations is performed for several values of a coupling parameter i by accumulating equilibrium averages ͗exp(Ϫ␤(H( iϩ1 )ϪH( i )))͘ i or, respectively, ‫ץ/‪H‬ץ͗‬ i ͘ i , in the ensemble corresponding to the perturbed Hamiltonian H( i ). It would be of interest to quantify the extent to which the enhanced sampling promoted faster convergence of the equilibrium averages in each i window when the B vector is applied to either solvent or solute molecules alone.
