Evidence pour une nouvelle particule semblable au boson de Higgs du modèle standard et se désintégrant en quatre leptons dans l'expérience CMS by Plestina, Roko
Evidence for a Standard Model Higgs boson like particle
decaying into four leptons with the CMS detector
Roko Plestina
To cite this version:
Roko Plestina. Evidence for a Standard Model Higgs boson like particle decaying into four lep-
tons with the CMS detector. High Energy Physics - Experiment [hep-ex]. Ecole Polytechnique
X, 2013. English. <pastel-00827458>
HAL Id: pastel-00827458
https://pastel.archives-ouvertes.fr/pastel-00827458
Submitted on 29 May 2013
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
Thèse présenté pour obtenir le grade de
DOCTEUR EN SCIENCES
Roko Pleština
Evidence for a StandardModel Higgs
boson like particle decaying into four
leptons with the CMS detector
Evidence pour une nouvelle particule semblable au
boson deHiggs dumodèle standard et se désintégrant en
quatre leptons dans l’expérience CMS
Soutenue devant du jury:
Président du jury M. JEAN-CLAUDE BRIENT, LLR, Palaiseau
Rapporteurs M. PHILIPPE BLOCH, CERN, Genève
MME. ANNE-ISABELLE ETIENVRE, CEA, Saclay
Examinateurs M. ABDELHAK DJOUADI, LPTHE, Orsay
M. IVICA PULJAK, FESB, Split (Co-directeur de thèse)
M. YVES SIROIS, LLR, Palaiseau (Directeur de thèse)
Palaiseau, 21 février 2013

Tomy wife Jelena, of course. . . ... and to our Father

Acknowledgements
Don’t worry - you will not find “secret treasure tests” here. These are normally put somewhere
in the middle of a chapter in the middle of a thesis in order to see if the thesis has been
thoroughly read. I know this is the part that everybody taking this thesis into hands will
read. Thus, writing acknowledgements makes my hands shake knowing how forgetful and
ungrateful I am.
So, I first want to thank to all people and institutions I don’t mention here. To all those, whose
help and presence I took for granted, or who helped me in different ways, but always staying
hidden behind the scenes.
Now, to those of whom I am aware of...
To Yves Sirois, my thesis advisor...
for your patience, support, encouragement, knowledge and last minute interventions. I am
sorry for all the white hair I have caused. I add also all the wonderful conversations and
moments spent with you and Louise around the table in Anthony. It’s not that I want to, but I
cannot get rid of the “Queen Elisabeth cake” ever since my wife tasted it at your home.
To Ivica Puljak, my thesis co-advisor...
for your patience, fruitful discussions, support, diplomatic solutions, peacefulness in hard
moments. Thank you for not letting me quit the night before the thesis defence.
To Jean-Claude Brient, Philippe Bloch, Anne-Isabelle Etienvre, Abdelhak Djouadi, Ivica
Puljak and Yves Sirois, my thesis jurymembers...
for your devotion, time, careful reading of my thesis, encouragement and a very pleasant
defence. I am particularly grateful to Anne-Isabelle Etienvre and Philippe Bloch—writers of
the thesis report—for their incredible effort to read 300 pages of thesis and provide corrections,
helpful comments and hints to improve this thesis.
To the Labaratoire Leprince-Ringuet (LLR), Palaiseau, France, my host lab...
for its support in various ways throughout my PhD time, for its friendly, productive and
supportive environment.
v
Acknowledgements
To the Faculty of Electrical Engineering, Mechanical Engineering and Naval Architecture
(FESB), Split, Croatia, my home university... for its supportive environment, for enabling
multiple travels to CERN, Paris and conferences. I must not forget all the pain I have caused to
our secretaries when resolving complicated travel budget.
To the CroatianMinistry of Science and Education...
for providing financial support, enabling our groups frequent travels to conferences and
CERN.
To the French Embassy in Croatia...
for their constant engagement to improve the scientific communication between Croatia and
France, financial support, and specifically for providing the scholarship enabling my long stay
in France.
To the CMS Collaboration at CERN...
for its collaborative, creative and productive environment. This thesis has been made by
“standing on the shoulders of giants” who devoted their lives to design, construct and run our
experiment. Taking part in the Higgs Physics Analysis Group (Higgs PAG) and Electron Photon
Physics Object Group (Egamma POG) has been a pleasure. Thank you for your many fruitful
discussions, hints and a terrific analysis which made the Higgs boson show up! I owe a special
gratitude to the administration of our collaboration for making physicist’s life “easier”.
To Jelena, my wife...
for being my wife. It’s been a hard time for you. So many absences, diners that got cold,
holidays spent working... Thank you for your patience, encouragement, advices, discussions
andmuchmore. Thank you for raising Ruder Karlo. Thank you for your love.
To Zdravka and Andrija, my parents...
for helping me out through out all my life, for putting me in the right places at the right
moments, for your support in difficult moments.
To Andreja and Frane, my sisters family...
for your constant help, encouragement, prayer.
To Stephanie, Clementine, Christophe, Roberto, Michal, Florian, Claude, Alex, Andrea,
David, Misha and Nadir, my LLR colleagues ...
for helpful discussions, sharing the knowledge andmany technicalities that made life easier.
The team work that I have experienced at LLR will remain as a team work model to me.
vi
Acknowledgements
To Ludwik Dobrzynski...
for your generosity, advices, support and lively discussions. You have been like a father to me
and your home like a home to me through all these years.
ToMarko Kovacˇ...
for all the help during the final stages of my PhD, for the long nights spent together adjusting
parameters of fits for tag-and-probe.
To Karlo Lelas...
for a lot of physics discussions, showing me the beauty and quirk of details in physics and for
helping me fulfil my teaching duties.
To Anita, Dunja, Mirjana, Bojan, Damir, Nikola, Srec´ko, Stipe, Suri, my FESB colleagues...
for being friends, enabling this work in various ways. I owe special gratitude to Anita who was
always there with her readiness to solve problems of any kind.
To Vuko, Senka, Srec´ko, Alberto, Orso...
for many helpful discussions, technical solutions while writing this thesis.
Ohmy God! I always forget You ... and many others ...
vii

Preface
I started to work on my PhD thesis in fall 2009, at a time where we were intensively preparing
for the first collisions at the LHC collider. I began with contributions to the commissioning of
the electrons with early data in 2010 and 2011. The reconstruction of electrons in CMS relies
on rather elaborate techniques combining information from the electromagnetic calorimeter
and the tracker detectors. We first validated the reconstruction of all individual observables
and verified the agreement withMonte Carlo (MC) simulation. We then used the very first data
with single Z (andW) production and deployed tag-and-probe (T&P) techniques. I co-signed
six analysis notes on the topic of electron measurements during that phase.
In the H→ ZZ(⋆)→ 4ℓ analysis my contributions include work on definition and implemen-
tation of the overall analysis strategy (from the analysis with first data to the most recent
results on properties measurements), definition and development of the lepton isolation
algorithm, measurements of electrons reconstruction efficiencies, data-to-Monte-Carlo ratios
and systematics with the specifically developed T&Pmethod, integration of analysis tools in
the software framework, processing andmaintaining analysis data samples. In what follows
these contributions are explained in more details.
The search for the Higgs boson through its decay to four leptons is known as the “golden
channel”. It has been considered as one of the flagship channels for analysis in the CMS exper-
iment since the origin of the LHC project. This channel provides the main motivation for high
efficiency and precision of lepton reconstruction down to the lowest possible momenta. Such
high efficienciesmust be achievedwhile providing powerful lepton identification and isolation
observables for the signal to background discrimination, and allowing for performance and
background control from data. The main strategy of the analysis has been developed during
many years and I was privileged to start my thesis project in the group which was one of the
main actors in this analysis since the beginning. The main emphasis of the analysis with first
data was the lepton reconstruction and background control. The work was first focused on
the deployment of the high efficiency lepton reconstruction algorithm down to lowmomenta,
with the full control of systematic uncertainties. I have participated in the commissioning of
electrons with early data, from the overall electron reconstruction to the specific parts, such as
charge determination, track seeding, reconstruction efficiency andmomentumdetermination.
My work, together with other colleagues from the group, resulted in the fully functional official
software for electron reconstruction, which has been used for many analyses in the CMS
experiment, and in particular for the Higgs boson search in the four lepton channel.
The framework for the H→ ZZ(⋆)→ 4ℓ analysis has been established whenmy thesis project
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started. My initial contribution consisted of implementing of the final layer of the analy-
sis workflow and testing the full analysis chain, including data processing, skimming and
maintenance. This part of my contribution has continued until the final published results.
The analysis strategy has evolved with the amount of data collected and has been influenced
by our better understanding and control of the detector and the underlying physics. First
results of the analysis have been presented in the European Physics Society conference (EPS)
in Grenoble in 2011, where we demonstrated excellent control of the lepton reconstruction,
understanding of the backgroundprocesses and robustness of the full analysis chain, including
the statistical interpretation of results. The further natural evolution of analysis included
opening of the phase space to accept more signal events (developing and deploying more
involved tools for background control in constantly increasing hostile environment of more
and more pile-up events) and to explore full event kinematics and sophisticated analysis
methods. My contribution to this process was in developing, deploying and testing the analysis
tools, integrating the full analysis chain and optimizing the selection steps, documenting and
presenting the results in internal and external meetings.
A particular emphasis throughout all my PhD has been put on lepton isolation as a key
ingredient in our Higgs boson search. The lepton isolation is one of the key observables for
the Higgs search in 4 lepton channel. Nevertheless, it has to be carefully designed to take into
account the kinematics of the Higgs decay (spin 0) to Zs (spin 1) and further on to leptons
(spin 1/2) . In many cases (∼5%) leptons from either Z are quasi-collinear, thus entering into
each others isolation cone. This happens for Higgs boson at lowmass since Zs are produced
at rest but also for Higgs boson at significantly high masses when Zs acquire boost. Part of my
work was dedicated to properly exclude the nearby lepton energy deposit when computing
isolation to avoid loosing the efficiency of selection. Continuing to work with lepton isolation, I
participated in pile-up study task force in 2011 to check the impact of themultiple interactions
on isolation observables. Isolation is, of course, susceptible to pile-up, when calorimetry is
considered because the information on vertex is not available. I worked on establishing an
isolation calculationmethod immune to additional energy flow from pile-up interactions. The
method is known across CMS as the “effective area” correction (EA). It uses the information of
the average energy density in detector obtained via FastJet calculation to estimate the pile-up.
Using calorimeter instead of simple vertex multiplicity information gives a handle also to
out-of-time pile-up. Since one of the 4 leptons in the final state typically has a transverse
momentum of less than 10 GeV, we had to push the lepton acceptances to values as low as
5 (7) GeV for muons (electrons). In this low pT region, the data-to-MC discrepancies are
expected to be larger, therefore a solid data driven control of efficiencies had to be established.
I was directly working on this issue using tag-and-probe technique which profits from leptonic
Z decays to evaluate selection efficiencies directly from data. These measurements were used
in the analysis in the form of per-lepton scale factors and its uncertainties propagate trough
the analysis.
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Abstract
This thesis reports the discovery of the new boson recently observed at a mass near 125 GeV
in the CMS experiment at CERN. The measurements of the properties of the new boson are
reviewed. The results are obtained from a comprehensive search for the standard model Higgs
boson in the H→ ZZ decay channel, where both Z bosons decay to electron or muon lepton
pairs. The search covers Higgs boson mass hypotheses in the range 110 <mH < 1000 GeV.
The analysis uses proton-proton collision data recorded by the CMS detector at the LHC,
corresponding to integrated luminosities of 5.1 fb−1 at
p
s = 7 TeV and 12.2 fb−1 atps = 8 TeV.
The new boson is observed with a local significance above the expected background of 4.5
standard deviations. The signal strength µ, relative to the expectation for the standard model
Higgs boson, is measured to be µ= 0.80+0.35−0.28 at 126 GeV. A precisemeasurement of its mass has
been performed and gives 126.2±0.6 (stat) ±0.2 (syst) GeV. The hypothesis 0+ of the standard
model for the spin J = 0 and parity P =+1 quantum numbers is found to be consistent with
the observation. The data disfavour the pseudoscalar hypothesis 0− with a CLs value of 2.4%.
No other significant excess is found, and upper limits at 95% confidence level exclude the
ranges 113–116 GeV and 129–720 GeV while the expected exclusion range for the standard
model Higgs boson is 118–670 GeV.
A special emphases throughout the thesis has been put on lepton isolation. Lepton isolation
being one of the key observables for the discovery is highly susceptible to pile-up conditions of
the LHCmachine. This thesis establishes a robust method to marginalize the effect of pile-up
on isolation. The method is now used across different analysis in CMS. A special attention
has also been put on measurements of the efficiencies of lepton identification, isolation
and impact parameter requirements directly from data using leptonic decays of Z boson.
The measurements were used to produce final per lepton scale factors when calculating the
significance of excess of four lepton events.
xi
Résumé
Cette thèse présente la mise en évidence dans l’expérience CMS d’un nouveau boson dans
la voie H→ZZ et la contribution à la découverte de ce nouveau boson à une masse proche
de 125 GeV dans l’expérience CMS au CERN. La mesure des propriétés est passée en revue.
Les résultats sont obtenus par une analyse inclusive du canal H→ZZ→ 4ℓ, i.e. où chacun
des bosons Z se désintègre en une paire de leptons (ℓ), électrons oumuons. La recherche du
boson de Higgs couvre toutes les hypothèses de masse dans le domaine 110<mH < 1000 GeV.
L’analyse utilise les données de collisions proton-proton enregistrées par le détecteur CMS au
collisionneur LHC, correspondants à des luminosités intégrées de 5.1 fb−1 a
p
s = 7 TeV et 12.2
fb−1 at
p
s = 8 TeV. Le nouveau boson est observé avec une signifiance statistique au-desus du
bruit de fond attendu de 4.5 écarts standards. L’intensité du signal µ, normalisé à l’attendu
pour le boson de Higgs dumodèle standard, est mesuré à une valeur de µ= 0.80+0.35−0.28 a 126 GeV.
Unemesure précise de la masse du nouveau boson a été effectué et donne 126.2±0.6 (stat)
±0.2 (syst) GeV. L’hypothèse d’un boson scalaire 0+ est en accord avec l’observation. Les
données expérimentales défavorisent l’hypothèse pseudoscalaire 0− avec CLs de 2.4%. Aucun
autre excès significatif n’est observé, et des limites supérieures d’exclusions sont obtenues
à 95% de niveau de confiance pour les domaines 113–116 GeV et 129–720 GeV , alors que la
domaine d’exclusion attendue en absence du boson de Higgs est de 118–670 GeV.
Pour cette thèse, une emphase particulière a été mis sur l’isolation des leptons. L’isolation
des leptons fait parties des observables clefs sur le chemin de la découverte. En même temps,
l’isolation est très sensible aux conditions pile-up de la machine LHC. Cette thèse établit une
méthode robuste qui permet de marginaliser l’effet de pile-up sur l’isolation. La méthode est
maintenant utilisée à travers les différentes analyses de CMS. Une attention particulière a
également été mis sur les mesures de l’efficacité de l’identification des leptons, l’isolation et le
paramètre d’impact directement à partir de données à l’aide désintégrations leptoniques de
boson Z . Les mesures ont été utilisées pour les corrections finales appliquées aux leptons lors
du calcul de la signifiance statistique de l’excès des événements à quatre leptons.
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Introduction
To express the complexity of the Universe with a handful of fundamental laws is absolutely es-
sential if one wishes to understand the phenomena within the matter and the space enclosing
us. While the trial of formulating these relations must be as old as the spoken word, it needed
the formalism of natural science in general and mathematics in particular to reward these
trials with success—success in a twofold manner. First, only the mathematical formulation of
phenomena allows a quantification and thus a verification against measured observations,
second, it can in general be understood and tested by anyone.
Together with the deployment of the scientific method, the idea that matter is built up from a
limited set of elementary components was developed. The idea that the profound constituents
are the elements water, fire, earth and air was stated by the Greek philosopher Empedocles
five centuries B.C.. Shortly after Leucippus and Democritus established the principle that
all matter is formed by extremely small, fundamental and indestructible particles, that they
called atoms. The idea of the atoms was picked up by scientists in the 19th century, but only in
the year 1909, with the experiment of Ernest Rutherford, it became clear that the atoms have
structure. Furthermore, with the discovery of the neutron by James Chadwick in 1932 it was
established that the nucleus itself is composed of smaller particles.
In the 50’s and 60’s of the 20th century a several particle physics experiments showed that
there are many more particles with characteristics similar to the protons and neutrons. It was
believed that they themselves are not fundamental, but formed by even smaller particles, the
quarks. The quark model, whose convincing confirmation was the discovery of point-like
constituents of the protons in 1969, allowed to classify all the known hadrons as compound
objects of two or three quarks.
In parallel to the search for the elements of matter, the question on their interaction was
posed. The work of James Clerk Maxwell was pioneering in this regard. He discovered unique
fundamental mechanism behind the electricity and magnetism phenomena—the electro-
magnetism. This observation was formed in a set of equations—theMaxwell equations, which,
together with the discovery of the quantum nature of physics and special relativity, formed
later the extremely successful theory of Quantum Electrodynamics (QED).
Inspired by the success of the field theoretical formulation of the electromagnetism, taking it
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as a template, the endeavor was set to describe the other forces, theweak force responsible for
the decay of nuclei and the strong force, responsible for the formation of discovered hadrons.
It was found that the strong interaction can be formulated as a relativistic field-theory of
colour charged quarks and gluons, known as Quantum Chromodynamics (QCD). The weak
force could be combined with QED into the so called electroweak interaction, also known as
Glashow-Weinberg-Salam (GWS) model. The GWS theory together with QCD form the current
most successful theory for the interaction of elementary particles, referred to as the Standard
Model (SM) of Particle Physics.
In general in such theories, known as Gauge Theories, the particles responsible for the action
of the force, the gauge or vector bosons, as well as elementary fermions, have to be massless.
However, experiments showed that the particles responsible for the weak interaction are
very massive. Elementary matter particles also have masses. A mechanism, the so-called
Brout-Englert-Higgs (BEH) mechanism has been proposed to remedy the theory deficiency.
This mechanism, developed and published in 1964 by Peter Higgs, Robert Brout and Francois
Englert, postulates the existence of a new scalar field responsible for electroweak symmetry
breaking (EWSB), the Higgs field. The gauge bosons acquire mass. The fermions become
massive by interacting via Yukawa interactions with the Higgs field. The theory predicts the
existence of a physical scalar boson, the Higgs boson.
A variety of tests and precision measurements over the last decades gave very strong confi-
dence in the Standard Model, in particular the prediction and discovery of particles like Z
boson and top quark. The discovery of the Higgs boson, the only missing piece, would be (is)
the unprecedented achievement of the Standard Model.
The mass of the Higgs boson, the quanta of the Higgs field is not predicted by the mechanism,
thus it has to be experimentally deduced. The existence of an elementary particle such
as the Higgs boson is tested at colliders. High energy collisions are aimed to create the
searched particle, and detectors embedded around collision points allow to seek for a typical
signature. After the exclusions from the Large Electron PositronCollider (LEP) and the Tevatron
experiments, the Large Hadron Collider (LHC) become the major actor for the Higgs hunting
and possibly taming in the full mass range allowed by the theory.
The development and construction of the LHCmachine took over two decades. It was built to
provide proton-proton collisions with a nominal centre of mass energy of 14 TeV (7 TeV and
8 TeV during the first years) and a very high luminosity. In parallel, detectors were designed
and built, responding to the LHC characteristics and the physics goals. In particular the
Compact Muon Solenoid (CMS) and A Toroidal LHC Apparatus (ATLAS) experiments were
primarily set to search for the Higgs boson in a wide variety of production and decay channels.
The response of the detectors has been simulated with great care, facilitating the development
of physics object reconstruction and research analysis.
This thesis work started with the very first collisions at the LHC at the end of 2009. By spring
2010, the LHC reached working conditions for the physics with an energy in the centre of mass
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of the proton-proton collisions of 7 TeV. I was involved in the commissioning of basic objects
for the reconstruction of the collision events, and in particular of the electrons.
At that time, I also took part in the deployment of the analysis strategy for the search of the
Higgs boson, specifically in the determination of the discriminating observables as well as
definition of Higgs boson mass-dependent search phase space. The search relies solely on the
measurement of leptons achieving high reconstruction, identification and isolation efficiency
for a ZZ→ 4ℓ system. The ZZ system is composed of two same-flavour and opposite-charge
isolated leptons, e+e−and µ+µ−in the mass rangem4ℓ > 100GeV. One or both of the Z bosons
can be off-shell. The background sources include an irreducible four-lepton contribution from
direct ZZ (or Zγ) production via qq¯ annihilation and g g fusion. Reducible contributions arise
from Zbb¯ and t t¯ where the final states contain two isolated leptons and two b jets producing
secondary leptons. Additional background of instrumental nature arises from Z + jets events
where jets are misidentified as leptons.
In the following months, LHC was constantly increasing luminosity accelerating the collection
of data. The increase of luminosity resulted in multiple collisions in a single bunch crossing,
the so-called pile-up. To ensure the robustness of measured quantities, especially lepton
isolation, a correction method using the average energy density deposited by the emerging
particles has been deployed. The method is known as effective area correction and is currently
used across many analysis in CMS. By the international conferences of the summer 2011,
enough data had been collected to produce the first comprehensive search for the Higgs boson
at the LHC and it was becoming clear that this simple and robust analysis had to be expanded
to better cover the very lowmass range.
This thesis describes the analysis as it was developed and deployed starting in fall 2011 with
increased acceptance for Higgs boson in the lowmass range. This implied evenmore demand-
ing conditions on low pT leptons, which presupposes a good control of lepton measurements.
This work was carried out using the tag-and-probe method which uses Z decays as a handle to
extract the possible differences between collision data and simulation. In addition, an effort
was made to extract the maximum amount of information from events, using per-event mass
uncertainties and, starting from spring 2012, exploiting the discriminating power from the full
decay kinematics.
The thesis is divided into five parts. Part one, “Breaking the Symmetry”, is dedicated to theo-
retical aspects of Higgs boson phenomenology at hadron colliders. After a brief introduction
to StandardModel in chapter 1, with focus on the BEHmechanism, we turn in chapter 2 to
the relevant Higgs production processes and decay modes at LHC.
Part two, “Accelerate and collide”, gives a short overview of the experimental apparatus, the
CMS detector at the LHC. A slight accent has been put on the electromagnetic calorimetry as
it is one of the key components in the electron reconstruction andmeasurements.
In the third part we concentrate to “Choose building Blocks” for the analysis. After a brief
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discussion on simulation and collision data choice for the analysis in the chapter 5, we quickly
move to a detailed overview of physics objects—electrons, muons and photons—in chapter 6.
An emphasis is put on electron reconstruction, identification and particularly isolation being
one of the main topics I have been working on. In this very chapter, we also define the final
state radiation (FSR) recovery strategy which has been put in place for the 2012 analysis.
Bearing in mind that we have four leptons in final state, it is hard to overemphasize the
importance of lepton selection efficiency measurements using data-driven techniques. These
are presented in chapter 7.
Having chosen the building blocks, we try to make them “Come together” in part four. We
start in chapter 8 by carefully defining the analysis strategy which would allow for a graduate
decent into the signal phase space and a good control of background rates. Since the search
for a Higgs boson in four-lepton channel is a hunt for a resonance in the four-lepton invariant
mass parameter space, it is beneficial to model the signal yields, shapes and efficiencies, as
well as background ones with respect to mass. These models are then used as inputs for the
final statistical analysis. A detailed discussion of signal and backgroundmodels is presented
in chapters 9, 10 and 11. In chapter 12 we shed light on the full kinematic discriminant which
complements the four-lepton mass measurement and increase the sensitivity of the search.
“Bingo!”—the title says it all. In this part we present the final statistical analysis and results
for the exclusion limits and significances of event excesses in the four-lepton invariant mass
spectrum. In addition, we bring a strategy to measure the Higgs boson spin-parity properties.
The boson discovery atmass around 125GeV—although in this channel only observation—was
announced on a memorable CERN seminar in Geneva on 4th July 2012 by CMS spokesperson
Joseph Incandela. Quickly afterwards, the analysis was published in a prestigious journal—
Physics Letters B [1].
“Bingo!”—the title says it all. In this part we present the final statistical analysis and results
for the exclusion limits and significances of event excesses in the four-lepton invariant mass
spectrum. Evidence was found for the existence of a new boson around 125 GeV from the
H→ ZZ(⋆)→ 4ℓ channel, and, combined with the H→ γγ channel, led to the observation
by CMS. Similar observations were obtained simultaneously by the ATLAS experiment. The
discovery of a new boson was announced on amemorable CERN seminar in Geneva on the
4th of July 2012 by the CMS spokesperson, Joe Incandela, and the ATLAS spokesperson, Fabiola
Gianotti. Quickly afterwards, the analysis was published in a prestigious journal—Physics
Letters B [1]. More data was analysed in theH→ ZZ(⋆)→ 4ℓ in fall 2012 and the first spin-parity
measurements performed by the CMS experiment have been published in another prestigious
journal, Physics Review Letters. All these results are described in this thesis.
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1 The Standard Model
The fundamental components of matter and their interactions are nowadays best described by
the Standard Model of Particle Physics (SM), which is based on two complementary quantum
field theories, describing the electroweak interaction (Glashow-Weinberg-Salam model or
GWS) and the strong interaction (Quantum Chromodynamics or QCD). The gauge group of
the Standard Model is SU (3)C ⊗SU (2)L ⊗U (1)Y , where SU (2)L ⊗U (1)Y are related to the cou-
plings of the electroweak interaction, whilst SU (3)C is related to gauge couplings in quantum
chromodynamics. In this chapter, a short overview of the electroweak theory (Sec. 1.2) is given,
focusing the attention on the EWSB, the Higgs mechanism and the Higgs boson (Sec. 1.3).
In subsequent chapter we will set the theoretical landscape for the Higgs boson searches
performed at the LHC by introducing the relevant production and decay modes of the boson.
Note that natural units will be used, i.e. ~= c = 1, unless otherwise specified.
1.1 The StandardModel of Elementary Particles
The SM describes the matter at the physical level as composed by 3 families of 4 elementary
particles, which are fermions with spin 1/2. Ordinary matter is composed only of the 1st
family members, and other two families can be regarded as the replicas of the first one. The
corresponding particles belonging to separate families are said to have different flavours,
with same coupling constants but with different masses. The fermions can be divided into
two main groups, leptons and quarks, whose classification is given in Table 1.1. Quarks are
subject to both strong and electroweak interactions and do not exist as free states, but only as
constituents of a wide class of particles, the hadrons, such as protons and neutrons. Leptons,
instead, only interact by electromagnetic and weak forces.
In the SM, the interactions between particles are described in terms of the exchange of bosons,
integer-spin particles which are carriers of the fundamental interactions. The main character-
istics of bosons and corresponding interactions are summarized in Table 1.2 (the gravitational
interaction is not taken into account, as it is not relevant at the scales of mass and distance
7
Chapter 1: The StandardModel
Fermions 1st fam. 2nd fam. 3rd fam. Charge Interactions
Quarks
u
d
c
s
t
b
+2
3
−1
3
all
Leptons
e
νe
µ
νµ
τ
ντ
−1
0
weak, electromagnetic
weak
Table 1.1: Classification of the three families of fundamental fermions.
typical of the particle physics).
Electromagnetic Weak Strong
Quantum Photon (γ) W ±, Z Gluons
Mass [GeV] 0 80–90 0
Coupling
constant
α(Q2 = 0)≈ 1
137
GF ≈ 1.2 ·10−5GeV −2 αs(mZ )≈ 0.1
Range [cm] ∞ 10−16 10−13
Table 1.2: Fundamental interactions relevant in particle physics and corresponding carriers.
As previously mentioned, the SM describes these interactions by means of two gauge theories:
the Quantum Chromodynamics and the theory of the electroweak interaction (Glashow-
Weinberg-Salammodel), which unifies the electromagnetic and weak interactions. Since the
present work deals with a purely electroweak decay, in the next sections only the latter theory
will be described in some detail.
1.2 The Electroweak Theory
From a historical point of view, the starting point for the study of electroweak interactions is
Fermi’s theory of muon decay [2], which is based on an effective four-fermion Lagrangian1:
L =−4GFp
2
ν¯µγ
α 1−γ5
2
µe¯γα
1−γ5
2
νe , (1.1)
withGF ≃ 1.16639×10−5GeV −2. Eq. 1.1 represents a “point like” interaction, with only one
vertex and without any intermediate boson exchanged. It is usually referred to as a V − A
interaction, being formed by a vectorial and an axial component. The term 1
2
(1−γ5) that
appears in it is the negative chirality projector. Only the left-handed components of fermions
takes part to this effective interaction.
Fermi’s Lagrangian is not normalizable and it results in a non-unitary S matrix. Both renor-
1The same formalism can also be used to treat β decays, starting from a Lagrangian similar to Eq. 1.1.
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malizability and unitarity problems can be overcome by describing the weak interaction
with a gauge theory, i.e. requiring its Lagrangian to be invariant under local transformations
generated by the elements of some Lie group (gauge transformations). The specific group of
local invariance (gauge group) is to be determined by the phenomenological properties of the
interaction and of the particles involved. In particular, the resulting Lagrangian must reduce
to Eq. 1.1 in the low energy limit. A detailed derivation of this Lagrangian is not provided
here, but the results are summarized in the following (for details about the GWSmodel, see
Refs. [3, 4, 5]).
A gauge theory for weak interactions is conceived as an extension of the theory of electro-
magnetic interaction, the QED, which is based on the gauge groupU (1)EM , associated to the
conserved quantum numberQ (electric charge). In this case, the condition of local invariance
under theU (1)EM group leads to the existence of a massless vector field, the photon.
A theory reproducing both the electromagnetic and weak interaction phenomenology is
achieved by extending the gauge symmetry to the group SU (2)I ⊗U (1)Y . In this sense, the
weak and electromagnetic interactions are said to be partially unified. The generators of
SU (2)I are the three components of the weak isospin operator, t
a = 1
2
τa , where τa are the
Pauli matrices. The generator ofU (1)Y is theweak hypercharge Y operator. The corresponding
quantum numbers satisfy
Q = I3+
Y
2
,
where I3 is the third component of the weak isospin (eigenvalue of t
3).
Fermions can be divided in doublets of negative chirality (left-handed) particles and singlets
of positive chirality (right-handed) particles, as follows:
LL =
(
νℓ,L
ℓL
)
, ℓR QL =
(
uL
dL
)
, uR , dR , (1.2)
where ℓ= e,µ,τ, u = u,c, t and d = d , s,b. Chirality is not to be confused with helicity. Helicity
coincides with chirality only for massless particles (e.g. the neutrino2), since it is not possible
to make Lorentz transformation which would result with reversing the orientation of the
momentum vector, since their velocity always equals c . For massive particles, one can change
helicity by changing the Lorentz frame—chirality however is the intrinsic property of the
particle, independent of the frame of reference.
In Table 1.3, I3, Y andQ quantum numbers of all fermions are reported.
The requirement of local gauge invariance is one of the most fascinating concepts in quantum
field theories as it implies the very existence of the fundamental interactions. Inspired by QED,
imposing the requirement of local gauge invariance with respect to the SU (2)I xU (1)Y group
alone introduces four massless vector fields,W 1,2,3µ and Bµ, which couple to fermions with
2existence of neutrino mixing implies that the GWS has to be extended or that there is Beyond SM physics.
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I3 Y Q
(
uL
dL
) ( 1
2
−1
2
) ( 1
3
1
3
) ( 2
3
−1
3
)
uR , dR 0, 0
4
3
, −2
3
2
3
, −1
3(
νℓ,L
ℓL
) ( 1
2
−1
2
) ( −1
−1
) (
0
−1
)
ℓR 0 −2 −1
Table 1.3: Isospin (I3), hypercharge (Y ) and electric charge (Q) of the fermions in the 1
st family. Other
two families are exact replicas of the first one.
two different coupling constants, g and g ′.
Notice that Bµ does not represent the photon field, because it arises from theU (1)Y group of
hypercharge, instead ofU (1)EM group of electric charge. The gauge-invariant Lagrangian for
fermion fields can be written as follows:
L =ΨLγµ
(
i∂µ+ g taW aµ − 12g ′Y Bµ
)
ΨL +ψRγµ
(
i∂µ− 12g ′Y Bµ
)
ψR (1.3)
where
ΨL =
(
ψ1L
ψ2L
)
and whereΨL andψR are summed over all the possibilities in Eq. 1.2.
As already stated,W 1,2,3µ and Bµ do not represent physical fields, which are given instead by
linear combinations of the fourmentioned fields: the charged bosonsW + andW − correspond
to3
W ±µ =
√
1
2
(W 1µ ∓ iW 2µ ), (1.4)
while the neutral bosons γ and Z correspond to
Aµ = Bµ cosθW +W 3µ sinθW (1.5)
Zµ = −Bµ sinθW +W 3µ cosθW , (1.6)
obtained bymixing the neutral fieldsW 3µ and Bµ with a rotation defined by theWeinberg angle
θW . In terms of the fields in Eqs. 1.4 and 1.6, the interaction term between gauge fields and
fermions, taken from the Lagrangian in Eq. 1.3, becomes
Lint =
1
2
p
2
g (J+αW
(+)α+ J−αW (−)α)+
1
2
√
g ′2+ g 2 JZα Zα−e JEMα Aα, (1.7)
3W (−)µ is sometimes denoted simply asWµ. In that case one can note thatW
(+)
µ equalsW
†
µ .
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where JEM is the electromagnetic current coupling to the photon field, while J+, J− and JZ
are the three weak isospin currents. It is found that
JZα = J3α−2sin2θW · JEMα .
Aµ can then be identified with the photon field and, requiring the coupling terms to be equal,
one obtains
g sinθW = g ′ cosθW = e (1.8)
which represents the electroweak unification. The GWSmodel thus predicts the existence of
two charged gauge fields, which only couple to left-handed fermions, and two neutral gauge
fields, which interact with both left- and right-handed components.
1.3 The Brout-Englert-HiggsMechanism
In order to correctly reproduce the phenomenology of weak interactions, both fermion and
gauge boson fields must acquire mass, in agreement with experimental results. Up to this
point, however, all particles are considered massless: in the electroweak Lagrangian, in fact, a
mass term for the gauge bosons would violate gauge invariance4, which is needed to ensure
the renormalizability of the theory.
There must be something external to the fundamental fields fermions and gauge boson fields
of the theory to generate the mass of the particle while preserving the local gauge symmetry
which is at the very origin of the existence of interactions. In the Standard Model this is
achieved by postulating the existence of a new field, a scalar field—the so-called Higgs field,
which is needed to ensure the renormalizability of the theory. Masses are thus introduced with
the so-called BEHmechanism [6, 7, 8, 9, 10, 11], which allows fermions andW ±, Z bosons to
be massive5, while keeping the photon massless. Such mechanism is accomplished by means
of a doublet of complex scalar fields
φ=
(
φ+
φ0
)
= 1p
2
(
φ1+ iφ2
φ3+ iφ4
)
, (1.9)
which is introduced in the electroweak Lagrangian within the term
LEWSB = (Dµφ)†(Dµφ)+V (φ†φ), (1.10)
whereDµ = ∂µ− i g taW aµ + i2g ′Y Bµ is the covariant derivative. The Lagrangian in Eq. 1.10 is
invariant under SU (2)I ⊗U (1)Y transformations, since the kinetic part is written in terms of
4Explicit mass terms for fermions would not violate gauge invariance, but in the GWSmodel the Lagrangian
is also required to preserve invariance under chirality transformations, and this is achieved only with massless
fermions.
5Rigorously speaking, the BEH mechanism is only needed to explain howW ± and Z acquire their mass. A
fermiophobic Higgs boson, i.e. not coupling to fermions, is also looked for at the LHC [12].
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covariant derivatives and the potential V only depends on the product φ†φ. The φ field is
characterized by the following quantum numbers:
I3 Y Q(
φ+
φ0
) (
1
2
−1
2
) (
1
1
) (
1
0
)
Writing the potential term as follows (see also Fig. 1.1)
V (φ†φ)=−µ2φ†φ−λ(φ†φ)2, (1.11)
where the choice of µ2 > 0 and λ> 0 leads to a very interesting shape of the potential, crucial
for the BEHmechanism. Such a choice of the potential, shown in Fig. 1.1, has a minimum for
φ†φ= 1
2
(φ21+φ22+φ23+φ24)=−
µ2
2λ
≡ v
2
2
. (1.12)
This minimum is not found for a single value of φ, but for a manifold of non-zero values. The
choice of (φ+, φ0) corresponding to the ground state (i.e. the lowest energy state, or vacuum)
is arbitrary and the chosen point is not invariant under rotations in the (φ+, φ0) plane: this is
referred to as spontaneous symmetry breaking. If one chooses to fix the ground state on the φ0
axis, the vacuum expectation value of the φ field is
〈φ〉 = 1p
2
(
0
v
)
, v2 =−µ
2
λ
. (1.13)
Figure 1.1: Shape of the Higgs potential of Eq. 1.11.
The φ field can thus be rewritten in a generic gauge, in terms of its vacuum expectation value:
φ= 1p
2
e
i
v
φa ta
(
0
H + v
)
, a = 1,2,3
where the three fields φa and the fourth φ4 =H + v are called Goldstone fields. Being scalar
andmassless, they introduce four new degrees of freedom, in addition to the six degrees due
to the transverse polarizations of the massless vector bosonsW ± and Z . The unitary gauge is
12
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fixed by the transformation
φ′ = e− iv φa taφ= 1p
2
(
0
H + v
)
= 1p
2
(
0
φ4
)
.
The remaining field, theHiggs field, has now a zero expectation value.
Rewriting the Lagrangian in Eq. 1.10 with the φ field in the unitary gauge, LEWSB results from
the sum of three terms:
LEWSB =LH +LHW +LHZ , (1.14)
where the three terms can be written as follows, using the approximation V ∼ µ2H2+ cost
and neglecting higher order terms:
LH =
1
2
∂αH∂
αH +µ2H2
LHW =
1
4
v2g 2WαW
†α+ 1
2
vg 2HWαW
†α (1.15)
= m2WWαW †α+ gHWHWαW †α
LHZ =
1
8
v2(g 2+ g ′2)ZαZα+
1
4
v(g 2+ g ′2)HZαZα (1.16)
= 1
2
m2Z ZαZ
α+ 1
2
gHZHZαZ
α.
Eqs. 1.15 and 1.16 now contain mass terms forW ± and Z : each of the three gauge bosons
has acquired mass and an additional degree of freedom, corresponding to the longitudinal
polarization. At the same time, three of the four Goldstone bosons have disappeared from
the Lagrangian LEWSB , thus preserving the total number of degrees of freedom: the degrees
linked to the missing Goldstone bosons have become the longitudinal degrees of the vector
bosons. A scalar boson, the so-called Higgs boson associated to the Higgs field is present as
a newmassive particle in the theory. The mass of the Higgs boson which is presumed to be
related to self-interactions of the field is not predicted by the theory.
In summary, the BEH mechanism is used to introduce the weak boson masses without ex-
plicitly breaking the gauge invariance and thus preserving the renormalizability of the theory.
When a symmetry is “spontaneously” broken, in fact, it is not properly eliminated—it is rather
“hidden” by the choice of the ground state. In practice, this means that physical bosons can
now be massive despite the fact that the fundamental gauge bosons of the theory remain
massless. In addition, not only bosons, but all other particles acquire their mass through
the interaction with Higgs field. It can be shown that the minimum for the Higgs field is still
invariant for theU (1)EM group: the electromagnetic symmetry is therefore unbroken and the
photon remains massless.
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1.3.1 Vector BosonMasses and Couplings
Equations 1.15 and 1.16 show that the masses of vector bosonsW ± and Z are related to the
parameter v ,the vacuum expectation value (VEV) which sets a characteristic mass scale for
the EWSB, and to the electroweak coupling constants:
{
mW = 12vg
mZ = 12v
√
g 2+ g ′2 →
mW
mZ
= g√
g 2+ g ′2
= cosθW . (1.17)
Also the couplings of vector bosons to the Higgs can be obtained from Eqs. 1.15 and 1.16 and
are found to depend on the square ofmW andmZ :
gHW =
1
2
vg 2 = 2
v
m2W (1.18)
gHZ =
1
2
v(g 2+ g ′2)= 2
v
m2Z . (1.19)
A relation between decay ratios of Higgs boson to aW pair and to a Z pair can be derived from
Eqs. 1.18 and 1.19:
BR(H→W +W −)
BR(H→ ZZ ) =
(
gHW
1
2
gHZ
)2
= 4
(
m2W
m2
Z
)2
∼ 2.4.
Finally, the characteristic mass scale for EWSB can be determined from the relation between
the v parameter and the Fermi constantGF :
v =
(
1p
2GF
) 1
2
≃ 246GeV. (1.20)
1.3.2 FermionMasses and Couplings
The Higgs mechanism is also used to generate the fermion masses, by introducing in the
SM Lagrangian a SU (2)I ⊗U (1)Y invariant term (called Yukawa term) that represents the
interaction between the Higgs and the fermion fields. Since φ is an isodoublet, while the
fermions are divided in left-handed doublet and right-handed singlet, the Yukawa terms (one
for each fermion generation) must have the following expression for leptons:
Lℓ =−GHℓ · lℓφℓR +ℓRφ†lℓ .
In the unitary gauge, the first component of φ is zero, therefore a mass term will arise from the
Yukawa Lagrangian only for the second component of lℓ: this correctly reproduces the fact
that neutrino is (approximately) massless.
Lℓ =−
GHℓp
2
vℓℓ− GHℓp
2
Hℓℓ . (1.21)
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For what concerns the quark fields, the down quarks (d , s, b) are treated in the same way as
leptons; up quarks (u, c, t ), instead, must couple to the charge-conjugate of φ
φc =−iτ2φ∗ =
1p
2
(
φ3− iφ4
−φ1+ iφ4
)
,
which becomes in the unitary gauge
φc = 1p
2
(
η+ v
0
)
.
The Yukawa Lagrangian will be therefore
LY =−GHℓLLφℓR −GHdQLφdR −GHuQLφcuR +h.c. . (1.22)
From Eq. 1.21, the mass of a fermion (apart from neutrinos) and its coupling constant to the
Higgs boson are found to be
m f =
GH fp
2
v (1.23)
gH f =
GH fp
2
=
m f
v
. (1.24)
Being theGH f free parameters, the mass of the fermions cannot be predicted by the theory.
At this point we can understand more deeply what the fermion mass terms in the Lagrangian
really means. The interaction with the Higgs field transform a right-handed chirality in a
left-handed chirality (and vice versa) such that the physical object becomes a massive particle.
The mass term is therefore only measure of the strength of the interaction of particle with
Higgs field.
This analysis is somewhat illustrative, since it does not take account of the fact that in reality
there are three families of quarks and leptons. Complete analysis would be more complicated,
since the weak mass eigenstates are not the same as the physical mass eigenstates. If one
wants to deal with the physical particles, one needs to make transformation from the weak
mass basis to physical mass bases. This is accomplished by the usual unitary transformation
matrices, Cabibbo–Kobayashi–Maskawa (CKM) and Pontecorvo–Maki–Nakagawa–Sakata
(PMNS) matrices, for quark and lepton sectors respectively.
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1.3.3 Higgs BosonMass
Among the 18 free parameters of the SM6, the Higgs boson mass is the only still undetermined
one. Although the Higgs boson mass is not predicted by the theory, the assumption that
the Higgs boson acquires a mass, e.g. via self-interactions of the Higgs field, is essential for
the EWSB mechanism,i.e. without the mass of the Higgs, there would be no ”Mexican hat”
potential. Its mass depends on the parameters v and λ, but while the former can be estimated
by its relation with the GF constant of Fermi’s theory, the latter is characteristic of the field
φ and cannot be determined other than measuring the Higgs mass itself. However, both
theoretical and experimental constraints exist, including those from direct search at colliders,
in particular LEP.
Theoretical Constraints
Theoretical constraints to the Higgs mass value [13] can be found by imposing the energy
scale Λ up to which the SM is valid, before the perturbation theory breaks down and non-
SM phenomena emerge. The upper limit is obtained by requiring that the running quartic
coupling of Higgs potential λ remains finite up to the scaleΛ (triviality). A lower limit is found
instead by requiring that λ remains positive after the inclusion of radiative corrections, at least
up toΛ: this implies that the Higgs potential is bounded from below, i.e. the minimum of such
potential is an absolute minimum (vacuum stability). A looser constraint is found by requiring
such minimum to be local, instead of absolute (metastability). These theoretical bounds on
the Higgs mass as a function ofΛ are shown in Fig. 1.2.
If the validity of the SM is assumed up to the Planck scale (Λ∼ 1019 GeV), the allowed Higgs
mass range is between 130 and 190 GeV, while for Λ ∼ 1 TeV the Higgs mass can be up to
700 GeV. On the basis of these results, however, colliders should look for the Higgs boson
up to masses of ∼ 1 TeV. If the Higgs particle is not found in this mass range, then a more
sophisticated explanation for the EWSBmechanism will be needed.
Very important limits come from the requirement of the unitarity of S-matrix, which basically
can be reduced to the claim that scattering probability cannot exceed the value of 100%. In
order to avoid violation of unitarity, the Higgs boson plays crucial role, since this very concept
allows us to regulate the unitarity of S-matrix asΛ increases.
Experimental Constraints
Bounds on the Higgs mass are also provided by electroweak precision measurements at
LEP, SLC and Tevatron [14] (updated in 2010). Direct searches at LEP-II have set the limit
mH > 114.4 GeV (95% C.L.) [15] and those performed at Tevatron have excluded the mass
6 9 fermion masses (+ 3 neutrino masses, if mν 6= 0), 3 CKM mixing angles + 1 phase (+ 3 more angles + 1
additional phase for neutrinos), the electromagnetic coupling constant αEM , the strong coupling constant αS , the
weak coupling constantGF , the Z bosonmass and the Higgs bosonmass.
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Figure 1.2: Red line: triviality bound (for different upper limits to λ); blue line: vacuum stability (or
metastability) bound on the Higgs bosonmass as a function of the new physics (or cut-off) scaleΛ [13].
range 158<mH < 175 GeV also at 95% C.L. [16](see Fig. 1.3 left). Moreover, since the Higgs
boson contributes to radiative corrections, many electroweak observables are logarithmically
sensitive to mH and can thus be used to constrain its mass. All the precision electroweak
measurements performed by the four LEP experiments and by SLD, CDF and D; have been
combined together and fitted [17], assuming the SM as the correct theory and using the Higgs
mass as free parameter. The result of this procedure is summarized in Fig. 1.3 (b), where
∆χ2 =χ2−χ2
min
is plotted as a function ofmH .
The solid curve is the result of the fit, while the shaded band represents the theoretical un-
certainty due to unknown higher order corrections. The indirectly measured value of the
Higgs boson mass, corresponding to the minimum of the curve, ismH = 91+30−23 GeV at 68%
confidence level (CL). This value correspond to the black line in Fig. 1.3 and does not take
the theoretical uncertainties into account. The indirect constraints thus favour a lowmass
value for the the Higgs boson. But the dependence on the Higgs bosonmass of the indirect
constraints is only logarithmic such that the central value must be interpreted with care. It
remains essential to search for a SM Higgs boson over the full mass range allowed by the
theory.
Such results are model-dependent, as the loop corrections take into account only contribu-
tions from known physics. This result is thus well-grounded only within the SM theory and
has always to be confirmed by the direct observation of the Higgs boson.
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Figure 1.3: (a) 2011 Tevatron exclusion at 95% C.L. in Higgs boson mass range from 158 to 172 GeV.
(b)∆χ2 of the fit to the electroweak precision measurements of LEP, SLC, and Tevatron as a function of
the Higgs mass (2012). The solid (dashed) lines give the results when including (ignoring) theoretical
errors. The gray area represents the region excluded by direct searches at LEP and Tevatron.
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2 Higgs Boson Search at the LHC
The experiments at the LHC are searching for the SMHiggs boson within the full mass range
allowed by the theory given unitary and above LEP constraints, i.e. from 114 up to about
800 GeV to 1 TeV. In the work described by this thesis, the analysis has been performed up
to 800 GeV. In this chapter, the main Higgs production and decay processes are described.
This will allow to identify the most promising channels in the perspective of a Higgs boson
discovery.
While the Higgs mass is not predicted by the theory, the Higgs couplings to the fermions or
bosons are predicted to be proportional to the corresponding particle masses for fermions or
squaredmasses for bosons, as in Eqs. 1.18, 1.19 and 1.24. For this reason, the Higgs production
and decay processes are dominated by channels involving the coupling of Higgs to heavy
particles, mainly toW ± and Z bosons and to the third generation fermions. For what concerns
the remaining gauge bosons, the Higgs does not couple to photons and gluons at tree level,
but only by one-loop graphs where the main contribution is given by qq¯ and byW +W − loops.
2.1 Higgs Production
The main processes contributing to the Higgs production at a hadron collider are represented
by the Feynman diagrams in Fig. 2.1 and the corresponding cross-sections for proton-proton
centre of mass energies of
p
s = 7 TeV and ps = 8 TeV, adopted by the LHC, are shown in
Fig. 2.2. The switch from collisions at 7 to 8 TeV was mostly motivated by searches for
physics beyond the SM at the TeV scale. It nevertheless brings a sizeable increase of the
production cross-section for the Higgs boson, e.g. by about 27% for the inclusive production
at mH = 125GeV.
"[...] cross-sections for proton-proton centre ofmass energies of [...] are shown in Fig. 2.2. The
switch from collisions at 7 to 8 TeV was mostly motivated by searches for physics beyond the
SM at the TeV scale. It nevertheless brings a sizeable increase of the production cross-section
for the Higgs boson, e.g. by about 27% for the inclusive production at mH = 125GeV.
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W, Z
q¯
q
W, Z
H0
Figure 2.1: Higgs production mechanisms at tree level in proton-proton collisions: (a) gluon-gluon
fusion; (b) VV fusion; (c) W and Z associated production (or Higgsstrahlung); (d) t t¯ associated
production.
2.1.1 Gluon-gluon Fusion
The g g fusion is the dominating mechanism for the Higgs production at the LHC over the
whole Higgs mass spectrum, because of the high luminosity of gluons at the nominal centre of
mass energy. The parton(in particular gluon) luminosity, is a convenient measure of the reach
of a collider of given energy taking into account relevant Parton Distribution Function (PDF).
The high gluon luminosity in pp collisions at LHC energies compared to Tevatron, is the basis
for the simplifying slogan—“The Tevatron is a quark collider and the LHC is a gluon collider”.
The g g fusion process is shown in Fig. 2.1(a), with a t-quark loop as the main contribution.
Next-to-leading order QCD corrections have been found to increase the cross-section for this
process by a factor of ∼ 2. Next-to-next-to leading order calculations are also available and
show a further increase of about 10% to 30%. Other sources of uncertainty are the higher order
corrections (10÷20% estimated) and the choice of parton density function (∼ 10%).
2.1.2 Vector Boson Fusion
The Vector boson fusion (VBF) (or VV fusion) shown in Fig. 2.1(b) is the second contribution
to Higgs production cross section. It is about one order of magnitude lower than g g fusion for
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Figure 2.2: Higgs production cross-sections at 7 and 8 TeV as a function of the Higgs mass.
a large range ofmH values and the two processes become comparable only for very high Higgs
masses, of O (1 TeV). However, this channel is very interesting because of its clear experimental
signature: the presence of two spectator jets with high invariant mass in the forward region
provides a powerful tool to tag the signal events and discriminate the backgrounds, thus
improving the signal to background ratio, despite the low cross-section. Moreover, both
leading order and next-to-leading order cross-sections for this process are known with small
uncertainties and the higher order QCD corrections are quite small.
2.1.3 Higgsstrahlung and Associated Production
In theHiggsstrahlung process shown in Fig. 2.1(c), the Higgs boson is produced in association
with aW ± or Z boson, which can be used to tag the event. The cross-section for this process is
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several orders of magnitude lower than the g g fusion process, and approaches the production
rates from VBF only for masses aroundmH = 100GeV. The QCD corrections are quite large for
the Higgsstrahlung production modes. The next-to-leading order cross-section is found to be
about 1.2–1.4 times larger than the leading-order one.
"The cross-section for this process [...] the gg fusion process, and approaches the production
rates from VBF only for masses around [...]
The last process, illustrated in Fig. 2.1(d), is the associated production of a Higgs boson with a
t t¯ pair. Again the cross-section for this process is almost two orders of magnitude lower than
the g g and only several times lower than VBF aroundmH = 100GeV. The presence of the t t¯
pair in the final state can provide a good experimental signature. The higher order corrections
increase the cross-section by a factor of about 1.2.
2.2 Higgs Decay
The branching ratios of the different Higgs decay channels are shown in Fig. 2.3 as a function
of the Higgs mass. Fermion decay modes dominate the branching ratio in the lowmass region
(up to∼ 150 GeV). In particular, the H→ bb¯ channel is themost important contribution, since
the b quark is the heaviest available fermion. When the decay channels into vector boson
pairs open up, they quickly dominate. A peak in the H→W +W − decay is visible around 160
GeV, when the production of two on-shellW ’s becomes possible and the production of a real
ZZ pair is still not allowed. At high masses (∼ 350 GeV), also t t¯ pairs can be produced.
(a) (b)
Figure 2.3: Branching ratios for different Higgs decay channels as a function of the Higgs mass in low
mass range (a) and full search range (b).
The most promising decay channels for the Higgs discovery do not only depend on the corre-
sponding branching ratios, but also on the capability of experimentally detecting the signal
while rejecting the backgrounds. Such channels are illustrated in the following, depending on
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the Higgs mass range.
2.2.1 LowMass Region
Though the branching ratio in this region is dominated by the Higgs decay into bb¯, the di-jet
background makes it quite difficult to use this channel for a Higgs discovery. However, the bb¯
channel has been exploited in the boosted regime, in association with a vector boson decaying
leptonically, by CMS [18], by ATLAS [19] and by CDF and D0 [20]. The final-state leptons allow
to discriminate signal events from QCD backgrounds with only two jets.
For Higgs boson withmH < 120GeV, the channel H → γγ seems to be the most promising.
Despite of its low branching ratio, the two high energy photons constitute a very clear signature,
which only suffers from the qq¯→ γγ and Z → e+e− backgrounds.
2.2.2 IntermediateMass Region
For a Higgs mass value between 120 and 135 GeV, the Higgs decays intoWW (∗), ZZ (∗) and Zγ
open up and their branching ratios increase. Still, there is a significant contribution from the
γγ decays, so most of the channels are accessible in this range.
The branching ratio of H →WW (∗) which is higher than the one from H → ZZ (∗)/γ as was
explained in section 1.3.1, is here relatively higher given that at least one Z boson in the ZZ(∗)
channel is pushed further away off mass shell. The H→WW(∗) is disfavoured from the point
of view of observability because of the presence of the two neutrinos in the final state, which
makes it impossible to reconstruct the Higgs mass. Such measurement can be performed
instead when oneW decays leptonically and the other one decays in two quarks. But, in this
case, the final state suffers from the high hadronic background.
The decay H→ ZZ (∗)→ 4ℓ, despite its lower branching ratio, offers a very clear experimental
signature and high signal to background ratio. Furthermore, it allows to reconstruct the Higgs
mass with high precision. Therefore, this channel has a major role for a Higgs search in this
mass range.
2.2.3 HighMass Region
This region corresponds to Higgs mass values above 135 GeV, where theWW or ZZ decay
channel opens up. Although the H→ ZZ decay width is about 2.4 times lower than H→WW
one, a decay into four charged leptons (muons or electrons) with extremely clean signature
gives rise to the channel nickname—golden channel for a high mass Higgs boson search.
23
Chapter 2: Higgs Boson Search at the LHC
2.2.4 Higgs total DecayWidth
The total width of the Higgs boson resonance, which is given by the sum over all the possible
decay channels, is shown in Fig. 2.4 as a function of mH . Below the 2×mW threshold, the
Higgs width is of O (MeV). It then increases rapidly but remains below 1 GeV for masses up to
∼ 190GeV. A measurement of the intrinsic width is thus impossible at low mass where the
measured width is completely dominated by the experimental resolution.
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Figure 2.4: Higgs total decay width as a function of the Higgs mass.
In the high mass region (mH > 2mZ ), the total Higgs width is dominated by theW +W − and
ZZ partial widths, which can be written as follows:
Γ(H→W +W −) = g
2
64π
m3H
m2
W
√
1−xW
(
1−xW +
3
4
x2W
)
(2.1)
Γ(H→ ZZ ) = g
2
128π
m3H
m2
W
√
1−xZ
(
1−xZ +
3
4
x2Z
)
, (2.2)
where
xW =
4m2W
m2
H
, xZ =
4m2Z
m2
H
.
As the Higgs mass grows, xW , xZ → 0 and the leading term in Eqs. 2.1 and 2.2 grows propor-
tional tom3H . Summing over theW
+W − and ZZ channels, the Higgs width in the high mass
region can be written as
Γ(H→VV )= 3
32π
m3H
v2
. (2.3)
From Eq. 2.3, it results that ΓH ≃mH formH ≃ 1.4 TeV. WhenmH becomes larger than a TeV
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it becomes experimentally very problematic to separate the Higgs resonance from the VV
continuum. Actually, being the resonance width larger than its ownmass, the Higgs cannot be
properly considered as a particle any more. In addition, if the Higgs mass is above 1 TeV, the
SM predictions violate unitarity (see Fig. 1.2). All these considerations suggest the TeV as a
limit for the Higgs boson mass: at the TeV scale at least, the Higgs boson must be observed, or
new physics must emerge.
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3 Large Hadron Collider
Since its creation in 1954, the European Organization for Nuclear Research (CERN) has housed
numerous particle accelerators and its experiments played a major role in the construction
of the StandardModel of Particle Physics. The Large Electron-Positron Collider (LEP), built
inside a 26.7 km circular tunnel located approximately 100m in the underground, made also a
giant step in the hunt for the Higgs boson, that is still ongoing today.
The Large Hadron Collider (LHC) [21, 22] was installed in the tunnel that had been constructed
for the LEP machine, and took over in this search. It inherited the Proton Synchrotron (PS)
and the Super Proton Synchrotron (SPS) accelerator systems shown schematically in Fig. 3.1.
Four interaction regions were equipped, and host four main detectors: ATLAS, CMS, ALICE
and LHCb.
The two general purpose experiments, CMS and ATLAS, study SM physics processes (e.g.
electroweak processes, physics of the top and bottom quarks). Their main goal is the search
for the Higgs boson, and physics beyond the SM.
The LHC is designed for two kinds of collisions: collisions of protons, and collisions of Heavy
ions. This section focuses on the case of proton-proton collisions.
3.1 Performance Goals
The LHC was designed to probe the scalar sector, and new physics in case of the absence of a
Higgs boson. The unitarity constraint,mentioned in chapter 1.3, sets a limit on theHiggs boson
mass: mH < 780GeV. Besides, when applied to the tree-level amplitude forW +L W −L → ZLZL
and in the absence of fundamental Higgs, it imposes that new physics appears at a scale
Λ. 1.2 TeV. Hence the LHC collisions should be able to produce Higgs bosons of masses
lower than the TeV; besides they should provide interactions of WL bosons at a centre of
mass energy of the order of the TeV, in order to probe the unitarity constraint. The second
requirement is tighter and requires a proton-proton centre of mass energy of the order of
14 TeV.
29
Chapter 3: Large Hadron Collider
Figure 3.1: The LHC accelerator complex. Proton acceleration starts from a linear accelerator (LINAC)
that injects the protons to the Proton Synchrotron (PS), which accelerates them to 25 GeV. In the
following stage, the Super Proton Synchrotron (SPS) accelerates the beams to 450 GeV and subsequently
injects them into the LHC ring.
The number of events of a given physics process that occur during one second, is directly
related to the cross-section of the corresponding process, σprocess , via the luminosity L of
the machine:
N =L σprocess (3.1)
The production cross-sections for the Higgs boson in proton-proton collisions are several
orders of magnitude below the background. This is illustrated in Fig. 3.2. While the Higgs
boson is expected to be copiously produced at the LHC, it is a rare phenomena with respect to
the background, sitting about 10 orders of magnitude below the QCD inelastic collisions cross-
section, and 4-5 orders of magnitude below single Z/W production cross-section. In order
to detect the Higgs boson, the analysis has to rely on specific final states offering sufficient
discrimination against the background. For the production of massive particles such as a
Higgs boson, the signal to background ratio improves with increasing
p
s of the pp collisions.
Hence, in order to be able to detect the Higgs boson in rare decay modes, both the luminosity
and the centre of mass energy must be as high as possible. For the LHC, the choice focused on
a very high collision luminosity, higher than for any collider before.
The nominal centre of mass energy for LHC collisions is
p
s = 14 TeV (7 TeV per beam), and
the nominal peak luminosity is L = 1034 cm−2s−1 for the CMS and ATLAS experiments. The
right axis on Fig. 3.2 shows that for these values1, a Higgs boson with a mass of 500GeV would
1At such a high luminosity, approximately one billion inelastic collisions are created every second. More
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Figure 3.2: Expected cross-section as a function of energy in the centre of mass system for proton-
proton collisions. The cross-sections are indicated in the left vertical axis. The right vertical axis shows
the number of events expected per second for a luminosity of L = 1033 cm−2s−1.
be produced approximately every 100 s. To estimate the number of measured events, one
must then take into account the Higgs branching ratios and the experiment reconstruction
and (online and offline) selection efficiencies.
3.2 Nominal Centre of Mass Energy andMagnet Systems
The LHC being a proton accelerator with a constrained circumference, the maximal energy
per beam is related to the strength of the dipole field that maintains the beams in orbit.
The nominal LHC beam energy of 7 TeV is possible thanks to a global magnet system at the
generally, the low proportion of physics events in comparison to the overall number of inelastic interactions
suggests the necessity, for experiments, of an efficient triggering system, to select the events to be recorded.
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edge of the technology. The system uses a total of about 9600 magnets.
The 1232 dipole magnets use niobium-titanium (NbTi) cables. They are brought to a tempera-
ture of 1.9 K, by pumping superfluid helium into the magnets. A total of 120 t of superfluid
helium is used.
At that temperature2, the dipoles are in a superconducting state, and when carrying a current
of 11850 A they provide a field of 8.33 T. Such a magnetic field is necessary to bend the 7 TeV
beams around the 27-km ring of the LHC.
Among the other magnets, quadrupoles play a major role at collision points: they are used to
focus the beam, andmaximize the probability of collision.
3.3 Nominal Luminosity and BeamParameters
The very high LHC design luminosity implies many constraints on the proton beam parame-
ters. In the general case of two colliding beams, the luminosity L writes:
L = frev nb
N1N2
A
(3.2)
Where frev is the revolution frequency, nb is the number of bunches per beam, N1 and N2 are
the number of particles in the bunches of each colliding beam, and A is the cross-section of
the beams.
At LHC, the bunches are filled with an identical number of protons and N1 =N2 =Nb . The
cross-section of the beam writes:
A = 4πǫn
β∗
γr
(3.3)
Where ǫn is the normalized transverse beam emittance
3 (with a design value of 3.75µm), and
β∗ is the beta function at collision point4, which is then corrected by the relativistic gamma
factor γr .
Finally, the expression in (3.2) has to be corrected by a geometric luminosity reduction factor,
F , due to the crossing angle at interaction point.
Hence, the final expression of the luminosity writes:
L =
frev nbN
2
b
γr
4πǫnβ∗
F (3.4)
2NbTi becomes superconducting below a temperature of 10 K. At a temperature of 4.2 K (which is the tempera-
ture in the Tevatron collider magnets), the dipoles would produce a magnetic field smaller than 7 T.
3The beam emittance of a particle accelerator is the extent occupied by the particles of the beam in position
andmomentum phase space.
4It measures the beam focalization.
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Given the beam velocity (v ∼ c ∼ 3 · 108 ms−1) and the LHC circumference (26.7 km), the
revolution frequency is frev = 11 kHz. Besides, the nominal value of the beta function at
impact point is β∗ = 0.55m. So the nominal luminosity is reached with nb = 2,808 bunches
per beam, and Nb = 1.15 ·1011 protons per bunch.
3.4 Lattice Layout
Such a high beam intensity could not be obtained with antiproton beams5. This is why a
‘simple’ particle-antiparticle accelerator collider configuration6 could not be used at LHC.
The LHC is therefore designed with two rings: two separate magnet fields and vacuum cham-
bers, in a twin-bore magnet design. The only common sections are located at the insertion
regions, equipped with the experimental detectors. The configuration is shown in Fig. 3.3.
A summary of the machine parameters [23] is given in Table 3.1. The numbers indicated
correspond to the nominal values. In addition to the previously mentioned parameters, the
luminosity lifetime is an important parameter at LHC and colliders in general. The luminosity
tends to decay during a physics run, because of the degradation of intensities and emittances
of the circulating and colliding beams.
Circumference 26.659 km
Center-of-mass energy (
p
s) 14 TeV
Nominal Luminosity (L ) 1034 cm−2s−1
Luminosity lifetime 15 hr
Time between two bunch crossings 24.95 ns
Distance between two bunches 7.48 m
Longitudinal max. size of a bunch 7.55 cm
Number of bunches (nb) 2808
Number of protons per bunch (Nb) 1.15×1011
beta function at impact point (β∗) 0.55m
Transverse RMS beam size at impact point (σ∗) 16.7µm
Dipole field at 7 TeV (B) 8.33 T
Dipole temperature (T ) 1.9 K
Table 3.1: The LHC nominal parameter values, for proton-proton collisions, relevant for the detectors.
5In comparison, the highest luminosity achieved at the Tevatron proton-antiproton collider after the latest
upgrades, is 3 ·1032 cm−2s−1: this corresponds to the highest antiproton density ever produced, with the most
performant technology. The LHC design luminosity must be two orders of magnitude higher.
6In such a configuration, both beams can share the same phase space, so a single ring can be used.
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Figure 3.3: Schematic layout of the LHC where Beam 1 is accelerated clockwise and Beam 2 anticlock-
wise.
3.5 LHC Collision Detectors
The design parameters necessary to reach the high luminosity makes the LHC a unique
machine and imposes important constraints for the detectors.
Under nominal conditions, the LHC will produce 109 inelastic collision events per second:
a bunch crossing rate of 40 MHz (i.e. a bunch crossing spacing of 25 ns), with ∼ 20 collision
events expected per bunch crossing.
3.5.1 Pile-up Events
Because of the large number of protons per bunch, a significant number of inelastic collisions
are expected to occur at each crossing, corresponding to an average of 1000 particles per
bunch crossing. To distinguish such events from one another, a high granularity is mandatory,
which implies a large number of detector channels.
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Besides, the detectorsmust provide a fast response (mainly concentrated in one bunch spacing,
i.e. 25 ns), with a good time resolution (few ns), in order to distinguish the events from two
consecutive bunch crossings. This requires a precise synchronization of all detector channels.
The limit where two consecutive signals start to overlap is called out-of-time pile-up, and
affects the shape of the signal, which is typically a few bunch crossings. This case must also be
taken into account.
3.5.2 Collision Rate
Under nominal conditions, the LHC will produce 109 inelastic collision events per second.
Though the very important computing and storage facilities, events can only be recorded at a
rate of ∼ 300 Hz. Hence the necessity of an online selection system that determines in a very
small amount of time7 whether an event is worth being recorded. Not onlymust this system be
fast: it should be very selective to reduce the event rate by seven orders of magnitude. Finally,
this selection systemmust keep a very high efficiency on interesting collision events.
3.5.3 High Radiation
The large flux of particles emitted by LHC collisions implies high radiation levels8. So the
detectors shall not only be precise and selective, they must be highly resistant to radiations.
The same condition applies to their front-end electronics. Detectors were designed to operate
during 5 to 7 years at full luminosity and up to 10 years including low luminosity phase.
3.6 Operation from 2010 to 2012
The first injections of beams actually took place in September 10 2008, but due to an accident
caused by a faulty resistance of an interconnection between two magnets happened the 19th
of the samemonth, the LHC stopped formore than one year for repairs and for commissioning
of further safety measurements. The injections restarted in November 2009 with the first 450
GeV beams circulating through the LHC. The energy of the beams then was raised by steps
until in March 2010 it reached 3.5 TeV and the first physics run at the LHC finally started. The
data taking proceeded smoothly through the whole 2010, with a slowly yet steadily increase of
luminosity which allowed the LHC to deliver a total of 47pb−1 up to November 2010, when the
proton-proton collisions stopped to start one month of Heavy Ions runs.
The proton-proton collisions started again at centre ofmass energy of 7 TeV inMarch 2011. The
better knowledge of the machine allowed to increase the instantaneous luminosity, surpassing
7Bunch crossings occur every 25 ns in the case of LHC nominal collisions; during the latency of the first step of
the event selection, all information of the event must be stored in the electronics; hence this latency should be at
most few orders of magnitude higher than the bunch spacing (25 ns): typically 128 BX.
8For example, at nominal luminosity, the CMS electromagnetic calorimeter (located ∼ 2−3m from the collision
point) is submitted to a radiation of ∼ 0.2 to 6.5 Gy/h.
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in few weeks the collected statistics of the whole 2010 and quickly approaching the design
luminosity. During the 2011 run a remarkable integrated luminosity of about 6fb−1 was
delivered and collected by the experiments. During Chamonix workshop in February 2012
it was decided to run the LHC with an increased energy of 4 TeV per beam during 2012. In
addition to this, the instantaneous luminosity has been constantly growing and reached
about 1033 cm−2s−1. Fig. 3.4 shows the curve of delivered luminosity and the luminosity
recorded by CMS in 2011 (a) and 2012 (b) summing up to a total of incredible 29.6fb−1. On
17th December 2012, LHC has finished its first remarkable first three-year run crowning it by a
new performance milestone. The space between proton bunches in the beams was halved
from 50 ns to 25 ns to further increase beam intensity. This new achievement augurs well for
the next LHC run starting in 2015.
1 A
pr
1 M
ay
1 J
un 1 J
ul
1 A
ug
1 S
ep
1 O
ct
Date (UTC)
0
1
2
3
4
5
6
7
T
o
ta
l 
In
te
g
ra
te
d
 L
u
m
in
o
s
it
y
 (
fb
−1
) Data included from 2011-03-13 17:00 to 2011-10-30 16:09 UTC 
LHC Delivered: 6.13 fb−1
CMS Recorded: 5.55 fb−1
0
1
2
3
4
5
6
7
CMS Integrated Luminosity, pp, 2011, √ s = 7 TeV
(a)
1 A
pr
1 M
ay
1 J
un 1 J
ul
1 A
ug
1 S
ep
1 O
ct
1 N
ov
1 D
ec
Date (UTC)
0
5
10
15
20
25
T
o
ta
l 
In
te
g
ra
te
d
 L
u
m
in
o
s
it
y
 (
fb
−1
) Data included from 2012-04-04 22:37 to 2012-12-16 20:49 UTC 
LHC Delivered: 23.27 fb−1
CMS Recorded: 21.79 fb−1
0
5
10
15
20
25
CMS Integrated Luminosity, pp, 2012, √ s = 8 TeV
(b)
Figure 3.4: Integrated luminosity delivered by LHC (blue) and collected by CMS (yellow) for (a) 2011
and (b) 2012.
36
4 Compact Muon Solenoid
4.1 CMSDetector and its Magnet
CMS is amultipurpose experiment designed to cover a wide range ofmeasurements in particle
physics. The design of the CMS detector [24] was optimized in particular for the search of the
Higgs boson, the search for new physics such as the production of supersymmetric matter,
and the search for resonances at the TeV scale. The geometry of the CMS detector [25] is
illustrated in Fig. 4.1. A particular attention was given to themeasurement of muons, electrons
and photons.
Muonsmust bemeasured over a wide range of momenta to allow for the observation lowmass
hadronic resonances, ofmulti-lepton signatures of theHiggs bosons such asH→ ZZ)(∗)4µ, and
of TeV resonances such a Z′→µ+µ−. For the search of theHiggs boson in the 4µ decay channel,
a precise measurement of the muonmomentum, at least for pT values up to ∼ 100GeV. CMS
has chosen to use a superconducting solenoid magnet with a very high field of 3.8 Tesla. This
provides enough bending power for the precision measurement of the muon track curvatures
in a central tracking detector composed of a pixel and a silicon strip detector. The tracking
devices measures the trajectories of all charged particles. The degree of curvature of the
trajectory of a particle decreases when its transverse momentum increases, making the charge
measurement more difficult and the pT measurements more imprecise.
Surrounding the tracker and still inside the bore of the solenoid are the fined grained electro-
magnetic and hadronic calorimeter. Photons or electrons develop electromagnetic showers
contained in the electromagnetic calorimeter. Their energy is measured with a relative pre-
cision increasing with energy. The more penetrating hadrons such as charged pions initiate
hadronic showers which are partly contained in the hadronic calorimeter.
The solenoid field flux is returned through a 10,000-t iron yoke comprising 5 wheels and 2
endcaps, composed of three disks each. The return field extends to a distance of 1.5m from
the solenoid, allowing the integration of 4 muon stations. The instrumented iron plays a main
role in muon identification and for triggering purposes.
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The subdetectors and the online selection (‘trigger’) system are presented in detail in the next
sections. The emphasis is put on the electromagnetic calorimeter, which plays a major role in
the following chapters.
Figure 4.1: A perspective view of the CMS detector with major subsystems indicated.
4.2 Coordinate System
In this section and the following ones, the same system of coordinates will be used when
considering the detector: it is illustrated in Fig. 4.2. The detector has a cylindrical shape
around the beam axis (z axis).
The origin is centred at the nominal collision point inside the experiment; the x axis points
horizontally towards the centre of the LHC, and the y axis points vertically upwards, so the
z (longitudinal) axis, horizontal and colinear to the beam trajectory, points towards the Jura
mountain.
In the transverse (x-y) plane, the azimuthal angle φ is measured from the x axis and the radial
coordinate is denoted r . The polar angle θ is measured from the z axis. In particular the
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Figure 4.2: The CMS coordinate system.
pseudorapidity1 ηwill be used, defined as η=− lntan(θ/2).
The direction of a particle trajectory at production point is described by the coordinates (η,φ).
Keeping in mind the cylindrical shape of the detector, the η coordinate makes the difference
between two parts of the subdetectors: the ‘barrel’ corresponds to the central, cylindrical
region, and the ‘endcaps’ are the two discs at the extremities that close the detector along the
beam axis.
An inelastic collision event is the collision of two partons: one from a proton of the first beam,
and one from a proton of the second beam. The energy of each parton is an unknown fraction
of the proton energy, so the collision energy is not fixed. However the parton momentum,
before the collision, is expected to be longitudinal (along the beam axis): the transverse mo-
mentum of each parton being negligible, and the total transversemomentum being conserved
during an interaction, the transverse momentum of the collision is expected to be negligible
too.
The net transverse momentum of collision being close to zero makes it practical to use the
projection of the momentum to the transverse plain. In particular the particle trajectory
transverse energy writes: ET = E sinθ = Ecoshη . For a massless particle, the transverse energy is
equal to the transverse momentum: ET = pT . For electrons andmuons, and for the energies
considered2, the masses are negligible and one will assume that ET = pT .
1The pseudorapidity η is an approximation of the rapidity ρ = ln(E+pzE−pz ) in the relativistic limit (
mc2
E → 0). These
units are interesting in particle physics, because a Lorentz boost along the z axis (ρ = ρ− 12 ln(
1+β
1−β )), leaves the
variable dN
dρ
unchanged (dN
dρ
is the number of emitted particles by rapidity unit).
2Generally, the studied leptons are reconstructed for ET & 5GeV, and their transverse energy distribution is
centred at ET ∼ 40GeV, with a main contribution of leptons from the decays of W and Z bosons.
39
Chapter 4: Compact Muon Solenoid
A particle escaping the detection creates an unbalance in the total transverse energy mea-
surement, also called missing transverse energy. If the detector is hermetic, this missing
transverse energy can be interpreted as the transverse energy of the particles that the detector
is not intended to measure, such as neutrinos or new physics particles that interact as little as
neutrinos with matter (e.g. neutralinos).
4.3 Inner Tracking System
The CMS tracker is a fundamental tool for the charge and momentum measurements on
charged particles. Surrounding the interaction point, it has a length of 5.8m and a diameter
of 2.5m. It covers a pseudorapidity range of |η| < 2.5. Being positioned directly around the
collision point, the tracker material must be very resistant to radiation.
Besides, a very fine granularity in the innermost part is essential to identify the different
vertices in a bunch crossing: besides the primary vertex, which corresponds to the interac-
tion point of the spotted collision, secondary vertices can indicate another interaction that
occurred during the same bunch crossing (pile-up), or the late decay of a particle3.
To meet these conditions, the choice was made of a tracker design entirely based on silicon
detector technology. This very powerful system has however some disadvantages: it implies a
high power density of on-detector electronics, which requires an efficient cooling system. In
addition, particles from collisions may interact with the corresponding high amount of dense
material, when they cross the tracker giving rise tomultiple scattering, bremsstrahlung, photon
conversion and nuclear interactions, thus implying complications in their reconstruction
and a loss of efficiency and precision. This effect will be detailed when dealing with electron
objects, in particular in Sec. 6.1.
The high number of particles crossing the tracker results in a high hit density, which decreases
when the distance to the centre increases. Under nominal LHC conditions (1000 particles
every 25 ns), the hit density reaches values reported in Tab.4.1.
Table 4.1: Silicon tracker hit densities.
Hit density radius (cm)
1 MHz/mm2 4
60 kHz/mm2 22
3 kHz/mm2 115
For a good performance, the occupancy of a detector cell must be kept at or below ∼ 1%. Thus,
3Leptons issued from late decays indicate a background event in the H → ZZ (∗)→ 4ℓ (ℓ= e,µ) analysis for
example (e.g. b quark decays from Zbb¯ events).
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the expected hit density of a given region dictates the granularity.
The CMS tracker is made of two kinds of silicon sensors. Silicon pixels constitute the very fine
pixel detector in the most inner part, while the rest of the tracker is made of silicon strips;
thicker silicon sensors are used for the outer tracker region in order to maintain a signal to
noise ratio well above 10. The tracker structure contains several parts of central barrel layers,
completed by endcap disks on both sides, as illustrated in Fig. 4.3. For a primary particle, the
pixels should provide the three first hits of the track. They allow a very precise measurement
of a particle impact parameter and the identification of secondary vertices.
Figure 4.3: Schematic cross-section through the CMS tracker. Each line represents a detector module.
Empty dark blue rectangles indicate back-to-back modules which deliver stereo hits. The pixel detector
contains barrel and endcap modules; the silicon strip detector contains two collections of barrel
modules: the Tracker Inner Barrel (TIB) and the Tracker Outer Barrel (TOB), and two collections of
endcap modules: the Tracker Inner Discs (TID) and the Tracker EndCaps (TEC).
Some details about the detector cells can be found in Table 4.2. Overall, the pixel detector
covers an area of about 1m2 with 66 million pixels. The silicon strip tracker has a total of 9.3
million strips and 198m2 of active silicon area.
Table 4.2: Structure of the Silicon Tracker Detector.
region (as in Fig.4.3) modules size in r −φ and z occupancy
pixel r < 10 cm pixel 100×150µm2 10−4
detector (PIXEL) detectors per pixel
silicon strip 20 cm< r < 55 cm silicon microstrip 10 cm×80µm2 2−3%
tracker (1) (TIB + TID) detectors per strip
silicon strip 55 cm< r < 110 cm thicker silicon up to ∼ 1%
tracker (2) (TOB + TEC) sensors 25 cm×180µm2 per cell
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To prevent risks of thermal runaway4, the silicon tracker is coupled to a cooling systemmade
of liquid Perfluorohexane (C6F14), and operates only at a temperature below −10◦C.
The expected resolution of the tracker on some track parameters is shown in Fig. 4.4, for
muons of different transverse momenta and as a function of the pseudorapidity. The trans-
verse momentum resolution varies according to the tracker modules crossed: a resolution of
∼ 1% in the most central region, and raising to ∼ 3% for high pseudorapidities, is expected in
the pT range of W and Z boson decays (pT ∼ 40GeV).
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Figure 4.4: Resolution of several track parameters for single muons with transverse momenta of 1, 10
and 100 GeV, using only the tracker information: transverse momentum (left panel), transverse impact
parameter (middle panel), and longitudinal impact parameter (right panel).
4.4 Electromagnetic Calorimeter
The Electromagnetic Calorimeter (ECAL) was designed according to the requirements of the
H→ γγ search. It is the only subdetector to provide information about photons. For a precise
diphoton mass reconstruction (a resolution of ∼ 0.8 GeV for a 100 GeV Higgs boson) a very
precise position and energy measurement (a resolution of a few per mille) must be provided
by the ECAL.
The ECAL is also of primary importance for the electron reconstruction in a Higgs boson
analysis in a multi-lepton final state. The combination of its information with the one from
the tracker must ensure a very precise measurement of electrons (position, momentum) and a
significant background removal. A good segmentation is essential to distinguish the energy
deposit shape of an electromagnetic particle, from the one of a hadronic particle.
The CMS ECAL is a hermetic and homogeneous calorimeter, that covers the rapidity range of
|η| < 3. It is made of 75848 lead tungstate (PbWO4) crystals, mounted in a barrel (|η| < 1.479)
4The increased detector leakage current can lead to a dangerous positive feedback of the self-heating of the
silicon sensor and the exponential dependence of the leakage current on temperature.
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and two endcaps (1.479< |η| < 3.0).
The crystals are followed by photodetectors that read and amplify their scintillation. Avalanche
photodiodes (APD) are used in the barrel. A higher resistivity to radiation dictated the choice
of vacuum tubes in the endcaps. Then vacuum phototriodes (VPTs) are used instead of
Photomultipliers (PMT) because they are less sensitive to the field effect.
The pion population is particularly important in the forward region, and the decay π0→ γγ,
presenting two photons very close to each others, is quite difficult to distinguish from a single
photon. For a better photon identification, a preshower detector is installed in front of the
ECAL endcaps.
A longitudinal view of the electromagnetic calorimeter is shown in Fig. 4.5.
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Figure 4.5: Longitudinal view of part of the CMS electromagnetic calorimeter showing the ECAL barrel
and an ECAL endcap, with the preshower in front.
4.4.1 ECAL Crystals and Geometry
The choice of lead tungstate crystals is driven by the constraints assigned by the CMS detector
design. First, to include both calorimeters inside the magnet, the ECALmust be compact. This
condition is fulfilled with lead tungstate: its high density (8.28 g/cm−3) and short radiation
length5 (0.89 cm) ensure the possibility to absorb electron andphoton showerswith reasonably
short crystals. Crystals of a length of 25.8X0 are used in the barrel and 24.7X0 in the endcaps.
A second requirement is the good separability of electromagnetic showers. This is possible
thanks to the small Molière radius6 (2.2 cm) of lead tungstate: in short crystals of a material
with a small Molière radius, an electromagnetic shower keeps a reasonable size. Hence the use
5A material’s radiation length is the mean distance over which a high-energy electron loses all but 1/e of its
energy by bremsstrahlung; this is equal to 7/9 of the mean free path for pair production by a high-energy photon.
6The Molière radius Rµ is a characteristic constant of a material giving the scale of the transverse dimension of
the fully contained electromagnetic showers initiated by an incident high energy electron or photon. It is defined
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of crystals with small transverse size and typical cross-section 2.2 cm×2.2 cm, which ensures
a good shower separation.
Finally, the scintillation decay time of the crystals is as fast as necessary for the context of LHC
collisions (80% of the light is emitted in 25 ns).
Nevertheless the light output (i.e. the amount of light transferred to the photodetectors) is
relatively low and varies with temperature. To ensure a stable response, a cooling system has
been installed, maintaining the crystals and photodetectors at a temperature of 18◦C±0.05◦C,
decoupled from the cold silicon tracker, and the readout electronics. The temperature is also
monitored during data taking.
The barrel part of the ECAL covers the pseudorapidity range |η| < 1.479, with a granularity
360-fold in φ and (2×85)-fold in η. The centres of the front faces of the crystals are at a radius
1.29m.
In comparison, the endcaps cover the rapidity range 1.479< |η| < 3.0 and are made of crystals
with a slightly larger surface. The longitudinal distance between the interaction point and the
endcap envelope is 315.4 cm.
A comparison of the number and dimensions of crystals in the barrel and the endcaps is given
in Table 4.3.
Table 4.3: Ecal crystals.
Barrel Endcaps
number of crystals 61200 14648
crystal cross-section in (η,φ) 0.0174×0.0174 not fixed
crystal cross-section at the front face 22×22mm2 28.62×28.62mm2
crystal cross-section at the rear face 26×26mm2 30×30mm2
crystal length 230mm 220mm
25.8X0 24.7X0
The crystals are mounted in a quasi-projective geometry to avoid cracks aligned with particle
trajectories, so that their axes make a small angle (3◦ in the barrel, 2◦ to 8◦ in the endcaps) with
respect to the vector from the nominal interaction vertex, in both the φ and η projections.
Structurally speaking, the ECAL barrel ismade of 36 identical Supermodules, each covering half
the barrel length (−1.479< η< 0 or 0< η< 1.479), with a width of 20◦ in φ. Each Supermodule
is separated into four Modules in the η direction (cf Fig. 4.6). The presence of acceptance
gaps, called cracks, betweenModules, complicates the energy reconstruction. A larger crack
as the mean deflection of an electron of critical energy after crossing a width 1X0. A cylinder of radius Rµ contains
on average 90% of the shower’s energy deposition.
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is present in the border η = 0 between Supermodules, and an even larger one marks the
barrel-endcap transition.
Each ECAL endcap is made of two semi-circular plates calledDees (cf Fig. 4.6). Small cracks
are also present between the endcap Dees, but their effect negligible.
The energy loss in the barrel cracks has been quantified. It is measured by comparing the
energy measured in the ECAL with the momentummeasured in the tracker on electrons with
little bremsstrahlung, considering that the difference is due to energy loss in cracks. The
measured loss is of ∼ 3% for the gaps in φ, affecting regions of ∼ 2◦, and ∼ 10% for the gaps
in η (∼ 15% in the barrel-endcap transition), affecting regions of ∼ 0.01 unit in η. A recovery
method cancels these losses for all gaps, except the border η = 0 and the barrel-endcap
transition, where energy losses of respectively ∼ 5% and ∼ 10% remain.
Crystals in a
supermodule
Preshower
Supercrystals
Modules
Preshower
End-cap crystals
Dee
Figure 4.6: Layout of the CMS electromagnetic calorimeter showing the arrangement of crystal mod-
ules, supermodules and endcaps, with the preshower in front.
4.4.2 Photodetectors
Photodetectors need to be fast, radiation tolerant, and able to operate in the longitudinal
3.8 T magnetic field. According to the different expected levels of radiation, two different
kinds of photodetectors were used for the barrel and for the endcaps; these two devices were
developed specially for CMS.
Avalanche photodiodes (APDs) are used in the barrel. Each APDhas an active area of 5×5mm2;
a pair is mounted on each crystal. They are operated at gain 50 and read out in parallel.
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Vacuum phototriodes (VPTs) are used in the endcaps. Each VPT is 25mm in diameter, with an
active area of ≈ 280mm2; one VPT is glued to the back of each crystal. They have a single gain
stage, with a value of ∼ 10.2 at zero magnetic field; a 3.8 T magnetic field lowers this value by
less than 10%. In comparison with the APDs, the lower quantum efficiency and internal gain
of the VPTs is offset by their larger surface coverage on the back face of the crystals.
4.4.3 Preshower
The preshower is a 20-cm thick sampling device, made of two parts located at each end of
the tracker, in front of the ECAL endcaps, in the pseudorapidity range 1.653 < |η| < 2.6 (cf
Fig. 4.6). Its absorber, made of lead radiators, initiates electromagnetic showers from incoming
electrons and photons. Behind each radiator are two layers of silicon strip sensors positioned
with orthogonal orientation. These sensors measure the deposited energy and the transverse
shower profiles for a better identification of electromagnetic particles.
At a pseudorapidity value of η = 1.653, the material crossed by a particle in the preshower
before it reaches the first sensor plane is 2X0, with an additional 1X0 before reaching the
second sensor plane. A particular attention has been given to a full coverage of lead by silicon
sensors, including the effects of shower spread, primary vertex spread, etc.
Each silicon sensor measures 63×63mm2, with an active area of 61×61mm2, divided into 32
strips. The nominal thickness of the silicon is 320µm.
4.4.4 Laser Monitoring
ECAL lead tungstate crystals are resistant, but not insensitive to radiations: their optical
transmission is reduced by few percent during a run. This limited but rapid effect is due to the
production of colour centres which absorb a fraction of the transmitted light.
The effect is neither constant, nor uniform: it is more visible for higher radiations, e.g. higher
luminosity, or higher pseudorapidity for a given luminosity. Besides, at the ECAL temperature
of 18◦C, this effect tends to be reversed by an annealing effect which by thermal agitation
bring atoms back into their ordered structure.
Under LHC conditions of runs (≈ 10 hours) alternating with machine refills (≈ 1 hour), the
crystal transparency has a cyclic behavior, with a progressive degradation during runs when
the radiation effect dominates, and a fast recovery during breaks due to the annealing.
The magnitude of the changes is dose-rate dependent, and is expected to range from 1−2% at
low luminosity in the barrel, to tens of per cent in the high η regions of the endcaps at high
luminosity.
Such evolutions must be taken into account for a proper calibration of the energy. This is
possible thanks to a regular measurement of the crystal transparency, using laser pulses
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injected into the crystals via optical fibres. The response is normalized by the laser pulse
magnitude measured using silicon PN photodiodes. The ratio of the crystal response to the
photodiode measurement gives the crystal transparency.
4.4.5 Detector Calibration
The main source of channel-to-channel disparities is the difference between the crystal
scintillation light yields. The total variation among all barrel crystals is ≈ 15%; the value
is higher in the endcaps (≈ 25%), because of non-negligible variations in the VPTs, like the
gain.
Corrections from laboratory measurements and calibration of crystal light yield and photode-
tector/electronics response reduced the channel-to-channel variation to less than 5% in the
barrel, less than 10% in the endcaps.
A good precision on intercalibration constants was further achieved for the whole barrel (< 2%)
with the use of cosmic rays, with a further improvement for nine supermodules of the barrel
(∼ 0.5%) and 500 crystals in the endcaps (< 1%), with electron test beams.
The ultimate intercalibration precision is to be achieved in situ, with physics events. The
results on 2010 data allowed to uniformize the precision of the intercalibration constants,
which is in 2010 ∼ 0.5−1% in the barrel and ∼ 2−3% in the endcaps.
Several measurements were combined to obtain this precision: the information from stopped
circulated beams (also called splash events) in the barrel was used. Besides, for barrel and
endcaps, two data-drivenmethods were applied. Theφ-symmetrymethod [26, 27] is based on
the assumption that the total transverse energy deposited fromminimum bias events should
be the same for all crystals in a ring at a fixed pseudorapidity.The π0 calibration method [28]
consists in uniformizing the peak positions for individual crystals.
To the intercalibration corrections is added a global correction factor, corresponding to the
detector energy scale. The ECAL barrel and ECAL endcap energy scales have been measured
using Z → e+e− events and systematic errors have been evaluated to be 0.5% for the barrel
factor and 1.4% for the endcap factor.
4.4.6 Energy Resolution
The energy resolution has been measured using incident electrons, during a beam test in 2004
[29]. The result is shown in Fig. 4.7 and summarized in Tab. 4.4. The resolution is composed of
a stochastic, a noise and a constant contribution terms as follows:
(σ(E)
E
)2
=
(2.8%p
E
)2
+
(0.12
E
)2
+ (0.30%)2 , (4.1)
47
Chapter 4: Compact Muon Solenoid
For electrons of energy higher than 15GeV a resolution better than 1% is achieved while for
typical electrons from Z, i.e. 40 GeV electrons it is of 0.6%. Nevertheless, the resolution in situ
is affected by the degradation due to material, and the actual resolution for electrons is never
better than 1% as will be shown in Fig. 6.10.
Contribution Barrel (η= 0) Endcap (η= 2)
Stochastic term 2.7% 5,7%
Constant term 0.55% 0.55%
Noise (low luminosity) 0.155 GeV 0.155 GeV
Noise (high luminosity) 0.210 GeV 0.245 GeV
Table 4.4: Contributions to the energy resolution of ECAL.
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Figure 4.7: ECAL barrel energy resolution, σ(E )/E , as a function of electron energy as measured from a
beam test. The energy was measured in an array of 3×3 crystals with an electron impacting the central
crystal. The stochastic, noise, and constant contributions are shown.
These tests correspond to optimal conditions: the electrons hit radially the centre of a crystal,
so the energy loss corresponding to crystal junctions, and the effect of the angle of incidence
variation due to themagnetic field, are minimized. The same tests applied on electrons hitting
uniformly the crystal, showed that after a general energy correction the resolution is ∼ 0.15%
worse than the previous results (for 120GeV electrons).
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4.4.7 Position Resolution and Alignment
The ECAL position resolution reflects the fluctuations of the energymeasurements, and follows
the same dependence in energy as (4.1). Studies based on simulations [30] demonstrate that a
resolution of about 10−3 units in η and 1.6 mrad in φ can be reached on 35GeV electrons; in
terms of distance, this corresponds to ∼ 2mm for each coordinate (x, y).
These expectations were confirmed by test beam experiments [31]. In situ measurements
taken to align the ECAL and the tracker provide similar results.
4.5 Hadron Calorimeter
Located behind the Tracker and the Electromagnetic Calorimeter as seen from the interaction
point, the hadron calorimeter (HCAL) plays a major role in the measurement of hadron jets.
Hence, it should provide a sufficient containment to largely stop hadronic showers. Besides,
a wide extension in pseudorapidity is necessary to have a precise description of the total
collision event, allowing a reliable measurement of the missing transverse energy, and thereby
a measurement of neutrinos and some exotic particles. In most of the physics analysis, the
limited performance of the HCAL due to the lack of containment is compensated by using a
particle flow technique which combines calorimetric and tracking measurements.
From the point of view of a Higgs boson analysis in a multi-lepton final state, the HCAL
measurement is very useful to distinguish electrons from hadron jets.
HCAL is installed between ECAL (at a radius r = 1.77 m) and the magnet coil (whose inner
side is at r = 2.95 m), as shown in Fig.4.8. The barrel and endcap parts (HB, HE) extend up
to |η| < 3.0, but a total coverage of |η| < 5.3 is reached with a forward calorimeter (HF), which
provides the required hermeticity. Since the full containment of a hadronic shower is not
possible in the detector volume, an outer hadron calorimeter (HO), or tail-catcher, is placed
outside of the solenoid in the barrel region.
HCAL is a sampling calorimeter composed of plastic scintillators as active elements, inter-
spersed with brass and stainless steel absorbers and read out by wavelength-shifting fibres.
The absorber material has been chosen because of its large hadronic interaction length and
of its property of being non-magnetic. The HB is split into two half barrels, each containing
18 identical wedges. The HE is organized in 10 sectors, with eighteen 80 mm thick absorber
layers. Both HB and HE scintillators have a granularity of ∆η×∆φ = 0.087×0.087, except
in the very high η-regions, where it matches the ECAL one. The HF calorimeters (situated
about 11 m far from the interaction point) are useful to identify and reconstruct very forward
jets. The forward region is characterized by a high radiation field, which is best sustained by
quartz fibres as active material. They emit Cherenkov light, detected by PMTs, and they are
placed between 5 mm thick steel absorber plates. The total absorber thickness of the hadronic
calorimeter is summarized in the table ??. The HCAL depth, expressed in interaction lengths,
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HF
HE
HB
HO
Figure 4.8: Longitudinal view of the CMS detector indicating the locations of the hadron barrel (HB),
endcap (HE), outer (HO) and forward (HF) calorimeters.
ranges from 5.1λI at η= 0 to 9.1λI at η= 1.3, whereas it is 10.5λI in the endcaps. The design
energy resolution is
σE
E
= 65%
p
E ⊕5% (HB),
σE
E
= 85%
p
E ⊕5% (HE),
σE
E
= 100%
p
E ⊕5% (HF),
(4.2)
with E expressed in GeV.
HCAL total absorber thickness
Eta Interaction length λ
η= 0 5.15
η= 1.3 9.1
Endcap 10.5
Table 4.5: HCAL total absorber thickness.
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4.6 Muon System
In multi-purpose detectors, like CMS, muons are particularly easy to identify and distinguish
from backgrounds, thanks to the absorbers constituted by the calorimeters.
Muons play a major role in many physics analyses, particularly for the search of a Higgs boson
in amulti-lepton final state. The topology of the final state ofH→ ZZ → 4µ analysis motivates
the construction of a muon system with a wide angular coverage, with no acceptance gap.
The muon spectrometer has been designed to provide an efficient muon trigger and a precise
measurement of muonmomentum and charge, even without relying on information from the
tracking system. Given the shape of the CMS solenoidmagnet, themuon systems were divided
into a cylindrical barrel section, and two planar endcap regions. 25000m2 of detection planes
are used in robust muon chambers.
Muon detectors are embedded in the iron return yoke of the magnet, as shown in Fig.4.9.
Other particles than muons, as well as muons with transverse momentum lower than ≃ 5 GeV,
do not reach the muon chambers. Three subsystems compose the spectrometer.
Figure 4.9: The longitudinal view of the muon spectrometer, where DT, RPC and CSC are indicated.
4.6.1 Drift Tube Chambers
Drift tube (DT) chambers are located in the barrel region (|η| < 1.2), where the residual
magnetic field and the track occupancy are low. The DTs are divided in five wheels along the z
coordinate, each including 12 azimuthal sectors. Along the radial coordinate, four stations
(MB1, MB2, MB3, MB4) are made of 12 chambers each, one per φ sector, except for MB4,
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which contains 14 chambers.
The basic constituent of a DT chamber is a cell, whose size is 42×13 mm2. A cell is bounded
by two parallel aluminium planes and by ‘I-shaped’ aluminium beams serving as cathodes.
The anodes are 50 µm stainless steel wires located in the centre of the cells. Muons passing
through a cell ionise the gas mixture that fills the cell volume. The drift time of the resulting
electrons is used to measure the distance between the muon track and the wire. The linearity
of relation between time and distance is enhanced by means of an additional field shaping,
given by two positively biased insulated strips glued on the planes in correspondence to the
wire. The gas mixture within a cell is composed of Ar (85%) and CO2 (15%). It guarantees
good quenching properties and the saturation of the drift velocity, which is ∼ 5.4 cm/µs. This
corresponds to a maximum drift time of ∼ 390 ns, or 15 bunch crossings. The efficiency of
a single cell is ∼ 99.8%, its spatial resolution is ∼ 180 µm. Each chamber has a resolution of
∼ 100 µm in the r −φ plane and of ∼ 1 mrad along the φ coordinate.
4.6.2 Cathode Strip Chambers
Cathode Strip Chambers (CSC) have been installed in the endcaps (0.8< |η| < 2.4), where the
residual magnetic field between the plates of the return yoke is intense and the particle rate is
high. They are multi-wire proportional chambers made of two cathode planes, one of which
is segmented into strips, and of an array of anode wires laying between these two planes.A
charged track passing through a chamber generates an avalanche that induces a charge on
several cathode strips. By interpolating among these strips one reaches a very fine spatial
resolution of 50 µm. The resolution along the φ coordinate is 10 mrad.The CSCs consist of
four stations (ME1 to ME4), the innermost one including three concentric rings, the other
ones only two. The inner rings of stations ME2 to ME4 contain 18 chambers, all the other ones
include 36 chambers. The exception is the ME4 outer ring which is planned to be installed
during the LHC shutdown stage starting in 2013.
4.6.3 Resistive Plate Chambers
Resistive Plate Chambers (RPC) are located both in the barrel and in the endcaps (|η| < 2.1),
for redundancy purposes. Their spatial resolution is limited, but their time resolution is very
good, about 1 ns, a shorter time than the 25 ns LHC bunch spacing. Therefore RPC detectors
are used to identify unambiguously a bunch crossing and to provide prompt trigger decisions.
RPCs are made of two parallel plates of bakelite, a high-resistivity plastic material, with a few
mm thick gas gap in between them and a graphite coat outside of them.Aluminium strips,
separated from the graphite layers by an insulating PET (polyethylene terephtalate) film, read
out the signals. The gas mixture filling the gap consists ofC2H2F4 (95%) and of i −C4H10 (5%).
The geometrical layout of the RPC chambers depends on their position. In the barrel region,
six layers of RPCs are there: four of them are attached to each side of the MB1 andMB2 DT
chambers, the other two to the inner side of MB3 and MB4. In the endcaps, four disks of
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trapezoidal RPC are attached to the CSCs.
4.6.4 MuonMomentumResolution
The expected resolution of the transverse momentum of muons is of ∼ 10% in the barrel
and ∼ 20% in the endcaps, for muons fromW or Z boson decays (pT ∼ 40 GeV). For global
muon objects, the momentum is measured by the combination of the tracker and the muon
system informations. Figure 4.10 shows the effect of this combination: in the pT range below∼
100GeV, the tracker contributes mainly to the transverse momentummeasurement. However
for higher pT values, the muon system information provides a significant improvement.
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Figure 4.10: The muon transverse momentum resolution as a function of the transverse momentum
(pT ) using the muon system only, the inner tracker only, and both. Left panel: |η| < 0.8, right panel:
1.2< |η| < 2.4.
4.7 Trigger and Data Acquisition
The trigger system can be seen as the first step of the physics event selection process. Unlike
the following steps, this one is not reversible, and needs therefore a very precise upstream
study. It performs a fast selection of events likely to be interesting for physics analyses, among
the huge amount of events produced by LHC collisions.
This selection must drastically reduce the event rate, from the LHC bunch crossing rate
(40 MHz under nominal conditions) to a reasonable rate for data recording, that was fixed at
∼ 300 Hz. Besides, all collision data must be kept until the trigger decision, which requires a
fast decision.
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These constraints lead to a highly flexible two-level trigger system. The Level-1 (L1) Trigger
is a hardware system made of largely programmable electronics, that provides a first rate
reduction, to 33 kHz at high luminosity, with a fast event scan in a fixed amount of time: 3.2µs.
To satisfy this timing constraint, it considers coarse granularity objects from the calorimeters
and the muon system. During these 3.2µs, the complete high-resolution event information is
held in pipelined memories.
If the L1 decision is positive, the complete event information is transferred to the next se-
lection step: the High Level Trigger (HLT). This software system is implemented in a filter
farm of about one thousand commercial processors. It is based on algorithms of increasing
complexity, that use the fine granularity of the event. Hence the HLT decision time varies
according to the event, with a mean value of < T >≈ 50 ms. The HLT can access the complete
event data: this flexibility requires a high bandwidth of the order of 1 Tb/s.
In the case of a Higgs boson analysis in a multi-lepton final state, the trigger will naturally
search events containing electron or muon signals. For the Level-1 Trigger, an electron signa-
ture is a narrow and highly energetic energy deposit in the ECAL, and a muon signature is a
track segment or a hit pattern in muon chambers.
The High-Level Trigger considers higher granularity objects (it reconstructs the total energy
deposits in the calorimeters, and muon tracks) and combines them with the tracker and
preshower information.
4.7.1 Level-1 Trigger Architecture
Figure 4.11 describes the Level-1 Trigger architecture: it is divided in two parallel trigger
systems (one corresponding to the calorimeters, the other to the muon chambers). Each
system is based on a local, a regional, and a global part, after which they are merged into a
Global Trigger for the final L1 decision.
Several categories of Level-1 Trigger candidates are created:
• Muon (built in the Muon Trigger);
• Electron/Photon (isolated and non-isolated: e/γ), Jet (central and forward), Tau (built
in the Regional Calorimeter Trigger);
• Total Transverse Energy (ΣET ), Missing Transverse Energy (E
miss
T ), Scalar Transverse
Energy Sum of all Jets (above a given threshold: HT ) (built in the Global Calorimeter
Trigger).
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Figure 4.11: Architecture of the Level-1 Trigger.
Local Triggers
On each subdetector the local trigger creates coarse-granularity information. In the calorime-
ters, this information is a collection of Trigger Primitives.
Regional Triggers
The Regional Calorimeter Trigger collects the local information to build Level-1 Trigger Candi-
dates; it combines the information of both calorimeters, for example for isolation considera-
tions.
For the muon trigger, a DT track finder and a CSC track finder collect the local DT and CSC
information to build Level-1 Trigger Candidates as tracks. The RPC trigger is directly regional.
The four most relevant candidates of each category are sent to the Global Calorimeter Trigger,
or the Global Muon Trigger respectively. The Regional Calorimeter Trigger also sends the
Global Calorimeter Trigger the regional summed transverse energy.
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Global Calorimeter Trigger and Global Muon Trigger
Finally, the Global Calorimeter Trigger sorts the Level-1 Trigger Candidates to send the four
most relevant ones of each category to the Global Trigger. It also calculates the summed
transverse energy (ΣET ) and the missing transverse energy (E
miss
T ) of the event, as well as the
scalar transverse energy sum of all jets above a given threshold (HT ). This information is also
sent to the Global Trigger.
The Global Muon Trigger collects and compares the candidates from the DT, CSC and RPC
Triggers. It combines them into four Muon Candidates. It also uses some information from
the Regional Calorimeter Trigger for isolation considerations. The four Muon Candidates are
sent to the Global Trigger.
Global Trigger
The Global Trigger collects the candidates produced by the Global Calorimeter Trigger and the
Global Muon Trigger, and compares them to the Level-1 Trigger Menu. This menu is a list of
Level-1 enabled triggers. At most 128 algorithms can be used, possibly prescaled7, including
at most 64 technical triggers8.
If the candidate collection satisfies at least one of the listed triggers, the Level-1 Trigger deci-
sion is positive and the fine granularity event information is sent to the High-Level Trigger.
Some trigger rules are also applied at that step, to prevent any memory overload. For example,
the Level-1 Trigger can not accept two events separated by only one bunch crossing.
A trigger algorithm can consist in a threshold applied to the highest energetic candidate of one
category. For example, ‘L1_SingleEG8Iso’ requires at least one isolated (i.e. with little activity
in the surrounding calorimeter regions) electron/photon candidate with a transverse energy
higher than 8GeV.
A combined condition is sometimes a better way to reduce backgrounds while keeping a good
efficiency on physics: for the same rate reduction, the use of a lower threshold is possible;
double triggers also exist, like ‘L1_DoubleEG5Iso’, which requires at least two isolated elec-
tron/photon candidates with a transverse energy higher than 5GeV.
7When a trigger is expected to have too high a rate at the considered luminosity, two possibilities appear to
reduce the rate. Either the trigger conditions are tightened, or this exact selection is kept, but the rate is reduced by
a prescaling factor n: only every nth event satisfying the trigger conditions, is accepted.
8Technical triggers are based on technical information, like the LHC beam counters, or the CMS beam scintilla-
tors. They provide a way to select events independently from the calorimeter information. They can be a very
interesting tool to test the trigger efficiency; however they trigger systematically on collision events, and must be
highly prescaled, unless the collision rate is very low (. 1030 cm−2s−1).
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4.7.2 High-Level Trigger Architecture
The High-Level Trigger builds candidates corresponding to all kinds of reconstructed objects
considered in the offline analyses, using very similar algorithms: photons, electrons and
muons, τ-jets and hadronic jets, missing transverse energy... Its inner sub-structure is in
several steps of increasing complexity, starting at Level 2.
The Level 2 starts generally with the Level-1 Trigger information, and builds fine granularity
objects around the Level-1 candidates, using only the information from the calorimeters and
the muon system. The tracker information is used, when necessary, starting at the next level:
Level 2.5.
The example of electron candidates
Let us explain the role of each of the three steps described above, for the reconstruction of
electron objects. In that case three HLT levels are considered: Level 2, Level 2.5 and Level 3.
At Level 2, energy clusters, built from the ECAL and preshower information, are matched
to Level-1 e/γ candidates. The remaining energy of the initial particle, that was spread by
bremsstrahlung, is then collected, forming what is called a supercluster. Some conditions are
applied to the supercluster transverse energy, its shape, and isolation in comparison with the
surrounding ECAL and HCAL regions, for it to be consistent with an electromagnetic signal. At
this level, no difference is made between electrons and photons.
Level 2.5 extrapolates the position of the supercluster towards the innermost part of the tracker
(the pixels), taking the curvature from its measured transverse energy, assuming that this
supercluster corresponds to an electron. Two hits are searched in the corresponding region in
the tracker pixel layers, and in the TEC layers in the forward region, to form a seed.
If a track seed is found, Level 3 applies a complete track reconstruction.
The selections on the electron transverse energy, its isolation, its supercluster shape, and the
width of the matching supercluster-seed window, are dictated by the HLTmenu.
High-Level Triggermenu
The High-Level Trigger uses around 150 trigger algorithms, and sorts the selected events into
several datasets with as little overlap as possible. An event passing at least one of these trigger
selections, will be accepted by HLT, flagged according to the passed selections, and recorded
in the corresponding datasets.
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Selecting exceptional events
The signatures of interesting physics events are likely to provide high energy leptons (electrons
or muons), missing transverse energy (corresponding to neutrinos or particles described by
theories beyond the Standard Model), or jets (τ-jets, or quark jets). Triggers are developed
for all these signatures, in particular very high energy triggers, and coupled triggers (electron-
muon, electron-jet...), can select exceptional events.
Besides, the trigger presents a high flexibility and if unexpected events of a different topology
are noticed, it can be adapted to select also these topologies. The data recorded in 2010 pro-
vided interesting events with a high multiplicity of low-energy charged particle. These events
are quite interesting to study long-range, near-side angular correlations [32]. Given the flexibil-
ity of theHLT, a dedicated highmultiplicity trigger was designed and used to select such events.
4.7.3 The Data Acquisition System
The CMS Data Acquisition (DAQ) [33] in responsible for conveying the data from about 650
read-out modules to the filter units that will process the events. Each module provides event
fragments with a size of ∼ 2 kB. The CMS DAQ structure is outlined in Fig. 4.12. The detector
Figure 4.12: The structure of the CMS DAQ system.
sensors are read out by the so-called Front-End Drivers (FEDs) through a builder network
having a bisectional bandwidth of 100 GB/s. The FEDs are situated in the underground
counting room, ∼ 70 m far from the detector. Events are passed to the event filter systems
at a maximum rate of 100 kHz. This large rate, corresponding to the L1 one, is due to the
design choice of building the full event already after the L1 trigger stage, unlike in the standard
multi-level trigger systems.
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4.8 Leptons Signature in CMS
4.8.1 Electrons
Being charged particles, electrons and positrons deposit energy in the silicon tracker and
create hits in the sensors on their trajectory. They are then absorbed in the ECAL, where their
energy deposit is measured.
Hence, an electron (or positron) object is the association of a high and local energy deposit
in the ECAL with a track in the silicon tracker. Because of the magnetic field, the electron
trajectory is curved. The degree of curvature depends on the electron transverse momentum,
while the orientation of the curvature determines the charge. A simple electron topology is
shown in Fig. 4.13.
Figure 4.13: The CMS detector transverse section with simple particle topologies indicated.
However, the context of CMS complicates the electron (and positron) topology [34]. The
high amount of material crossed by an electron while in the silicon tracker (up to ∼ 2X0: see
Fig. 4.14) enhances the probability to create an electromagnetic shower (the electron emits
bremsstrahlung photons, which can convert into electron-positron pairs, and so on). Finally,
the high magnetic field bends the trajectories of the charged particles, spreading the shower
in the φ direction.
The variation of the track curvature at bremsstrahlung points is taken into account in the track
reconstruction algorithms. In the ECAL, an energy ‘cluster’ is reconstructed for each particle
that reaches the calorimeter The clusters that correspond to the same shower are assembled
into a supercluster corresponding to the initial particle.
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(a) (b)
Figure 4.14: Distribution of the tracker material budget with respect to the pseudorapidity as obtained
from simulation, in radiation length units. Material budget coming from tracker infrastructure (a) and
tracker subparts (b) is indicated.
4.8.2 Muons
Muons and antimuons, being also charged particles, leave a track in the silicon tracker. They
deposit little in the calorimeters (ECAL, thenHCAL) and keep going through themuon systems
as shown in Fig. 4.13. Hence, muon or antimuon objects are the association of two tracks: one
in the silicon tracker (or tracker track), and a second one in the muon systems (or standalone
track).
An ideal muon object, called global muon, is made of these two tracks: starting from a stan-
dalone track in the muon system, a matching tracker track is found and a global-muon track is
fitted combining hits from the tracker track and standalone-muon track.
If no complete standalone track is reconstructed, the muon object is built from the inner track:
this track is extrapolated to the muon system andmatched to a muon segment (i.e. a short
track stub made of DT or CSC hits): this is a tracker muon.
Finally, if only a standalone track is found, given the very low background rate in the muon
systems, the object is also qualified as a muon: a standalone muon.
The CMS solenoid subjects the tracker to a 3.8 T longitudinal magnetic field, and the muon
chambers to a return field in the opposite direction, of value ∼ 2 T. Hence the trajectory of a
muon is curved in opposite orientations in the tracker and in the muon chambers.
The degree of curvature gives the muon transverse momentum (pT ), while the orientation of
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the curvature determines its charge. For a global muon, these parameters are mainly based on
the tracker information, because of the very precise inner tracking system. However at high
pT the length of the muon systems is very useful as a lever arm.
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5 Datasets and Triggers
In this chapter we describe the experimental and Monte Carlo data samples used for the
analysis in this thesis.
The first low luminosity proton-proton collision data at 7 TeV collected in 2010 has beenmainly
used for the commissioning of the detector and reconstruction objects as will be discussed in
chapter 6 and 7.
By the summer 2011 (EPS HEP conference in Grenoble and Lepton-Photon conference in
Mumbai), the CMS experiment had collected around 1fb−1 of data. This data allowed the LHC
experiments to reach a comparable or better sensitivity then that of Tevatron experiments for
the search of the Higgs boson. The results obtained with 5.05 fb−1 of data collected in 2011
which exclude at 95% C.L. a large portion of the Higgs boson mass range are presented in
Ref.[35].
In spring 2012, the LHC proton-proton run was restarted, and by summer conferences an-
other 6.5fb−1 were collected and 5.3fb−1 analysed. This data, together with 2011 integrated
luminosity, was sufficient to claim an observation of a new boson at the opening session of
the ICHEP conference in Melbourne [1].
After the discovery, LHC continued successful operation together with the experiments, The
technical stop in September 2012 defined the HCP (Kyoto) conference dataset with integrated
luminosity of 12.21 fb−1. This data, together with the 5.05 fb−1 of data in 2011 is used for the
analysis presented in this thesis.
5.1 Collision Data
The data sample used in this analysis was recorded by the CMS experiment during 2011 and
during 2012. For the sake of sanity of the physics results, a rigorous selection of runs and
luminosity sections is imposed requiring high quality data with a good functioning of the
different sub-detectors. The selection is provided centrally and it is analysis-independent.
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The total integrated luminosity collected after good quality data selection in 2011 at 7 TeV is
L = 5.05 fb−1whereas in 2012 we have L = 12.21 fb−1at 8 TeV. The absolute pp integrated
luminosity is known with a precision of 2.2% [36] in 2011 and 4.4% in 2012.
The analysis relies on primary dataset (PD) produced centrally and organized on basis of High
Level Trigger (HLT) content. In detail, the content of the PDs have evolved in phase with the
evolution of the trigger menu in order to cope with ever increasing instantaneous luminosity.
For the 2011 data, the analysis relies on the so-called "DoubleElectron" and "DoubleMuon"
PDs [37]. These PDs are obtained by forming a "OR" between various triggers with symmetric
or asymmetric trigger thresholds for the two leptons, with or without additional identification
and isolation requirements. They also include triggers requiring three leptons above a low pT
threshold. In 2012 triggers combining different objects were added to recover a few percent
inefficiency in the 2e2µ channel at low Higgs bosonmasses. These are the so-called "MuEG"
PD.
The combination of trigger paths (i.e. "OR") is basically requiring the presence of at least a
pair of leptons (ℓ= e or µ) with pℓ1T > 17GeV and pℓ2T > 8GeV. For the analysis (see chapter 8),
minimal thresholds of pℓ1T > 20GeV and pℓ2T > 10GeV will be imposed in order to be on the
plateau of the trigger efficiency.
The PDs and trigger paths used for this analysis are summarized in Table 5.1.
2011 (L = 5.05 fb−1) 2012 (L = 12.21 fb−1)
Datasets
/DoubleElectron/Run2011A-16Jan2012-v1 /DoubleElectron/Run2012A-PromptReco-v1
/DoubleMu/Run2011A-16Jan2012-v1 /DoubleMu/Run2012A-PromptReco-v1
/DoubleElectron/Run2011B-16Jan2012-v1 /MuEG/Run2012A-PromptReco-v1
/DoubleMu/Run2011B-16Jan2012-v1 /DoubleElectron/Run2012B-PromptReco-v1
/DoubleMu/Run2012B-PromptReco-v1
/MuEG/Run2012B-PromptReco-v1
/DoubleMu/Run2012A-23May2012-v2/AOD
/DoubleElectron/Run2012A-23May2012-v2/AOD
/MuEG/Run2012A-23May2012-v1/AOD
/MuEG/Run2012A-08Jun2012-v3/AOD
/DoubleElectron/Run2012A-08Jun2012-v2/AOD
/DoubleMu/Run2012A-08Jun2012-v2/AOD
Muon triggers
HLT_DoubleMu7 HLT_Mu17_Mu8
OR HLT_Mu13_Mu8
OR HLT_Mu17_Mu8
Electron triggers
HLT_Ele17_CaloTrk_Ele8_CaloTrk HLT_Ele17_CaloTrk_Ele8_CaloTrk
Cross triggers
HLT_Mu17_TkMu8
OR HLT_Mu8_Ele17_CaloTrk
OR HLT_Mu17_Ele8_CaloTrk
Table 5.1: Datasets and triggers used in the analysis for 2011 and 2012. Abbraviaated form: CaloTrk =
CaloIdT_CaloIsoVL_TrkIdVL_TrkIsoVL
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For the 2011 analysis, when applying double muon triggers other then HLT_Mu17_Mu8 we
were requiring 2 offline recoMuons to be matched with L3Muons pT > 8GeV and pT > 17GeV.
Datasets coming from double muon triggers were used to search for 4µ and double electron
for the 4e candidates. A search for 2e2µ candidates is carried out in both, double electron and
double muon datasets. So as to avoid double counting of events, a special care is required,
vetoing double electron triggers when seraching in double muon dataset and vice versa. In
2012, to recover an observed loss of efficency in 2e2µ channel coming from triggers, we used
in addition MuEG dataset with double electron and double muon triggers vetoed.
For the reference, a full list of triggers used in 2012 is listed in Table 5.2.
Channel Purpose HLT path L1 seed
4e main HLT_Ele17_CaloTrk_Ele8_CaloTrk L1_DoubleEG_13_7
4µ main HLT_Mu17_Mu8 L1_Mu10_MuOpen
OR HLT_Mu17_TkMu8 L1_Mu10_MuOpen
2e2µ main HLT_Ele17_CaloTrk_Ele8_CaloTrk L1_DoubleEG_13_7
OR HLT_Mu17_Mu8 L1_Mu10_MuOpen
OR HLT_Mu17_TkMu8 L1_Mu10_MuOpen
OR HLT_Mu8_Ele17_CaloTrk L1_MuOpen_EG12
OR HLT_Mu17_Ele8_CaloTrk L1_Mu12_EG6
4e backup HLT_Ele15_Ele8_Ele5_CaloIdL_TrkIdVL L1_TripleEG_12_7_5
4µ backup HLT_TripleMu5 L1_TripleMu0
4e and 2e2µ Z T&P HLT_Ele17_CaloTrkVT_Ele8_Mass50 L1_DoubleEG_13_7
4e and 2e2µ Z T&P low pT HLT_Ele20_CaloTrkVT_SC4_Mass50_v1 L1_SingleIsoEG18er
4µ and 2e2µ Z T&P HLT_IsoMu24_eta2p1 L1_SingleMu16er
4µ and 2e2µ J/psi T&P HLT_Mu7_Track7_Jpsi
HLT_Mu5_Track3p5_Jpsi
HLT_Mu5_Track2_Jpsi
Table 5.2: HLT and Level-1 triggers used in 2012 data analysis. Abbraviaated form: CaloTrk =
CaloIdT_CaloIsoVL_TrkIdVL_TrkIsoVL CaloTrkVT = CaloIdVT_CaloIsoVT_TrkIdT_TrkIsoVT
5.2 Simulated Samples
A detailed Monte Carlo (MC) simulations were performed in order to obtain SMHiggs boson
signal samples, as well as samples for a variety of electroweak and QCD-induced SM back-
ground processes. These datasets were then subject to full reconstruction. Prior to the analysis
of the experimental data, the optimization of the event selection strategy was carried out using
the signal and background simulated samples. They are further used in the analysis described
in this thesis for the comparisons with the measurements, the evaluation of systematics and
acceptance corrections. They are also used for the background estimation procedure where
measurements in a “background control” region are extrapolated to the region containing
“signal” .
The backgrounds include reducible, irreducible and instrumental contributions.
The reducible background are the processes giving rise to four real leptons in the final state
that can be suppressed. An example is (Z/γ∗)bb¯ background with Z→ ℓ+ℓ− where additional
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two leptons come from decays of heavy mesons produced in the hadronization of b-jets.
Typically, this background is reduced using isolation, vertex requirements or flavour matching.
In addition to (Z /γ∗)bb¯, reducible backgrounds also includes production of top quark pairs in
the decay mode t t¯→WbW b¯→ ℓ+ℓ−νν¯bb¯.
The irreducible background sources are all processes that have four isolated real leptons
that can be matched to primary vertex like Z → 4ℓ, ZZ (∗) → 4ℓ and Zγ(∗) → 4ℓ. A handle
to distinguish the contribution of this background in provided by multivariate kinematic
discriminant using full kinematic information from the four lepton system which will be
introduced in chapter 12.
The instrumental background is a consequence of finite granularity of themeasurement which
bring fake lepton candidates, e.g. jets that are identified as an electron, In this analysis, for
simplicity, we measure background rate and shape from data combining the reducible and
instrumental contribution.
Here and henceforward, ZZ(∗) stands for ZZ(∗), Z(∗)Z(∗) and Zγ(∗), i.e. states with one or both Z
bosons off-mass-shell or one Z boson replaced by an off-mass-shell photon in the case of the
irreducible background. . For the event generation, ℓ is to be understood as being any charged
lepton, e, aµ.
Wemake use of the multi-purpose Monte Carlo event generator PYTHIA [38] for several pro-
cesses including QCDmultijet production. This generator serves in two different ways. It is
used to generate a given hard process at leading order (LO). Alternatively, in cases where the
hard processes are generated at higher orders, it is used only for the showering, hadronization,
decays, and for adding the underlying event. This is the case for:
• MadGraph (MadEvent) MC [39] event generators which are used to generate multi-
parton amplitudes and events for some important background processes.
• POWHEGNLO generator [40] which is used for the Higgs boson signal and for the ZZ and
t t¯ background. For the latter the t t¯ decays are handled, exceptionally, within POWHEG.
• GG2ZZ [41], a dedicated tool used to generate the g g → ZZ contribution to the ZZ
cross-section.
For the underlying event, the “PYTHIA tune Z2” in 2011 and “PYTHIA tune Z2 star” in 2012 is
used, which rely on pT -ordered showers. The PDFs of colliding protons are parametrized by
the CTEQ6M set except for the POWHEG samples from the “Fall11 and Summer12” whichmakes
use of CT10. The summary of simulated datasets used in this analysis is given in Table 5.3.
The NLO cross-section for background processes is accounted for by proper re-weighting. The
Higgs boson signal processes are also taken at NLO except in the case of the Higgs production
via the gluon fusion for which the most recent NNLO+NNLL cross-section calculations are
taken in account [42]. In the following sections, the event generators and simulated samples
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Process MC generator σ(N )N LO
7 TeV 8 TeV
Higgs boson H → Z Z → 4ℓ
g g →H mH = 110-1000GeV POWHEG [1-20] fb [1.2-25] fb
VV →H POWHEG [0.2-2] fb [0.3-25] fb
ZZ continuum
qq¯→ ZZ → 4e(4µ,4τ) POWHEG 15.34 fb 76.91 fb
qq¯→ ZZ → 2e2µ POWHEG 30.68 fb 176.7 fb
qq¯→ ZZ → 2e(2µ)2τ POWHEG 30.68 fb 176.7 fb
g g → ZZ → 2ℓ2ℓ′ gg2ZZ 3.48 fb 4.47 fb
g g → ZZ → 4ℓ gg2ZZ 1.74 fb 2.24 fb
Other di-bosons
WW → 2ℓ2ν MadGraph 4.88 pb 5.995 pb
WZ → 3ℓν MadGraph 0.868 pb 1.057 pb
t t¯ and single t
t t¯→ ℓ+ℓ−νν¯bb¯ POWHEG 17.32 pb 23.64 pb
t (s-channel) POWHEG 3.19 pb 3.89 pb
t¯ (s-channel) POWHEG 1.44 pb 1.76 pb
t (t-channel) POWHEG 41.92 pb 55.53 pb
t¯ (t-channel) POWHEG 22.65 pb 30.00 pb
t (tW -channel) POWHEG 7.87 pb 11.77 pb
t¯ (tW -channel) POWHEG 7.87 pb 11.77 pb
Z/W + jets (q = d ,u, s,c ,b)
W + jets MadGraph 31314 pb 36257.2 pb
Z + jets, mℓℓ > 50 MadGraph 3048 pb 3503.7 pb
Z + jets, 10<mℓℓ < 50 MadGraph 12782.63 pb 915 pb
Table 5.3:MC simulation datasets used for the signal and background processes; Z stands for Z , Z∗, γ∗;
ℓ(ℓ′) means e, µ or τ; V stands forW and Z ; pˆT is the transverse momentum for 2→ 2 hard processes
in the rest frame of the hard interaction. Comment: qq→ ZZ samples at 8 TeV have lower cut inml l ,
4 GeV instead of 12 GeV at 7 TeV. TuneZ2 is used for 7 TeV, while TuneZ2star is used for 8 TeV analysis.
The lowmass Drell-Yann was produced with a filter for the 8 TeV analysis.
are described in more details for the signal and background processes. The procedures used
for the re-weighting of the MC samples are also described where relevant.
5.2.1 Signal: H→ ZZ(∗)→ 4ℓ
The Higgs boson samples used in the current analysis are generated with POWHEG [40] which
incorporates NLO gluon fusion (g g →H).The CTEQ6M PDF set is used for generation with
the Higgs boson widths taken from Ref. [42]. Additional samples with WH , ZH and t t¯H
associated production are produced with PYTHIA. The Higgs boson is forced to decay to two
Z -bosons, which are allowed to be off-mass-shell, and both Z -bosons are forced to decay via
Z → 2ℓ.
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Generator level events are re-weighted according to the total cross-section σ(pp→H) which
embrace the gluon fusion contribution up to NNLO and NNLL taken from Ref. [43, 44, 42,
45, 46, 47, 48, 49, 50, 51] and the weak-boson fusion contribution at NNLO computed in
Ref. [42, 52, 53, 54, 55, 56]. The total cross-section is scaled by the BR(H→ 4ℓ) [42, 57, 58, 59,
60]. Figure 5.1 (a) shows the H → 4ℓ cross-section as a function of the Higgs mass mH forp
s = 7 TeV.
For the Fall11 production, a total of 28 Monte Carlo samples were produced in the range
[115,600] GeV, with a step of 10 GeV up to 230GeV, and then steps of 25 GeV up to 600GeV. In
Summer12 production additional samples were produced ranging from 650GeV to 1000GeV,
with a step size of 50GeV, as well as additional lowmass samples with finer granularity. The
choice of mass points is driven by the nature of this analyses, i.e. search for a narrow peak over
the continuum background. It has been shown that the test masses in the SMHiggs search
should not be much farther apart than the observable width of the Higgs peak [61]. A simple
model with a Gaussian-shaped signal and flat background shows that if we choose to step
in 1σ increments, the loss of sensitivity for a Higgs boson with a mass right in the middle
between the chosen test masses is less than 5%. With 2σ increments, the loss of sensitivity can
be as high as 20% [61]. The increments in the mass steps are therefore chosen to be close to
1σDue to technical limitations, we are using steps greater or equal to 1 GeV.
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Figure 5.1: Cross-section for SMHiggs in H→ 4ℓ, H→ 2e2mu and H→ 4e (or 4µ) as a function ofmH
in pp collisions at
p
s = 7 TeV (a). Cross-section enhancement due to the interference of amplitudes
with permutations of identical leptons originating from different Z -bosons, as a function ofmH . (b)
In comparison to σ(pp→H) ·BR(H→ ZZ (∗)→ 2e2µ), the 4µ and 4e channel cross-sections
are enhanced in the case of off-mass-shell Z boson due to an interference of amplitudes with
permutations of identical leptons originating from different Z -bosons, as shown in Fig. 5.1 (b).
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This is correctly taken into account by Prophecy4f [42, 57, 58].
The POWHEGMC program used to simulate the g g → H process results in a Higgs Boson pT
spectrum that differs significantly from the best theoretical calculation which is available
at NNLL+NLO. A theoretical estimate of this pT spectrum is computed using the HqT [62]
program, which implements such NNLL+NLO calculation. A re-weighting procedure has been
studied to be applied to the simulated events.But the effect is very small for this analysis in
which no direct constraints are imposed on the transverse momentum of the 4ℓ system, or on
the hadronic recoil against this system (e.g. no jet veto or missing transverse momentum cut).
In the current analysis we use only samples for gluon fusion production mechanism and
rescale them to the total cross-section including all other production processes (weak-boson
fusion, WH, ZH and t t¯H associated production).
5.2.2 Background: q q¯ → ZZ(∗)→ 4ℓ
For the current analysis we use the samples qq¯ → ZZ (∗) → 4l produced with POWHEG, that
include the complete NLO simulation, interfaced to PYTHIA for showering, hadronization,
decays and the underlying event.
5.2.3 Background: g g → ZZ(∗)→ 4ℓ
The gluon-induced ZZ background, although technically of NNLO compared to the first order
Z-pair production, amounts to a non-negligible fraction of the total irreducible background
at masses above the 2MZ threshold. A full NNLO calculation for the ZZ production which
would also take these gluon-induced diagrams into account is not available. Therefore the
contributions are estimated by using the dedicated tool gg2ZZ [41], which computes the
g g → ZZ at LO, which is of orderα2s , compared toα0s for the LO qq¯→ ZZ . The hard scattering
g g → ZZ (∗)→ 4ℓ events are then showered and hadronized using PYTHIA.
The gg2ZZ tools provide the functionality to compute the cross-section after applying a cut
on the mimimally generated invariant mass of the same-flavour lepton pairs (which can be
interpreted as the Z /γ invariant mass)mmin
ℓℓ
= 10 GeV. This number is computed by using the
LO PDF set CTEQ6L1, and the central renormalization and factorization scales µR =µF =mZ ,
where mZ = 91.188GeV/c2 is the nominal Z-boson mass. To estimate the accuracy of this
number the renormalization and factorization scales were varied in the range µ ∈ [µ0/2,2µ0];
therefore an error of +28%−20% is computed. The large uncertainty is expected, since the calculation
is only LO, and only at NLO the scale dependencies start to cancel. It is thus very hard to
estimate the accuracy of the convergence of the perturbative series (which contains only the
first coefficient here), thus an uncertainty of ±50% on this number is proposed.
The gg2ZZ generator gives the contribution for final states with unlike flavours of the lepton
pairs, but it was also used to estimate the like-flavour background. This is an approximation
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which is only strictly valid when m4ℓ ≥ 2mZ . Below this threshold the relative amount of
like-flavour events increases compared to unlike-flavour events.
The differential cross-section for g g → ZZ (∗) as a function of the four lepton invariant mass
for different flavour lepton pairs was provided in Ref [63].
5.2.4 Background: Z+jets→ 2ℓ+jets
Z+jets→ 2ℓ+jets samples was generated with MadGraph, with a statistics of ≈ 40M events
representing an equivalent integrated luminosity well above O (10)fb−1. Both light (q = d ,u, s)
and heavy-flavour (q = c,b) jets are included in the sample. A generation cut on two-lepton
invariant mass ofm2ℓ > 50GeV is imposed in the simulation. A total NNLO cross-section of
3048 (3503.7) pb is used at 7 (8) TeV.
To separate the contribution from heavy-flavour jets (from now on referred to as the Zbb¯
sample) the MadGraph Z+jets sample was partitioned in Z+light jets and Z+heavy flavour jets
using a filter selecting events with two b-jets or two c-jets in the final state.
5.2.5 Background: t t¯ → 2ℓ2ν2b
A t t¯→ 2ℓ2ν2b sample is generated with POWHEG event generator using CTEQ6M. The theoreti-
cal NLO cross-section for the process is σNLO(pp→ t t¯→ 2ℓ2ν2b)= 17.32 (23.64) pb at 7 (8)
TeV [64].
A sample of about 10 million events corresponding to an integrated luminosity of more than
600 fb−1 is simulated.
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The reconstruction of the SMHiggs boson in the decay chain H→ ZZ(⋆)→ 4ℓ imposes high-
performance lepton reconstruction, identification and isolation as well as excellent lepton
energy-momentummeasurements. The identification of isolated leptons emerging from the
event primary vertex allows for a drastic reduction of QCD-induced sources of misidentified,
i.e. "fake" leptons. The precision energy-momentummeasurements is of major importance
to obtain a precise measurement of the Higgs boson mass m4ℓ, the most discriminating
observable in the Higgs boson search.
With four leptons in the final state, and in view of the tiny fraction of the total production
cross-section in the 4ℓ channels, a very high lepton reconstruction efficiency is mandatory.
For Higgs bosons with masses mH < 2mZ , one lepton pair at least couples to a virtual Z∗
boson. The softest lepton in that pair typically has pℓT < 10GeV for massesmH < 140GeV(see
Fig. 6.1). Maintaining the highest possible reconstruction efficiency whilst ensuring sufficient
discrimination against hadronic jets is especially challenging for the reconstruction of leptons
at very low pℓT . In this region a full combination of information provided by the tracker and
electromagnetic calorimetry for electrons or by the tracker andmuon spectrometer for muons
becomes essential.
These very low pℓT leptons lie at the extreme edge of the domain controlled in CMS using
tag-and-probe methods in inclusive single Z production. Otherwise, the single Z production
is an ideal candle for this analysis, covering leptons in the pT range from O (10) to O (100) GeV.
In the case of muons, the low pT lepton measurements can be complemented by tag-and-
probe using J/Ψ→µ+µ− production. In the electron case, the background is much harsher to
deal with. Currently, there are ongoing studies on J/Ψ→ e+e− and Z → e+e−γ as sources of
low-pT electrons.
In this chapter, the basics of lepton reconstruction, identification and isolation are presented.
The tag-and-probe measurements, which aim to validate lepton objects and to deduce data-
MC scale factors are covered in Chapter 7.
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Figure 6.1: Distribution of the transverse momentum (pT ) for each of the four leptons (sorted in
pT ) from H→ ZZ(⋆)→ 4ℓsignal events and for a mass hypothesis of mH = 125. The distributions
are obtained using MC signal samples and shown at generator level within eta acceptance (empty
histograms), and for selected events (shaded histograms) in the 4e channel
6.1 Electrons
6.1.1 Reconstruction
Reconstruction algorithm
The electron reconstruction [65] combines Electromagnetic Calorimeter (ECAL) and tracker
information. For this analysis, the standard CMS electron reconstruction algorithm is used [66,
67, 68].
The reconstruction starts by reconstructing clusters seeded by hot cells in the ECAL, which
are used to form superclusters to further collect the energy comming from by bremsstrahlung
photons in the tracker volume. These superclusters are then used to select trajectory seeds
built from combination of hits from the innermost tracker layers. The seeding algorithm
combines pixel and Tracker Endcaps (TEC) in order to gain efficiency in forward region where
pixel detector coverage is limited. The selection is made by matching superclusters with
trajectory seeds built from triplets or pairs of hits. The procedure takes advantage of the fact
that supercluster position is located on the helix of initial electron trajectory. It is then possible
to predict the position of the hits by propagating back the parameters of the helix through
magnetic field towards the innermost part of the trajectory, before which radiation is unlikely
to happen. This strategy, allows for efficient rejection of jets faking electrons.
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This ECAL driven electron seeding strategy is very efficient for isolated electrons with peT >
10GeV. At lower peT , the φwindow used for the superclusters starts to be too small and some
electrons which radiates lead to electron and photon clusters separated more than 0.3 rad
in the magnetic field. Moreover, for the cases of electrons in jets, the energy collected in the
superclustersmay include some neutral contribution from the jets therefore biasing the energy
measurement used to seed electron tracks. For these reasons, the above seeding strategy is
complemented by a tracker driven algorithm, developed in the context of the Particle Flow
(PF) event reconstruction [69]. The tracker driven seeding starts from the high purity tracks,
and makes use of the particle flow clustering which exploits the fine ECAL granularity.
The tracker driven seeding algorithm, described in details in [70], can be illustrated with two
extreme cases. When an electron does not radiate energy by bremsstrahlung while traversing
the tracker, it gives rise to a single cluster in the ECAL and its track is often well reconstructed
by the standard Kalman Filter which is able in these cases to collect hits up to the ECAL
entrance. The track can then be matched with a particle flow cluster, and its momentum
compared to the cluster energy forming an E/p ratio. If this ratio is close to unity, the seed of
the track is promoted to electron seed. Alternatively, when an electron undergoes a significant
bremsstrahlung, the standard Kalman Filter is not able to follow the change of curvature, and
the track has a small number of hits, and a large χ2. Thus, using the tracker as a preshower,
and exploiting the differences of characteristics between a pion track and an electron track
reconstructed with the standard Kalman Filter algorithm, the electron tracks can be selected.
The variety of situations between the two extreme cases illustrated here require a treatment
more sophisticated than what was just described. In practice, a refined treatment of the track
is applied, and the pure tracking observables are combined with the ECAL-track matching
quality variables in a single discriminator with a multivariate analysis.
Seeds from the two algorithms are then merged in a single collection, keeping track of the
seed provenance. Figure 6.2 shows the resulting seeding efficiency as a function of generated
electron ηe and peT for electrons from a sample of Z→ e+e− decays. The separate contribution
of each algorithm is also shown.
Although the tracker driven seeding has been primarily developed and optimize for non-
isolated electrons, it brings additional efficiency on isolated electrons, in particular in the
ECAL crack regions (η ≃ 0 and |η| ≃ 1.5) and, as expected, at low peT . At 5 GeV, the seeding
efficiency is increased by 12.5% by combining with tracker driven seeds. Below this value, the
seeding efficiency is entirely dominated by the tracker driven seeds and at high peT , additional
efficiency brought by the tracker driven approach is at the 1-2% level.
Electron seeds are then used to initiate a track building and fitting procedure based on a
combinatorial Kalman Filter [71] in order to best handle the effect of bremsstrahlung energy
loss [72]. Compatible hits on the next silicon layers are first searched for, then an extrapolation
is performed, using a Bethe-Heitler modelling of the electron losses. This procedure is iterated
until the last tracker layer, unless no hit is found in two subsequent layers or the measured
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Figure 6.2: Electron seeding efficiency (solid line) as a function of (a) generated electron ηe and
(b) generated electron pe
T
for a sample of electrons with uniform distribution in ηe and pe
T
and for
pe
T
> 2GeV. The individual contributions from the ECAL driven (dashed, blue) and from the tracker
driven (dotted, pink) seeding algorithms are also shown.
curvature falls below a threshold corresponding to pT = 2GeV. While Kalman Filter track
finding works very good for Minimum Ionizing Particles (MIP), in electron case it leads to
shorter tracks, stopping the iteration procedure when a significant curvature change occurs
due to bremsstrahlung. For this reason a dedicated electron track refitting has been developed
allowing to collect hits up to the ECAL, despite the presence of electron energy loss in the
tracker material. The procedure is based on Gaussian Sum Filter (GSF) in which the energy
loss in each layer is approximated by a weighted sum of Gaussian distributions. The number
of collected hits from the electron track reconstruction procedure is compared in Fig 6.3 with
the standard Kalman Filter used for pions andmuons. The differences arise from the choices
of the modelling of the energy loss and of the trajectory building parameters.
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Figure 6.3: Number of reconstructed hits per track for electrons from Z→ e+e− decays as obtained
with the dedicated GSF tracking procedure (solid line) and with the standard Kalman Filter (dashed
line).
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To illustrate the importance of dedicated GSF track fitting algorithm for collecting bremsstrahl-
ung energy losses, the difference between the momentummagnitude at the outermost track
position and at the innermost track position, as an estimate of the true fraction of energy
radiated by the electron is computed [65]. The normalized difference called “ fbrem” is shown
on Fig. 6.4 for electron from Z→ e+e− decays and for a background constituted by QCD dijet
events with phatT within 80−120GeV. The distribution is nearly flat for the signal while for
the background it peaks at low fbrem values as expected from a background composed of
charged hadrons that radiate minimally. This variable is used in the electron classification that
enters the final electron momentum estimation and is an important ingredient of electron
identification algorithms.
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Figure 6.4: Electron bremsstralhung fraction fbrem for electrons (solid line) from Z→ e+e− decays and
background (dashed line) from a sample of QCD dijet events with phat
T
within 80−120GeV.
Preselection
Electron candidates are preselected using loose cuts on track-cluster matching observables
to preserve the highest possible efficiency while removing part of the QCD background. The
four-momenta of an electron is obtained by taking angles from the associated GSF track, and
the energy from a combination of tracker and ECAL information [66]. The information from
the track is measured at the distance-of-closest approach to the beam spot position in the
transverse plane. Electron tracks are not re-fitted to the common primary vertex. For the
analysis, the electron candidates are required to have transverse momentum peT larger than
7GeV and reconstructed |ηe | < 2.5. The reconstruction efficiency for isolated electrons is
shown on Fig. 6.5. It is expected to be above ≈ 90% over the full ECAL acceptance, apart from
narrow "crack" regions. Integrated over the acceptance, the reconstruction efficiency for basic
electron objects steeply rises to reach ≈ 90% at pT = 10GeV, and then more slowly to reach a
plateau of ≈ 95% for peT = 30GeV.
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Figure 6.5: Electron efficiency after preselection (solid line) as a function of generated electron ηe (a)
and generated electron pe
T
(b) for a sample of di-electron events with uniform distibution in ηe and pe
T
and with pe
T
> 2GeV. The individual contributions from ECAL seeded electrons (dashed line) and from
tracker seeded electrons (dotted line) are also shown.
Charge Identification
The electron charge identification is obtained from curvature of an electron track. It suffers
from the conversion of radiated photons andmore generally from the showering of primary
electrons particularly if it happens early in the detector giving rise to chargemiss-identification
(miss-ID). To reduce the miss-ID, a combination of charge estimate from GSF track, Kalman
Filter track and supercluster is used. The final charged attached to an electron is the one on
which two out of the three estimates agree.
Electron charge mis-identification has been measured on 2010 data using Z events and a
chargemis-ID of 0.004±0.001 (0.028±0.003) wasmeasured in the ECAL barrel (ECAL endcaps)
in a very good agreement with the simulation [73]. No significant pT dependency has been
observed in the range of on-shell Z boson decays, also in agreement with the expectation.
ECAL EnergyMeasurement using aMultivariate Regression
The energy resolution for electrons can be significantly improved using a multivariate regres-
sion approach. This has been demonstrated in Ref. [34]. We employ such a technique for the
analysis to improve the mass resolution for final states involving electrons. Details of the
method and performance can be found 1.
The energy resolution for electrons can be significantly improved using a multivariate regres-
sion approach. This has been demonstrated in Ref. [74]. We employ such a technique for the
analysis to improve the mass resolution for final states involving electrons. Details of the
1The text of this section on the electron calibration from a regression technique is taken from Ref.
[117] of which the writer of this thesis is a co-editor.
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method and performance2. can be found in Ref. [75].
Following the procedure used for the H→ γγ analysis [74], we train the boosted decision tree
on the Drell-Yan Monte Carlo sample. Depending on the region of detection of electron in
electromagnetic calorimeter, a different set of input variables was used. The variables that are
used in the training are listed under Appendix A.
The regression was trained for barrel and endcap electrons separately. Dividing samples into
two allowed for testing against the over-training. The first half was used for training, while
the remaining half was used to test the performance of the regression. Only non-radiative
electrons were used in the training, with radiated energy fraction < 0.01, to avoid overlapping
with final state radiation recovery, forwhich there is a separate algorithmdescribed in Sec. 6.5.1.
The ratio of the generated energy to the raw energy of the supercluster for barrel electrons, and
the ratio of the generated energy to the sum of the supercluster raw energy and the preshower
energy for endcap electrons was chosen as a target value of the regression.
The combined electron momentummeasurement, described in the next subsection is formed
by the energy measurement from regression and the momentummeasurement from the GSF
track. The performance is evaluated using the Z→ e+e−resonance, where the resolution for
the electron pair mass computed using the regression energy measurement and the mass
computed using the supercluster corrected energy is compared. This is shown in Fig. 6.6,
where we observe an increase in performances. In Fig. 6.7, we also show the comparison of
the reconstructed Higgs boson mass for the four electrons and two electrons two muons final
state. An improvement in the resolution of more than 10% is seen, in agreement with what is
observed using events from Z.
(a) (b)
Figure 6.6: A comparison of the reconstructed Z→ee mass using the standard electron momentum
assignment and the regression assignment are shown for the Monte Carlo simulation separately in
events where (a) both electrons are in the central barrel ( |η| < 0.8 ), (b) both are in the endcap (
|η| > 1.479).
2The text of this section on the electron calibration from a regression technique is taken from Ref. [75] of which
the writer of this thesis is a co-editor.
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Figure 6.7: A comparison of the reconstructed Higgs bosonmass distributions after applying Monte
Carlo to data corrections for the standard electron momentum assignment (left) and the regression
assignment (right), for the 4e channel.
MomentumDetermination and Calibration
The combination of the ECAL and the tracker measurements is used to obtain the electron
momentummagnitude. In this way we take the advantage of the track momentum estimate
in particular in the low energy region and in the ECAL crack regions. Starting from the energy
as obtained from the supercluster after ECAL level corrections (from hereafter labeled E), the
momentummagnitude can be further refined by splitting electrons into different classes and
performing class Dependant corrections. The electron classification is based on the observed
number of clusters inside the supercluster in the ECAL and on the measured bremsstrahlung
fraction by the tracker [34]. The classification has been further refined and the electron classes
are defined as follows:
1. “golden”, or low bremming electrons with a reconstructed track well matching the
supercluster:
• a supercluster formed by a single cluster (i.e. without observed bremsstrahlung
sub-cluster),
• a ratio E/p > 0.9,
• a measured brem fraction fbrem < 0.5;
2. “big brem”, or electrons with high bremsstrahlung fraction but no evidence of energy
loss effects:
• a supercluster formed by a single cluster,
• a ratio E/p > 0.9,
• a measured bremsstrahlung fraction fbrem > 0.5;
3. “showering”, or electrons with energy pattern highly affected by bremsstrahlung losses:
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• a supercluster formed by a single cluster not falling in the “golden” or “big brem”
classes, or a supercluster formed by several sub-clusters.
“Crack” electrons are defined as electrons whose supercluster’s starting crystal is close to an η
boundary between ECALmodules, or between the ECAL barrel an ECAL endcap, or close to
the innermost ring of an ECAL endcap. The population of electrons in the different classes is
shown in Fig. 6.8 as a function of the generated η for electrons with a uniform peT distribution
between 2 and 150 GeV. The shape of the distribution for the showering class clearly reflects
the η distribution of thematerial thickness. The integrated fractions of reconstructed electrons
in the different classes are as follows: 29.8% (golden), 12.2% (big brem), 53.3% (showering)
and 4.7% (cracks).
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Figure 6.8: The electron population in the different classes as a function of the generated pseudora-
pidity for di-electrons with an initial transverse momentum uniformely distributed between 2 and
150 GeV.
Figure 6.9 presents the peak value of the distribution of ratio between the supercluster and the
generated energy as a function of the supercluster pseudorapidity (as seen from (0,0,0)) and of
the supercluster energy for electrons from the golden, big brem and showering classes. The
peak value is obtained by fitting theGaussian part of the distribution in slices of pseudorapidity
and energy.
As can be expected, the tracker measurement is more used at low energies as well as in the
regions where the precision of the ECAL measurement is poor. The normalized effective RMS
of the combined momentum estimate as well as of the ECAL and tracker measurements alone
are presented in Fig. 6.10 for electrons in the ECAL barrel and electrons in the ECAL endcaps.
Electrons are from a sample of di-electron events with uniformly distributed transverse mo-
mentum between 2 and 150 GeV. The precision is clearly improved by using the combined
estimate with respect to the ECAL only measurement for energies below ≃ 25−30GeV.
The normalized effective RMS of the ECAL estimate and of the combined estimate are pre-
sented for the different classes in Fig. 6.11 as a function of the generated electron energy for
electrons in the ECAL barrel. Golden electrons show a significantly better resolution than the
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Figure 6.9: Fitted peak value of the reconstructed supercluster energy over the generated energy E/Ee
for electrons from the golden (downward triangles, green), big brem (squares, magenta) and showering
(upward triangles, black) classes as a function of the reconstructed supercluster pseudorapidity η and
the reconstructed supercluster energy E .
 (GeV)eE
20 40 60 80 100
 
/ E
ef
f
σ
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
0.09
0.1
Combined
ECAL E
Tracker p
Barrel
(a) Resolution vs. Egen , ECAL barrel
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Figure 6.10: Effective resolution for the ECAL, the tracker and the combined momentum estimates as
a function of the electron generated energy for (a) electrons in the ECAL barrel and (b) electrons in the
ECAL endcaps. Electrons are from a sample of di-electron events with uniformly distributed transverse
momentum in range 2−150GeV.
average electron, with an asymptotic effective RMS of ∼1%. A significant degradation of the
resolution is visible for showering electrons as well as for electrons from the crack class.
Finally, when the electron has been found by the tracker driven method and not by the ECAL
drivenmethod, the energy built from the tracker driven reconstruction of superclusters is used
to construct the 4-momentum. In these cases, the electron momentum is simply constructed
from the track direction and the supercluster energy.
The electron momentum scale and resolution can be controlled using Z boson decays to
electrons. Fits to the Z line-shape selecting electrons with ET > 25 GeV show differences in
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Figure 6.11: Effective resolution for the different electron classes as a function of the electron gener-
ated energy for electrons in the ECAL barrel (a) from the ECAL measurement only and (b) after the
combination with the tracker measurement. Electrons are from a sample of dielectron events with
uniformly distributed transverse momentum between 2−150GeV.
scale between data andMC of 0.3% (0.4%) in the ECAL barrel (ECAL endcap). The electron
classification also allows for the identification of electrons accompanied by low bremsstrahl-
ung with smallest measurement error [65, 68] on which the intrinsic energy resolution is
checked. Scale factors on the data and additional smearing on the MC as obtained by fits
to the Z line-shape [76] are applied on reconstructed electrons to correct for the measured
differences between the data and MC. Detailed comparisons between data and MC, after
e-scale corrections on DATA and smearing onMC, will be shown in Section 9.3.3.
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6.1.2 Identification
The electron reconstruction in CMS being highly efficient suits for most analysis. At the
same time there is a significant amount of jets reconstructed as electrons remaining. To
increase the purity of the sample of electron candidates for the analysis we apply identification
requirements on top of the basic collection of reconstructed electron objects. In 2011 analysis,
a simple cut-based electron identification was used with cuts defined for different electron
categories [77]. For the purposes of 2012 analysis, in order to get the best possible signal
discrimination of real electrons from jets faking electrons, a new identification tool has been
developed using multivariate techniques [78].
The input for themultivariate “blender” are coming from the threemain categories of variables:
observables matching calorimeters and the tracker (including the preshower) information,
pure calorimetric and pure tracking observables. The three classes with its complete list of
observables are listed below:
1. Track-calorimeters matching observables:
• Etot/pin , where Etot is the ECAL supercluster energy and pin the trackmomentum
at the innermost track position;
• Ee/pout , where Ee is the energy of the ECAL cluster closest to the electron track
extrapolation to ECAL and pout the track momentum at the outermost track posi-
tion;
• |∆ηin | = |ηsc − ηextrap.in |, where ηsc is the energy weighted position in η of the
supercluster and η
extr ap.
in
is the η coordinate of the position of the closest approach
to the supercluster position, extrapolating from the innermost track position and
direction;
• |∆φin | = |φsc −φextrap.in |, where |∆φin | is a quantity similar to the previous one but
in azimuthal coordinates.
• |∆ηout | = |ηe −ηextr ap.out |, where ηe is the η position of the cluster closest to the
electron track extrapolation to ECAL (η
extr ap.
out ).
• 1./Etot −1./p4−mom which measures the deviation of the supercluster energy and
electron momentum obtained by combining the tracker and ECAL information
p4−mom .
• EHCAL/Etot and EES/Etot are the ratios of the energy measured in the HCAL and
in the preshower (ES) with the supercluster energy. This observables are used to
improve the electron-pion discrimination.
2. Pure calorimetric shower shape observables:
• σiηiη the width of the ECAL cluster along the η direction computed in the 5×5
block of crystals centred on the highest energy crystal of the seed cluster;
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• σiφiφ as the former but in azimuthal coordinates,
• η−width supercluster ηwidth,
• φ−width supercluster φwidth,
• (E5×5−E5×1)/E5×5: where E5×5 is the energy computed in block of crystals and
E5×1 is the energy computed in the strip of crystals containing the cluster seed,
• R9= E3×3/Etot energy sum of 3×3 crystal centred on the most energetic, divided
by the supercluster energy.
3. Pure tracking observables aiming to further improve the separation between electrons
and charged hadrons:
• fbrem = (pin −pout )/pin with the GSF track, which measures very well the Brems-
strahlung emission which helps in discriminating against charged hadrons,
• χ2GSF indicating the goodness-of-fit of GSF tracking procedure,
• number of hits of Kalman Filter (KF) track associated to electron,
• χ2KF indicating the goodness-of-fit of KF track.
To be confident with the multivariate technique output it is of extreme importance to have all
the input variables well described in simulation. For this reason a set of electrton validation
plots is shown in Fig. 6.12 for track-calorimetry matching observables, in Fig. 6.13 for pure
calorimetric observables and in in Fig. 6.14 for pure tracking observables. It is very conforting
to see that observables agree very well between data andMC.
The profit carried out by the information in these observables is maximized by using a Boosted
Decision Trees (BDT) multivariate technique [79, 80, 81] where the signal and background
samples for the training have been carefully chosen.
The training of the BDTs for background was performed on aW +1-fake electron sample taken
from data, while for signal, a mixture of MC H→ ZZ → 4e samples with masses 115,120,130
and 140 GeV was used. Three different bins of η: |η| < 0.8, 0.8≤ |η| < 1.479 and 1.479≤ |η| < 2.5
were used for training in order to take into account the different material budget in the tracker.
Moreover due to the dependencies of the electron observables on pT it was found that the
final signal to background separation was improved when dividing the sample in two bins of
pT : 5≤ pT ≤ 10GeV and pT > 10GeV.
The output of the BDT is presented in Fig. 6.15 for each of the six bins used for the training.
Very good separation between signal and background and very good agreement between fakes
in data andMC are observed.
In addition, all electrons are required to have 0 or 1 expected missing inner hits in order to
reject photon conversions.
A detailed study and control from 2011 and 2012 data of the efficiency for electron identifica-
tion with respect to the electron reconstruction is reported in Ch. 7.
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(a) (b) (c)
(d) (e) (f )
Figure 6.12: Validation of track-calorimetry matching observables used as input for multivariate
electron identification with data corresponding to 12.21 fb−1 for the 8 TeV data.
(a) (b)
Figure 6.13: Validation of pure calorimetric observables used as input for multivariate electron identifi-
cation with data corresponding to 12.21 fb−1 for the 8 TeV data.
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(a) (b)
Figure 6.14: Validation of pure tracking observables used as input for multivariate electron identifica-
tion with data corresponding to 12.21 fb−1 for the 8 TeV data.
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(a) Barrel, |η| < 0.8, 5≤ pT ≤ 10GeV (b) Barrel, |η| < 0.8, pT > 10GeV
(c) Barrel, 0.8 ≤ |η| ≤ 1.479, pT < 10, 5 ≤ pT ≤
10GeV
(d) Barrel, 0.8≤ |η| ≤ 1.479, pT < 10, pT > 10GeV
(e) Endcaps, 1.479< |η| ≤ 2.5, 5≤ pT ≤ 10GeV (f ) Endcaps, 1.479< |η| ≤ 2.5, pT > 10GeV
Figure 6.15: BDT output for each of the six categories used in the training. Training sample for
background (red plain circles) are overlayed with fake electrons from Drell-Yan + jets sample (black
empty circles) and with electrons fromHiggs signal (filled area).
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Working Point Optimization
An optimization procedure was performed in order to find the BDT working point to be used
in this analysis. A Monte Carlo H→ ZZ → 4e sample (withmH = 120GeV) was used as signal,
while background was modelled by a Z +1-fake electron sample, directly taken from data. The
Z selection closely follows the selection used in the 2011 published analysis [35], denoted as
“PRL analysis” throughout this document. The additional electron is a loose electron as defined
in section 8.2.2. In addition, the missing transverse energy reconstructed by the particle flow
algorithm was required to be less than 25 GeV in order to suppress contamination fromWZ
events containing three real leptons.
In each of the six pT and ηbins described above, the cut value on the BDToutputwas chosen so
as to obtain the same background efficiency as the cut-based electron identification algorithm
used in the PRL analysis ("Cuts-In-Categories"). As it can be appreciated on the figure 6.16,
in each tested bins, the BDT is bringing a sizable improvement with respect to the cut-based
electron identification used in 2011. In particular, for pT < 10GeV, the electron identification
efficiency is increased by 30% for the same per-lepton background efficiency as in PRL analysis.
The working point, i.e. cut values obtained after “same fake-rate” optimization are displayed
in Table 6.1.
Figure 6.16: Higgs signal efficiency (MC) vs background efficiency from Z +1-fake electron sample
(data). Solid lines represent results for the BDT, while single points show the corresponding ones for
the “Cut-In-Categories” electron identification used in the 2011 analysis (PRL). Results are shown for
various bins in pT and η.
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Table 6.1: The cut values for the BDT obtained by optimization.
pT range [GeV] η range Cut value (BDT > )
|η| < 0.8 0.470
5≤ pT ≤ 10 0.8≤ |η| ≤ 1.479 0.004
1.479< |η| ≤ 2.5 0.295
|η| < 0.8 0.500
pT > 10 0.8≤ |η| ≤ 1.479 0.120
1.479< |η| ≤ 2.5 0.600
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6.2 Muons
6.2.1 Reconstruction
For the standard CMS reconstruction for pp collisions, the muon tracks are first reconstructed
independently in the inner tracker and in the outer muon system3. The track reconstructed in
the inner tracker are called “tracker track”. The ones reconstructed in the muon system are
called “standalone-muon tracks”. Based on these basic reconstruction objects, two muon
reconstruction approaches are then used [83]:
1. Reconstruction of Global Muons(outside-in).
Each standalone-muon track is matched to tracker track by comparing parameters
of the two tracks propagated onto a common surface. A global-muon track is fitted
combining hits from the tracker and standalone-muon track, using the Kalman Fil-
ter technique [84]. At large transverse momenta, pT > 200GeV, the global-muon fit
improves the momentum resolution compared to the tracker-only fit [85, 86].
2. Reconstruction of Tracker Muons(inside-out).
Tracker tracks with pT > 0.5 GeV and the total momentum p > 2.5 GeV are considered
in this approach as possible muon candidates and are extrapolated to the muon system
taking into account the magnetic field, the average expected energy losses, andmultiple
scattering in the detector material. If at least one muon track segment made of DT and
CSC hits matches the extrapolated track, the corresponding tracker track is promoted to
a Tracker Muon.
The requirement of a single muon segment in muon systemmakes Tracker Muon reconstruc-
tion more efficient than the Global Muon reconstruction at low momenta, p . 5GeV. The
Global Muon reconstruction is designed to have high efficiency for muons passing through
more than one muon station and requires muon track segments in at least two muon stations.
About 99% of muons produced in pp collisions with sufficiently high momentum are recon-
structed either as a Global Muon or a Tracker Muon, and very often as both. This is thanks to
the high tracker-track efficiency [87] and a very high efficiency of reconstructing segments in
the muon system. Muon candidates found both by the Global Muon and the Tracker Muon
algorithms sharing the same tracker track are merged into a single candidate. It is also worth
to mention that muons reconstructed only as standalone-muons have worse momentum
resolution. They also have lower collision muon to cosmic-ray muon ratio than the Global
and Tracker Muons and are not used in this analyses.
3The text of this section on the onmuon reconstruction as well as of the section onmuon identification is taken
from Ref. [82] of which the writer of this thesis is a co-editor.
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6.2.2 Identification
To achieve an efficient muon reconstruction, several reconstruction algorithms are used. A
desired balance between identification efficiency and purity is obtained by applying a selection
based on various muon identification variables. For this analysis we choose the Particle Flow
Muon selection. The CMS particle-flow event reconstruction [88] uses the information from
all subdetectors to identify and reconstruct individually particles produced in the collision.
The resulting list of particles is then used to construct higher-level particle-based objects and
quantities, such as jets andmissing transverse energy.
Particle-FlowMuons are identified by carefully selecting the muon candidates reconstructed
with the standard Tracker and Global Muon algorithms. This selection has been optimized to
identify muons in jets with high efficiency, keeping the misidentification rate from charged
hadrons low. This is needed to avoid biases in jet and EmissT measurements coming from
non-identified or misidentified muons. As a result, the Particle-FlowMuon selection retains
non-isolated muons, including the muons from hadron decays in flight, which are usually
considered as a background in analysis using muons. This virtue is achieved by applying selec-
tion criteria depending on muon isolation, and its momentum compatibility with the energy
deposit in the calorimeters assigned to the candidate by the particle-flow event reconstruc-
tion. In this way the identification criteria on prompt isolated muons can be relaxed, without
increasing fake rate defined as probability of a particle other than muon to be identified as
muon. The details of the Particle-FlowMuon selection are described in Ref. [89].
For the analysis published in 2011 the muon identification was based only on the Global
Muon reconstruction. Comparing with the 2011 choice in Fig. 6.17, we see that the PF muon
selection is more efficient on prompt isolated muons. On the other hand, the fake rate has
been measured to be compatible with that one expected with the 2011 identification selection.
(a) (b)
Figure 6.17: Muon reconstruction and identification efficiency for Global muons (left) and Particle
Flowmuons (right), measured with the tag-ang-probe method (Ch. 7) on different 2011 data periods as
function of muon η.
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The efficiency of identification criteria was also tested against pile-up. In Fig. 6.18 we can
appreciate the stability of the efficiency as a function of vertex multiplicity in the scenario of
2012 data taking.
Figure 6.18:Muon reconstruction and identification efficiency for Particle Flowmuons,measured with
the tag-ang-probe method (Ch. 7) on 2012 data as function of the number of reconstructed primary
vertices.
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6.3 Lepton Isolation
Leptons fromH→ ZZ(⋆)→ 4ℓ events have a very clean signature in the CMS detector — four
isolated leptons coming from the same event vertex. Hence, the isolation property of leptons
is one of the most discriminating Higgs event characteristics in regard to backgrounds having
two real and two fake leptons, i.e. Drell-Yan+jets, Zbb¯ and tt¯ processes.
The exact implementation of the isolation observable depends on the event reconstruction
paradigm, but the principal idea of isolation is to compute the energy flow around lepton
direction. In 2011 analysis, the detector based isolation was used, defined as scalar sum of
transverse momentum of tracks and transverse energy from calorimeters in a cone around
lepton direction of ∆R = 0.3 as:
Rdetiso =
∑trackpT+∑ECALET+∑HCALET
p
lepton
T
(6.1)
A different approach to isolation based on particle flow event reconstruction has been studied
for the purposes of 2012 analysis. Unlike the first method, there is no problem of double
counting of the energy of hadrons in ECAL and Hadronic Calorimeter (HCAL). The particle
flow isolation is obtained by performing the scalar sum of the transverse momentum of the
particle flow candidates reconstructed in a ∆R cone of 0.4, defined as:
RPFiso =
∑chargedhadronpT+∑neutralhadronpT+∑photonpT
p
lepton
T
(6.2)
In both definitions of isolation, (6.1) and (6.2), a normalization to lepton transverse momen-
tum is used.
Because of the multiple interactions per bunch-crossing in ideal LHC conditions, the isolation
can get worsened from the extra energy from pileup entering the isolation cone. The charged
particle flow candidates are filtered through the algorithm pfNoPileup that does primary vertex
association, while the neutral part is corrected according the method described in Sec. 6.3.1.
In case of electrons, the optimal efficiency in the barrel of the association of the brem clusters
particle flow photons to the reconstructed particle flow electrons make possible to exploit
the full cone area, while in the endcap some inefficiency in the particle flow electron id (to
be corrected) makes necessary the usage of some internal vetoes to remove the electron
footprint. Then, the particle-based isolation of a GSF electron requires the following vetoes on
the candidates in the cone:
• barrel and endcap:
1. veto all the reconstructed particle flow electrons (in the most of the cases, this
requirement removes the pf-electron correspondent to the GSF electron, with all
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(a)Detector based (b) Particle flow based
Figure 6.19: An illustration of isolation schemes: The detector based approach used in 2011 and
particle flow based used in 2012 analysis. Main main advantage of the particle flow approach is the
avoiding of energy double counting.
its brem clusters)
2. veto all the charged hadrons that share the same GSF track or the closest CTF track
with the electron
• endcap:
1. veto all the charged hadrons in a cone ∆R=0.015 around the electron
2. veto all the photons in a cone ∆R=0.08 around the electron
with these vetoes the footprint of the electron in both barrel and endcap is reduced to less than
1% (see [78]). To isolate leptons, the PRL analysis was exploiting the information that come
from the energy deposits in the calorimeters (ECAL and HCAL detector-based isolation) by
performing the scalar sum of the transverse energy of rechits inside a cone ∆R =
√
∆η2+∆φ2
(0.3) and the scalar sum of the transverse momentum of the tracks in the same cone (tracker
isolation). The Figures 6.20 to 6.22 are showing background efficiency as a function of signal
efficiency (ie, ROC curves) for various cuts on the isolation algorithms and in several η and pT
bins.
In the high pT region all the algorithms give approximatively the same performances, while
the gain using particle-based isolation is increasing as the electron pT lowers, justifying the
choice to use it in this analysis.
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(a) Barrel (b) Endcaps
Figure 6.20: Background (electron fakes in Z +1 fake data control sample) versus signal efficiency
(electrons MC-truth matched in H→ ZZ(⋆)→ 4ℓ signal MC) for electrons with pT >20 GeVin the barrel
(left) and in the endcap (right). Background samples is selected 2011 data sample
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(b) Endcaps
Figure 6.21: Background (electron fakes in Z+1 fake data control sample) versus signal efficiency
(electrons MC-truth matched in H → ZZ → 4l signal MC) for electrons with 10< pT <20 GeVin the
barrel (left) and in the endcap (right). Background samples is selected 2011 data sample
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(a) Barrel (b) Endcaps
Figure 6.22: Background (electron fakes in Z+1 fake data control sample) versus signal efficiency
(electrons MC-truth matched in H → ZZ → 4l signal MC) for electrons with 5< pT <10 GeVin the
barrel (left) and in the endcap (right). Background samples is selected 2011 data sample
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6.3.1 Pile-up Subtraction
Isolation variables are among the most pile-up sensitive variables in this analysis. Pile-up
causes the mean energy deposited in the detector to increase, leading to the rise of the mean
isolation values. Thus, the efficiency of a cut on isolation variables strongly depends on
pile-up conditions. In order to have a pile-up robust analysis, the isolation variable has to be
corrected.
The degradation of isolation performances due to pile-up can be partly mitigated associating
the charged particle flow candidates to the primary vertices. We do this through this associa-
tion with pfNoPileup association, which consists in filtering the sample of charged particle
flow candidates associated with the other primary vertices excluding the one with the highest∑
p2T of the associated tracks.
However, the neutral component (neutral hadron and photons), for which this association
cannot be trivially done, need a special treatment. Among several correctionmethods, the one
using FastJet [90, 91] energy density (ρ) in the event has been chosen to estimate the mean
pile-up contribution within the isolation cone of a lepton. A ρ variable is defined for each jet
in a given event and the median of the ρ distribution for each event is taken. The correction to
the neutral component of the isolation variable is then applied according to the formula :
cor r∑
neutral
pT =max(
uncor r∑
neutral
pT −ρ · Ae f f ,0 GeV) (6.3)
where the effective area (Ae f f ) of a given component is defined as the ratio between the slope
of the average isolation i so and ρ as a function of number of vertices.Main
We are currently using the ICHEP recommendation from the e/g andmuon POGs regarding
ρ computation and Ae f f . However, while work is in progress to align the slighlty different
approaches followed for electrons andmuons, we take as a reference for ICHEP what has been
propsed by POGs and describe them in what follows.
ρ computation
For 2011, the energy density ρ is calculated using jets reconstructed with kT algorithm (with
D = 0.6), taking as input all particles built with the particle-flow algorithm. For 2012, the same
ρ definition was taken from muons, except that the charged particles were removed when
building jets. For electrons, all particles were considered, up to |η| < 3.
Effective Areas
It was noticed that the Ae f f are increasing with the η of the lepton, and this is mainly due to
increasing pileup and with the fact that the geometrical isolation cone gets truncated at the
end of the tracker acceptance.
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As a consequence, Ae f f for the neutral isolation component was calculated in fine bins in η,
especially in the endcap. In Table 6.2 we report the effective areas measured in 1.6 f b−1 of the
first 2012 data and in the full 2011 dataset (5.05 f b−1 ), on the Z → ee sample.
η range 2012 data (12.21 fb−1) 2011 data (5.05 fb−1)
|η| <1.0 0.19 ± 0.006 0.18 ± 0.002
1.0< |η| <1.479 0.25 ± 0.006 0.20 ± 0.003
1.479< |η| <2.0 0.12 ± 0.004 0.15 ± 0.002
2.0< |η| <2.2 0.21 ± 0.007 0.19 ± 0.003
2.2< |η| >2.3 0.27 ± 0.02 0.21 ± 0.006
2.3< |η| >2.4 0.44 ± 0.03 0.22 ± 0.007
|η| >2.4 0.52 ± 0.05 0.29 ± 0.008
Table 6.2: Effective areas calculated on 2012 data (12.21 fb−1) and 2011 data (5.05 fb−1) for electrons in
different η bins, for isolation cone of ∆R = 0.4.
For the muons, the Table 6.3 summarizes the numbers derived for both 2011 and 2012 data
periods.
η range 2012 data (12.21 fb−1) 2011 data (5.05 fb−1)
|η| <1.0 0.674 0.132
1.0< |η| <1.479 0.565 0.120
1.479< |η| <2.0 0.442 0.114
2.0< |η| <2.2 0.515 0.139
2.2< |η| >2.3 0.821 0.168
|η| >2.3 0.660 0.189
Table 6.3: Effective areas calculated on 2012 data (12.21 fb−1) and 2011 data (5.05 fb−1) for muons in
different η bins, for isolation cone of ∆R = 0.4.
Summary
Since the charged hadron isolation is already not dependent on the number of vertices, the
total corrected isolation sum is the following:
cor r∑
pT =
char ged∑
pT + (
uncor r∑
neutral
pT −ρ · Ae f f ) (6.4)
We validate that the corrections are flattening the average isolation
∑
cor r in the same dataset
where we calibated the effective areas. The figure 6.23 is showing the average energy flow
before and after the corrections for electrons and for two selected η bins. While the average
energy flow was growing as the number of vertices increases before the pile-up corrections, a
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flat distribution is obtained after applying the recipe described in this section.
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Figure 6.23: Average energy flow in electron isolation cone of ∆R=0.4, before and after the pileup
corrections, for identified electrons with a Z → ℓℓ selection in 2011 data in two η bins. (a) |η| <1.0 (b)
2.2< |η| <2.3.
Moreover, the isolation efficiencies for single electrons in the bin 7 < pT < 100GeV as a
function of the number of vertices is shown in Figure 6.24, together with MC efficiencies. They
were calculated with the tag and probemethod. After the pile-up correction treatment, the
efficiency shows moderate decrease with increasing number of vertices.
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Figure 6.24: Electron isolation efficiencies computed with the tag-and-probe method in the bin
20< pT < 100GeV as a function of the number of vertices for electrons in ECAL barrel (a) and ECAL
endcap (b)
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6.3.2 Working Point Optimization
In order to find the best working point for isolation, we followed an The optimization of the
working point for isolation was done in the phase space defined by applying the most of the
analysis requirements. Several options of isolation cuts were studied: simple cut on each
lepton leg (1D cut), cut on the sum of isolation of lepton pairs (2D cut). Both, irreducible and
reducible background samples were used. The irreducible ZZ background was taken from
simulation while reducible background was estimated from collision data. The full procedure
of estimation of reducible background from data will be described in Ch. 10. Basically, it can
be summarized in two steps:
• select a sample with Z + two same-sign, same-flavour loose leptonswith |SIP3D| < 4.
• for each cut value, compute the corresponding fake rate. Apply it on the two legs with
loose leptons to obtain the number of reducible background events.
The maximal significance of a signal, calculated from a Poisson statistics was used to obtain
the optimal cut value. The Fig. 6.25 (left) shows the ratio between the significance and the
maximal significance as a function of the cut value on RPF
iso
, for both 1D and 2D cut. The 4µ
channel frommH=120 GeV signal sample was used. Since two-dimensional cut configuration
compared to one-dimensional one gives only 1% improvement, for simplicity reasons, we
have chosen a 1D cut option.
In addition to this, it was shown that the optimum cut value had almost no dependence with
themass of the Higgs signal sample tested. Finally, having a different cut for barrel and endcap
has been considered. The Fig. 6.25 (right) shows the significance obtained scanning different
cuts for muons in the barrel or in the endcap. The maximum significance only differs by 0.5%
from the configuration where a single cut (RPF
iso
< 0.4) is used irrespective of the muon η.
In case of electrons, similar results were found. In order to use the simplest option, we
therefore decided to set RPF
iso
< 0.4 for both electrons andmuons over the whole η range.
102
6.3. Lepton Isolation
(a)
(b)
Figure 6.25: Ratio between the significance and the maximal significance as a function of the cut value
on RPF
iso
, for both 1D and 2D cut (left) and significance obtained scanning different cuts for muons in
the barrel or in the endcap (right).
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6.4 Leptons common Vertex
The notion of leptons originating from a "common primary vertex" is taken throughout the
analysis a meaning that each individual lepton has an associated track with a small impact
parameter with respect to the event primary vertex. In practice for the event selection (see
Ch. 8), the significance of the impact parameter to the event vertex, |SIP3D = IPσIP | is used where
IP is the lepton impact parameter in three dimensions at the point of closest approach with
respect to the primary interaction vertex, and σIP the associated uncertainty. Hereafter, a
"primary lepton" is a lepton satisfying |SIP3D| < 4.
6.5 Photons
In order to improve on the precision for the invariant mass reconstruction of the Z bosons in
the Higgs decay chain, and thus on the mass of the scalar boson itself, the photons from final
state radiation (FSR) must be identified and taken into account. The procedure is described in
the following sub-sections4.
6.5.1 Photon Observables and FSR Recovery
About 8% (15%) of the decays into muons (electrons) are affected by FSR with photon trans-
verse momentum, p
γ
T
, exceeding 2 GeV. As the photon emission is most often collinear with
one of the leptons, electron measured energies automatically include the energy of a large
fraction of the emitted photons in the associated electromagnetic super-cluster. Since muons
are reconstructed from tracks only, their measured momenta does not include the emitted
photons. Final state radiation is therefore expected to degrade the Z mass resolution when
measured with the sole muon pairs, and in turn degrade the Higgs boson mass resolution
when measured with the four leptons momenta, especially in the 4µ and in the 2e2µ final
states and, to a lesser extent, in the 4e final state. It is also expected to reduce the efficiency of
the lepton isolation cut when the emitted photon is in the lepton isolation cone
Maximal selection efficiency and an excellent Higgs bosonmass resolution are key ingredients
in view of the small production cross-section in the 4ℓ channels, in particular to discriminate
the Higgs boson signal with the background continuum. The purpose of this algorithm is
to recover the FSR photons with large efficiency and purity, to remove the energy of the
recovered photons from the lepton isolation cones, and to measure the mass of the Higgs
boson candidate from the momenta of the leptons and the recovered photons.
Final state radiation tends to favour low energy photon emission collinear to the lepton. An
efficient recovery thus requires photon identification and reconstruction in the vicinity of
other particles, down to photon transverse momenta of the order of the Higgs mass core
4The text of this section on final state radiation recovery is taken from Ref. [82] of which the writer of this thesis
is a co-editor.
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resolution, i.e. down to a few GeV. Photons with lower energies are not expected to degrade
the mass resolution significantly. On the other hand, these low energy photons are difficult to
reconstruct and separate from the background.
6.5.2 Photon Reconstruction, Identification and Isolation
The particle-flow concept developed in CMS [92] includes identification of low energy photons
that overlap with other particles.
A specific clustering algorithm identifies and reconstructs photons (type 1). This algorithm
is efficient down to an energy of 230 MeV in the ECAL barrel and 600 MeV in the ECAL end-
caps. The determination of the photon energies and directions is monitored in the data with
π0→ γγ decays, and is shown to be accurate, reliable, and in agreement with the predictions
from simulation [93, 94].
Showering muons are also identified by the particle-flow reconstruction. The algorithm is
tuned for energetic muons. In the rare cases in which such a showering muon is identified, the
energies of the particle-flow clusters linked to the muon do not give rise to separate particles.
The showering muon probability is vanishingly small for the kinematic region typical to the
low-mass Higgs boson search. This entails the loss of a not entirely negligible fraction of
collinear FSR photons. Particle-flow ECAL clusters linked to identified showering muons
are therefore identified as photons (type 2) in this analysis. Specifically, the energy of these
photons is set to ECAL energy deposit frommuons and its direction is chosen to be that of the
muon. In the four-muon final state, about 20% of the FSR photons are of type 2.
There are rare cases in which the particle-flow reconstruction identifies a photon although
it is already included in the electron super-cluster, due to imperfect cross cleaning. It is
therefore required that photons be further away from the direction of any electron by 0.05 in
pseudo-rapidity, and by 2.0 rad in azimuth.
Figure 6.26 shows the total efficiency of the photon reconstruction for p
γ
T
> 2GeV and |ηγ| <
2.4, determined by matching reconstructed photons to generated photons from FSR with a
matching cut ∆R < 0.10 as a function of pγ
T
in the four-muon final state.
The absolute photon isolation is computed as a sum of transverse momenta of the charged
hadrons, photons and neutral hadrons. The isolation cone size is set to ∆R = 0.30 around
the photon direction. In this cone, all charged hadrons originating from the signal primary
vertex and with a pT larger than 200 MeV, all photons and neutral hadrons with a pT larger
than 500 MeV are included in the computation. In order to achieve separation from photons
that are produced in pileup interactions, an additional isolation term is defined (
∑PU pT )that
corresponds to the charged particle sum from the vertices other than the primary vertex. The
final, pileup-corrected relative isolation is obtained by dividing the absolute isolation by the
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(a)
Figure 6.26: Reconstruction efficiency for photons produced by final state radiation in H→ ZZ → 4µ
events.
photon transverse momentum, p
γ
T
. and is given by:
RPFiso, γ =
∑chargedhadronpT+∑neutralhadronpT+∑photonpT+∑PUpT
p
γ
T
(6.5)
6.5.3 Building Z bosons with FSR Photon Recovery
Leptons passing all selection criteria, including isolation, are used to form a Z candidate. When
a FSR photon candidate is selected in the event, the isolation summay have to be modified.
This section describes how the building of Z candidates is made in presence of an FSR photon.
Only photons with p
γ
T
> 2GeV and within the tracker acceptance (|η| < 2.4) are considered,
and assigned to a lepton in the following way:
• Photons are considered only if the minimum ∆R distance wrt any of the Z leptons is
smaller than ∆R < 0.5.
• If the distance of the photon to the closest lepton is between 0.07 and .50, the probability
that this photon arise from pile-up or, to a lesser extent, from the underlying event,
becomes appreciable, because of the large annulus area. To enrich the photon sample
in genuine FSR photons, the p
γ
T
cut is tightened to 4 GeV and the photon is required to
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be somewhat isolated from other particles: the relative PF isolation including pileup
contribution is required to be smaller than 1.0.
• For both Z candidates, only the photons that make a mass with a lepton pair closer to
the nominal Z mass (taken here to be 91.2 GeV) but with a maximummℓℓγ < 100GeV
are kept.
• After the photons have been selected with the above criteria the best photon is selected
as following:
– If there is at least one photon with pT > 4GeV the one with the highest transverse
momentum is associated to the Z boson
– If there is no photon with pT > 4GeV the closest photon to any of the leptons is
associated to the Z
There can be zero to two selected FSR photon candidates per event. The selected photons
are removed from the corresponding lepton isolation cones (if in the isolation cones), and
the standard event selection defined in Ch 8 proceeds with the modified lepton isolations,
and with the Z candidate masses determined with the corresponding lepton pair and the
associated photon. As a result of the procedure, the Higgs boson candidatemass is determined
from the momenta of the four leptons and those of all FSR photon candidates.
6.5.4 Performance of FSR Photon Recovery
To quantify the performance of the FSR identification algorithm, samples from simulation
and data were used. The gain of the FSR algorithm is two fold
• improved mass resolution — events with associated photons move to the nominal
reconstructed mass,
• increased selection efficiency — new events migrate into the signal phase space by the
higher isolation efficiency and the improved definition of the mass of the Z .
To quantify the performance of FSR reconstruction we used the following figures of merit:
• Efficiency: Number of Identified FSR photons matched to generated FSR photons with
pT > 2GeV and |η| < 2.4 divided by the number of generated FSR photons with pT >
2GeV and |η| < 2.4
• Rate: Number of Events with Identified FSR photons divided by the total number of
events after all selection requirements
• Purity: Number of Events with Identified FSR photons where the mass of the system
consisting of the leptons and the photons is nearer to the nominal mass of the studied
resonance wrt the mass of the leptons alone.
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• Yield Gain: Number of events after all selection requirements after applying the FSR
recovery algorithm divided by the number of events after all selection requirements
without applying the FSR recover algorithm.
To quantify the performance of the algorithm in the signal and irreducible background we
used simulated H→ ZZ and SM ZZ samples with an average pileup of 20 interactions. The
performance studies have also been performed in data exploiting decays of Z → ℓℓ,Z → 4ℓ.
Studies of the shapes and rates of the reducible backgrounds have also been performed in
signal free control regions.
Studies on H → Z Z and Z Z Samples
In this study we used simulated Higgs signal sample with a mass of 126GeV with on average
20 pileup interactions. To obtain the total efficiency comparison we run the full selection with
and without the FSR algorithm applied. Figure 6.27 shows the comparison of the invariant
mass distribution before and after FSR recovery for events with an identified FSR photon and
overall events. The FSR algorithm improves performance by moving the events from the FSR
tail back to the Higgs peak bulk distribution.
(a) (b)
Figure 6.27: Invariant mass reconstruction of the Higgs candidate of the events with an identified FSR
photon (left) and all events (right) for Higgs signal withmH = 126GeV.
Due to the isolation requirements and the redefinition of the masses of the Z bosons, more
events enter the signal phase space after FSR recovery. In the case of Higgs signal, the tails are
reduced and the arithmetic RMS is improved from 7.1% to 6.9% while the Gaussian RMS is not
modified showing that the effect on the bulk distribution due to the impurity is negligible. In
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the case of the ZZ continuum the performance is expected to be similar.
The rate, efficiency and purity for Higgs signal and SM ZZ is presented in Table 6.4. As already
mentioned, the effect of FSR on electrons is small due to the electron reconstruction which
absorbs nearby FSR photons in the electromagnetic supercluster. As a consequence, the four
muon final state is affected the most. An increase in the total efficiency of 2˜% is expected.
final state rate (%) purity (%) gain (%)
H→ ZZ (all) 6.0 80 2.0
H→ ZZ → 4µ 9.1 82 3.0
H→ ZZ → 2e2µ 5.0 78 0.6
H→ ZZ → 4e 1.4 72 1.8
SM ZZ (all) 6.7 81 2.1
SM ZZ → 4µ 10.1 83 3.0
SM ZZ → 2e2µ 6.5 77 0.6
SM ZZ → 4e 1.8 72 1.8
Table 6.4: Rate, purity and efficiency gain for signal and ZZ background
Studies on Data
Z decays in two or four leptons provide a sample suitable for the study of performance of FSR
algorithm on data. The performance of the FSR recovery algorithm in Z decays is presented
in Fig. 6.28. Excellent performance is observed in Z data as the Z peak becomes steeper.
The observed rate on Z → ℓℓ events is 1.9% while the efficiency gain is 0.9% . Significant
improvement is observed in the reconstruction of the Z peak from Z → 4ℓ decays.
In order to study The effect of FSR in the reducible background shape, a background enriched
region was selected by requiring the Z2 leptons to have same sign, and to fail identification
and isolation criteria. Figure 6.29 shows the FSR effect on this control region. The effect on the
background shape is explained by the result of the FSR algorithm in jets. If a lepton is inside a
jet, a possible π0 can be attributed to FSR therefore the rate is much higher than in the case of
isolated leptons and corresponds to a total of 60%. The fake photons associated as FSR helps
flatten the background shape resulting in reduced background in the region of interest.
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(a) (b)
Figure 6.28: Invariant mass of the Z before and after FSR recovery for events with an identified FSR
photon(left) and overall number of events for Z → ℓℓ decays
Figure 6.29: Invariant mass of the four lepton system for the background enriched region for events
affected by FSR.
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The analysis is all about selection of events and, of course, statistical interpretation in the end.
Making the event selection we can efficiently reduce the background contamination while
keeping the signal rates almost untouched, but still not completely untouched. Therefore,
signal efficiencies are an important ingredient for obtaining the final results of the analysis.
These efficiencies can be extracted from simulation of the signal events, but then they can
be strongly biased by unpredicted and not well modelled effects arising from insufficient
event description and the lack of understanding of the detector. Mitigating the biases from
MC is achieved by measuring selection efficencis directly from data using widely known
tag-and-probe technique [83, 95].
In this chapter we will elaborate on the signal efficiencies extraction for various cuts on
electrons and muons separately by using tag-and-probe technique. These are then exploited
to get the data-to-MC scale factors and corresponding systematic errors, both entering the
final yield computation that will be exhaustively presented in the chapters to come.
7.1 Tag-and-probeMethod
The efficiencies for reconstruction, identification, isolation, impact parameter cut and trigger
for electrons and muons can be measured with data. We rely on a selection of events of
inclusive single Z production as a natural source of electrons and muons. J/Ψ is used as a
source of low transverse momentum in case of muons. The tag-and-probe technique [83, 95]
combines the requirements of the invariant mass constraint (typically 60–120 GeV) on a pair
of basic objects (e.g. tracks for muons, or clusters of calorimetry cells for electrons) with a tight
lepton selection applied on one leg (the "tag"), ensuring sufficient purity. The other leg (the
"probe") is used to measure the efficiency of a given lepton selection criteria. The efficiency is
defined as the ratio of the number of passing probes NP to the total number of probes before
the cut:
ǫTP =
NP
NP +NF
(7.1)
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where NF is the number of probes that fail the selection.
To avoid introducing biases, it is important to perform such a measurement with the exact
electron andmuon objects as used in this analysis. By using appropriate definitions for probes,
the overall efficiency per lepton can be factorized allowing for an independent measurement
of each term:
ǫ= ǫtrack,clustering×ǫRECO|track,clustering×ǫID|RECO×ǫISO|ID×ǫSIP|ISO (7.2)
Each term in this illustrative equation represents the efficiency for the probe to pass a given
selection or reconstruction step, given that it passes the criteria for all previous steps, more
precisely:
• ǫtrack,clustering is the efficiency of track finding (clustering) for muons (electrons),
• ǫRECO|track,clustering is the efficiency of reconstruction after the track (supercluster) is
found for muon (electron),
• ǫID|RECO is the efficiency of identification of leptons give the reconstructed lepton,
• ǫISO|ID is the efficiency of lepton isolation cut given an identified lepton,
• ǫISO|SIP is the efficiency of lepton 3D impact parameter given an isolated lepton.
In practice, the tag-and-probemethod is applied in two different ways depending on the purity
of the Z selection before applying the cut under study. If the purity is very high, simple cut-
and-count gives very good estimate of the efficiency [96]. Cut-and-count cannot be used in
presence of significant background contamination, since it seriously biases the measurement.
In this case we fit the Z invariant mass resonance and the background underneath in passing
and failing probes sample. By the virtue of this procedure, signal and background components
are separated and we can take the signal count as integral under the fit function used to model
the Z invariant mass spectrum.
By applying the method to both data and simulation we derive data to simulation scale factors.
These scale factors are later used to either correct the signal efficiency in the simulation using
in this case their uncertainty as systematic error or to provide systematic uncertainties as will
be discussed in Sec. 9.3.2. In the computation of the final systematics on the signal efficiency
the systematics on the tag-and-probe method are also considered; they are evaluated varying
the signal and backgroundmodelling.
The tables with all numbers for the efficiencies measured with the tag-and-probe technique
on data, MC and the data/MC ratio are collected in Appendix B.
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7.2 Electronmeasurements
For electrons, we define three group of tag requirements — one for reconstruction and identi-
fication efficiency measurements, one for isolation and impact parameter and one for trigger
measurements. The three definitions are as follows:
1. Reconstruction and identification tags:
• pT > 20GeV, |η| < 2.5 and EmissT < 25 GeV
• pass a set of Vector Boson Task Force (VBTF) cuts, Working Point 60% (WP60)
which involves cuts on pure identification variables (|∆ηin|, |∆φin|, H/E andσiηiη),
track and calorimeter isolation as well as conversion removal [97].
• matched geometrically to the leg of the double object trigger used for the study
that has requirement on the electron ID at trigger level,
2. Isolation and impact parameter tags:
• pT > 20GeV, |η| < 2.5 and EmissT < 25 GeV
• pass a set of VBTF cuts, WP80 (80% efficient) which is relaxed with respect to
previously definedWP60,
• particle based isolation
3. Trigger tags:
• pT > 20 GeV, passing "Tight Trigger Working Point 2012" (tighter than trigger
requirements), and spatially matched (∆R <0.1) with an online HLT electron with
ET > 20GeV, tight identification and loose isolation,
In the later case, the purity of the tag-and-probe sample is higher, justifying the looser selection
choice, since reconstruction and identification criteria already removes a lot of background
from fake electrons.
The bulk results show good consistency between data and simulation giving scale factors for
further analysis close to one. The uncertainties to scale factors, which are propagated into
final per-electron systematic uncertainties in Sec. 9.3.2 are at 1-2% level.
Following the methodology described in Ref. [96], the reconstruction, identification, isolation
and impact parameter efficiencies are measured in several pT and η bins by performing
a simultaneous extended likelihood fit of the passing and failing sample invariant mass
distribution in each bin. A Breit-Wigner (BW) convoluted with a Crystall-Ball function (CB)
is used to model the signal peak. Breit-Wigner shape is fixed to the Z -pole mass (91.2 GeV)
and width (2.5 GeV) [98] to describe the natural shape of the Z . Crystall-Ball function is suited
for describing the detector resolution effects as well as the low-mass radiative tail. However,
by careful study of the shape fromMCDrell-Yan sample requiring the matching between the
generated and reconstructed electrons, two additional effects where noted:
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• exponential tail of Drell-Yan spectrum for low pT bins
• threshold effect for the bin around 20GeV
For this reason an exp(mTP ) or an er f (mTP )×exp(mTP ) is added to the signal model, where
mTP is invariant mass of the tag and probe system, er f (mTP ) is error function and exp(mTP )
exponential. Purely exponential function is added to the signal model when fitting the tail
of Drell-Yan spectrum in low pT bins and exponential times error function is used to model
the threshold effect for the bin around 20GeV. A few example MC fits are shown on Fig. 7.1.
This method minimizes dependence on simulation and uses a minimum set of parameter
values obtained from fits in simulation are to constrain the data fit. The ratio between the
integral under the exponential tail and the BW ⊗CB core and the CB tail parameters are fixed
for the fit to data while other parameters are left floating with initial values taken from the
MC fit. This turned out to give the best fit stability and tail control with minimum number of
parameters fixed from the fit to simulation.
The functional forms to describe the remaining background is again an error function times
an exponential. In some cases where the charge miss-identification permitted, to avoid the
interference with signal tail description, parameters for the background where constrained
from the signal-free phase space asking for the same sign leptons.
The fitmethodwas cross-checkedwith the templatemethodwhere all the parameters are fixed
from the simulation and the fit function normalization is left floating when fitting to data. As
in the fit method, the simultaneous fit to dielectron invariant mass distribution in tag+passing
and tag+failing samples is done. Efficiency is a fit parameter so that fit uncertainties are
automatically propagated through the likelihood contours. The twomethods are combined
for final results which will be discussed in more details in Sec. 7.2.5 where we bring the final
scale factors.
Very good agreement between twomethods in the high pT > 20 GeV region is observed. In the
low 7< pT < 20 GeV region some discrepancies between twomethods were observed mainly
due to the background contamination of the invariant mass distribution which makes fitting
very challenging.
7.2.1 Reconstruction
The clustering efficiency in Eq. (7.2) for electrons is assumed to be 100% efficient which is
checked by MC to be the case within few per mille in the pT range of interest for this analysis.
Electron reconstruction efficiency ǫRECO|clustering for the 2011, i.e. 7 TeV data sample, has
been measured following the methodology described in Ref. [96] and the results reported in
Ref. [99].
Special tag-and-probe triggers present in “SingleElectron” dataset are used in 2012 8 TeV data,
and a matching of a tag with the triggered electron is required to avoid bias. Then, if a probe
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(a) |η| < 1.442, 10< pT < 15GeV
(b) |η| < 1.442, 20< pT < 30GeV
Figure 7.1: Fits for simulated invariant mass of the tag and probe electron pair matched with generated
electrons with an error times exponential or pure exponential part added to the signal model. The
tag and probe system with probe passing the selection is shown on the left while invariant mass of
the system where probe fails given selection is shown on the right. (a) The exponential tail covers the
residual Drell-Yan falling spectrum. (b) The error times exponential accounts for the threshold effect.
supercluster is geometrically matched to a GsfElectron in the event, it is considered passing.
The measured reconstruction efficiencies for single electrons as a function of the supercluster
probe ET (with ET > 10GeV) are shown in Fig. 7.2 for 8 TeV data, for electrons in ECAL barrel
and in ECAL endcaps.
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(a) (b)
Figure 7.2: Electron reconstruction efficiencies computedwith the tag-and-probemethod as a function
of the supercluster probe ET in two different η bins: (a) |η| < 1.442, (b) 1.442< |η| < 2.5. Results are for
8 TeV data.
7.2.2 Identification
Themeasured identification efficiencies for single electrons as a function of the electron probe
pT (with pT > 7GeV) are shown in Fig. 7.3 for 7 TeV data and in Fig. 7.4 for 8 TeV data, together
with MC efficiencies. The latter were obtained fitting signal simulation, where the probe
electron is matched with a generated electron. In addition, the tail in data is constrained by
what is obtained fromMC. The efficiencies are computed in bins of η coverage and all data
taking periods are considered together. Given the limited statistics available for 8 TeV, only
two η bins are currently shown. All numerical values are tabulated in Appendix B.
There is a overall good data/MC agreement in the barrel and the endcaps. Only statistical
errors are reported on the plots. The differences observed at low pT and in the endcaps
between data andMC are mostly due to the background estimation (with higher background
in the low pT and high η regions) and the known discrepancies between data and MC of some
of the variables used for the electron ID.
As an example, themTP distributions for passing and failing probes used for the the measure-
ment of the electron identification efficiency in the (10−15) GeV pT bin and for 1.566≤ |η| < 2
in 2011 data is shown in Fig. 7.5.
7.2.3 Isolation and Impact Parameter
For electron isolation and impact parameter, |SIP3D|, efficiencies measurement are done
simultaneously. The probes are identified electrons satisfying the BDT requirements described
above. The tag requirement as already described is relaxed with respect to identification,
moving from VBTFWP60 to WP80 and using particle based isolation. The pile up corrected
particle based isolation is used instead of the one provided by the VBTF. In this way we avoid
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(a) (b)
(c) (d)
Figure 7.3: Electron identification efficiencies computed with the tag-and-probe method as a function
of the probe pT in four different η bins(a) |η| < 0.8, (b) 0.8 ≤ |η| ≤ 1.442, (c) 1.566 ≤ |η| < 2 and (d)
2≤ |η| < 2.5. Results are for 7 TeV data.
biasing sample towards events with lower number of interactions. The passing criteria for
probes is simply Ri so < 0.4 and |SIP3D| < 4. The isolation+|SIP3D| efficiency relative to the
identified electrons is measured by requiring the probe electron to fulfill the identification
criteria, thus reducing significantly the amount of background events in the sample.
In the low pT (pT < 20GeV) and high pT (pT > 50GeV) bins for the probe, the Drell-Yan
content of the sample is enhanced, creating a tail in the low mass and high mass region
respectively. In these cases an er f (mTP )×exp(mTP ) function is added to the signal function
describing the tail made of genuine signal electrons. The Drell-Yan over Z ratio is taken from
the simulation. Especially in the low pT bin, this procedure ensures that the Drell-Yan signal
and background contributions are disentangled without completely introducing a pdf taken
from the simulation. In this cases the background model is constrained by the fit in same sign
leptons region which is signal-free.
In addition, for the low pT bins (pT < 20GeV), the identification criteria has been tighten on
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(a) Barrel (b) Endcap
Figure 7.4: Electron identification efficiencies computed with the tag-and-probe method as a function
of the probe pT in two different η bins
Figure 7.5: The mTP distributions and fits for passing (left) and failing probes (right) used for the
electron identification efficiency measurement in the (7−10) GeV pT bin and for 0≤ |η| < 1.479. Black
points are 2012 data, green dashed line is signal model, yellow dashed line is BW ⊗CB part of the signal
function, purple dashed line is exponential part of the signal function, red line is backgroundmodel
and blue line is signal+background.
the probe in order to reject more background, under the assumption that the small correlation
between the identification and the isolation and impact parameter is either fully negligible or
correctly reproduced by the simulation so that the data/MC scale factors remain unchanged.
This assumption has been verified from simulation events.
Some examples ofmTP distributions for passing and failing probes used for the the measure-
ment of the electron isolation+|SIP3D| efficiency in the (15−20) GeV and (30−40) GeV pT
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bin for endcap end barrel in 2012 data is shown in Figure 7.6.
(a)
(b)
Figure 7.6: The mTP distributions and fits for passing (left) and failing probes (right) used for the
electron isolation and |SIP3D| efficiency measurement in (a) the (15−20) GeV pT bin in the barrel
and (b) the (30−40) GeV pT bin in the endcap. Black points are 2012 data, green dashed line is signal
model, red line is backgroundmodel and blue line is signal+background.
The measured identification+isolation+|SIP3D| efficiencies for single electrons as a function
of the probe pT , together with MC efficiencies, are shown in Figure 7.7 for 2011 data and
Figure 7.8 for 2012 data. In 2011, the measurement in the ECAL barrel to ECAL endcap
transition region (1.442< |η| < 1.566) has been performed in a single bin, integrated over the
whole pT range. Both, statistical and systematic errors are reported on the plots. The overall
agreement is very good.
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(a) (b)
(c) (d)
(e)
Figure 7.7: Electron identification+isolation+|SIP3D| efficiencies computed with the tag-and-probe
method as a function of the probe pT in five different η bins: (a) 0< |η| < 0.78, (b) 0.78< |η| < 1.442, (c)
1.442< |η| < 1.566 ,(d) 1.566< |η| < 2 and (e) 2< |η| < 2.5. The measurement in (c) has been performed
in a single bin, integrated over the whole pT range. Results are shown for 7 TeV data.
The tables B.2 and B.1 (in Appendix B) are summarizing the numerical values for the efficien-
cies measured in both data andMC for the full electron selection requirement (ID+Iso+SIP).
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(a) (b)
(c) (d)
(e)
Figure 7.8: Electron identification+isolation+|SIP3D| efficiencies computed with the tag-and-probe
method as a function of the probe pT in five different η bins: (a) 0< |η| < 0.8, (b) 0.8< |η| < 1.4442, (c)
1.4442< |η| < 1.556 ,(d) 1.556< |η| < 2 and (e) 2< |η| < 2.5. Results are for 8 TeV data.
Systematics errors are also reported. They have two origins.
• signal tail: the number of events under the tail are varied by two times, up and down,
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and the efficiency is re-computed. The difference to nominal measurement is taken as
systematic error.
• peak modelling: a 1% is assigned, based on past studies [96], changing the signal
function to a Voigtian which is essentially a convolution of Gaussian and Lorentzian
shapes.
Additionally, for 8 TeV tag-and-probe results, the difference between fit and template method
is also taken into account as systematic error.
7.2.4 Trigger
The Tag-and-Probe technique was used on 2012 data to measure the trigger efficiency for
the Double Electron trigger used in the analysis. This trigger requires two electrons with
ET > 17GeV and ET > 8GeV passing certain calorimetric and track identification and isolation
criteria.
This HLT path is composed by three so-called HLT filters requiring:
A One electron with ET > 17GeV and with tight identification and loose isolation,
B One electron passing condition A and an additional electron with ET > 17GeV, tightly
identified and loosely isolated,
C Two electrons passing condition B originating from the same vertex.
An event fired the trigger if the three filters are satisfied. To measure the trigger efficiency,
events should satisfy the following selection:
• Tag: electron with pT > 20GeV, passing "Tight Trigger Working Point 2012" (tighter than
trigger requirements), and spatially matched (∆R <0.1) with an online HLT electron
passing the HLT filter with ET > 20GeV, tight identification and loose isolation,
• Probe: electron passing the analysis selection, i.e. multivariate electron identification,
particle isolation and impact parameter selection from Ch. 6 and spatially matched
(∆R <0.1) with an online HLT electron passing the HLT filter requiring ET > 4GeV and
invariant mass with the tag greater than 50 GeV,
• Tag and Probe electrons must have opposite sign and their invariant mass must be
reconstructed between 60 and 120 GeV.
We want to measure the efficiency of an electron to pass the ET > 8GeV and ET > 17GeV
requirement together with the identification and isolation criteria. For simplicity, we denote
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these requirements as Ele8 and Ele17 requirements. It is not possible to measure the Ele8
efficiency directly. Indeed, the second and third filter (B and C) are requiring two electrons:
one with ET >17 GeV and one with ET >8 GeV. Now we make a valid assumption that all
electrons passing 17 GeV threshold are passing the 8 GeV one. The efficiency to pass the Ele8
can therefore be computed from electrons passing these filters. The efficiency to pass Ele8
is calculated as the number of probes passing A and C conditions over the total number of
probes as in
ǫA =
NA&C
Ntotal
(7.3)
The efficiency to pass Ele17 requirements is calculated simply as the number of probes passing
A over the total number of probes as in:
ǫA =
NA
Ntotal
(7.4)
The Fig. 7.9 is showing the comparison between data andMC of the trigger efficiency for the
Ele17 and Ele8 requirements for electrons in ECAL barrel and endcaps.
Data and simulation are in fair agreement for the Ele17 requirement. The differences are less
than 0.3% for the plateau and 0.5% for the turn-on region. Discrepancies are slightly higher
for the Ele8 requirement with a difference of about 1 GeV in the plateau for electrons in the
ECAL barrel (0.5 GeV in the endcaps) and a difference of 1-2 GeV in the turn-on.
These turn-ons have been used to compute the efficiency of signal events to pass the trigger
requirements. The following prescription was used for each of the four electron candidates on
an per-event basis. For each electron, with a given pT and η, the probability to pass a given
filter is computed from the turn-ons. A random number is thrown between 0 and 1. If the
number is below the probability, the electron is passing the filter considered. If a minimum of
2 electrons are passing Ele17Ele8dZ Ele8 and at least one electron is passing Ele17, the event
fired the trigger. The trigger efficiency has been computed after all other analysis cuts and has
been compared to the direct measurement, requiring the trigger bit.
As can be seen from the Fig. 7.10, the efficiency computed with turn-ons (red or blue curves)
are higher than the ones obtained directly. This is understood as being an effect due to the
different algorithms used at HLT and offline levels for the electron isolation. Particle-based
isolation is indeed used at offline level, removing other lepton’s deposit in the isolation cone as
described in Sec. 6.3, while detector-based isolation is used at HLT level, without any veto on
additional leptons. Events with nearby electrons therefore tend to fail the trigger requirements.
The turn-ons computed on single electrons don’t allow to compute the “real” trigger efficiency.
However, comparing the trigger efficiency obtained this way with turn-ons measured on data
and simulation allows to estimate a possible correction to apply to the direct measurement.It
can be appreciated on Fig. 7.10that there are little differences between data (blue) and sim-
ulation (red). As a consequence, we don’t apply any correction to the simulation related to
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(a) (b)
(c) (d)
Figure 7.9: Electron HLT Trigger efficiency for the Ele17 (top) and Ele8 requirement (bottom) as a
function of the probe pT for electrons in ECAL barrel (left) and endcaps (right). Results are shown for
8 TeV data (blue) and Summer12 MC (red), with parameterizations superimposed. Probes are required
to pass ID, Isolation and SIP requirements of the analysis.
trigger.
The trigger efficiency is not 100%, especially at lowmass. It has been shown that the usage of
the logical “OR” between the Double Electron and a Tri-Electrons trigger permits to recover
3.3% efficiency formH = 125 GeV as can be seen on Fig. 7.11(right). This is one of the novelties
of this analysis with respect to the analysis performed for discovery paper [1], applied for to
both 2011 and 2012 datasets.
7.2.5 Electron Scale Factors
Efficiencies measured in data and simulation using the tag-and-probe method in a grid of
(pT ,η)-bins are presented in preceding sections. They will be used in final statistical analysis
either to correct MC yields and as a source of systematic uncertainties. In this section, we
briefly discuss and bring data-to-MC scale factors as obtained by tag-and-probe method on
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(a)
Figure 7.10: Electron HLT Trigger efficiency of the Double Electron Trigger computed with turn-ons
measured on Z → ee events in data (red) and simulation (blue), and on H→ ZZ(⋆)→ 4ℓevents with
(orange), without (dark orange) Tag & Probe technique and with the trigger bit (green) as a function of
the Higgs mass.
(a)
Figure 7.11: Electron HLT trigger efficiency of the Double Electron trigger (red) and of a OR between
the Double and Tri-Electrons triggers, computed with the trigger bit as a function of the Higgs mass.
The trigger efficiencies are computed after all other analysis cuts.
electrons as well as adjacent systematic uncertainties.
The systematic errors on the absolute efficiencies associated with the method are known to
be about 0.5-1% [100]. However, they can be avoided altogether if, instead of calculating the
correction factor as a ratio of the tag-and-probe efficiency measured in data to the MC-truth
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efficiency:
c = ǫT&P(data)
ǫMCtruth
, (7.5)
one defines the correction as the ratio of tag-and-probe efficiencies, as evaluated from data
andMC:
c = ǫT&P(data)
ǫT&P(MC)
. (7.6)
In such a ratio, the systematic errors associated with the technique itself (e.g. arising from a
choice of fit functions for Z line shape and substrate background) would tend to cancel since
the distributions observed in data andMC are not much different.
By dividing the entire MC samples into several segments according to the various data taking
periods, the method properly captures the overall efficiency for prompt leptons averaged over
the entire dataset used for extracting the signal, regardless howmuch the running conditions
during that period were changing.
Still, not all systematic errors are canceled by using the ratio (7.6). For instance, systematic
uncertainties due to backgroundmodelling and Drell-Yan tail miss-modelling still have to be
accounted for. In order to be conservative, we varied the number of events in the tails by a
factor of two up and down recomputing the efficiency and taking the difference to the value
assessed from fit as a systematic uncertainty. The uncertainties arising from the background
normalization is not accounted for. An additional systematic of 1% from the Z pole modelling
as suggested by Ref. [96] is used and combined in quadrature with other sources to obtain a
final scale factor.
Additionally, for 8 TeV data two different methods had to be taken into account. As a final
result for 8 TeV data the mean value of scale factors obtained with fit and template methods
was taken. As a systematic error the envelope between twomethods was taken.
The scale factors together for the combination of reconstruction, identification, isolation and
impact parameter are shown on the Fig. 7.12 and on Fig. 7.13 and reported in Tab. 7.1 for 8 TeV
dataset. The values in the table indicate that the scale factors are consistent with one to 1-2%
level. The exception is the lowest pT region from 7–10 GeV where the scale factor is ∼ 0.85.
This region is difficult, as previously mentioned, for few reasons: the low statistics, the low
signal to background ratio. The errors quoted are a combination of statistical and systematic
uncertainties. They are all propagated as systematic errors in the final analysis.
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Table 7.1: Reconstruction, Identification,Isolation and IP efficiencies and scale factors for single elec-
trons, measured with the Tag-and-Probe technique on data. All measurements are obtained using Z
decays in 2012 data.
pT range (GeV) η range Data Eff. MC Eff. Scale factor (±sys.±stat.)
7 - 10 0 – 1.566 0.669 0.7712 0.8670+0.117−0.117±0.043
10-15 0 - 0.8 0.845 0.8514 0.9926+0.002−0.002±0.013
15-20 0 - 0.8 0.887 0.8873 0.9999+0.015−0.015±0.004
20-30 0 - 0.8 0.871 0.8830 0.9868+0.010−0.010±0.002
30-40 0 - 0.8 0.930 0.9389 0.9900+0.006−0.006±0.001
40-50 0 - 0.8 0.950 0.9563 0.9937+0.001−0.001±0.000
>50 0 - 0.8 0.956 0.9628 0.9934+0.004−0.004±0.001
10-15 0.8 - 1.4442 0.845 0.8514 0.9926+0.002−0.002±0.013
15-20 0.8 - 1.4442 0.887 0.8873 0.9999+0.015−0.015±0.004
20-30 0.8 - 1.4442 0.870 0.8827 0.9856+0.007−0.007±0.004
30-40 0.8 - 1.4442 0.927 0.9370 0.9891+0.004−0.004±0.001
40-50 0.8 - 1.4442 0.947 0.9542 0.9921+0.002−0.002±0.001
>50 0.8 - 1.4442 0.953 0.9591 0.9941+0.003−0.003±0.001
7 - 10 1.4442 - 1.566 0.626 0.8998 0.8347+0.053−0.053±0.108
10-15 1.4442 - 1.566 0.872 0.8545 1.0100+0.033−0.033±0.022
15-20 1.4442 - 1.566 0.897 0.9072 0.9966+0.021−0.021±0.011
20-30 1.4442 - 1.566 0.850 0.9511 0.9944+0.025−0.025±0.003
30-40 1.4442 - 1.566 0.897 0.9530 0.9884+0.002−0.002±0.003
40-50 1.4442 - 1.566 0.943 0.6237 0.9913+0.003−0.003±0.003
>50 1.4442 - 1.566 0.941 0.7676 0.9878+0.015−0.015±0.003
7 - 10 1.566 – 2.5 0.562 0.6237 0.9011+0.080−0.080±0.108
10-15 1.566 - 2 0.773 0.7676 1.0065+0.040−0.040±0.022
15-20 1.566 - 2 0.842 0.8532 0.9874+0.003−0.003±0.011
20-30 1.566 - 2 0.819 0.8315 0.9855+0.014−0.014±0.002
30-40 1.566 - 2 0.859 0.8816 0.9740+0.024−0.024±0.002
40-50 1.566 - 2 0.883 0.8886 0.9933+0.013−0.013±0.001
>50 1.566 - 2 0.887 0.9037 0.9818+0.006−0.006±0.002
10-15 2 - 2.5 0.773 0.7676 1.0065+0.040−0.040±0.022
15-20 2 - 2.5 0.842 0.8532 0.9874+0.003−0.003±0.011
20-30 2 - 2.5 0.797 0.8102 0.9832+0.019−0.019±0.002
30-40 2 - 2.5 0.832 0.8597 0.9683+0.012−0.012±0.002
40-50 2 - 2.5 0.857 0.8679 0.9871+0.025−0.025±0.002
>50 2 - 2.5 0.862 0.8829 0.9758+0.006−0.006±0.002
127
Chapter 7: Lepton Selection Validation fromData
(a)
(b)
Figure 7.12: Electron total scale factors obtained from tag-and-probe method for 7 TeV data in (a)
barrel and (b) endcap.
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(a) (b)
(c) (d)
(e)
Figure 7.13: Electron total scale factors obtained from tag-and-probe method for 8 TeV data in several
η regions: (a) 0< |η| < 0.8, (b) 0.8< |η| < 1.4442, (c) 1.556< |η| < 2, (d) 2< |η| < 2.5 and (e) 1.4442< |η| <
1.556.
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7.3 MuonMeasurements
The overall offline selection efficiency for muons is factorized as in Eq. (7.2) on page 112 and
can be rewritten in the following way:
ǫ= ǫtrack×ǫID|track×ǫSIP|ID×ǫISO|SIP (7.7)
• ǫtrack is the efficiency to reconstruct a muon track in the inner detector,
• ǫID|track is the efficiency of the Particle Flowmuon reconstruction and identification for
muons that have been successfully reconstructed in the inner tracker,
• ǫSIP|ID is the efficiency of the impact parameter requirement for identified muons,
• ǫISO|SIP is the efficiency of the isolation requirement, for muons passing all other selec-
tion criteria.
The scale factors arising from the data-to-simulation differences in muon selection that have
to be applied in the further analysis are overall overall consistent with 1.0 at the 1% level. More
details are given in the following sub-sections1.
7.3.1 Reconstruction and Identification
The track reconstruction efficiency from amuon in the inner tracker has beenmeasured on
2010 and 2011 data[101], and found to be close to 100%, and in agreement with the predictions
from simulation within less than 0.2%.
The performance of the reconstruction in the muon system and the identification criteria
for Particle Flowmuons has beenmeasured in 2011 and 2012 data using the tag-and-probe
method using dimuons from Z for muons with pT > 15GeV and J/Ψ decays for muons with
pT < 15GeV. A detailed description of the method can be found in Ref. [83]. The efficiencies
measured from data, and the corresponding values of the efficiencies and data-to-simulation
correction factors are reported in the appendix B. The simulated events used for comparisons
in the two datataking periods have been reconstructed with the same software algorithms as
the data and are were properly re-weighted to match the pile-up distribution from data.
The results of the measurement on data are in very good agreement with the simulation
for the barrel region (|η| < 1.2) and pT above 5 GeV. For the 2011 data, the plateau value of
the efficiency is reproduced within 0.3% or better. In the endcaps, the plateau value of the
efficiency is about 0.8% lower in data than in the simulation, due to some issues in the CSC
readout system during the second part of the 2011 data taking. The statistical accuracy at low
1The text of this section on the control of the muons efficiencies from data is taken from Ref. [82] of which the
writer of this thesis is a co-editor.
130
7.3. MuonMeasurements
transverse momenta with 2012 data has been limited at the time of the measurement, but
similar agreement is observed.
7.3.2 Impact Parameter
Tomeasure the efficiency of the requirement on the significance of the 3D impact parameter,
for muons passing the Particle Flow identification requirements, the standard tag-and-probe
method has been used. For this measurement, only muons from Z decays can be used, since
J/Ψ are typically produced in B hadron decays resulting in non-prompt muons.
The efficiency of the |SIP3D| < 4 requirement is found to be above 99.5% in the barrel, and
about 99% in the forward part of the detector. In the forward region, the efficiency measured
in data is about 0.4% lower than the one from simulation. Again, all the results are reported
and visualized in appendix B.
7.3.3 Isolation
To measure the efficiency of the requirement on the muon isolation Ri so < 0.4, for muons
that pass the Particle Flow identification and the |SIP3D| < 4 criteria, the standard tag-and-
probe method has been used once more. Similarly to the efficiency measurement of impact
parameter requirements, only muons from Z decays can be used, since muons from J/Ψ
would tend to bias the measurement being non-isolated, especially for non-prompt J/Ψ
mesons. The number of muon probes is statistically limited in the (5-10) GeV pT bin on 2012
data, but otherwise an excellent agreement is observed between data and expectations from
simulation (see Fig. B.3 in App. B).
7.3.4 Trigger
The single muon efficiencies for double muon triggers have beenmeasured, again using the
tag-and-probe method. The requirements for either leg of the double muon trigger are always
looser than the single muon trigger used to select the tags. This means that the tag+probe
pair can satisfy a given double muon trigger requirement whenever the probe satisfies the
requirements of a leg of that muon trigger. The requirements of double muon trigger are
asymmetric for the two legs, but the information stored in the HLT objects can be used to
check if the probe leg passes the requirements only of the loose leg or also of the tight one.
The measurement has been carried out in 2011 for the dimuon trigger with pT thresholds of
17 and 8GeV. For the earlier part of the data taking this trigger was not used but to ensure the
uniformity of the analysis, it has been emulated by requiring the events to fire a dimuon trigger
with lower thresholds and then requiring corresponding HLT objects to have pT above 17 and
8GeV. For the 2012 running period, measurements have been performed for the dimuon
triggers with only L3muons as in 2011, for the one exploiting also trackermuon reconstruction
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and for the logical “OR” of the two.
The trigger efficiency turn-on curve as function of pt measured on data is in very good agree-
ment with the simulation for all the triggers considered (see Fig. B.4 in App. B). When per-
forming a measurement of the plateau trigger efficiency as function of pseudorapidity η a
lower efficiency in data compared to simulation in the endcaps and in the narrow transition
between the two wheels of the barrel has been observed. The effect of this inefficiency is
however mitigated by the fact that multiple leptons in the event can fire the trigger, resulting
in marginal per-event inefficiencies, so no correction factor is finally applied for the analysis.
132
Part IVCome Together
133

8 Analysis Strategy and Event Selection
The H→ ZZ(⋆)→ 4ℓanalysis, has a very clean signature — 4 isolated leptons — but suffers
from a substantially low cross-section defined as
σ f inal (H→ ZZ(⋆)→ 4ℓ)=σ(pp→H)×BR(H→ ZZ (⋆))×BR(Z → 2ℓ)2 . (8.1)
To mitigate this obvious disadvantage a careful analysis strategy and event selection with
highest lepton reconstruction, identification and isolation efficiencies had to be chosen in
order to separate Higgs boson signal from backgrounds.
The background yield receives an irreducible contribution from ZZ (∗) production via qq¯ and
gluon-induced processes. Further on, it receives themain reducible background contributions
fromZbb¯ and t t¯→W+bW−b¯, withWundergoing leptonic decay, where the final states contain
two isolated leptons and two b jets possibly giving rise to secondary leptons. Reconstructed
4ℓ events can also arise from instrumental background such as Z+jets or WZ+jet(s) where jets
are misidentified as leptons.
In addition to very low cross-section there is another challenge of this analysis. For Higgs
boson masses below 2×mZ , i.e. below 180 GeV, one or both Z s have to be off-mass-shell,
typically giving rise to at least one lepton with transverse momentum below 10 GeV as shown
in Fig. 8.1. Low pT leptons suffer from lower reconstruction efficiency and identification purity
which introduces instrumental background. These leptons have to be given special attention
in order to optimally cover the Higgs boson decay phase space. It is worthmentioning that this
analysis has always been a driving force for the low pT lepton studies and improvements in
terms of reconstruction and identification always keeping inmind the highest lepton efficiency
and the best possible instrumental background rejection.
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Figure 8.1: Distribution of the transverse momentum (pT ) for each of the four leptons (sorted in
pT ) from H→ ZZ(⋆)→ 4ℓsignal events and for a mass hypothesis of mH = 125. The distributions
are obtained using MC signal samples and shown at generator level within eta acceptance (empty
histograms), and for selected events (shaded histograms) in the 4e channel
8.1 General Analysis Strategy
The analysis presented in this thesis is developed on basis of a similar analysis [35] published
with 2010 and 2011 dataset at 7 TeV in Physics Review Letters—sometimes denoted as “PRL
analysis”. The PRL analysis strategy was designed for the Higgs boson search in mass range
from 110 GeV to 600 GeV. It was relying on a simple Higgs-boson-mass-independent selection
of leptons using identification, isolation and kinematic criteria.
It has been shown in previous studies [86, 102, 103, 63] that an optimal working point can be
found where the contribution from the reducible and instrumental backgrounds are quasi-
eliminated. This is achieved by applying cuts on the maximum allowed energy flow in the
isolation cones around leptons and on the maximum impact parameter of lepton tracks
with respect to the primary interaction vertex. The analysis aims at the highest possible
lepton reconstruction, identification and isolation efficiencies, that are compatible with a
quasi-negligible reducible and instrumental background, in the acceptance range used for this
analysis, i.e. with transversemomentumandpseudorapidity for electrons of peT > 7 GeV, |ηe | <
2.5, and for muons of p
µ
T
> 5 GeV, |ηµ| < 2.4. It has been shown by recent studies that further
relaxing of the transversemomentum thresholds bringsmodest efficiency improvements at the
cost of introducing significant amount of instrumental background. Therefore, peT > (5)7 GeV
for muons(electrons) has been preserved as optimal choice.
A special effort was undertaken to establish data driven techniques for the evaluation of
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systematic uncertainties and background contributions. Since the expected significance was
insufficient to claim discovery at any Higgs bosonmass hypothesis, the emphasis was put on
simplicity and robustness of the strategy in order to gain confidence in the measured values.
The PRL analysis gave the needed confidence and allowed for further developments using
higher level methods and additional event information with changes always confronted to
the PRL reference analysis. The improvements carried out throughout 2012 led to a discovery
announcement on 4th of July during the opening session of the ICHEP2012 conference.
Special parts of the analysis have been continuously improved also after ICHEP, but the
general strategy has been essentially unchanged. Since 2011 analysis has already excluded
large portion of Higgs invariant mass range and the phase space where Higgs boson could be
has been left quite narrow, a special search improvement policy had to be adopted to help
Higgs hunters preserve an objective mind. This policy, known as “blinding policy” states as
follows:
“In the channel with low background and high resolution, H→ ZZ → 4ℓ, do not
look (either make no plots with such events or exclude events at ntuple level) at
m4l between 110 and 140, and above 300 GeV. The m4l distribution can be checked
in the full mass range either in the control regions (with no signal expected) or
with significantly relaxed cuts (when signal cannot be seen under about 100 larger
background).
The blinding procedure applies both to the analysis of 2011 (if any change with
respect to published analysis is done) and 2012 data.”
As previously said, the analysis essentially relies on high lepton reconstruction, identification
and isolation efficiencies. Reconstruction, identification and isolation observables which are
specially challenging for electrons were already described in Ch. 6. As opposed to 2011 simple
cut based identification of leptons, new electron identification relies on a multivariate BDT
andmuons are required to fulfil the Particle FlowMuons criteria. In 2011, the lepton isolation
was computed in a spacial cone around lepton direction by summing up the energy flow in
calorimeters and transverse momentum flow from tracks originating from primary vertex.
The 2012 analysis uses the Particle Flow approach and is corrected from pile-up contributions
attaching charged particles to the primary vertex and correcting neutral component with the
so-called “effective area” methodology.
The pp→ ZZ → 4ℓ background prediction relies fully on the theory. All instrumental uncer-
tainties associated with selecting four prompt leptons (trigger, reconstruction, isolation and
impact parameter cuts) are derived directly from data.
The remaining contribution of reducible backgrounds is evaluated using data driven tech-
niques. This includes the overall rates of 4ℓ events, passing all selection cuts, and their mass
distributions. With respect to 2011 analysis, in 2012 two different techniques are used and
described in Ch. 10. Comparable background counts in the signal region are found within
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uncertainties from both methods and an envelope comprising these results is used as the final
estimate.
The 2012 analysis profits from the full four lepton system information by introducing a A
Kinematic Discriminant (KD) presented in Ch. 12. Kinematic Discriminant (KD) is built
using variables fully describing the decay kinematics of the H → ZZ → 4ℓ (five angles and
two masses). It is constructed based on the probability ratio of the signal and background
hypotheses, KD = Psi g /(Psi g +Pbkg ). The signal and qq¯→ ZZ background pdf’s are coming
from fully analytical parametrization.
The statistical analysis of selected events, presented in Ch. 13, is based on their four-lepton
mass (m4ℓ) distribution. The presence of the Higgs boson is expected to manifest itself as a
resonance over the continuumm4ℓ distribution of the pp→ ZZ → 4ℓ origin. The width of
the peak for a SMHiggs boson with a lowmass (mH < 250 GeV) is expected to be defined by
the detector resolution. For higher masses, SM Higgs boson’s intrinsic width quickly overtakes
the detector resolution. For the analysis in 2012, all final results (exclusion limits, p-values,...)
are extracted via simultaneous likelihood fit of:
• six (3 final states for signal and background) one-dimensional (m4ℓ) distributions,
• six two-dimensional (m4ℓ , KD) distributions and
• six three-dimensional (m4ℓ , KD, per-event mass errors) distributions,
for each mass hypothesis, using the standard statistical approaches adopted by CMS [104].
8.2 Event Selection
Since only a handful of events is needed to claim the existence of a 4ℓ resonance it is vital
to have a good control of all efficiencies and backgrounds. It is known that Monte Carlo
generators cannot perfectly describe all the observables used in the analysis. Essentially, this
means that we have to rely on collision data to accurately measure efficiencies as well as
background rates and shapes.
The event selection is designed to gradually bring analysis to the signal phase space, while
preserving ability to have a good control of efficiencies and background at each step.
We could categorize steps in three major groups, depending on their objective:
1. trigger selection— technical steps to reduce data to manageable level
2. lepton selection— selecting collection of input elements for composing Z candidates
and background control
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3. final Z and H candidates selection and combinatorics — combining leptons into Z s
and Z s into Higgs boson candidate
8.2.1 Trigger Selection
Data events entering the analysis are taken fromDoubleElectron, DoubleMuon andMuEG
primary datasets which are characterized by their trigger content. Trigger selection can be
considered as a technical step towards bringing event rates down to a level at which PD data
can be recorded. Details on triggers and datasets can be found in chapter 5.
8.2.2 Lepton Selection
At this stage, we select two sets of leptons, first loose leptons to be used for reducible back-
ground measurement described in Sec. 10 and than good leptons to be used for the main
analysis. The selection criteria for the two groups is as follows:
1. loose leptons: electronswithin the geometrical acceptance of |ηe | < 2.5, with peT > 7GeV
and having 0 or 1 expected missing inner hits, muons (global or tracker) satisfying
|ηµ| < 2.4, pµ
T
> 5GeV. Both electrons and muons should satisfy loose requirements
on the transverse (dxy < 0.5 cm) and longitudinal (dz < 1 cm) impact parameter with
respect to the primary vertex. Non-global tracker muons are arbitrated. In addition, it is
required that ∆R > 0.02 between the leptons.
2. good leptons: these are loose leptons on which additional criteria are imposed. Namely:
• electrons should pass the electron identification criteria as described in section 6.1,
muons should meet the Particle FlowMuons requirements (see section 6.2)
• Relative PFIso < 0.4 (see section 6.3)
• the significance of the impact parameter to the event vertex, SIP3D (see section 6.4),
is required to satisfy |SIP3D = IPσIP | < 4 for each lepton, where IP is the lepton impact
parameter in three dimensions at the point of closest approach with respect to the
primary interaction vertex, and σIP the associated uncertainty.
Before building good leptons collection, an e/µ cross cleaning procedure is applied. Loose
electrons are discarded if they satisfy: ∆R(e,µ)< 0.05, where the muons considered are loose
muons passing Particle Flow or Global muon Global muons criteria.
The events are then requested to have fired the relevant electron andmuon triggers, consis-
tently in data andMC as described in Ch. 5.
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8.2.3 Final Selection and Combinatorics
After choosing sets of leptons described in previous section, we can now start combining them
into Z andHiggs boson candidates. We denote this step as candidate selection (CS). As already
said, it is crucial to preserve maximum signal efficiency and the phase space for background
estimates and evaluation of systematic uncertainties.
We therefore impose the following sequence of selection requirements:
CS1 First Z: a pair of good lepton candidates of opposite charge and matching flavour (e+e−,
µ+µ−) with reconstructed massm1,2 closest to the nominal Z boson mass is retained
and denoted Z1. The selected pair should satisfy 40<mZ1 < 120GeV .
CS2 Three ormore leptons: at least another good lepton candidate of any flavour or charge.
CS3 Four or more leptons and a matching pair; a fourth good lepton candidate with the
flavour of the third lepton candidate from the previous step, and with opposite charge.
CS4 Choice of the “best 4ℓ” and Z1, Z2 assignments: retain a second lepton pair, denoted
Z2, among all the remaining ℓ
+ℓ− combinations. If more than one Z2 combination
satisfies all the criteria, the one built from leptons of highest pT is chosen. The selected
pair should satisfy 4<mZ1 < 120GeV. At this stage, it is required that any two leptons
from the four selected have pT,i > 20GeV and pT, j > 10GeV.
CS5 QCD suppression: the reconstruction mass of opposite-sign and same-flavour lepton
pair must satifisfymℓℓ > 4GeV.
CS6 m4ℓ, Z and Z
(∗) kinematics: with m4ℓ >mmin4ℓ , mminZ1 <mZ1 < 120GeV and mminZ2 <
mZ2 < 120GeV, wheremminZ2 andmminZ2 are defined below.
The first four steps are designed to reduce the contribution of the instrumental backgrounds
fromQCDmulti-jets and Z + jets. The very first step ensures that the leptons in the preselected
events are on the high efficiency plateaufor the trigger. Control samples for the Z + jet, Zbb¯/cc¯
and t t¯ backgrounds are obtained as subsets of the event sample remaining after the first
step. The second step allows for control of the three-lepton event rates such asWZ di-boson
production events. This step, together with fourth step, also reduces the number of jets
misidentified as leptons, letting fewer combinatorial ambiguities to arise when assigning the
leptons to candidate Z bosons. The choice of the best combination of four leptons completes
the four first steps. In the fifth step, the lowmass resonances as well as multiple hadron decays
are removed.
Finally, three sets of kinematic requirements are introduced aiming to allow study of the
s-channel Z production contribution, maximal sensitivity in different ranges of Higgs boson
mass hypothesis andmeasurement of the ZZ cross-section. The three sets are labeled as:
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• Z→ 4ℓ phase space analysis defined withmmin
Z2
≡ 4GeV andmmin
Z1
≡ 40GeV,mmin
4ℓ
≡
70GeV andmmax
4ℓ
≡ 110GeV. This phase space is used to provide a 4ℓ standard candle
enabling direct measurement of 4ℓ scale and resolution.
• Higgs phase space analysis defined by imposing mmin
Z2
≡ 12GeV and mmin
Z1
≡ 40GeV
and mmin
4ℓ
≡ 100GeV. This phase space provides a best search sensitivity for masses
100<mH > 600GeV.
• ZZ→ 4ℓ phase space analysis is defined by askingmmin
Z2
≡ 60GeV andmmin
Z1
≡ 60GeV.
This phase space is used for measuring ZZ → 4ℓ cross-section.
8.2.4 Event Selection Performances and Control
In this section we show performance of the event selection illustrated in the previous section
as well as distributions of used observables from control regions. Generally, a nice data/MC
agreement is found.
The signal detection efficiencies from MC for a 4ℓ system within the geometrical accep-
tance as a function of Higgs boson mass hypothesis are shown in Fig. 8.2 for the baseline
selection. The geometrical acceptance is defined by having generated electrons satisfying
|ηe | < 2.5 and generated muons satisfying |ηµ| < 2.4, with no pT cut. The efficiency rises from
about 28% / 58% / 38% atmH = 125GeV to about 60% / 85% / 72% atmH = 400GeV for the
4e / 4µ / 2e2µ channels.
(a) (b)
Figure 8.2: Signal detection efficiencies fromMC for a 4ℓ system within the geometrical acceptance in
the 4e (green), 4µ (red) and 2e2µ (blue) channels as a function of Higgs bosonmass hypothesis in (a)
full mass range and (b) lowmass range.
The invariant mass of two good leptons (Z1) as built in the first step of the selection is shown in
Fig. 8.3 for both electron and muon channels and for both 7 and 8 TeV data. A nice agreement
can be appreciated between data andMonte Carlo expectations.
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(a) (b)
(c) (d)
Figure 8.3: Comparison of Z1 invariant mass in ee (left) and µµ (right) channels at 7 (top) and 8 TeV
(bottom) between data andMC expectations. The samples correspond to an integrated luminosity of
L = 5.05 fb−1 for the 7 TeV data, and 12.21 fb−1 for the 8 TeV data.
The events yields as a function of the selection steps are shown in Fig. 8.4 and Fig. 8.5 for the
baseline selection in the 4e, 4µ and 2e2µ channels and for 7 and 8 TeV analysis.
Figure 8.6 and Figure 8.7 show a comparison between data and MC at an early stage of the
event selection (see Sec. 8.2.3) where four or more leptons are reconstructed and where a
pair of leptons have been assigned to the Z1 (step CS1) for both 7 and 8 TeV analysis. The
comparison is made here relaxing the flavour and sign requirements on the second pair of
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(a) (b)
(c)
Figure 8.4: Event yields in the (a) 4e, (b) 4µ and (c) 2e2µ channels for each event selection step. The
MC yields are not corrected for background expectation. The samples correspond to an integrated
luminosity of L = 5.05 fb−1 of 7 TeV data.
leptons such that the sample contains signal-like and background-like events. At this stage
we don’t necessarily expect a perfect data to MC agreeement as this sample is dominated
by fake leptons and no additional scale factors are applied. In the analysis, the reducible
background is in the end taken from data while Monte Carlo simulation is only used to check
the background composition.
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(a) (b)
(c)
Figure 8.5: Event yields in the (a) 4e, (b) 4µ and (c) 2e2µ channels for each event selection step. The
MC yields are not corrected for background expectation. The samples correspond to an integrated
luminosity of L = 12.21 fb−1 of 8 TeV data.
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(a) (b)
(c) (d)
(e)
Figure 8.6: Comparison between 7 TeV data and MC at an early stage of the event selection (CS1)
where four or more leptons are reconstructed and where a pair of leptons have been assigned to
the Z1. Points with statistical uncertainties represent data while shaded histogram areas represent
MC expectations corrected for background expectation. The samples correspond to an integrated
luminosity of L = 5.05 fb−1. Ri so,ℓ and SIP3D values correspond to maximum relative isolation and
significance of impact parameter for the lepton in the second pair.
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(a) (b)
(c) (d)
(e)
Figure 8.7: Comparison between 8 TeV data and MC at an early stage of the event selection (CS1)
where four or more leptons are reconstructed and where a pair of leptons have been assigned to
the Z1. Points with statistical uncertainties represent data while shaded histogram areas represent
MC expectations corrected for background expectation. The samples correspond to an integrated
luminosity of L = 12.21 fb−1. Ri so,ℓ and SIP3D values correspond to maximum relative isolation and
significance of impact parameter for the lepton in the second pair.
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In order to achieve a better sensitivity in Higgs searches one needs to make better use of all
observed events including those thrown away off the main peak in them4ℓ-distribution. A
possible and plausable solution is am4ℓ-distribution parametrization. However, in contrast to
ad hoc parameterizations fully relying onMC simulation and built for a fixed set of simulated
mH -points, the parameterization used in this analysis has an explicit functional form
dNsi g
dm4ℓ
= Fsi g (m4ℓ |mH , parameters) ·Nsi g (9.1)
dNbkg
dm4ℓ
= Fbkg (m4ℓ |mH , parameters) ·Nbkg (9.2)
where m4ℓ is an observed four-lepton mass, mH is an arbitrary Higgs boson mass. All ex-
perimental and phenomenological parameters are built-in the parametrization as explicit
functions ofm4ℓ.
Besides giving a good intuition for relative roles and an interplay of different factors in defining
the four-leptonmass shape and event rates, such an explicit parameterization has the following
advantages in application to actual data analyses:
• It allows for a smooth scan over Higgs boson masses without having to generate numer-
ous MC samples. It must be noted that in a search with actual data, the scanning step in
Higgs boson massmH must be much smaller than the mass peak width that is as small
as O (1 GeV) for a wide range of Higgs bosonmasses.
• Observing a local excess of events in data, the description of them4ℓ-distributionwith an
explicit functional dependence onmH as a sole parameter allows for a straightforward
fit for the best Higgs massmH .
• The parameterization explicitly factors out all experimental effects, specifically: detector
fiducial acceptance, reconstruction efficiency, resolution and efficiency of cuts used in
the analysis. All these factors can be measured in data. Hence, in case data shows that
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the default MC simulation needs further tuning, one does not have to wait for such a
tuning to happen and can immediately fold in the directly measured efficiencies and
resolutions into the analysis.
• Once we are confident in predicting the per-event four-lepton mass resolution from the
measurements of individual leptons, we can use these together with the expected re-
sponse probability density function g (m4ℓ) to perform an un-binned likelihood analysis
to further improve the search sensitivity of the Higgs boson.
• Finally, a sensibly factorized parametrization gives one a better understanding of the
role of various systematic uncertainties, including their correlations within a single
process as well as between different processes.
In this chapter, we build, step by step, the signal model and explain different inputs, specif-
ically, model uncertainties, data-to-MC scale uncertainties and m4ℓ scale and resolution.
The signal model has to be divided into low and high-mass models because narrow-width
approximation brakes down for the Higgs bosonmasses greater than 400 GeV. In addition to
this, in this chapter we introduce an advance analysis technique that takes into account mass
resolutions assessed on the per-event basis providing a significant gain in the Higgs boson
mass measurement.
9.1 Signal Model at LowMasses
For the lowmass range, where the narrow-width approximation is considered, we model the
signal f (m4l |mH ) PDF as a convolution of the relativistic Breit-Wigner RBW (mH∗ |mH ) and
Double Crystal Ball functionDCB(m4ℓ |mH∗):
f (m4ℓ |mH ) = DCB(m4ℓ |mH∗) ⊗ RBW (mH∗ |mH ). (9.3)
The Breit-Wigner PDF is described in Ref. [105] and it is fully determined by the Higgs boson
mass:
RBW (m4l |mH )=
Γg g (m4l ) ·ΓZZ (m4l ) ·m4l
(m2
4l
−m2
H
)2+m2
4l
·Γ2(m4l )
(9.4)
The Double Crystal Ball function DCB(m4ℓ |mH∗) has six independent parameters, and is
captures the Gaussian core (σm) of the four-lepton mass resolution function, mass scale
∆mH∗ of the peak, and the tails originating from leptons emitting bremsstrahlung photons
in the tracker material, and from the non-Gaussian mis-measurements specific to electrons
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interacting with the detector material (two parameters, n and α, for each side of the mean):
DCB(ξ)=N ·


A · (B +|ξ|)−nL , for ξ<αL
A · (B +|ξ|)−nR , for ξ>αR
exp
(
−ξ2/2
)
, for αL ≤ ξ≤αR
(9.5)
where ξ= (m4ℓ−mH∗ −∆mH∗)/σm . The emergence of the left and right hand tails is defined
the power nL , nR , respectively. The parametersαL ,αR definewhere the splicing of the tails and
the core are made, in units of σm . Parameters A and B ensure the continuity of the function
itself and its first derivatives, while N is the normalizing constant.
The parameters of the Double Crystal Ball are obtained from the fit of simulated signal events,
after the full lepton and event selections are applied. Figure 9.1 shows the the fits for 4µ (left),
4e (center) and 2µ2e (right) events simulated with
p
s = 8 TeV for two example mass points in
the lowmass range.
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Figure 9.1: Parametrization f (m4l |mH ) for the Higgs bosonmass at the reconstruction level after the
full lepton and event selections are applied. The distributions obtained from 8TeV MC samples are
fitted with the model described in the text for 4µ (left), 4e (center) and 2µ2e (right) events. The fits are
shown for two Higgs bosonmass points: 125 GeV (top) and 200 GeV (bottom). The figures are taken
from Ref. [106].
After the parameters of the signal model are obtained for all the simulated samples, the
parameters are fitted to obtain the signal model parameterization also for the intermediary
mass values. Figure 9.2 shows the Double Crystal Ball parameters for all the simulated mass
bins at 8 TeV together with the simple polynomial parametrization which simplifies the
statistical analysis allowing for a continuous scan over Higgs bosonmasses.
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Figure 9.2: Linear and constant fits of the six parameters describing the signal f (m4l |mH ) PDF as a
function ofmH . The PDF is modelled as a Double Crystal Ball function convoluted with the relativistic
Breit-Wigner function described in the text with parameters: (a) mean, (b) σ, (c)α1, (d) α2, (e)n1 and (f)
n2 Parameters are shown for 4e events simulated with
p
s = 8 TeV. The figures are taken from Ref. [106].
9.2 Signal Model at HighMasses
The Higgs search at lowmass is carried out in the framework of narrow-width approximation,
describing the Higgs lineshape with a Breit-Wigner distribution. This approximation breaks
down at high Higgs mass (typically > 400 GeV) due to the very large Higgs width (> 70 GeV).
Therefore, a new signal parametrization has been found, using the Complex Pole Scheme
(CPS). In this section we bring the high-mass parametrization together with its uncertainties.
9.2.1 Lineshape with Complex Pole Scheme
The narrow-with approximation breakdown at high Higgs bosonmasses has been discussed
in details in Ref. [107] and a more correct approach to describe the Higgs invariant mass
distribution has been proposed—the Complex Pole Scheme (CPS). The total Higgs production
cross-section has been recomputed by the Higgs Cross-Section Working Group to include
corrections due to CPS at high Higgs mass [108]. In the present work we rely on those updated
values for the total cross-section andwe exploit a new functionality developed in POWHEG [40]
in order to reweight Higgs-signal samples to match the Higgs lineshape predicted in the CPS
approach.
At high Higgs mass the interference between the Higgs signal and the g g → ZZ background
becomes very large, as recently discussed in Ref. [109]. The effect of interference has been
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shown to be constructive below the Higgs mass peak and destructive above. It has therefore a
negligible effect on the total cross-section ( 1-2%) but it strongly biases the ZZ invariant-mass
distribution. Moreover the interference has been computed only at LO while the signal is
known at NNLO. In this analysis we follow the so-called “intermediate” approach proposed
in Ref. [109] to estimate the uncertainty due to missing higher perturbative order on the
interference. Given the signal at NNLO (SNNLO = SLO ×K ) and the interference at LO (I ), we
can estimate the signal + interference as
SLO ×K + I ×K ′ (9.6)
where the ratio (K ′) is between NNLO Higgs-diagrams with only g g initial state and LO Higgs-
diagrams:
K = SNNLO(g g →Hg +qg →Hq +qq→Hg )
SLO(g g →H)
=K ′+K rest (9.7)
K ′ = SNNLO(g g →Hg )
SLO(g g →H)
(9.8)
Figure 9.3 shows the effect of the CPS and interference corrections on the H→ ZZ invariant-
mass distribution.
(a) (b)
Figure 9.3: The four leptons invariant mass distribution at generator level before and after the CPS +
interference corrections for an Higgs mass of 400 GeV (left) and 900 GeV (right).
In addition to the uncertainties caused by missing terms in the perturbative QCD expansion
and those from parton distribution functions, there are other electroweak corrections that
play important role at high Higgs mass, such as corrections in the Higgs production (affect
cross-section), corrections for complex pole (affect lineshape) and uncertainty for the decay
(affect lineshape)
For Higgs masses larger than the top mass (mt ). an additional uncertainty should be consid-
ered: the computation of the NNLO Higgs cross-section as well as the generation of the NLO
Monte Carlo samples used in this analysis are done in the approximation of an effective theory
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withmt →∞ (HQ approximation). This approximation breaks down at large Higgs mass but it
is expected to have negligible effect on the total cross-section and on the Higgs lineshape. The
effect of the HQ approximation and of the EW corrections in the Higgs production, previously
mentioned, are studied at NLO with a new version of POWHEG which implements CPS, EW
production and HQ corrections.
While the effect of the EW corrections and of the interference on the Higgs lineshape may be
different in gluon-gluon production and Vector Boson Fusion (VBF), in the present inclusive
analysis we use the g g → H lineshape to describe both the cases since the gluon-gluon
contribution dominates in most of the Higgs mass spectrum.
9.2.2 Evaluation of the High-mass Corrections Systematic Uncertainties
The illustration of the uncertainties on the shape given by the highmass corrections are shown
on Fig. 9.4. In order to propagate this systematic effect on the UL and p-value calculations,
we refit the signal shape function with the two alternative hypotheses proposed in Ref. [109].
In this fit only the Γ parameter of the Breit-Wigner function is left floating. In this way we
propagate the uncertainty on the high-mass corrected shapes to the parameter representing
the width of our theoretical PDF. The systematic uncertainty on Γ is taken as the largest
variation between the fits for two different hypothesis. Performing this calculation for all
the mass points, we measure the systematic effect on Γ to be between 3% and 5%. Being
conservative, we choose a systematic of 5% for all Higgs mass hypothesis.
(a) (b)
Figure 9.4: The reconstructed four-lepton invariant mass for a 400 (900) GeV invariant mass Higgs
boson after the CPS + interference corrections. The alternative shapes to describe the lineshape
uncertainty are also shown.
9.2.3 High Higgs BosonMass Signal Model
For the high mass range, after the re-weighting described above, instead of using the typical
form used for low mass in Eq. (9.4) we use a modified version of the Breit-Wigner with the
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following form:
RBW (m4l |mH )=
m4l
(m2
4l
−m2
H
)2+m2
4l
·Γ2(m4l )
(9.9)
where the Γ parameter left floating in the fit. This means that the Γ has lost its full meaning as
physical Higgs boson width but has allowed to get e good fit.
We then use a convolution of this high mass Breit-Wigner with the Double Crystal Ball in the
same way as in the lowmass model. The parametrization is then achieved by performing a
constrained likelihood fit to the signal Monte Carlo events assuming that the physical width
of the Higgs formH > 400 GeV is larger than the experimental resolution, regulated by σDCB .
For illustration, we show the example fits for two of the high Higgs mass points in Fig. 9.5 for
simulation at 8 TeV. Afterwards, following the same procedure used for the lowmass model,
we obtain a Higgs bosonmass dependent parameterization of the signal interpolated with a
polynomial function.
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Figure 9.5: Parametrization f (m4l |mH ) for the Higgs bosonmass at the reconstruction level after the
full lepton and event selections. The distributions obtained from 8 TeV MC samples are fitted with
the model described in the text for 4µ (left), 4e (center) and 2µ2e (right) events. The fits are shown for
600 GeV (top) and 950 GeV (bottom) Higgs bosonmass hypothesis.
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9.3 Signal Model Uncertainties
At this stage, it is important to account for all the systematic uncertainties affecting signal
model. The uncertainties on the signal model can be factorized into those affecting the overall
event yield, i.e. normalization and those affecting the shape of signal distributions.
The uncertainties affecting the overall event yields are:
• Theoretical total cross-section uncertainties;
• Theoretical uncertainties on the H→ ZZ branching fraction;
• Theoretical uncertainties on signal event acceptance within kinematic cuts on leptons;
• Instrumental uncertainties on data-to-MC correctionsC (mH ).
The uncertainties affecting the shape of event distributions:
• Theoretical uncertainties on the distribution P (mH∗ |mH ), Eq. (9.4);
• Instrumental uncertainties on the detector response functionCB(m4ℓ |mH∗), Eq. (9.5);
• Theoretical uncertainties on KD distribution P (KD |mH ) to be introduced in Sec. 12;
• Instrumental uncertainties on the KD distributions, presently assumed negligible.
In the next sections these systematic effects will be presented, except for uncertainties on KD
distributions, which is explaind in detail in Sec. 12.
9.3.1 Theoretical Uncertainties
Total Signal Cross-section and Branching Ratio BR(H → 4l )
Systematic errors on the signal total cross-section for each production mechanism and for all
Higgs boson masses are fully defined in the report by LHC Higgs Cross Section Working Group
in Ref. [110]. They come from PDF+αs systematic errors and from theoretical uncertainties
evaluated by varying QCD renormalization and factorization scales µR and µF . The PDF+αs
and QCD scale uncertainties are to be treated as uncorrelated, while 7 and 8 TeV uncertainties
are assumed to be 100% correlated.
The uncertainty on BR(H→ 4l ) is taken to be 2% [111] and assumed to bemH -independent.
Signal Acceptance
The lepton kinematic cuts restrict the signal acceptance to A ∼ 0.6−0.9 depending on the
Higgs boson mass [105]. The acceptance uncertainties δA /A are evaluated using MCFM
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generator [112] . For calculations, we used the pp→H→ ZZ → eeµµ process at 7 TeV with
fiducial cuts for leptons similar to those in the analysis:
• mee > 12GeV,mµµ > 12GeV,
• pT > 7GeV and |η| < 2.5 for electrons,
• pT > 5GeV and |η| < 2.4 for muons.
The minimal jet-lepton and lepton-lepton ∆Rmin-distances were set to zero. The cross-
sections are calculated in an inclusive way for any number of jets found at Next-to-Leading-
Order (NLO). Again, it is assumed that uncertainties on acceptance at 8 TeV are the same as at
7 TeV and are 100% correlated.
The sensitivity of the signal acceptance to the renormalization and factorization scales is
evaluated by varying them by a factor of two up and down. The results are shown in Table 9.1.
We find that the acceptance errors are very small (0.1-0.2%) and, therefore, can be neglected.
Table 9.1: Signal acceptance A for different QCD scales.
Higgs bosonmassmH (GeV) 120 200 400 500 600
Default A0 (µR =µF =mH/2) 0.5421 0.7318 0.8120 0.8421 0.8637
Aup (µR =µF =mH ) 0.5417 0.7317 0.8128 0.8427 0.8644
Adown (µR =µF =mH/4) 0.5430 0.7328 0.8119 0.8418 0.8632
δA /A =max |∆A |/A0 0.17% 0.14% 0.11% 0.07% 0.08%
For estimation of the PDF+αs systematic errors, we use the PDF4LHC prescription [113]. The
three PDF sets used are CT10 [114], MSTW08 [115], NNPDF [116]. The results, the envelope
containing all variations for the three sets of PDFs, is shown in Fig. 9.6. We assign a 2%
mass-independent error to account for these uncertainties.
Following the the general recommendation from Ref. [61], we treat the acceptance and total
cross-section uncertainties as uncorrelated. The exact same error is assigned to all production
mechanisms and 100% correlation is assumed.
The Higgs pT distribution in the POWHEG g g →H MC is harder than what the most recent
NLO+NNLO calculations predict (HqT [117]). Therefore, the H→ 4ℓ leptons in the POWHEG
sample get an additional boost and the signal acceptance may be somewhat overestimated.
To estimate the scale of the effect, re-weighting of Higgs boson events H→ 2e2µ in MC has
been performed to make their pT spectrummatch the one obtained in HqT . After that, the
change in the signal acceptance arising from the lepton kinematic cuts used in the analysis is
evaluated. The relative change in the H→ 4ℓ acceptance is <2%. Since the change is so small,
we assign an additional systematic error on acceptance depending on the Higgs boson mass
rather then correcting for it.
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Figure 9.6: PDF+αs uncertainties for pp→ H → ZZ → 4ℓ vs. Higgs boson mass at
p
s = 7 TeV. The
points are evaluated uncertainties. The curves are the fit.
Theoretical Uncertainties on the DistributionP1(mH∗ |mH )
When the Higgs boson total width ΓH becomes very large, there are additional uncertainties
related to the theoretical treatment of running Higgs width and due to non-negligible effects
of the signal-background interference between g g → H → ZZ and g g → ZZ . Following
the prescription given in Ref. [108], we add onemore uncertainty on the Higgs boson cross-
sections for all sub-channels, 150%× (mH/TeV)3, covering all systematic errors specific to high
mass Higgs bosons.
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9.3.2 Data-to-MC Scale Factors from Efficiencies
The full determination of the differential yield for the signal model in Eq. (9.1) can be achieved
by rewriting in the form:
dN
dm4ℓ
=C (mH ) ·NMC (mH ) ·FH (m4ℓ |mH ). (9.10)
where NMC (mH ) is the event yield predicted from the MC used, C (mH ) is the cumulative
data-to-MC correction factor for all per-lepton efficiencies from trigger, reconstruction, iden-
tification, impact parameter, and isolation selection. In this section the method to determine
event scale factors arising from data-to-simulation discrepancies together with adhered un-
certainties is presented.
All four leptons in the signal H→ ZZ(⋆)→ 4ℓ are prompt. This means that their trigger, re-
construction, identification, impact parameter and isolation selection efficiencies can be
in principle evaluated directly from data using the standard tag-and-probe (T&P) method
applied generally to Z → ℓℓ events. The results of these measurements are reported in Ch. 7.
In order to propagate the measured per-lepton efficiencies and their errors, twomethods were
used, giving comparable results.
Per-leptonMethod
The observed data-to-MC discrepancy in the lepton selection chain efficiencies measured
with the data-driven techniques described in Ch. 7 are used to correct the simulation on an
per-event basis. The uncertainties on this efficiency correction are propagated independently
to obtain a systematic uncertainty on the final yields for signals and ZZ background.
In practice, the per-lepton data-to-MC ratios are multiplied to give weight to an individual
event. To obtain systematic errors, five hundred toy MC experiments are ran for each event
in MC sample. In each experiment, we pick up a value from a Gaussian distribution with
mean given by the central value of the data-to-MC ratio and the width given by the associated
error. The systematic uncertainty is taken as the RMS of the distribution of the total number
of expected events in the five hundred toys. Figures 9.7 and 9.8 show the obtained systematic
errors for the 7 and 8 TeV analysis.
In addition, we add in quadrature a 1.5% uncertainty related to trigger. The errors related to
the momentum energy scale and resolution will be discussed later in this section.
Per-event Method
This method uses the same efficiencies measured in data and simulation using the T&P
method in a grid of (pT ,η)-bins given already in Ch. 7. To obtain per-event correction factors
C (mH ), we propagate the measured per-lepton correction factors c(pT , η) using the method
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(c) (d)
Figure 9.7: Instrumental Uncertainties related to data/MC differences in efficiencies in reconstruction,
identification, isolation and |SIP | as a function of mH , for (a) 4e channel, (b) 4µ channel (c) 2e2µ
channel (electron only uncertainties), (d) 2e2µ channel (muon only uncertainties). Results are for 7 TeV
data.
of Lepton Kinematic Templates (LKT). First, using the g g →H→ 4ℓMC, we prepare a table
listing (p iT , η
i ) of four signal leptons (i = 1,2,3,4) in each MC event. Then, we ran over this list
multiple times, and give each event a weight
C =
∏
i
c˜(p iT , η
i ), (9.11)
where c˜ are drawn as random numbers from the Gaussian pd f ’s with mean and sigma corre-
sponding to the correction factors and their uncertainties as measured with the T&Pmethod
for (p iT , η
i )-bins. We properly take into account the uncorrelation nature of bin-by-bin statisti-
cal uncertainties while we also preserve the correlation among leptons which belong to the
same (p iT , η
i )-bin in a event. The average C¯ is the data-to-MC correction.
To obtain the statistical uncertainties on the per-event correction factors δC (mH ), we ran over
again the list multiple times, but now the c˜ are drawn as random numbers from the Gaussian
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Figure 9.8: Instrumental Uncertainties related to data/MC differences in efficiencies in reconstruction,
identification, isolation and |SIP | as a function of mH , for (a) 4e channel, (b) 4µ channel (c) 2e2µ
channel (electron only uncertainties), (d) 2e2µ channel (muon only uncertainties). Results are for 8 TeV
data.
pd f ’s with mean = 1 and sigma corresponding to the relative uncertainties as measured with
the T&P method for (p iT , η
i )-bins. The ±1σ spread δC is the correction factor uncertainty
defined by the statistical precision of the T&P measurements. The method can be easily
adopted to evaluate correction factors and their uncertainties for the di-lepton triggers as well.
The uncertainties on the correction factors in the statistical analysis are taken as mass in-
dependent and are taken as the largest error from the entiremH mass range. Finally, these
mass-dependent corrections are used to rescale the MC predictions for the Higgs boson event
yields.
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9.3.3 Four-leptonmass Scale and Resolution
Higgs boson candidates are built from leptons. The quality of the momentummeasurement
of both electrons and muons can substantially vary depending on the leptons characteristics.
For electrons, the resolution is dominated by the fluctuations of the measured energy due to
bremsstrahlung in the tracker material. For muons the resolution is mainly dependant of the
muon pT and η.
Therefore this causes the 4ℓmass resolution to vary considerably, by as much as a factor of 2-3.
Therefore, mixing together events with well and poorly measured 4ℓmasses weaken the Higgs
search sensitivity. In this section, an advanced analysis technique that takes into accountmass
resolutions assessed on the per-event basis is introduced.
The gain in sensitivity is not expected to be as much as in H→ γγ search, where events with
bettermγγ resolution have smaller backgrounds. In the case of the H→ ZZ(⋆)→ 4ℓ analysis,
them4ℓ observable does not help in improving the signal-to-background ratio. The whole gain
comes from the proper accounting for the signal mass resolutions in indivitiondual events.
Scale and Resolution via Z → ℓℓ
To validate the level of accuracy with which we know the absolute mass scale and resolution,
we use Z → ℓℓ events. In muon case, we also use the J/Ψ andΥ resonances as source of low
pTmuons. The events are separated into the relevant categories according and the dilepton
mass distributions in each category are fitted to extract the mass scale and resolution. As the
signal lineshape for the H→ ZZ(⋆)→ 4ℓ search is extracted from simulated events, only the
relative difference between data and simulation in the momentum scale and resolution is
relevant.
Electrons The Z→ ee invariant mass distributions are built in different bins of η and dif-
ferent quality categories to separate well and badly measured electrons using the electron
classification. This classification, used for the evaluation of the E-p combinedmomentum,
describes the amount of energy radiated by bremsstrahlung and the quality of reconstruction,
thus separating different momentum resolutions. Events are looked at in low and high pile-up
regimes. The distributions are fitted with a Breit-Wigner (fixed parameters) convoluted with
a Crystal Ball (free parameters). Figures 9.9 and 9.10 show the obtained results in 2012 data
compared to expectations from simulation.
Systematic uncertainties on electron energy scale is estimated as the maximum deviation
between data andMC of fitted Z→ ee peak position in different categories of pseudorapidity
and electron classes. Generally, the agreement of data to simulation is within 0.4%, reaching
0.1% for electrons in the ECAL barrel, and up to 0.4% for electrons in the ECAL endcaps.
The dependency of the electron momentum scale with respect to pile-up obtained by using
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(a) (b) (c)
(d) (e) (f )
Figure 9.9: Z → ee events with: both electrons in ECAL barrel (a) and for high (b) and low (c) pile-up
regime, both electrons in ECAL endcaps (d) and for high (e) and low (f) pile-up regime. Black points are
2012 data with a fit superimposed (blue line). Open square is MC with a fit superimposed (red line).
the above procedure in vertex multiplicity bins is shown on Fig. 9.11. No significant pile-up
dependent variation of the Z peak and good agreement between data andMC is observed.
For the resolution, a similar strategy has been adopted, comparing the fitted σCB between
data andMC. The largest relative difference amounts to 22% which we take as systematics on
the resolution for 2012 data.
Due to kinematic properties of leptons from Z decays, the above consideration mainly checks
the scale for electrons with relatively high momenta. An additional systematic in the mo-
mentum estimation appears when propagating the electron calibration estimated at the Z
scale to the scale typical of the electrons of an Higgs with massmH ≈ 125 GeV. These further
data-to-simulation discrepancies may be due to the insufficient description of the material
budget in front of the ECAL or due to insufficient detector geometry description. Figure 9.12
shows that there is a residual shift when going to lower pT values, while the shift is negligible
around the point where the calibration was performed. The maximum drift is ≈ 0.4% in the
barrel and ≈ 0.9% in the endcap for the 8 TeV data. To remain conservative, we take these
values as systematic uncertainty.
The impact of this non linearity in data-to-MC is propagated to the 4-lepton mass scale
applying the expected shift to the electrons in a Higgs MC sample withmH = 125GeV, and
recomputing the invariant mass. The difference in the fitted mean between the nominal and
the shifted distribution is taken as systematic uncertainty with values 0.2%(0.1%) for 4e(2e2µ)
161
Chapter 9: Signal Modelling and Uncertainties
(a) (b) (c)
(d) (e) (f )
Figure 9.10: Z → ee events categorized regarding the electrons classification with both non-showering
electrons (golden or big-brem) (a) (d), one non-showering, one showering (showering, bad-track or
cracks) (b) (e), both showering electrons (c), (f). Top row shows the case with two electrons in ECAL
barrel and bottom the case when both electrons are in ECAL endcaps. Black points are 2012 data with a
fit superimposed (blue line). Open square is MC with a fit superimposed (red line).
final states. The effect on the invariant mass is marginal because the core of the distribution is
dominated, for kinematic and efficiency reasons, by electrons of moderate pT in the barrel
region where the scale is more precise.
Muons The momentum scale and resolution after the calibration are validated in data
using dimuons from J/Ψ,Υ and Z decays, to cover the full momentum range relevant for the
H→ ZZ(⋆)→ 4ℓ search. PF muons with pT > 5GeV are considered, and for Z decays the PF
isolation and SIP3D criteria used in the ZZ analysis are also applied.
The full fitting procedure used to extract the muon scale and resolution is described in detail
in Ref. [106].
The results for themomentum scale and resolution are shown in Fig. 9.13 and 9.13, respectively.
In 2011, after the calibration the relative momentum scale is stable to within 0.1%, and the
resolution within about 10%. The calibration for 2012 data is still preliminary, and slightly less
accurate at lowmomentum than the 2011 one.
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Figure 9.11: Electronmomentum scale deviation fromMC value as a function of the number of vertices
(pile-up) normalized to the peak position from simulation.
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Figure 9.12: The residual data-to-MC shifts as a function of electron pT for |η| < 1 (a), 1< |η| < 1.479
(b) and |η| > 1.479 (c) for 8 TeV data.
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Figure 9.13: Relative difference between the dimuonmass scales in data and simulation extracted from
J/Ψ,Υ and Z decays, as function of the averagemuon pT for the 2011 data (a) and 2012 data (b). Markers
for different pT bins are slightly displaced horizontally for legibility purposes. The uncertainties shown
are statistical only.
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Figure 9.14: Relative difference between the dimuonmass resolutions in data and simulation extracted
from J/Ψ, Υ and Z decays, as function of the average muon pT for the 2011 data (a) and 2012 data
(b). Markers for different pT bins are slightly displaced horizontally for legibility purposes. The
uncertainties shown are statistical only.
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Scale and resolution via Z → 4ℓ
The Z → 4ℓ decays give a clean resonant peak in the four-lepton invariant mass distribution,
which can be used as a standard candle in the context of the Higgs boson search in the
H → ZZ → 4ℓ decay mode [118]. The number of events in the Z → 4ℓ peak at m4ℓ =mZ
is at least 5 times larger than the expected number of events for the SM Higgs boson with
a mass near 125 GeV. Therefore, the Z → 4ℓ peak can be used for a direct validation of our
understanding of the four-lepton mass scale and the four-lepton mass resolution in the phase
space just next to the Higgs boson four-lepton decays. To enhance the peak, the low end of the
mZ2-cut is relaxed from 12 to 4 GeV.
In the fit function, the background shape is taken from pp→ ZZ → 4ℓ simulation, with the
overall normalization floating in the fit. The signal shape is a convolution of the Breit-Wigner
and Crystal Ball functions. The central value and width of the Breit-Wigner function are fixed
at the Z boson mass mZ and width ΓZ [98]. The Crystal Ball parameters are free in the fit.
One can split the events in the Z → 4ℓ peak into those dominated by electron resolution
(Z → 2e2ℓ) and those dominated by muon resolution (Z → 2µ2ℓ), as is done with Z → 2ℓ
events, in order to better validate the scale and resolution for electrons andmuons.
Figure 9.15 shows the fit of the four-leptonmass distribution for the observed Z → 4ℓ events in
7 TeV and 8 TeV data, where we note that the avarage peak offset is 0.40±0.28 GeV (0.4±0.3%).
Table 9.4 shows a summary of the scale and resolution parameters. These numbers can be
used to validate the systematic errors of the four-lepton mass scale. With the current data,
we see that the average four-lepton mass scale does not show any significant bias with the
70% statistical uncertainty and we can measure the average four-lepton mass resolution with
about 25% statistical uncertainty. The statistical error on the measured scale is now nearly
comparable to the systematics used in the statistical analysis.
Table 9.2: Fit results from GEN Z → 4ℓ events in MC.
Final state mZ (GeV)
7 TeV 8 TeV
2e2ℓ 91.252±0.010 91.2461±0.0097
2µ2ℓ 91.2536±0.0068 91.2409±0.0068
Table 9.3: Fit results from RECO Z → 4ℓ events in MC.
Final state δm (GeV) σ (GeV)
7 TeV 8 TeV 7 TeV 8 TeV
2e2ℓ −0.41±1.4 −0.1721±0.026 1.85±0.89 2.179±0.031
2µ2ℓ 0.028±0.011 0.062±0.015 1.194±0.016 1.306±0.020
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Figure 9.15: Four-leptonmass distribution in the 7 plus 8 TeV data Data are shown with points. The
three final states, 4e, 4µ, and 2e2µ, are added together. The solid line represents a simultaneous fit for
the background and Z boson peak (see text for details).
Table 9.4: Fit results from Z → 4ℓ events in Data.
Final state δm (GeV) σ (GeV)
7 TeV 8 TeV 7 TeV 8 TeV
4ℓ 0.12±0.42 0.53±0.35 0.97±0.47 1.88±0.43
2e2ℓ −0.002±0.071 0.2±1.1 0.1±1.1 2.5±1.3
2µ2ℓ 0.08±0.51 0.69±0.38 1.11±0.47 1.52±0.51
9.4 Event-by-event Mass Errors
Per-event mass errors can be evaluated starting from the errors on the individual lepton
momenta in different ways.
Individual lepton errors are computed on a per-event basis for muons using the full error
matrix as obtained from the muon track fit, and using the estimated momentum error as
obtained from the combination of the ECAL and tracker measurement for the electrons ,
neglecting the uncertainty on the track direction. For FSR photons, the PF parametrization is
used.
Presently, there are two approaches for deriving mass errors. In the first approach the indi-
vidual lepton momentummeasurement errors are propagated to the 4ℓmass error and to
the Z1 and Z2 mass errors using an analytical error propagation including all correlations.
In the alternative approach, the directional errors for muons are additionally neglected, and
to propagate uncertainties of individual leptons to the uncertainty on the invariant mass,
each δm corresponding to individual lepton momentum variation is calculated separately,
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and then the measured resolution on the invariant mass of the four leptons is taken as the
quadrature sum of the four individual δm:
m0 = F (pT1,φ1,η1; pT2,φ2,η2; pT3,φ3,η3; pT4,φ4,η4) (9.12)
δmi = F (...; pTi +δpTi ,φi ,ηi ; ...)−m0 (9.13)
δm =
√
δm21+δm22+δm23+δm24 (9.14)
The two approaches give similar results with difference within 1%, nicely cross-checking each
other [106]. It is also important to note that the statistical uncertainty on the mass resolution
is currently 20%.
9.4.1 Calibration of Per-event Mass Errors
The per-event uncertainties on the lepton momenta obtained by the CMS Software (CMSSW)
reconstruction need to be calibrated before they can be used to describe the expected four-
lepton mass spectrum.
Single-lepton Calibration from Simulation
For electrons, this level of calibration using simulated events is not needed, as the energy
regression and calibration procedures result in estimated energy uncertainties that correctly
describe the core of the energy resolution.
In the case of muons, a first level of calibration is done at the per-muon level on the basis
of simulated events, to take into account the improvement in the resolution in the endcaps
from the momentum scale calibration and for the smearing introduced in the simulation
to bring the resolution closer to the one observed in data. This correction is derived in fine
bins of pT and η by requiring the RMS of the pull distribution of 1/p to be equal to one; the
1/p variable is used instead of pT since its distribution is more Gaussian. The calibration
factor range between 0.7 and 1.5. The correction factors are larger for higher pT muons,
since the resolution in the lowmomentum region is dominated by multiple scattering, fairly
well modelled in the simulation, and unaffected by the calibration which is mainly aimed at
correcting for weak modes in the tracker alignment [106].
Corrections from Z and J/Ψ Events
Studies on simulated signal events and on Z and J/Ψ events in data show that a calibration of
the Gaussian core of the per-lepton resolution is not sufficient to achieve a correct modelling
of the invariant mass distribution from multiple leptons. Several factors contribute to this
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discrepancy: the contribution of the non-Gaussian tails at single-lepton level to the Gaussian
core of the multi-lepton resolution, the unrecovered final state radiation, and the presence of
non-uniform energy scale biases as function of the lepton kinematic and quality.
A calibration factor for the estimated per-lepton momentum resolutions is therefore deter-
mined from fits to the invariant mass distribution of reconstructed Z decays in data and
simulation, in several regions of pseudorapidity. In the case of muons, separate correction
factors for low pT are determined from J/Ψ events. These correction factors are summarized
in Tab. 9.5. Their values are in the 5−15% range for muons, and about twice as much for
electrons, as expected given the larger non-Gaussian tails and the larger non-uniformity of
the energy scale in the electron case.
muons, pT < 20 2011 Data 2011 Sim. 2012 Data 2012 Sim.
|η| < 0.8 1.00 1.06 1.03 1.08
0.8< |η| < 1.6 0.98 1.07 1.01 1.08
1.6< |η| < 2.4 0.96 1.07 0.99 1.06
muons, pT > 20 2011 Data 2011 Sim. 2012 Data 2012 Sim.
|η| < 0.8 1.09 1.16 1.03 1.07
0.8< |η| < 1.6 1.16 1.03 1.07 1.05
1.6< |η| < 2.4 0.95 0.99 1.09 1.03
electrons 2011 Data 2011 Sim. 2012 Data 2012 Sim.
|η| < 0.8 1.25 1.27 1.30 1.27
0.8< |η| < 1.5 1.16 1.11 1.24 1.22
1.5< |η| < 2.0 1.30 1.30 1.22 1.17
2.0< |η| < 2.5 1.16 1.24 1.14 1.13
Table 9.5: Correction factors for the per-lepton momentum uncertainties derived from Z and J/Ψ
events in data and simulations. For muons, these corrections are on top of the ones derived from pull
distributions at the single lepton level. For electrons in 2012 data a slightly different binning in |η| is
used, [0.0,1.0,1.5,1.9,2.5], yielding a more uniform correction factor within each bin.
9.4.2 Expectations from Simulation
The error evaluation is checked onMCperforming pull distributions. It has been demonstrated
using toy MC experiments that if the errors are defined as the sigma of the Gaussian part of
the lepton momentum distribution, the sigma of the Gaussian part of the pull should be 1,
and if the errors are defined as the effective RMS it is the effective RMS of the pull distribution
which should be one. So, if the errors are correctly evaluated the pull should have a sigma of
1 in the case of Gaussian distribution of momentum errors. In case of asymmetrical lepton
momentum distributions, the RMS of the pull should be one with the errors defined as the
RMS of the lepton momentum distributions.
The Figure 9.16 shows the MC pull distributions for the 4e channel, for electron momentum
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and mass measurement of the Higgs boson at 125 GeV. This shows that the individual pull
width is different from the Higgs pull width. This effect is understood to be mostly induced
by the asymmetry of the electron momentum distribution. When combining asymmetrical
distributions from individual leptons to form them4ℓ distribution, one sees that a pull on
individual lepton with an effective RMS at 1 propagates into a pull for them4ℓ distribution
with and effective RMS greater than 1. This means the errors onm4ℓ are underestimated. This
has been studied using toy MC experiments, the Figure 9.17 shows the effective RMS of the
m4ℓ pull distributions and of the lepton momentum pull distributions vs asymmetry, defined
as the mean-mode of the relative lepton momentum distribution from toy MC experiments.
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Figure 9.16:MC pull distributions for a Higgs mass of 125 GeV decaying in the 4e channel. (a) pull per
electron (b) pull per Higgs event.
Figure 9.17: Effective RMS of the m4ℓ pull distributions (plain dots) and of the lepton momentum
(open dots) pull distributions vs asymmetry for differentmH.
The Figure 9.18 is shown only for illustration of the MC pull distributions for the (a) 4e, (b) 4µ
and (c) 2e2µ final states as a function of them4ℓ reconstructed mass. In the case of electrons,
where the momentum distributions show large asymmetries, the errors have be chosen as the
effective RMS (effRMS). This choice implies that the effRMS of the pull for the case of electrons
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is rather shown, together with the σ for comparison.
As will be shown in the following sections, applying the corrections to the single lepton errors,
the pulls of 4-lepton mass distributions will be close to one, demonstrating a good control of
the per-event errors.
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Figure 9.18:Widths of the MC pull distributions in function of the Higgs mass hypotheses for the (a)
4e, (b) 4µ and (c) 2e2µ final states.
Figure 9.19 shows the simulation based prediction for m4ℓ mass resolution versus recon-
structed mass for and H→ ZZ → 4ℓMonte Carlo samples. The uncertainties on lepton pT
used in calculations ofm4ℓ uncertainties are taken from simulation also.
9.4.3 Validation of Per-event Mass Errors fromData
To deduce the systematic error of the absolute mass scale and resolution, we use Z → ℓℓ
events. The Z events are classified into ten categories based on what mass resolution we
would predict. The corrections on per-lepton pT error are propagated in to the dilepton mass
error, and as a results, the predicted mass resolution. The Z mass shape of these events in
each category is typically fit with the convoluted Breit-Wigner with fixed parameters from the
PDG [98] and Crystal Ball with free parameters.
Figure 9.20 shows the observed relative mass peak shift and relative instrumental width for the
di-electron(top) and di-muon(bottom) Z events1. The dashed lines represent the systematic
errors we can assign to our ability to predict absolute momentum scale and momentum
resolution. Summarizing, we assign ±0.4%(±0.3%) uncertainty on absolute electron(muon)
momentum scale and ±20% uncertainty on electron andmuonmomentum resolution.
To better asses themass scale and resolution, all Z events are categorized according to leptons’
pseudorapidity, i.e. barrel-barrel, barrel-endcap and endcap-endcap. In each category, we
1The results presented in this section on the mass resolution are taken from Ref. [106] of which the author of
this thesis is a co-editor.
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Figure 9.19: Expected Higgs boson mass resolutions versus Higgs candidates reconstructed mass in 4e
(a), 4µ (b) and 2e2µ (c) final states.
then further divide them into sub categories according to the predicted mass resolution. In
case of Z → ee, we also categorize them according to both electrons’ classification. The best
category is made of two electrons both are in barrel and non-showering. The worst category
is made of two electrons both are in endcap and showering. The rest of the Z events form
the medium category. It has been noted in Ref. [106] that the mass resolution is within the
systematics quoted above, except the worst category.
The agreement on the mass error distribution after lepton pT corrections between the data
and simulation has also been investigated for the four-lepton system in several control regions.
Figure 9.22 demonstrates a good agreement between data andMC in the Z → 4ℓ, the ZZ → 4ℓ
and the Z +X control regions for the 2e2mu final state, which is the best populated one.
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(a) (b)
(c) (d)
Figure 9.20: Plots validating our knowledge of the electron (top) and muon (bottom) mass scale (left)
and resolution (right). The figures are taken from Ref. [106].
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(a) (b)
(c) (d)
Figure 9.21: Plots validating our knowledge of the electron mass resolution for best (top) and worst
(bottom) categories. Left for mass scale shift and right for mass resolution. The figures are taken from
Ref. [106].
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Figure 9.22: Relative mass error distribution for data and simulation in (a) Z → 4ℓ region withm4ℓ in
[80–100 GeV], (b) ZZ → 4ℓ region withm4ℓ in [180–200 GeV] and (c) Z +X control region withm4ℓ in
[110–130 GeV]. The distributions are shown for 2e2µ final state and are taken from Ref. [106].
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9.5 Event-by-event Mass Errors Model
Depending on the leptons characteristics, the quality of the momentummeasurement of both
electrons andmuons can substantially vary, making the 4ℓmass resolution vary broadly, by
as much as a factor of 2-3. Thus, taking into account the per-event mass resolution could
improve the search sensitivity and, particularly, the Higgs bosonmass measurement. In this
section, we introduce an advance analysis technique that basically weights events according
to their measured mass resolutions. The gain in the expected Higgs boson mass measurement
is 7% which will be shown in section 13.2 when discussing the statistical methodology of using
the per-event mass error distributions. In addition, using per-event errors will allow for the
best estimate of the error on the bosonmass with the current data.
The mass error distributions of signal and ZZ are taken from simulation, and Z+jets from
data control region. For ZZ and signal 4µ channel, the shapes are fitted with a functional
form composed from Landau and log-normal distributions. In signal 4µ events, the relative
mass error distributions remains the same across the whole mass window. For ZZ and signal
4e and 2e2µ channels, the shapes are fitted with a functional form composed from Landau
and Gaussian. Figure 9.23 illustrates the fits for 125 GeV Higgs signal (left) sample and ZZ
background sample (right) in the mass range from 120 to 130 GeV in case of 2e2µ final state.
(a) (b)
Figure 9.23: Four-lepton mass error distributions (points) and fits for signal (left) and ZZ background
(right) in simulated samples for 2e2µ final state. The figures are taken from Ref. [106].
To facilitate the statistical analysis, we parametrize the fit parameters by simple polynomials
as function of the Higgs bosonmass for signal and ZZ background separately. Figures 9.24 and
9.25 show this parametrization for 4e final channel.
For reducible backgrounds, we use control region with relaxed cuts to gain statistics. We
compare the mass error distribution of the events in control region with ZZ background and
Z+jets from simulated samples. In 4µ case, since Z+jets distribution is similar to ZZ one, we
simply take ZZ fits for both. This is a consequence of the fact that real muons dominate the
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(a) (b) (c)
Figure 9.24: Polynomial mass dependent parameterization of the fits on 4e relative mass error distri-
butions for signal: (a) Landau mean, (b) Gaussian mean and (c) Gaussian sigma. The figures are taken
from Ref. [106].
(a) (b) (c)
Figure 9.25: Polynomial mass dependent parameterization of the fits on 4e relative mass error distri-
butions for ZZ background. (a) Landaumean, (b) Gaussian mean and (c) Gaussian sigma. The figures
are taken from Ref. [106].
reducible 4µ background. In the final states involving electrons, the main contribution are
comes from jets faking electrons which have degraded resolution. The Z+jets 4e and 2e2µ
distributions are again fitted with a PDF composed by Landau and Gaussian. Since the control
region statistics doesn’t allow for the Higgs bosonmass dependent parametrization, we simply
take the one integrated over the mass range from 120 to 130 GeV, assuming that distribution
would not change significantly in different mass windows.
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10 Reducible Background Modelling and
Uncertainties
The reducible backgrounds for the H→ ZZ → 4ℓ analysis are processes which contain one
or more non-prompt leptons in the four-leptons ad final state. The main sources of non-
prompt leptons are non-isolated electrons andmuons coming from decays of heavy-flavour
mesons, mis-reconstructed jets (usually originating from light-flavour quarks) and electrons
from photon conversions. For the sake of further discussion, we consider “fake lepton” any
jet mis-reconstructed as a lepton and any lepton originating from a heavy meson decay. In
a similar way, any electron originating from a photon conversion will be considered “fake
electron”.
10.1 Reducible Background Estimation
We estimate the rate of reducible background processes by measuring fake rates, i.e. the
probability for fake electrons— ( fe) and fake muons ( fµ), already passing predefined loose
selection criteria to pass the final selection requirements. Then we apply measured fake rates
to dedicated control samples in order to extract the background yield expected in the signal
region. The loose lepton selection criteria, already defined in Sec. 8.2.2, are summarized in
Table 10.1. The selection can be viewed as final selection requirements for leptons with relaxed
identification and isolation criteria.
Table 10.1: Definition of loose selection criteria for muon and electron objects used for the measure-
ment of fake ratios.
Parameter Selection for muons Selection for electrons
Algorithm Global OR Tracker (with arbitration) GSF Electrons
“duplicate” µ cleaning cone ∆R 0.02 -
e/µ cross object cleaning cone ∆R - 0.05
Missed inner pixel hits - ≤ 1
|SIP3D| <4 <4
pT ≥ 5 GeV ≥ 7 GeV
|η| ≤ 2.4 ≤ 2.5
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10.2 Methodology
This method can be used to make an inclusive and simultaneous measurement of all the main
reducible backgrounds.
The control sample is obtained as subset of the events passing the First Z step of the selection
described in Sec. 8.2.3, by requiring an additional pair of loose leptons of same sign and same
flavour (SS-SF: e±e±,µ±µ±) . The SS criteria is used to avoid signal entering the control region.
These leptons are requested to pass SIP3D cut while no identification or isolation requirements
are imposed. The reconstructed invariant mass of the SS-SF leptons has to satisfy the baseline
or the high-mass selections exposed in Sec. 8.2.3 as well. In addition, the reconstructed
four-lepton invariant mass is required to satisfym4ℓ > 100GeV.
To obtain the final inclusive number of reducible background events in the signal phase space,
we profit from the the, just described, control sample taking into account probability for
the two additional leptons to meet identification and isolation criteria. Expected number of
background events is given by the following expression:
NZ+Xexpect = NDATA× (OSSS )MC× ǫ1(pT ,η)×ǫ2(pT ,η) (10.1)
where:
• NDATA is the number of events in the control region,
• (OS
SS
)MC is a correction factor between opposite sign and same sign control samples,
• ǫi (pT ,η) is the fake rate for each additional loose leptons (i = 1,2) in function of pT and
η.
In the following paragraphs the extraction of fake rates ǫi (pT ,η) and ratio (
OS
SS
) is presented.
Fake rates. In order tomeasure the lepton fake ratios fe , fµ, we select samples of Z (ℓℓ)+e and
Z (ℓℓ)+µ events that are expected to be completely dominated by final states which include a
Z boson and a fake lepton.
These events are required to have two same flavour, opposite charge leptons with pT >
20/10 GeV passing the tight selection criteria, thus forming the Z candidate described as
CS1 step in Sec. 8.2.3. In addition, there is exactly one lepton passing the loose selection
criteria as defined in table 10.1. This lepton is used as the probe lepton for the fake ratio
measurement. Each event is required to have missing transverse energy Emiss
T
< 25GeV to
suppress contamination fromWZ and t t¯ processes resulting in prompt leptons.
In this approach the fake ratios are measured by using a relaxed invariant mass requirement
of 40GeV < Minv (ℓ1,ℓ2) < 120GeV which is consistent with the dilepton invariant mass
requirement in the Higgs selection. This is done to have a background composition in the fake
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rate sample which is similar to the expected reducible background composition in the signal
region.
The measured differential pT distributions of the fake ratios using the relaxed Z mass re-
quirement are shown in Figure 10.1. A clear dependency of fake rates on pT can be seen.
Particularly, the fake ratios increase in the region of high pT . This effect is in part caused by
the fact that the criteria used to suppress theWZ and t t¯ processes are not efficient in this
region of pT .
The dependance of the fake ratios on the exact composition of background processes in a
region of interest is one of the main sources of the systematic uncertainties of the method.
The procedures to estimate these systematic effects in data and simulation will be discussed
in the section 10.3.
SS to OS ratio. Figures 10.2 and 10.3 show the comparison between data andMC of samples
selected with SS-SF and OS-SF samples for all three channels for both 7 and 8 TeV data. A
reasonable agreement is achieved between data and MC for the 7 TeV. For 8 TeV, a very limited
MC statistics is a drawback preventing us from bringing ameaningful conclusion. The number
of events in OS and SS regions in MC samples, with ZZ contribution subtracted, are used
to compute the correction factor in Eq. (10.1) for the final data-driven estimation. The ZZ
contribution is subtracted from the OS sample to compare only the reducible backgrounds. As
the shapes are slightly different, the OS sample will be used later on as amodel of the reducible
background in the statistical interpretation of the results. They are estimated as 0.97(1.23,
1.01) for the 4e(4µ,2e2µ) final states with 7 TeV samples. Due to lack of statistics for the 8 TeV
MC samples, the same factors are applied to the 8 TeV analysis.
A good agreement in shapes and rates between data and MC shown in Figure 10.2 allows us to
use the simulation for the extraction of reducible background shapes.
At the very begining of this section we said that only main reducible background can be
estimated using this method. In fact, the method, by construction, can not be accurate in
estimating the reducible background containing three real leptons and one jet faking lepton
like e. g. WZ+jets . This three real lepton background is currently included in the control
region Z1+2 SS-SF leptons, but it’s underestimated. On the other hand, studies onMC reveal
that the overall contribution of WZ+jets to the total reducible background is rather small (5
– 10%). The total reducible background estimated with the Z+X method may therefore be
underestimated by a small amount (about 7%). This is taken into account by increasing the
systematic uncertainty of the Z+Xmethod by 10%.
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(a) (b)
(c) (d)
Figure 10.1: Fake rate measured for a probe lepton which satisfy loose selection, in the Z (ℓℓ)+e (left)
and Z (ℓℓ)+µ (right) samples as defined in the text. The sample of Z events is selected using the First
Z (CS1) selection criteria 40 GeV < |Minv (ℓ1,ℓ2)< 120 GeV as defined in Sec. 8.2.3. Plots show fake
ratios measured in 7 (top) and 8 TeV data (bottom).
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Figure 10.2: Data to MC comparison of the SS-SF (left) and OS-SF (right) samples in the Z+X back-
ground control samples for the 4e (top) and 4µ (bottom) final states. The distributions correspond to
5.05 fb−1 of 7 TeV data.
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Figure 10.3: Data to MC comparison of the SS-SF (left) and OS-SF (right) samples in the Z+X back-
ground control samples for the 4e (top) and 4µ (bottom) final states. The distributions correspond to
12.21 fb−1 of 8 TeV data.
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10.2.1 Results on Data
With the 5.05 fb−1 of collected integrated luminosity at 7 TeV and 12.21 fb−1 at 8 TeV, the
number of events from Z+X expected and the relative systematics and statistical errors in the
signal region in a mass range [100,600GeV] for the Higgs phase space selections are listed in
table 10.2. The statistical errors quoted represent the number of events in the control region,
while the systematic uncertainties is extracted varying the fake rates by ±1σ and increased by
10% according to the WZ+jets underestimation.
Table 10.2: The number of events from Z+X expected and the relative systematics and statistical errors
in the signal region in a mass range [100,600 GeV], for Higgs phase space selection in 7 and 8 TeV data.
p
s 4e 4µ 2e2µ
7 TeV 2.2±0.1stat.±1.1syst. 0.8±0.1stat.±0.4syst. 3.0±0.1stat.±1.5syst.
8 TeV 6.1±0.1stat.±3.1syst. 2.2±0.1stat.±1.1syst. 8.9±0.2stat.±4.5syst.
10.2.2 AlternativeMethod
This method differentiates between two and three prompt lepton backgrounds by using two
control samples obtained as subsets of four lepton events which pass the “Higgs candidate”
selection step, as described in previous sections. First control sample is obtained by requiring
two leptons to fail the final identification and isolation criteria, but to pass the loose lepton
requirements as defined in Table 10.1. The other two leptons should pass the final selection
criteria. This sample is denoted as “2 Prompt + 2 Fail” (2P+2F) sample. It is expected to be
populated with events that intrinsically have only two prompt leptons (e.g. DY , t t¯ ). Second
control sample is obtained by requiring one of the four leptons not to pass the final identifica-
tion and isolation criteria, but to pass the loose lepton requirements. The other three leptons
should pass the final selection criteria. This control sample is denoted as “3 Prompt + 1 Fail”
(3P+1F) sample. It is expected to be populated with the type of events that populate the 2P+2F
region, as well as with the events that intrinsically have three prompt leptons (e.g.WZ , Zγ(∗)).
The control samples obtained in this way are expected to be enriched with the fake leptons
and are used to estimate the rate of the reducible background events in the signal region.
The expected number of reducible background events in the 3P+1F region N
bkg
3P1F
can be
computed from the number of events observed in the 2P+2F control regionN2P2F by weighting
each of the events in the region with the factor (
fi
1− fi +
f j
1− f j ), where fi and f j correspond to the
fake ratios of the two loose leptons in the event:
N
bkg
3P1F
=
∑
(
fi
1− fi
+
f j
1− f j
)N2P2F (10.2)
The expected contribution of reducible background processes with two fake leptons in the
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signal region can be computed from the number of events observed in the 2P+2F control
region N2P2F by weighting each of the events in that region with the factor
fi
1− fi
f j
1− f j , where
fi and f j correspond to the fake ratios of the two loose leptons. Similarly, the expected
contribution of reducible background processes with one fake leptons in the signal region
can be computed from the difference between the number of observed events in the 3P+1F
control region N3P1F and the expected contribution from the 2P+2F region and ZZ processes
in the signal region NZZ
3P1F
+Nbkg
3P1F
. The N
bkg
3P1F
is given by the equation 10.2 and NZZ
3P1F
is the
contribution from ZZ which is taken from simulation. Therefore, the full expression for the
prediction can be symbolically written as:
N
bkg
SR
=
∑ fi
(1− fi )
(N3P1F−Nbkg3P1F−N
ZZ
3P1F)+
∑ fi
(1− fi )
f j
(1− f j )
N2P2F (10.3)
The Table 10.3 shows the expected number of events in the signal regions from the reducible
background processes, both for the 7 TeV and 8 TeV data. Only statistical uncertainties are
quoted in the table. More details on the method can be find in [106].
Table 10.3: The contribution of reducible background processes in the signal region for the Higgs phase
space with full mass range predicted frommeasurements in data using the alternative method. The
quoted predictions correspond to the 7 TeV and the 8 TeV data.
p
s 4e 4µ 2e2µ
7 TeV 1.6±0.1stat. 1.1±0.1stat. 2.9±0.1stat.
8 TeV 3.0±0.1stat. 2.0±0.1stat. 5.2±0.1stat.
10.3 Reducible Background Uncertainties
After introducingmethods formeasuring reducible backgrounds directly fromdata, it is crucial
to estimate well both, statistical and systematic uncertainties. There are several sources of
uncertainties:
• Statistical uncertainty due to the limited size of the samples in the control regions where
we measure and where we apply the fake ratio method,
• Different compositions of reducible background processes (DY , t t¯ ,WZ , Zγ(∗)) in the
region where we measure and where we apply the fake ratio method,
• Choice of the functional form for them4ℓ shape used to extrapolate from the full range
of the invariantm4ℓ mass to the range of interest.
To estimate the systematic uncertainty, two different approaches were used:
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• Estimate the systematic uncertainty for the prediction method using the MC closure
test,
• Estimate directly the systematic uncertainty for the prediction method using the “or-
thogonal” 4l data samples with the “wrong combination of charge and flavour”.
10.3.1 Statistics in 4ℓ control sample
The size of samples in the control regions where we measure and where we apply the fake
ratios is quite limited, giving rise to the statistical uncertainties of themethod. The dominating
statistical uncertainty is driven by the number of events in the control region and is typically
in the range of 5-10%. This uncertainty, as opposed to systematic ones, is decreasing as more
data events are analysed.
10.3.2 Functional form form4ℓ shape
The functional form for them4l shape that is used to extrapolate from the full range of the
invariantm4l mass to the range of interest is also one source of the systematic uncertainty.
In order to estimate this uncertainty we have looked at the differences between the shapes
of predicted background distributions for all three channels. The envelope of differences
between these shapes of distributions is used as a measure of the uncertainty of the shape.
The uncertainty is estimated to be up to 10 - 15%. Since the difference of the shapes slowly
varies withm4l , it is taken as a constant term and is practically absorbed in the much larger
uncertainty on the predicted yield of backgrounds (see previous chapter). The shapes of
predicted backgroundm4l distributions for 4e and 4µ channels are shown in Figure 10.4.
(a) full mass range (b) lowmass range
Figure 10.4: The shapes of predicted backgroundm4ℓ distributions for 4e and 4µ channels. The enve-
lope of differences between the shapes of distributions is used as a measure of the shape uncertainty.
The uncertainty is estimated to be in the range 10 - 15% and is absorbed in the much larger uncertainty
on the predicted yield of backgrounds.
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10.3.3 Closure Test with Z and Opposite Flavor Leptons
A closely related closure test has been performed for the main method, using samples of Z
plus two opposite flavour leptons (e,µ).
A “signal” sample is selected using the selection and kinematic cuts of the Higgs phase space
defined in section 8.2.3, the only difference being that e±µ∓ pairs are used, instead of l±l∓
pairs, to make the “Z2" candidate. The “signal" sample is expected to be dominated by
events where the “Z2" candidate is made from two fake leptons. This reducible background
component is obtained by applying the main method to a control sample of Z1 plus two loose
leptons of same sign and opposite flavour (Z1 + e
±µ±). For simplicity, the OS to SS correction
factor is taken to be the same as for the main analysis.
21 events are observed in the 2012 Z1+eµ “signal" sample (10 events where Z1→µµ and 11
events where Z1→ ee). The corresponding four-lepton invariant mass distribution is shown
in Fig. 10.5. The reducible background component obtained is shown as the green histogram.
The predicted yield amounts to 13.7±2.1 events, where the error combines the (subleading)
uncertainty due to the statistics of the control sample (3063 events) and the uncertainty due
to the fake rate fractions. Events with one or two genuine e or µ leptons also contribute
to the “signal" sample and this contribution is estimated from Monte-Carlo samples. The
contribution of ZZ events (where one Z decays to ee or µµ, and the other Z decays into ττ
followed by τ→ eν¯ν and τ→µν¯ν) amounts to 4.7±0.15 events. An additional source of Z +eµ
events comes from the production of a Z boson in association with a t t¯ pair, where both top
quarks decay semi-leptonically leading to two isolated leptons. This amounts to 1.75±1.15
events.WZ events with an additional fake lepton contribute 0.9±0.1 event. Finally, a small
but visible contribution fromHiggs bosons is expected, dominated by ZH production with
H→ ττ followed by leptonic decays of both taus. For a Higgs mass of 125 GeV it amounts to
∼ 0.3 event. The total expected background of 21.4 events compares well with the number of
observed events. Despite the limited statistics, this allows the predictions of the main method
to be validated within 35−40%.
Comparisons between the observations and the predictions have also beenmade separately
for Z1→ ee and Z1→µµ, and for the distribution of the transverse momentum of the e and µ
that make the “Z2", showing an acceptable level of agreement within the small statistics.
10.4 Reducible Background Summary
Themainmethod together with a short description of the alternativemethod for the prediction
of the contribution of reducible background in the signal region have been used. The Table 10.4
shows the summary of the results from both methods. We take the mean value of the results of
the twomethods as the final estimate of this contribution, while as the uncertainty we quote
the one that covers the uncertainties of both methods. Fig. 10.6 is a visual representation of
the predictions of individual methods and the combined results.
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Figure 10.5: Invariant four-leptonmass distribution of Z +eµ events for 2012 data (dots), compared
to the expectation from Z plus two fake leptons as predicted by the main method (green histogram),
from ZZ events (blue histogram), fromWZ and t t Z production (yellow histogram), and fromHiggs
production (orange histogram).
Table 10.4: The summary of the results of two methods for the prediction of the contribution of
reducible background processes in the signal region. The arithmetic mean value of the results of the
two methods is taken as the final estimate of this contribution, while the uncertainty of the result is the
one that covers the uncertainties of both methods. The table shows symmetric individual uncertainties
for two methods. The quoted predictions correspond to the 5.05 fb−1of 7 TeV data and the 12.21 fb−1of
8 TeV data.
7 TeV 4e 4µ 2e2µ
Main method 1.6 1.1 2.9
Alt. method 2.2 0.8 3.0
Combined central value 1.9 1.0 3.0
Combined κmin 0.4 0.4 0.5
Combined κmax 2.3 2.5 2.0
8 TeV 4e 4µ 2e2µ
Main method 3 2.0 5.2
Alt. method 6.1 2.2 8.9
Combined central value 4.5 2.1 7.1
Combined κmin 0.3 0.5 0.4
Combined κmax 2.7 2.1 2.6
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Table 10.5: The summary of the parameters of the predicted shape of reducible background processes
in the signal region for 7TeV and 8 TeV of data. The estimated uncertainty on the shape is found to be
below 10-15% and is included in the uncertainties quoted above (as discussed in the text).
7 TeV n0 m c
4e – 148.0 20.6
2e2µ – 143.1 19.9
4µ – 133.8 15.4
8 TeV n0 m c
4e – 148.9 20.2
2e2µ – 146.4 19.6
4µ – 140.3 21.7
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Figure 10.6: The visual representation of the predictions of individual methods and the combined
results of the two methods. The combined estimate is taken as the arithmetic mean of the values
allowed by the twomethods. The uncertainty of the result is the one that covers the uncertainties of
both methods (symmetric log-normal distribution).
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and Uncertainties
H→ ZZ(⋆)→ 4ℓ analysis has a very clean signature, i.e. four isolated leptons coming from the
same event vertex. These two characteristics of the Higgs event have very good discrimination
power against all instrumental backgrounds where jets fake leptons, or where true leptons
are produced but with displaced verteces. The later is the case for Zbb¯ and t t¯ backgrounds.
However, these attributes can not be used against simple ZZ or Z +DY double parton inter-
action processes giving four real leptons in the final state. Therefore, these backgrounds are
considered irreducible. Example of the dominant Standard Model ZZ → 4ℓ process is shown
in Fig. 11.1.
Figure 11.1: The leading order ZZ → 4ℓ process giving rise to irreducible background for the
H→ ZZ(⋆)→ 4ℓHiggs search.
In the following sections we bring ZZ irreducible backgroundmodelling with uncertainties.
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11.1 ZZ(⋆) BackgroundModel
The expected rate for a given mass range [m1,m2] is obtained directly from the rate predicted
by the simulation:
NZZexpect [m1,m2]=
∫m2
m1
(
dN
dm4ℓ
)
MC
dm4ℓ (11.1)
We took into account differences between data and MC already in the differential yield(
dN
dm4ℓ
)
MC
in terms of scale factors.
When comparing with data, this background estimate is affected by the systematics uncertain-
ties on the pp integrated luminosity, the theory errors and systematic errors on acceptance
within analysis cuts.
The pp→ ZZ → 4ℓ backgroundmodels for qq¯→ ZZ at NLO and g g → ZZ are factorized in
the same way as the signal model in Sec. 9.1:
ZZ@NLO :
dN
dm4ℓ
=C (m4ℓ) ·NMC (m4ℓ) ·FZZNLO(m4ℓ), (11.2)
gg→ ZZ : dN
dm4ℓ
=C (m4ℓ) ·NMC (m4ℓ) ·Fg g2ZZ (m4ℓ). (11.3)
where the overall data-to-MC correction factorsC (m4ℓ) are assumed to be the same as for the
Higgs signal events withmH =m4ℓ. We address the validity of this assumptions in the section
on systematic errors.
The functions FZZNLO(m4ℓ) and Fg g2ZZ (m4ℓ) are parameterized separately for 4e, 4µ, and
2e2µ channels using the simulatedm4ℓ spectrum in the following way:
FZZNLO(m,~a,~b,~c) = f1(m,~a)+ f2(m,~b)+ f3(m,~c) (11.4)
Fg g2ZZ (m,~a,~b) = f1(m,~a)+ f2(m,~b) (11.5)
where fi (i = 1,2,3) components are:
f1(m,~a) =
(
1
2
+ 1
2
erf
(
m−a1
a2
))
· a4
1+e(m−a1)/a3 (11.6)
f2(m,~b) =
(
1
2
+ 1
2
erf
(
m−b1
b2
))
·
(
b4
1+e(m−b1)/b3 +
b6
1+e(m−b1)/b5
)
(11.7)
f3(m,~c) =
(
1
2
+ 1
2
erf
(
m−c1
c2
))
· c4
1+e(m−c1)/c3 (11.8)
The first part of functional form takes care of modelling the ZZ threshold around 2×mZ while
the second part parametrizes the high mass tail. The shape of the fits are shown in Fig. 11.2.
Having the irreducible background parametrization in hand, it is very important for the final
statistical analysis to acquire the knowledge about all possible sources of uncertainties. This
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point is discussed in the next section.
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Figure 11.2: Probability density functions describing the NLO ZZ (left) and g g → ZZ (right) back-
ground shape for 4e, 4µ, and 2e2µ final states at centre of mass energy of 7 TeV.
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11.2 ZZ(⋆) BackgroundModel Uncertainties
In general, there are multiple sources of uncertainties of irreducible backgroundmodel having
major provenance in QCD scale and PDF uncertanties.
We did not find any systematic uncertainties that would considerably distort the ZZ → 4ℓ
invariant mass distributions in ranges corresponding to the Higgs boson width. Thus, all
uncertainties we are discussing are included as normalization uncertainties, whose absolute
value may depend on the Higgs bosonmass hypothesismH being tested in the search.
11.2.1 Theoretical Uncertainties
Event Yield Uncertainties as a Function of m4ℓ
PDF+αs and QCD scale uncertainties for pp → ZZ → 4ℓ at NLO and g g → ZZ → 4ℓ are
evaluated using MCFM [112]. We use the 2e2µ final state and fiducial cuts for leptons similar
to those in the analysis:
• mee > 12GeV,mµµ > 12GeV,
• pT > 7GeV and |η| < 2.5 for electrons,
• pT > 5GeV and |η| < 2.4 for muons.
In addition, the minimal jet-lepton and lepton-lepton ∆Rmin-distance was set to zero. The
cross-sections inclusive in number of jets were calculated at NLO and uncertainties evaluated,
both, for 7 and 8 TeV.
According to Ref. [61], the PDF+αs and QCD scale uncertainties are treated as uncorrelated.
Contrary, uncertainties between 7 and 8 TeV are assumed to be 100% correlated.
To evaluate the PDF+αs systematics, we use the PDF4LHC prescription [113]. Using three
sets of PDFs, CT10 [114], MSTW08 [115], NNPDF [116], uncertainties were obtained as the
envelope ofm4ℓ-dependent upper and lower values. The results are summarized in Figs. 11.3
and parametrized for both, 7 and 8 TeV as follows:
ZZ at NLO : κ(m4ℓ) = 1+0.0035
√
(m4ℓ−30) (11.9)
gg→ ZZ : κ(m4ℓ) = 1+0.0066
√
(m4ℓ−10) (11.10)
For estimation of QCD scale systematic errors, we calculate variations in the differential cross-
section dσ/dm4ℓ changing the renormalization and factorization scales by a factor of two up
and down from their default setting µR =µF =mZ Again, four-leptonmass dependent QCD
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scale systematic uncertainties can be taken as envelope around obtained values. The results
for 7 and 8 TeV are visualized in Fig. 11.4 and parametrized with:
ZZ at NLO : κ(m4ℓ) = 1.00+0.01
√
(m4ℓ−20)/13 (11.11)
gg→ ZZ : κ(m4ℓ) = 1.04+0.10
√
(m4ℓ+40)/40) (11.12)
(a) pp→ ZZ → 4ℓ at NLO (b) g g → ZZ → 4ℓ
Figure 11.3: PDF+αs uncertainties for pp → ZZ → 4ℓ at NLO and g g → ZZ → 4ℓ processes. The
points represent evaluated uncertainties. The curves κ(m4ℓ) are obtained by fitting and are to be used
in the statistical analysis. These errors are driven by two independent nuisance parameters pdf_qqbar
for pp→ ZZ → 4ℓ at NLO and pdf_gg for g g → ZZ → 4ℓ.
Shape uncertainties
The shape uncertainties inm4ℓ distribution require the knowledge of correlations between
possible event yield variations at differentm4ℓ points. For simplicity, we assume conservative
100% correlations between errors over the entirem4ℓ mass range.
For a given hypothesis of Higgs boson mass mH, the signal is a localized peak in the m4ℓ
distribution. Large variations in signal shape in the narrow regions under the Higgs boson
peak are not expected. This is confirmed by looking at the local shape changes due to QCD
scale and PDF variations. This holds true even for the high Higgs boson mass hypothesis
where natural width of the boson is quite broad.
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(a) pp→ ZZ → 4ℓ at NLO (b) g g → ZZ → 4ℓ
Figure 11.4: QCD scale uncertainties for pp→ ZZ → 4ℓ at NLO and g g → ZZ → 4ℓ processes. The
points represent evaluated uncertainties. The curves κ(m4ℓ) are obtained by fitting and are to be used in
the statistical analysis. These errors are driven by two independent nuisance parameters QCDscale_VV
for pp→ ZZ → 4ℓ at NLO andQCDscale_ggVV for g g → ZZ → 4ℓ.
Results
Finally, we present estimates for ZZ (⋆) irreducible background yields and uncertanties. The
number of events ZZ (∗) → 4ℓ in the signal region is calculated from MC simulation using
Eq. (11.1) for an integrated luminosity of 5.05 fb−1 at 7 TeV and 12.21 fb−1 at 8 TeV. The
calculation is performed in the full mass range, with the baseline and high-mass selections
and is are shown in Table 11.1 for the qq annihilation and for the gluon-gluon fusion separately.
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Table 11.1: Number of ZZ background events and relative uncertainties in the signal region estimated
fromMonte Carlo simulation, for the baseline and high-mass event selections and for the full mass
range and the un-blinded region. Results are for the 7 and 8 TeV analysis.
Baseline
channel 7 TeV 8 TeV
qq NZZ→4e 14.4 ± 1.2 10.91 ± 0.92
NZZ→4µ 21.9 ± 1.8 17.03 ± 1.43
NZZ→2e2µ 34.7 ± 2.9 27.53 ± 2.3
g g NZZ→4e 0.93 ± 0.41 0.9 ± 0.39
NZZ→4µ 1.3 ± 0.56 1.52 ± 0.66
NZZ→2e2µ 2.22 ± 0.96 2.55 ± 1.11
High-mass
qq NZZ→4e 11.94 ± 0.92 7.22 ± 1.0
NZZ→4µ 17.08 ± 1.43 10.69 ± 1.4
NZZ→2e2µ 29.06 ± 2.3 17.5 ± 2.3
g g NZZ→4e 0.85 ± 0.26 0.64 ± 0.22
NZZ→4µ 1.18 ± 0.37 0.89 ± 0.30
NZZ→2e2µ 2.07 ± 0.63 1.56 ± 0.52
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12 Kinematic Discriminant
After having claimed the observation of a new resonance, the existence of a new particle, it
becomes crucial to measure its quantum numbers, its mass and couplings to SM fields as
accurately as possible. Measuring masses, coupling constants and quantum numbers at a
hadron collider is difficult, thoughmany techniques for doing so were put forward recently.
Such a technique used for instance for the measurement of the top mass at the Tevatron
collider is the “matrix element method”, where one performs a likelihood fit on a per-event
basis. Since more information about the event is used, more efficient separation of signal and
background is accomplished and a higher accuracy of the top quark mass measurement is
achieved. The idea that matrix elements, or multivariate per-event-likelihoods, can guide
us in maximizing the amount of information that can be extracted from a given event is
appealing, but it has not been widely used in hadron collider physics besides the top mass
measurement. In this chapter we bring a matrix element method, so-called MELA, which is
used to build per-event a single kinematic discriminant KD that will be used in complement
to the four-lepton mass to characterize the events.
12.1 Methodology
Multiple extensive studies of the kinematics of the Higgs decay to ZZ final state have been
performed in application to the Higgs boson properties measurements [119, 120, 121, 122,
121, 123, 124, 125, 126, 127, 128, 129, 130]. Recently a complete set of angular observables
was introduced [128] which in addition to properties discrimination, may also help reject
the background. The signal-to-background probability is created using analytical or em-
pirical multi-dimension likelihood for an event to be signal or background. The analytical
parametrizations of signal and background are taken from Refs. [128] and [130]. In what
follows, we introduce the methodology in more detail with the analytical Matrix Element
Likelihood Analysis (MELA) approach.
The angular distribution in the production and decay chain ab→ X → ZZ → 4ℓ is illustrated
in Fig. 12.1 and can be expressed as a function of three helicity angles θ1, θ2, and Φ, and
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Figure 12.1: A particle X production and decay ab→ X → Z1Z2→ 4ℓwith the two production angles
θ∗ and Φ1 shown in the X rest frame and three decay angles θ1, θ2, and Φ shown in the Pi rest
frames [128].
two production angles θ∗ andΦ1. The full production and decay kinematics of a ab→ X →
Z1Z2→ 4ℓ process can be described with the following 12 observables that reflect all degrees
of freedomwith four lepton momenta:
• three resonance masses (including the off-shell cases): m4ℓ,m1,m2;
• five production and decay angles defined in Fig. 12.1 as ~Ω= {θ∗,Φ1,θ1,θ2,Φ};
• longitudinal boost of the resonance, expressed as rapidity Y ;
• transverse momentum of the resonance pT and its azimuthal angle;
• one arbitrary azimuthal angleΦ∗ reflecting the overall orientation of the system.
In 2011, the baseline analysis of the H→ ZZ → 4ℓ channel employed cuts on the two Z (∗) in-
variant massesm1 andm2 with the shape-based fit of them4ℓ distribution, the so-called 1D fit.
In the present analysis, we use additional information by constructing a KD from the seven ob-
servables composed from two Z (∗) masses and five angles, i.e. KD= F {m1,m2,θ∗,Φ1,θ1,θ2,Φ}.
Then, a 2D shape fit is performed with the two observables (m4ℓ,KD). In Figs. 12.2 and 12.3
we show discrimination power between signal and background for each individual observ-
able. The KD combines this power in a single observable using full correlation of all input
observables in the most optimal way. These observables are coming from well-understood
electro-weak quantummechanics of the processes of either Higgs or continuum ZZ produc-
tion. It is very interesting that, as long as SM Higgs boson is considered, the seven observables
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Figure 12.2: Kinematic distributions of Higgs signal events withmH = 120GeV (solid red) and back-
ground ZZ events (dashed blue) in the range 100<m4ℓ < 135GeV.
are independent from the Higgs production mechanism. The same seven observables are also
the key input to measuring the new boson properties, such as spin andCP quantum numbers,
now, when the new boson has been discovered.
The distributions of Y and pT are different for processes dominated by gluon fusion (signal)
and qq¯ production (background), due to larger longitudinal boost of the qq¯ system and larger
Initial State Radiation (QCD ISR) in gluon fusion. However, these observables are fully driven
by QCD effects which are not fully validated yet. Therefore, they are not used in the present
analysis.
12.2 Construction of MELADiscriminant
Construction of the kinematic discriminant (KD) in the MELA approach relies on proba-
bility for an event with a set of observables (m4ℓ,m1,m2,~Ω) to come either from signal or
background
Psig(m1,m2,
~Ω|m4ℓ) (12.1)
Pbkg(m1,m2,
~Ω|m4ℓ). (12.2)
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Figure 12.3: Distribution of Higgs signal events withmH = 400GeV (solid red) and background ZZ
events (dashed blue) in the range 300<m4ℓ < 500GeV.
The probabilities are normalized with respect to the seven observables andm4ℓ is treated as a
conditional parameter. These probabilities are calculated analytically in Ref. [128] for signal
and in Ref. [130] for continuum ZZ background. Then the discriminant is constructed as
follows
KD=
P
sig
P
sig
+P
bkg
=

1+ Pbkg(m1,m2,~Ω|m4ℓ)
P
sig
(m1,m2,~Ω|m4ℓ)


−1
(12.3)
There are several considerations in the above construction. In the above construction, the
discriminant is continuously distributed between 0 and 1, with signal being pushed towards 1
and background towards 0 values. The parameterization of signal as a function ofm4ℓ instead
ofmH allows continuous selection of the data-sample independent of themH hypothesis. To
remove unnecessary correlation of KD withm4ℓ and to ensure robustness of the fit implemen-
tation, both signal and background probabilities are normalized at any given value ofm4ℓ.
Parameterization is performed for ideal distributions without any detector effects which is an
optimal approach having in mind that detector acceptance effects are identical for signal and
background and would tend to cancel in the ratio in Eq. (12.3). Also statistically, the above
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construction of the KD is the most optimal given the input under consideration. All the input
to the KD construction can be carefully controlled, and certain observables can be integrated
out or included depending on the level of confidence in the input.
The signal and irreducible background ideal probability density functions can both be calcu-
lated analytically. The projections of signal probability density function derived in Ref. [131]
are shown on top of SM Higgs events, generated at leading order through gluon-gluon fu-
sion, in Fig. 12.4. The background probability density function was calculated in Ref. [130]
including only diagrams where the intermediate state is a pair of Z bosons. Only recently,
Zγ∗→ 4ℓ and Z → 4ℓ processes are included to extend the validity to lowm4ℓ range where
these contribution dominate. To overcome this disadvantage in the analysis performed for
ICHEP2012 [82], a simplified parameterization was used for events below the 2mZ kinematic
threshold while the analytic PDF mentioned above was used above threshold, fixing both
Z masses to 91.2 GeV. The present strategy is to use the coherent ZZ parameterization and
the same eight inputs for all values ofm4ℓ. Figure 12.5 shows projections of the irreducible
background PDF on top of leading order Madgraph simulated events.
(a) (b) (c)
(d) (e) (f )
Φ
-3.14 -1.88 -0.63 0.63 1.88 3.14
 
0
2
4
6
8
10
12
14
16
18
20
22
(g)
Figure 12.4: Projections of SMHiggs PDF. Data is leading order ideal JHUGenMC events.
Figure 12.6 shows the resulting MELA KD distributions for signal and background in three
different mass ranges. Good agreement is found between data and background simulation
and a considerable separation between signal and background is evident.
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Figure 12.5: Projections of ZZ continuum PDF. Data is leading order ideal MadgraphMC events which
includes both ZZ → 4ℓ and Zγ∗→ 4ℓ processes.
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Figure 12.6: The KDdistributions for signal and background in threemass ranges: 140<m4ℓ < 160 GeV
(a), 200<m4ℓ < 300 GeV (b), and 250<m4ℓ < 450 GeV (c). The signal (red solid histogram) is shown
formH = 150,250, and 350 GeV, respectively. The ZZ continuum background is shown as blue solid
histogram. The top plot also shows Z +X background estimated from data control region.
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12.3 Parametrization of MELADiscriminant
TheMELA parameterization is performed using the ideal distributions without detector effects
in Eq. (12.3), and the resulting observable KD is a single number for each event candidate. This
observable is then parameterized using MC samples with full CMS simulation and with data-
to-MC corrections applied for the quantummechanical processes that we model well, such
as signal and ZZ background. We use data control samples for instrumental and reducible
background, such as Z + X . It is important to note that we use only invariant masses and
angles in the sequential process with ZZ system production and decay, which is under good
control from basic quantummechanics and electroweak couplings. The KD observable viewed
as single number, is as simple as the di-lepton invariant mass for example. It is also more
reliable than transverse momentum of the objects, which in turn depend on QCD effects in
the production.
The interference between identical leptons in e+e−e+e− and µ+µ−µ+µ− final state affects the
KD distributions. This effect is relevant at lowmasses, below the ZZ threshold, where at least
one of the Z bosons is off-shell increasing the phase-space for interference. The background
simulation of continuum ZZ background already includes interference effects while the signal
POWHEG+Pythia simulation of H → ZZ signal does not. In the later case we use Prophecy
event generator to quantify the effect. As can be seen in Fig. 12.7, this effect is visible only
at the lowmass and essentially disappears at aroundmH = 160GeV. Using a linear fit of the
ratio we perform a mass-dependent re-scaling to MC simulation when parameterizing the KD
distribution for signal.
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
0.22
4e events (prophecy4f MC)
2e2mu events (prophecy4f MC)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
R
at
io
0.8
0.9
1
1.1
1.2
 / ndf 2χ
 0.1142 / 28
p0       
 0.3392± 0.7714 
p1       
 0.6155± 0.3194 
(a)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.02
0.04
0.06
0.08
0.1
0.12
0.14
4e events (prophecy4f MC)
2e2mu events (prophecy4f MC)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
R
at
io
0.8
0.9
1
1.1
1.2
1.3
 / ndf 2χ
 0.09413 / 28
p0       
 0.3438± 0.8021 
p1       
 0.6214± 0.3042 
(b)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
4e events (prophecy4f MC)
2e2mu events (prophecy4f MC)
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
R
at
io
0.9
0.92
0.94
0.96
0.98
1
1.02
1.04
 / ndf 2χ
 0.04137 / 28
p0       
 0.3596± 0.9825 
p1       
 0.62242± 0.01619 
(c)
Figure 12.7: Distribution of signalMELA KDwith andwithout interference effects and the ratio. Several
mH hypotheses are shown: (a) 120, (b) 125 and (c) 160 GeV.
203
Chapter 12: Kinematic Discriminant
Due to kinematic dependence on the mass, the KD is highly correlated with the value of the
m4ℓ. This correlation must be included for any further analysis of the data which uses KD.
The dominant background in full mass range is qq¯→ ZZ . The secondary contribution comes
from Z +X background below 2mZ threshold, and g g → ZZ background above the threshold.
The ideal angular andmass distributions for the signal, qq¯→ ZZ and g g → ZZ background,
come from basic quantummechanics given the EWK couplings and are modelled well by MC.
The mis-modelling of lepton efficiency and resolutions may change the KD distribution. By
making extreme variations, we estimate that those have very small effects on KD distributions.
This is because, as opposed tom4ℓ, there is no distinct peak and smearing of broad distribution
is a small effect. Figure 12.8a shows the effect on the KD shape due to extreme variation of MC
efficiency by changing the tag-and-probe per-lepton scale factors from those obtained from
data to flat ones which is normaly a variation larger than the errors. Figure 12.8b shows an
example of the shape variation due to extreme resolution variation inMC for theH→ ZZ → 4e
channel. Since these detector related effects are somewhat smaller than statistical effects, we
ignore them in systematic uncertainties for the KD.
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Figure 12.8: Distribution of the MELA KD for ZZ background and Higgs signal in MC, for events below
2mZ threshold For both signal and background two very close distributions are shown: (a) with and
without the tag-and-probe corrections for data-MC differences; (b) with and without smearing of
electron energy resolution, which is equal to uncertainty on this resolution. Only H → ZZ → 4e
channel is considered here.
In order to check the effect of background parametrization to KD we show in Fig. 12.9 the
comparison of the KD distributions in several m4ℓ slices below threshold for data control
sample for Z +X background, MC control sample for Z+X background, and for MC POWHEG
simulation of qq¯ → ZZ background. We observe a good agreement between the Z + X
background parameterization in data and simulation. This gives us confidence in the Z +X
background estimation. Another thing we see is that the data-driven Z + X background
distributions and continuum qq¯ → ZZ distribution are in good agreement. Therefore, a
joint background parameterization can be used, and potential differences can be treated
as systematic uncertainty. To include systematics in the analysis, we create alternative KD
distributions according to the linear fit slope and its error by re-scaling the distributions
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according to that slope (with error on the slope added), as shown in Fig. 12.9. The shape of the
KD changes to some extent as a function ofm4ℓ, but its main feature remains, background is
pushed towards zero and signal towards one.
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Figure 12.9: Parameterization of backgroundMELA KD inm4ℓ ranges: (a) [100,120], (b) [120,140], (c)
[140,160] GeV. Points(red solid histogram) show data(MC) control sample for Z +X background, blue
dashed histogram shows MC POWHEG simulation of ZZ background. Bottom plots show the ratio
between the Z +X and ZZ background distributions.
12.4 MELA for Spin-Parity Properties Measurements
The new boson has been observed at the LHC, and now the focus of the analysis moves from
the search to the measurements of its properties. It is crucial to determine the spin and parity
quantumnumbers of the new particle and its couplings to SMfields with great accuracy. These
studies have been presented in Ref. [128, 131] and, internally to CMS in Ref. [132]. For this
analysis, we profit from a simplified version of that approach using the MELAmethodology in
Sec. 12.1, where the signal-to-background probability ratio is replaced by the probability ratio
for two signal hypotheses in the following way:
DJP =
P
SM
P
SM
+P
JP
=
[
1+
P
JP
(m1,m2,~Ω|m4ℓ)
P
SM
(m1,m2,~Ω|m4ℓ)
]−1
. (12.4)
The ~Ω in the above expression represents five angles describing production and decay kine-
matics of the boson in its frame, P
SM
is the probability distribution for the SMHiggs boson
hypothesis, and P
JP
is the probability for an alternative model. These probabilities are calcu-
lated analytically in Ref. [128].
In this analysis we consider two spin-parity alternative models, one is the pure pseudo-scalar
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state JP = 0− and the other is the spin-two state with the minimal graviton-like coupling to the
bosons with JP = 2+. The most general decay amplitude for a spin-zero boson can be defined
as
A = v−1ǫ∗µ1 ǫ∗ν2
(
a1gµνm
2
H +a2 qµqν+a3ǫµναβ qα1 q
β
2
)
= A1+ A2+ A3 , (12.5)
where ǫi are the Z boson polarization vectors, qi are their momenta, and q = q1+q2. The A1
amplitude dominates in the SMHiggs boson decay, while the JP = 0− state decay is expected
to be dominated by the A3. The D0− discriminant is therefore optimal for discrimination
between the |A1|2 and |A3|2 amplitudes. We find their potential interference to have negligible
effect on the discriminant distribution or the overall yield of events. We define the parameter
fa3 = |A3|2/(|A1|2+|A3|2), whereweneglect the |A2|2 contribution. This parameter allows us to
provide consistency tests of the fa3 = 0 and fa3 = 1 scenarios, as well as consider contribution
of both amplitudes in the decay. The fa3 parameter is not a parameter which defines the
mixture of parity-even and parity-odd states, because this would require model-dependent
interpretation of the fa3 measurement. For the SM, fa3 is expected to be zero.
To illustrate the power of this approach, we use a narrow resonance at 125 GeV with scalar
(JP = 0+) and pseudo-scalar (JP = 0−) Higgs hypothesis. The alternative hypotheses sample
is produced with the generator from Ref. [128], the so-called JHU generator. The seven
observables {m1,m2,~Ω}, discussed in Sec. 12.1, are different for resonances with different
quantum numbers, as shown in Fig. 12.10 and Fig. 12.11 with samples generated according to
the JP = 0+ and JP = 0− hypotheses.
Figure 12.12(left) shows distributions of the kinematic discriminant D0− for scalar to pseu-
doscalar discrimination, the so-called “pseudoMELA”. These are shown for the reconstructed
four-lepton invariant mass in the range [120−130] GeV, for signal and background. The right-
hand side of the same figure shows distributions of the discriminant D2+ which is optimized
for separation of SMHiggs boson and graviton-like minimal couplings hypothesis JP = 2+, the
so-called "graviMELA". For illustration we show in Fig. 12.13, the distribution of the angles
after the reconstruction, acceptance and full analysis selection for pseudoscalar, graviton,
scalar signal, and background, in them4ℓ region 120<m4ℓ < 130 GeV.
Separating SM background events from signal events is essential to achieve the best discrim-
ination power. In an ideal case, the fit should include the three observables: m4ℓ, KD and
alternative hypothesis discriminant. Due to statistical limitation of the current simulated
samples, this approach has not been used for the present analysis. Instead, a statistically
equivalent approach, that allows for a simpler 2D analysis, has been developed. The kinematic
discriminant for signal to background separation is replaced by the DJP which discriminates
the two signal hypotheses. Them4ℓ PDF is combined with the kinematic probability of the
angular and mass distributions from the KD calculation into a single discriminant, so-called
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Figure 12.10: Distribution of the observablesm1,m2 (top row), cosθ∗, andΦ1 (bottom row), generated
for mX = 125 GeV with leading order JHU generator events and projections of the ideal angular
distributions. Two resonance hypotheses are shown: JP = 0+ (red) and 0− (blue).
Figure 12.11: Distribution of the observables cosθ1, cosθ2, and Φ generated formX = 125 GeV with
leading order JHU generator events and projections of the ideal angular distributions. Two resonance
hypotheses are shown: JP = 0+ (red) and 0− (blue).
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Figure 12.12: Distributions of the D0− (pseudoMELA) discriminant (for scalar-to-pseudoscalar separa-
tion, left) andD2+ (graviMELA) discriminant (for scalar-to-spin-two separation, right) The distributions
are shown for mass around 125 GeV and for signal (0+ red, 0− green, 2+ KK graviton magenta) and
background (blue).
Super MELA Discriminant(“superMELA”),
SMD =
P
sig
P
sig
+P
bkg
=

1+ Pbkg(m1,m2,~Ω|m4ℓ)×Pbkg(m4ℓ)
P
sig
(m1,m2,~Ω|m4ℓ)×P si g (m4ℓ)


−1
, (12.6)
where probabilities P also include them4ℓ parameterizations. From the statistical point of
view, the analysis of the SMD discriminant is equivalent to the 2D analysis of them4ℓ and KD
distributions. Finally, the spin-parity hypothesis analysis is performed as a 2D analysis of the
(Dbkg,DJP ) distributions with correlations of observables included in parameterizations.
Figure 12.14 shows the SMD distributions for two signal hypotheses of mass 125 GeV and
the irreducible background in case of 4e final state. We observe that both signal hypothesis
peak at one while background tends to peak at zero. To demonstrate the signal to background
discrimination power brought by the SMD, the ROC curves for SMD and KD after all selections
and in an invariant mass window of 105<m4ℓ < 140 GeV are shown in Fig. 12.15. The obvious
gain in background rejection power of the SMD variable is expected sincem4ℓ, the the single
most powerful discriminant for background, is incorporated into the discriminant.
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Figure 12.13: Distribution of angles and dilepton masses in the region 120<m4ℓ < 130 for different
spin hypothesis (pseudoscalar andminimal-couplings graviton) compared with SM signal and qqZZ
background.
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Figure 12.14: Distribution of SMD for 125 GeV SM Higgs and irreducible background events in the
range 105<m4ℓ < 140 GeV for the 4e channel.
SIGε
0 0.2 0.4 0.6 0.8 1
BK
G
ε
0
0.2
0.4
0.6
0.8
1
)µ + 2e2µ < 140 GeV (4e+4ZZ    105 < M
MELA only
)
ZZ
SuperMELA (MELA + M
Figure 12.15: ROC curve using MELA (red square markers) or SMD (blue dots)
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After having discussed event selection in Ch. 8, signal parametrization in Ch. 9 and back-
grounds description in Ch. 10 and 11, we are now ready to go for the final analysis results by
making a proper statistical interpretation.
For the 2012 analysis we have chosen to profit from additional knowledge based on full
kinematic information available in the Higgs boson event. Therefore, the two-dimensional
distribution of four-lepton mass (m4ℓ) and kinematic discriminant (KD) described in chapter
12 is used to evaluate the exclusion limits and the significance of excesses. In addition to kine-
matic discriminant we also introduce an advanced analysis technique using mass resolutions
assessed on the per-event basis. This is done via three-dimensional distributions explained in
Sec. 13.2.
After finding the boson it is of extreme importance to measure its properties. For this purpose
we use the approachwith kinematic discriminant prepared for discriminating between various
spin and parity hypothesis. Methodology for this measurement in described in Sec. 13.3.
13.1 Methodology of using 2DDistributions
Besides four-lepton invariant mass, we make use of the full kinematic information from the
Higgs boson decay by combining them into two-dimensional distribution used for hypothesis
testing, i.e. to obtain significance of excesses in terms of p-value and exclusion limits.
Based on event final state (4µ, 4e,2e2µ) and LHC centre of mass energy (7 and 8 TeV) we split
selected events into six categories and form unbinned distributions (m4ℓ, KD). These events
are then used to test the null (only background) and the alternative (background + signal)
hypothesis for 183 Higgs bosonmasses in range from 110 to 600 GeV. The mass steps are not
uniform, i.e. they were chosen considering both, expected width (Γ) and them4ℓ resolution as
described in Ref. [104]. For each mass point, we perform A simultaneous maximum likelihood
fit of the six (m4ℓ, KD) distributions is then performed on each mass point as discussed in
Ref. [104]. In reporting limits on Higgs boson cross-section, we adopt themodified frequentest
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constructionCLs [133, 134, 104].
The 2D probability distribution functionP (m4ℓ,KD) for signal and background is constructed
as
Psig(m4ℓ,KD) = P 1Dsig (m4ℓ)×Tsig(m4ℓ,KD) (13.1)
Pbkg(m4ℓ,KD) = P 1Dbkg(m4ℓ)×Tbkg(m4ℓ,KD) (13.2)
where P 1D
sig
(m4ℓ) and P
1D
bkg
(m4ℓ) are the analytical functions used for 1D fits. Parametriza-
tion of distribution P 1D
bkg
(m4ℓ) for background is obtained using empirical functions from
simulation in case of ZZ and from control regions in case of Z +X background as discussed
in Ch. 10 and 11. Higgs signal distribution after reconstruction is described with relativistic
Breit-Wigner convoluted with a two-sided Crystal-Ball function [135] as discussed in Ch. 9.
The 2D distributions Tsig(m4ℓ,KD) and Tbkg(m4ℓ,KD) are simple 2D histogram templates
normalized in KD direction at any given value ofm4ℓ. In this way we ensure that projections
of the functions in Eqs. (13.1) and (13.2) tom4ℓ axis are identical to analytical distributions
P
1D
sig
(m4ℓ) and P
1D
bkg
(m4ℓ). These template distributions are created from simulation and are
shown in Figs. 13.1 and 13.2 for low and high mass ranges, respectively.
Different electron andmuon pT thresholds and efficiencies effect kinematics of Higgs boson
decay in the lowmass range. Therefore, we have to separate KD distributions for each decay
channel. At high masses, low transverse momentum thresholds do not affect kinematics and
we join template distributions for all final states. In addition, 7 and 8 TeV samples are combined
since kinematics is the same in both cases. Due to limited statistics in the background MC
samples available, Background samples lack statistics giving rise to bins which are purely
populated, or even unpopulated at high mass tails of them4ℓ distribution. This is solved by
averaging over the range of 3×3 bins form4ℓ < 180 GeV, 5×5 for 180<m4ℓ < 300 GeV and
7×7 form4ℓ > 300 GeV. In addition to averaging, there is an overall protection to ensure that
no bin has a zero probability.
Both qq¯ → ZZ and Z + X background can be described by the same templates as previ-
ously shown. Systematic errors cover any small potential difference and is taken to be 100%
correlated between different final states and run periods.
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Figure 13.1: Parameterization signal and qq¯→ ZZ background template distributions Tsig(m4ℓ,KD)
(left) and Tbkg(m4ℓ,KD) (right) from Eqs. (13.1) and (13.2) in three channels: 2e2µ (top), 4e (middle),
and 4µ (bottom).
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Figure 13.2: Parameterization of template distributions T (m4ℓ,KD) for signal (top), qq¯→ ZZ back-
ground (middle), and g g → ZZ background (bottom).
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13.2 Methodology of using 3DDistributions
Including knowledge of per-event four lepton invariant mass errors (EBE) brings additional
knowledge and therefore is useful for the statistical treatment of selected events. However,
the gain in sensitivity by including per-event mass errors is not expected to be as much as in
H→ γγ search, where events with bettermγγ resolution have smaller backgrounds. In the case
of the H→ ZZ(⋆)→ 4ℓ analysis, them4ℓerror observable does not help in improving the signal-
to-background discrimination. The whole gain comes solely from the proper accounting for
the signal mass resolutions for individual events.
To construct the 3D probability distribution we proceed in two steps similar to construction of
2D PDF. First, we construct 2D conditonal PDF for mass error versus four lepton invariant
mass
Psig(m4ℓ,EBE)=P 1Dsig (m4ℓ)×Psig(EBE |m4ℓ) (13.3)
Pbkg(m4ℓ,EBE)=P 1Dbkg(m4ℓ)×Pbkg(EBE |m4ℓ) (13.4)
where the width (σ) of the Crystal Ball for signal is is replaced with mass error for each event.
Then we include the kinematic discriminant and construct a 3D PDF as follows
Psig(m4ℓ,EBE ,KD)=P 1Dsig (m4ℓ)×Psig(EBE |m4ℓ)×Psig(KD|m4ℓ) (13.5)
Pbkg(m4ℓ,EBE ,KD)=P 1Dbkg(m4ℓ)×Pbkg(EBE |m4ℓ)×Pbkg(KD|m4ℓ) (13.6)
This construction is based on the assumption that there is no correlation between mass error
and KDwhichwas validated by looking at the distributions ofmass error versus KD. Figure 13.3
illustrates in case of 4e final state that there is no correlation betweenmass error and KD in
both, signal and ZZ background samples.
An additional test to check for potential bias due to unaccounted correlation naturally built
in those samples a study was performed with fully simulated Monte Carlo samples. It has
been shown that there is no bias and that the error of the mass measurement are correctly
calculated [106].
To check improvement on the performance for the various scenarios 4 sets of data cards were
created:
• 1D:m4ℓ
• 2D:m4ℓ vs. KD
• 2D:m4ℓ vs. EBE
• 3D:m4ℓ vs. KD vs. EBE.
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Figure 13.3: 4-lepton mass error versus KD distributions (points) in 4efinal state for 125 GeV Higgs
signal (left) and ZZ (right) simulated samples. The correlation factors are displayed on the figures as
well.
For the study, the ICHEP2012 8 TeV data (5.3fb−1) was used after rescaling the integrated
luminosity to 20fb−1. Then, we generate 20 000 toy experiments from the 3D data cards with
mH = 125GeV and SM signal strength. Statical analysis are performed on these toys and for 4
sets data cards separately.
The fitted mass and its uncertainty of each toy are shown in the Fig. 13.4 (top). One can expect
on average the uncertainty of mass measurement is improved by 7% when using mass errors.
Figure 13.4 (bottom) shows the scatter distribution of twomeasuredmass errors from 2D (m4ℓ
vs. KD) and 3D fits. One can see that the measured mass errors are smaller (more accurate)
with 3D fitting.
Figure 13.5 (left) shows the distributions of significance of the 4 sets of data cards based on the
above toys. By including per-event mass error, the expected significance can be improved by
3%. Figure 13.5 (right) shows the best fitted signal strength, on which there is no improvement
as RMS is almost the same for all four methods of fitting.
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Figure 13.4: Expected distribution of fitted mass (top left) and its uncertainty (top right) from 4 sets of
data cards for 20fb−1 8 TeV data. In bottom, it’s the scatter distribution of twomeasured mass errors
from 2D (m4ℓvs. KD) and 3D fittings.
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Figure 13.5: Expected significances (left) and signal strength (right) from 4 sets of data cards for 20fb−1
8 TeV data.
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13.3 Methodology for Spin and Parity Measurements
To distinguish between spin and parity hypothesis, for example 0+ and 0−, we build the (SMD,
pseudoMELA) 2D template distribution, instead of the 2D (MELA, m4ℓ) from section 13.1.
The SMD and pseudoMELA are described in Sec. 12.4. For SMD computation, a fixedmass
valuemH = 125GeV has been chosen to parametrize the Psi g in Eq. 12.6. Figure 13.6 shows
the standard 2D templates using as input for the calculation the SM qqZZ background, a SM
Higgs withmH = 125GeV and a pseudoscalar Higgs withmH = 125GeV, for the three decay
channels separately. Then, the likelihood ratio 2ln(L1/L2) with the likelihood L evaluated
for the twomodels is used with the signal strength (µ) in the fit left free to float as nuisance
parameter.
The systematic uncertainties included in the nominal analysis are incorporated in the hypoth-
esis separation analysis as well. To include uncertainty from lepton scale and resolution on
the mass distribution of the signal, alternative SMD templates withm4ℓ scaled and smeared
are created, as in Fig.13.7. During the likelihood calculation in statistical analysis, a morphing
between the nominal and alternative templates is applied. The uncertainty on the shape of
the template for the Z+X background is applied in a similar fashion. The template for the Z+X
is obtained from data in the Z+X control region. Similar to the nominal analysis, we use the
shape of the qqZZ template as a shape systematic. This can be justified from Fig. 13.8, where
we see that the shapes of D0− (pseudoMELA) and SMD for Z +X background could be well
modelled by the qq¯→ ZZ only. This covers conservatively uncertainties on the shape of both
SMD and D0− (pseudoMELA) for the Z+X background, uncertainties that could be due both to
differences between control and signal region and to limited statistics in the control region.
The interference of identical leptons in the final state (4e and 4µ) is not included in fully
simulated samples. In addition, the alternative spin-parity signal simulation is available for
125 GeV but not for 126 GeV Higgs bosonmass hypothesis. Both effects are accounted for by
applying re-weighting procedure of the (SMD, D0−) templates obtained from full simulation
using the ratio of expectation from generator-based simulation with interference at 126 GeV.
These correction factors and expected change in the distributions are shown in Fig. 13.9, where
we see that the correction to the spin-zero samples is stable.
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Figure 13.6: Two-dimensional templates (SMD, pseudoMELA) used for the spin and CP property
measurement. The templates are presented separately for the 4µ (top row), 4e (middle row) and 2e2µ
(bottom row), respectively. In each row, the left-hand side plot shows the template for the simulation
of the SM qqZZ background, while the central plot refers to the SM Higgs (mH = 125GeV) and the
right-hand side plot to a pseudoscalar Higgs (mH = 125GeV). All templates are produced from 8 TeV
MC with a cut 105<m4ℓ < 140GeV.
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Figure 13.7: Alternative (SMD, D0− ) 2D templates used as shape systematics for the signal in the 2e2µ
channel. Left: lepton scale shifted up by one sigma; Center: lepton scale shifted down by one sigma;
Right: lepton energy smeared up by resolution. All templates are shownwith a cut 105<m4ℓ < 140GeV.
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Figure 13.8: Distribution of D0− (left) and SMD (right) for Z + X background in the control sample
for data (black points), MC (red histogram) and for qq¯→ ZZ MC (blue solid histogram). The plot is
presented for the mass range 105<m4ℓ < 140 GeV.
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Figure 13.9: Top: Distribution of D0− for 0
− (left) and 0+ (right) samples before (blue) and after (red)
effects of interference and mass change from 125 to 126 GeV are included. Bottom: re-weighting
correction to the 0− (left) and 0+ (right) distributions of D0− , in the 4µ channel.
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14 Final Results
In previous chapters we have defined all the tools and ingredients.needed to bring final results.
The relevant event distributions and yields of the event selection together with the discussion
on sources of uncertainties is presented in Sec. 14.1.
We discuss final results of the search for the Higgs boson by setting up exclusion limits in
Sec. 14.2 and significance of local excesses of events in Sec. 14.3.
Since a new boson has been discovered it is crucial to measure its properties: invariant mass,
and than spin-parity quantum numbers. The results of these measurements are discussed in
Sec. 14.4 and Sec. 14.5.
14.1 Summary of Selection and Systematic Uncertainties
14.1.1 Event Yields
The number of candidates observed in 2011 and 2012 data, aswell as the estimated background
in the signal region, are reported in tables 14.1 and 14.2 for the Higgs phase space selection
in 2011 and 2012 data, respectively. In Tab. 14.3 we show integrated yealds over whole data
taking period.
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Table 14.1: The number of event candidates observed in 2011 data for 5.05 fb−1, compared to the
mean expected background and signal rates for each final state for 100<m4ℓ < 1000GeV. For the Z + X
background, the estimations are based on data.
Channel 4e 4µ 2e2µ
ZZ background 15.06±1.71 22.58±2.23 35.66±3.64
Z + X 1.99+1.79−1.19 0.9
+0.63
−0.45 2.89
+2.6
−1.44
All background expected 17.05+2.47−2.08 23.48+2.32−2.28 38.54+4.47−3.91
mH = 125GeV 0.62±0.09 1.12±0.12 1.45±0.17
mH = 126GeV 0.69±0.10 1.23±0.13 1.62±0.19
mH = 200GeV 4.05±0.47 5.75±0.58 9.67±1.01
mH = 350GeV 2.35±0.29 3.21±0.34 5.57±0.61
mH = 500GeV 0.80±0.10 1.07±0.12 1.87±0.21
Observed 14 20 43
Table 14.2: The number of event candidates observed in 2012 data 12.21 fb−1, compared to the mean
expected background and signal rates for each final state for 100 <m4ℓ < 1000GeV. For the Z +X
background, the estimations are based on data.
Channel 4e 4µ 2e2µ
ZZ background 37.95±4.60 60.14±6.67 95.48±10.61
Z + X 5.66+5.09−3.96 1.99
+1.59
−1.19 7.26
+7.26
−5.08
All background expected 43.61+6.86−6.07 62.13+6.86−6.78 102.74+12.86−11.77
mH = 125GeV 1.80±0.29 3.49±0.41 4.49±0.57
mH = 126GeV 1.99±0.32 3.81±0.45 4.96±0.63
mH = 200GeV 11.49±1.44 17.33±1.97 28.79±3.28
mH = 350GeV 7.15±0.91 10.42±1.21 17.61±2.05
mH = 500GeV 2.54±0.33 3.67±0.43 6.19±0.73
Observed 45 75 119
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Table 14.3: The number of event candidates observed, compared to the mean expected background
and signal rates for each final state. For the Z + X background, the estimations are based on data. The
results are given integrated over the full mass measurement range for the Higgs boson search from 100
to 1000 GeV and for 2011 and 2012 data combined.
Channel 4e 4µ 2e2µ
ZZ background 53.01±6.31 82.73±8.90 131.14±14.25
Z + X 7.64+6.88−5.15 2.88
+2.22
−1.64 10.14
+9.85
−6.52
All background expected 60.65+9.33−8.15 85.61
+9.18
−9.05 141.28
+17.33
−15.68
mH = 125GeV 2.42±0.38 4.61±0.53 5.95±0.74
mH = 126GeV 2.68±0.42 5.05±0.58 6.58±0.82
mH = 200GeV 15.54±1.91 23.08±2.55 38.46±4.29
mH = 350GeV 9.50±1.19 13.63±1.54 23.18±2.65
mH = 500GeV 3.34±0.43 4.73±0.55 8.06±0.94
Observed 59 95 162
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14.1.2 Event Distributions
The reconstructed four-lepton invariant mass distribution is shown in Figure 14.1 for the full
dataset, where different mass ranges, including themass below 100 GeV (not used for analysis).
These distributions are also shown in Figs, 14.2 and 14.3 but splitted by channel, and for 7 and
8 TeV data separetely.
The reconstructed di-lepton invariant mass and MELA KD distributions are shown in Fig-
ure 14.4.
The SM background distributions are obtained combining the rate normalization from from
data-driven methods and knowledge on shapes taken from the MC samples.
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Figure 14.1: Distribution of the four-lepton reconstructed mass. Regionm4ℓ < 100 GeV is shown but
not used in analysis. The sample correspond to an integrated luminosity of L = 5.05 fb−1of 2011 data
and L = 12.21 fb−1of 2012 data.
The correlation between the four-lepton reconstructed mass and KD, or the reconstructed
mass of the second or first lepton pair are shown in Figs. 14.5.
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Figure 14.2: Distribution of the four-lepton reconstructed mass in several sub-channels: 4e (top), 4µ
(middle top), 2e2µ (middle bottom), for all channels combined (bottom) and for 7 TeV (left) and 8 TeV
(right).
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Figure 14.3: Distribution of the four-lepton reconstructed mass in the low-mass range in several sub-
channels: 4e (top), 4µ (middle top), 2e2µ (middle bottom), for all channels combined (bottom) and for
7 TeV (left) and 8 TeV (right).
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Figure 14.4: Distribution of Z1 (top left) and Z2 (top right) invariant mass, MELA KD in the mass range
(100-180 GeV) on the bottom The samples correspond to an integrated luminosity of L = 5.05 fb−1 for
the 7 TeV data, and 12.21 fb−1 for the 8 TeV data.
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(a)
(b)
(c)
Figure 14.5: Distribution of the MELA KD versus the four-lepton reconstructed massm4ℓ for 2011 and
2012 data combined. Circles are 4µ events, triangles 4e events and squares 2e2µ events. Per-event
errors is attached to each event. Top plot: low-mass range with contours for background expectation.
Middle plot: low-mass range with contours for signal expectation withmH = 126 GeV. Bottom plot:
high-mass range with contours for background expectation.
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Event Distributions of Spin and Parity Kinematic Discriminant
In Fig. 14.6 distributions of SMD (superMELA, top), D0− (pseudoMELA, left), and D2+ (grav-
iMELA, right) are shown. There is a clear excess of signal visible near SMD=1. The signal-
enhanced plot of D0− shows some preference for the SM-like distribution of events. The D2+
distribution provided relatively weak separation between the two hypotheses with the present
statistics.
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Figure 14.6: Distributions of SMD (superMELA, top), D0− (pseudoMELA, left), and D2+ (graviMELA,
right) for data, expected signal for two hypotheses and expected background. A cut SMD> 0.5 is applied
when D0− and D2+ are shown, to suppress background.
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14.1.3 Systematic Uncertainties
The summary of systematic uncertainties for the analysis parts on 2011 and 2012 collected
data is provided in the Tab. 14.4, 14.5, 14.6, 14.7. All systematic uncertainties, but uncertainty
on luminosity, are 100% correlated between 7 and 8 TeV samples. Log-normal uncertainty on
Z+jets normalization is correlated between 7 and 8 TeV samples, but it is uncorrelated between
different final states (i.e. it is correlated for 4e 7 TeV and 4e 8 TeV, but it is not correlated for
example for 4e and 4µ). Uncertainties affecting muons and electrons are correlated to any
other channel that contains those objects and are given combined and per event. Uncertainties
on MELA template shapes are introduced through alternative shapes which are representing 1
sigma errors.
Table 14.4: Simulated samples for 7 TeV: Summary of the magnitude of theoretical and phenomenolog-
ical systematic uncertainties in percent for H→ ZZ → 4ℓ and ZZ → 4ℓ. Errors are common to all 4ℓ
channels. Last three lines are parametric uncertainties on the shape of the HZZ4L signal Crystal Ball
(mean, sigma and tail parameter).
Source of uncertainties
Process
ggH VBF WH ZH ttH ZZ ggZZ
g g partonic luminosity 7.5-10 0-10 10
qq/qq¯ partonic luminosity 2.2-4.7 0-4.5 0-5.0 5
QCD scale uncert. for g g →H 8.7-10
QCD scale uncert. for VBF qqH 0-1.5
QCD scale uncert. for V H 0-0.75 0-1.3
QCD scale uncert. for t tH 0-8.3
4ℓ-acceptance for g g →H negl. negl. negl. negl. negl.
Uncertainty on BR(H→ 4ℓ) 2 2 2 2 2
QCD scale uncert. for ZZ (NLO) 2.6-6.7
QCD scale uncert. for g g → ZZ 24-44
CBmean, parametric 0.4
CB sigma, parametric 20
CB tail parameter, parametric 5.0
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Table 14.5: Simulated samples for 8 TeV: Summary of the magnitude of theoretical and phenomenolog-
ical systematic uncertainties in percent for H→ ZZ → 4ℓ and ZZ → 4ℓ. Errors are common to all 4ℓ
channels. Last three lines are parametric uncertainties on the shape of the HZZ4L signal Crystal Ball
(related to scale and resolution uncertainties mean, sigma, and tail parameter).
Source of uncertainties
Process
ggH VBF WH ZH ttH ZZ ggZZ
g g partonic luminosity 7.2-9.2 0-9.8 10
qq/qq¯ partonic luminosity 1.2-1.8 0-4.5 0-5.0 5
QCD scale uncert. for g g →H 5.5-7.9
QCD scale uncert. for VBF qqH 0.1-0.2
QCD scale uncert. for V H 0-0.6 0-1.5
QCD scale uncert. for t tH 0-8.8
4ℓ-acceptance for g g →H negl. negl. negl. negl. negl.
Uncertainty on BR(H→ 4ℓ) 2 2 2 2 2
QCD scale uncert. for ZZ (NLO) 2.6-6.7
QCD scale uncert. for g g → ZZ 24-44
CBmean, parametric 0.4
CB sigma, parametric 20
CB tail parameter, parametric 5.0
Table 14.6: 7 and 8 TeV samples: Summary of the magnitude of instrumental systematic uncertainties
in percent for H → ZZ → 4ℓ and ZZ → 4ℓ. The instrumental systematic uncertainties for all five
Higgs boson production mechanisms are assumed to be same, similarly on ZZ → 4ℓ (NLO) and
g g → ZZ → 4ℓ.
Source of uncertainties
Error for different processes
H→ ZZ → 4ℓ ZZ/g g Z Z → 4ℓ
4e 4µ 2e2µ 4e 4µ 2e2µ
Luminosity 2.2 (5 for 8 TeV)
Trigger negl.
electron reco/ID/isolation (4e) 6.2-11
muon reco/ID/isolation (4mu) 1.9
Table 14.7: 7 and 8 TeV samples: Summary of the magnitude of systematic uncertainties (asymmetric)
in percent for the reducible 4ℓ backgrounds (for 8 TeV in parenthesis). There are twomethods for the
reducible background estimate. The uncertainties we quote here are the combination from the two
methods.
4e 4µ 2e2µ
-40,+90 (-30,+90) -40,+60 (-40,+80) -50,+60 (-30,+100)
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14.2 Exclusion Limits
In this section we present results for exclusion limits obtained in the H→ ZZ(⋆)→ 4ℓ analy-
sis for which, as mentioned earlier, we used a modified frequentist method (CLs). The full
definition of the method, as well as prescription adopted in both, ATLAS and CMS collabo-
rations is described in Ref. [104]. It has become customary to express null results of SM-like
Higgs searches as a limit on signal strength modifier (µ) used to change the SMHiggs boson
cross-section of all production mechanisms by exactly the same scale µ as described by
µ= σ
σSM
(14.1)
In Fig. 14.7 the expected limits obtained with a fit of the (m4ℓ,KD) distribution are shown.
From Fig. 14.7 we conclude that a SM-Higgs boson can be excluded at 95% confidence
level in mass regions [113,116] GeV and [129,720] GeV, while expected exclusion interval was
[118,670] GeV. The expected sensitivity is reached everywhere being well within 2σ band,
except for the narrow mass interval around 125 GeV. In this region the excess of events is
observed, visible also in four lepton invariant mass distribution plots (see Sec. 14.1.2). In the
next section (14.3) we quantify the excess testing the background-only hypothesis, usually
expressed in terms of p-value.
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(a)
(b)
Figure 14.7: Observed and expected 95% CL upper limit on the ratio of the production cross-section to
the SM expectation with the 2D fit. 2011 and 2012 data-samples are used. The 68% and 95% ranges of
expectation for the background-only model are also shown with green and yellow bands, respectively.
Top plot: lower mass range only, bottom plot: full mass range.
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14.3 Significance of Excesses
The presence of a signal is quantified by the background-only p-value, i.e. the probability for
the background to fluctuate and give excess of events as large or larger than observed one.
The full definition of the method, as well as prescription adopted in both, ATLAS and CMS
collaborations is described in Ref. [104].
In Fig. 14.8 we show the significance of the local fluctuation with respect to the StandardModel
expectation. These significances are shown separately for 7 and 8 TeV data in Fig. 14.9 and for
the comparison between 1D (m4ℓ)and 2D (m4ℓ, KD ) fits in Fig. 14.10. Maximum significance
of excess is reached using 2D fits (Fig. 14.10a) with the value of 4.5 standard deviations, thus
letting us to claim an observation of a newmass resonant state with invariant mass around
126 GeV.
In the next section we will address the mass measurement using per-event errors to get the
best possible precision out of the collected data.
(a) lowmas range (b) full mas range
Figure 14.8: Significance of the local fluctuations with respect to the Standard Model expectation as a
function of theHiggs bosonmass for an integrated luminosity of 5.05 fb−1at 7 TeV and 12.21 fb−1at 8 TeV.
Dashed line shows mean expected significance of the SMHiggs signal for a given mass hypothesis.
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(a) lowmas range (b) full mas range
Figure 14.9: Significance of the local fluctuations with respect to the Standard Model expectation as a
function of the Higgs boson mass for an integrated luminosity of 5.05 fb−1at 7 TeV (red), 12.21 fb−1at 8
TeV (blue) and the full dataset combined (black). Dashed line shows mean expected significance of the
SMHiggs signal for a given mass hypothesis.
(a) lowmas range (b) full mas range
Figure 14.10: Significance of the local fluctuations with respect to the standard model expectation as a
function of the Higgs bosonmass for an integrated luminosity of 5.05 fb−1at 7 TeV and 12.21 fb−1at 8
TeV with a 1D (blue) and 2D (black) analysis. Dashed line shows mean expected significance of the SM
Higgs signal for a given mass hypothesis.
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14.4 MassMeasurement
With HCP2012 data set, we perform the likelihood scan in the mass versus signal strength
space shown in Fig. 14.11. Results with per-event mass error are shown. Solid ellipses are
68% CL contours, for two degrees of freedomwith −2∆ lnL = 2.3. Without using per-event
mass error,mH = 126.2+1.01−1.09 GeV, while with per-event mass error, it givesmH = 126.2+0.87−0.98 GeV.
Including per-event mass error gives 1˜0% improvement with current data we have. The signal
strength µ, relative to the expectation for the standard model Higgs boson, is measured to be
µ= 0.80+0.35−0.28 at 126.2 GeV.
(a)
Figure 14.11: 3D test statistics –2lnQ vs Higgs bosonmassmH hypothesis and signal strength σ/σSM .
The cross indicates the best-fit values. The solid and dashed contours show the 68% and 95% C.L.
ranges, respectively. In this combination, the relative signal strengths for the various final states are
constrained by the expectations for the SMHiggs boson.
With likelihood scan over mass, i.e. profiling signal strength, the results with and without
systematic uncertainties are shown in Fig. 14.12 for 3D test statistic. With per-event mass
error, the best estimate of Higgs mass is 126.2+0.58−0.63 GeV, which is ∼ 6%more precise than the
one without per-event mass error (126.2+0.65−0.68) GeV.
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(a)
Figure 14.12: 1D test statistics q(mH) scan vs hypothesized Higgs bosonmassmH, obtained from the
3D test statistics profiling the minimum of the signal strengths, with and without systematics.
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14.5 Spin and Parity Measurements
The methodology for spin-parity measurements has been discussed in Sec. 13.3. With a
data integrated luminosity of 5.05 f b−1 at 7 TeV and 12.21 f b−1 at 8 TeV and for a boson
with massmH = 126GeV we expect signal significance of 4.6 σ and the average hypothesis
separation significance of 1.93 σ. In any particular experiment separation from either 0+
or 0− hypothesis may vary depending on statistical distribution of events. The expected
signal separation from toy experiments for each signal hypothesis along with observation
in data are shown in Fig. 14.13. The distribution of log-likelihood ratio q =−2ln(L0−/LSM)
is shown with generated samples of background and signal of two types (SM 0+ and 0−) for
mH = 126 GeV. Here the likelihoods L are calculated with the signal rates allowed to float
independently for each signal type. The nuisance parameters are treated as independent
as well. The expected distributions are generated with signal cross-section equal to that of
the SM, which is consistent with observation. The observed value of q indicates that the
hypothesis of JP = 0− quantum numbers is inconsistent with observation within 2.4 σ, while
the SM assignment is consistent within 0.5 σ. Using the CLS criterion, the probability for
JP = 0− hypothesis is 2.4%.
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(b)
Figure 14.13: Distribution of −2ln(L1/L2) of toy experiments tossed according to a 0+ signal hypothe-
sis (magenta, horizontal hatches) and 0− (a) or 2+
min
(b) signal hypothesis (blue, vertical hatches) for
mH = 126 GeV. The yields used in the generation of the pseudo-experiments are those expected with
5.05 f b−1 at 7 TeV and 12.21 f b−1 at 8 TeV of data. The arrow indicates observed value in data.
A consistency test is of the parity-odd and parity-even hypothesis can be performed using
the fa3 parameter, as discussed in Sec. 12.4. We can use D0− (pseudoMELA) to determine the
parameter fa3. To measure the value of fa3, one can approximate the (SMD,D0−) probability
density function by taking a mixture of the probability density functions generated for the 0+
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and 0− states, ignoring the interference terms. This approximation is justified in Fig. 14.14
where the approximated distribution of D0− (dashed purple line) and distribution from a fully
simulated mixed parity state (green) are shown. Likelihood scans in 2 dimensions can then be
used to constrain fa3. Figure 14.15 shows the result of such a scan which corresponds to the
vlaue of fa3 = 0.00+0.31−0.00.
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(c)
Figure 14.14: Distribution of D0− (pseudoMELA) for several choice models, SM Higgs ( fa3 = 0) in
blue, fa3 = 1 in red. In green and dashed purple are two different model for different fractions of fa3
generated, green is the fully simulated model while dashed purple shows an approximation in which
the interference of the two amplitudes is neglected. The different plots show variable fa3. The left is
fa3 = 0.8, the middle is fa3 = 0.5, and the right is fa3 = 0.2.
With the current analysis, the separation between the two spin cases 0+ and 2+ (minimal
couplings) is weaker because the distributions of the specific D2+ for the different 2
+ and 0+
hypotheses are similar, as shown in Fig. 12.12. MC studies indicate that with a luminosity
of 5.05 f b−1 at 7 TeV and 12.21 f b−1 at 8 TeV and for a boson with mass mH = 126GeV
the hypothesis separation significance is 1.2σ. The expected signal separation tossing toy
experiments for each signal hypothesis along with observation in data are shown in Fig. 14.13.
With the current statistics both the spin hypotheses J = 0+ and J = 2 (minimal couplings) are
consistent with the observation, respectively inside 0.4 and 0.8 σ.
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Figure 14.15: Distribution of −2lnL as a function of amplitude fraction fa3 (1D left) and with signal
strength µ (2D right). The central point shows the minimum value of −2lnL , the solid and dashed
contours show 68% and 95% CL contours in two dimensions. The cross indicates the one-dimensional
68% CL intervals.
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Conclusions
After two decades of design and construction, the LHC provided its first collision events
in the end of 2009. The data recorded by the CMS experiment over the year 2010 allowed
to understand the detector; simulations proved to give a very precise description of data.
First measurements were made on variables that had not been previously measured, like the
polarization of the W boson in proton-proton collisions. At this time, the analysis strategy was
deployed and a set of discriminating observables defined always keeping in mind that the first
analysis should be simple, robust and suitable for most Higgs boson mass hypothesis. Further
on, the context of the LHC and CMS operations throughout 2010, 2011 and 2012 gave rhythm
to the work presented in this thesis.
By summer 2011, the amount of collision data accumulated by CMS experiment was enough
to exclude at 95%C.L. a broad range of Higgs bosonmasses allowed by the theory. A significant
increase of the instantaneous luminosity gave rise to multiple interactions in a single bunch
crossing—so-called pile-up. The pile-up effect study on lepton observables, particularly
isolation was performed and a correction method, now used across many CMS analysis,
deployed. The method uses the information of average energy density in the detector on
per-event basis to correct and maintain the performance of isolation insusceptible to pile-up.
The low Higgs bosonmass range which was not excluded by the summer 2011 conferences
indicated that the search should profit from the full event information and that the phase
space should be extended to better use the low transverse momentum leptons. A significant
amount of work was done in this regard throughout 2012, e.g. introduction of kinematic
discriminant, recovery of final state radiation, improvement of the leptons identification and
the usage of isolation with particles. To better control the efficiency of lepton selection, the
extensive study was performed using tag-and-probemethod which uses dataset with Z bosons
decaying into lepton pairs to provided efficiency measurement directly from collision data.
These are then compared to efficiencies from simulation to obtain per lepton scale factors
and selection uncertainties. A particular effort was made to extend the measurement down to
electron transfer momentum of 7GeV. It is worth to say that these are, together with muon
measurements down to 5GeV, the lowest thresholds ever controlled in the hadron colliders.
By summer 2012, there was enough data collected by CMS to announce the discovery of
a new boson during the memorable CERN seminar on the 4th of July. After the discovery,
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the data taking period continued and the analysis was improved to increase the sensitivity
and to allow for better discrimination of the spin-parity properties of the new boson. In this
thesis, we use data collected up to September 2012 to confirm the observation of the new
boson with 4.5σ significance in H→ ZZ(⋆)→ 4ℓchannel only, and to make first measurement
of the boson properties. The mass of the new boson is measured using per-event errors
approach and is estimated to mH = 126.2+0.87−0.98 GeV. Even though the amount of data is not
enough to draw a definite conclusion on the spin and the parity properties of the new boson,
nevertheless we can say that the hypothesis 0+ of the StandardModel for the spin J = 0 and
parity P = +1 quantum numbers is found to be consistent with the observation while the
pseudoscalar hypothesis 0− with a CLs value of 2.4% is disfavoured. Since no other significant
excess is found, and upper limits at 95% confidence level exclude the ranges 113–116 GeV
and 129–720 GeV while the expected exclusion range for the Standard Model Higgs boson is
118–670 GeV.
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A ECAL Energy Measurement with Mul-
tivariate Regression
ECAL EnergyMeasurement using aMultivariate Regression
We use the GBRForest implementation of the regression algorithm using boosted decision
trees. We train the boosted decision tree on the Drell-Yan Monte Carlo sample using the
exact same variables that have been used for the H→ γγ analysis [74]. Different sets of input
variables are used depending on whether the electron is detected in the barrel or the endcap
of the electromagnetic calorimater. The variables that are used for both the barrel and the
endcap are the following:
• SCRawEnergy: the uncorrected energy of the supercluster,
• scEta: η coordinate of the supercluster
• scPhi: φ coordinate of the supercluster
• R9: ratio of the energy in the 3-by-3 grid of crystals around the seed crystal to the
uncorrected energy of the supercluster,
• etawidth: width of the supercluster in the η direction,
• phiwidth: width of the supercluster in the φ direction,
• NClusters: the number of clusters forming the supercluster,
• HoE: ratio of hadronic energy to electromagnetic energy,
• rho: measure of the energy density of the pileup in the event,
• vertices: number of reconstructed primary vertices,
• EtaSeed: η coordinate of the seed cluster,
• PhiSeed: φ coordinate of the seed cluster,
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• ESeed: energy of the seed cluster,
• E3x3Seed: energy in the 3-by-3 grid of crystals around the seed crystal,
• E5x5Seed: energy in the 5-by-5 grid of crystals around the seed crystal,
• σiηiη
• σiφiφ
• σiηiφ
• EMaxSeed: energy of the highest energy crystal,
• E2ndSeed: energy of the second highest energy crystal,
• ETopSeed: energy of the adjacent crystal above the highest energy crystal,
• EBottomSeed: energy of the adjacent crystal below the highest energy crystal,
• ELeftSeed: energy of the adjacent crystal to the left of the highest energy crystal,
• ERightSeed: energy of the adjacent crystal to the right of the highest energy crystal,
• E2x5MaxSeed,
• E2x5TopSeed,
• E2x5BottomSeed,
• E2x5LeftSeed,
• E2x5RightSeed,
• pt: transverse momentum of the electron computed using the standard combination of
the ECAL energy measurement and the track momentummeasurement.
In addition, the following variables which indicate the proximity of the electron to gaps
betweenmodules and supermodules are used for electrons in the barrel:
• IEtaSeed: the index of the seed crystal in the η coordinate,
• IPhiSeed: the index of the seed crystal in the φ coordinate,
• IEtaSeed mod 5,
• IPhiSeed mod 2,
• (|IEtaSeed| <= 25)× (IEtaSeed mod 25)+
(|IEtaSeed| > 25)× ((IEtaSeed−25×|IEtaSeed|/IEtaSeed) mod 20) ,
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• IPhiSeed mod 20,
• EtaCrySeed: the η of the seed crystal in local coordinates,
• PhiCrySeed: the η of the seed crystal in local coordinates.
For endcap electrons, we additionally include the ratio of the energymeasured in the preshower
to the energy of the supercluster.
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Table B.1: Reconstruction, Identification,Isolation and IP efficiencies and scale factors for single
electrons, measured with the Tag-and-Probe technique on data. All measurements are obtained using
Z decays in 2012 data.
pT range (GeV) η range Data Eff. MC Eff. Scale factor (±sys.±stat.)
7 - 10 0 – 1.566 0.669 0.7712 0.8670+0.117−0.117±0.043
10-15 0 - 0.8 0.845 0.8514 0.9926+0.002−0.002±0.013
15-20 0 - 0.8 0.887 0.8873 0.9999+0.015−0.015±0.004
20-30 0 - 0.8 0.871 0.8830 0.9868+0.010−0.010±0.002
30-40 0 - 0.8 0.930 0.9389 0.9900+0.006−0.006±0.001
40-50 0 - 0.8 0.950 0.9563 0.9937+0.001−0.001±0.000
>50 0 - 0.8 0.956 0.9628 0.9934+0.004−0.004±0.001
10-15 0.8 - 1.4442 0.845 0.8514 0.9926+0.002−0.002±0.013
15-20 0.8 - 1.4442 0.887 0.8873 0.9999+0.015−0.015±0.004
20-30 0.8 - 1.4442 0.870 0.8827 0.9856+0.007−0.007±0.004
30-40 0.8 - 1.4442 0.927 0.9370 0.9891+0.004−0.004±0.001
40-50 0.8 - 1.4442 0.947 0.9542 0.9921+0.002−0.002±0.001
>50 0.8 - 1.4442 0.953 0.9591 0.9941+0.003−0.003±0.001
7 - 10 1.4442 - 1.566 0.626 0.8998 0.8347+0.053−0.053±0.108
10-15 1.4442 - 1.566 0.872 0.8545 1.0100+0.033−0.033±0.022
15-20 1.4442 - 1.566 0.897 0.9072 0.9966+0.021−0.021±0.011
20-30 1.4442 - 1.566 0.850 0.9511 0.9944+0.025−0.025±0.003
30-40 1.4442 - 1.566 0.897 0.9530 0.9884+0.002−0.002±0.003
40-50 1.4442 - 1.566 0.943 0.6237 0.9913+0.003−0.003±0.003
>50 1.4442 - 1.566 0.941 0.7676 0.9878+0.015−0.015±0.003
7 - 10 1.566 – 2.5 0.562 0.6237 0.9011+0.080−0.080±0.108
10-15 1.566 - 2 0.773 0.7676 1.0065+0.040−0.040±0.022
15-20 1.566 - 2 0.842 0.8532 0.9874+0.003−0.003±0.011
20-30 1.566 - 2 0.819 0.8315 0.9855+0.014−0.014±0.002
30-40 1.566 - 2 0.859 0.8816 0.9740+0.024−0.024±0.002
40-50 1.566 - 2 0.883 0.8886 0.9933+0.013−0.013±0.001
>50 1.566 - 2 0.887 0.9037 0.9818+0.006−0.006±0.002
10-15 2 - 2.5 0.773 0.7676 1.0065+0.040−0.040±0.022
15-20 2 - 2.5 0.842 0.8532 0.9874+0.003−0.003±0.011
20-30 2 - 2.5 0.797 0.8102 0.9832+0.019−0.019±0.002
30-40 2 - 2.5 0.832 0.8597 0.9683+0.012−0.012±0.002
40-50 2 - 2.5 0.857 0.8679 0.9871+0.025−0.025±0.002
>50 2 - 2.5 0.862 0.8829 0.9758+0.006−0.006±0.002
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Table B.2: Identification,Isolation and IP efficiencies for single electrons, measured with the Tag
and Probe technique on data, and data/MC discrepancy obtained applying the method on MC. All
measurements are obtained using Z decays in 2011 data.
pT range (GeV) η range Data Eff. MC Eff. Scale factor (±sys.±stat.)
7-10 0 - 1.4442 0.730 0.748 0.976+0.019−0.032 ±0.060
10-15 0 - 0.8 0.814 0.805 1.012+0.022−0.038 ±0.015
15-20 0 - 0.8 0.850 0.840 1.012+0.022−0.038 ±0.007
20-30 0 - 0.8 0.905 0.916 0.989+0.017−0.029 ±0.002
30-40 0 - 0.8 0.950 0.954 0.996+0.010−0.010 ±0.001
40-50 0 - 0.8 0.966 0.969 0.997+0.010−0.010 ±0.000
>50 0 - 0.8 0.972 0.972 1.000+0.011−0.012 ±0.001
10-15 0.8 - 1.4442 0.830 0.848 0.970+0.018−0.030 ±0.014
15-20 0.8 - 1.4442 0.868 0.858 1.011+0.010−0.010 ±0.007
20-30 0.8 - 1.4442 0.905 0.917 0.987+0.022−0.039 ±0.002
30-40 0.8 - 1.4442 0.945 0.948 0.997+0.010−0.010 ±0.001
40-50 0.8 - 1.4442 0.949 0.958 0.991+0.010−0.010 ±0.001
>50 0.8 - 1.4442 0.949 0.965 0.984+0.011−0.014 ±0.001
>7 1.4442 - 1.566 0.852 0.863 0.987+0.049−0.084 ±0.003
7-10 1.566 - 2.5 0.708 0.698 1.015+0.021−0.036 ±0.048
10-15 1.566 - 2 0.804 0.817 0.975+0.026−0.047 ±0.021
15-20 1.566 - 2 0.859 0.843 1.019+0.010−0.010 ±0.006
20-30 1.566 - 2 0.926 0.916 1.011+0.014−0.022 ±0.002
30-40 1.566 - 2 0.922 0.938 0.983+0.013−0.020 ±0.000
40-50 1.566 - 2 0.923 0.941 0.980+0.010−0.010 ±0.001
>50 1.566 - 2 0.938 0.952 0.985+0.011−0.013 ±0.000
10-15 2 - 2.5 0.814 0.809 0.997+0.010−0.012 ±0.021
15-20 2 - 2.5 0.834 0.838 0.995+0.010−0.010 ±0.006
20-30 2 - 2.5 0.898 0.919 0.978+0.011−0.014 ±0.003
30-40 2 - 2.5 0.899 0.916 0.982+0.010−0.010 ±0.002
40-50 2 - 2.5 0.931 0.914 1.018+0.010−0.010 ±0.002
>50 2 - 2.5 0.931 0.925 1.006+0.013−0.020 ±0.000
255
Chapter B: Tag-and-probeMeasurements
Table B.3: Efficiency for the requirement on the significance of the 3d impact parameter, measured
using the tag-and-probe method for muons with pT < 20GeV and reconstructed as tracks in the inner
tracker.
Region Efficiencies for 2011 [%] Efficiencies for 2012 [%]
|η| range pT range data sim. ratio ± stat. data sim. ratio ± stat.
+0.0,+1.2 5.0,7.5 97.4 97.8 0.996 ± 0.007 100.0 96.1 1.041 ± 0.020
+0.0,+1.2 7.5,10.0 98.2 99.3 0.989 ± 0.004 97.3 97.9 0.994 ± 0.029
+0.0,+1.2 10.0,15.0 99.4 99.2 1.002 ± 0.005 95.8 98.9 0.969 ± 0.037
+0.0,+1.2 15.0,20.0 100.0 99.9 1.001 ± 0.004 100.0 99.9 1.001 ± 0.013
+1.2,+2.4 5.0,7.5 99.1 99.3 0.998 ± 0.013 98.6 98.5 1.001 ± 0.015
+1.2,+2.4 7.5,10.0 99.0 99.6 0.993 ± 0.008 93.6 98.8 0.947 ± 0.056
+1.2,+2.4 10.0,15.0 97.4 99.7 0.977 ± 0.011 100.0 99.3 1.007 ± 0.043
+1.2,+2.4 15.0,20.0 100.0 99.8 1.002 ± 0.001 100.0 100.0 1.000 ± 0.001
Table B.4: Efficiency for the requirement on the significance of the 3d impact parameter, measured
using the tag-and-probe method for muons with pT > 20GeV and reconstructed as tracks in the inner
tracker.
Region Efficiencies for 2011A [%] Efficiencies for 2011B [%] Efficiencies for 2012 [%]
η range data sim. ratio ± stat. data sim. ratio ± stat. data sim. ratio ± stat.
−2.4,−2.1 99.5 99.6 0.999 ± 0.001 98.4 99.6 0.988 ± 0.003 98.8 99.2 0.995 ± 0.003
−2.1,−1.6 99.5 99.8 0.997 ± 0.001 98.2 99.8 0.984 ± 0.001 99.2 99.5 0.997 ± 0.002
−1.6,−1.2 99.9 99.9 1.000 ± 0.001 98.9 99.9 0.990 ± 0.001 99.8 99.8 1.001 ± 0.001
−1.2,−0.9 99.8 99.9 1.000 ± 0.001 99.6 99.9 0.998 ± 0.001 99.7 99.8 0.999 ± 0.001
−0.9,−0.6 99.8 99.9 0.999 ± 0.001 99.8 99.9 0.999 ± 0.001 99.7 99.8 1.000 ± 0.001
−0.6,−0.3 99.8 99.9 0.999 ± 0.001 99.8 99.9 0.999 ± 0.001 99.7 99.8 1.000 ± 0.001
−0.3,−0.2 99.4 99.5 0.999 ± 0.001 99.4 99.5 0.998 ± 0.001 99.0 99.0 1.000 ± 0.002
−0.2,+0.2 99.9 99.9 0.999 ± 0.001 99.8 99.9 0.999 ± 0.001 99.7 99.7 1.000 ± 0.001
+0.2,+0.3 99.3 99.4 0.999 ± 0.001 99.2 99.4 0.998 ± 0.001 98.6 99.1 0.995 ± 0.002
+0.3,+0.6 99.8 99.9 0.998 ± 0.001 99.9 99.9 1.000 ± 0.001 99.9 99.8 1.001 ± 0.001
+0.6,+0.9 99.8 99.9 0.999 ± 0.001 99.7 99.9 0.998 ± 0.001 99.6 99.8 0.998 ± 0.001
+0.9,+1.2 99.7 99.8 0.998 ± 0.001 99.6 99.8 0.998 ± 0.001 99.7 99.7 1.000 ± 0.001
+1.2,+1.6 99.7 99.8 0.999 ± 0.001 98.8 99.8 0.990 ± 0.001 99.9 99.6 1.003 ± 0.001
+1.6,+2.1 99.5 99.7 0.998 ± 0.001 98.2 99.7 0.985 ± 0.001 99.2 99.5 0.996 ± 0.002
+2.1,+2.4 99.3 99.4 0.999 ± 0.001 97.7 99.4 0.983 ± 0.003 98.7 99.2 0.995 ± 0.003
256
Table B.5: Efficiency for the requirement on the significance of the 3d impact parameter, measured us-
ing the tag-and-probemethod for muons with pT < 20GeV and passing the Particle Flow identification.
Region Efficiencies for 2011 [%] Efficiencies for 2012 [%]
|η| range pT range data sim. ratio ± stat. data sim. ratio ± stat.
+0.0,+1.2 5.0,10.0 99.2 99.5 0.997 ± 0.009 95.6 100.0 0.956 ± 0.028
+0.0,+1.2 10.0,15.0 99.5 99.6 0.999 ± 0.002 98.4 99.3 0.991 ± 0.007
+0.0,+1.2 15.0,20.0 99.6 99.5 1.001 ± 0.001 99.4 99.7 0.996 ± 0.002
+1.2,+2.4 5.0,10.0 97.6 99.0 0.986 ± 0.005 98.2 98.0 1.002 ± 0.014
+1.2,+2.4 10.0,15.0 99.1 99.2 0.998 ± 0.001 98.7 99.5 0.992 ± 0.004
+1.2,+2.4 15.0,20.0 98.9 99.3 0.996 ± 0.001 98.7 99.5 0.992 ± 0.001
Table B.6: Efficiency for the requirement on the significance of the 3d impact parameter, measured us-
ing the tag-and-probemethod for muons with pT > 20GeV and passing the Particle Flow identification.
Region Efficiencies for 2011 [%] Efficiencies for 2012 [%]
η range data sim. ratio ± stat. data sim. ratio ± stat.
−2.4,−2.1 98.9 99.1 0.998 ± 0.001 99.1 99.3 0.998 ± 0.001
−2.1,−1.6 99.3 99.5 0.998 ± 0.001 99.1 99.5 0.996 ± 0.001
−1.6,−1.2 99.5 99.6 0.999 ± 0.001 99.4 99.6 0.998 ± 0.001
−1.2,−0.9 99.6 99.6 1.000 ± 0.001 99.5 99.7 0.998 ± 0.001
−0.9,−0.6 99.7 99.6 1.000 ± 0.001 99.6 99.6 0.999 ± 0.001
−0.6,−0.3 99.7 99.6 1.001 ± 0.001 99.6 99.6 1.000 ± 0.001
−0.3,−0.2 99.7 99.6 1.001 ± 0.001 99.8 99.7 1.001 ± 0.001
−0.2,+0.2 99.7 99.6 1.001 ± 0.001 99.7 99.7 0.999 ± 0.001
+0.2,+0.3 99.7 99.6 1.001 ± 0.001 99.6 99.7 0.999 ± 0.001
+0.3,+0.6 99.7 99.6 1.000 ± 0.001 99.6 99.7 1.000 ± 0.001
+0.6,+0.9 99.6 99.6 1.000 ± 0.001 99.6 99.6 0.999 ± 0.001
+0.9,+1.2 99.6 99.6 1.000 ± 0.001 99.5 99.6 0.999 ± 0.001
+1.2,+1.6 99.5 99.6 0.999 ± 0.001 99.4 99.7 0.997 ± 0.001
+1.6,+2.1 99.2 99.5 0.996 ± 0.001 99.2 99.5 0.997 ± 0.001
+2.1,+2.4 98.7 99.1 0.996 ± 0.001 98.8 99.3 0.995 ± 0.001
Table B.7: Isolation efficiency measured using the tag-and-probe method for muons with pT < 20GeV
and passing the Particle Flow identification and the 3d impact parameter requirements.
Region Efficiencies for 2011 [%] Efficiencies for 2012 [%]
|η| range pT range data sim. ratio ± stat. data sim. ratio ± stat.
+0.0,+1.2 5.0,10.0 87.7 89.7 0.978 ± 0.020 86.0 88.4 0.973 ± 0.064
+0.0,+1.2 10.0,15.0 93.0 93.5 0.995 ± 0.005 91.0 91.4 0.996 ± 0.019
+0.0,+1.2 15.0,20.0 95.2 95.0 1.002 ± 0.002 93.2 94.7 0.984 ± 0.007
+1.2,+2.4 5.0,10.0 88.7 88.7 1.001 ± 0.008 92.0 86.2 1.068 ± 0.022
+1.2,+2.4 10.0,15.0 94.3 94.2 1.002 ± 0.003 93.7 94.6 0.991 ± 0.008
+1.2,+2.4 15.0,20.0 96.8 96.7 1.001 ± 0.002 97.0 96.9 1.001 ± 0.005
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Table B.8: Isolation efficiency measured using the tag-and-probe method for muons with pT > 20GeV
and passing the Particle Flow identification and the 3d impact parameter requirements.
Region Efficiencies for 2011 [%] Efficiencies for 2012 [%]
η range data sim. ratio ± stat. data sim. ratio ± stat.
−2.4,−2.1 99.5 99.4 1.001 ± 0.001 99.5 99.4 1.001 ± 0.001
−2.1,−1.6 99.5 99.6 1.000 ± 0.001 99.7 99.6 1.001 ± 0.001
−1.6,−1.2 99.5 99.5 1.000 ± 0.001 99.6 99.7 0.999 ± 0.001
−1.2,−0.9 99.5 99.4 1.000 ± 0.001 99.5 99.6 0.999 ± 0.001
−0.9,−0.6 99.5 99.5 1.000 ± 0.001 99.5 99.6 0.999 ± 0.001
−0.6,−0.3 99.4 99.4 1.000 ± 0.001 99.4 99.5 0.999 ± 0.001
−0.3,−0.2 99.5 99.4 1.000 ± 0.001 99.4 99.3 1.001 ± 0.001
−0.2,+0.2 99.4 99.4 1.000 ± 0.001 99.4 99.4 1.000 ± 0.001
+0.2,+0.3 99.5 99.4 1.000 ± 0.001 99.5 99.6 0.999 ± 0.001
+0.3,+0.6 99.5 99.4 1.000 ± 0.001 99.4 99.4 1.000 ± 0.001
+0.6,+0.9 99.4 99.5 1.000 ± 0.001 99.5 99.7 0.998 ± 0.001
+0.9,+1.2 99.5 99.5 1.000 ± 0.001 99.6 99.4 1.001 ± 0.001
+1.2,+1.6 99.5 99.5 1.000 ± 0.001 99.5 99.6 0.999 ± 0.001
+1.6,+2.1 99.5 99.5 0.999 ± 0.001 99.5 99.6 1.000 ± 0.001
+2.1,+2.4 99.3 99.4 0.999 ± 0.001 99.6 99.4 1.002 ± 0.001
Table B.9: Muon trigger efficiency measured using the tag-and-probe method for muons with pT >
20GeV and passing the full offline selection, for the Run2011A period.
Region Efficiencies for Mu17 leg [%] Efficiencies for Mu8 leg [%]
η range data sim. ratio ± stat. data sim. ratio ± stat.
−2.4,−2.1 88.2 91.1 0.969 ± 0.002 90.5 91.5 0.989 ± 0.002
−2.1,−1.6 92.1 94.3 0.977 ± 0.001 92.8 94.4 0.983 ± 0.001
−1.6,−1.2 96.0 97.1 0.990 ± 0.001 96.2 97.1 0.991 ± 0.001
−1.2,−0.9 96.2 97.5 0.986 ± 0.001 96.4 97.6 0.988 ± 0.001
−0.9,−0.6 96.0 97.6 0.983 ± 0.001 96.1 97.6 0.984 ± 0.001
−0.6,−0.3 97.9 98.8 0.991 ± 0.001 98.0 98.8 0.992 ± 0.001
−0.3,−0.2 87.9 91.6 0.959 ± 0.002 88.1 91.7 0.961 ± 0.002
−0.2,+0.2 97.4 98.3 0.991 ± 0.001 97.5 98.3 0.991 ± 0.001
+0.2,+0.3 87.3 90.6 0.963 ± 0.002 87.4 90.7 0.964 ± 0.002
+0.3,+0.6 97.5 98.7 0.988 ± 0.001 97.6 98.7 0.988 ± 0.001
+0.6,+0.9 96.2 97.3 0.989 ± 0.001 96.3 97.4 0.990 ± 0.001
+0.9,+1.2 96.1 97.4 0.986 ± 0.001 96.3 97.6 0.987 ± 0.001
+1.2,+1.6 95.5 96.7 0.988 ± 0.001 95.8 96.8 0.989 ± 0.001
+1.6,+2.1 92.6 93.2 0.993 ± 0.001 93.3 93.4 1.000 ± 0.001
+2.1,+2.4 88.5 89.9 0.984 ± 0.002 90.6 90.5 1.001 ± 0.002
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Table B.10:Muon trigger efficiency measured using the tag-and-probe method for muons with pT >
20GeV and passing the full offline selection, for the Run2011B period.
Region Efficiencies for Mu17 leg [%] Efficiencies for Mu8 leg [%]
η range data sim. ratio ± stat. data sim. ratio ± stat.
−2.4,−2.1 84.8 91.1 0.931 ± 0.003 87.3 91.5 0.954 ± 0.003
−2.1,−1.6 89.7 94.3 0.951 ± 0.001 90.4 94.4 0.958 ± 0.001
−1.6,−1.2 95.2 97.1 0.980 ± 0.001 95.4 97.1 0.982 ± 0.001
−1.2,−0.9 95.6 97.5 0.980 ± 0.002 95.8 97.6 0.982 ± 0.001
−0.9,−0.6 95.8 97.6 0.981 ± 0.001 95.9 97.6 0.982 ± 0.001
−0.6,−0.3 97.5 98.8 0.987 ± 0.001 97.6 98.8 0.987 ± 0.001
−0.3,−0.2 86.8 91.6 0.947 ± 0.003 86.8 91.7 0.947 ± 0.003
−0.2,+0.2 97.0 98.3 0.986 ± 0.001 97.0 98.3 0.986 ± 0.001
+0.2,+0.3 87.0 90.6 0.960 ± 0.003 87.0 90.7 0.960 ± 0.003
+0.3,+0.6 97.3 98.7 0.986 ± 0.001 97.3 98.7 0.986 ± 0.001
+0.6,+0.9 96.0 97.3 0.986 ± 0.001 96.1 97.4 0.987 ± 0.001
+0.9,+1.2 95.4 97.4 0.979 ± 0.001 95.6 97.6 0.980 ± 0.003
+1.2,+1.6 94.7 96.7 0.979 ± 0.001 95.0 96.8 0.981 ± 0.001
+1.6,+2.1 90.6 93.2 0.972 ± 0.001 91.5 93.4 0.980 ± 0.002
+2.1,+2.4 84.2 89.9 0.936 ± 0.003 86.6 90.5 0.957 ± 0.003
Table B.11:Muon trigger efficiency measured using the tag-and-probe method for muons with pT >
20GeV and passing the full offline selection, for the 2012 running period.
Region Efficiencies for Mu17 leg [%] Efficiencies for Mu8 leg [%]
η range data sim. ratio ± stat. data sim. ratio ± stat.
−2.4,−2.1 89.4 90.7 0.985 ± 0.004 94.2 93.9 1.003 ± 0.003
−2.1,−1.6 89.3 91.9 0.972 ± 0.003 94.1 95.2 0.988 ± 0.002
−1.6,−1.2 91.6 92.7 0.987 ± 0.002 97.9 98.2 0.996 ± 0.001
−1.2,−0.9 93.1 94.8 0.982 ± 0.002 97.7 98.5 0.993 ± 0.001
−0.9,−0.6 95.8 97.4 0.984 ± 0.002 97.3 98.5 0.988 ± 0.001
−0.6,−0.3 97.9 98.5 0.994 ± 0.001 98.9 99.4 0.996 ± 0.001
−0.3,−0.2 85.8 91.6 0.936 ± 0.005 88.2 93.2 0.946 ± 0.004
−0.2,+0.2 96.8 97.7 0.990 ± 0.001 98.0 98.6 0.994 ± 0.001
+0.2,+0.3 86.3 89.7 0.962 ± 0.005 88.5 91.4 0.968 ± 0.005
+0.3,+0.6 97.9 98.7 0.992 ± 0.001 98.9 99.4 0.995 ± 0.001
+0.6,+0.9 96.5 97.2 0.993 ± 0.001 97.8 98.2 0.995 ± 0.001
+0.9,+1.2 93.1 94.2 0.988 ± 0.002 97.8 98.1 0.998 ± 0.001
+1.2,+1.6 90.2 93.0 0.970 ± 0.003 97.0 97.8 0.991 ± 0.001
+1.6,+2.1 92.9 93.2 0.997 ± 0.002 96.5 96.4 1.001 ± 0.002
+2.1,+2.4 89.6 90.7 0.988 ± 0.004 94.0 93.8 1.002 ± 0.003
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Figure B.1:Muon reconstruction and identification efficiency for Particle Flowmuons, measured with
the tag-ang-probe method on 2011 data (top) and 2012 data (bottom) as function of muon pT , in the
barrel (left) and endcaps (right).
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and satisfying the Particle Flow identification requirements are used.
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Figure B.3:Muon isolation efficiency for Particle Flowmuons passing the impact parameter require-
ments, measuredwith the tag-ang-probemethod on 2011 data (top) and 2012 data (bottom) as function
of muon pT , in the barrel (left) and endcaps (right). FIXME plots of 2012 to be updated with more data.
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Figure B.4: Muon HLT Trigger efficiency for the Mu8 leg (on the left), the Mu17 leg (right), as a
function of the muon pT (top), of the muon η (bottom). Muons are asked to pass ID, Isolation and SIP
requirements of the analysis.
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