The central question of systems biology is to understand how individual components of a biological system cooperate in emerging phenotypes resulting in the evolution of diseases.
LIST OF SYMBOLS
The Ising model is one of the simplest and most frequently studied models of cooperative phenomena in statistical mechanics (Ising 1925) . The classical Ising model is a pairwise interacting two-state system proposed to explain the structure and properties of ferromagnetic materials and has been solved exactly for one-and two-dimensional lattices (Onsager 1944) .
In the Ising model of a two-dimensional lattice, each site carries a spin which may be up or down, and neighboring spins prefer to be parallel to each other. The external field prefers to orient the spins in the direction of the field. The spins align in the same direction at low temperature, and the system exhibits spontaneous magnetization. At high temperatures, the spins align randomly, and the system is paramagnetic.
Since then, Ising models have been extended to study phase transitions occurring in more complicated topologies such as random, small-world and scale-free networks (Albert 2002 , Bianconi 2002 , Barrat 2000 , Dorogovstev 2002 , Ferreira 2010 , Herrero 2008 , Gitterman 2000 , Lopes 2004 , Pekalski 2001 . For example, Ising models of networks can explain how the opinion of the individual is influenced by their contacts wherein spin up/ spin down correspond to two opposing opinions of people on a given subject (Aleksiejuk 2002 , Castellano 2009 , Bartolozzi 2006 , Contucci 2007 . Further real-world applications of Ising models of networks include socioeconomic problems such as racial segregation in the US, group herding, human culture, and language dynamics, nettles language change (Stauffer 2006) ; phase transitions in neural networks (Aldana 2004) ; communication in the World Wide Web (Kumar 2000) ; and systems biology (May 2001 , Pastor 2001 . Hence the reductionist approach in statistical physics has led to its applications in diverse interdisciplinary fields.
In this regard, the analogy between phase transitions occurring in living systems (such as normal to diseased state transition) and physical systems (such as condensation of water) has been well-motivated (Davies 2011 , Holstein 2013 , Smith 2010 , Trefois 2015 . The normal state to cancer state transition has been described as a process similar to the first-order irreversible discontinuous phase transition occurring in physical systems (Facciotti 2013 , Jin 2017 , Liu 2013 , Mojtahedi 2016 , Torquato 2010 
II. BACKGROUND
The Hamiltonian of the Ising model of a network reads,
where J is the coupling constant specifying the strength of interactions; A ij is the adjacency matrix; h indicates a constant external field; J ij s i s j is the coupling energy arising due to the interaction between nodes and shows the effect of cooperative behavior; h i s i is the energy arising due to the effect of magnetic field. The Hamiltonian so formed from these two terms is the total energy of the system. If J > 0, neighboring spins prefer to take the same values We study the system in the canonical ensemble wherein we keep the temperature as the controlling parameter of the system allowing energy to change. The probability of finding a particular spin configuration s i is,
where Z is the partition function wherein the negative sign indicates higher probability for lower energy states; and β = 1 k B T is the inverse temperature that cancels whatever dimensions the Hamiltonian may have (k B assumed to be equal to 1 in this paper). From the partition function, we can calculate the thermodynamic properties of the system such as magnetization, internal energy, etc. The order parameter is defined as,
A sudden change occurring in the behavior of magnetization (or order parameter) with respect to temperature indicates phase transition from ferromagnetic to paramagnetic state in the system. Phase transitions in which discontinuity occurs in order parameter (in the first derivative of the free energy) is referred to as first-order phase transitions; continuous in order parameter is referred to as second-order phase transitions. The temperature at which such a transition occurs is called the critical temperature, T c . The Hamiltonian in
Eq. 3 has been treated for the case of classical Ising model of a ferromagnetically-coupled Barabási-Albert Network analytically by Bianconi (2002) and numerically by Aleksiejuk (2002) . For ferromagnetic to the paramagnetic phase transition, such a system has infinite critical temperature T c and the effective critical temperature increases as the logarithm of the system size.
Solving such a system is a computationally intensive problem, and solving exactly analytically is difficult as well. We, therefore, use Markov Chain Monte Carlo (MCMC) methods to randomly change the state of the system and accept it or reject it according to a given probability function until the system achieves thermodynamic equilibrium. Specifically, we use the Metropolis algorithm (Metropolis 1953) , which is a type of MC method implemented as follows: a network node is chosen randomly, and its spin is noted. The cost of switching this state is calculated as the energy difference between its current state and flipped state.
If this cost is negative, the flip is accepted. Else, a random number drawn from a uniform distribution is generated. If this is smaller than energy difference, the flip is accepted. Else the current spin state of the node is preserved.
This algorithm changes as a single spin per iteration, which means that the program will explore the state space very slowly and therefore will need a considerable number of iterations to get a good approximation of the partition function. At every temperature, the system will move very slowly towards the part of the state space that corresponds to that temperature, thereby taking time to reach thermal equilibrium.
As motivated in Sec. I the focus of this paper is to study the system in Eq. 3 for modified
Ising spins of the Barabási-Albert Network. Such a network is constructed based on two main properties of a real-world network -linear growth and preferential attachment (Albert 2002) . The network is initialized with m 0 nodes that are not connected. Subsequently, new nodes with m edges are added in iterations to the existing m 0 nodes. The resultant network has a power-law degree distribution and is characterized by a degree exponent, 2 < γ < 3 that resembles real-world biological networks (cf. Appendix VI).
We now put modified Ising spins on nodes of a Barabási-Albert Network of size, N = 5 × 10 3 and preferentially attached links, m = 5. Then with the standard heat bath Monte Carlo algorithm, we do a spin search for thermal equilibrium at temperature T . We equilibrate the system for 2 × 10 4 MC steps. After this transient period, we simulate 3 × 10 4 MC steps which allow for an average 10 spin flips per spin and then sample at the end of every step. We perform simulations for both ferromagnetically and anti-ferromagnetically coupled networks, under the influence and absence of the magnetic field.
Under no influence of the magnetic field and ferromagnetic exchange interaction, all nodes in the network start at an active state where the order parameter, M = 1. At T < 1, the system favors order as seen in the top panel of Fig Network influenced by positive magnetic field ( Fig. 2(A) ). The field term in the Hamiltonian is effectively a constant holding the network above the mean of two states at 1 2
. The larger the magnitude of the magnetic field, the more unlikely it is to induce disorder in the network.
For an anti-ferromagnetically coupled modified Ising model of Barabási-Albert Network, we observe for that for small magnitudes of the positive magnetic field (h < 1), the asymptotic property of order parameter vanishes as in the case of a ferromagnetically-coupled system ( Fig. 2(B) ). However, for higher magnitudes of the magnetic field, we observe that the field term can trigger activity in the network i.e. switch from M = 0 to M = 1 at 0 < T < 1 and subsequently follow the dynamics of a ferromagnetically-coupled system. A negative magnetic field, on the other hand, inverts the dynamics of a ferromagnetically-coupled modified Ising model instead. As can be seen in Fig. 3(A) , at −2.5 < h < 0 there is an abrupt drop in the order parameter to 0 and for lower values the network remains inactive (as can be verified from our observations in Figures 2 and 3 ). We see that the transition has a discontinuity in order parameter and hence this may be a first-order phase transition. Systems that undergo first-order phase transition are characterized by hysteresis loops. This implies that the network may show more than one value of order parameter for a given magnetic field, h. The hysteresis loop shows the dependence of the state of the system on its history, and it is this phenomenon that forms memory in a hard disk drive.
The procedure to investigate the existence of hysteresis has been well-established, particularly in the context of magnetic materials. We apply the same method for the modified Ising model of a Barabási-Albert Network summarized shortly here. Starting with a high negative magnetic field, h, and a stable configuration of the system, we increase the field slowly. For some value of h, the local field for a node flips. This causes changes in the effective field of the nodes connected to this node, thereby causing them to flip. Once the flipping in the system has thermalized, the order parameter of the system is measured. Sub- sequently, the magnetic field is increased slightly, and the process repeated until the order parameter attains a stable state. This way, one can obtain one half of the hysteresis loop (for h from −∞ to ∞). The other half of the hysteresis loop is obtained when the magnetic field, h is decreased (for h from ∞ to −∞).
A typical hysteresis loop takes the form of a sigmoid, however, in the case of a ferromagnetically coupled modified Ising model the loop is almost a rectangle as can be seen in Fig.   5(A) . An anti-ferromagnetically coupled network does not exhibit hysteresis for low coupling constants as can be seen in Fig. 5(B) . We will analyze these observations and discuss the asymptotic behavior in detail using analytical approaches in Sec. IV. 
IV. ANALYTICAL METHODS

A. Mean Field Approximation
One of the most important analytical tool to study disordered systems is represented by mean-field theories. Mean field theory is frequently used due to its conceptual simplicity, as a useful tool, especially when there is no exact solution for the problem. This approximation is used to reduce an interacting problem to a non-interacting one which is easier to solve. Let 
where J ij = JA ij . Since the adjacency matrix A ij is symmetric, the factor 1 2 is included so as not to count any pairs twice. We can write the interactions between neighboring spins in terms of their deviations from the average spin M as,
where M = 1 N N i=1 s i is the order parameter. Assuming that the fluctuations around the mean spin is small, the Hamiltonian can be rewritten as,
Consider the second term in the right hand side of Eq. 5. This can be written as (i → j):
since A ij = A ji , A is symmetric. Therefore from Eqs. 5 and 6,
This is the mean-field Hamiltonian for a chosen realization of the network. So the ensemble average of the Hamiltonian of the system is,
For a Barabási-Albert Network,
where k i is the number of links of the ith node of the network Bianconi (2002) (cf. Appendix VI). From Eqs.8 and 9, using the relation
Hence the modified Ising model of a Barabási-Albert Network reduces to a system of noninteracting spins in an effective local field, h eff i = (h + Jmk i ). The partition function can be evaluated as,
The mean spin, M can be calculated from the partition function using the following relation:
From this, evaluating ln Z,
Therefore from Eqs. 12 and 13,
Therefore the central mean-field equation for ferromagnetically coupled Barabási-Albert
Network with asymmetric spins takes the implicit form,
Similarly for anti-ferromagnetically coupled Barabási-Albert Network (J → −J) the central mean-field equation is,
Note that the order parameter depends on the coupling constant, J and node degree, k i . Let us first study the behavior of the system in the absence of magnetic field. The mean-field equation for ferromagnetically coupled Barabási-Albert Network with gene-type spins and no external field is, where ± stands for ferromagnetically and anti-ferromagnetically coupling respectively.
From Eq. 17 we can investigate the asymptotic behavior for ferromagnetically and antiferromagnetically coupled modified Ising model of a network. For a ferromagnetically
the observations in the top panel in Fig. 1 . Similarly for an anti-ferromagnetically coupled modified Ising model of a Barabási-Albert Network we can verify the limit cases: as
. On the other hand, as T → 0, exp(βJM k i ) → ∞ =⇒ M → 0. These validate the observations in the bottom panel of Fig. 1 . In order to compare the results of mean-field approximation with Monte Carlo simulations, we have plotted the results using these two different approaches in Fig. 6 . For T >> 1, using Taylor expansion M can be approximated as, M ≈ 1 2±βJm
. We can conclude that, for a fixed large T in ferromagnetically coupled systems, those with larger J and M have larger M and vice versa. This investigation predicts the behavior of the system presented in Fig. 7 and validates Monte Carlo simulations. The situation is reversed for an anti-ferromagnetically coupled system due to the presence of plus sign in the denominator.
Eqs. 15 and 16 indicates that at T >> 1,
However, in both cases, the asymptotic behavior of the system is preserved, for T → ∞
(cf. Eq. 18). In the case where T not tending to ∞, the value of M depends on the magnitude and direction of magnetic field, h. This implies that for an anti-ferromagnetically coupled system, when h > Jm then m > . Similar conclusions can be made when h is negative in a ferromagnetically coupled system. Therefore, the behavior of the system changes at |h c | = Jm. the numerical results predict a weak dependence of h c on network size (Fig. 8(C) ), which appears in systems with large network sizes. The dependence on parameters J and m is over-estimated by the mean-field calculations as can be seen in Fig. 7 . In the next Subsec.
IV B we will derive the expression for the critical magnetic field by mapping the modified
Ising spin system to the classical spin system on a Barabási-Albert Network. Rewriting the modified Ising model Eq. 3,
This can be mapped to the Hamiltonian of the classical spin system by introducing new spin variables as,
For s i = 0 → s i = −1 and for s i = 1 → s i = 1. Substituting the spin variables in the Hamiltonian Eq. 19 we make the
. 21 can be re-written as,
So the problem of an Ising model with gene-type spin system is mapped on to a problem of Ising model with classical spin system as,
where
and new local magnetic field,
. The fact that even in the absence of magnetic field there is an intrinsic local magnetic field, a
in the system reflects the asymmetricity of the spins present in the problem. In principle, any physical quantity of the system of modified Ising model of a interaction can therefore be derived from the system of Ising spins,
However we are interested in the critical magnetic field as derived in Subsec. IV A. Note that, the first term of the right hand of Eq. 23 is a constant and by redefinition of the zero of energy we have,
This is the Hamiltonian for a chosen realization of the network. So the ensemble average of the system Hamiltonian is,
where,
The average critical field for the system h c can be derived by,
where k i is approximated by the average number of links,k. Note thatk =
This validates our results presented in Sec. IV A. Eq. 29 predicts that the critical magnetic field depends linearly on J and m. The numerical simulations confirms the analytical predictions on critical magnetic field ( Fig. 8(A) and (B)).
V. CONCLUSIONS
In living systems, it has been known that collective flipping of coherently expressed genes is associated with disease progression. This flipping causes the step by step change in the phenotype of the cell, causing it to transition from normal phase to diseased phase. Similarly, in magnetic systems, it has been known that collective flipping of spins is associated with the loss of spontaneous magnetization. Therefore it is intuitive to consider gene networks as two-state thermodynamic systems in a heat bath obeying Boltzmann statistics.
In this regard, we have proposed here an adaptation of a well-established model in statistical mechanics that could be used to study phase transitions in living systems. This is a general statistical method to deal with non-linear large scale models arising in the context of biological networks and is scalable to any network size. We have presented a basic numerical and theoretical framework to investigate scale-free networks whose activity is modeled by a binary random variable. Taking the Barabási-Albert Model as the toy model, we have shown that the critical magnetic field, h c of the system scales linearly as a function of the number of preferentially attached links, m and coupling constant J. Such a system undergoes a discontinuous phase transition of the first-order and exhibits hysteresis. Further, we have shown that the modified Ising model can be mapped to a classical Ising model of a Barabási-Albert Network. The simulation setup presented herein can be directly used for any biological network connectivity dataset and is also applicable to other networks that exhibit similar states of activity.
There are a few caveats to the analysis presented in the context of the modified Ising model. We make the assumption that the gene-gene connectivity matrix is a binary matrix.
This could instead be a matrix of varying degrees of connection strengths. Also, though it is known that gene expression is approximately a bimodal distribution and the Ising model two-state approximation is not far from reality, perhaps it is worth generalizing the modified Ising model to a continuum of activity states such as in a Potts model.
VI. APPENDIX
Here we summarize the approach from Bianconi (2002) such a way that at time t j , the probability p ij that the new node j is linked to node i with connectivity k i (t j ) is given by,
is proportional to the number of links k i at time t j , and number of preferentially attached links m. The dynamic solution of connectivity at time t i is,
From Eqs.30 and 31 we have,
If N is large we can approximate the total number of edges in the network at time t j , given by the sum j α=1 k α as,
because m 0 << N . The factor 2 comes from the fact that as we create a link which connects two nodes, the number of links of each of them increases by 1. Substituting Eq.
33 in 32,
