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1 • Introduction 
Two-step Runge-Kutta methods were first considered by Byrne and 
Lambert [1]. They give a fourth order exact formula based on six function 
evaluations of which three coincide with function evaluations of a pre-
ceding integration step. For large systems of differential equations, such 
as the ones originating from partial differential equations, this methodmey 
be unattractive because of the high storage requirements and the limited 
stability range. 
In this note we propose a class of two-step Runge-Kutta methods which 
do not use preceding function evaluations, while the new ones are chosen 
in such a way that the storage requirements are minimized. In fact, it 
only uses one arra;y more than the methods described in reference [3]. 
We have only considered first and second order exact formulae, since 
our main object was to find integration methods for partial differential 
equations for which higher order methods are usually not required. A more 
important aspect in integrating partial differential equations is the 
stability of the difference scheme. We have considered parabolic and hyper-
bolic equations. For the parabolic equations we did find a class of first 
order schemes which allows unrestricted integration steps. Only the rate 
of increase of the step sizes is limited. Furthermore, a class of second 
order exact schemes was derived with a stability condition which allows 
at least about 40% larger step sizes than the stabilized one-step Runge-
Kutta methods given in [3]. For hyperbolic equations a first order exact 
integration formula is given with a stability- condition which is effec-
tively identical to the condition associated to the one-step n-point 
Runge-Kutta method given in [2], section 5 as n + ~ 
Finally, the new method is applied to a diffusion problem. A compari-
son with the results obtained by one-step Runge-Kutta methods which were 
reported in [5] and [6] confirmed the predicted gain factor of 40%. 
The author wishes to acknowledge the work done by Mr. R. Wiggers who 
wrote the program by which the numerical results presented in section 8 
were produced. 
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2. General structure of the integration method 
Suppose it is required to find the solution of the initial value 
problem 
dU dt = H(t,U), t ~ t 0 , 
(2. 1) 
u = ?10 , t = t 0 , 
"' where u0 is a given initial vector and His a given function oft a.nd U 
which has derivatives with re~pect tot and U of sufficiently high order. 
With ~ the analytical solution' .of (2.1) will be denoted. 
We shall consider the following explicit integration formula: 
(2.2) . . . 
+ ••• + 
(j-1)) 
L. 1rk ' JJ-
+ ••• 
(n-1)) 
+ X 1 2rk ' n- n-
k = 0, 1 ,2,. • • • 
In these formula we have 
"' 11t= numerical approximation of the analytical solution U at 
t = tk, 
Tk: the step length tk+1 - tk, 
y, e., µ., A. 1: real parameters to be determined by consis-J J J, 
tency and stability conditions. 
Note that for y = 1 (2.2) reduces to a Runge-Kutta type method. 
3. Consistency conditions 
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In order to simplify the calculations we assume throughout this paper 
that the following relations are sa.tisfied: 
( 3. 1) 
j-1 l AJ.l = µ., J - 1,2, ••• ,n-1. 
l=O J 
These relations determine, in fact, the parametersµ .• 
J 
Next we introduce for method (2.2) parameters 8j and 8jl' of which 
those used in this paper, are defined by 
82 = 91 µ 1 + • • .+en-1µn-1 , 
n-1 j-1 
8 = I e. I Ajlµl , 831 3 j=2 J 1=1 
(compare [3], formula (3.6) and (4.1)). 
Furthermore, we introduce the parameter 
( 3. 3) Tk-1 q = k 
n-1 2 
= I e .µ. j=1 J J 
It will be assumed that both qk and 1/qk are uniformly bounded with respect 
to k. In the following analysis we shall omit the index k. 
Definition 3.1 
Let the integration method (2.2) be written as ~('\.-l''\.''\.+1) = O. Then 
the method is said to be of order pat the point t = tk if 
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(3.4) 
where U(t) is a solution of the differential equation which satisfies the 
condition U(tk) = '1t• 
Theorem 3.1 
The integration method (2.2) is 
(a) of order p = 1 if 
(3.5) r a1 - (1-y)q = 1,_ 
(b) of order p = 2 if, in addition, 
(3.6) 1 2 1 y f32 + t< 1-y) q = 2 , 
(c) of order p = 3 if, in addition, 
(3.7) lt ) 3 1 y f33 - 6' 1-Y q = 6' 
(3.8) 1 3 1 y f331 - -g( 1-y) q = 3 . 
Proof 
The proof of this theorem can be given by Taylor expansions with respect 
to tk ( compare [ 3], section 3. 2) • A straightforward calculation yields 
that the difference scheme (2.2) can written as the differential equation 
(3.9) . U= Y a, 1 + (,-y)q H(t,U) + 
1 2 1 
y f32 + t< 1-y) q - 2 ( 2) 
1 + {1-y)q tk Ck + 
1 ) 3 1 
y f33 - t< 1-y q - 6 2 ( 30) 
1 + (1-y)q tk Ck + 
h a - ¾< 1-y)q3 - ~ ~ + Z~-y)q t~ c~31) + o(-r~) ' 
where the vectors C~jl) can be expressed in the partial derivatives of 
the function H(t.u). From this relation the theorem immediately follows. 
4. Stability conditions 
Let us define the polynomial 
( 4. 1) 
Theorem 4.1 
P ( z) 
n 
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Suppose that the discrete functions 1\. and~ satisfy the difference scheme 
(2.2), i.e. 
(4.2) 
Then, the function 
(4.3) 
approximately satisfies the difference scheme 
(4.4) 
provided that the functions 1\. and~ are sufficiently close to each other. 
Here, Dk denotes the Jacobian matrix corresponding to H( t ,U) at the point 
(tk,1\_). 
Proof. 
The operator L', defined by 
(4.5) 
is, in fact, the first derivative of the non-linear operation Lat the 
point (1\._1,l\,l\+1). This may be verified by a straightforward calculation 
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(compare [3], section·3,3), From this it follows that for functions'\. 
and~, which are sufficiently close to each other, we may write 
From (4.2), (4,3) and (4,5) relation (4.4) follows. 
Definition 4. 1 
The solutions of the equation 
(4.6) 
where o is an eigenvalue of the matrix Dk, are said to be the amplification 
factors of the integration method corresponding too at the point t = tk. 
Next we derive similar relations for the difference of two solutions U and 
U' of equa.tion ( 2. 1) and its amplification factor. 
Theorem 4 • .J..:. 
Let U and U' be two solutions of equation (2.1) and define 
(4.3 1 ) E = U' - U. 
For integral curves which are sufficiently close to each other, the func-
tion E approximately satisfies the relation 
(4.4 1 ) 
~+1 
-,: D 
(1-y)e k-1 k)Ek + (1-y)~-1' 
where~ denotes the function Eat t = tk and y is an arbitrary parameter. 
Proof 
- '\, We have for U' = U 
E = U'-U = H(t, U') - H(t,U) ~ D(U'-U) = DE. 
By integrating this equation we obtain 
E(t) = exp(tD) E(to) 
from which (4.4 1 ) immediately follows. 
Definition 4. 1 
The solutions of the equation 
(4.6 1 ) 2 'k0 -•k 1° A - (e -(1-y)e - ) A - (1-y) = 0 
are said to be the amplification factors of equation (4.4 1 ) corresponding 
to the eigenvalue oat the point t = tk. 
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Ideally, the polynomial P (z) associated to the numerical integration 
n 
methods, should be such that equations (4.6) and (4.6 1 ) are identical, 
l.. e. 
-•k 1 o (1-y)e -
for all eigenvalues o of Dk, since then perturbations introduced into the 
numerical scheme and the differential equation are propagated in the same 
manner. As an additional condition, one should require that the numerical 
local amplification factors a are within or on the unit circle for all o 
with a non-positive real part. 
To be more specific, let S be the domain in the complex z-plane which is 
bounded by the curve 
(4.8) ( ) -i4> 2i . P z = e + - s1n4> , 0 .::_ 4> .::_ 2,r, 0 .::_ y .::_ 2. 
n y 
Then the points .ko for which Rec .::_0 should belong to the regions. 
' The reason is that in numerical calculations with two-step methods 
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parasitic solutions are introduced which do not correspond to solutions of 
the analytical initial value problem 
First, we consider condition {4.7). When the values of Tk6 and Tk_16 
are relatively small, the right hand side mey be approximated by a tini te 
number of terms of the series 
Y [1 + 1 - <x-1 )g_ f, + l 1 + <x-1 )9-2 2f,2 + J ~ y _Tk u 2 y Tk u ••• 
From theorem 3.1 it follows that tor a p-th order consistent scheme the 
first p+l terms of this series coincide with the polynomial y Pn{Tk6). 
Hence condition {4.7) is approximately satisfied tor sufficiently small 
values of Tk6 and Tk_16. 
When these values are not small we have to choose P {z) in a very special 
n 
wey. Ideally, the coefficients Bj should depend on the local values of 
Tk6 and Tk_16. In general, this problem is too difficult to solve, since 
the eigenvalues 6 are not easily found. 
In this paper we shall concentrate on the cases where it is known that 
the eigenvalues 6 are either negative or purely imaginary. Such situations 
are frequently met in the numerical solution of partial differential 
equations where the space variables are discretized. 
5. Integration formulae with n = p = 1 
The most simple integration formulae are those for which n = p = 1. 
From {3.5) and {4.8) it follows that the local stability region Sis 
bounded by the curve 
-1 + COSf + i{g_1)sinf y {5.1) z = y 1 + { 1-y)q ' 
In figure {5.1) the stability region Sis indicated by the shaded region. 
2 - X 
1 + (1-y)q i 
-2y 
1 + (1-y)q 
0 
fig. 5.1 Stability region for n = p = 1 and O < y < 2. 
From this figure it follows that for negative eigenvalues we have 
stability when 
(5.2) 
or, equivalently, 
(5.2 1 ) 
Hence, the maximal step allowed by stability equals 
(5.3) 
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In these formulas a(Dk) denotes the spectral radius of the Jacobian 
matrix Dk. 
When the eigenvalues 6 are purely imaginary we have to choose 
(5.4) 
y = 0 
'k ~ ~ 'k-1 [v l -,J 
Note that for y = 1 the integration methods reduce to Euler's method. 
From (5.2 1 ) it follows that Euler's method for the negative eigenvalue 
case is stable when 
. 
• 
while no stability is obtained for the imaginary eigenvalue case. 
(5.5) 
Furthermore, it may be remarked that y has to be chosen such that 
y + 1 + l. q 
Otherwise, the error constant becomes infinite (compare (3.9)). 
Finally, we give the complete integration formula for n = p = 1: 
(5.6) 
6. First order consistent integration formulae for equations with negative 
eigenvalues 
In this section we consider formulae with p = 1, n > 1 which apply to 
differential equations of which the Jacobian D has negative eigenvalues. 
From equation (4.6) we conclude that the stability conditions in the case 
of negative eigenvalues reduce to 
( 6. 1) { y ~ 2 , 
-1 < P (-r o) < 1. 
- n k 
The stability interval defined by ( 6. 1) is maximized by the polynomial 
(6.2) 
S1z 
P (z) = T ( 1 + - 2 ) n n 
n. 
(compare [2], section 4.1). 
The polynomial (6.2) remains between -1 and +1 in the interval 
hence the stability conditions (6.1) become 
(6.1 1 ) 2 ~ 2n , 
By substituting the consistency condition (3.5) we find 
(6.2') 
r y < 2, 
l 'k ~ (y-1 "k-1 
The maximal step for which the integration process remains stable is 
given by 
(6. 3) 
As in the preceding section, where n = 1 , we have a bound for the rate of 
11 
increase of the step sizes. When y = 1 an absolute bound for, is obtained. 
k 
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An explicit formulation of integration formula (2.2) is given by 
(cf. [3], p.7) 
( 1) Bn e 
-rkH(tk + ...B,._ (0)) rk = +-r--rk, 11it S rk , 
(6.4) n-1 n-1 
. . • 
r(j) 
= 
-rkH(tk + 8n-,j+1 Tk' 
8n-j+1 r(j-1 }) 
k en-j 11it+e. k ' n-J 
. . . 
(n-1) . 82 e '1it + _g_ r(n-2)) 
rk = -rkH(tk + 8 Tk' 
' 1 S1 k 
where 
s, 1 + ( 1-y)q = y ' (6.5) 
e. = ej C •, j = 2,3, ••• ,n , J 1 J 
c. being the coefficient of zj of the polynomial Tn(1 + z2) • 
J n 
7. Second order consistent integration formulae for equations with negative 
eigenvalues 
When we choose in scheme (6.4) the para.meter y such that (see (3.6)) 
( 7. 1) 
then the scheme becomes second order exact. 
Substitution of expression (6.5) for a2 into (7.1) yields the following 
equation for y 
(7.2) 
Thus, we have to determine values for y and Tk which satisfy (7.2) and 
which are in the stability domain defined by (6.2 1 ). 
Here, we shall consider the case q = 1. It is easily seen that (6.2 1 ) and 
(7.2) together, reduce to 
(7.3) ~~ Tk ~ a(D) • 
k 
Table 7.1 Stability para.meters B(n) = TO(D) of some 
second order exact integration formulae. 
n B(n), y = 1 B(n), y according to (7.2) 
2 2 4 
3 6.264 9.796 
4 12.048 17.888 
... 
.82 n 2 1.16 n 2 m 
The results for y = 1 given in table 7.1 are ta.ken from [4], table 4.1. 
As can be seen we~ expect an increase of efficiency varying 
from 100% for n = 2 to 40% for n +mover the corresponding one-step 
Runge-Kutta methods. 
8. Numerical results 
We have applied the second order consistent version of (2.3) with 
n = 4 to the initial boundary value problem (cf. [5]) 
13 
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( 8, 1) { 
Ut = uxx + e-t(:i 0+9ox8-x), o .::_ t .::. ,3 
10 U(0,t) = U( 1 ,t) = 1, U(x,0) = 1+x-x • 
We have done experiments with a three-point and a five-point represen-
tation for U (cf. [6]). In table 8,1 results obtained for n = 4 are 
xx 
given for a number of values of the mesh size /J,.x, 
TabJ.e 8.1 Numerical results obtained for problem (8.1) 
3-point formula 5-point formula 
/J,.x 
K C e: K C e: 
r r 
1/5 3 .6 7,0 10-2 4 1.6 2.0 10-2 
1/6 4 1.0 4,7 10-2 5 2.4 9,7 10-3 
1/7 5 1.4 3,5 10-2 6 3.4 4.7 10-3 
1/8 6 1.9 2.7 10-2 8 5. 1 2.5 10-3 
1/9 7 2.5 2. 1 10-2 9 6.5 1.3 10-3 
1/1( 9 3,6 1.7 10-2 11 8.8 7,9 10_4 
In this ta1:1le K denotes the number of integration steps, C a measure for 
the computa1tional labour ( C = Ken where c = 1 for the 3-point formula 
100/J,.x 
and c = 2 f:or the 5-point formula), and e: the relative accuracy defined 
r 
by 
(8.2) e: 
r 
= Max 
k 
I\, 
I luk-'\11 2 
I\, 
I luk II 2 
where U is the analytical solution 1 e-t(xw-x) and I I I 12 the Euclidean 
norm. 
A comi;,arison with the results given in [5] shows the superiority of 
the two-ste:p Runge-Kutta method over the one-step Runge-Kutta method, 
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