Large Neighborhood Search for rich VRP with multiple pickup and delivery locations by Goel, Asvin & Gruhn, Volker
Large Neighborhood Search for rich VRP
with multiple pickup and delivery locations
Asvin Goel,Volker Gruhn
Chair of Applied Telematics and e-Business, Department of Computer Science,
University of Leipzig, Klostergasse 3, 04109 Leipzig, Germany
{goel,gruhn}@ebus.informatik.uni-leipzig.de
Abstract
In this paper we consider a rich vehicle routing problem where transportation requests are char-
acterised by multiple pickup and delivery locations. The problem is a combined load acceptance and
generalised vehicle routing problem incorporating a diversity of practical complexities. Among those are
time window restrictions, a heterogeneous vehicle fleet with different travel times, travel costs and ca-
pacity, multi-dimensional capacity constraints, order/vehicle compatibility constraints, and different start
and end locations for vehicles. We propose iterative improvement approaches based on Large Neigh-
borhood Search and a relatedness measure for transportation requests with multiple pickup and delivery
locations. Our algorithms are characterised by very fast response times and thus, can be used within
dynamic routing systems where input data can change at any time.
Keywords: Vehicle Routing Problem, Pickup and Delivery Problem, Large Neighborhood Search
1 Introduction
In this paper we present algorithms for solving a rich VRP with multiple pickup and delivery locations. The
problem is a combined load acceptance and generalised vehicle routing problem and incorporates various
practical complexities as time window restrictions, a heterogeneous vehicle fleet with different travel times,
travel costs and capacity, multi-dimensional capacity constraints, order/vehicle compatibility constraints, and
different start and end locations for vehicles. In the problem not all relevant data is known when transportation
begins, instead, information can change during the transportation process. Thus, the problem is dynamic and
the algorithms must have very fast response times. Otherwise, an optimised solution is likely to be invalid
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as problem data might have changed before the new solution can be applied. The algorithms we present are
characterised by two features: they are capable of handling the practical complexities and they have very fast
response times and thus, are suitable for dynamic optimisation.
The paper is organised as follows. First, we verbally describe the problem and discuss related work. Then,
we describe Large Neighborhood Search and the specific implementation for our dynamic real-life problem.
Eventually, we present computational results for the test cases we generated.
2 Problem Formulation
This work is motivated by a practical problem arising in air-cargo transport. Most of the air-cargo within
Europe is transported by so-called road feeder services (RFS), that is the transport is done on roads, see [8].
In the problem considered not all transportation requests are known before load acceptance and planning
starts. Instead, transportation requests may become known at any time. In contrast to many other commonly
known routing problems, not all transportation requests have to be assigned to a vehicle. Instead, a so-called
make-or-buy decision is necessary to determine whether a transportation request should be assigned to some
vehicle (make) or not (buy).
A transportation request is specified by a nonempty set of pickup, delivery and/or service locations which
have to be visited in a particular sequence by the same vehicle, the time windows in which these locations
have to be visited, and the revenue gained when the transportation request is served. Furthermore, some
characteristics can be specified which constrain the possibility of assigning the transportation requests to
certain vehicles due to compatibility constraints and capacity constraints. At each of the locations some
shipment(s) with several describing attributes can be loaded or unloaded.
A fleet of heterogeneous vehicles is available to serve the transportation requests. The vehicles can have
different capacities, as well as different travel times and travel costs between locations. The vehicles can
transport shipments which require some of the capacity the vehicle supplies. Instead of assuming that each
vehicle becomes available at a central depot, each vehicle is given a start location where it becomes available
at a specific time and with a specific load. Furthermore, the vehicles do not have to return to a central depot
and for each vehicle a final location is specified, which has to be reached within a specific time and with a
specific load. Each vehicle may have to visit some locations in a particular sequence between leaving its start
and reaching its final location. All locations have to be visited within a specific time window. If the vehicle
reaches one of these locations before the begin of the time window, it has to wait.
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A tour of a vehicle is a journey starting at the vehicles start location and ending at its final location,
passing all other locations the vehicle has to visit in the correct sequence, and passing all locations belonging
to each transportation request assigned to the vehicle in the correct respective sequence. A tour is feasible
if and only if for all orders assigned to the tour compatibility constraints hold and at each point in the tour
time window and capacity restrictions hold. The objective is to find distinct feasible tours maximising the
profit, which is determined by the accumulated revenue of all served transportation requests, reduced by the
accumulated costs for operating these tours.
3 Related work
The dynamic real-life problem discussed in this paper is a generalisation of the vehicle routing problem (VRP)
and the pickup and delivery problem (PDP), see [3], and [11] and secondary literature given there. The most
widely studied extensions of the VRP are the VRP with time windows, see [2], and the capacitated VRP,
see [10]. In many cases it is assumed that load is accepted before planning begins and tours are generated
assuming that all accepted transportation requests must be served. Work regarding load acceptance issues
for the travelling salesman problem (TSP) has been surveyed by [4], but only few attempts have been made
to tackle extensions of this problem. VRP with multiple pickup and delivery locations have been studied by
[16], [17] and [7].
A comprehensive discussion of dynamic vehicle routing can be found in [14] and [15]. Dynamic real-life
problems often require rich models, in most of the literature on dynamic routing problems however, some
simplifying assumptions are made. For example, in the dynamic full-truckload pickup and delivery problem,
which recently has received increasing attention, see [5], [19], and [13], each vehicle can only carry one
transportation request at a time and cannot load further shipments until all currently loaded shipments are
unloaded. The only work known to the authors regarding rich VRP in a dynamic context is presented by [17].
A column generation approach is used to solve the general pickup and delivery problem (GPDP), but this
approach cannot be used to solve highly dynamic problems were response times of only a few seconds are
required.
4 Large Neighborhood Search
In this paper we present algorithms based on Large Neighborhood Search (LNS). LNS has been introduced
for the VRP with time windows by [18] and can be interpreted as a special case of Variable Neighborhood
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Initialisation: Find an initial solution s; choose a stopping condition
Repeat the following until the stopping condition is met:
(1) Choose k ∈ {1, . . . , |Os|}
(2) Shaking: Generate a point s′ ∈ Nk(s)
(3) Local search: Apply an insertion method with s′ as initial solution; de-
note with s∗ the so obtained new solution
(4) Move or not: If the new solution s∗ is better than s, move there (s← s∗)
Figure 1: Large Neighborhood Search
Search (VNS), see [12] and [6]. VNS is a meta-heuristic especially suited for problems, where local search
methods are very likely to get trapped in locally optimal solutions of poor quality.
Denote with Nk(s) the kth neighborhood of a solution s and with |Os| the number of transportation
requests which are assigned to the tour of some vehicle. The neighborhoodNk(s) is determined by removing
k transportation requests from their tours in the solution s. The LNS algorithm can be outlined as illustrated
in figure 1. The algorithm starts with an initial solution s which can be obtained by any tour construction
method. In each iteration k transportation requests are removed from the tours they are currently assigned
to. A new solution s∗ is then generated by inserting unscheduled transportation requests. The new solution is
accepted as the next current solution if the objective value is improved. If no stopping condition is met, the
algorithm continues with the next iteration. The number of removals can be adjusted in the next iteration. The
choice of the next neighborhood is, differently as proposed in [6], completely undetermined. The probability
that a better solution can be found is strongly connected to the choice of the neighborhood Nk(s). If k is too
small, the solutions which can be found by an LNS move will be very similar to the current solution. If k is
too large, the insertion method may need too much time and the new solution found may not be much better
than a solution generated from scratch. As the problem considered in this paper is dynamic, data may have
changed between two iterations. In this case there may not be the need to change the neighborhood structure
to increase the probability that a better solution can be found. Furthermore, it is not clear how to change k
effectively. [9] have shown that LNS is well suited for the VRP with several additional constraints. We will
see that LNS can also be used to solve the dynamic real-life problem considered in this paper. The goal of
removing transportation requests in step 2 of the LNS method is to generate an auspicious interim solution
such that the insertion method can find a new solution with better quality. Transportation requests can be
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Figure 2: Determination of relatedness values
removed randomly from the tours, but in this case some of them may not be related to each other in any way.
As a result, they would compete for different vehicles or the same vehicle at different time slots at the next
call of the insertion method. Thus, it would be more efficient to remove fewer transportation requests if one
could ensure that the unscheduled orders were related to each other. For the VRP [18] propose a relatedness
measure based on geographical closeness of customer locations. A concept similar to geographical closeness
in the VRP however, does not exist for vehicle routing problems with multiple pickup, delivery and/or service
locations. If geographical closeness cannot be used, the question is how to define a relatedness measure for
our problem. We want to increase to probability that a transportation request which is removed from the tour
of a vehicle allows another transportation request to take its “place”. Therefore, we propose a tour dependent
relatedness measure. An order assigned to the tour of a vehicle which is not suited for an unscheduled order
cannot be regarded related to the latter. An order assigned to the tour of a vehicle which is suited for an
unscheduled order can be regarded related if the unscheduled order o “fits” to the part of the tour currently
occupied by the former. We propose to determine the relatedness measure as illustrated in the examples in
figure 2.
To determine the relatedness value of a scheduled order, we don’t directly regard the scheduled order
itself, but its preceeding and succeeding point in the tour. Let n− and n+ denote the predecessor and successor
of the scheduled order and let n(o,1), . . . , n(o,λo) denote the locations associated to the unscheduled order o.
Let cvnm denote the cost of vehicle v for travelling from point n to point m. Then the cost of a journey
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Remove a randomly chosen transportation request from its tour
Repeat the following until k transportation requests are removed:
(a) Choose an unscheduled transportation request
(b) Determine the corresponding relatedness value for all scheduled trans-
portation requests
(c) Rank the transportation requests according to their relatedness value
(d) Remove some transportation requests with high rank
Figure 3: Removal of transportation requests using the relatedness measure
(n1, . . . , nλo+2) containing the subsequences (n−, n+) and (n(o,1), . . . , n(o,λo)) is
i<λo+2∑
i=1
cvnini+1 .
Now consider the cheapest of these journeys where time windows restrictions hold. If, as in examples 1-3 of
figure 2, n+ is visited after n(o,1) and n− is visited before n(o,λo) the relatedness value is
relatedness value =
i<λo+2∑
i=1
cvnini+1 − cvn1nλo+2 .
Otherwise, n− is visited after n(o,λo) or n+ is visited before n(o,1), as shown in example 4 of figure 2. If n+ is
visited before n(o,1) the scheduled order is not regarded related to the unscheduled order if the removal from
the tour would not allow n+ to be visited earlier. Analogously, if n− is visited after n(o,λo) the scheduled
order is not regarded related to the unscheduled order if the removal from the tour would not allow n− to be
visited later. Otherwise, the relatedness value is the cost for travelling from n+ to n(o,1) or from n(o,λo) to
n−.
A small relatedness value indicates that the unscheduled order would be an auspicious candidate for
insertion if the considered scheduled order was removed from the tour. Using this relatedness measure we
can implement step 2 of the LNS method as illustrated in figure 3. First, a randomly chosen transportation
request is removed from some tour. Then, an unscheduled transportation request is chosen randomly and for
all scheduled transportation requests the relatedness value is determined. The related transportation requests
are ranked according to their relatedness value and some of them with high rank are chosen to be removed
from the tour. We will now describe the insertion methods which we use to generate an initial solution as
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Figure 4: Illustration of the auction method
well as to generate new solutions in step 3 of the LNS method. In both insertion methods, the incremental cost
for inserting an order to the tour of some vehicle is used to determine the (local) efficiency of an insertion.
The first method is a sequential insertion method. In the sequential insertion method unscheduled trans-
portation requests are randomly chosen and all feasible and efficient insertion possibilities are determined.
We assume an infinite incremental cost if no feasible insertion is possible and say that an insertion possibility
is efficient if the incremental cost is smaller than the revenue of the order. If an efficient insertion possibility
is found the transportation request is inserted to a tour with high efficiency. The method continues with the
next order until no efficient insertions are possible. The second insertion method is based on the auction
method for the vehicle routing problem with time windows by [1]. This method is illustrated in figure 4. In
the first phase all unscheduled orders request and receive from each vehicle an insertion possibility and the
efficiency of insertion. In the second phase each unscheduled order, which did receive an efficient insertion
possibility, chooses a vehicle with low incremental costs and sends a proposal for insertion to this vehicle. In
phase three each vehicle which received a proposal chooses an order for insertion to the tour. The method
stops if no order can be efficiently inserted and continues otherwise.
5 Computational experiments
Computational experiments were performed on test cases derived from the real-life problem. We generated
test problem with |V| vehicles and |O0| orders which are known at the beginning of the planning horizon. In
every hour of the planning horizon of one week |Ot| new orders become known. The length of time windows
was set to a fix value τ for all locations associated to transportation requests. We generated a heterogeneous
vehicle fleet and transportation requests with different requirements to the vehicles and pickup and delivery
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Figure 5: Distribution of pickup and delivery locations
locations distributed as indicated in figure 5.
At each timestep all transportation requests which were unscheduled were permanently rejected before
new transportation requests were added to the problem. New transportation requests were inserted to the
tours by the auction method afterwards. The solution obtained hereby was used as a reference solution. To
test our algorithms we only allowed 30 seconds of computation time per timestep on a personal computer
with Intel Pentium 4 processor with 3.00 GHz and linux operating system. The average time per iteration of
our LNS algorithms was below one second for all test problems except for those with 500 vehicles where the
average time per iteration was below 1.75 seconds. In table 1 we show the percentage of improvement over
the reference solutions. The LNS method using the auction method for reinsertion is denoted by LNS-A, the
LNS method using the sequential method for reinsertion is denoted by LNS-S. The LNS method denoted by
LNS-AS randomly switches between the sequential and the auction method. We can see that in almost all
cases the LNS algorithms using random removals are outperformed by LNS using the relatedness measure
presented in this paper. Furthermore, we can see that in most cases LNS-A outperforms the other algorithms.
However, our assumption that in some cases the sequential insertion method can produce better results due to
higher diversification is also confirmed. No significant changes in the performance of our algorithms can be
identified between the test cases with very short time windows and longer time windows.
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Problem Random removals Related removals
|V| |O0| |Ot| τ LNS-A LNS-AS LNS-S LNS-A LNS-AS LNS-S
50 150 5 2h 50.96 51.81 45.19 52.90 52.56 54.68
100 300 10 2h 37.75 34.66 32.32 36.26 35.88 38.23
250 750 25 2h 19.87 17.89 13.09 23.02 21.55 17.22
500 1500 50 2h 8.92 6.09 5.90 11.99 10.24 7.69
50 150 5 12h 43.89 42.18 42.52 45.89 42.37 45.82
100 300 10 12h 32.87 32.44 30.23 34.87 34.57 34.04
250 750 25 12h 20.39 18.20 16.96 23.51 21.15 21.06
500 1500 50 12h 7.75 8.09 5.84 11.43 11.69 10.25
Table 1: Results
6 Conclusions
In this paper we considered a dynamic real-life problem which is a combined load acceptance and generalised
vehicle routing problem. The problem incorporates some practical complexities which received only little at-
tention in the vehicle routing literature. Among those are transportation requests with multiple pickup and
delivery locations. We presented algorithms based on Large Neighborhood Search which are capable of han-
dling these complexities. In VRP with multiple pickup and delivery locations geographical closeness cannot
be used as a relatedness measure. We have proposed a tour dependent relatedness measure for transportation
requests with multiple pickup and delivery locations and our computational experiments have shown that
this relatedness measure almost always outperforms random removals independently of the insertion method
used. To guarantee fast response times fast insertion methods are proposed for solving the dynamic problem.
Our algorithms perform well for problems with hundreds of vehicles and several hundreds of transportation
requests and response times were often less than a second. The combination of fast response times and the
capability of handling the practical complexities allows the use of our algorithms in dynamic routing systems.
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