In this part we show that the diophantine equation
, has solutions in specific abelian extensions of quadratic fields K = Q( √ −d) in which −d ≡ ±1 (mod 5). The coordinates of these solutions are values of the Rogers-Ramanujan continued fraction r(τ ), and are shown to be periodic points of an algebraic function.
Introduction.
In a previous paper [16] integral solutions of the diophantine equation
were constructed in ring class fields Ω f of odd conductor f over imaginary quadratic fields of the form K = Q( √ −d), with d K f 2 = −d ≡ 1 (mod 8), where d K is the discriminant of K. The coordinates of these solutions were studied in Part I of this paper [19] , and shown to be the periodic points of a fixed 2-adic algebraic function on the maximal unramified algebraic extension K 2 of the 2-adic field Q 2 . In particular, every ring class field of odd conductor over K = Q( √ −d) with −d ≡ 1 (mod 8) is generated over Q by some periodic point of this algebraic function. This was simplified and extended in [20] to show that all ring class fields over any field K in this family of quadratic fields are generated by individual periodic or pre-periodic points of the 2-adic algebraic function
A similar situation holds for the solutions of
studied in [18] , in that they are, up to a finite set, the exact set of periodic points of a fixed 3-adic algebraic function, and all ring class fields of quadratic fields K = Q( √ −d) in the family for which −d ≡ 1 (mod 3) are generated by periodic or pre-periodic points of this same 3-adic algebraic function. (See [18] and [20] for a more precise description.)
In this paper I will study the analogous quintic equation
which can be written in the equivalent form
in certain abelian extensions of imaginary quadratic fields K = Q( √ −d) with d K f 2 = −d ≡ ±1 (mod 5). In Part I [19] these were called admissible quadratic fields for the prime p = 5: these are the imaginary quadratic fields in which the ideal (5) = ℘ 5 ℘ 5 of the ring of integers R K of K splits into two distinct prime ideals. In this part I will show that (1.1) has unit solutions in the abelian extensions Σ 5 Ω f or Σ 5 Ω 5f of K (according as d = 4f
2 or d = 4f
2 > 4), where Σ 5 is the ray class field of conductor f = (5) over K and Ω f , Ω 5f are the ring class fields of conductors f and 5f , respectively, over K, for any positive integer f which is relatively prime to p = 5. (See [5] .)
As in the quadratic families mentioned above, the coordinates of these solutions will be shown in Part III to be the exact set of periodic points (minus a finite set) of a specific 5-adic algebraic function in a suitable extension of the 5-adic field Q 5 . This will be used to verify the conjectures of Part I of this paper for the prime p = 5, according to which any ring class field of conductor f over K with (f, 5) = 1 is generated over K by a periodic point of a fixed 5-adic algebraic function, independent of d, and any ring class field whose conductor is divisible by 5 is generated over K by a pre-periodic point of the same algebraic function.
Let H −d (x) be the class equation for a discriminant −d ≡ ±1 (mod 5), and let (1 − q n ) (n/5) , q = e 2πiτ , τ ∈ H.
See [1] , [2] , [4] , [9] . (We follow the notation in [9] .) In the latter formula (n/5) is the Legendre symbol and H denotes the upper half-plane. The function r(τ ) is a modular function for the congruence group Γ(5) ( [9] , p. 149), and (X, Y ) = (r(τ /5), r(−1/τ )) is a modular parametrization of the curve C 5 (see [9] , eq. (7.3)). In Section 4 we prove the following result. and
where ℘ 5 is the prime ideal ℘ 5 = (5, w), ℘ 5 is its conjugate ideal in K, and Σ f denotes the ray class field of conductor f over K. Furthermore,
The numbers η = r(w/5), ξ = ζ j r(−1/w) in this theorem are both roots of the irreducible polynomial p d (x), and so are conjugate algebraic integers (and units) over Q. Furthermore, they satisfy the relation
is the Frobenius automorphism (Artin symbol) for ℘ 5 (which is defined since Q(r(w/5)) is abelian over K and unramified at ℘ 5 ). See Tables 1 and 2 for a list of the polynomials p d (x) for small values of d. As is clear from the tables, these polynomials have relatively small coefficients and discriminants. Moreover, as we show in Section 5, these values of r(τ ) are periodic points of an algebraic function, and can be computed for small values of d and small periods using nested resultants. (See [19] , Section 3, and [20] .) We prove the following.
the roots of p d (x) are periodic points of the multi-valued algebraic function g(z) defined by g(z, g(z)) = 0. With w chosen as in Theorem 1.1, the period of η = r(w/5) with respect to the action of g is the order of the Frobenius
As part of our discussion we also prove the following. To state the result, let
a linear fractional map of order 5. The group s(z) generated by s(z) is the Galois group of the function field extension Q(ζ, z)/Q(ζ, r(z)), where
Theorem 1.3. With w as in Theorem 1.1 and τ 5 as above, we have the formula
where j ≡ 0 (mod 5) has the same value as in Theorem 1.1 and j is the unique integer (mod 5) for which s j (r(w)) is an algebraic conjugate of η = r(w/5).
This fact is significant, because in the ideal-theoretic formulations of Shimura's Reciprocity Law, such as in [22] , p. 123, one has to restrict to ideals that are relatively prime to the level of the modular function being considered. Here r(τ ) ∈ Γ(5), so the level is N = 5, but Theorem 1.3 gives information about the automorphism τ 5 corresponding to the prime ideal ℘ 5 of K. 
1+
. . .
was stated by Ramanujan in his notebooks and proved in [3] and [4] . In Section 5 we prove the alternative formula
where η τ 5 = r 4 + 3i 5
and 2 Defining the Heegner points.
Throughout the paper we will have occasion to make use of the linear fractional map
We note that
where j 5,5 (b) is the j-invariant of the elliptic curve
The curve E 5,5 (b) is isogenous to E 5 (b) ( [17] , p. 259), and because of (2.2), E 5 (τ (b)) represents the Tate normal form for E 5,5 (b).
and d K is the discriminant of K. As usual, let η(τ ) be the Dedekind η-function. From Weber [25] , p.256, the function
satisfies the equation
On the other hand, . By Theorem 6.6.4 of Schertz [22] , p. 159, both x and y are elements of the ring class field
in the last case f odd is the largest odd divisor of f and v ≡ d/4 (mod 2) is chosen to guarantee that (N (w), f ) = 1. (The latter condition is needed to insure that (w) is a proper ideal of R −d in Section 4.) These conditions on w are equivalent to the conditions imposed on w in Theorem 1.1. 5) so that b is one of the two roots of the equation
Now we set
for the Rogers-Ramanujan function r(τ ) (see [9] ), we see that
from which it follows that
We find from (1.5), (2.5), and (2.3) that
When z is given by (2.5), j(w) is the j-invariant of E 5 (b). Weber [25] , p.256, also gives the equation
for the same substitution (2.5), by (2.2b). Thus, j(w/5) is the j-invariant of the isogenous curve E 5,5 (b).
The functions z(w) and y(w) are modular functions for the group Γ 0 (5), by Schertz [22] , p. 51. Moreover, w and w/5 are basis quotients for proper ideals in the order R −d of discriminant −d in K. Hence, we have the following. 
Exactly the same arguments apply if w is replaced in (2.3)-(2.9) by w/a, where (a, f ) = 1 and 5a | N (w). (To guarantee y(w/a) ∈ Ω f we would also need 5 2 a | N (w).) Then w/a and w/(5a) are basis quotients for proper ideals in R −d and j(w/a) and j(w/(5a)) are roots of H −d (x). Thus, j(w), j(w/a) ∈ Ω f are conjugate to each other over K. Theorem 6.6.4 of Schertz [22] implies that the corresponding values z(w), z(w/a) in (2.5) are also conjugate to each other over K if 5 a, but in Section 4 we will need to relax this restriction on a. To do this, we prove the following lemma. Let J(z) denote the rational function
Recall that an ideal a of the order R −d corresponds to the ideal aR K of the maximal order
Lemma 2.2. For a given ideal a = (a, w) ⊆ R −d with ideal basis quotient w/a, where (a, f ) = 1 and 5a | N (w), there is a unique value of z 1 ∈ Ω f for which J(z 1 ) = j(w/a) and
. (α ∼ = β denotes equality of the divisors (α) and (β).)
Proof. If σ is the Frobenius automorphism given in the statement of the lemma, j(w/a)
, for which J(z 2 ) = J(z 1 ) and z 2 + 11 ∼ = z 1 + 11. Then (z 1 , z 2 ) is a point on the curve F (u, v) = 0, where But the equality of the ideals (z 2 +11) = (z 1 +11) implies that t 6 ∼ = 5 3 , so t is divisible by some prime divisor of ℘ 5 in Ω f (t). This contradiction establishes the claim.
Points of order 5 on E 5 (b).
From [21] we take the following. The X-coordinates of points of order 5 on 2 )} can be given in the form
where α = ± √ 5,
Now the Weierstrass normal form of E 5 (b) is given by
,
By Theorem 2.1, E 5 (b) has complex multiplication by the order R −d , so the theory of complex multiplication implies that if K = Q(i), i.e. d = 4f 2 , the X-coordinates X(P ) of points of order 5 on E 5 (b) have the property that the quantities
generate the field Σ 5 Ω f over Ω f , where Σ 5 is the ray class field of conductor [10] ; or [24] for f = 1.)
In the case that d = 4f 2 > 4, the argument leading to Theorem 2 of [10] shows that these quantities generate a class field Σ 5f over K = Q(i) whose corresponding ideal group H consists of the principal ideals generated by elements of K, prime to 5f , which are congruent to rational numbers (mod f ) and congruent to ±1 (mod 5). H is an ideal group because it contains the ray mod 5f . Thus H ⊂ S 5 ∩ P f is contained in the intersection of the principal ring class mod f , P f , and the ray mod 5, S 5 . If (α) ∈ S 5 ∩ P f , then we may take α ≡ r (mod f ) and r ∈ Q; and then i a α ≡ 1 (mod 5) for some power of i. If 2 | a, then (α) ∈ H; while if 2 a, then
2 ∈ H, and the product of any two such ideals lies in H. This implies that [S 5 ∩ P f : H] = 2 and Σ 5f is a quadratic extension of Σ 5 Ω f (when K = Q(i)). Moreover, H is a subgroup of the principal ring class P 5f and [P 5f : H] = 2, so that [Σ 5f : Ω 5f ] = 2. Since P 5f = S 5 ∩ P f , it follows that Σ 5f = Ω 5f (Σ 5 Ω f ) = Σ 5 Ω 5f . Noting that P f /P 5f is cyclic of order 4, generated by (α)P 5f with α ≡ 2 (mod ℘ 5 ) and ≡ 1 (mod ℘ 5 ), it follows from Artin Reciprocity that Ω 5f /Ω f is a cyclic quartic extension.
Let F denote the field Σ 5 Ω f , for d = 4f
2 ; and Σ 5f = Σ 5 Ω 5f , for d = 4f
2 > 4. Also, let φ(a) denote the Euler φ-function for ideals a of R K . Since p = 5 = ℘ 5 ℘ 5 splits in K, the degree of Σ 5 /Σ 1 is given by
and since every intermediate field of
On the other hand,
since in this case
We henceforth take α = √ 5 in the above formulas, and we prove the following. 
2 , and in
Thus, the value b is given by
. Moreover, r(w), r(w/5) and r(−1/w) lie in the field F .
Proof. Note first that
where
for any point P ∈ E 5 [5] . In particular, with P = (−b, 0) we have that
lies in Ω f , the field F contains the quantity
and therefore also b + = 2b. Therefore, b ∈ F and we have that X(P ) ∈ F, for P ∈ E 5 [5] .
, we deduce from the formula for X above that
for any root of (3.1). Hence, for any fixed root u of (3.1) we have that
This gives a system of 5 equations in the 5 "unknowns" u i , with coefficients in F . The determinant of this system is
which I claim is not zero.
Ignoring the constant term
in front, multiply the rest by the polynomial in (3.4) obtained by replacing α with −α. This gives the polynomial
If b is a root of any of the quadratic factors, then
is rational: z = 4, −11, or −1, respectively. In these cases j(w) = −102400/3, ∞, or −25/2, all of which are impossible, since j(w) is an algebraic integer. Now E 5 (b) has complex multiplication by an order in the field K = Q(
is a root of the irreducible polynomial
which is impossible, since K = Q( √ −19) has class number 1. This shows that the determinant D in (3.4) is nonzero, and therefore, since the coefficients A i and D lie in the field F , we get that the solution (u 4 , u 3 , u 2 , u, 1) of the system (3.3) lies in F also. This proves that u ∈ F . In particular, τ (b) = (εu) −5 is a 5-th power in F .
We can find formulas for u from the identities
See [9] , p. 150. If τ = w/5 and b = r 5 (w/5), we have
and we can take
, then we can choose
In either case it is clear that r(w), r(−1/w) ∈ F .
We can apply the same analysis with b replaced by τ (b), since E 5,5 (b) ∼ = E 5 (τ (b)), so that the latter curve also has complex multiplication by R −d . Furthermore,
.
and so are nonzero by the same reason as before. Hence we get a solution u 1 ∈ F of the equation
Therefore, b = 1/(εu 1 ) 5 is also a 5-th power in F , i.e. r(w/5) ∈ F .
Remarks.
(1) The result of Theorem 3.1 that r(w), r(w/5) ∈ F is sharper than what is obtained from [22] , Thm. 5.1.2, p. 123. That theorem only yields that r(w), r(w/5) ∈ Σ 5f , the ray class field of conductor 5f . Also, the coefficients of the q-expansion of r(−1/τ ) are in Q( √ 5) but not all in Q, so [22] , Theorem 5.2.1 does not apply. ( 2) The results of [21] show that the coordinates of all the points in E 5 (b) [5] − (0, 0) are rational functions of the quantity u, and therefore of the quantity r(w), with coefficients in Q(ζ 5 ), by (3.5) and (3.6). It follows from the theory of complex multiplication that F = K(ζ 5 , r(w)). In Corollary 4.7 below we will prove that F = Q(r(w)).
∈ Ω f , so b is at most quadratic over Ω f . Hence, its degree over Q is at most 4h(−d). This degree is also at least h(−d) since j(w) ∈ Q(b).
Thus, Ω f = Q(z), and the minimal polynomial R d (X) of z over Q is normal.
Proof. Recall from above that
Since z = −11 − x 3 1 ∈ Ω f and the real number j(w) has degree h(−d) over Q, it is clear that the degree of z is either h(−d) or 2h(−d). Suppose the degree is h(−d). Then Q(z) = Q(j(w)), which implies that z is real, and therefore j(w/5) is also real. We also know j(w/5) = j(℘ 5,d ), where
for some integers x 2 , y 2 , which implies that d = 4, 11, 16, 19, the first of which is excluded. In the last three cases we have, respectively
(See [5] .) In these cases there is only one irreducible polynomial Q d (x) of degree 4h(−d) = 4 or less which divides F d (x) in (1.2), which must therefore be the minimal polynomial of b. We have
To each of these polynomials with root b corresponds the minimal polynomial
. These are:
each of which has the correct degree 2h(−d) = 2.
Now suppose that the order of ℘ 5 is 2. Then ℘ We use the following class equations (see Fricke [11] , III, pp. 401, 405, 420 for D = −24, −36, −64, −91; and Fricke [12] , III, p. 201 for D = −51):
These polynomials yield the following minimal polynomials for z:
We computed H −99 (x) and R 99 (x) directly from (2.5). In the same way we find
Each of these polynomials is irreducible, so the quantity z always has degree 2h(−d) over Q. Since z ∈ Ω f , it follows that Ω f = Q(z). This proves the claim. then (X, Y ) = (ξ, η) is a solution in F of the equation
Such numbers ξ and η exist for which ξ ∈ Q(τ (b)) and η ∈ Q(b).
Proof. From (3.7) and the last part of the proof of Proposition 3.1, we have
The relation ξ 5 = τ (η 5 ) implies that (X, Y ) = (ξ, η) lies on (3.8). It only remains to prove that η = 
has to factor into a product of a linear and a quartic polynomial, or a linear times a product of two quadratics over Q(b). Hence, at least one root of q(X) has to lie in Q(b), and we can assume this root is η. In the same way, we can assume ξ ∈ Q(τ (b)). Using (3.7), we see that
while ξ 5 = τ (η 5 ) and (2.2) imply that
In the same way we have
It follows that the minimal polynomials of ξ and η divide the polynomial
4 Fields generated by values of r(τ ).
The case d = 4 is unusual, in that
is divisible by a square factor, so that Q 4 (x) = x 2 + 1. In all other cases we have the following result. We will need the well-known fact that 
for some irreducible f (x) having b as a root. Next, note that
, the last equation gives
by the well-known transformation formula η(−1/τ ) = τ i η(τ ) for the Dedekind η-function. Furthermore,
is an ideal basis quotient for the ideal a = (a, −w ), where ℘ 5 a = (w) and therefore ℘ 5 a = (−w ). It follows that
From [8] , p.32, we have with z 2 =z 1 that
and J(z 2 ) = j(w/a), in the notation of Lemma 2.2. That lemma implies that z 2 = z σ −1 is a conjugate of z over K. Hence z 1 is a conjugate of z over Q, and therefore also a root of R d (z) = 0. This shows that τ (b) is also a root of Q d (x) = 0. But then either τ (b) or
is a conjugate of b over Q. From the formula (2.1) for τ (b), which is linear fractional in ε 5 with determinant b 2 + 1 = 0 (for d > 4), this would imply that √ 5 ∈ Ω f , which is not the case, since p = 5 is not ramified in Ω f . Therefore Q d (x) is irreducible over Q.
The last assertion of this proposition follows from the equation η 5 = b and the above arguments. We have chosen η so that η ∈ Q(b), so the minimal polynomial of η, namely p d (x), has degree 4h(−d).
As a corollary of this argument we have: :
Note that the substitution z → V (z) =
−11z+4 z+11
has the effect of interchanging j(w) and j(w/5), as functions of
Q is irreducible and normal over L = Q(ζ 5 ). Furthermore,
is the disjoint compositum of Q(b) = Q(η) and Q(ζ 5 ) over Q. The same facts hold with b replaced by τ (b) and η replaced by ξ. Proof. We know that a root of p d (x) generates a quadratic extension of Ω f over Q. Hence, the field L(η) contains LΩ f . On the other hand, the roots u of (3.1) are contained in L(η), since ξ = (εu)
, by Theorem 3.3. Since the X-coordinates of points in E 5 [5] generate F over Ω f , and these X-coordinates are rational functions in u with coefficients in L, by the formulas in [21] , it follows that F = L(η) = Q(b, ζ 5 ), and
This proposition also shows that the polynomial Q d (x) is not normal over Q, since it has both b and τ (b) as roots, and
Proof. To show that the polynomial
is irreducible, note that b ∈ Q(ζη) implies η and therefore also ζ lies in this field. Thus, Q(ζη) = Q(ζ, η) = F has degree 8 over Ω f and degree 16h(−d) over Q. This implies that ζη, which is a root of Q d (x 5 ), must be a root of q d (x), hence q d (x) is irreducible. Since the set of roots of Q d (x 5 ) is stable under the mapping x → −1/x and p d (x) and q d (x) have different degrees, the respective sets of roots of the latter polynomials must also be stable under this map. The fact that
now follows from the norm formula
since η is a unit and Ω f is complex. Finally, ξ must also be a root of p d (x), since ξ and τ (b) have degree 4h(−d) over Q, by Proposition 4.1.
This corollary allows us to prove the following. Proof. First note that the map σ : b → −1/b is an automorphism of Q(b) which fixes Ω f = Q(z). Since η is the only fifth root of b contained in Q(b), this automorphism takes η to η σ = −1/η and therefore η − 1/η ∈ Ω f . Furthermore, η = ζη is a root of the polynomial q d (x) in Corollary 4.4, and η → −1/η is likewise an automorphism of order 2 of the field F . But then η − 1/η has degree 8h(−d) over Q, since η is a primitive element for F over Q, so that η − 1/η / ∈ Ω f . On the other hand, the function r(τ ) satisfies the identity In this case, y(5w) ∈ Ω 5f ( [22], p. 159), but y(5w) ∈ Ω f , since
where P is the 2 × 2 diagonal matrix with entries 5 and 1 (in the notation of Hasse [13] and Deuring [8] ). By [8] , p.43, ϕ P (w) is a unit, so this gives that y(5w) 24 ∼ = ℘ is given by (2.5), then Q(b) = Σ ℘ 5 Ω f is the compositum of Ω f with the ray class field of conductor ℘ 5 over K; and Q(τ (b)) = Σ ℘ 5 Ω f . Furthermore, the normal closure of Q(b) over Q is Q(b,
On the other hand, Gal(F/Ω f ) ∼ = Z 2 × Z 4 , so that F has three quadratic subfields over Ω f . These subfields are
. The field F 3 is normal over Q, while F 1 and F 2 must coincide with the fields Σ ℘ 5 Ω f and Σ ℘ 5 Ω f . The quantity b satisfies the equation b 2 − bz − 1 = 0, whose discriminant z 2 + 4 = (z + 1)(z − 1) + 5 is divisible by ℘ 5 (by (4.2) ). Now note the congruence (from (1.5)) j(w) ≡ − (z 2 + 2z + 1)
This implies that j(w) is conjugate to −(z + 1) (mod p) for every prime divisor p of ℘ 5 in Ω f . Further, the discriminant of H −d (x) is not divisible by p = 5, since the Legendre symbol
= +1 (see [7] ). Hence, the minimal polynomial m d (x) of z over K satisfies
and factors into irreducibles of degree f 1 = ord(℘ 5 ), where f 1 is the order of (This is easiest to see by using the correspondence between abelian extensions of Ω f and characters of Gal(F/Ω f ), as in [15] , p. 5.) Therefore r(−1/w) ∈ Q(r(w)) by the first equality in (4.4) . This contradiction proves that r(w) has degree 16h(−d) over Q and Q(r(w)) = F . The last assertion follows from the fact that the ramification index of the prime divisors of ℘ 5 in F/K is e = 4 = [F : F 1 ], so that F 1 is the maximal subextension of F which is unramified at ℘ 5 .
In the case K = Q(i), we have Σ ℘ 5 = Σ ℘ 5 = K, so the conclusion of Theorem 4.6 cannot hold. However, the fact that ℘ 5 ramifies and ℘ 5 does not ramify in the quadratic extension Ω f (b)/Ω f follows in exactly the same way, since R 16 (z) ≡ (z + 1)(z + 2) (mod 5). This gives the following result.
2 > 4 and 2 | f , then with the value of j in (4.3),
In general, if d = 4f 2 > 4, then Q(r(−1/w)) = Q(r(w)) = F = Σ 5 Ω 5f ; and F 1 = Q(η) is the inertia field for ℘ 5 in the abelian extension F/K.
Proof. In this case we have f = 2f and Ω 5f = Ω 10 Ω f , by Hasse's Zusatz in [14] , p. 326. Therefore F = Σ 5 Ω 10 Ω f . On the other hand, S 5 ∩ P 10 ⊂ S 2℘ 5 in K = Q(i), when these ideal groups are declared modulo 10, so we have that Σ Remark. When K = Q(i) and f is odd, the conductor f(F 1 /K) of F 1 /K divides ℘ 5 (f ), and is divisible by the conductor f(Ω f /K). Since f is odd, [5] , Ex. 9.20, pp. 195-196.) In the general case d > 4 it is not hard to see that the equality
, and f = 2f with odd f ; in which case f(F 1 /K) = ℘ 5 (f ). As an example of the latter phenomenon, see the polynomial p 124 (x) in Table 2 below, for which f = 2, but whose discriminant is not divisible by 2. Table 1 
A similar computation was carried out for d = 4f 2 . In Section 5 below we will give an algebraic method for verifying these calculations. The discriminants of these polynomials seem to satisfy the following.
Conjecture.
(a) If q > 5 is a prime which divides d K but does not divide f , then q
, then the Kronecker symbol
5 Periodic points of an algebraic function.
Preliminary facts on the group G 60 .
In this section we shall make use of the fact that the rational function
is invariant under a group G 60 of linear fractional substitutions: which is isomorphic to the icosahedral group A 5 . The coefficients of the maps in G 60 are in the field Q(ζ 5 ). The transformations S and T have orders 5 and 2, respectively, while the transformation
is given in terms of S and
, and
of order 3, and AT A
obtained by applying the automorphism σ : ζ → ζ 2 to the coefficients. In particular, Gal(Q(ζ)/Q) is a subgroup of the automorphism group Aut(N ).
It is clear from (2.2) and (3.11) 
ignoring constant factors. Moreover, G 60 acts transitively on these irreducible factors over the field L (see the analogous argument in [16] , p. 1982), so G d (x 5 ) splits into 15 irreducible factors of degree 4h(−d) over L. In particular, these considerations show that every root of G d (x 5 ) has the form σ(α) for some root α of p d (x) and some σ ∈ G 60 .
The group G 60 ∼ = A 5 has no elements of order 4, so the stabilizer of p d (x) is one of the five conjugate subgroups in G 60 of the subgroup H. We have that
Hence, only one these conjugate subgroups, namely H, contains the map U , and since U fixes p d (x) by Corollary 4.4, we have
As a consequence, we have that
It can be checked that the factor on the right side of this equation is correct by putting z equal to
which is a fixed point of T (z), and noting that p d (z 1 ) = 0, since Q(z 1 ) is a cyclic quartic extension of Q in which p = 5 is totally ramified.
We also note that all of the roots of p d (x) are values of the RogersRamanujan function r(τ ). This follows from the identity (see [9] , p. 138):
Any root α of p d (x) satisfies f 5 (α) = j(w/a) for some w of the form (2.4) and some a. However, equations (2.2), (2.6), and (2.7) imply that f 5 (r(w/a)) = j(w/a). It follows that α and r(w/a) are related by an element M of the group G 60 . Now we use Proposition 2 of [9] , according to which
It follows that the action of any mapping M ∈ G 60 on a value r(τ ) can be represented by a suitable element µ ∈ Γ = SL 2 (Z), such that M (r(τ )) = r(µ(τ )); hence,
is a value of the function r(τ ) with τ ∈ K. This argument applies to all the roots of G d (x 5 ). (Since r(τ ) is a Hauptmodul for Γ(5), the above formulas imply that G 60 ∼ =Γ(5); see [23] , p. 76.)
5.2 Automorphisms of F 1 /K. Now let ψ be an automorphism of the extension F = Ω f (ξ, ζ 5 ) which fixes Ω f (ξ) = Ω f (τ (b)) and sends ζ to ζ 2 . Then ψ takes
, for some i. Thus, ζ i ∈ Ω f (η) and i ≡ 0 (mod 5),
Next, let φ be an automorphism of F which takes η to ξ and fixes ζ (this exists by Proposition 4.3 and Corollary 4.4). Then
so that ξ φ = η by Theorem 3.3, since ζ / ∈ Q(b). Hence φ has order 2 in Gal(F/Q). Furthermore, since
we see from (4.2) and −z 1 − 11 ∼ = ℘ ∈ Ω f , and noting that υ is an algebraic integer, we have
The identity
gives that
and implies z ≡ υ 5 (mod 5).
It follows that z + 11 ≡ z + 1 ≡ (υ + 1) 5 (mod 5), so υ + 1 is divisible by ℘ 5 but not by any prime divisors of ℘ 5 . Equation (5.1) implies that (υ + 1) = η 2 +η−1 η = ℘ 5 , and that σ 1 interchanges the ideals ℘ 5 and ℘ 5 . This also shows that
Periodic points.
Thus, the automorphism σ 1 φ fixes the field K, and it follows from (3.10) and the fact that σ 1 fixes the rational function f 5 (η) that
Since σ 1 φ fixes the quadratic field K and K(j(w)) = Ω f , we deduce that
We would like to extend this automorphism to the abelian extension F 1 = Q(η) = Ω f (η) of K, in which ℘ 5 is still unramified. This can be done in two ways. On the one hand, the restriction of
to Ω f is certainly the same as (
Hence we have that
This gives
Hence,
In the following theorem we eliminate the second of these possibilities.
, the coordinates of the solution (ξ, η) of
Proof. Assume that d > 4. It suffices to show that T (ξ) = η τ 5 , and to do this we show that
by factoring this rational function in ξ and √ 5 on Maple. Now multiply this expression by
in F 1 , where
Expanding the element ξ −4 p 1 (ξ)p 2 (ξ) of Ω f π-adically in terms of the generating element π = (ξ 2 + ξ − 1)/ξ of ℘ 5 gives
and shows that the squares of prime divisors q of ℘ 5 in F 1 exactly divide
. This shows that
is a q-adic integer of F 1 for each q | ℘ 5 , and (5.3) gives that
η 5 (mod q) for each q. Since T (ξ) and η are units, the latter congruence implies that T (ξ) ≡ η 5 (mod q), which therefore holds for all q dividing ℘ 5 . Thus we have T (ξ) ≡ η 5 (mod ℘ 5 ). This implies finally that T (ξ) = η τ 5 , since T (ξ) = η τ 5 ρ would give η ρ ≡ η (mod q), so η ≡ ±2 (mod q) and z ≡ ±1 (mod N F 1 /Ω f (q)). As in the proof of Theorem 4.6, this can only happen when f 1 = ord(℘ 5 ) = 1 in the ring class group (mod f ) of K and d = 11, 16, 19. In these cases [Q(η) : K] = 2, so Gal(Q(η)/K) = {1, ρ}. In the first two cases τ 5 has order 2, so τ 5 = ρ, while in the third case τ 5 = 1. In all three cases the formula (5.2) can be checked directly.
Note that τ 5 = 1 on K = Q(i) and T (i) = T 2 (i) = −i, so the solution (ξ, η) = (−i, i) of C 5 is covered by Theorem 5.1.
If we substitute the expression in Theorem 5.1 for ξ into the equation for C 5 and simplify, we obtain:
Thus, we have:
is a point on the curve g(X, Y ) = 0.
From this we deduce the following.
Theorem 5.3. The roots of p d (x) are periodic points of the multi-valued algebraic function g(z) defined by g(z, g(z)) = 0. The period of η with respect to the action of g is the order of
Remark. See the Introduction of Part I for the definition of a periodic point of an algebraic function. Proof. Since g(X, Y ) has rational coefficients, applying τ
where n = ord(τ 5 ). Thus, η is one of the values of the iterate g (n) (η), i.e., is periodic with period n. Any conjugate over Q of a periodic point of g(z) is also a periodic point, and this proves the theorem.
By Artin Reciprocity, the order of τ 5 is equal to the order of ℘ 5 in the quotient group A/(S ℘ 5 ∩P f ) (when d = 4f
2 ), where A is the group of fractional ideals in K which are relatively prime to ℘ 5 (f ). If this order is n, then there is an equation ℘ 
2 , the period n of the roots of p d (x) is the smallest positive integer n for which there is an equation 4 · 5 n = x 2 + dy 2 with x ≡ ±1 (mod 5) and (x, y) | 2.
The substitution (X,
represents an automorphism of the curve g(X, Y ) = 0, since
The equation connecting t = X − Proof. We have that ξ = ζ j r(−1/w) = S j T (r(w)), by the transformation formula for r(−1/w), so T (ξ) = T S j T (r(w)). On the other hand, s(z) = S −1 T S −1 (z) = T ST (z), since (ST ) 3 = 1. Therefore, s j (r(w)) = (T ST ) j (r(w)) = T S j T (r(w)) = T (ξ) since T is its own inverse. The above formula now follows from (5.2). This proves that s j (r(w)) is a root of p d (x), since p d (x) is stabilized by T . There is only one value of i for which s i (r(w)) is a root of p d (x), since T (s i (r(w))) = S i T (r(w)) = ζ i r(−1/w) must also be a root of p d (x). This expresses r(3i) in terms of 3rd, 4th, and 5th roots of unity and shows that τ 5 can be given by
This proves formula (1.6) of the Introduction.
Remark. In this example, F = Σ 5 Ω 15 has degree 8h(−36) = 16 over K = Q(i), so its real subfield F + has degree 16 over Q and the value r(3i) generates F + . In particular, K(r(3i)) = Σ 
