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Abstract 
We consider convergence of a recursive projection scheme for a stochastic differential equation 
reflecting on the boundary of a convex domain G. If G satisfies Condition (B) in Tanaka (1979), 
we obtain mean square convergence, pointwise, with the rate O((61og 1/c5)~"2), and if G is a 
convex polyhedron we obtain mean square convergence, uniformly on compacts, with the rate 
O(6 log 1/6). 
An application is given for stochastic differential equations with hysteretic omponents. 
AMS 1991 classification: 60HI0, 60H20, 60H99, 60F25. 
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I. Introduction 
Reflecting stochastic differential equations (RSDEs) are often written in the tbrm 
d~ = bdt  + adB + dqo, (1) 
where b is a drift term, a a dispersion matrix, B a Brownian motion and q~ reflects 
to the interior of a given set G if ~ is at the boundary of G. 
A natural question is: what does a numerical solution for a RSDE look like, and in 
what sense does it converge? For differential equations without reflecting boundaries 
there are a variety of different approximations (cf. Kloeden and Platen, 1992), The 
method proposed in this paper is a recursive projection scheme which is essentially 
Euler's method forced to remain in the constraining set G. 
Recently, several authors have also considered numerical methods for RSDEs. 
Asmussen et al. (1994) considered convergence for different numerical methods if 
G = [0, oc) and L6pingle (1993) constructed a numerical method if G is a half space 
in several dimensions. In these, an explicit expression of a solution to the so-called 
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Skorohod problem is known. Liu (1993) constructed, for convex G, a penalization 
scheme and another scheme which converges weakly. For a brief comparison between 
the penalization scheme and the projection scheme see Section 4. S~omi/lski (1994) 
considered, for various types of sets G, two types of numerical schemes of which 
one was discussed by Asmussen et al. (1994) and L~pingle (1993) and the other one 
coincides with that discussed in this paper. Also Chitashvili and Lazrieva (1981) and 
Kinkladze (1983) considered this method, in which G was an interval in the real line 
and [0 ,~)  x ~d- l ,  respectively. 
In this paper, we let G be a convex set satisfying Condition (B) in Tanaka (1979). 
We consider in particular a convex polyhedron for G (a finite intersection of closed 
half spaces) since this is the case in several important applications, uch as mechanical 
systems with hysteresis (see Section 3). Further, we shall use a strong result for the 
so-called Skorohod problem on such sets (Lemma 5.1), obtained by Dupuis and Ishii 
(1991). 
For convex G satisfying Condition (B) we show convergence of the projection 
scheme in the sense of mean square convergence, pointwise, and obtain the rate 
O((61og 1/6)1/2), where 6 is the mesh of the stepsize. A related result was given 
by S~omifiski (1994), who obtained the slower rate 0(6 I/2 ':) for all e > 0, but with 
mean square, uniformly on compact sets. We also note that in a certain product sit- 
uation we obtain the rate O(x/fi) in mean square convergence, pointwise. If G is a 
convex polyhedron we consider convergence in mean square, uniformly on compacts, 
and obtain the rate 0(6 log 1/6). This rate is slightly faster than indicated by S~omifiski 
(1994) who obtained the rate 0(6 I-~:) for all s > 0. 
In the next section we give a short introduction to the Skorohod problem and RSDEs. 
In Section 3 we demonstrate a direct application to polylinear hysteresis. In Section 4 
we formulate the projection scheme and give convergence r sults if G is a convex set 
satisfying Condition (B). In the fifth section a stronger convergence r sult is shown if 
G is a convex polyhedron. We also include an Appendix proving an expected version 
of a modulus of continuity result for the Brownian motion. 
2. Skorohod problem and RSDE 
Throughout this section let G be an arbitrary closed and convex set in ~d. For x E 
~R d, let I l c (x )  be the projection of x on G, i.e. the point in G which is closest o x. 
If x E c~G let ~C(x) be the set of inwards directed normals for G at x, 
JC(x)={TE~a: 171= land{x-y, 7)~<0VyEG}. (2) 
For given T > 0 let D([0, T],~ a) be the set of right continuous functions from 
[0, T] into ~d with left limits (the set of cfidl~gs) and C([O,T],G) the set of 
continuous functions from [0, T] into G. For a function r/ in D([O,T],~ d) let Ir/l(t) 
be the variation of r/ on the interval [0, t]. Denote by (., .) the usual inner product 
in ~d. 
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Definition 2.1 (Skorohodproblem). Given w E D([O,T] ,~ d) with w(0) ~ G, the 
triple (~,w, ~0) is said to be associated on G or solve the Skorohod problem if 
(i) ~(t) = w(t) + ~o(t), ~(0) = w(0),  
(ii) ~(t) E G, 
(iii) Iq~l(t) < oc, 
(iv) I,pl(t) -- .f~0,,l l{~(s)cea} d[~ol(s), 
(v) qo(t) = f(o, tl 3'(s)dlq°l(s)' where 7(s)E ,A'(~(s)) (a le [ -a.e.) 
for t ~ [0, T]. 
Example 2.2. Given a right continuous tep function w with w(0) C G and jumps at 
tl < ..- < t~, where tl > to = 0 and t,~<T. Then a well known result (see e.g. 
Saisho, 1987, Remark 1.4) is that (~,w, qo) is an associated triple if ~(t) = w(0) for 
0~<t < tl, 
~(t)= HG(~(tk i )+  Aw(tk)), tk <~t < tk+l 
for k~>l where Aw(tk)  = w(tk) -- w(tk_l) and q~(.) := ~(.) - w(.). 
Let ( f2, ,~,P) be a probability space with filtration {~-t}t>~0 satisfying the usual 
conditions. Let {B(t)}t~>0 be an ,Nt-adapted m-dimensional Brownian motion. Suppose 
G is given and let x0 be an arbitrary fixed point in G. 
Definition 2.3. Given maps b: [0, T] x !I~ d ~+ ~d and a: [0, T] x ~d ~_~ !l?d × !~m, a 
solution to the RSDE 
d~(t )=b( t ,~( t ) )d t+a( t ,~( t ) )dB+dq~(t ) ,  ~(0) = xo, 
is any triple (~,w,(p) which is (a.s.) associated on G with 
w(t)  = Xo + b(s ,~(s))ds + a(s,~(s))dB(s) ,  
interpreted in the sense of It6. 
(3) 
For convenience, we identify a solution to (3) by its first component ¢. We shall 
assume G is satisfying the following condition (Tanaka, 1979, Condition (B)). 
Condition (B). G is a closed convex domain with the property that there exist c > 0 
and 6 > 0 such that Vx E (:G one can find a point Yx and an open ball {y 
!~d: lY - -Y , I  < C} contained in G where ]Yx-xl<<,6. 
It is well known that Condition (B) is satisfied for any closed and convex set G 
witlh nonempty interior if G is bounded or d~<2 (see Tanaka, 1979, p 170); this is 
also true if G is a convex polyhedron. The following theorem contains two important 
results from Tanaka (1979) Theorem 2.1(i) and Theorem 4.1, respectively. 
Theorem 2.4. Assume G satisfies Condition (B). 
(a) Then Jbr any continuous Junction w there exists a unique triple (~, w, ~p) which 
solves the Skorohod problem on G. 
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(b) I f  the drift term b(t,x) and dispersion matrix a(t,x) are Borel measurable 
in (t,x) and are Lipsehitz continuous and satisfies a linear growth condition in x, 
uniformly in t, then there exists a pathwise unique solution ~ to the RSDE (3) 
reflecting on the boundary of G. Furthermore, the solution ~ is (a.s.) continuous. 
3. Polyl inear hysteresis and RSDE 
In this section we give an application of  RSDEs that is useful for seismic reliability 
analysis. The constraining set G is ~2 x [ -1 ,  1]. 
When a structure is exposed to stress, the structure may be deformed. For small 
stress the material shows an approximately elastic behaviour, but when the stress is 
larger, a nonelastic phenomenon, plastic or imperfectly plastic behaviour may occur: 
the deformations then will be larger and permanent. This phenomenon is an example 
of hysteresis. In this section we assume the stress is in the form of random excitation. 
We study in particular polylinear hysteresis ubjected to Gaussian white noise. Using a 
Markovianization technique (see e.g. Kr6e and Soize, 1982) it is possible to extend our 
approach to a substantially wider class of  Gaussian processes. Polylinear and especially 
bilinear hysteresis are the simplest and most widely used hysteretic models. 
Example 3.1 (Bilinear hysteresis and earthquake). Let -/~ be an acceleration in a 
given direction generated by an earthquake and assume that is modelled by a Gaussian 
white noise. Assume this acceleration influences a structure to move x units in this 
direction. Let -F  be the restoring force produced by the deformation of  the structure. 
I f  we take the mass equal to one, the equation of  motion can be written as 
Y+2c~+F=/t ,  x (0 )=2(0)=F(0)=0,  (4) 
where the constant c > 0 characterizes the structural damping. Usually, the restoring 
force has hysteretic properties. Here we shall use a bilinear hysteresis model. In this 
case it is common (cf. Suzuki and Minai, 1988) to write F in the following form: 
F = ~x + (1 - u)z,  (5) 
where 7 is a fixed constant in [0, 1] and z an absolutely continuous function with 
derivative d given by 
d = 
£I{~<0}, z = 1, 
£, -1  <z<l ,  
xl{~>o}, z=- l .  
(6) 
Hence, the units have been chosen so that the elasticity constant dF/dx equals one if 
c~x- (1 -~)  < F < ~x+(1  -~)  (i.e. ]z I < 1) and the structure is subjected to a 
plastic deformation if F = ~x + (1 - ~) (i.e. z = 1) and ~ > 0 or F = ~x-  (1 - 7) 
(i.e. z = -1 )  and a? < 0. It is convenient to rewrite Eq. (4) with conditions (5) and 
(6) as a first degree system. Put ~ = [x,£,z] p, 
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Fig. I, (a) simulation of x 6 and F 6 (with .2 0.1 ) given by the projection scheme (11); (b) corresponding 
simulation of t and ]q)6l(t). 
A = 
0 1 0 ] 
-~  -2c  - (1 -~)  , 
0 1 0 
b = A~ and cr = [0, 1,0]' where prime denotes transpose; then we have 
= b(#) + o-g + ~, ~(0) = 0, (7) 
where (~ = [0, 0, ~3]' with 
{ -Al{.~>o}, z = 1, ~3= o, I~h<l ,  
-~I{~<0}, z=- l .  
(8) 
It is not evident that there exists a solution to (7) and (8), but if we interpret (7) with 
condition (8) as an RSDE of the form (3) on G = ~R 2 x [ -1 ,  1], where x0 = 0, both 
existence and uniqueness of  a solution is ascertained. 
Another interesting approach, which we do not consider further here, is to identif}' 
(7) and (8) as a multivalued stochastic differential equation (cf. Kr6e, 1982). 
Often the plastic damage is of  main interest. This can be measured by the number 
of passages of  F between the plastic regions or by the variation of  ~o (see Fig. 1 ). 
The main problem leading to this note was to find approximate solutions for (7) and 
(8). Results for this are presented in Section 5. 
For the preceeding example but with polylinear hysteresis, F is often represented in
the following form: 
17 
F = O~oX -~ ~ ~iz i ,  
i:: 1 
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where Zin=l ~i : 1, c~i ~ 0 and 
{ )~/{a:<0}, Zi ~- 6i 
~i = ~, -6 i  < z < 6i, (9) 
XI{x>0}, z=-6 i ,  
where 1 = 6! < .-. < ~ (cf. Suzuki and Minai, 1988). This can be interpreted as an 
(n + 2)-dimensional RSDE with ~ = [x, Yc, zx . . . . .  z,]', b = A~, where 
A = 
i i  1 0 . . .  0 - -  - -2C  - -~1 - -~n 
1 0 0 
1 0 0 
a = [0, 1 ,0 , . . . ,0 ] '  and G = ~2 × [ -1 ,1]  × [--32,62] × "'" )< [--6n,~n]. Obviously, G 
is a convex polyhedron. 
4. Numerical approximation for RSDEs 
In this section we consider a numerical method given by an iterative projection 
scheme• We assume, that G satisfies Condition (B). For convenience, we also assume 
that the drift vector b and dispersion matrix a are maps Na ~ Na and ~d ~ Nd x Nm, 
respectively, i.e. not depending on t, and such that 
Ib(x) -b (y ) l  v la(x) - a(y) l  <~LIx - Yl (10) 
dm for x,y  E ~d where Ibl = (~,d__ I b2) 1/2 and lal = (~-]~,,~.=, a2) 1/2. We observe that this 
implies, by Theorem 2.4(b), existence and pathwise uniqueness of a solution to (3). 
We consider the following numerical method. Let x0 be the initial point for the 
RSDE (3) and {0 = tl < t2 < --- < tc~ = T} be a partition of [0, T] with mesh 
6 = max{Atk: 1 <~k<~c6}, where Atk = tk -- tk-1. Define ¢6(t) := x0 for 0~<t < tl 
and for tk<~t < tk+l, where k~>l, 
~6(t) : :  HG{~6(tk_l ) + b(~6(tk_l )) Atk + a(~(tk_ l  )) AB(tk)}, (11) 
where AB(tk) = B( tk ) -- B( tk-l ). I f  G = ~a then (11) at the points 6,t2 .. . .  coincides 
with the usual Euler's method for stochastic differential equations. Note that as in 
Example 2.2, (~6, w6, ~o ~) is an associated triple, with wa(t) = xo for 0~<t < tj and 
w~(t) = w6(tk 1) + b(~.6(tk-1 )) Atk + o((6(tk_l )) AB(tk) 
for tk<~t < tk+l, where k~>l and ~o6(.) = ~(. ) -w6( . ) .  
The main tool in this section is the following lemma from which we obtain conver- 
gence of 46 to ~ as 61 0. It also reveals some of the connections between a solution 
of a reflecting stochastic differential equation and related projection scheme. 
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Lemma 4.1. Let ~6 be oiven by (11) and assume ~ is a solution to (3). Then 
l~6( t . )  - ~(t~) l  2 (12)  
<~ FI rY(~(tk-~))/kB(tk) - L r~(~(s)) dB(s) 
( L' ) + 2~ ~6(tk)-~(t,), (¢ ( t , _ l ) ) )A t , -2 .  b "'i {~'s(s) ~(s),b(~(s)) ds k=l 
- 2  
Furthermore, 
and 
+2 ~ ( ~ ~(¢~(tj_,))Ae(¢;)- f'" 
k=l \ j=k+l  
+2L / ~ rY(~6(tJ-x))AB(tj ) - f ' '  
k=| \ j=k+l  
0 k:s</t ~tn , s 
/o.,,7( z cr(~6(t,_, )) ~B(tk) 
• k :s<tk  ~tn  . ,s 
~(~(s))dB(,),b(~ (6 I)) At~ 
a(~(s)) dB(s), A~o'~( t~. ))  
/ 
c~(~,(u))dB(u),b(~(x))) ds 
c;( {( u ) ) dB( u ), dqo(s) ~) / 
[~'5(t*) - xol 2 ~ l~6(tk L) - X012 + ItT(~6(tk I )  ~B( /k ) l  2 
+ 2{¢6(t* I) - xo, cr({'5(t,-i )) AB(t, )) 
+ 2(~6(t~) - xo,b(~'~ltk_ ))) Atk, 
-6 2 ]~6(tk)-- ; (tk I)[ <~ ]¢7(~6(tk-lj)AB(tk)] 2 
+ 2({6(tk ) ;,i . - ~. (t*-l),b(~6(tk-t)))~tk 
f ' dB(u) 2 ]~( t ) -  ~(S)[ 2 ~ O'(~(U))  f' + 2 (~(u) - ~(s),b(~(u))) du 
) + 2 o(j(v))dB(v),b(~(u))du + d~p(u) 
(13) 
(14) 
jor 0 ~ s <~ t. 
(15) 
Proof. The inequalities (12) and ( 15 ) follows by noting that ( ~6, w", ~0 's) and (~, w, q~ )
are associated triples and using Remark 2.2 in Tanaka (1979) carefully. 
The inequalities (13) and (14) are easily verified by modifying the arguments for 
Tanaka (1979), Remark 2.2. [] 
Inequality (13) implies, with elementary computations, that if b and c; satisfy the 
Lipschitz condition (10), then max{El~6(t,)- xo]2: l<~k~c,~} is uniformly bounded 
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for all small 6. Similarly, it follows (with s---0) that sup{El~(t ) -xo]2: O<~t<~T} is
finite from (15). This is sufficient for our purposes. However, by S~omifiski (1994, pp. 
206-207), we in fact have 
sup E max l~6(tk)-Xo[2 < oo (16) 
0<6~<T l<~k<~c6 
and 
E sup I~(t)-x0l 2 (17) 
O<~t~T 
We also need continuity results for ~6 and ~. 
Lemma 4.2. Assume b and a satisfy the Lipschitz condition (10). Let ~6 be 9iven 
by (11) and assume ~ is a solution to (3). Then there exists a constant C = CT such 
that 
sup El~6(tk) - ~6(tk_l )l 2 ~<C Atk. (18) 
O<6<~T 
and 
f ig(t)  - ~(s)l 2 <~C(t - s) 
for O<~s<~t<~T. 
(19) 
Proof. We show (18) first. By taking expectations of both the sides of inequality (14), 
we obtain 
El~6(tk) - ~6(tk_l)l 2 ~< El~(~6(tk_l))l z Atk 
+ 2E(~6(tk) - ~6(tk_l ), b(~6(tk_, ))) Atk. 
(18) follows from the Lipschitz conditions of b and a and (16). 
The continuity result (19) is shown similarly as (18) by using (15) instead of (14) 
and (17) instead of (16). [] 
The main theorem, the convergence rate of ~6 to ~, can now be stated. Note that 
we assume a is bounded. 
Theorem 4.3. Assume G satisfies Condition (B) and b and a satisfy the Lipschitz 
continuity condition (10) and I~(x)l <~L for x C ~a. Let ~ and ~6 be 9iven by (3) 
and ( 11 ), respectively. Then 
sup E[~6(t) - ~(t)l 2 = O f log (20) 
O<~t<~T 
for small ~. 
In the case, when G = ~a, it is well known that El~6(t) - ~(t)l 2 = O(6) (see e.g. 
Kloeden and Platen, 1992, Theorem 10.2.2). 
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Under the conditions in Theorem 4.3, Slomifiski (1994) showed that 
E sup I~a(t) - ~( t ) ]  2 = O(61/2 - ' : )  
O<~t~T 
for all e > 0, which is slower than (20), but the mean square convergence by Slomifiski 
(1994) is uniformly on [0, T]. 
Liu (1993) suggested the following penalization scheme: 
{6(tk) : ~a(tk 1 ) 4- b(~a(tk-1 ) )Atk  4- a(~a(tk_ I )) AB(tk) (21 
1 
:fl(~a(tk 1)) Atk, 
A 
where fl(x) = x - l ie(x). I f  Z = x/~ and Atk = 6 then Liu obtained, for bounded G, 
that EI~a(T) g(T)l 2 = O(61/2-e') for all e > 0. Observe that the projection scheme 
(11) can be rewritten as a modified version of (21) with 2 = Atk and /3 evaluated at 
~a( tk-1 ) + b( {6( tk-1 )) Atk + a( {a( tk 1) ) AB( ta ) instead of at {a(tk-t). 
The convergence rate (20) depends on the following modulus of continuity result. 
Lemma 4.4. Let {B(t)} be an m-dimensional Brownian motion and {0 = to < tl < 
. . . .  ~ t<~ = T} a partition of  [0, T] with mesh & Then 
E max sup ]B(t) - B(tk-l)t 2 = O(61og 1/6) (22) 
1 ~k<~c,~ tC[tk I&) 
Jor small O. 
We prove Lemma 4.4 in Appendix. 
Proof of Theorem 4.3. Throughout his proof let C be a universal constant. By (18) 
and (19), and since ~a is constant in [tk l,tk), we only need to show the theorem at 
the grid points t~. Inequality (12) gives, by the It6 isomorphism and the independent 
increments of the Brownian motion, 
E[~6( tn)  - ~(tn)l 2 (23) 
~< k=tk itk , Ela(~6(t~-l))- a(~(s))] 2ds 
+2 k=lL J,~['~- E(~6(tk)-  ~(t~),b(~°(tk_l ))) -E (~°(s ) -  {(s),b(~(s)))ds 
- 2E fa t" (a(~a(s a))(B(s) - B(s a)), b(~(s)))ds 
2E i t" (a({a(sa))(B(s) - B(sa)),d~p(s)), 
where s '~ = max{tk: tk ~<s}. The most critical term in (23) is the last one. It is domi- 
nated by 
2L(E max sup ]B(s ) -  B(tk-l)12)l/2(E(lqol(T))2) 1'2, 
O~t k <~ T sc[&_l,tk )
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where the first factor, by Lemma 4.4, is 0((6 log I/6) 1/2) for small 6 and the second 
one, by S~omifiski (1994, p. 210), is finite (from Condition (B)). 
We now consider the other terms in (23). The first term is, by the Lipschitz as- 
sumption of  a, less or equal to 
2L2 ~=1  El~6(tk-~ ) - ~(tk-1 )12 ~tk + 2L 2 k=l ~ atk[~k_ E[~_(tk-I ) -- ~(s)12ds, 
where the second sum, by (19), is 0(6). 
Consider the second term in (23). By the Lipschitz continuity of b, and the fact that 
46 is constant at [tk l, tk), we have for tk-l ~<S < tk, 
E(~( tk )  - ~(tk), b (~( t~_ ,  ))) - E (~(s )  - ~(s), b(~(s)))  
~< ½E]46(tk) - ~(tk)l 2 -k ~E]~6(tk-1 ) - ~(s)l 2 
+ (El¢6(tk) - ~6(tk-¿ )[2E]b(~(s))]2) 1/2 + (El~(tk) - ~(s)[2glb(~(s))12) ~/2, 
where the last two terms are O(v/6) by (18), (19), the Lipschitz condition of b and 
(17). Further, 
g146(tk) - ~(tk)] 2
<<. 3El~a(tk) - ~6(tk_~ )12 + 3El~6(tk_~) - ~(t~_~ )12 + 3E]~(tk_~) - ~(tk)l 2 
<~ 3El~6(tk_~) - ~(tk_l)[  2 q- C6 
and 
g]~6(tk-1)  -- ~(S)l 2 ~ 2gl~6(tk -a)  - ~(tk-~)[2 + 2El~(tk_ l )  _ ~(s)12 
<~ 2El~6(tk_l) - ~(tk_l)] 2 + C6. 
Hence, the second term in (23) is bounded by 
n 
C ~ El~6(tk_l) - ~(tk_l)12Atk + C(6 + x/6). 
k~l  
The third term in (23) is, by the Cauchy-Schwarz Inequality, easily seen to be O(x/6). 
Thus, 
where the last term trivially is 0((6 log 1/6) I/2) (for small 6). The proof is completed by 
using arguments as for the proof of Bellman-Gronwall's Inequality (or see Slomifiski, 
1994, Lemma A. 1 ). [~ 
Remark 4.5. A stronger convergence rate than (20) can be obtained in the following 
'product situation'. For some integer p, 1 < p < d, let G = ~P × G', for a closed 
and convex set G I in ~d-p  and aij = 0 for i = p+ 1, . . . ,d  and j  = 1,.. . ,m. In this 
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case, the last term in (23) vanishes and, by simplifying the proof of Theorem 4.3, it 
is easily seen that 
sup gl~'5(t) - ~(t)[ 2 = O(v/6). 
o<~t<~r 
Condition (B) is not required in G here. 
Example 3.1 illustrated a product situation. 
5. Convergence when G is  a convex polyhedron 
In this section we prove convergence of ~6, given by the projection scheme (11), to 
the solution ~ of the RSDE (3), in the sense of mean square convergence, uniformly 
on compacts. We assume G is a convex polyhedron with nonempty interior. Clearly, 
condition (B) is satisfied in this case. In order to have shorter notation let Iltl]lr = 
sup{Iq(t)l: O<<,t<~T} for q cfidl~g. The following important result from Dupuis and 
lshii (1991, Theorem 2.2) will be used. 
Lemma 5.1. Assume G is a convex polyhedron with nonempO' interior, lJ (~l,wl,  ~PI ) 
and (~2, w2, q02) are associated on G where wl and w2 are cgtdlhqs, then 
I1~1 - ~2]lr ~ <K ]lw, - w211r (24) 
./or some positive constant K (independent of  T ). 
Remark 5.2. If  G is convex but not a polyhedron with nonempty interior, then there 
is no K such that (24) is valid for all couples of associated triples (~i, wi, qi) (i l, 2) 
(cf. Dupuis and Ishii, 1991, Proposition 4.1). 
Remark 5.3. If  G is a convex polyhedron with nonempty interior and b and ~ satisfy 
the Lipschitz condition (10) then, since (~6, w~, (p,~) and (xo,xo, 0) are associated triples, 
it is easy to give an alternative proof for the boundedness tatements (16) and (17) 
by using Lemma 5.1. 
Theorem 5.4. Assume G is" a convex polyhedron with nonempty interior and assume 
b and ~ sati,sfv the Lipschitz condition (10) and ~ is bounded. Let ~ and ~'~ he ,qiven 
by (3) and (11), respectively. Then 
EII~ (~ - ~11~ = O(8log 1/~) (25) 
,~or small 6. 
Observe that for stochastic differential equations without reflection, under Lipschitz- 
and linear growth assumptions of the drift term and the dispersion matrix, EII~ ~s ~11~ =
O(c5) (cf. Kloeden and Platen, 1992, Remark 10.2.3). 
The rate in Theorem 5.4 is slightly faster than the rate O(61 ~:), for any ~: > 0, 
which was recently obtained by S~omifiski (1994). Chitashvili and Lazrieva (1981) 
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also suggested the numerical method given by (11 ) in the special case when the poly- 
hedron G is an interval on the real line. However, the convergence by Chitashvili and 
Lazrieva (1981) was slower than the convergence given by Slomifiski (1994). 
Proof of Theorem 5.4. Again, let C be a universal constant and 6 small. We may 
assume [a(x)] ~<L for x E ~a. B~ Theorem 2.4(a) we can introduce an associated 
'help' triple (~a,~6, ~6) with 
f0' fo' ~6(t) := xo + b({a(s))ds + a(~6(s))dB(s). 
Note that vb a (t,) = wa(tk), k --- 0 . . . . .  ca. In order to show that E[[ Ca _ ~ 1[~ is O(6 log 1/6) 
for small 6 we use upper estimates of  EII¢ a - ~all,2 and EI[~ a - ~[I 2. By Lemma 5.1 
and the boundedness condition of a, 
EII¢ a - ~apI2 <~K2E]]w a - ~alf2 
<~ 2KeE max sup [b({a(tk_l))(t-- tk_l)] 2 
1 <~k<~c6 tE[tk--htk] 
+ 2K2E max sup [a(~a(tk_l))(B(t)--B(tk_l))] 2 
1 <~k<~c6 tC[tk_l,tk] 
~< 2KZ{E max Ib((a(tk_l))1262 +L2E max sup ]B(t)-B(tk_l)[2},  
1 ~k<~c6 1 <~k<<.ca tC[tk--l,tk] 
where the first term, by the Lipschitz continuity condition of b and (16) is 0(6),  and 
the second one, by Lemma 4.4, is 0(6 log 1/6). Hence 
E[ I ~6 _ ~61[~ < C6 log 1/a 
for small 6. Further, for t E [0, T], 
EII~ a - ~11~ K2E I I  ~a - w[f~ 
s b(~(u)) du 2 <~2KaE sup f__ b(~6(u))- 
sc[0,t] Jo 
s O'(~(u)) dB(u) 2 +2K2E sup f __ ~r(~a(u))- 
sE[0,t] Jo 
{/o /o' }/o' ~2K2L 2 t EI]¢a-4Jj2udu+4 gl[~a-~fr2udu <.C glI~a-4rlZudu. 
Thus, 
- ffl]~ ~<2gll~ 6 - ~61]~ + 2gll~ a - ¢1[~ <Crlog 1/6 + CfotEIICa - Ellff ~ ~l12u an 
for small 6. Since the integrand by (16) and (17) is uniformly bounded for u in 
[0, T] and 0 < 64< T, we deduce from the Bellman-Gronwall Inequality that EII~ 6 - 
~1] 2 ~< C6 log 1/6. [] 
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Remark 5.5. Theorem 4.3, Remark 4.5 and Theorem 5.4 can easily be extended to 
the case when b and a depends on t with b(~6(tk_l)) and a(?,6(tk_l)) in the scheme 
(l l) substituted by b(tk_l,~6(tk_l)) and tT(tk_l,~6(tk_l)), respectively. In this case, 
condition (10) should be replaced by 
and 
Ib(t,x) - b(t,y)l v I¢~(t,x) - ~(t, y)l ~LIx - yl 
Ib(t,x)l~L(1 + lxl), I~(t,x)l~L 
for x, y E !~J and 0 ~<t ~< T. We also need a condition of, for example, the type 
Ib(t,x) - b(s,x)l v I~(t,x) - a(s,x)l ~<L(1 + Ixl)((t- s) log 1/ ( t -  s)) ~ 
1 L for Theorem 4.3 and ~ = fo rxE  ~d, 0~<s < t<~T and t - s  small, where ~ = 
for Theorem 5.4. 
Appendix 
Proof  of Lemma 4.4. It is sufficient o show the lemma for m = 1. The left-hand side 
in (22) is less or equal to E sup{IB(sl ) - B(s2)12: (sl,s2) E [0, T] and Is1 - s2[~ < 3}. We 
use a result presented in Pollard (1992). 
Let (S,p) be a pseudometric space S with pseudometric p and let {X(s):s c S} 
a real Gaussian process with p-continuous ample paths, for which EIX(s) -X(t)12 ~< 
p(s,t) 2 for all s, t in S. Assume (S,p) is totally hounded. For given e let M(e) he the 
largest integer n such that there are points sl, . . .  ,s n in S with p(si,s i) > ~ for i # j. 
Then there exists C such that, for any s o in S, 
[sup{ p( s,s° ):sE S } 
E/~usupX(s) 2 ~< ~ + C v/log M(e)de,. (A. 1) 
V sGS JO 
In our case, for given 3 we let S ----- {s -= (sl,s2) E [0, T]2: ]sl -s2t<~6} and p be the 
pseudometric defined by 
p(s, t) := (E{(X(s )  - X(t))  2 } 
for s = (sl,s2), t = (t,, t2) in S where X((sl,s2) = B(sl ) -B(s2) .  Thus, 
p((sl,s2),(tl,t2)) = ~ A s2,sl V s2] A [tl A t2,tl V t2]), 
where ). is the Lebesgue measure on !~ and A is denoting the symmetric set difference. 
For s = (sl,s2) in S with s o = (0,0), p(s,s °) = Is1 -s2ll/2<~v/~. Hence, 
supp(s,s °) = v/6. (A.2) 
.vGS 
We now turn to the bound of M0:). Let N(c) be the smallest number of closed p balls 
with radius e required to cover S. Clearly p((sl,s2),(tl,t2))<~(]sl - t l[+ ls2 - t2]) t'2. 
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Hence for fixed (t°,t°) ,  the set {(Sl,S2): p((sl,s2),(t°,t°))<~e} contains the square 
{sl: [sl - t  °] <~2/2} × {s2:1S2 - - t  °] ~<e2/2}, which implies that 
N(e)~<(2 + [26/(e2/2)])(1 + [T/(~2/2 )]), (A.3) 
where [.] denotes the integer part. Finally, from (A.2), (A.3) and since M(e)<,N(~/2),  
it follows that the integral in (A.1) is O((61og 1/fi) 1/2) which shows the lemma. [~ 
Observe that the result in Lemma 4.4 cannot be improved for an equidistant partition 
since by the relation T<<,c~6, we have 
l im in fE  maxl~<k~<c~ [/kB(tk)[ 2 /> l im in fE  max [AB(tk)12 
6\0  minl~<j<c6 /ktj21og(1/6) 6\0 l<~k<~c6 Atk21og(c6/T) 
which by Leadbetter et al. (1985, Theorem 1.5.3) is not less than one. 
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