This paper devises a new way of measuring the geographical scope of innovation based on patent data and compares its geographical distribution with that of patents granted and production. Indicators of patent quality are used to form an index of regional innovation, which is argued to be an improvement over patent counts, which are seen as indicators of inventions. Innovations are more concentrated than inventions, which in turn are more concentrated than production, gauged by employment levels. Innovations are, moreover, concentrated to regions with already high production and invention levels. This indicates that the concentration of innovation is understated, as raw patent counts are used to proxy for innovation rather than quality patents. The results further point to the need for revaluing effect of R&D on local innovative activity.
Introduction
Empirical evidence shows that innovation is more clustered than production (Asheim and Gertler, 2005) . Nevertheless, precise and systematic measurement of regional innovation is hampered by lack of data. From this perspective, patent data have the great advantage that they may be regionally localized with high precision. Sonn and Storper (2005: 1023) note that "Because of this advantage, an increasing number of geographers and urban economists are using patents in their analyses." Nevertheless, many innovation researchers are reluctant to use patent data since many patents are not commercially useful and are used for strategic rather than economic purposes (Griliches, 1990) . Such reasoning implies that patents, measured as the number of applied patents or granted patents, may instead best be said to characterize inventive output or even as input into innovation processes. In recent years, however, quite a few approaches have been developed to "quality-adjust" patent data by observables such as the number of times they are cited by later patents, or the number of countries for which protection is sought (Lanjouw and Schankerman, 2004) . Given that patent data have useful geographical properties, it therefore seems to be an obvious step to quality-adjust patents on the regional level. This paper argues that qualityadjustment provides an improved innovation indicator over patent counts. Construction of such an indicator and examination of its properties are the purposes of this paper. Innovations and innovative activity are used as synonyms to describe this innovation indicator and inventions and inventive activity are defined as patents granted.
This paper contributes to the literature on the geography of innovation in two ways. First, it uses indicators of patent quality to form an index of regional innovation, which is argued to be an improvement over patent counts. Second, examination of the concentration of innovation reveals that innovation is more concentrated than inventions, which in turn are more concentrated than production. Innovation is, moreover, concentrated to regions with already high production and invention levels. Evidence also suggests that the geographical concentration of innovative and inventive activity increases over time as compared to productive activity.
The next section provides an overview of theories about the concentration of innovation and why we may expect activities leading to innovation to be concentrated, in particular to regions with high productive activity. The focus here will be on the importance of specialization and diversity for such concentration and the role of certain regions as nodes in network systems of international and interregional innovation diffusion. Section 3 discusses available innovation indicators and how they have been used to characterize regional innovation. The fourth section presents the data material and constructs the regional innovation indicator based on factor analysis. It also describes concentration measures of patent counts and the innovation indicator. The geographical concentration of innovation is examined for both pooled data and data investigated separately by technology, which is then compared with existing distributions of patent counts and production activity. The fifth section contains the findings of the paper and makes suggestions for future research.
Why is Innovation Concentrated?
Agglomeration economies in various forms have high explanatory power when it comes to the concentration of innovation (Ejermo, 2005) . It is natural to start a discussion on innovation concentration with the work by Alfred Marshall (1920) . He posited three general reasons why industries tend to agglomerate. First, industries thrive when they are able to capitalize on the ability to interact with suppliers and customers to improve their productivity. Second, there are plenty of opportunities for workers to move between firms within industries and to nearby industries to avoid unemployment or improve their income. Third, as workers gain skills and move between firms, for example, by learning-by-doing (Arrow, 1962) , and as supplier -customer interaction develops goods, directly and indirectly as a consequence of collaboration with others, "The mysteries of the trade become no mysteries; but are as it were in the air, and children learn many of them unconsciously" (Marshall, 1920: 271) . At least two of the listed reasons are related to knowledge accumulation. This suggests that development of new ideas, which may eventually lead to innovation, should follow that of production, because many ideas emerge from learning new ways of producing. In addition, it may well be argued that if innovation needs interaction, one would indeed expect agglomeration to be stronger in highly innovative industries.
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On the other hand, urbanization economies stress the importance of diverse sets of suppliers. The variety of the set of goods and skills available in large urbanized areas makes firms more innovative (Ohlin, 1933; Hoover, 1937; Jacobs, 1969) . Particularly influential is the work by Jacobs (1969) who posits an important role for cities as generators of new ideas.
2 All regions produce something but cities tend to start production of new goods, because new goods can better find diverse skills in cities. Cities are also important locations for corporate headquarters, R&D departments, support services and worker amenities. For most countries, and especially smaller ones, establishments through their import channels are vital in the innovation diffusion process (Benvignati, 1982; Karlsson, 1988) . Certain cities are particularly important nodes for imports of innovations. The diffusion and adoption of innovations from these nodes have been analyzed from neighborhood and hierarchical perspectives (Cohen, 1972; Karlsson, 1988) . According to the neighborhood hypothesis, learning through interacting is of paramount importance (Hä gerstrand, 1953 (Hä gerstrand, , 1967 . Being closer to the source of information increases the probability of adoption. On the other hand, the hierarchical perspective suggests that diffusion occurs mainly between channels of information that are geographically separated and that the diffusion of innovation and intrinsically linked growth occurs in tandem between city regions. The two perspectives imply that being close to urban centers as well as having strong networks, through business activities or otherwise, are crucial for regions to develop or adopt innovation activity (Ejermo and Karlsson, 2006) . In sum, there is overwhelming theoretical and empirical support for cities and large agglomerations as innovation drivers. This discussion also indicates a concentration in ranking of innovations, inventive activity and productive activity. First, inventive activity and innovative activity should be more concentrated to regions with much productive activity. This happens since there are proportionally more interaction opportunities for these types of activities in agglomerations. Second, activities directed toward innovation should be more successful in regions with a lot of inventive activity because there are more interaction opportunities. Thus, as a manifestation of this, innovative activities should be more concentrated to regions that are dense in terms of inventive activity.
The Measurement of Innovation
It is difficult to obtain precise measurement of innovation since the complexity of innovation processes are difficult to capture by a single measure. In addition, different bases for the construction of indicators further complicate comparison between them. Nevertheless, the need to come to grips with the role of innovation activities for economic development infers 1 Audretsch and Feldman (1996a) compared the geographic concentration of innovative activity, based on innovation counts from the Small Business Administration database, with the concentration of production. They found that concentration of innovation was higher in R&D-intensive industries and in industries for which university R&D and skilled labor were important. See also Kelly and Hageman (1999) . 2 A rich literature examining the merits of specialization vs. diversity (e.g. Glaeser et al., 1992; Henderson et al., 1995; Feldman and Audretsch, 1999; Ejermo, 2005) has developed. ever increasing demand for characterizing inventive and innovative activities. Here, I will discuss common innovation indicators with specific emphasis on their regional properties, with a twist towards patent data based upon their dominant role in the literature on geography and innovation.
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Each indicator has its own advantage depending on research setting. The most common innovation indicators include research and development, patents and two more recent types labeled by Smith (2005) as the "object approach" and "the subject approach".
R&D
R&D data are probably the oldest consistent innovation indicator. Data are available for decades back in time and can be used to form consistent time series. The OECD gives the following definition:
4 "Research and experimental development (R&D) comprise creative work undertaken on a systematic basis in order to increase the stock of knowledge, including knowledge of man, culture and society, and the use of this stock of knowledge to devise new applications " (2002: 30) . Small lines of businesses, though, more rarely undertake such activities as systematically as large ones do. Therefore, their innovative efforts are likely to be underestimated by R&D data. There are also biases depending on the sector in which a firm is active. For instance, in one sector firms may undertake relatively more marketing efforts in order to open up new markets, which will not fall under the heading of R&D. Service businesses also innovate differently and less "formally", which may produce biases. R&D data are sometimes difficult to pinpoint to a geographical location due to what is labeled the Singapore effect, in which R&D is recorded at headquarters outside the region or country where it is actually undertaken. A crucial problem with R&D data is, of course, that they do not represent innovation; there is no guarantee that efforts translate into innovation.
Innovation Counts
Innovation counts belong to the object approach. A typical example is the SPRU dataset, consisting of expert appraisals for the UK for the period 1945-83 and reported in Pavitt et al. (1987) . We also find important innovations, which are based on trade journals, as assessed by the US Small Business Administration (SBA) (see, e.g. Feldman and Audretsch, 1999) . Other literature-based innovation indicators have been collected for the Netherlands (Kleinknecht et al., 1993 (Kleinknecht et al., , 2002 , for Italy (Santarelli and Piergiovanni, 1996) and recently for Finland (Saarinen, 2005) . A Swedish example is Wallmark and McQueen (1991) . A problem with these data is that small firms may not feel that they have to report their new products in journals (Coombs et al., 1996) . Moreover, the announcements in journals usually come from marketing departments with little or no screening by constructors of the databases. They are simply accepted as long as they are identified as new products by companies (Hagedoorn and Cloodt, 2003) . Finally, these indicators often lack geographical scope and are very costly to collect. The SBA data from 1982 constitute an exception, giving information on innovation categories and the address of the innovating entity, which permit aggregation to the city level. But these data are available only for a single year. An interesting comparison between the geographical distribution of the SBA data material and patent data from the same year is given in Acs et al. (2002) . Taking their innovation counts to provide an accurate definition of innovation, they find a high correlation between patents and innovation counts (about 0.79). But when comparing regressions of the link between R&D and the indicator, patent data tend to overemphasize the local effect of R&D, as opposed to innovation counts.
Innovation Surveys
Innovation surveys belong to Smith's subject approach (2005) . These include the Yale survey (Levin et al., 1987) that has given more detailed information on the sources of knowledge and appropriation methods for innovation. The European Community Innovation Surveys (CIS) have been collected regularly across member countries 5 and report on innovation expenditures and sales of imitative vs. innovative products on the firm level as a share of turnover. CIS data also allow for richer distinctions between product and process innovations and interaction effects with other firms and public organizations. However, at the same time they suffer from low response rates, about 40-50 percent. Data are also available only on the crude EU NUTS2 level. This division is based on population criteria and administrative divisions in force in the member states rather than economic divisions, such as local labor market regions based on commuting patterns. As an example consider Sweden and Spain, two countries of similar size. 6 Whereas Spain has 20 NUTS2 regions, Sweden has only 9. It could therefore be reasoned that for economic analyses concerning geography and innovation, the administrative division of data does not generally suffice.
Patent Data
Patents are legal means for monopolizing a technology for a potential, now generally, 20 years. In return for this monopoly, society demands that "patented technology must be disclosed so that rivals and courts know what is protected. Disclosure also ensures that the knowledge enters the public domain when the patent expires" (Scotchmer, 2004: 82) . This availability is assured through computerized online records, which entail a number of advantages for researchers. Precise data with regard to actual dates are available, 7 and may be delimited by very finely defined technologies. Patent requirements are also slowly changing and therefore data are reasonably comparable across time. A major advantage is that they are good at indicating geographical location compared with other indicators. Addresses are available from European Patent Office data and are given for inventors as well as applicants, that is, usually companies. 
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Economists have considered patent data useful since they seem to provide a shortcut to the collection of economy-wide indicators of inventive activity. Their use is surrounded by caveats, however. At first one may be inclined to regard them as innovation measures. For instance, Trajtenberg (1990: 184) notes that:
. . . a simple patent count could be regarded as a more refined input measure (vis-à -vis R&D) in the sense that it incorporates part of the differences in effort and nets out the influence of luck in the first round of the innovative process.
However, patenting does not require formal R&D and it would also be premature to separate the two processes of R&D and patenting in a linear sequence. Hall et al. (1986) conclude that the contemporaneous relationship found between R&D and patenting can be explained by the fact that a lot of developmental work to adapt to production processes has to take place after formally applying for patents. For these and other reasons, patents have wellknown problems as innovation indicators. For companies active in industries where an appropriation mechanism such as secrecy is important, patenting plays a subordinate role due to its disclosure function.
Also, despite being costly to apply for, most patents are of little economic value. A patent is often taken out for reasons other than directly benefitting the own firm economically, for instance, to block competition (Griliches, 1990 ). There may be alternative ways to reach a technological solution for a company, and efforts in between invention and innovation may become patented. The propensity to patent also varies by sector (Scherer, 1983; Breschi et al., 2000) and its effectiveness varies as an appropriation mechanism (Levin et al., 1987) .
As a reaction to the negative conclusions for patents listed, attempts have been made to gauge the quality of patents. Patent documents contain citations that have two major uses for innovation studies. The first concerns quality and the second the study of the geographical reach of spillovers. These issues are of great relevance for this paper and I will therefore elaborate a bit on both.
The Quality of Patents
As one of the first to improve patent data to better reflect innovativeness, Trajtenberg (1990) used the number of citations to patents as a rough indicator of value for patents related to Computed Tomography scanners. He found that citation-weighing patents produced a correlation with estimated social value not present when mere patent counts were used. Since then, a number of contributions have examined whether quality-adjustments can be made in additional ways and the extent to which this helps to reflect the value of patents. A set of "quality-adjusters" are beginning to form accepted ways of making patent data more representative of innovation. The invention represented by the patent does not automatically transform into innovations or growth. It is well known (cf. Griliches, 1984 Griliches, , 1990 Silverberg and Verspagen, 2007) that the value of granted patents is skewed, so that only a limited number create large economic value, while the majority practically do not contribute to value creation, at least not directly. Later studies have shown that patent citations and other related measures contribute to the clarification of the value of individual patent applications. The functional and legal meaning of a patent citation ("prior art") is that it delimits the technological scope of the new patent. The citation of earlier patents thus communicates that the current patent does not embody the technological content of the cited patent. A patent citation made by a patent is often referred to as a backward citation. A citation made to a patent is referred to as a forward citation. Studies have used forward citations to "weigh" the importance of patents, the main idea being that more valuable patents are more widely cited (Trajtenberg, 1990) .
Quality-adjustment through citations is more and more frequently complemented by other adjusters such as whether the patent has been renewed, degree of generality, originality and "radicalness". One common indicator of patent quality is family size, which shows the number of patents protecting the same invention in different countries (Putnam, 1996) . More countries should reflect the commercial potential of the patent. For data from the European Patent Office (EPO) opposition can be used, which shows whether the granted patent was opposed in court. Opposition then signals that the patent is competitive and therefore other firms find opposing it worthwhile. The number of claims, for instance, novelties of a patent, have also been used as a quality indicator. Indirect studies have validated such measures by relating them to productivity, expert appraisal of innovations and stock market value of companies with patents in their portfolio (Lerner, 1994; Harhoff et al., 1999 Harhoff et al., , 2003 Jaffe and Trajtenberg, 2002; Lanjouw and Schankerman, 2004; Dahlin and Behrens, 2005; . Direct studies include Giuri et al. (2007) who sent questionnaires to inventors and managers asking about the values of individual patents. These data were used in Gambardella et al. (2005) to provide direct validation for the above listed quality-adjustments. Another technique, also direct since it makes use of the actual behavior of the patentee, uses renewal data. A patent can be granted for a potential 20 years, but needs to be renewed, with progressively higher renewal fees. The renewal behavior of patent holders may be observed and has been validated as an indicator of patent value in several studies (Pakes and Schankerman, 1984; Pakes, 1986; Schankerman and Pakes, 1986; Pakes and Simpson, 1989; Maurseth, 2005; Deng, 2007) . A consensus conclusion is that quality indicators confirm that the value distribution is highly skewed with a median value far below the mean.
Patents and Geography
Patents have been used in many studies to examine geographical distribution. All studies confirm a rate of concentration higher than that of production or employment (Kelly and Hageman, 1999; Paci and Usai, 1999; Acs et al., 2002; Ejermo, 2004) . Geroski (1995: 76) states that: "Knowledge is probably the classic example of a public good." It has non-rival properties in the sense that it may be used by others without becoming less important. It is also non-exclusive so that its use by one actor does not prevent its use by another. Since public goods can be enjoyed by many, knowledge production is associated with spillovers. An important question in the literature is just how "public" knowledge is. Research on spillovers has been of great interest to economists, since clues about their nature are informative for policy recommendations to stimulate knowledge production. In analyses of the geography of innovation, patent citations have had a major application since they show traces of knowledge antecedents that may be used to study the spatial reach of knowledge spillovers and knowledge flows. Results regarding the geographical scope of patent citations are of interest for this paper since they are used here as part of an innovation indicator.
Citations in patent documents have essentially two sources: those given by the inventor and those added by a patent examiner. Jaffe et al. (2000) asked inventors listed on US patents whether citations presented on patent documents indeed represented spillovers to inventors. About one-half of the citations were found not to correspond to a spillover. Nevertheless, citations represented a noisy but relevant indicator for knowledge spillovers.
To ascertain whether innovation has spatially bounded effects, a stream of literature examines (a) whether spillovers from inventive/innovative activity is spatially constrained and (b) whether the productivity effects of regional inventive/innovative activity are confined within the region.
A direct way of testing for spillovers using citations was pioneered by Jaffe et al. (1993) . First, samples of patents were randomly drawn from two cohorts of originating patents applied for in 1975 and 1980 . Then the forward citing patents to these patents were examined by means of comparison with a control sample. For each citing patent a control patent was drawn from the same patent class with the grant date as close as possible to the citing patent. By examining the locational difference among citing patents to that of patents from the control group, they found that the location of citations was much closer to originating patents than for patents from the control group. The methodology was later used by Maurseth and Verspagen (2002) and Fischer and Varga (2003) with similar results. These studies show that citations between two patents tend to be more frequent when the two are closely located geographically, seemingly validating the fact that spillovers occur more frequently on the local level. The methodology used by Jaffe et al. (1993) was later debated by Henderson et al. (2005) and Thompson and Fox-Kean (2005) . Thompson and Fox-Kean (2005) used a much finer patent classification scheme than that of Jaffe et al. (1993) in order to construct the control group and found that localization effects largely waned. However, in their response to this critique, Henderson et al. (2005) point out that if one constructs a control group sufficiently technologically close to that of citing patents, all patents-control and citing-will tend to come from the same area since they would then tend to be produced at the same place. This would explain how Thompson and Fox-Kean (2005) reached their results. Thompson (2006) uses to advantage an addition to US Patent and Trademark Office (USPTO) data records since 2001, namely, whether citations were added by inventors or examiners. He finds that the localization effect in 2001 was stronger for citations added by inventors than by examiners. This means that the literature's "stylized" result that citations are localized does not seem to be invalidated by muddled citation origin. In fact localization is higher if one can exclude examiner citations. Similar conclusions can be drawn from results in Alcá cer and Gittelman (2006). They found that the distance between citing and cited patents in miles was not significantly different for inventors' and examiners' citations in general, but seemed to differ when only looking at US origin citation pairs. For short distances, same-state and same-economic-area, citations were more likely to be made by inventors. Sonn and Storper (2008) investigate the tendency for patent inventors to cite locally over time. They use the control sample methodology of Jaffe et al. (1993) , except that their controls are with respect to the cited patents.
9 They find that backward citations are increasingly local over time across types of assignees, individuals, top 500 most-innovative companies, other companies and universities, except for Federal government.
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Another type of study using patents for studying spillovers is less direct than those using patent citations and rests on the so-called "knowledge production function", a neoclassically inspired function modeling regional output, production or "knowledge" measured by patents, as a function where R&D is typically used as the main explanatory factor. A common setup is to examine the effects of public vs. private R&D. Larger parameters are then attributed to larger spillovers. This literature tends to find that spillovers are localized for both patents (e.g. Jaffe, 1989; Paci and Usai, 1999) and other innovation indicators (e.g. Acs et al., 1992 Acs et al., , 1994 Audretsch and Feldman, 1996a, b) .
A clear problem of spillovers is what they really represent, as highlighted in the discussions of Breschi and Lissoni (2001a, b) . Are they knowledge spillovers in the sense of "manna from heaven" (Geroski, 1995) , or are they somehow mediated through semimarketed mechanisms such as labor mobility or through social networks? An important extension to the spillover literature tries to disentangle the importance of these two factors to explain citation patterns and in turn the mechanisms for knowledge spillovers.
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What inferences can be drawn from the observations above? The literature on spillovers and knowledge flows suggests that citations are mainly local. This means that more citations should occur to patents in patent clusters. In other words, a measure of regional innovation using forward and/or backward citations as its constituent parts would tend to be more geographically concentrated than just using granted patents. The next section examines the distribution of such an indicator as compared to productive activity and patent grants.
Patents and Innovation in Swedish Regions
This section outlines the methods and results of empirically investigating the geographical distribution of production, inventions and innovations. The example uses Swedish data on 72 Swedish regions over the period 1982-99. The regional division is by local labor markets. As noted in Section 3.3 these are based on commuting patterns, which makes more sense for analyzing economic relationships than administrative divisions. Regional data on production in Sweden exists in the form of regional GDP. These data however, are not given in real terms, and not available from the 1980s. Therefore, as proxy for production, I use data on day-time employment from Statistics Sweden 1985-99 (Statistics Sweden, 2008).
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Employment shares and log of employment shares are used for the analyses. As indicators of inventions I use patents granted and as an indicator for innovations I develop an index 10 Sonn and Storper (2008) suggest three reasons why the need for geographical proximity might have increased over time. Improvements in telecommunications and transportation make codified knowledge more easily available. On the other hand, this increases the need for tacit knowledge which needs a short distance for communication. Secondly, a more flexible organization requires more immediate communication channels and third, shortened product life cycles and globalization erode cost advantages quicker, again requiring more tacit knowledge. 11 Examples include Zucker et al. (1998a, b) and Almeida and Kogut (1999) on labor mobility and Breschi and Lissoni based on patent quality indicators. Following earlier examples, this index is based on factor analysis (see Section 3.5). This method has the advantage that it extracts the variation that is common for different indicators as one component.
I make extensive use of EPO patent data allocated to Swedish regions building on previous work by Ejermo (2004) . These data 13 have undergone further development. In the latest version, two versions of postal registers from 1993 and 2004 have been used to map inventors' addresses in 72 regions and recent changes in municipal structures have been taken into account. Two characteristics of patent data need to be addressed. First, there are sectoral and technological specificities of innovations in general and patent data in particular (Scherer, 1983; Breschi et al., 2000) . Similarly, quality-characteristics such as citations are much more frequent among patents in some technologies than in others (cf. Caballero and Jaffe, 1993) . In other words, there are good reasons to conduct a technology-by-technology analysis of the scope of innovation distribution. An alternative would be to do this by sector. Although data are available as a result of extensive work documented in Ejermo and Kander (2007) , it was considered that dividing patents by regions, technologies and sectors for a small country would be to strain the data too much. I considered that the technology division would be more exact and therefore used it instead of a sectoral one.
A second point concerns time trends. Data may show time trends in patenting and associated quality indicators that do not reflect actual changes in innovativeness or quality. For instance, the recent "explosion" in US patenting (Hall, 2005) has been concentrated in electronics, scientific instruments and related industries. Patents are more often upheld in litigation processes, with large penalties for infringers, so that patenting has become more profitable. Patents are increasingly used for cross-licensing and trading/negotiation with other firms in complex products, and for securing finance for startups (Cohen et al., 2000) .
In addition, it may also be of interest to try and get an overall picture of the distribution by analyzing pooled data. I therefore start by doing a pooled analysis and then technology-bytechnology.
The definition of a Swedish patent used here starts from the argument that the creative act should be in focus. A patent is considered (partially) Swedish if at least one person with a Swedish address is registered as the patent's inventor. Fractional counting is used. For a patent with three inventors with Swedish addresses, 1/3 of the patent is allocated to each of the Swedish regions. Patent applications and opposition data come from the EPO bulletin. Information about whether patents are granted and citation data are from OECD (2005) 14 and family size data are from PATSTAT data. This paper uses extended family size as its measure as described in Graham and Harhoff (2006) . This is defined as the set of documents linked either directly or indirectly through common priority documents. 15 This method was also used in Hall et al. (2007) . The citations data used are not only from other EPO patents, but also from patents granted via the internationally harmonized Patent Cooperation Treaty (PCT) process. The reason is that citations increasingly take this route 13 These data are part of CIDER-CIRCLE Innovation Databases for Economic Research. 14 The version used here was distributed in late 2006. 15 For more narrow definitions of families, cf. the definitions for "equivalents" (patents have the exact same set of priority documents) and "family" (at least one priority document is shared for patents) (Graham and Harhoff, 2006 
Data Description
The trends in applied and granted patents for Sweden are shown in Figure 1 , which uses the year of application, also for granted patents (i.e. not the grant year). The figure shows a substantial increase in applications through 2001 but the number of grants starts to fall after 1997, and the number of applications appears to fall in 2002. In fact, the development seems to follow the notion of "patent explosion" (Hall, 2005) . Since 1999, many applied for patents
have not yet been registered in the databases and, due to lengthy application procedures, even fewer have been granted. Five indicators based on patents are used for Swedish regions: the number of grants GRANTS, the number of forward or received citations to patents FWD, the number of backward or made citations from patents BWD, family size FAMILY and opposition OPPOS. FWD is the number of forward citations to patents within three years from the publication date. This procedure is followed in order to avoid truncation problems, since later patents 16 See the above footnote. have not yet had time to accumulate all their citations. The rationale for the use of these indicators is that patents that receive forward citations have been useful for the development of later patents. Backward citations show the extent of use of earlier patents. On the other hand, many listed backward citations also indicate that an invention is more derivative in nature. A higher value for FAMILY shows that the applicant finds it worth the filing costs of extending the patent to additional countries and is thus suggestive of value. Opposition indicates that one or more agents find it worthwhile to undergo costly judicial processes in order to invalidate the patent. Figures 2-4 show the development over time of the different indicators, expressed as averages. BWD per granted patent falls over almost the entire period. On the other hand, FWD per patent rises slowly until 1998 followed by a sharp drop from 1999. OPPOS per patent has an erratic pattern falling slowly over time. FAMILY per patent rises, except for a sharp drop in the beginning of the period, which could possibly be attributed to startup of the EPO. Although FAMILY is not confined to EPO countries, an influential factor may still be that the number of EPO members increases from 9 in 1978 to 20 in 2000 and 31 in 2005. This means that the attractiveness of filing patents at the EPO is rising over time, since the larger number of members should yield some increasing returns to patent. A possibility is that while a patent with more designated states is probably more valuable, average quality may be deteriorating since patenting costs relative to market size should be lower. Moreover, the number of citations to an older patent is increasing because there are simply more countries gaining membership to the system. Since we cannot be certain that a time trend in the indicators is indicative of actual quality changes, comparisons over time should initially detrend these indicators before summarizing them into an index. 
Regional Innovation and Factor Analysis
The regional distribution of patenting is highly skewed as shown by Figure 5 . Over the period 1982-99 Stockholm had an average of 262 granted patents per year, while Gothenburg and Malmö had an approximately equal average of around 110 patents each.
Similarly to earlier contributions (Lanjouw and Schankerman, 2004; Gambardella et al., 2005; Hall et al., 2007; Mariani and Romanelli, 2007) I create a variable which summarizes our indicators of patent quality by means of factor analysis. Factor analysis starts by obtaining communalities of different indicators, that is, variance that is common to all of them. This means that the factor(s) that summarizes the indicators needs to be related to all of them. This is illustrated in Figure 6 . The hatched area of this figure shows a potential overlap between the indicators used to form the innovation index. Lanjouw and Schankerman (2004: 448) concluded that the factor so constructed was a measure of quality since it would be difficult to describe it otherwise. I argue that good regional innovation indicators are so rare that the factor is appropriately labeled an innovation indicator. The aggregate analysis presented below differs from the one in Lanjouw and Schankerman (2004) in four ways. First, an aggregate analysis on the regional level is the main focus here, whereas they directed more effort towards presenting technology-by-technology results. 17 The reason for not stressing the technology level here is that the division of patents into regional and technology implies that much technological activity is specific to regions. In other words, when presenting the data for 72 regions a "cost" in terms of much of the technological activity also being specific to the region is incurred. In other words, the pattern of regional patenting becomes similar to that of the technology activities in Sweden.
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A second difference concerns the estimation method. Lanjouw and Schankerman (2004) used maximum likelihood as their estimation method. When trying to implement this method the solutions often turned out to be so-called Heywood cases, which indicate a negative variance and are a-theoretical. 19 Instead, when using iterated principal-factoring this was not a problem. Third, Lanjouw and Schankerman (2004) used data from the USPTO and patent applications for their factor analyses. USPTO data lack detailed information on addresses, which would make it more difficult to regionalize patents. The use of patent applications rather than granted patents is actually questionable, since applications should not be able to receive citations from other patents. This cannot imply that a heterogeneous material may be used. A final difference concerns the fact that Lanjouw and Schankerman (2004) use the number of claims as a quality indicator. Not having access to such data, I instead use opposition (Harhoff et al., 2003) . First, to remove time trends FWD, BWD, FAMILY and OPPOS are each separately regressed on yearly time dummies:
where i refers to the ith observation,y ki the kth indicator in logs and D ti the dummy variables for each year t. 20 Table 1 shows the correlation matrix of the residuals obtained from the quality indicators of the pooled patents.
21 This is implemented in the Stata package "dominance". The residuals of the four indicators, u ki are then used to form a component according to
where INNOV i is the innovation component, normalized to have unit mean and zero variance, and l k the loading factors. The covariance matrix of the residuals u k is written as
The matrix F represents the covariance between the 1 terms. It is assumed to be diagonal. The common component is estimated by iterated principal-factoring which involves estimating the parameters l k and s 2 k , making the theoretical covariance matrix resemble the observed correlation structure as closely as possible. The commonly used criterion in factor analysis is to retain those factors whose eigenvalues exceed one. For all factor analyses in this paper this criterion implies that one factor is chosen.
The innovation indicator is then given by
Since we have logged our indicators, the antilogs of the above calculated values are used to form our innovation indices, and similarly for grants. This means that we get strictly positive values for innovation and grants. In all subsequent analyses, these positive values are the ones used to calculate shares, and are used for the regression analyses. 
The Concentration of Employment, Invention and Innovation
The concentration of employment, invention and innovation is examined and compared by more than one method. First, a summary measure of concentration can be calculated by the Hirschmann -Herfindahl index for each year t :
where s 2 it is the squared share of the indicator in region i for period t. Higher values for the index imply larger concentrations. The index is shown in Figure 7 for number of employed, GRANTS and for INNOV. The figure suggests that innovation is much more concentrated than the number of grants, which is in turn more concentrated than employment. A slight concentration trend may be observed in all series over the entire period, though both GRANTS and INNOV show some de-concentration towards the end of the period.
Another summary is given by Lorenz curves of the distribution of employment, patents granted and innovation using averages over 1982-99. They are shown in Figure 8 .
Although graphical inspection of Figures 7 and 8 gives a strong impression of concentrated patent activity and even more so for innovations, we should test this formally. Using the Lorenz curves as a basis for this requires standard errors for the differences between curves. As discussed in O'Donnell et al. (2008: 84) a complication is that the curves are dependent. That is, the distribution of innovations is dependent on the distribution of grants. The appropriate variance -covariance matrix, which allows for dependence, has been developed by Bishop et al. (1994) and Davidson and Duclos (1997) . 21 In addition, we may choose from one of two test criteria. The multiple comparison approach examines whether several quantile points for one curve lie above those of another curve simultaneously. For this purpose it uses critical values from the studentized maximum modulus distribution. The (much) stricter intersection union principle requires significant differences at all quantile points which means that the power of detecting dominance is reduced (O'Donnell et al., 2008) . Table 2 reports on the results using both criteria. Dominance means that a variable is significantly less concentrated. Clearly, grants are less concentrated than innovations even after using the stricter criterion, on the 5 percent level. Using the less strict criterion, employment dominates GRANTS and INNOV at the 1 percent level and GRANTS dominates INNOV at the 1 percent level as well.
I conclude that the order of concentration is now fairly firmly established. We may, however, get further insight by examination of the patterns of concentration. As discussed in the theory section, it was considered likely that inventive activity would concentrate in regions with much productive activity. It was further stipulated that innovations would occur more frequently in regions with a lot of inventive and productive activity.
In order to test these hypotheses, I run linear regressions on average values for 1982-99 with the log of detrended series: GRANTS on employment, INNOV on employment and INNOV on GRANTS. Unlogged values of the dependent variables are run against unlogged explanatory variables to provide reference cases. In the logged cases, the estimated coefficients represent elasticities. They show the percentage increase in the indicator from a 1 percent increase in the number of grants or employees in a region. If the estimated elasticities are larger than one, the indicator (INNOV or GRANTS) becomes more concentrated as the explanatory variable (GRANTS or employment) increases. Data suggest that non-linear relationships may be more appropriate and hence squared explanatory variables are included in another set of regressions. The results are given in Table 3 .
This table also shows the results of the test of whether the elasticity is equal to or larger than one. The table shows a number of interesting results. First, patents granted have an almost perfect linear relationship with employment (Model 1). In addition, the elasticity with respect to employment is lower than one (Model 2). This means that the concentration pattern, revealed earlier for patents granted and shown in the Lorenz curves (Figure 8 ), is not confined to regions with high employment. Examining particular patenting regions for the Swedish case reveals that a number of smaller regions do in fact host much patenting activity. Those regions are in general ones with a dominant multinational corporation with a lot of patenting activity, or known for their unusually high levels of entrepreneurship (e.g. the Gnosjö region). In contrast, INNOV seems to follow the predicted pattern. The log -log specification works relatively better here than when GRANTS was used as a dependent variable, although the unlogged specification also has substantial explanatory power. The elasticity is significantly higher than one for both employment and GRANTS, which means that innovation tends to concentrate to agglomerations as "successful" patents are more frequent in those regions. Non-linear effects are not important when GRANTS is the dependent variable, but add explanatory power for INNOV and strengthen the impression of concentration, since the coefficient of the squared variable is positive and significant.
Finally, similar factor analyses of concentration were conducted on 30 technologies in which the patent data were divided, based on the technology division in Hinze et al. (1997). 22 This analysis is similar to the technology-by-technology analysis conducted in Lanjouw and Schankerman (2004) , although their division is broader and based on the US Patent Classification (USPC) System. The technologies are listed in Table 4 . The results are not qualitatively different and therefore not presented to conserve space. Innovation is always much more concentrated for the different technologies than for granted patents. The HHI indices also reveal that most technologies have increasingly concentrated geographically over time.
Discussion
Using a new indicator of regional innovation, this paper is able to confirm the stylized fact that innovation is more geographically concentrated than production activity as measured by number of employed. It is also more concentrated than inventive activity measured by patents granted. The paper finds that the concentration is mainly towards regions that already have much production and/or invention activity. Comparing the geographical distribution of innovation with that of patent grants, this paper suggests that concentration of innovative activities is understated as inferred by commonly used patent grants. Since patenting is generally skewed towards larger regions to begin with, quality-adjustment makes this distribution even more skewed. Some evidence in the form of HirschmannHerfindahl indices suggests that concentration has been increasing over time. Similar Table 3 . Regression results of patents granted, log of patents granted and log of innovation on employment and grants Constants not reported. Absolute value of t-statistics for coefficients in parentheses. Elasticity .
1 shows t-tests of coefficients for log EMPL or log GRANTS (as appropriate) being larger than 1. *significant at 10%; **significant at 5%; ***significant at 1%.
results are obtained from technology-by-technology analysis. The results can be explained in two ways. First, theoretically we expect innovative activities to agglomerate to regions with much productive and inventive activity because these regions provide resources, interaction opportunities and dense networks. Moreover, they function as import nodes for innovations that are then transferred to less dense regions. The expectation was to find that the innovation indicator would show signs of agglomeration, based on findings in the literature that citations were regionally localized (cf. Jaffe et al., 1993) . Certain limitations are inevitable in the use of data-intensive methods such as this exercise. For instance, not all possible quality indicators have been collected. The most important omissions are probably renewal data and claims of patents. Another caveat is the use of factor analysis. There are many techniques with which one can summarize several variables into one. Nevertheless, if we believe that quality-adjusted patents are more representative of innovation than non-adjusted ones, systematic empirical study using patent data as a proxy for innovation should make some quality-adjustment. The discussion of empirical results using patent data for studies of the geography of innovation has highlighted two streams of literature. One dwells upon the local effects of R&D on innovation. If patent data is used as a proxy for innovation, such examinations may be flawed with resulting biases in estimated coefficients. This implies that the localized nature of R&D should be reinvestigated. When the aim is to track knowledge flows through patent citations, it should be taken into account that some of these knowledge flows are to patents with little innovative value; therefore, relatively more emphasis should be placed on quality patents. Finally, studies which examine the mobility of inventors through patents should consider how the quality of patents is affected by mobility. A natural step in future research is therefore to employ this type of quality-adjusted data on the geography level to reexamine some of these issues. 
