An algorithm for a constraint satisfaction problem is called robust if it outputs an assignment satisfying at least (1 − g(ε))-fraction of the constraints given a (1 − ε)-satisfiable instance, where g(ε) → 0 as ε → 0, g(0) = 0. Guruswami and Zhou conjectured a characterization of constraint languages for which the corresponding constraint satisfaction problem admits an efficient robust algorithm. This paper confirms their conjecture.
INTRODUCTION
The constraint satisfaction problem (CSP) provides a common framework for many theoretical problems in computer science as well as for many real-life applications. An instance of the CSP consists of a number of variables and constraints imposed on them, and the objective is to efficiently find an assignment for variables with desired properties, or at least to decide whether such an assignment exists. In the decision problem for CSP we want to decide if there is an assignment satisfying all the constraints, in Max-CSP we wish to find an assignment satisfying maximum number of constraints, in the approximation version of Max-CSP we seek for an assignment which is in some sense close to the optimal one. This paper deals with an interesting special case, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. robust satisfiability of the CSP: Given an instance which is almost satisfiable (say (1 − ε)-fraction of the constraint can be satisfied), we want to efficiently find an almost satisfying assignment (which satisfies at least (1 − g(ε) )-fraction of the constraints, where limε→0 g(ε) = 0).
Most of the computational problems for the CSP are hard in general, therefore we have to put some restrictions on the instance. In this paper we restrict the constraint language, that is, all constraint relations must come from a fixed, finite set of relations on the domain. Robust satisfiability was in this setting first suggested and studied in a paper by Zwick [24] . The motivation is that in certain practical situations instances might be close to satisfiable (for example, a small fraction of constraints might have been corrupted by noise) and an algorithm that is able to satisfy most of the constraints could be useful.
Zwick [24] concentrated on Boolean CSPs. He designed a semidefinite programming (SDP) based algorithm which finds (1−O(ε 1/3 ))-satisfying assignment for (1−ε)-satisfiable instances of 2-SAT and linear programming (LP) based algorithm which finds (1 − O(1/ log(1/ε)))-satisfying assignment for (1−ε)-satisfiable instances of Horn-k-Sat (the number k refers to the maximum numbers of variables in a Horn constraint). The quantitative dependence on ε was improved for 2-SAT to (1 − O( √ ε)) in [7] . For CUT, a special case of 2-SAT, the Goemans-Williamson algorithm [11] also achieves (1 − O( √ ε)). The same dependence was proved more generally for Unique-Games(q) [6] (where q refers to the size of the domain), which improved (1 − O( 5 √ ε log 1/2 (1/ε))) obtained in [17] . For Horn-2-Sat the exponential loss can be replaced by (1 − 3ε) [16] and even (1 − 2ε) [12] . These bounds for Horn-k-Sat (k ≥ 3), Horn-2-Sat, 2-SAT, and Unique-Games(q) are actually essentially optimal [17, 18, 12 ] assuming Khot's Unique Games Conjecture [17] .
On the negative side, if the decision problem for CSP is NP-complete, then given a satisfiable instance it is NP-hard to find an assignment satisfying α-fraction of the constraints for some constant α < 1 (see [16] for the Boolean case and [14] for the general case). In particular these problems cannot admit an efficient robust satisfiability algorithm (assuming P = NP ). However NP-completeness of the decision problem is not the only obstacle for robust algorithms. In [13] Håstad proved a strikingly optimal hardness result: for E3-LIN(q) (linear equations over Zq where each equation contains precisely 3 variables) it is NP-hard to find an assignment satisfying (1/q+ε)-fraction of the constraints given an instance which is (1 − ε)-satisfiable. Note that the trivial random algorithm achieves 1/q in expectation.
As observed in [24] the above results cover all Boolean CSPs, because, by Schaefer's theorem [23] , E3-LIN(q), Hornk-Sat and 2-SAT are essentially the only CSPs with tractable decision problem. What about larger domains? A natural property which distinguishes Horn-k-Sat, 2-SAT, and Unique-Games(q) from E3-LIN(q) and NP-complete CSPs is bounded width [9] . Briefly, a CSP has bounded width if the decision problem can be solved by checking local consistency of the instance. These problems were characterized independently by the authors [1] and Bulatov [3] . It was proved that, in some sense, the only obstacle to bounded width is E3-LIN(q) -the same problem which is difficult for robust satisfiability. These facts motivated Guruswami and Zhou to conjecture [12] that the class of bounded width CSPs coincide with the class of CSPs admitting a robust satisfiability algorithm.
A partial answer to the conjecture for width one problems was recently independently given by Kun, O'Donnell, Tamaki, Yoshida and Zhou [19] (where they also show that width 1 characterizes problems robustly decidable by the canonical linear programming relaxation), and Dalmau and Krokhin [8] (where they also consider some problems beyond width 1). This paper confirms the Guruswami and Zhou conjecture in full generality. The proof uncovers an interesting connection between the outputs of SDP (and LP) relaxations and Prague strategies -a consistency notion crucial for the bounded width characterization [1] . An assignment for I is a mapping F : V → D. We say that F satisfies a constraint C = (S, R) if F (S) ∈ R (where F is applied component-wise). The value of F , Val(F, I), is the fraction of constraints it satisfies. The optimal value of I is Opt(I) = maxF :V →D Val(F, I).
PRELIMINARIES
The decision problem for CSP(Γ) asks whether an input instance I of CSP(Γ) has a solution, i.e. an assignment which satisfies all the constraints. It is known [4] that if CSP(Γ) is tractable, then there exists a polynomial algorithm for finding an assignment F with Val(F, I) = 1. 
Bounded width and the Guruswami-Zhou conjecture
A natural notion with distinguishes known CSPs which admit a robust satisfiability algorithm (like Horn-k-Sat, 2-SAT, and Unique-Games(q)) from those which do not (like E3-LIN(q), NP-complete CSPs) is bounded width.
Informally, CSP(Γ) has bounded width if the decision problem for CSP(Γ) can be solved by checking local consistency. More specifically, for fixed integers (k, l), the (k, l)-algorithm derives the strongest constraints on k variables which can be deduced by looking at l variables at a time. During the process we may obtain a contradiction (i.e. an empty constraint relation), in this case I has no solution. We say that CSP(Γ) has width (k, l) if this procedure is sound, that is, an instance has a solution if and only if the (k, l)-consistency algorithm does not derive a contradiction. We say that CSP(Γ) has width k, if it has width (k, l) for some l. Finally, we say that CSP(Γ) has bounded width if it has width k for some k. We refer to [9, 21, 5] for formal definitions and background. One implication of the Guruswami-Zhou conjecture follows from known results. In [1] and [3] it was proved that E3-LIN(q) is essentially the only obstacle for bounded width -if Γ cannot "encode linear equations", then CSP(Γ) has bounded width (here we do not need to assume P = NP). Therefore, if CSP(Γ) does not have bounded width, then Γ can encode linear equations and, consequently, CSP(Γ) admits no robust satisfiability algorithm by Håstad's result [13] (assuming P = NP). Details will be presented in [8] .
This paper proves the other implication: 
LP and SDP relaxations
Essentially the only known way to design efficient approximation algorithms is through linear programming (LP) relaxations and semidefinite programming (SDP) relaxations. For instance, the robust satisfiability algorithm for Hornk-Sat [24] uses LP relaxation while the robust satisfiability algorithms for 2-SAT and Unique-Games(q) [24, 7] are SDPbased.
Recently, robust satisfiability algorithm was devised in [19] and independently [8] for all CSPs of width 1 (this covers Horn-k-Sat, but not 2-SAT or Unique-Games(q)). The latter one uses a reduction to Horn-k-Sat while the former uses an LP relaxation directly. In fact, it is shown in [19] that, in some sense, LP relaxations can be used precisely for width 1 CSPs.
Our algorithm is based on the canonical SDP relaxation [22] . We will use it only for instances with unary and binary constraints (a reduction is provided in the appendix). In this case we can formulate the relaxation as follows. for all x, y ∈ V .
The dot products xay b can be thought of as weights and the goal is to find vectors so that maximum weight is given to pairs (or elements) in constraint relations. It will be convenient to use the notation xA = a∈A xa for a variable x ∈ V and a subset A ⊆ D, so that condition (SDP3) can be written as xD = yD, ||xD|| 2 = 1. The contribution of one constraint to (1) is by (SDP3) at most 1 and it is the greater the less weight is given to pairs (or elements) outside the constraint relation.
The optimal value for the sum (1), SDPOpt(I), is always at least Opt(I). There are algorithms that outputs vectors with (1) ≥ SDPOpt(I)−δ which are polynomial in the input size and log(1/δ).
Polymorphisms
Much of the recent progress on the complexity of the decision problem for CSP was achieved by the algebraic approach [4] . The crucial notion linking relations and operations is a polymorphism:
We say that f is a polymorphism of a constraint language Γ, if it is a polymorphism of every relation in Γ. The set of all polymorphisms of Γ will be denoted by Pol(Γ)
We say that Γ is a core, if all its unary polymorphisms are bijections.
The complexity of the decision problem for CSP(Γ) (modulo log-space reductions) depends only on equations satisfied by operations in Pol(Γ) (see [4, 20] ). Moreover, equations also determine whether CSP(Γ) has bounded width [21] . The following theorem [10] states one such an equational characterization:
Theorem 7. Let Γ be a core constraint language. Then the following are equivalent.
• CSP(Γ) has bounded width.
• Pol(Γ) contains a 3-ary operation f1 and a 4-ary op-
and f1(a, a, a) = a.
We remark that the problem of deciding whether CSP(Γ) has bounded width, given Γ as an input, is tractable (the problem is obviously in NP).
PRAGUE INSTANCES
The proof of the characterization of bounded width CSPs in [1] relies on a certain consistency notion called Prague strategy. It turned out that Prague strategies are related to outputs of canonical SDP relaxations and this connection is what made our main result possible.
The notions defined below will be used only for certain types of instances and constraint languages. Therefore, in the remainder of this section we assume that Λ is a constraint language on a domain D, Λ contains only binary relations, J = (V, D, C J ) is an instance of CSP(Λ) such that every pair of distinct variables is the scope of at most one constraint ((x, y), P
Weak Prague instance
We will work with a weakening of the notion of a Prague strategy which we call a weak Prague instance. First we need to define steps and patterns.
Definition 9.
A step (in J ) is a pair of variables (x, y) which is the scope of a constraint in
For a pattern p from x to x and a natural number k, kp denotes the k-time concatenation of p with itself.
For a subset A ⊆ D and a step p = (x, y) we define A + p to be the projection of the constraint relation Px,y onto the second coordinate after restricting the first coordinate to A, that is,
For a general pattern p, the set A + p is defined step by step. If we change Py,z to {(0, 1), (1, 0)} the conditions (P1) and (P2) hold but {0} + (x, y, z, x) + (x, y, z, x) = {0} and {0} + (x, y, z, x) = {1}.
If, on the other hand, we set Py,z to {(0, 0), (1, 0), (1, 1)} then (P1) and (P3) hold while
The main result of this paper relies on the following theorem which is a slight generalization of a result in [1] .
Theorem 11. [2] If CSP(Λ) has bounded width and J is a nontrivial weak Prague instance of CSP(Λ), then J has a solution (and a solution can be found in polynomial time).

SDP and Prague instances
We now show that one can naturally associate a weak Prague instance to an output of the canonical SDP relaxation. This material will not be used in what follows, it is included to provide some intuition for the proof of the main theorem.
Let xa, x ∈ V , a ∈ D be arbitrary vectors satisfying (SDP1), (SDP2) and (SDP3). (These vectors do not need to come as a result of the canonical SDP relaxation of a CSP instance.) We define a CSP instance J by
and we show that it is a weak Prague instance.
The instance is 1-minimal with P J x = {a ∈ D : xa = 0}. To prove this it is enough to verify that the projection of Px,y to the first coordinate is equal to P J x . If (a, b) ∈ Px,y, then clearly xa cannot be the zero vector, therefore a ∈ P J x . On the other hand, if a ∈ P J x then 0 < ||xa|| 2 = xaxD = xayD and thus at least one of the dot products xay b , b ∈ D is nonzero and (a, b) ∈ Px,y.
To check (P2) and (P3) we note that, for any x, y ∈ V, x = y and A ⊆ P J x , the vector y A+(x,y) has either a strictly greater length than xA, or xA = y A+(x,y) , and the latter happens iff A + (x, y, x) = A (see Claim 12.3 , in fact, one can check that y A+(x,y) is obtained by adding to xA an orthogonal vector whose size is greater than zero iff A + (x, y, x) = A). By induction, for any pattern p from x to y, the vector yA+p is either strictly longer than xA, or xA = yA+p and A + p − p = A. Now (P2) follows immediately and (P3) is also easily seen: If A + p + q = A then necessarily xA = xA+p which is possible only if A = A + p.
We end this section with several remarks.
• To prove property (P2) we only need to consider the lengths of the vectors. In fact, this property will be satisfied when we start with the canonical linear programming relaxation (and define the instance J in a similar way). This is not the case for property (P3).
• The above weak Prague instance is in fact a Prague strategy in the sense of [1] . This means that every pair of variables is the scope of a (unique) constraint and all strong components of the digraph introduced after Definition 10 are complete graphs.
• There were attempts to show that the instance J satisfies a still stronger consistency property -it is a (2, • Finally, we note that if I is an instance of the CSP with SDPOpt(I) = 1 and we define J using vectors with the sum (1) equal to 1, then a solution of J is necessarily a solution to I. Showing that "SDPOpt(I) = 1"implies "I has a solution" was suggested as a first step to prove the Guruswami-Zhou conjecture. The above example explains that it is not straightforward to achieve this goal using (2, 3)-strategies.
PROOF
The main result, Theorem 4, is a consequence of the following theorem. The reduction, derandomization and omitted details are given in the appendix. Proof. Let I = (V, D, C) be an instance of CSP(Γ) with m constraints and let xa, x ∈ V , a ∈ D be vectors satisfying (SDP1), (SDP2), (SDP3) such that the sum (1) is at least 1 − 1/n 4n . Without loss of generality we assume that n > |D|.
Let us first briefly sketch the idea of the algorithm. The aim is to define an instance J in a similar way as in the previous section (J is defined after Claim 12.1), but instead of all pairs with nonzero weight we only include pairs of weight greater than a threshold (chosen in Step 1). This guarantees that every solution to J satisfies all the constraints of I which do not have large weight on pairs outside the constraint relation (the bad constraints are removed in Step 3). The instance J (more precisely, its algebraic closure) has a solution by Theorem 11 as soon as we ensure that it is a weak Prague instance. Property (P1) is dealt with in a similar way as in [19] : We keep only constraints with a gap -all pairs have either smaller weight than the threshold, or significantly larger (Step 2). This also gives a property similar to the one in the motivating discussion in the previous section: The vector y A+(x,y) is either significantly longer than xA or these vectors are almost the same. However, large amount of small differences can add up, so we need to continue taming the instance. In Steps 4 and 5 we divide the unit ball into layers and remove some constraints so that almost the same vectors of the form xA, y A+(x,y) never lie in different layers. This already guarantees property (P2). For property (P3) we use "cutting by hyperplanes" idea from [11] . We choose sufficiently many hyperplanes so that every pair xA, xB of different vectors in the same layer is cut (the bad variables are removed in Step 7) and we do not allow almost the same vectors for different variables to cross the hyperplane (Step 8).
The description of the algorithm follows.
1. Choose r ∈ {1, 2, . . . , n − 1} uniformly at random.
2.
Remove from C all the unary constraints (x, R) such that ||xa|| 2 ∈ [n −4r−4 , n −4r ) for some a ∈ D and all the binary constraints ((x, y), R) such that
3. Remove from C all the unary constraints (x, R) such that ||xa|| 2 ≥ n −4r for some a ∈ R and all the binary constraints ((x, y), R) such that xay b ≥ n −4r for some (a, b) ∈ R.
Let u1 = 2|D|
2 n −4r−4 and u2 = n −4r − u1.
For two real numbers γ, ψ = 0 we denote by γ ÷ ψ the greatest integer i such that γ − iψ > 0 and this difference is denoted by γ mod ψ. 4 . Choose s ∈ [0, u2] uniformly at random.
Remove from C all the binary constraints ((x, y), R)
The remaining part of the algorithm uses the following definitions. For all x ∈ V let
For a vector w we put
and t(w) = π(log n)n 2r min{ (h(w) + 2)u2, 1} .
We say that w1 and w2 are almost the same if h(w1) = h(w2) and ||w1 − w2|| 2 ≤ u1. 6 . Choose unit vectors q1, q2, . . . , q π(log n)n 2n independently and uniformly at random. 7 . We say that a variable x ∈ V is uncut if there exists A, B ⊆ Px, A = B such that h(xA) = h(xB) and sgn xAqi = sgn xBqi for every 1 ≤ i ≤ t(xA) (in words, no hyperplane determined by the first t(xA) = t(xB) vectors qi cuts the vectors xA, xB). Remove from C all the constraints whose scope contains an uncut variable.
for which there exist A ⊆ Px, B ⊆ Py such that xA, yB are almost the same and sgn xAqi = sgn yBqi for some 1 ≤ i ≤ t(xA). 9 . Return a solution of I. As u1/u2 < K1/n 4 (for a suitable constant K1 depending on |D|), the probability of a bad choice is at most K1/n 4 . There are 4 |D| pairs of subsets A, B ⊆ D, therefore the probability that the constraint is removed is less than K14 |D| /n 4 and so is the expected fraction of removed constraints.
Before analyzing Steps 7 and 8 let us observe that, for any vector w such that 1 ≥ ||w|| ≥ n −4r , π(log n)n 2r ||w|| ≤ t(w) ≤ 2π(log n)n 2r ||w|| + 1.
The first inequality follows from
and the second inequality follows from
Step 7. Consider two different subsets A, B of Px such that h(xA) = h(xB). Suppose that A \ B = ∅, the other case is symmetric. Let θ be the angle between xA and xB. As xA − xA∩B(= x A\B ), xB − xA∩B and xA∩B are pairwise orthogonal, the angle θ is greater than or equal to the angle θA between xA and xA∩B. (Given three pairwise orthogonal vectors v1, v2, v3, the angle between v1 + v2 and v1 + v3 is always greater than or equal to the angle between v1+v2 and v1. This is a straightforward calculation using, for instance, dot products. In our situation v1 = xA∩B, v2 = x A\B and v3 = x B\A .) We have sin θA = x A\B / ||xA||. Since
/ ||xA||. The probability that qi does not cut xA and xB is thus at most 1 − n −2r /π ||xA|| and the probability that none of the vectors q1, . . . , q t(x A ) cut them is at most
The first inequality uses that t(xA) ≥ (log n)n 2r ||xA|| which we observed above. In the second inequality we have used
For a single variable there are at most 4 |D| choices for A, B ⊆ Px, therefore the probability that x is uncut is at most 4 |D| /n. The scope of every constraint contains at most 2 variables, hence the probability that a constraint is removed is at most 2 · 4 |D| /n and the expected fraction of the constraints removed in this step has the same upper bound.
Step 8. Assume that ((x, y), R) is a binary constraint and A ⊆ Px, B ⊆ Py are such that xA and yB are almost the same. Let θ be the angle between xA and yB and θA be the angle between yB and yB − xA. By the law of sines we have ||xA|| /(sin θA) = ||yB − xA|| /(sin θ), and
where the first inequality follows from θ ≤ π/2 (the difference of xA and yB has length at most √ u1 while both vectors have length at least n −2r > √ u1). Therefore, the probability that vectors xA and yB are cut by some of the vectors qi,
where K2 is a constant. There are at most 4 |D| choices for A, B, so the probability that our constraint will be removed is less than K24 |D| /n. Now we define the instance J and proceed to show that J is a weak Prague instance. Let S denote the set of pairs which are the scope of some binary constraint of I after Step 8 and let
Proof. Let (x, y) ∈ S and take an arbitrary constraint ((x, y), R) which remained in C.
First we prove that Px,y ⊆ Px × Py for every a, b ∈ D.
(we have used n 4 ≥ |D|). But then xay b ≥ n −4r , otherwise the constraint ((x, y) , R) would be removed in Step 2. This implies that (a, b) ∈ Px,y. We have shown that the projection of Px,y to the first coordinate contains Px. Similarly, the second projection contains Py, so Px,y is subdirect in Px × Py.
For verification of properties (P2) and (P3) the following observation will be useful. + (y, x) , then the vectors xA and yB are almost the same . In the other case, i.e. if A B + (y, x) , then h(yB) > h(xA).
Proof. The number ||yB − xA||
2 is equal to
No pair (a, b), with a ∈ A and b ∈ D \ B, is in P J x,y so the dot product xay b is smaller than n −4r . Then in fact xay b < n −4r−4 otherwise all the constraints with scope (x, y) would be removed in Step 2. It follows that the second summand is always at most |D| 2 n −4r−4 and the first summand has the same upper bound in the case B + (y, x) = A.
Moreover, ||yB|| 2 − ||xA|| 2 is equal to
If B + (y, x) = A then we have a difference of two nonnegative numbers less than or equal |D| 2 n −4r−4 , therefore the absolute value of this expression is at most u1. But then h(xA) = h(yB), otherwise all constraint with scope (x, y) or (y, x) would be removed in Step 5. Using the previous paragraph, it follows that xA and yB are almost the same.
If B + (y, x) properly contains A then the first summand x D\A yB is greater than or equal to n −4r , so the whole expression is at least n −4r − |D| 2 n −4r−4 > u2 and thus h(yB) > h(xA).
Claim 12.4. J is a weak Prague instance.
Proof. (P2). Let A ⊆ Px and let
It follows that all these inequalities must in fact be equalities and, by applying the claim again, we get that the vectors (xj) A+(x 1 ,x 2 ,.. .,x j ) and (xj+1) A+(x 1 ,x 2 ,...,x j+1 ) are almost the same and, moreover,
, p2 be two patterns from x to x such that A + p1 + p2 = A and let B = A + p1. For contradiction assume A = B. The same argument as above proves that the vectors (xj) A+(x 1 ,x 2 ,.. .,x j ) and (xj+1) A+(x 1 ,x 2 ,...,x j+1 ) are almost the same for every 1 ≤ j < i, and then h(xA) = h(xB). There exists k ≤ t(xA) such that sgn xAq k = sgn xBq k , otherwise x is uncut and all constraints whose scope contains x would be removed in Step 7. But this leads to a contradiction, since sgn (xj) A+(x 1 ,.. .,x j ) q k = sgn (xj+1) A+(x 1 ,...,x j+1 ) q k for all 1 ≤ j < i, otherwise the constraints with scope (xj, xj+1) would be removed in Step 8. Observe that every solution F to J satisfies all the constraints which remained in I after Step 8: For every unary constraint (x, R) we have Px ⊆ R (from Step 3) and for every binary constraint ((x, y), R) we have Px,y ⊆ R. Since we have removed at most (K/n)-fraction of the constraints from C, the mapping F is an assignment for the original instance I of value at least 1 − K/n. Also, the instance J is nontrivial because, for each x ∈ V , there exists at least one a ∈ D with ||xa|| 2 > 1/n 4 (recall that we assume n > |D|). The only problem is that the CSP over the constraint language of J (consisting of P
OPEN PROBLEMS
The quantitative dependence of g on ε is not very far from the (UGC-) optimal bound for Horn-k-Sat. Is it possible to get rid of the extra log log(1/ε)?
A straightforward derandomization using a result from [15] has g(ε) = O(log log(1/ε)/ log(1/ε)). How to improve it to match the randomized version?
It was observed by Andrei Krokhin that the quantitative dependence is, at least to a large extent, also controlled by the polymorphisms of the constraint language. The problems 2-SAT, Unique-Games(q) suggest that majority or, more generally, near-unanimity polymorphisms could be responsible for polynomial behavior.
The simplest example of polymorphism which does not imply any known stronger property for decision CSPs other than bounded width is the 2-semilattice operation f on a three element domain D = {0, 1, 2} defined by f (0, 0) = f (0, 1) = f (1, 0) = 0, f (1, 1) = f (1, 2) = f (2, 1) = 1, f (2, 2) = f (2, 0), f(0, 2) = 2. This might be a source for possible hardness results.
Finally, we believe that the connection between SDP, LP and consistency notions deserves further investigation.
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APPENDIX
A. REDUCTION TO CORE CONSTRAINT LANGUAGES WITH UNARY AND BINARY RELATIONS
The reduction is given in the following proposition. Proof. First we form the core of Γ: We take a unary polymorphism f ∈ Pol(Γ) with minimal image (with respect to inclusion) and put
Then Γ c is a core constraint language. It is known that CSP(Γ) has bounded width iff CSP(Γ c ) does (see [21] ), therefore CSP(Γ c ) has bounded width. Next we define the constraint language Γ . The domain is
For every relation R c ∈ Γ c of arity k we add to Γ the unary relation R defined by
for every k ≤ l we add the binary relation D, C) be an instance of CSP(Γ) with Opt(I) = ε. We transform I to an instance I of CSP(Γ ) as follows. We keep the original variables and for every constraint C = ((x1, . . . , x k ) , R) in C we introduce a new variable xC and add k + 1 constraints
(2) If F : V → D is an assignment for I of value 1 − ε then F c = fF has at least the same value (as f preserves the constraint relations), and the assignment F for I defined by
(where ? stands for an arbitrary element of A) has value at least 1 − ε, since all the binary constraints in I are satisfied, and the constraint (xC, R ) is satisfied whenever F satisfies C. We run the robust algorithm for CSP(Γ ) to get an assignment G for I with value at least 1 − g(ε), and we define G(x), x ∈ V to be the first coordinate of G (x). Note that, for any constraint C of I, if G satisfies all the constraints (2) then G satisfies C. Therefore the value of G is at least 1 − (l + 1)g(ε).
B. PROOF OF THEOREM 4 USING THEO-REM 12
Let Γ be a core constraint language with at most binary relations (which we can assume by Proposition 13) such that CSP(Γ) has bounded width. Let I be an instance of CSP(Γ) with m constraints and let 1 − ε = Opt(I).
We first check whether I has a solution. This can be done in polynomial time since CSP(Γ) has bounded width. If a solution exists we can find it in polynomial time (see the note after Definition 1).
In the other case we know that ε ≥ 1/m. We run the SDP relaxation with precision δ = 1/m and obtain vectors with the sum (1) equal to v ≥ SDPOpt(I) − 1/m. Finally, we execute the algorithm provided in Theorem 12 with the following choice of n. n = log ω 4 log log ω ,
The assumption is satisfied, because v ≥ 1 − 1/n 4n is equivalent to n 4n ≤ 1/(1 − v) and
log ω 4 log log ω log log ω 4 log log ω < 2 log ω log log ω
The algorithm runs in time polynomial in m as n n < n 4n ≤ ω ≤ m. To estimate the fraction of satisfied constraints,
, and also m ≥ 1/ε, therefore ω ≥ 1/2ε. The fraction of satisfied constraints is at least 1 − K/n and
where K3, K4 are suitable constants. Therefore the fraction of satisfied constraints is at least 1 − O log log(1/ε) log(1/ε) .
C. DERANDOMIZATION
We start by describing the changes in Theorem 12. The statement remains the same except the algorithm will be polynomial in m and 2
The random choices in Step 1 and Step 4 can be easily avoided: In Step 1 we can try all (n − 1) possible choices for r and in Step 4 we can try all choices for s from some sufficiently dense finite set, for instance {0, u2/n 4 , 2u2/n 4 , . . . }. The only difference is that bad choices for s could cover a slightly bigger part of the interval than u1/u2 and we would get a slightly worse constant K1.
For derandomization of Step 6 we first slightly change the constant in the definition of t(w), say t(w) = 4(log n) . . . . Next we use Theorem 1. 3 . from [15] from which it follows that we can efficiently find a set Q of unit vectors such that
and such that, for any vectors v, w with angle θ between them, the probability that a randomly chosen vector from Q cuts v and w differs from θ/π by at most κ. We choose κ = 1/n 2n = 1/2 2n log n , therefore
where we have used |V | = O(m) which is true whenever every variable is in the scope of some constraint (we can clearly assume this without loss of generality). Now if we choose q1, q2, q 4(log n)n 2n uniformly at random from Q, the estimates derived in Steps 7 and 8 remain almost unchanged: The probability that qi does not cut xA and xB in Step 7 is at most 1 − n −2r /π ||xA|| + κ ≤ 1 − n −2r /4 ||xA|| (for a sufficiently large n), and the probability that vectors xA and yB are cut by some qi in Step 8 is at most K 2 /n (for any K 2 > K2).
Of course we cannot try all possible 4(log n)n 2n -tuples of vectors from Q as there are too many. However, we can apply the method of conditional expectations -we choose the vectors one by one keeping an estimate of the expected number of constraints removed below K/n.
Finally, the proof of the deterministic version of Theorem 4 remains almost the same except we need to ensure that 2 
D. ALGEBRAIC CLOSURE OF A WEAK PRAGUE INSTANCE
Proposition 16 below justifies Claim 12. 5 . But first we collect some useful facts about Prague instances.
It will be convenient to replace (P2) with an alternative condition: The next lemma shows that when we start with an element and keep adding a pattern from x to x, the process will stabilize. 
