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Kinematic Basis of Emergent Energetic Descriptions of General Stochastic Dynamics
Hong Qian
Department of Applied Mathematics, University of Washington, Seattle, WA 98195-3925, U.S.A.
We show a stochastic, kinematic description of a dynamics has a hidden energetic and thermodynamic struc-
ture. An energy function ϕ(x) emerges as the limit of the generalized free energy of the stochastic dynamics
with vanishing noise. In terms of the ϕ and its orthogonal field γ(x) ⊥ ∇ϕ, a general vector field b(x) is
decomposed into −D(x)∇ϕ + γ, where ∇ ·
(
ω(x)γ(x)
)
= −∇ωD(x)∇ϕ, D(x) and ω(x) represent the
local geometry and density in the state space at x. ϕ(x) and ω(x) are interpreted as the emergent energy and
degeneracy of the motion, with energy balance equation dϕ(x(t))/dt = γD−1γ − bD−1b. The partition
function and J. W. Gibbs’ method of statistical ensemble change naturally arise. The present theory provides a
mathematical basis for P. W. Anderson’s emergent behavior in the hierarchical structure of science.
INTRODUCTION
Classical mechanics has traditionally been divided into
kinematics and dynamics. The former gives the precise rela-
tionship between a mechanical motion x(t) described in terms
of its velocity x˙(t) or acceleration x¨(t) under geometric con-
straints, and the latter provides relationships between the mo-
tions and the concepts of mass, force, and mechanical energy.
The former is a part of calculus, while the latter is based on
Newton’s laws of motion. When a mechanical system con-
tains a great many number of atoms and molecules, the no-
tions of heat and temperature as a stochastic description of
mechanical motion and kinetic energy, arises.
In classical, macroscopic chemical kinetics, a chemical re-
action in aqueous solution, say A + B → C, is described by
a rate process: dcA(t)/dt = −r(t), which should be iden-
tified as the chemical kinematics, while the functional rela-
tionship between r(t) and the cA(t) and cB(t), known as a
rate law, can be identified as the chemical dynamics. One
well-known example of a rate law is the mass action kinet-
ics: r(t) = kcA(t)cB(t) where k is a constant independent
of cA and cB . It is clear that the former is again based on
calculus which rigirously defines the concept of instantaneous
rate of concentration change (fluxion), while the latter is a
“natural law” with only an appropriate range of applicability.
Chemical thermodynamics of homogeneous substants was de-
veloped by J. W. Gibbs, who introdued the notion of Gibbs
function and chemical potential as the energy and force that
drives the chemical changes.
With the above understandings, therefore, it came as a sur-
prise that a recent work [1, 2] claims that the mathematical
foundation of Gibbsian chemical thermodynamics needs only
the mesoscopic stochastic kinematics, irrespective of any de-
tails of the rate laws. The implication of this observation is
conceptually sigificant: It implies any stochastic, kinematic
description of a complex dynamics has a hidden dynamical
law that is defined by mathematcs! The present paper reports
new results, obtained from exploring this idea, in the general
stochastic dynamics in continuous state space x ∈ Rn with
continuous time t ∈ R. Mathematical analysis reveals the
hidden thermodynamic structure that underlying the detailed
kinematics. By “thermo”, we mean a stochastic description of
a complex dynamics.
Our result is not as unorthodox as its seems: The concept of
thermodynamic force was clearly articulated in the work of L.
Onsager [3]. In chemical kinetics, it is widely accepted that
entropic force is a legitimate force on par with mechanical
force as a “cause” for an action. Entropy, however, is com-
putable in any statistical description of dynamics [4, 5]. Sim-
ilarly, P. W. Anderson has stated that “[A]t each level of com-
plexity entirely new properties appear, and the understanding
of the new behaviors requires research which I think is as fun-
damental in its nature as any other.” [6] In fact, he continued
to provide a recipe for discovering an emergent law:
“It is only as the nucleus is considered to be a
many-body system — in what is often called the
N →∞ limit— that such [emergent] behavior is
rigorously definable. ... Starting with the funda-
mental laws and a computer, we would have to do
two impossible things— solve a problemwith in-
finitely many bodies [e.g., zero fluctuations], and
then apply the result to a finite system — before
we synthesized this behavior.”
As we shall see, the discovery of the hidden thermodynamic
laws indeed involves taking the limit of noise tending zero.
Our result also provides a clear understanding of why and how
emergent thermodynamic behaviors, as statistical laws, can be
independent of the details of the underlying dynamics.
We consider the general description of complex dynamics
in terms of a stochastic process Xǫ(t). Such a dynamics can
be characterized by its probability distribution pǫ(x, t) that
follows a Fokker-Planck equation [7]
∂pǫ
∂t
= −∇ · J
[
pǫ
]
, J
[
pǫ
]
≡ b(x)pǫ − ǫD(x)∇pǫ, (1)
and its trajectory can be represented in terms of the solu-
tion to a Langevin type equation dXǫ(t) = b˜(Xǫ)dt +[
2ǫD(Xǫ)
] 1
2 dB(t), where B(t) is standard Brownian mo-
tion. The ǫ is introduced to emphasize a connection be-
tween deterministic and stochastic motions [8]: In the limit of
ǫ→ 0, the stochastic trajectoryXǫ(t) → xˆ(t) which satisties
dxˆ(t)/dt = b
(
xˆ(t)
)
, and similarly pǫ(x, t)→ δ
(
x− xˆ(t)
)
if
initial value pǫ(x, 0) = δ
(
x− xˆ(0)
)
.
2In addition to the above straightforward limits, a
mathematico-thermodynamicstructure emerges in the process
of taking the limit of ǫ → 0: For a fixed ǫ and regarding the
general stochastic dynamics in (1), it is widely known that a
free energy like quantity
F
[
pǫ(x, t)
]
≡
∫
Rn
pǫ(x, t) ln
(
pǫ(x, t)
πǫ(x)
)
dx, (2)
has a paramount importance [9–11], where the stationary so-
lution to (1) πǫ(x) embodies the notion of an entropic force.
More recently, it was discovered that the F actually satisfies a
balance equation dF/dt ≡ −fd(t) = Qhk(t)−ep(t) [12–15],
with
fd
[
pǫ
]
=
∫
Rn
J
[
pǫ
]
∇ ln
(
pǫ
πǫ(x)
)
dx, (3a)
Qhk
[
pǫ
]
=
∫
Rn
J
[
pǫ
]
(ǫD)−1(x)J
[
πǫ(x)
]
π−1ǫ (x)dx, (3b)
ep
[
pǫ
]
=
∫
Rn
J
[
pǫ
]
(ǫD)−1(x)J
[
pǫ
]
p−1ǫ dx. (3c)
All three quantities in (3) are non-negative. This fact ensures
the interpretation of Qhk and ep as the source and sink for the
free energy of a system. The F
[
pǫ
]
is interpreted as a gener-
alized free energy since −ǫ
∫
Rn
pǫ lnπǫdx, −
∫
Rn
pǫ ln pǫdx,
and ǫ are analogous to “mean internal energy” E, entropy S,
and temperature T , thus F = E−TS. See [16–18] for the re-
lation between these averaged thermodynamic quantities and
the trajectory-based thermodynamics, Jarzynski like equali-
ties, and fluctuation theorems.
The new result of the present work is the complete system
of three equations in Eq. (13), as an emergent description of
the deterministic vector field b(x). Among the three equa-
tions, the first two can be found in the mathematical work of
Ventsel and Freidlin and the studies in physics that followed
[19–21]. The (13a) is not the Helmoholtz (or Hodge) de-
composition of a vector field because γ(x) is not divergence
free [22]. The motion following γ(x) however, conserves the
ϕ(x) according to (13b). The divergence of γ(x) is provided
by the new equation (13c). The emergence of the ω(x) in-
dicates the significance of a “local” invariant density of this
ϕ-conservative motion [23]: This is called degeneracy in the
classical statistical mechanical termonology. While the mo-
tion following γ(x) can be complex, a statistical description,
e.g., physical measure, usually exists [24, 25]. For an exten-
sive discussion of the thermodynamic meanings of dissipative
vs. conservativemotions, and their relation to trajectory-based
entropy production, see [8, 22].
EMERGENT POTENTIAL ϕ AND ϕ-CONSERVATIVE
MOTION γ
The mathematical theory of large deviations connects the
stochastic dynamicswith finite ǫ to the deterministic dynamics
with ǫ = 0 [26–31]. It is a rigorous and complete asymptotic
theory akin to the WKB ansatz:
pǫ(x, t) = exp
[
− ϕtd(x, t)/ǫ+ o
(
ǫ−1
)]
, (4)
in which ϕtd(x, t) is known as a time-dependent large devi-
ation rate function. Taking the (4) as given and recall that
pǫ(x, t) → δ
(
x− xˆ(t)
)
, then it is easy to see that in the limit
of ǫ→ 0,
ǫF
[
pǫ(x, t)
]
→ ϕss
(
xˆ(t)
)
, ϕss(x) = − lim
ǫ→0
ǫ lnπǫ(x). (5)
Since dF/dt = −fd ≤ 0, F
[
pǫ(x, t)
]
is a monotonic
non-incresing function of t. Consequently, (5) states that
ϕss
(
xˆ(t)
)
is a monotonic function of t, which implies that
ϕss(x) is an energy function of the dissipative dynamics xˆ(t),
the solution to the deterministic equation dx/dt = b(x). We
shall drop the superscript from the steady-state large deviation
rate function ϕss(x) from now on.
The connection between F [pǫ] and ϕ(x) illustrates that the
latter is an emergent energetic quantity in the limit of ǫ → 0.
It provides a new proof with thermodynamic insights of the
mathematical result of Ventsel and Freidlin [19–21]. The rela-
tion firmly connects (mesoscopic) stochastic free energyF [pǫ]
with (macroscopsic) deterministic pseudo-potential ϕ(x); it
validates the earlier interpretation of −ǫ
∫
Rn
pǫ lnπǫdx as a
mean internal energy, with ϕ(x) as the internal energy func-
tion of state x ∈ Rn.
We emphasize that the original b(x) in (1) is not a gradient
field in general. In terms of the new found ϕ(x) and continue
the WKB ansatz, one can express
πǫ(x) = ω(x) exp
[
− ϕ(x)/ǫ + a ln ǫ +O(ǫ)
]
,
in which lnω(x) is the next order to the leading two terms and
a ln ǫ arising from normalization fractor is independent of x.
Substituting this expression into
∇ ·
(
ǫD(x)∇πǫ(x)− b(x)πǫ(x)
)
= 0, (6)
one obtains
ω(x)γ(x) · ∇ϕ
ǫ
−
[
∇ω(x) ·D(x)∇ϕ +∇ ·
(
ω(x)γ(x)
)]
+ ǫ∇ ·
(
D(x)∇ω(x)
)
+O(ǫ) = 0, (7)
in which γ(x) ≡ D(x)∇ϕ(x) + b(x). Equating like order
terms in (7), we have
∇ϕ(x) · γ(x) = 0, ∀x ∈ Rn, (8)
the vector field γ(x) is orthogonal to∇ϕ(x), and
∇ ·
(
ω(x)γ(x)
)
= −∇ω(x) ·D(x)∇ϕ(x). (9)
Actually for finite ǫ,
Πǫ(x) = π
−1
ǫ (x)J
[
πǫ(x)
]
= b(x)− ǫD(x)∇ ln πǫ(x),
(10)
3is identified as Onsager’s thermodynamic flux [32]. There-
fore, taking the limit ǫ→ 0 we have
lim
ǫ→0
Πǫ(x) = b(x) +D(x)∇ϕ(x) ≡ γ(x). (11)
The motions following the vector field γ(x) is restricted on
the level set of ϕ(x). To see the orthogonality, let us denote
ϕǫ(x) = −ǫ lnπǫ(x), which has been widely called a kinetic
potential [33–35]. Then the stationary Fokker-Planck equa-
tion (1) in fact can be re-written as an inner-product formula
that is valid for all ǫ > 0 [33, 36]:
∇ϕǫ(x) ·Πǫ(x) = ǫ∇ ·Πǫ(x). (12)
Therefore, if ∇ ·Πǫ = 0, then there is an orthogonality be-
tween ∇ϕǫ(x) and Πǫ(x) for finite ǫ. On the other hand, in
the limit of ǫ→ 0, ϕǫ(x)→ ϕ(x),Πǫ → γ, and γ · ∇ϕ = 0.
γ(x) = 0 is mathematically equivalent to detailed balance.
Stochastic systems with γ = 0 is widely considered as “non-
driven” [37, 38], which is expected to approach to an equilib-
rium steady state in the long-time limit. For such systems, the
free energy F aquires additional meaning as the potential of
Onsager’s thermodynamics force,Πǫ = D(x)∇F .
Collecting Eqs. 11, 8 and 9 we have a system of three equa-
tions
b(x) = −D(x)∇ϕ(x) + γ(x), (13a)
∇ϕ(x) · γ(x) = 0, (13b)
∇ ·
(
ω(x)γ(x)
)
= −∇ω(x) ·D(x)∇ϕ(x), (13c)
in which the vector fields b(x) and γ(x) represent dynam-
ics,D(x), which represents stochastic motion, can be thought
as a geometric metrics, ω(x) represents local “measure” (de-
generacy in the classical statistical mechanical termonology),
and ϕ(x) and lnω(x) are thermodynamic quantities akin to
energy and entropy, respectively. The “noise structure”D(x)
provides a unique geometry for the dynamics. In the sim-
plest case, ifD(x) is the identity matrix, and ω(x) = 1 is the
Lebesgue measure, then the equations in (13) become
b(x) = −∇ϕ(x) + γ(x), (14a)
γ(x) · ∇ϕ(x) = 0, (14b)
∇ · γ(x) = 0. (14c)
The vector field γ(x) is now volume preserving and it also
has a conserved quantity ϕ(x). System in (14) is intimately
related to the classical Hamiltonian systems [39]. One of the
most important features of this class of dynamics is that the
ϕ(x) gives the steady state probability distribution exactly for
any finite ǫ in the form of πǫ(x) ∝ e
−ϕ(x)/ǫ according to
Boltzmann’s law, if one identifies ǫ with temperature [8, 22].
ϕ-BASED STATISTICAL MECHANICS AND ENSEMBLE
CHANGE
It is seen immediately that if one computes a partition func-
tion from energy function ϕ(x) and degeneracy ω(x):
Z(ǫ) =
∫
Rn
ω(x)e−ϕ(x)/ǫdx, (15)
then Z−1(ǫ)ω(x)e−ϕ(x)/ǫ is the asymptotic probability den-
sity for πǫ(x). If the principle of equal probability is valid,
e.g.,∇ · γ(x) = 0, then it is the stationary probability density
of (1) for all ǫ > 0.
Let us now consider a bivariate stochastic dynamics with
x and y which is assumed to be a scalar for simplicity.
The stationary joint probability for x and y, pǫ(x, y) is re-
lated to the stationary conditional probability pǫ(x|y) through
the marginal distribution for variable y, pǫ,y(y): pǫ(x, y) =
pǫ(x|y)pǫ,y(y). In the asmptotic limit of ǫ→ 0, this yields
ϕ(x, y) = ϕ(x|y) + ϕy(y), (16)
and the partition functions
Zx,y(ǫ) =
∫
y
Z
x|y(ǫ; y)e
−ϕy(y)/ǫdy. (17)
The Z
x|y is the partition function with fixed y, treated as a
parameter, and Zx,y is the partition function with fluctuating
y. To asymptotically evaluating the integral in (17), it can be
shown that at y = y, the mean value of the fluctuating y:
∂
∂y
ϕy(y) = ǫ
[
∂
∂y
lnZ
x|y(ǫ; y)
]
y=y
≡ ξy , (18)
where ξy is the conjugate variable to y. Therefore, the inte-
grand in (17) can be approximately expressed as
ϕy(y) ≃ ϕy(y) + ξy
(
y − y
)
. (19)
Eqs. 17, 18, and 19 constitute J. W. Gibbs’ theory of ensem-
ble change. In doing so, the thermodynamics of a stationary
system with fluctuating y and the thermodynamics of a sta-
tionary system with fixed y are logically connected via the
large deviation theory. This derivation shares the same spirit
as Helmholtz and Boltzmann’s 1884 mchanical theory of heat
[40, 41]: Both extend the notion of energy from a system with
a fixed “parameter” y to an entire family of systems with dif-
ferent y’s [42].
AN INSTANTANEOUS DETERMINISTIC ENERGY
BALANCE EQUATION
While the ǫF
[
pǫ(x, t)
]
→ ϕ
(
xˆ(t)
)
as ǫ → 0 and
pǫ(x, t) → δ
(
x − xˆ(t)
)
, the free energy dissipation, house-
keeping heat, and entropy production rates [12, 15], also
4known as non-adiabatic, adiabatic, and total entropy produc-
tion rates [14], become
ǫfd
[
pǫ(x, t)
]
→
[
∇ϕ(x)D(x)∇ϕ(x)
]
x=xˆ(t)
, (20a)
ǫQhk
[
pǫ(x, t)
]
→
[
γ(x)D−1(x)γ(x)
]
x=xˆ(t)
, (20b)
ǫep
[
pǫ(x, t)
]
→
[
b(x)D−1(x)b(x)
]
x=xˆ(t)
. (20c)
All three quantities are non-negative. They are linked through
a Pythagorean-like equation, ∀x ∈ Rn:
∥∥D(x)∇ϕ(x)∥∥2 + ∥∥γ(x)∥∥2 = ∥∥b(x)∥∥2, (21)
under the inner product 〈u,v〉 ≡ vD−1u and thus ‖u‖2 =
uD
−1
u.[? ]
In the zero-noise limit, the deterministic motion follows
dx(t)/dt = b(x); the balanace equation dF/dt ≡ −fd =
Qhk − ep now becomes
d
dt
ϕ
(
x(t)
)
= b(x) · ∇ϕ(x)
= γ(x)D−1(x)γ(x)︸ ︷︷ ︸
non-conservative pump
−b(x)D−1(x)b(x)︸ ︷︷ ︸
energy dissipation
. (22)
Both terms before and after the minus sign in (22) are non-
negative. Eq. 22 constitutes a deterministic, instantaneous
energy balance law with the non-conservative pump as the
source and energy dissipation as the sink, respectively. This
result provides a rigorous notion of “energy” for complex dy-
namics with a stochastic kinematic description. For a classical
mechanical system with potential force and friction, ϕ is the
sum of kinetic energy and potential energy, and the energy
dissipation is due to the friction.
DISCUSSION
In the theory of ordinary differential equations, Hamilto-
nian dynamics with the conserved H function and gradient
systems with energy functions are two special cases that have
been extensively studied [39]. For a general nonlinear dy-
namics x˙ = b(x), it is not known whether it always has
an associated “energetics”. Ventsel and Freidlin’s large de-
viation theory revealed that with the presence of a noise,
a global quasi-potential function ϕ(x) exists [19–21]. The
present work further shows that the deterministic vector field
b(x) = D(x)∇ϕ(x) + γ(x), where γ(x) ⊥ ∇ϕ(x) at ev-
ery x, also has ∇ ·
(
ω(x)γ(x)
)
= −∇ω(x) · D(x)∇ϕ(x).
This is a general result of which the conservative dynamics
and gradient systems are special cases.
If one calls x˙ = b(x) kinematic description of a complex
dynamics, then the system (13) and Eq. 22 provide an ener-
getic description that is hidden under the kinematics. A few
words concerning the role of D(x) are in order. The concept
of a gradient field on Rn requires a notion of distance. This is
naturally provided by the noise structure embedded in D(x).
This is precisely A. N. Kolmogorov’s insights on the nature of
probability theory: One needs to have a prior before carrying
out a probabilistic computation.
For complex systems, not all “stochasticity” are due to ther-
mal noises. In fact, the Mori-Zwanzig theory of projection
operator clearly shows that [43] the dynamics of a projec-
tion necessarily has, in general, a stochastic term and a non-
Markovian momory term.
When γ = 0, the Fokker-Planck equation in (1) is a gra-
dient flow in a proper mathematical space [49]. In terms of
the Pythagorean-like equation in (21), the stochastic dynam-
ics following the (1) with γ = 0 has a maximal fd: One leg
has the same length as the triangle’s hypotenuse. Thus, un-
der an appropriate geometry, Onsager’s principle of maximum
dissipation can be generalized to nonlinear regime [44]. In re-
cent years, the theory of nonequilibrium landscape has gained
wider recognitions in biological physics [45, 47, 48]. Since
for a nonequilibrium stochastic system, its stationary state still
has highly complex motions as NESS flux [37, 38, 47], the ϕ
is only half the story: the γ and its related ω provide the char-
acterization of the NESS motion on each and every ϕ level
set.
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