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MAXIMAL DETERMINANTS OF SCHRO¨DINGER OPERATORS
ON BOUNDED INTERVALS
CLARA L. ALDANA, JEAN-BAPTISTE CAILLAU AND PEDRO FREITAS
Abstract. We consider the problem of finding extremal potentials for the
functional determinant of a one-dimensional Schro¨dinger operator defined on
a bounded interval with Dirichlet boundary conditions under an Lq-norm res-
triction (q ≥ 1). This is done by first extending the definition of the functional
determinant to the case of Lq potentials and showing the resulting problem
to be equivalent to a problem in optimal control, which we believe to be of
independent interest. We prove existence, uniqueness and describe some basic
properties of solutions to this problem for all q ≥ 1, providing a complete
characterization of extremal potentials in the case where q is one (a pulse) and
two (Weierstrass’s ℘ function).
Introduction
An important quantity arising in connection with self-adjoint elliptic operators is
the functional (or spectral) determinant. This has been applied in a variety of
settings in mathematics and in physics, and is based on the regularisation of the
spectral zeta function associated to an operator T with discrete spectrum. This
zeta function is defined by
(1) ζT (s) =
∞∑
n=1
λ−sn ,
where the numbers λn, n = 1, 2, . . . denote the eigenvalues of T and, for simplicity,
and without loss of generality from the perspective of this work as we will see below,
we shall assume that these eigenvalues are all positive and with finite multiplicities.
Under these conditions, and for many operators such as the Laplace or Schro¨dinger
operators, the above series will be convergent on a right half-plane, and may typ-
ically be extended meromorphically to the whole of C. Furthermore, zero is not a
singularity and since, formally,
ζ ′T (0) = −
∞∑
n=1
log(λn),
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the regularised functional determinant is then defined by
(2) detT = e−ζ
′
T (0),
where ζ ′T (0) should now be understood as referring to the meromorphic extension
mentioned above. This quantity appears in the mathematics and physics literature
in connection to path integrals, going back at least to the early 1960’s. Examples
of calculations of determinants for operators with a potential in one dimension may
be found in [5, 9, 14] and, more recently, for the harmonic oscillator in arbitrary
dimension [8]. Some of the regularising techniques for zeta functions which are
needed in order to define the above determinant were studied in [15], while the
actual definition (2) was given in [17]. Within such a context, it is then natural
to study extremal properties of these global spectral objects and this question has
indeed been addressed by several authors, mostly when the underlying setting is of
a geometric nature [3, 16, 2].
In this paper, we shall consider the problem of optimizing the functional de-
terminant for a Schro¨dinger operator defined on a bounded interval together with
Dirichlet boundary conditions. More precisely, let TV be the operator associated
with the eigenvalue problem defined by
(3)
{ −φ′′ + V φ = λφ
φ(0) = φ(1) = 0,
where V is a potential in Lq[0, 1] (q ≥ 1). For a given q and a positive constant A,
we are interested in the problem of optimizing the determinant given by
(4) detTV → max, ‖V ‖q ≤ A
where ‖ · ‖q denotes the norm on Lq[0, 1]. For smooth bounded potentials the
determinant of such operators is known in closed form and actually requires no
computation of the eigenvalues themselves. In the physics literature such a formula
is sometimes referred to as the Gelfand-Yaglom formula and a derivation may be
found in [14], for instance—see also [5]. More precisely, for the operator TV defined
by (3) we have detTV = 2y(1), where y is the solution of the initial value problem
(5)
{ −y′′ + V y = 0
y(0) = 0, y′(0) = 1.
We shall show that this expression for the determinant still holds for Lq potentials
and study the problem defined by (4). We then prove that (4) is well-posed and has
a unique solution for all q ≥ 1 and positive A. In our first main result we consider
the L1 case where the solution is given by a piecewise constant function.
Theorem A (Maximal L1 potential). Let q = 1. Then for any positive number A
the unique solution to problem (4) is the symmetric potential given by
VA(x) =
A
`(A)
χ`(A),
where χ`(A) denotes the characteristic function of the interval of length
`(A) =
A
(1 +
√
1 +A)2
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centred at 1/2. The associated maximum value of the determinant is
max
‖V ‖1=A
detTV =
4
1 +
√
1 +A
exp
(
A
1 +
√
1 +A
)
.
In the case of general q we are able to provide a similar result concerning exis-
tence and uniqueness, but the corresponding extremal potential is now given as the
solution of a second order (nonlinear) ordinary differential equation.
Theorem B (Maximal Lq potential, q > 1). For any q > 1 and any positive
number A, there exists a unique solution to problem (4). This maximal potential is
given by
VA =
q
4q − 2
q−1√
Ψ,
where Ψ is the solution to
Ψ′′ − |Ψ|α + 2H = 0, α := q/(q − 1),
Ψ(0) = 0, Ψ′(0) = H − c(A, q).
Here c(A, q) := (1/2)(A(4q − 2)/q)q, and H is a (uniquely defined) constant sat-
isfying H > c(A, q). The function Ψ is non-negative on [0, 1], and the maximal
potential is symmetric with respect to t = 1/2, smooth on (0, 1), strictly increasing
on [0, 1/2], with zero derivatives at t = 0 and t = 1 if 1 < q < 2, positive derivative
at t = 0 ( resp. negative derivative at t = 1) if q = 2, and vertical tangents at both
endpoints if q > 2.
The properties given in the above theorem provide a precise qualitative description
of the evolution of maximal potentials as q increases from 1 to +∞. Starting from
a rectangular pulse (q = 1), solutions become regular for q on (1, 2), having zero
derivatives at the endpoints. In the special case of L2, the maximising potential
can be written in terms of the Weierstrass elliptic function and has finite nonzero
derivatives at the endpoints. This marks the transition to potentials with singular
derivatives at the boundary for q larger than two, converging towards an optimal
constant potential in the limiting L∞ case.
Theorem C (Maximal L2 potential). Let q = 2. Then for any positive number A
the unique solution to problem (4) is given by
VA(t) =
1
3
℘
(
2t− 1
2
√
6
+ ω′
)
, t ∈ [0, 1],
where ℘ is the Weierstrass elliptic function associated to invariants
g2 = 24H, g3 = −6(H − 9A2/2)2,
and where ω′ is the corresponding imaginary half-period of the rectangular lattice
of periods. The corresponding (unique) value of H such that
℘
(
1
2
√
6
+ ω′
)
= 0
is in (9A2/2, h∗(A)), where h∗(A) is the unique root of the polynomial 128H3 −
9(H − 9A2/2)4 in (9A2/2,∞).
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The paper is structured as follows. In the next section we show that the func-
tional determinant of Schro¨dinger operators with Dirichlet boundary conditions
on bounded intervals and with potentials in Lq is well defined and we extend the
formula from [14] to this general case. The main properties of the determinant,
namely boundedness and monotonicity over Lq, are studied in Section 2. Having
established these, we then consider the optimal control problem (4) of maximising
y(1) in (5) in Sections 3 and 4, where the proofs of our main results Theorems A
and B-C are given, respectively.
1. The determinant of one-dimensional Schro¨dinger operators
We consider the eigenvalue problem defined by (3) associated to the operator TV
on the interval [0, 1] with potential V ∈ Lq[0, 1] for q ≥ 1. Although no further
restrictions need to be imposed on V at this point, for our purposes it will be
sufficient to consider V to be non-negative, as we will show in Proposition 5 below.
This simplifies slightly the definition of the associated zeta function given by (1)
and thus also that of the determinant. Hence, in the rest of this section we assume
that V is a non-negative potential.
For smooth potentials, and as was already mentioned in the Introduction, it is
known that the regularised functional determinant of TV is well defined [5, 14],
and this has been extended to potentials with specific singularities [12, 13]. We
shall now show that this is also the case for general potentials in Lq[0, 1], for q ≥ 1.
We first show that the zeta function associated with the operator TV as defined
by (1) is analytic at the origin and has as its only singularity in the half-plane
Re(s) > −1/2 a simple pole at 1/2. This is done adapting one of the approaches
originally used by Riemann (see [18] and also [19, p. 21ff]). We then show that the
method from [14] can be used to prove that the determinant is still given by 2y(1),
where y is the solution of the initial value problem (5).
In order to show these properties of the determinant, it is useful to consider the
heat trace associated with TV , defined by
Tr(e−tTV ) =
∞∑
n=1
e−tλn .
Our first step is to show that the behaviour of the heat trace as t approaches zero
for any non-negative potential in Lq(0, 1) is the same as in the case of smooth
potentials.
Proposition 1. Let TV be the Schro¨dinger operator defined by problem (3) with
V ∈ Lq[0, 1], then
Tr(e−tTV ) =
1
2
√
pit
− 1
2
+ O(
√
t), as t→ 0.
Proof. For potentials which are the derivative of a function of bounded variation
it was proved in Section 3 in [21] (see also [20, Theorem 1]) that the eigenvalues
behave asymptotically as
(6) λn = n
2pi2 + O(1), n = 1, 2, . . .
MAXIMAL DETERMINANTS OF SCHRO¨DINGER OPERATORS 5
when n goes to∞. For a potential in Lq we may thus assume the above asymptotics
which imply the existence of a positive constant c such that
pi2n2 − c ≤ λn ≤ pi2n2 + c
uniformly in n. For the zero potential the spectrum is given by pi2n2 and the heat
trace associated with it becomes the Jacobi theta function defined by
ψ(t) =
∞∑
n=1
e−n
2pi2t.
We are interested in the behaviour of the heat trace for potentials V for small
positive t, and we will determine this behaviour by comparing it with that of ψ.
For simplicity, in what follows we write
ϕ(t) = Tr(e−tTV ).
We then have (
e−ct − 1)ψ(t) ≤ ϕ(t)− ψ(t) ≤ (ect − 1)ψ(t),
and, since ψ satisfies the functional equation [19, p. 22]
ψ(t) =
1
2
√
pit
− 1
2
+
1√
pit
ψ
(
1
pi2t
)
,
it follows that
1√
pit
ψ
(
1
pi2t
)
+(e−ct−1)ψ(t) ≤ ϕ(t)− 1
2
√
pit
+
1
2
≤ 1√
pit
ψ
(
1
pi2t
)
+(ect−1)ψ(t).
Since 1√
pit
ψ
(
1
pi2t
)
= O(e−C/t) for some C > 0 and
(ect − 1)ψ(t) = O(√t)
as t→ 0, it follows that
ϕ(t) =
1
2
√
pit
− 1
2
+ O(
√
t) as t→ 0.

Remark 1. Note that although the heat trace for the zero potential ψ satisfies
ψ(t) =
1
2
√
pit
− 1
2
+ O(tα) as t→ 0+
for any positive real number α, this will not be the case for general potentials,
where we can only ensure that the next term in the expansion will be of order
√
t.
We may now consider the extension of ζTV to a right half-plane containing the
origin.
Proposition 2. The spectral zeta function associated with the operator TV = −∆+
V with Dirichlet boundary conditions and potential V ∈ Lq[0, 1], q ≥ 1, defined
by (1) may be extended to the half-plane Re(s) > −1/2 as a meromorphic function
with a simple pole at s = 1/2, whose residue is given by 1/(2pi).
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Proof. We start from ∫ +∞
0
ts−1e−λntdt = Γ(s)λ−sn
which is valid for Re(s) > 0. Summing both sides in n from one to infinity yields
ζTV (s) =
1
Γ(s)
∫ +∞
0
ts−1ϕ(t)dt,
where ϕ denotes the heat trace as above and the exchange between the sum and
the integral is valid for Re(s) > 1/2. By Proposition 1 we may write
ϕ(t) =
1
2
√
pit
− 1
2
+ f(t)
where f(t) = O(
√
t) as t approaches zero. Since, in addition, ϕ(t) = O(e−ct) as t
approaches infinity, for some c > 0, we have
ζTV (s) =
1
Γ(s)
[∫ 1
0
(
1
2
√
pit
− 1
2
+ f(t)
)
ts−1dt+
∫ +∞
1
ϕ(t)ts−1dt
]
= 1
Γ(s)
(
pi−1/2
2s− 1 − 12s
)
+ F (s)
which is valid for Re(s) > 1 and where F is an analytic function in the half-plane
Re(s) > −1/2. Due to the simple zero of 1/Γ(s) at zero we see that the expression in
the right-hand side is well defined and meromorphic in the half-plane Re(s) > −1/2,
except for the simple pole at s = 1/2, showing that we may extend ζTV (s) to this
half-plane. The value of the residue is obtained by a standard computation. 
Remark 2. It is clear from the proof that the behaviour on Re(s) ≤ 1/2 will
depend on the potential V . This may be seen from the simple example of a constant
potential V (x) ≡ a, for which the heat trace now satisfies
ϕ(t) = e−atψ(t).
From this we see that when a is nonzero ϕ(t) has an expansion for small t with
terms of the form t−(n−1)/2, for all non-negative integers n. These terms produce
simple poles at s = −(2n + 1)/2, n ≥ 0 an integer, with residues depending on a.
When a vanishes we recover ζTV (s) = ζ(2s) and there are no poles other than the
simple pole at s = 1/2.
We are now ready to extend the result in [14] to the case of Lq potentials with
q greater than or equal to one.
Theorem 1. The determinant of the operator TV = −∆ + V with Dirichlet boun-
dary conditions and potential V ∈ Lq[0, 1], q ∈ [1,+∞], is given by
(7) detTV = 2y(1),
where y is the solution of the initial value problem (5).
Proof. We shall follow along the lines of the proof in [14, Theorem 1] for smooth
potentials, which consists in building a one-parameter family of potentials, αV ,
connecting the zero potential, for which the expression for the determinant may
be computed explicitly, with the potential V , and comparing the way these two
quantities change. More precisely, the main steps in this approach are as follows.
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For α ∈ [0, 1], we define the family of operators Tα in L2[0, 1] by Tαu(α, t) :=
−u′′(α, t) + αV (t)u(α, t) and consider the eigenvalue problem
(8)
{
Tαu(α, t) = λ(α)u(α, t)
u(α, 0) = 0, u(α, 1) = 0
with solutions λk(α), uk(α). We have that {Tα}α∈[0,1] is an analytic family in α of
type B in the sense of Kato. This follows from [11, Example VII.4.24], which covers
a more general case. Then, by Remark VII.4.22 and Theorem VII.3.9 in [11] we
obtain that the eigenvalues λk(α) and its associated (suitably normalized) eigen-
function uk(α), for any k ≥ 1, are analytic functions of α. The corresponding
ζ-function is given by
(9) ζTα(s) =
∞∑
j=1
λ−sj (α).
Although this series is only defined for Re(s) > 1/2, we know from Proposition-2
that the spectral zeta function defined by it can be extended uniquely to a mero-
morphic function on the half-plane Re(s) > −1/2 which is analytic at zero. We
shall also define y(α, t) to be the family of solutions of the initial value problem{
Tαy(α, t) = 0
y(α, 0) = 0, y′(α, 0) = 1.
By Proposition 3 in the next section the quantity 2y(α, 1) is well defined for V ∈
Lq[0, 1]. The idea of the proof is to show that
(10)
d
dα
log (detTα) =
d
dα
log (y (α, 1))
for α ∈ [0, 1]. Since at α = 0, detT0 = 2y(0, 1), it follows that equality of the
two functions will still hold for α equal to one. The connection between the two
derivatives is made through the Green’s function of the operator. We shall first
deal with the left-hand side of identity (10), for which we need to differentiate the
series defining the spectral zeta function with respect to both α and s, and then
take s = 0. We begin by differentiating the series in equation (9) term by term
with respect to α to obtain
(11)
∂
∂α
ζTα(s) = −s
∞∑
j=1
λ′j(α)
λs+1j (α)
,
where the expression for the derivative of λj with respect to α is given by
λ′j(α) =
(∫ 1
0
V (x)u2j (α, x) dx
)(∫ 1
0
u2j (α, x) dx
)−1
.
For potentials in L1[0, 1] we have, as we saw above, that the corresponding eigen-
values of problem (8) satisfy the asymptotics given by (6), while the corresponding
eigenfunctions satisfy
uj(x) = sin(jpix) + rj(x),
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where rj(x) = O(1/j) uniformly in x. We thus have
∫ 1
0
u2j (x) dx =
∫ 1
0
sin2(jpix) dx+ 2
∫ 1
0
rj(x) sin(jpix) dx+
∫ 1
0
r2j (x) dx
= 12 + 2
∫ 1
0
rj(x) sin(jpix) dx+
∫ 1
0
r2j (x) dx
= 12 + O(1/j).
In a similar way, the numerator in the expression for λ′j(α) satisfies
∫ 1
0
V (x)u2j (x) dx =
∫ 1
0
V (x) sin2(jpix) dx+ 2
∫ 1
0
V (x)rj(x) sin(jpix) dx
+
∫ 1
0
V (x)r2j (x) dx
= 12
∫ 1
0
V (x) [1− cos(2jpix)] dx+ O(1/j)
= 12
∫ 1
0
V (x) dx− 1
2
∫ 1
0
V (x) cos(2jpix) dx+ O(1/j)
= 12
∫ 1
0
V (x) dx+ O(1/j),
where the last step follows from the Riemann-Lebesgue Lemma. Combining the
two asymptotics we thus have
λ′j(α) =
∫ 1
0
V (x) dx+ o(1)
and so the term in the series (11) is of order O(j−2s−2). This series is thus absolutely
convergent (and uniformly convergent in α) for Re(s) > −1/2. This justifies the
differentiation term by term, and also makes it possible to now differentiate it with
respect to s to obtain
∂2
∂s∂α
ζTα(s) =
∞∑
j=1
[−1 + s log (λj(α))]
λ′j(α)
λs+1j (α)
,
which is uniformly convergent for s in a neighbourhood of zero and α in [0, 1]. We
thus obtain
∂
∂α
∂
∂s
ζTα(s)
∣∣∣∣
s=0
= −
∞∑
j=1
λ′j(α)
λj(α)
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and
d
dα
log [detTα] =
∞∑
j=1
λ′j(α)
λj(α)
=
∞∑
j=1
λj(α)
−1
∫ 1
0
uj(α, x)
2
‖uj(α)‖2 V (t) dt
=
∫ 1
0
∞∑
k=1
λk(α)
−1 uk(α, t)
‖uk(α)‖
uk(α, t)
‖uk(α)‖V (t) dt
=
∫ 1
0
Gα(λ = 0, t, t)V (t) dt
= Tr(T −1α V ).
Here Gα(λ = 0, t, t) is the restriction to the diagonal of the Green’s function of
the boundary value problem (8) at λ = 0. The exchange between the integral and
the summation may be justified as above. We will now consider the right-hand
side in (10). Here we follow exactly the same computation as in [14]. For that we
consider
z(α, t) =
d
dα
y(α, t).
Then z(α, t) is a solution to the initial value problem:{
Tαz(α, t) = −V (t)y(α, t)
z(α, 0) = 0, (dz/dt)(α, 0) = 0.
Using the variation of parameters formula, the solution of this problem is given by
z(α, t) =
1
W
[
y(α, t)
∫ t
0
y(α, r)y˜(α, r)V (r) dr − y˜(α, t)
∫ t
0
y(α, r)y(α, r)V (r) dr
]
,
where the Wronskian W = y(α, t)dy˜dt (α, t) − y˜(α, t)dydt (α, t) is constant, and y˜(α, t)
is the solution to the adjoint problem{
Tαy˜(α, t) = 0
y˜(α, 1) = 0, (dy˜/dt)(α, 1) = 1.
Therefore we obtain
z(α, 1) = y(α, 1)
1
W
∫ 1
0
y(α, r)y˜(α, r)V (r) dr = y(α, 1)
∫ 1
0
Gα(λ = 0, r, r)V (r) dr,
from which the identity (10) follows. Integrating this with respect to α yields
detTα = cy(α, 1),
where c is a constant independent of α. Since detT0 = 2y(0, 1), the result follows.

We shall finish this section with the example of the pulse potential, of which the
optimal potential in the L1 case is a particular case.
Example 1. Let S = [x1, x2] ⊆ [0, 1] and m > 0. A long but straightforward
computation shows that the solution of
−y′′ +mχSy = 0, y(0) = 0, y′(0) = 1
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is given by
y(t) =

t t ∈ [0, x1]
ae
√
mt + be−
√
mt t ∈ [x1, x2],
ct+ d t ∈ [x2, 1],
with
a =
1
2
(
x1 +
1√
m
)
e−
√
mx1 , b =
1
2
(
x1 − 1√
m
)
e
√
mx1 ,
c =
√
m
(
ae
√
mx2 − be−
√
mx2
)
, d = ae
√
mx2
(
1−√mx2
)
+ be−
√
mx2
(
1 +
√
mx2
)
Therefore the functional determinant of the operator T = −d2/dx2 + mχS with
Dirichlet boundary conditions is given by
det(∆ +mχR) = 2y(1) = e
−√mx1e
√
mx2(x1 +
1√
m
)(1 +
√
m−√mx2)
+ e
√
mx1e−
√
mx2(x1 − 1√
m
)(1−√m+√mx2).
2. Some properties of the determinant
Let us denote D the operator mapping a potential V in Lq[0, 1] to DV := y(1),
where y is the solution of
−y′′ + V y = 0, y(0) = 0, y′(0) = 1.
Proposition 3. The operator D is well defined, Lipschitz on bounded sets of Lq
(hence continuous), and non-negative for non-negative potentials.
Proof. For V ∈ Lq[0, 1], local existence and uniqueness holds by Caratheodory for
x′ = C(V )x with
(12) C(V ) :=
[
0 1
V 0
]
, x := (y, y′), x(0) = (0, 1).
Gronwall’s lemma implies that the solution is defined up to t = 1 and that
(13) |x(1)| ≤ exp(1 + ‖V ‖1).
Let V1 and V2 in L
q[0, 1] be both of norm less or equal to A. Denote x1 and x2 the
corresponding solutions defined as in (12). One has
x′1 − x′2 = (C(V1)− C(V2))x1 + C(V2)(x1 − x2),
integrating one obtains
|x1(t)− x2(t)| ≤ ‖x1‖∞‖V1 − V2‖1 +
∫ t
0
|C(V2(s))| · |x1(s)− x2(s)|ds.
By the integral version of Gronwall’s inequality we obtain
|x1(1)− x2(1)| ≤ ‖x1‖∞‖V1 − V2‖1 exp(1 + ‖V2‖1),
≤ e2(1+A)‖V1 − V2‖1,
implying that D is Lipschitz on bounded sets. Let finally V be non-negative,
and assume by contradiction that the associated y first vanishes at t > 0. As
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y(0) = y(t) = 0 and y′(0) > 0, the function must have a positive maximum at some
τ ∈ (0, t). The function y being continuously differentiable, y′(τ) = 0. Now,
y′(τ) = y′(0) +
∫ τ
0
y′′(t) dt,
while y′′ = V y ≥ 0 since V ≥ 0 and y ≥ 0 on [0, τ ] ⊂ [0, t]. Then y′(τ) ≥ 1,
contradicting the definition of τ . 
Being Lipschitz on bounded sets, the operator D sends Cauchy sequences in Lq[0, 1]
to Cauchy sequences in R (Cauchy-continuity). So its restriction to the dense subset
of smooth functions has a unique continuous extension to the whole space. As this
restriction is equal to the halved determinant whose definition for smooth potentials
is recalled in Section 1 for the operator −∆+V with Dirichlet boundary conditions,
DV is indeed the unique continuous extension of this determinant to Lq[0, 1] and,
in agreement with Theorem 1,
DV =
1
2
detTV .
We begin by proving a uniform upper bound on the maximum value of y(1) for
the control problem (5), and thus for the determinant of the original Schro¨dinger
operator given by (3).
Proposition 4. Assume the potential V is in Lq[0, 1], q ∈ [1,∞]. Then
|DV − 1| ≤
∞∑
m=1
‖V ‖m1
(m+ 1)m+1
.
Proof. To prove the proposition it is enough to treat the case q = 1. The initial
value problem given by equation (5) is equivalent to the integral equation
y(t) = t+
∫ t
0
(t− s)V (s)y(s) ds.
We now build a standard iteration scheme defined by
(14)
 ym+1(t) = t+
∫ t
0
(t− s)V (s)ym(s) ds,
y0(t) = t
which converges to the solution of equation (5) – this is a classical result from the
theory of ordinary differential equations which may be found, for instance, in [7],
and which also follows from the computations below.
We shall now prove by induction that
(15) |ym(t)− ym−1(t)| ≤ t
m+1
(m+ 1)m+1
[∫ t
0
|V (s)|ds
]m
.
From (14) it follows that
y1(t)− y0(t) =
∫ t
0
(t− s)V (s)y0(s) ds
and thus
|y1(t)− y0(t)| ≤
∫ t
0
s(t− s)|V (s)|ds.
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If we define the sequence of functions fm by
fm(s) = (t− s) s
m+1
(m+ 1)m+1
,
the above may be written as
|y1(t)− y0(t)| ≤
∫ t
0
f0(s)|V (s)|ds.
Since f0(s) = s(t− s) ≤ t2/4, we have that
|y1(t)− y0(t)| ≤ t
2
4
∫ t
0
|V (s)|ds,
and thus the induction hypothesis (15) holds for m = 1. Assume now that (15)
holds. It follows from (14) that
|ym+1(t)− ym(t)| =
∣∣∣∣∫ t
0
(t− s)V (s) [ym(s)− ym−1(s)] ds
∣∣∣∣
≤
∫ t
0
(t− s) · |V (s)| · |ym(s)− ym−1(s)| ds
and, using (15), we obtain
|ym+1(t)− ym(t)| ≤
∫ t
0
(t− s)|V (s)| sm+1
(m+ 1)m+1
[∫ s
0
|V (r)|dr
]m
ds
=
∫ t
0
fm(s)|V (s)|
[∫ s
0
|V (r)|dr
]m
ds.
Differentiating fm(s) with respect to s and equating to zero, we obtain that this is
maximal for s = (m+ 1)t/(m+ 2), yielding
fm(s) ≤ t
m+2
(m+ 2)m+2
and so
|ym+1(t)− ym(t)| ≤ t
m+2
(m+ 2)m+2
[∫ t
0
|V (s)|ds
]m+1
as desired. Hence
∞∑
m=0
|ym+1(t)− ym(t)| ≤
∞∑
m=0
tm+2
(m+ 2)m+2
[∫ t
0
|V (s)|ds
]m+1
On the other hand,
∞∑
m=0
|ym+1(t)− ym(t)| = −y0 + lim
m→∞ ym(t) = y(t)− t,
yielding
|y(t)− t| ≤
∞∑
m=0
tm+2
(m+ 2)m+2
[∫ t
0
|V (s)|ds
]m+1
.
Taking t to be one finishes the proof. 
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We shall finally present a proof of the fact that in order to maximize the de-
terminant it is sufficient to consider non-negative potentials. This is based on a
comparison result for linear second order ordinary differential equations which we
believe to be interesting in its own right, but which we could not find in the litera-
ture.
Proposition 5. Assume V is in Lq[0, T ], and let u and v be the solutions of the
initial value problems defined by{ −u′′(t) + |V (t)|u(t) = 0
u(0) = 0, u′(0) = 1
and
{ −v′′(t) + V (t)v(t) = 0
v(0) = 0, v′(0) = 1
.
Then u(t) ≥ v(t) for all 0 ≤ t ≤ T .
Proof. The proof is divided into two parts. We first show that if the potential V
does not remain essentially non-negative, then u must become larger than v at some
point, while never being smaller for smaller times. We then prove that once u is
strictly larger than v for some time t1, then it must remain larger for all t greater
than t1.
We first note that solutions of the above problems are at least in AC2[0, T ], and
thus continuously differentiable on [0, T ]. Furthermore, u is always positive, since
u(0) = 0, u′(0) = 1 and u′′(0) ≥ 0. Let now w = u−v. While V remains essentially
non-negative, v also remains positive and w vanishes identically. Assume now that
there exists a time t0 such that for t in (0, t0) the potential V is essentially non-
negative and on arbitrarily small positive neighbourhoods of t0 V takes on negative
values on sets of positive measure. Then w′′(t) = |V (t)|w(t) + [|V (t)| − V (t)] v.
close to t0 (and zero elsewhere on these small neighbourhoods of t0). Since w(t0) =
w′(t0) = 0 and w′′ is non-negative and strictly positive on sets of positive measure
contained in these neighbourhoods, w will take on positive values on arbitrarily
small positive neighbourhoods of t0. Define now z(t) = u
2(t)− v2(t). Then z′(t) =
u(t)u′(t)− v(t)v′(t) and
z′′(t) = [u′(t)]2 + u(t)u′′(t)− [v′(t)]2 − v(t)v′′(t)
= [u′(t)]2 − [v′(t)]2 + |V (t)|z(t) + [|V (t)| − V (t)] v2.
From the previous discussion above, we may assume the existence of a positive
value t1 such that both z and z
′ are positive at t1 (and thus in a small positive
neighbourhood t1, t1 + δ)), while z is non-negative for all t in (0, t1). Letting
a(t) =
[u′(t)]2 − [v′(t)]2
u(t)u′(t)− v(t)v′(t) ,
which is well-defined and bounded on [t1, t1 + δ), we may thus write
z′′(t) = a(t)z′(t) + |V (t)|z(t) + [|V (t)| − V (t)] v2
≥ a(t)z′(t),
for t in [t1, t1 + δ). Then z
′′(t)− a(t)z(t) ≥ 0 and upon multiplication by
e
−
∫ t
t1
a(s)ds
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and integration between t1 and t we obtain
z′(t) ≥ e
∫ t
t1
a(s)ds
z′(t1).
This yields the positivity of z′(t) (and thus of z(t)) for t greater than t1. Combining
this with the first part of the proof shows that z is never negative for positive t. 
Henceforth, we restrict the search for maximizing potentials to non-negative func-
tions. Besides, it is clear from the proof that the result may be generalised to the
comparison of two potentials V1 and V2 where V1 ≥ V2, provided V1 is non-negative.
3. Maximization of the determinant over L1 potentials
By virtue of the analysis of the previous sections, problem (4) for q = 1 can be
recast as the following optimal control problem:
(16) y(1)→ max,
(17) − y′′ + V y = 0, y(0) = 0, y′(0) = 1,
over all non-negative potentials V ≥ 0 in L1[0, 1] such that
(18)
∫ 1
0
V (t) dt ≤ A
for fixed positive A. In order to prove Theorem A, a family of auxiliary problems
is introduced: in addition to (17), the potentials are assumed essentially bounded
and such that
(19) 0 ≤ V (t) ≤ B, a.a. t ∈ [0, 1],
for a fixed positive B. To avoid the trivial solution V ≡ B, we suppose B > A and
henceforth study the properties of problem (16-19).
Setting x := (y, y′, x3), the auxiliary problem can be rewritten −x1(1) → min
under the dynamical constraints
x′1 = x2,(20)
x′2 = V x1,(21)
x′3 = V,(22)
V mesurable valued in [0, B], and the boundary conditions x(0) = (0, 1, 0), free
x1(1) and x2(1), x3(1) ≤ A.
Proposition 6. Every auxiliary problem has a solution.
Proof. The set of admissible controls is obviously nonempty, the control is valued
in a fixed compact set, and the field of velocities
{(x2, V x1, V ), V ∈ [0, B]} ⊂ R3
is convex for any x ∈ R3; according to Filippov Theorem [1], existence holds. 
Let V be a maximizing potential for (16-19), and let x = (y, y′, x3) be the associated
trajectory. According to Pontrjagin maximum principle [1], there exists a nontrivial
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pair (p0, p) 6= (0, 0), p0 ≤ 0 a constant and p : [0, 1] → (R3)∗ a Lipschitz covector
function such that, a.e. on [0, 1],
(23) x′ =
∂H
∂p
(x, V, p), p′ = −∂H
∂x
(x, V, p),
and
(24) H(x(t), V (t), p(t)) = max
v∈[0,B]
H(x(t), v, p(t))
where H is the Hamiltonian function
H(x, V, p) := pf(x, V )
= p1x2 + (p2x1 + p3)V.
(There f(x, V ) denotes the dynamics (20-22) in compact form.) Moreover, in addi-
tion to the boundary conditions on x, the following transversality conditions hold:
p1(1) = −p0, p2(1) = 0, and p3(1) ≤ 0 with complementarity
(x3(1)−A) p3(1) = 0.
As is clear from (23), p3 is constant, p
′
1 = −p2 and
(25) − p′′2 + V p2 = 0.
The dynamical system (20-22) is bilinear in x and V ,
x′ = F0(x) + V F1(x), F0(x) =
 x20
0
 , F1(x) =
 0x1
1
 ,
so H = H0 + V H1 with H0(x, p) = pF0(x), H1(x, p) = pF1(x). Let Φ(t) :=
H1(x(t), p(t)) be the evaluation of H1 along the extremal (x, V, p); it is a Lip-
schitz function, and the maximization condition (24) implies that V (t) = 0 when
Φ(t) < 0, V (t) = B when Φ(t) > 0. If Φ vanishes identically on some interval
of nonempty interior, the control is not directly determined by (24) and is termed
singular. Subarcs of the trajectory corresponding to V = 0, V = B and singular
control, are labelled γ0, γ+ and γs, respectively. Differentiating once, one obtains
Φ′(t) = H01(x(t), p(t)), where H01 = {H0, H1} is the Poisson bracket of H0 and
H1; Φ is so W
2,∞ and, differentiating again,
(26) Φ′′ = H001 + V H101
with length three brackets H001 = {H0, H01}, H101 = {H1, H01}. Computing,
H01 = −p1x1 + p2x2, H001 = −2p1x2, H101 = 2p2x1.
In particular, using the definition of H,
(27) Φ′′ − 4V Φ = −2(H + p3V ), a.a. t ∈ [0, 1]
where H and p3 are constant along any extremal.
There are two possibilities for extremals depending on whether p′2(1) = p
0 is
zero or not (so-called abnormal or normal cases).
Lemma 1. The cost multiplier p0 is negative and one can set p′2(1) = −1.
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Proof. Suppose by contradiction that p0 = 0. Then p2(1) = p
′
2(1) = 0, so (25)
implies that p2 (and p1) are identically zero. Since (p
0, p) 6= (0, 0), p3 must be
negative so Φ = p2x1 + p3 = p3 < 0 and V is identically zero on [0, 1], which is
impossible (the zero control is admissible but readily not optimal). Hence p0 is
negative, and one can choose p0 = −1 by homogeneity in (p0, p). 
Lemma 2. The constraint
∫ 1
0
V dt ≤ A is strongly active (p3 < 0).
Proof. Assume by contradiction that p3 = 0. Since −x′′1 +V x1 = 0 with x1(0) = 0,
x′1(0) = 1 and V ≥ 0, x1 is non-negative on [0, 1] (see Proposition 3). Integrating,
one has x1(t) ≥ t on [0, 1]. Symmetrically, −p′′2 + V p2 = 0 with p2(1) = 0, p′2(1) =
−1, so one gets that p2(t) ≥ 1−t on [0, 1]. Now, p3 = 0 implies Φ = p2x1 ≥ t(1−t),
so Φ > 0 on (0, 1): V = B a.e., which is impossible since B > A. 
As a result, since Φ(0) = Φ(1) = p3, Φ is negative in the neighbourhood of t = 0+
and t = 1−, so an optimal trajectory starts and terminates with γ0 arcs.
Lemma 3. There is no interior γ0 arc.
Proof. If such an interior arc existed, there would exist t ∈ (0, 1) such that Φ(t) =
0 and Φ′(t) ≤ 0 (Φ′(t) > 0 would imply Φ > 0 in the neighbourhood of t+,
contradicting V = 0); but then Φ′′ = −2H < 0 for t ≥ t would result in Φ < 0 for
t > t, preventing Φ for vanishing again before t = 1. 
Lemma 4. If H + p3B < 0, there is no interior γ+ arc.
Proof. By contradiction again: there would exist t ∈ (0, 1) such that Φ(t) = 0 and
Φ′(t) ≥ 0 (Φ′(t) < 0 would imply Φ < 0 in the neighbourhood of t+, contradicting
V = B); along γ+,
Φ′′ − 4BΦ = −2(H + p3B) > 0,
so
(28) Φ =
H + p3B
2B
(1− ch(2
√
B(t− t))) + Φ
′(t)
2
√
B
sh(2
√
B(t− t)),
and Φ > 0 if t > t, preventing Φ for vanishing again before t = 1. 
Along a singular arc, Φ ≡ 0 so (26) allows to determine the singular control pro-
vided H101 6= 0 (”order one” singular). A necessary condition for optimality (the
Legendre-Clebsch condition) is that H101 ≥ 0 along such an arc; order one singular
arcs such that H101 > 0 are called hyperbolic [4].
Lemma 5. Singulars are of order one and hyperbolic; the singular control is con-
stant and equal to −H/p3.
Proof. Φ = p2x1 + p3 ≡ 0 implies H101 = 2p2x1 = −2p3 > 0, so any singular is of
order one and hyperbolic; (27) then tells H + p3V = 0, hence the expression of the
singular control. 
Proposition 7. A maximizing potential is piecewise constant.
Proof. According to the maximum principle, the trajectory associated with an op-
timal potential is the concatenation of (possibly infinitely many) γ0, γ+ and γs
subarcs. By Lemma 3, there are exactly two γ0 arcs; if V has an infinite number
of discontinuities, it is necessarily due to the presence of infinitely many switchings
between γ+ and γs subarcs with H+p3B < 0 (this quantity must be nonpositive to
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ensure admissibility of the singular potential, V = −H/p3 ≤ B, and even negative
since otherwise γ+ and γs would be identical, generating no discontinuity at all).
By Lemma 4, there is no γ+ subarc if H + p3B < 0. There are thus only finitely
many switchings of the potential between the constant values 0, B and −H/p3. 
Corollary 1. An optimal trajectory is either of the form γ0γ+γ0, or γ0γsγ0.
Proof. There is necessarily some minimum t ∈ (0, 1) such that Φ(t) = 0 (otherwise
V ≡ 0 which would contradict the existence of solution). There are two cases,
depending on the order of the contact of the extremal with H1 = 0.
(i) Φ′(t) 6= 0 (”regular switch” case). Having started with Φ(0) = p3 < 0, nec-
essarily Φ′(t) > 0 and there is a switch from V = 0 to V = B at t. According
to Lemma 4, this is only possible if H + p3B ≥ 0. Along γ+, Φ is given by (28)
and vanishes again at some t˜ ∈ (t, 1) as the trajectory terminates with a γ0 subarc.
Since H + p3B ≥ 0 and Φ′(t) < 0, Φ′(t˜) is necessarily negative, so Φ < 0 for t > t˜
and the structure is γ0γ+γ0.
(ii) Φ′(t) = 0. The potential being piecewise continuous, Φ′′ has left and right
limits at t (see (26)). Having started with V = 0, Φ′′(t−) = −2H is negative;
assume the contact is of order two, that is Φ′′(t+) 6= 0 (”fold” case, [4]). Clearly,
Φ′′(t+) < 0 is impossible as it would imply Φ < 0 for t > t (and hence V ≡ 0
on [0, 1]). So Φ′′(t+) > 0 (”hyperbolic fold”, ibid), and there is a switching from
V = 0 to V = B. Along γ+,
Φ =
H + p3B
2B
(1− ch(2
√
B(t− t)))
by (28) again, and H + p3B must be negative for Φ
′′(t+) > 0 to hold. Then
Φ > 0 for t > t, which contradicts the termination by a γ0 subarc. So Φ
′′(t+) = 0,
that is V jumps from 0 to singular, V = −H/p3, at t. As it must be admissible,
H + p3B ≤ 0. If H + p3B = 0, the singular control is saturating, V = B, and γ+
and γs arcs are identical; there cannot be interior γ0 (Lemma 3), so the structure
is γ0γsγ0 (= γ0γ+γ0, in this case). Otherwise, H + p3B < 0 and Lemma 4 asserts
that γsγ+ connections are not possible: The structure is also γ0γsγ0. 
Proof of Theorem A. The proof is done in three steps: first, existence and unique-
ness are obtained for each auxiliary problem (17-19) with bound V ≤ B on the
potential, B large enough; then existence for the original problem (16-19) with un-
bounded control is proved. Finally, uniqueness is obtained.
(i) As a result of Corollary 1, each auxiliary problem can be reduced to the following
finite dimensional question: given B > A > 0, maximize y(1) = y(s, `) w.r.t.
s ∈ [0, 1], ` ≤ 2 min{s, 1 − s} and ` ≥ A/B, where y(s, `) is the value at t = 1 of
the solution of (17) generated by the potential equal to the characteristic function
of the interval [s − `/2, s + `/2] times A/` (the constraint (18) is active by virtue
of Lemma 2). Computing,
y(s, `) = (1− `) ch
√
A`+A[(s− s2) + (1/A− 1/2)`+ `2/4] shc
√
A`
where shc(z) := (1/z) sh z. The function to be maximized is continuous on the
compact triangle defining the constraints on (s, `), so one retrieves existence. As
we know that an optimal arc must start and end with γ0 arcs, the solution cannot
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belong to the part of the boundary corresponding to ` = 2 min{s, 1−s}, extremities
included; as a result, ∂y/∂s must be zero at a solution, so s = 1/2 (potential
symmetric w.r.t. t = 1/2). Since one has y(s = 1/2, `) = (1 +A/4) +A2`/24 + o(`),
too small a ` cannot maximize the function; so, for B large enough, the point on
the boundary ` = A/B cannot be solution, and one also has that
∂y
∂`
(s, `)|s=1/2 = (A(`− 1)
2 − 4`)(ch√A`− shc√A`)
8`
must vanish. As ` < 1, one gets ` = `(A) := A/(1 +
√
1 +A)2, hence the expected
value for the maximum determinant.
(ii) The mapping V 7→ −y(1) is continuous on L1[0, 1] by Proposition 3. Let
C := {V ∈ L1[0, 1] | ‖V ‖1 ≤ A, V ≥ 0 a.a.}; it is closed and nonempty. For k ∈ N,
k > A (A > 0 fixed), consider the sequence of auxiliary problems with essential
bounds V ≤ k. For k large enough, the solution does not depend on k according
to point (i), hence the stationarity of the sequence of solutions to the auxiliary
problems. The sequence of subsets C ∩ {V ∈ L∞[0, 1] | ‖V ‖∞ ≤ Bk} is increasing
and dense in C, so the lemma below ensures existence for the original problem.
Lemma 6. Let f : E → R be continuous on a normed space E, and consider
f(x)→ min, x ∈ C nonempty closed subset of E.
Assume that there exists an increasing sequence (Ck)k of subsets of C such that (i)
∪kCk is dense in C, (ii) for each k ∈ N, there is a minimizer xk of f in Ck. Then,
if (xk)k is stationary, limk→∞ xk is a minimizer of f on E.
Proof. Let x be the limit of the stationary sequence (xk)k; assume, by contradiction,
that f := f(x) > infC f (including the case infC f = −∞). Then there is y ∈ C
such that f(y) < f . By density, there is k ∈ N and yk ∈ Ck such that ‖y− yk‖ ≤ ε
where, by continuity of f at y, ε > 0 is choosen such that ‖x − y‖ ≤ ε =⇒
|f(x) − f(y)| ≤ d/2 (d := f − f(y) > 0); then f(yk) ≤ f(y) + d/2 < f , which is
contradictory as k can be taken large enough in order that xk = x. So f(x) = infC f ,
whence existence. 
(End of proof of Theorem A.) (iii) the Pontrjagin maximum principle can be applied
to (16-18) with an optimal potential V in L1[0, 1] since the function f(x, V ) defining
the dynamics (20-22) has a partial derivative uniformly (w.r.t. x) dominated by an
integrable function (see [6, § 4.2.C, Remark 5]):∣∣∣∣∂f∂x (x, V (t))
∣∣∣∣ ≤ 1 + |V (t)|, a.a. t ∈ [0, 1].
The Hamiltonian is unchanged, but the constraint on the potential is now just
V ≥ 0; as a consequence, Φ = p2x1 + p3 must be nonpositive because of the
maximization condition. Normality is proved as in Lemma 1 and p2(1) can be set
to −1. Regarding strong activation of the L1 constraint (p3 < 0) the argument at
the begining of the proof of Lemma 2 immediately implies that p3 must be negative
as Φ cannot be positive, now. So Φ(0) = Φ(1) = p3 < 0 and V is equal to 0
in the neighbourhood of t = 0+ and t = 1−. Because existence holds, Φ must
first vanish at some t ∈ (0, 1) (otherwise V ≡ 0 which is obviously not optimal);
necessarily, Φ′(t) = 0. One verifies as before that there cannot be interior γ0
subarcs, which prevents accumulation of γ0γs or γsγ0 switchings. In particular, V
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must be piecewise constant and the right limit Φ′′(t+) exists. The same kind of
reasoning as in the proof of Corollary 1 rules out the fold case Φ′′(t+) nonzero; so
Φ′′(t+) = 0 and V switches from 0 to singular at t. The impossibility of interior γ0
subarcs implies a γ0γsγ0 structure, which is the solution obtained before. 
Remark 3. This proves in particular that the generalized ”impulsive” potential
equal to A times the Dirac mass at t = 1/2 is not optimal, whatever A > 0, the
combination γ0γsγ0 giving a better cost. More precisely, the optimal value of the
determinant is 1 +A/4 +A3/192 + o(A3), so it is asymptotic when A tends to zero
to the value obtained for the Dirac mass (equal to 1 + A/4, as is clear from (i) in
the proof before).
4. Maximization of the determinant over Lq potentials, q > 1
We begin the section by proving that maximizing the determinant over L1 potentials
is estimated by maximizing the determinant over Lq, letting q tend to one. To
this end, we first establish the following existence result. (Note that the proof
is completely different from the existence proof in Theorem A.) Let A > 0, and
consider the following family of problems for q in [1,∞]:
(29) DV =
1
2
det(−∆ + V )→ max, ‖V ‖q ≤ A.
Proposition 8. Existence holds for q ∈ [1,∞].
Proof. The case q = ∞ is obvious, while Theorem A deals with q = 1. Let then
q belong to (1,∞). By using Gronwall lemma as in (13), it is clear that D is
bounded on the closed ball of radius A of Lq[0, 1]. So the value of the problem is
finite. Let (Vk)k be a maximizing sequence. As ‖Vk‖q ≤ A for any k, up to taking a
subsequence one can assume the sequence to be weakly-∗ converging in Lq ' (Lr)∗
(1/q+ 1/r = 1) towards some V . Clearly, ‖V ‖q ≤ A. Let xk be associated with Vk
according to (12). The sequence (xk)k so defined is bounded and equicontinuous
as, for any t ≤ s in [0, 1],
|xk(t)− xk(s)| ≤
∫ s
t
|C(Vk(τ))| · |xk(τ)|dτ
≤ ‖xk‖∞‖1 + |Vk|‖q|t− s|1/r
≤ e1+A(1 +A)|t− s|1/r
by Ho¨lder inequality. Using Ascoli’s Theorem (and taking a subsequence), (xk)k
converges uniformly towards some x. As x(1) = limk xk(1) is equal to the value of
the problem, it suffices to check that x′ = C(V )x to conclude. Being a bounded
sequence, (C(Vk))k is equicontinuous in L
q ' (Lr)∗, and (xk · χ|[0,t])k converges
towards x ·χ|[0,t] in Lr for any t in [0, 1] (χ|[0,t] denoting the characteristic function
of the interval [0, t]). So
x(t) = x(0) + lim
k
∫ t
0
C(Vk(τ))xk(τ) dτ
= x(0) +
∫ t
0
C(V (τ))x(τ) dτ, t ∈ [0, 1],
which concludes the proof. 
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Remark 4. The same proof also gives existence for the minimization problem in
Lq[0, 1], q ∈ (1,∞).
Proposition 9. For a fixed A > 0, the value function
vq := sup
‖V ‖q≤A
DV , q ∈ [1,∞],
is decreasing and vq tends to v1 when q → 1+.
Proof. Let 1 ≤ q ≤ r ≤ ∞. For V in Lr[0, 1] ⊂ Lq[0, 1], ‖V ‖q ≤ ‖V ‖r so the radius
A ball of Lr is included in the radius A ball of Lq. As a result of the inclusion of the
admissible potentials, vq ≥ vr. Because of monotonicity, the limit v := limq→1+ vq
exists, and v ≤ v1. Moreover, as proven in Theorem A, the unique maximizing
potential V1 for q = 1 is actually essentially bounded so
D(A · V1/‖V1‖q) ≤ vq
for any q ≥ 1. By continuity of D on L1, the left-hand side of the previous inequality
tends to DV1 = v1 when q → 1+, and one conversely gets that v1 ≤ v. 
Fix q > 1 and A > 0. As in Section 3, we set x := (y, y′, x3) to take into account
the Lq constraint. Then problem (29) can be rewritten −x1(1) → min under the
dynamical constraints
x′1 = x2,(30)
x′2 = V x1,(31)
x′3 = V
q,(32)
and the boundary conditions x(0) = (0, 1, 0), free x1(1) and x2(1), x3(1) ≤ Aq. The
potential is mesurable and can be assumed non-negative thanks to the comparison
result from Proposition 5. For such an Lq optimal potential V , the Pontrjagin
maximum principle holds for the same reason as in the proof of Theorem A (see
step (iii)). So there exists a nontrivial pair (p0, p) 6= (0, 0), p0 ≤ 0 a constant and
p : [0, 1]→ (R3)∗ a Lipschitz covector function such that, a.e. on [0, 1],
x′ =
∂H
∂p
(x, V, p), p′ = −∂H
∂x
(x, V, p),
and
H(x(t), V (t), p(t)) = max
v≥0
H(x(t), v, p(t))
where the Hamiltonian H is now equal to
H(x, V, p) := pf(x, V )
= p1x2 + p2x1V + p3V
q.
(With f(x, V ) denoting the dynamics (30-32) in compact form.) In addition to the
boundary conditions on x, the following transversality conditions hold (note that
p3 is again a constant): p1(1) = −p0, p2(1) = 0, and p3 ≤ 0 with complementarity
(x3(1)−Aq) p3 = 0.
Although the system is not bilinear in (x, V ) anymore, the adjoint equation
(33) − p′′2 + V p2 = 0
holds unchanged, and one proves normality and strong activation of the Lq cons-
traint similarly to the case q = 1.
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Lemma 7. The cost multiplier p0 is negative.
Proof. By contradiction: if p0 = 0, one has p2 (and p1) identically zero by (33), so p3
cannot also be zero and must be negative. Then, H = p3V
q and the maximization
condition implies V = 0 a.e. since V is non-negative. This is contradictory as the
zero control is admissible but clearly not optimal. 
We will not set p0 = −1 but will use the fact that p3 is also negative to use a
different normalization instead.
Lemma 8. The constraint
∫ 1
0
V q dt ≤ Aq is strongly active (p3 < 0).
Proof. Observe that, as in Lemma 2, p2x1 is positive on (0, 1). Now, assume by con-
tradiction that p3 = 0: then H = p1x2+p2x1V , which would prevent maximization
of H on a nonzero measure subset. 
Define Ψ := p2x1. As we have just noticed, it is positive on (0, 1), and Ψ(0) =
Ψ(1) = 0 because of the boundary and transversality conditions (x1(0) = 0 and
p2(1) = 0, respectively).
Proposition 10. One has
Ψ′′ − |Ψ|α + 2H = 0, α = q/(q − 1),
Ψ(0) = 0, Ψ(1) = 0,
and
(34) V =
q
4q − 2
q−1√
Ψ.
Proof. Because Ψ is non-negative, it is clear from the maximization condition that
V (t) = q−1
√
Ψ(t)
−qp3
for all t ∈ (0, 1). Since Ψ is an absolutely continuous function, we can differentiate
once to get
Ψ′ = −p1x1 + p2x2,
and iterate to obtain
Ψ′′ = 2(p2x1V − p1x2) = 2(VΨ− p1x2).
Using the fact that the Hamiltonian H is constant along an extremal, and substi-
tuing p1x2 by H − VΨ− p3V q and V by its expression, the following second order
differential equation is obtained for Ψ:
Ψ′′ − Bq
q−1√−p3 |Ψ|
q/(q−1) + 2H = 0
with
Bq =
4
q1/(q−1)
− 2
qq/(q−1)
·
We can normalize p3 in order that −p3 = Bq−1q , which gives the desired differential
equation for Ψ, as well as the desired expression for V . 
Corollary 2. The function Ψ (and so V ) is symmetric wrt. t = 1/2, and Ψ′(0) =
H − c(A, q) with
c(A, q) =
1
2
(
A(4q − 2)
q
)q
.
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Proof. As a result of the previous proposition, the quantity
1
2
Ψ′2 − 1
α+ 1
Ψ|Ψ|α + 2HΨ
is constant. In particular, Ψ(0) = Ψ(1) = 0 implies that Ψ′2(0) = Ψ′2(1). Now,
Ψ′(0) = p2(0) > 0 and Ψ′(1) = −x1(1) < 0 (same estimates as in Lemma 2), so
Ψ′(1) = −Ψ′(0). Setting Ψˆ(t) := Ψ(1 − t), one then checks that both Ψ and Ψˆ
verify the same differential equation, with the same initial conditions: Ψˆ = Ψ and
symmetry holds. Finally, since the Lq constraint is active (Lemma 8),
Aq =
∫ 1
0
|V |q dt =
(
q
4q − 2
)q ∫ 1
0
|Ψ|α dt,
and one can replace |Ψ|α by Ψ′′ + 2H to integrate and obtain
Ψ′(1)−Ψ′(0) + 2H =
(
A(4q − 2)
q
)q
.
Hence the conclusion using Ψ′(0)−Ψ′(1) = 2Ψ′(0). 
According to what has just been proved, t 7→ (Ψ(t),Ψ′(t)) parameterizes the curve
y2 = f(x) where f (that depends on H, A and q) is
(35) f(x) =
2
α+ 1
x|x|α − 4Hx+ (H − c(A, q))2 (α = q/(q − 1)).
Since Ψ′(0) = H − c(A, q) is positive, H > c(A, q) > 0 and f has a local minimum
(resp. maximum) at x = α
√
2H (resp. − α√2H).
Lemma 9. On (c(A, q),∞), there exists a unique H, denoted h(A, q), such that
α
√
2H is a double root of f .
Proof. Evaluating,
f(
α
√
2H) = (H − c(A, q))2 − 2α
α+ 1
(2H)1+1/α =: g(H).
As g(c(A, q)) < 0 and g(H)→∞ when H →∞ (note that 1 + 1/α < 2), g has one
zero in (c(A, q),∞), and only one in this interval as is clear inspecting g′′. 
Proposition 11. The value H of the Hamiltonian must belong to the nonempty
open interval (c(A, q), h(A, q)).
Proof. As a result of the previous lemma, for H > c(A, q) there are three possibili-
ties for the curve y2 = f(x) parameterized by (Ψ,Ψ′) depending on whether (i) H
belongs to (c(A, q), h(A, q)), (ii) H = h(A, q), (iii) H > h(A, q). As is clear from
Figure 1, given the boundary conditions Ψ(0) = Ψ(1) = 0, Ψ′(0) > 0 and Ψ′(1) < 0,
case (iii) is excluded. Now, in case (ii), the point (α
√
2h(A, q), 0) is a saddle equilib-
rium point, which prevents connexions between (Ψ,Ψ′) = (0, h(A, q)− c(A, q)) and
(0, c(A, q)− h(A, q)). 
Corollary 3. The function ψ (and so V ) is strictly increasing on [0, 1/2].
Proof. The derivative of ψ is strictly positive for t in (0, 1/2) as is clear from
Figure 1, case (i). As a consequence, ψ is strictly increasing on [0, 1/2], and so is
V by virtue of (34). 
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Figure 1. Portraits of the curve y2 = f(x) parameterized by
(Ψ,Ψ′). From left to right: case (i) H ∈ (c(A, q), h(A, q)) (the
red part corresponds to t ∈ [0, 1]), (ii) H = h(A, q) (phase por-
trait in green for other boundary conditions close to the saddle
equilibrium), (iii) H > h(A, q).
Proof of Theorem B.. Let q > 1 and A > 0 be given. Optimal potentials exist
by Proposition 8. Such an optimal potential must be given by Ψ according to
Proposition 10. By virtue of Proposition 11, this function Ψ is obtained as the
solution Ψ(·, H) of
(36) Ψ′′ − |Ψ|α + 2H = 0, Ψ(0) = 0, Ψ′(0) = H − c(A, q),
for some H in (c(A, q), h(A, q)) such that Ψ(1, H) = 0. For any H in this interval,
let us first notice that (Ψ,Ψ′) define a parameterization of the bounded component
of the curve y2 = f(x) (see Figure 1). Accordingly, both Ψ and Ψ′ are bounded, and
the solution Ψ(·, H) of (36) is defined globally, for all t ∈ R. Hence, the function
H 7→ Ψ(1, H) is well defined on (c(A, q), h(A, q)). Proving that this mapping is
injective will entail uniqueness of an H such that Ψ(1, H) = 0, and thus uniqueness
of the optimal potential for the given q > 1 and positive Lq bound A. Now, this
mapping is differentiable, and (∂Ψ/∂H)(1, H) = Φ(1) where Φ is the solution of
the following linearized differential equation (note that α = q/(q − 1) > 1):
Φ′′ − αΨα−1Φ + 2 = 0, Φ(0) = 0, Φ′(0) = 1.
The function Φ is non-negative in the neighbourhood of t = 0+. Let us denote
τ ∈ (0,∞] the first possible zero of Φ, and τ ′ := min{τ, 1} (remember that Ψ > 0
on (0, 1)). On (0, τ ′),
Φ′′ = αΨα−1Φ− 2 > −2,
so Φ > t(1− t) on (0, τ ′] by integration: necessarily, τ > 1. Then Φ(1) > 0, so the
mapping H 7→ Ψ(1, H) is strictly increasing on (c(A, q), h(A, q)) and uniqueness
is proved. Regarding the regularity of the optimal potential, it is clear that Ψ is
smooth on (0, 1). Besides, Ψ′(0) is positive and it suffices to write, for small enough
t > 0,
Ψ
1
q−1 (t)− 0
t− 0 = t
2−q
q−1
(
Ψ(t)
t
) 1
q−1
to evaluate the limit when t → 0+ and obtain the desired conclusion for the tan-
gencies. (Note the bifurcation at q = 2.) Same proof when t→ 1−. 
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In the particular case q = 2, one has α = 2 and t 7→ (ψ(t), ψ′(t)) parameterizes
the elliptic curve (compare with (35))
y2 =
2
3
x3 − 4Hx+ (H − c(2, A))2.
We know that this elliptic curve is not degenerate for H in (c(2, A), h(2, A)). The
value c(2, A) = 9A2/2 is explicit (Corollary 2), while h∗(A) := h(2, A) is implicitly
defined Lemma 9. Using the birational change of variables u = x, v = y
√
6, the
elliptic curve can be put in Weierstraß form, v2 = 4u3 − g2v − g3, with
(37) g2 = 24H, g3 = −6(H − 9A2/2)2.
For H in (c(2, A), h(2, A)), the real curve has two connected components in the
plane and is parameterized by z 7→ (℘(z), ℘′(z)), where ℘ is the Weierstraß elliptic
function associated to the invariants (37). Since g2 and g3 are real, and since the
curve has two components, the lattice 2ωZ+ 2ω′Z of periods of ℘ is rectangular: ω
is real, ω′ is purely imaginary, and the bounded component of the curve is obtained
for z ∈ R+ω′. The curve degenerates for H = h∗(A), so h∗(A) can also be retrieved
as the unique root in (9A2/2,∞) of the discriminant
∆ = g32 − 27g23 = 3 · 62(128H3 − 9(H − 9A2/2)4)
of the cubic. We look for a time parameterization z(t) such that ℘(z(t)) = ψ(t)
(since u = x), and ℘′(z(t)) = ψ′(t)
√
6 (since v = y
√
6).
Lemma 10. z(t) =
2t− 1
2
√
6
+ ω′
Proof. One has dz/dt = 1/
√
6. Moreover, there exists a unique ξ0 in (0, ω) such
that ℘(ξ0 + ω
′) = 0 (with ℘′(ξ0 + ω′) < 0); by symmetry, ℘(−ξ0 + ω′) = 0 (with
℘′(−ξ0 + ω′) > 0), so ψ(0) = 0 (with ψ′(0) > 0) implies z(0) = −ξ0 + ω′, that is
z(t) = t/
√
6−ξ0+ω′. As ψ(1) = 0, necessarily z(1) = ξ0+ω′, so ξ0 = 1/(2
√
6). 
Recalling Proposition 10, one eventually gets that the maximal potential for q = 2
is
V (t) =
1
3
Ψ(t) =
1
3
℘(
2t− 1
2
√
6
+ ω′)
for the unique H in (9A2/2, h∗(A)) such that Ψ(1) = 0, that is
℘(
1
2
√
6
+ ω′) = 0.
This proves Theorem C.
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