Abstract. Two main existence theorems are proved for two nonstandard systems of parabolic initial-boundary value problems. The systems are based on the "φ-η-θ model" proposed by Kobayashi [RIMS Kôkyûroku, 1210 (2001 , 68-77] as a phase-field model of planar grain boundary motion under isothermal solidification. Although each of the systems has specific characteristics and mathematical difficulties, the proofs of the main theorems are based on the time discretization method by means of a common approximating problem. As a consequence, we provide a uniform solution method for a wide scope of parabolic systems associated with the φ-η-θ model.
Introduction
Let 0 < T < ∞ be a constant, 1 < N ∈ N have a fixed value, and Ω ⊂ R N be a bounded domain with a smooth boundary ∂Ω. We denote by ν ∂Ω the unit outer normal vector on ∂Ω, and we set Q := (0, T ) × Ω and Σ := (0, T ) × ∂Ω.
Further, let ν ≥ 0 and u ∈ R be constants. In this paper, two themes, concerning two nonstandard systems of parabolic variational inequalities, are addressed. In the first, we assume ν > 0 and consider the following coupled system of parabolic type initial-boundary value problems, denoted by (S; u) ν . Here, w 0 = w 0 (x), η 0 = η 0 (x), and θ 0 = θ 0 (x) are given initial data on Ω, ∂γ is the subdifferential of a proper lower semi-continuous (l.s.c.) and convex function γ = γ(w) on R, and g( · ; u) = g(w, η; u), α 0 = α 0 (w, η), α = α(w, η), and β = β(w, η) are given real-valued functions. The subscripts " w " and " η " denote differentials with respect to the corresponding variables. The system (S; u) ν is based on the "φ-η-θ model" proposed by Kobayashi [25] as a mathematical model of planar grain boundary motion under an isothermal solidification. Since this model was presented as an advanced version of the "Kobayashi-Warren-Carter model" of grain boundary motion, proposed by Kobayashi et al. [27, 28] , our themes are related to the previous work (e.g., [16, 18-20, 24, 26-29, 34, 35, 39, 40] ) associated with the Kobayashi-Warren-Carter model. According to the modeling method of [25] , (S; u) ν is derived as a gradient system of a governing free energy, defined as follows: In this context, the constant u is the relative temperature with critical degree 0, and the unknown w = w(t, x) is an order parameter to indicate the solidification order of the polycrystal. The unknowns η = η(t, x) and θ = θ(t, x) are components of the vector field (t, x) ∈ Q → η(t, x) cos θ(t, x), sin θ(t, x) ∈ R 2 , which was adopted in [27, 28] as a vectorial phase field to reproduce the crystalline orientation in Q. Here, the components η and θ are order parameters to indicate, respectively, the orientation order and angle of the grain. In particular, w and η are taken to satisfy the constraints 0 ≤ w, η ≤ 1 in Q, and the cases may have just two minimums, around [1, 1] and [0, 0], and moreover, if the temperature u is sufficiently lower than (resp. higher than) the critical degree, then this function has a unique minimizer around [1, 1] (resp. [0, 0]) (cf. [1, 8, 14, 38] ).
In light of (g0) and the existing phase transition models (e.g., [1, 8-10, 14, 17, 22, 32, 33, 37, 38] ), we can consider the following settings as possible expressions of the double-well functions: and therefore G( · ; u) = g( · ; u) on R 2 (cf. [1, 8, 14, 32, 38] and therefore w is constrained to the compact interval [0, 1] (cf. [9, 10, 22, 33, 38] ).
Here, c > 0 is a constant, and for any K ⊂ R, I K denotes the indicator function on K, i.e., τ ∈ R → I K (τ ) := 0, if τ ∈ K, ∞, otherwise.
Kobayashi [25] adopted a setting such that    • the functions γ and g( · ; u) are given in accordance with (g1),
• α 0 (w, η) = α(w, η) := η 2 /2 and β(w, η) := w 2 /2 for [w, η] ∈ R 2 .
(0.5)
Applying this, the original profile of the φ-η-θ model in [25] is described by From a mathematical point of view, there do not appear to be great differences between (0.1) and (0.2). However, from the original profiles (0.6)-(0.8), it can be seen that (0.2) corresponds to the equation for the mobilities of grain boundaries (interfaces) as in Kobayashi-Warren-Carter [27] , while (0.1) is an Allen-Cahn type equation to reproduce "interfacial diffusions," as in the models of phase transitions.
Next, in our second theme, we consider a limiting system (S; u) ν as ν ց 0, similarly to the case with ν = 0. This is denoted by (S; u) 0 and formally described as follows. (0.11)
Taking these together, we set the functional Because of the absence of the term νβ(w, η), the limiting system (S; u) 0 may appear to be a simplified version of (S; u) ν when ν > 0. However, it must be noted that the definition (0.12) of the limiting free energy F 0 in this system includes a nontrivial term
The plan of this paper is as follows: In the next section, we set forth some specific notation. In Section 2, we state our two main theorems with proper definitions of the solutions to the respective systems. In Section 3, we present approximating problems for our systems and supply some auxiliary lemmas aimed at the method of obtaining the approximating solutions. The approximating problems are provided in the forms of time discretization of (S; u) ν for ν > 0, and the existence and uniqueness of the approximating solutions are proved in the following Section 4. Sections 5 and 6 are devoted to the proofs of Main Theorems 1 and 2, respectively. Finally, we add an Appendix to make supplementary statements for some preliminary facts and the solutions to our systems.
Preliminaries
First we elaborate the notation used throughout. 
Let d ∈ N take any fixed value. We denote by |x| and x · y the Euclidean norm of x ∈ R d and the standard scalar product of x, y ∈ R d , respectively, as usual, i.e.,
The d-dimensional Lebesgue measure is denoted by L d . Also, unless otherwise specified, the measure-theoretic phrases such as "a.e.," "dt," "dx", and so on, are with respect to the Lebesgue measure in each corresponding dimension. For a (Lebesgue) measurable function f :
− , respectively, the positive and negative parts of f , i.e.,
Notation 2 (abstract functional analysis) For an abstract Banach space X, we denote by | · | X the norm of X, and when X is a Hilbert space, we denote by ( · , · ) X its inner product. For a subset A of a Banach space X, we denote by int(A) and A the interior and the closure of A, respectively. Fix 1 < d ∈ N. Then, for a Banach space X the topology of the product Banach space
has the norm
However, if X is a Hilbert space, then the topology of the product Hilbert space X d has the inner product
and, hence the norm in this case is provided by
For a Banach space X, we denote the dual space by X * . For a single-valued operator A : X → X * , we write
For any proper lower semi-continuous (l.s.c. hereafter) and convex function Ψ defined on a Hilbert space X, we denote by D(Ψ) its effective domain and by ∂Ψ its subdifferential.
The subdifferential ∂Ψ is a set-valued map corresponding to a weak differential of Ψ, and it has a maximal monotone graph in the product Hilbert space X 2 . More precisely, for each z 0 ∈ X, the value ∂Ψ(z 0 ) is defined as the set of all elements z * 0 ∈ X that satisfy the variational inequality
and the set D(∂Ψ) := {z ∈ X | ∂Ψ(z) = ∅} is called the domain of ∂Ψ. We often use the notation "[z 0 , z * 0 ] ∈ ∂Ψ in X 2 " to mean "z * 0 ∈ ∂Ψ(z 0 ) in X with z 0 ∈ D(∂Ψ)," by identifying the operator ∂Ψ with its graph in X 2 .
Remark 1.1 It is often useful to consider the subdifferentials under time-dependent settings. In this regard, several general theories have been established by previous researchers (e.g., Kenmochi [21] , andÔtani [31] ). From these (e.g., [21, Chapter 2] ), one can see the following fact:
(Fact 1) Let E 0 be a convex subset in a Hilbert space X, let I ⊂ [0, ∞) be a time interval, and for any t ∈ I, let Ψ t : X → (−∞, ∞] be a proper l.s.c. and convex function such that D(Ψ t ) = E 0 for all t ∈ I. Based on this, define a convex function
Here, if E 0 ⊂ D(Ψ I ), and the function t ∈ I → Ψ t (z) is integrable for any z ∈ E 0 , then the following holds:
Notation 3 (basic elliptic operators) Let F :
* be the duality mapping, defined as
where · , · * is the duality pairing between H 1 (Ω) and its dual H 1 (Ω) * . Let ∆ N be the Laplacian operator subject to the zero Neumann boundary condition, i.e.,
As is well known, 
, it is known (see, e.g., [5] or [7] ) that
Notation 4 (BV theory; cf. [3, 4, 13, 15] ) Let d ∈ N, and let U ⊂ R d be an open set. We denote by M(U) the space of all finite Radon measures on U. The space M(U) is known as the dual space of the Banach space C 0 (U), i.e., M(U) = C 0 (U) * , where C 0 (U) denotes the closure of the space C c (U) of all continuous functions having compact supports, in the topology of C(U ).
A function z ∈ L 1 (U) is called a function of bounded variation on U [or simply z ∈ BV (U)] if and only if its distributional gradient Dz is a finite Radon measure on U, namely, Dz ∈ M(U) d . Here, for any z ∈ BV (U) the Radon measure Dz is called the variation measure of z, and its total variation |Dz| is similarly the total variation measure of z. Additionally,
N and |ϕ| ≤ 1 on U .
The space BV (U) is a Banach space, with the norm
Additionally, we say that
, and Dz n → Dz weakly- * in M(U) as n → ∞. The space BV (U) has another topology, called "strict topology," which has the following distance (cf. [3, Definition 3.14]):
In this regard, we say that
, and |Dz n |(U) → |Dz|(U) as n → ∞. Specifically, when the boundary ∂U is Lipschitz, the Banach space BV (U) is continuously embedded into 
and strictly in BV (U) as n → ∞. Notation 5 (weighted total variation; cf. [2, 3] ) In this paper, we define
(Ω) and supp ̟ is compact in Ω}, 4) and for any ̺ ∈ W 0 (Ω) and any z ∈ L 2 (Ω), we call the value Var ̺ (z) ∈ [0, ∞], defined as,
"the total variation of v weighted by ̺," or the "weighted total variation" for short.
Remark 1.3
Referring to the general theories (e.g., [2, 3, 6] ), we can confirm the following facts associated with the weighted total variations:
is a proper l.s.c. and convex function that coincides with the lower semicontinuous envelope of 
for any open set A ⊂ Ω.
, and
where c ̺ is a constant as in (1.4).
Moreover, the following properties can be inferred from (1.5)-(1.6):
Notation 6 (generalized weighted total variation; cf. [29, Section 2]) For any
we define a real-valued Radon measure [̺|Dz|] ∈ M(Ω), as follows:
Note that [̺|∇z|] (Ω) can be thought of as a generalized version of the total variation of z ∈ BV (Ω) ∩ L 2 (Ω) weighted by the possibly sign-changing weight
. So, hereafter, we simply refer to [̺|Dz|] (Ω) as the generalized weighted total variation. 
(Ω) be arbitrary fixed functions, and let {z n | n ∈ N} ⊂ C ∞ (Ω) be any sequence such that
is a linear functional, and moreover, if
Notation 7 (specific classes of functions) Let X 0 be a Banach space, defined as 
and
For any 1 ≤ p ≤ ∞ and any open interval I ⊂ R, we note that L p (I; BV (Ω)) and L p (I; X 0 ) are normed spaces, with
respectively.
Finally, we mention the notion of functional convergences. • γ ∈ C 1 (int(K γ )), so that the subdifferential ∂γ coincides with the usual differential γ ′ on int(K γ ).
, and there exists a constant c * ∈ R such that
2 ) are nonnegative-valued convex functions.
(A4) There exist two constants o * , ι * ∈ R such that {o * , ι * } ⊂ D(∂γ) and 0 ≤ o * < ι * ≤ 1, and furthermore, the subdifferential ∂γ and the partial differentials
Remark 2.1 Assumptions (A1)-(A4) cover all of the settings presented in (g1)-(g3) and (0.5). In particular, we note that assumptions (A3)-(A4) encompass more interactional functions, such as [w,η] ∈ R 2 → |w| p + |η| q r with constants p, q, r > 1 as possible expressions of the mobilities α and β.
Next, for descriptive convenience, we introduce
, we abbreviate α 0 (w,η), α(w,η), and β(w,η) by α 0 (ṽ), α(ṽ), and β(ṽ), respectively, and we set
∞, otherwise,
Remark 2.2 By virtue of Notation 8, we can uniformly provide proper definitions of the free energies in (0.4) and (0.12) by assigning
In this context,
-Γ is a proper l.s.c. and convex function on
The main theorems can now be stated.
Main Theorem 1 (existence for (S; u) ν when ν > 0) Fix the constant ν > 0 and assume (A1)-(A4). Additionally, assume that
The system (S; u) ν then admits at least one solution [w, η, θ], defined by the following conditions.
(S1) ν w solves (0.1) in the following variational sense:
with the initial condition
(S2) ν η solves (0.2) in the following variational sense:
(S3) ν θ solves (0.3) in the following variational sense:
Main Theorem 2 (existence for (S; u) 0 ) Assume (A1)-(A4), and in addition, assume that
The system (S; u) 0 then admits at least one solution [w, η, θ], defined by the following conditions.
(S1) 0 w solves (0.9) in the following variational sense:
(S2) 0 η solves (0.10) in the following variational sense:
(S3) 0 θ solves (0.11) in the following variational sense:
Remark 2.3 Hereafter, whenever ν ≥ 0, we set
Thus, if ν > 0, then the variational inequalities (2.7)-(2.8) for v = [w, η] can be unified as follows:
(2.15)
Meanwhile, if ν = 0, then the corresponding variational inequalities (2.12)-(2.13) can be unified as
(2.16)
Moreover, for every ν ≥ 0 the variational inequalities for θ, i.e., (2.9) when ν > 0 and (2.14) when ν = 0, uniformly reduce to the following form of an evolution equation:
governed by the subdifferentials 
where s > N/2 is a large exponent to realize the embedding H s (Ω) ⊂ C(Ω), and for any
However, it must be noted that such reductions may not be valid for general instances of the convex function γ.
Approximating problems and auxiliary lemmas
In this section, the approximating problems for our systems are presented along with relaxed versions. As mentioned in the introduction, these problems are formulated as time discretization systems for (S; u) ν when ν > 0. Hence, throughout the description of the approximating problems, we fix ν as a positive constant and assume (2.5) as in Main Theorem 1. Additionally, for any time step 0 < h < 1 we denote by (AP) ν h the approximating problem for (S; u) ν , prescribed as follows:
find a sequence of triplets
and |θ Let us fix the time step 0 < h < 1. Then, our immediate task is to demonstrate the following theorem about the solvability of the problem (AP) ν h .
Theorem 1 (solvability of the approximating problem) There exists a small constant h † * ∈ (0, 1) such that if 0 < h < h † * the approximating problem (AP)
The proof of Theorem 1 will be quite extended, because some regularizations will be needed to relax the L 1 -terms ν|∇θ
In view of this, we introduce one more relaxation index 0 < ε < 1, and we fix a large number
Also, for any 0 < ε < 1 and anyṽ 
Next, for any 0 < ε < 1, we denote by (RX ε ) ν h the relaxed system for (AP) ν h prescribed as follows.
for i = 1, 2, 3, . . . .
Remark 3.1 In the relaxed system (RX ε )
ν h , we note that the inclusions (3.7) and (3.8) are relaxed versions of the variational inequalities (3.2) and (3.3), respectively, and these are expressed in the reduced forms by means of L 2 -subdifferentials. As mentioned in Remark 2.4, such reductions may not be available for (3.7). However, in light of (3.6), we observe that θ
and this enables us to suppose that
Hence, the relaxed system (RX ε ) ν h will be in the applicable scope of the general theories of L 2 -subdifferentials. Now we fix 0 < ε < 1 and devote the remaining part of this section to confirming some auxiliary lemmas concerned with the key properties of the relaxed system (RX ε ) ν h .
Lemma 3.1 For arbitrary θ
There exists a small constant h †
, and for any 0 < h < h † 0 , the inclusion (3.9) admits a unique solution v ∈ H 1 (Ω) 2 .
Proof.
2 of a proper l.s.c. and strictly convex function on H 1 (Ω) 2 , defined as
On this basis, let us take two functions
, and consider the smallness condition on h for S † h to become contractive. From the definition of S † h , the functions
respectively. Here, taking differences between two inclusions in (3.10) and multiplying both sides of the result by v 1 − v 2 , we infer from (A1)-(A3) that
Subsequently, by using Young's inequality,
So if we assume that 0 < h < h † 
14)
respectively. Then there exists a small constant h †
Proof. Take the difference of (3.13) and (3.14) and multiply both sides of the result by
From this inequality, the assertion (3.15) is easily derived by setting
and by using Young's inequality.
2 be the unique solution to the auxiliary inclusion (3.9). Let o * , ι * ∈ D(∂γ) be constants as in (A4), and leť r,r ∈ R 2 be two constant vectors given by 17) then the following ordering property is preserved:
Proof. By (2.1) in (A4), we find two elementsǒ * ∈ ∂γ(o * ) andι * ∈ ∂γ(ι * ) such thať and can be inferred by applying Lemma 3.2 as the case when
Lemma 3.4 Let h † 1 ∈ (0, 1) be a constant as in (3.16) and let o * , ι * ∈ R be constants as in (A4). Let
Proof. Since 0 < h < h † 1 ≤ h † 0 < 1, the lemma is immediately deduced by combining the conclusions of Lemmas 3.1 and 3.3.
Proof. 
Since this function is coercive and strictly convex on L 2 (Ω), the lemma is a direct consequence of the general theory of convex analysis (cf.
Proof. On the basis of Lemmas 3.4-3.5, we can obtain a unique solution Invoking (A2)-(A3), we compute that
and 
Meanwhile, by multiplying both sides of (3.8) by θ
the required inequality (3.22) is obtained by taking the sum of (3.26) and (3.27) and applying (3.28).
Solvability of approximating problems
In this section, we fix ν > 0 and 0 < h < h † 1 with the constant as in (3.16) and prove Theorem 1 concerning the approximating problem (AP) ν h . The proof of this theorem is divided into two parts, which respectively concerned with "the existence" and "the uniqueness and energy dissipation."
Existence of approximating solutions
First, we prepare some lemmas for the limiting observations of the relaxed systems (RX ε ) ν h as ε ց 0.
Then, for the sequence of convex functions {Ψ
Additionally, in light of Remark 1.5, the above Mosco convergence implies Γ-convergence on L 2 (Ω) as ε ց 0.
Proof. To verify condition (m1)
ν ε , it is enough to consider only the case in which lim inf εց0 Ψ ν ε (v † ε ; θ † ε ) < ∞, because the other case is trivial. On this basis, we suppose that
Then, as a result of (A3), (4.1)-(4.2), and Lebesgue's dominated convergence theorem, it is inferred that
Therefore, keeping in mind the lower semi-continuity of the norms, it can be seen that
Thus, we have verified the condition (m1)
Also, let us take a sequence {ε ‡ Considering (4.1), (4.3), and Lebesgue's dominated convergence theorem, it can be observed that
Now, based on (4.3)-(4.4), the required sequence {θ ‡ ε | 0 < ε < 1} ⊂ H M (Ω) is constructed as follows: and
Proof. In light of (A3), (2.5) and (4.6), we may suppose that
by taking a subsequence if necessary. Here, keeping in mind (2.5), (4.5), (4.7), and Lebesgue's dominated convergence theorem, we infer
Additionally, it follows from (4.6) that lim sup
By virtue of (4.8)-(4.9) and the uniform convexity of the L 2 -topology, it can be seen that 10) and hence
The strong convergence of {ω † m } in H 1 (Ω) is demonstrated by taking into account (4.6)-(4.7), (4.11) and the uniform convexity of the L 2 -topology. 
by applying a similar observation as in Lemma 4.2.
Finally, we prepare some lemmas for the L ∞ -estimate (3.4) as in (AP) ν h .
Lemma 4.3 (T-monotonicity)
Proof. This lemma can be proved by applying the theory of T-monotonicity (cf. [7, 23] ). According to the general theory, we need to start by checking that
On this basis, the inequality asserted in (4.12) is verified as follows:
2 be pairs of functions such that
respectively. Then
Moreover, by (2.5), ifθ 0 ≤θ 0 a.e. in Ω, thenθ ≤θ a.e. in Ω.
Proof.
This lemma is obtained by taking the difference between the inequalities in (4.13), multiplying both sides of the result by [θ −θ] + , and applying Lemma 4.3. 
Proof of Theorem 1 (existence). Fix the initial value
[v 1 h (ṽ ν n,i −ṽ ν n,i−1 ,ṽ ν n,i − ̟) L 2 (Ω) 2 + ([∇g](ṽ ν n,i ; u),ṽ ν n,i − ̟) L 2 (Ω) 2 + lim n→∞ Ω |∇θ ν n,i−1 |[∇α](ṽ ν n,i ) + ν|∇θ ν n,i−1 | 2 [∇β](ṽ ν n,i ) · (ṽ ν n,i − ̟) dx + lim inf n→∞ (∇ṽ ν n,i , ∇(ṽ ν n,i − ̟)) L 2 (Ω) 2×N + Γ(ṽ ν n,i ) ≤ Γ(̟) for any ̟ ∈ [H 1 (Ω) ∩ L ∞ (Ω)] 2 .
Uniqueness and energy dissipation of approximating solutions
We start with auxiliary lemmas to demonstrate uniqueness. Lemma 4.5 Assume 0 < h < h † * with the constant h † * as in (4.15) 
(4.22)
Proof. We prepare two inequalities by setting k ⊥ := (k mod 2) + 1 and letting ̟ = v k ⊥ in (4.22), for k = 1, 2. By taking the sum of these, (4.23) follows by virtue of (A2)-(A3), (4.15), (4.21) , and Young's inequality (see the proof of Lemma 3.2).
, be fixed functions, and let θ k ∈ H 1 (Ω), k = 1, 2, be functions such that
This lemma is obtained by applying the standard analytic method for the uniqueness of inclusions governed by subdifferentials (see, e.g., [7, 21] ). (3.2) . Then, by applying a similar derivation method as for (3.26) and using (3.28) , it can be seen that
The inequality (3.5) of energy dissipation is obtained by taking the sum of (4.24) and (4.25).
Proof of Main Theorem 1
Throughout this section, we fix the constant ν > 0 and assume conditions (2.5)-(2.6) as in Main Theorem 1. We also assume 0 < h < h † * with the constant as in (4.15), and we denote by {[v
On this basis, we define three kinds of time interpolation:
for all t ≥ 0. By using these interpolations, the inequality (3.5) of energy dissipation leads to
where c * > 0 is the constant as in (A2). From (2.3), (2.5) and Theorem 1, it may thus be deduced that
a.e. x ∈ Ω and any t ∈ [0, T ];
(5.5)
Taking into account (5.4)-(5.5) and Aubin-type compactness theory (see [36] ), we find a sequence
we also have 10) and, in particular,
as n → ∞, a.e. t ∈ (0, T ).
(5.11)
Based on these considerations, we next demonstrate the following auxiliary lemmas. 
by using the functions 
, in the sense of Mosco [30] , as n → ∞.
From the above convergence, satisfaction of the lower bound condition is confirmed as follows:
Additionally, owing to (5.4)-(5.11) and Lebesgue's dominated convergence theorem, it can be inferred that
This implies the validity of the condition of optimality, for Mosco convergence Φ
Lemma 5.2 In addition to the assumptions and notations of Lemma 5.1, assume that
Proof. The proof of this lemma is a slight modification of that of Lemma 4.2. Indeed, from (A3), (2.5), (5.4)-(5.11) and (5.15), we infer that
Therefore, as in the derivations of (4.10)-(4.11), convergences (5.15)-(5.16) show that
and 19) and 
and Φ 
Since the choice of the open interval I ⊂ (0, T ) is arbitrary, we can verify the remaining conditions (S1) ν -(S2) ν on the basis of this inequality and the reformulation (2.15) in Remark 2.3.
Proof of Main Theorem 2
Assume (2.11) for the initial value [w 0 , η 0 , θ 0 ] ∈ D 0 of the system (S; u) 0 . Then, roughly speaking, our second main theorem is proved through some limiting observations for (AP) 
̺ ≥ δ * and ̺ n ≥ δ * , a.e. in I × Ω, for all n ∈ N,
(Ω) and weakly in H 1 (Ω), as n → ∞, a.e. t ∈ I,
Then the functions
(Ω) and weakly in H 1 (Ω) as n → ∞, a.e. t ∈ I,
Proof. This lemma is a straightforward consequence of [29, Lemmas 4 and 7] .
2 , and
Then, for the sequence of convex functions
, in the sense of Γ -convergence [11] , as ν ց 0, i.e.:
Proof. We start by confirming that
(Ω) and weakly in H 1 (Ω), as ν ց 0.
This is easily confirmed from assumption (A3) and (6.1). Next, for any ν > 0, any δ > 0, and anyṽ 
it immediately follows from (A3), (2.5), and (6.2) that
In addition, we can apply [29, Lemma 3 ] to see that
in the sense of Γ-convergence, as ν ց 0. (6.6)
On the basis of these facts, Γ-convergence for the sequence {Φ ν (v ‡ ν ; · ) | ν > 0} can be verified as follows.
First, to verify the lower bound, let us take arbitrary θ ‡ ∈ L 2 (Ω) and
(Ω) as ν ց 0. Then, using (6.5)-(6.6), we deduce the following inequality:
Thus, the lower bound for {Φ ν (v ‡ ν ; · )} is verified. Second, to verify optimality, we take any
) and use the fact (6.6) to take a sequence {θ ‡ ‡
Then, taking into account (6.5) and the lower bound for {Φ ν (v ‡ ν ; · )}, we observe that lim sup
This implies optimality for {Φ ν (v ‡ ν ; · )}. 
Now, for arbitrary 0 < h < h † * and ν > 0, let us denote by [v 
a.e. x ∈ Ω and any t ∈ [0, T ], (6.10)
, for any 0 < h < h † * and any 0 < ν < ν † * , (6.11) and, therefore,
(6.12)
Taking into account (6.7)-(6.12) and Aubin-type compactness theory (see [36] ), we find sequences
a.e. x ∈ Ω and any t ∈ [0, T ], (6.14) and Additionally, from (2.10) and (5.9), we deduced that 16) and, in particular,
(Ω) and weakly- * in BV (Ω), as n → ∞, a.e. t ∈ (0, T ).
(6.17)
Based on these, we next check the following lemmas. Here, from (6.18), it is immediately verified that
Furthermore, by virtue of (A3), (2.10), (6.5), (6.10), (6.14), (6.17) , and [29, Lemma 8], we find a sequence {ζ ‡ ‡ and
for any ζ ∈ L 2 (I; H 1 (Ω)) and n ∈ N.
(6.22)
On this basis, we next take the limit of (6.22) as n → ∞. Then, invoking (A3), (6.15)-(6.17), and (II-2) of Lemma 6.3, we calculate that Again, keeping in mind (6.15)-(6.17), (6.18), and (6.26), we apply Lemma 6.1 for the case in which ̺ = α(v), {̺ n } = {α(v n )}, ζ = θ, {ζ n } = {θ n }, ω = 1, and {ω n } = {1}.
We then have
I Ω |∇θ n (t)| dx dt →
I Ω |Dθ(t)| dt as n → ∞.
Conversely, as a result of (2.10), (5.1), (6.11), and (6.15), Hence, [z, z * ] ∈ ∂Ψ in X 2 . Moreover, if we consider (7.4) anew, by settingz = z, then we can show that lim sup n→∞ Ψ n (z n ) ≤ lim n→∞ Ψ(z n ) − (z * n ,z n − z n ) X = Ψ(z).
(7.5)
The lower bound condition and (7.5) lead to the convergence lim n→∞ Ψ n (z n ) = Ψ(z), immediately.
Finally, we leave the following remark as a further observation for the future works. Also, in the case of ν = 0, we can see the following kindred inequality to (7.6): by putting s = 0, ν = ν n and h = h n with n ∈ N in (5.2), and letting n → ∞ with (6.7)-(6.8) and Lemma 6.3 in mind. Here, [v, θ] = [w, η, θ] in (7.7) is the solution to (S; u) 0 obtained as the limits as in (6.13)- (6.17) .
Note that the above inequalities (7.6)-(7.7) provide energy estimates for the observations of time-global solutions. In fact, thanks to these inequalities, we may suppose that 
