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Abstract The investigation of perceptual and cognitive
functions with non-invasive brain imaging methods criti-
cally depends on the careful selection of stimuli for use in
experiments. For example, it must be verified that any
observed effects follow from the parameter of interest (e.g.
semantic category) rather than other low-level physical
features (e.g. luminance, or spectral properties). Otherwise,
interpretation of results is confounded. Often, researchers
circumvent this issue by including additional control con-
ditions or tasks, both of which are flawed and also prolong
experiments. Here, we present some new approaches for
controlling classes of stimuli intended for use in cognitive
neuroscience, however these methods can be readily
extrapolated to other applications and stimulus modalities.
Our approach is comprised of two levels. The first level
aims at equalizing individual stimuli in terms of their mean
luminance. Each data point in the stimulus is adjusted to a
standardized value based on a standard value across the
stimulus battery. The second level analyzes two popula-
tions of stimuli along their spectral properties (i.e. spatial
frequency) using a dissimilarity metric that equals the root
mean square of the distance between two populations of
objects as a function of spatial frequency along x- and
y-dimensions of the image. Randomized permutations are
used to obtain a minimal value between the populations to
minimize, in a completely data-driven manner, the spectral
differences between image sets. While another paper in this
issue applies these methods in the case of acoustic stimuli
(Aeschlimann et al., Brain Topogr 2008), we illustrate this
approach here in detail for complex visual stimuli.
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Introduction
Investigating visual and auditory perception in humans by
utilizing non-invasive brain imaging methods such as
electroencephalography (EEG), magnetoencephalography
(MEG), functional magnetic resonance imaging (fMRI),
and near-infrared spectroscopy (NIRS) is a rapidly growing
field within neuroscience. Many studies have been specif-
ically concerned with categorical processing of object
stimuli (e.g. [1–10]). Because real-world objects are often
quite difficult and infeasible to present within laboratory
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settings (i.e. due to their size, availability, and/or the
associated difficulty in controlling their presentation),
research on visual and auditory perception most often deals
with replicas, including photographs and drawings, of real-
world objects. Naturally, these objects and their photo-
graphed counterparts do not solely differ in their
categorical attributes (e.g. cars vs. animals vs. houses, etc.).
Low-level visual features also vary substantially between
objects. For example, Delplanque and colleagues [11]
recently examined the International Affective Picture
System (IAPS; [12]) and found that differences in affective
ratings can co-occur with differences in the images’ spec-
tral power. In light of these considerations neuroscientific
studies of discrimination and categorization certainly need
to assure that observed effects are indeed due to the cate-
gory specificity of an object and not to low-level perceptual
features (e.g. photograph angle, luminance, spectral prop-
erties). Otherwise, data interpretation will likely be
confounded.
Brain imaging methods, in particular those with a high
temporal resolution like EEG and MEG, are prone to data
misinterpretation caused by low-level visual attributes. For
example, the temporal dynamics of emotional influences on
face processing can vary, in part, due to the level of control
of low-level visual attributes (see [13] for discussion of
some impacts of ERP data analysis methods). While cat-
egorization effects within *80 ms after stimulus onset
have been reported [14], similar effects are only observed
at *130 ms when stimuli are highly controlled for in their
physical features [15]. Moreover, some studies have chal-
lenged the specificity of a face-selective EEG component,
the N170, by relating it to variance in the pixel arrange-
ments between images conveying facial stimuli as opposed
to other objects ([16, 17], though see [18]). Although both
these and other studies have reported faces versus objects
ERP differences in the P100 component (i.e. substantially
earlier than the N170), such effects could be driven by
inter-category luminance differences and/or spectral vari-
ation (e.g. [19–21] for effects of luminance and spatial
frequency on ERPs).
In order to circumvent problems of low-level physical
differences between stimulus conditions, researchers might
choose to introduce additional control conditions or tasks
in their experimental designs, both of which are imperfect
and also prolong experiments (e.g. [3, 9, 22, 23] for some
examples). In this technical report, we present some new
approaches for controlling classes of visual stimuli inten-
ded for use in cognitive neuroscience. These methods can
also be readily extrapolated to auditory stimuli and other
applications (see [24]).
Our approach is comprised of two levels. A first level
serves to equate individual stimuli in terms of their mean
intensity (i.e. the luminosity of images), while also
addressing potential confounds of image saturation. Many
neuroscientific studies on visual processing indeed equal-
ize image luminosity, yet details on the utilized
procedures are seldom given. Thus, one objective of the
present technical report was to provide newcomers with
the necessary tools and mathematical formulae. The sec-
ond level of our approach aims at controlling two sets of
stimuli with respect to their spectral properties (i.e. spatial
power spectra; see also [11]), without requiring a priori
filtering of the stimuli. The two levels should be applied
consecutively since the luminosity treatment can have
some influences on the spatial frequency properties of an
image. As will be made clear below, because the lumi-
nance treatment adjusts all images to one standard value,
this value will indeed stay stable even after the definition
of image subsets obtained from the second level of our
approach. We present analyses based on a photographic
image database we developed to investigate the time
course of food categorization.
Materials And Methods
The images for the analyses were obtained in the following
way. Top-view photographs of food items were taken in
front of equal backgrounds from identical angles. The
photographs were subdivided into high- versus low-fat
food classes by means of official nutritional databases. All
images were sized to 300 9 300 pixels. Yet, non-squared
images can be utilized as well when equal in the number of
pixels between images.
Intensity Treatment
The intensity treatment serves to control adaptively the
luminosity of images which can be mathematically defined
as luminance or grayscale value, respectively. In the case
of sounds, volume would be the analogue measure. In a
first step, all images are defined in color space in terms of
the YUV color model (e.g. [25]), which is that used for the
PAL British standard format. In this model, the Y com-
ponent represents the luminance of an image. The U and V
components, on the other hand, represent the chrominance
of an image.
The luminance (=grayscale value) of a pixel is influ-
enced by the color levels red (R), green (G) and blue (B) in
varying proportions, such that Y = 0.299 9 R + 0.587 9
G + 0.114 9 B. In this way, the Y component represents a
particular image in its original dimensions as a matrix of its
luminance values. In order to compare the luminance
properties between images, we calculated one numerical
value per image. The value Y expresses the weighted
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luminance of an image (see Fig. 1a). In order to obtain the
value Y , we applied an equation that serves to calculate the
mathematical expectation of a normalized histogram [26].
In this equation, the factor j conveys the specific gray-
scale value which can range from 0 (=black) to 255
(=white). The factor hj describes how often this particular
grayscale value j is present in the luminance matrix Y of
one image. The value hj is normalized by dividing it by the
absolute sum of pixels hi per image. In order to account for
the arbitrary amount of pixels along the black-white
dimension (0–255) the result of the normalization is mul-
tiplied with the factor j. Intrinsically, this weighting by
multiplication with the factor j assumes that the luminance
increases between black and white in a linear way. The
value Y is calculated as the sum of all weighted values per
image, resulting in one representative numerical value Y
per image.
Figure 1b illustrates the procedure for a set of images.
First, the Y value for each image is computed. In succes-
sion, one standard value has to be defined based on the
obtained Y values across a set of images. In general,
the particular standard value used can be defined by the
experimenter (for example, it may be the mean or median
Y value across all images). Second, this standard value
(STDVAL) is subtracted from the Y value of each original
image ( Y image) resulting in a negative or positive value N. If
the value N for an image is positive, the particular image
conveys a higher luminance (i.e. is brighter) than the
standard value. By contrast, obtaining a negative value N
would indicate that an image is lower in luminance than the
defined standard. In succession, a new image (IMnew) is
created by subtracting the N value from the original image
(IMold). Consecutively, the mathematical expectation of a
normalized histogram (see Fig. 1) is recalculated to obtain
the new Y value of each image. This new Y value is again
submitted to the computation of the N value. The cycle is
repeated until the value of N equaled 0 for all images that
were submitted to the algorithm.
Figure 2 illustrates the outcome of the luminance
adaptation for two images from our database. Both images
are adapted to a standard value of 194. The outcome for the
two images also illustrates a limitation to the algorithm.
When the histogram of an image, i.e. the distribution of
pixels, is rather widely dispersed across the range of values
0–255 with a concentration of pixels close to the 255 value
(i.e. white), the rendering of this image to the standard
value can result in a further pixel concentration towards the
255 value. Thus, a saturation effect for the image can
occur, which leads to a bright appearance of the image. The
histogram of the pixel values within the example image in
Fig. 1 (a) This equation shows how one numerical value per image is
obtained that represents its luminance. b. Illustration of the iterative
cycle applied to adapt the luminance across images (See text for
details about the equations)
Fig. 2 The left panel displays
sample images before and after
intensity treatment. The right
panel displays the histograms of
these images (the x-axis
represents the intensity value of
a given pixel and the y-axis the
number of pixels) and how the
images can become faded out
when distributions are wide
while also containing a
concentration near extreme
values of Y (See text for details
on how this issue can be
addressed)
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the upper panel of Fig. 2 exhibits a widely distributed pixel
range, but a high concentration of pixels between the val-
ues 220 and 250. Luminance adaptation for the images
according to the previously calculated mean standard value
substantially fades out the image. The problem can be
overcome by lowering the standard value for all images to
be rendered or by using the median. Therefore, using the
mean Y value as a standard value might not always be
satisfactory. Alternatively, images with high pixel con-
centrations towards the 255 value could be excluded. Note
that the latter option would forcibly reduce the number of
images available for the experiment.
Spectral Distance Optimization
The spectral analysis ensures equal arrangement of spectral
properties within the visual objects themselves. In contrast
to intensity properties, the spectral properties of an object
cannot be readily altered without potentially impacting the
recognizability, as this would change the overall arrange-
ment of pixels within an image and the resultant
appearance. The same constraint also applies to the spectral
phase within an image as it plays a predominant role in
image appearance [27].
In some studies the spatial features are, however, spe-
cifically modified to examine the functional role of high
versus low spatial frequencies, e.g. for the processing of the
emotional valence of facial expressions [15, 28]. Here, we
chose to closely match (sub)groups of images (i.e. images
from experimental condition A with the images from
condition B) in terms of their spatial frequencies to gain
maximal physical approximation or minimal dissimilarity,
respectively. Such notwithstanding, approaches that filter
the spectral properties of images [29, 30] can gain even
better or perfect approximations of similarity between
image groups. However, these approaches alter the overall
appearance of images by eliminating certain frequency
bands, which our approach seeks to avoid. Thus, while the
images here have not been filtered before applying the
spectral distance optimization to ensure the quasi-natural
appearance of objects in an image, the experimenter
interested in the functional role of selective spatial fre-
quencies could precede the analysis with the application of
a filter.
A mathematically simple way to achieve maximal
‘‘alikeness’’ for subgroups of images is the Dissimilarity
equation, which we have modified from the one often used
in the analysis of EEG and MEG datasets to identify
whether the topographies of responses differ (c.f. [13, 31,
32]). Dissimilarity as such bears no physical significance;
rather, it is a singular measure of the difference along a
given dimension (e.g. topography of an ERP or spatial
frequency in the case of images) without any quantification
of the variance in this difference. For this reason, Dis-
similarity is interpretable when a distribution of values is
generated based on permutations of a dataset (here, images
whereas topographic maps in the case of EEG/ERP).
Inputs for the Dissimilarity equation are the mean
spectra of two subgroups of images (i.e. two experimental
conditions) selected from among a larger population of
images. The equation compares the mean values between
conditions using the root mean square of the difference
between the spectra obtained for each subgroup. The values
u and v represent the mean spatial power spectra for two
groups of images at a given location within the image
space. This calculation yields a matrix that is then summed
for all points (or coordinates) of the matrix. Finally, the
result is normalized by dividing it by the factor, k, which
represents the size of the image.
The subgroups yielding the lowest Dissimilarity value
from a range based on all other possible subgroups of
images can then be identified. The range of Dissimilarity
values is based on numerous trial iterations. That is, dif-
ferent mean spectra are obtained by iteratively (re)selecting
new subgroups of images from each original group and
calculating their dissimilarity values. The subgroups
yielding the lowest Dissimilarity value is selected to form
the materials for the experiment, as these constitute the sets
of images that are the spectrally most similar. This pro-
cedure is schematized in Fig. 3.
First, n images from the total population available for
either condition are randomly selected. The mean spatial
power spectrum for each of these subgroups of images is
then calculated separately. Next, the Dissimilarity is cal-
culated. The input (=image name) and output
(=Dissimilarity) value of the equation are stored. Consec-
utively, the procedure undergoes a random number of
Fig. 3 Dissimilarity equation (upper panel) and illustration of the
computation cycle that enables the comparison of Dissimilarity values
between the different choices of images for each stimulus condition
(lower panel)
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cycles each of which is based on new selections of n
images per group, saving input and output properties as
above. It is important to note that this procedure cannot be
run on all of the original images, because the obtained
Dissimilarity values would always be unchanged and no
meaningful assertions could be made. After a sufficient
number of iterations (e.g. 1,000) the experimenter can
identify the groups of images for use in the experiment
whose comparison yielded the lowest dissimilarity value.
Figure 4 illustrates an example of the output of the
algorithm. In this example, each of the original 2 groups of
images comprised 50 different photographs. For each cycle
where Dissimilarity is calculated a subgroup of 12 of these
50 images is selected. The upper graph displays the Dis-
similarity values on the y-axis, and the number of
computed cycles on the x-axis. It becomes evident that one
particular choice of photographs per group yields the
lowest dissimilarity (*0.22), whereas another choice
results in a Dissimilarity value twice as high (*0.48). The
lower panel of Fig. 4 shows the groups of images from
each condition that yielded the lowest Dissimilarity value
and therefore match most closely in terms of spatial
frequencies.
Importantly, in contrast to the intensity treatment, the
spectral distance optimization does not alter the physical
properties of the images. Rather, it identifies the subgroup
Fig. 4 Output of the
computation cycle depicted in
Fig. 3, which shows the
distribution of Dissimilarity
values across trial cycles, and
the corresponding image set that
yielded the lowest Dissimilarity
value
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of images that are the closest spectrally from among the
possible options (the bounds of which are defined by
the available stimulus set). Consequently, the outcome of
the spectral distance optimization is only true in a specific
space (i.e. the specific content of groups of objects). Con-
sequently, this method cannot reveal that the objects
between groups are physically identical, but rather only
that these groups of images are the least different.
Conclusion
Low-level differences in visual features often constitute a
major caveat in the interpretation of neuroscientific studies
of object processing. Here we present some intuitive and
mathematically straightforward methods for controlling
luminance and spectral properties within and between
stimulus conditions. These methods are not solely appli-
cable to visual feature control but can also be extrapolated
to acoustic properties.
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