The backward chordal Schramm-Loewner Evolution naturally defines a conformal welding homeomorphism of the real line. We show that this homeomorphism is invariant under the automorphism x → −1/x, and conclude that the associated solution to the welding problem (which is a natural renormalized limit of the finite time Loewner traces) is reversible. The proofs rely on an analysis of the action of analytic circle diffeomorphisms on the space of hulls, and on the coupling techniques of the second author.
Introduction

Introduction and results
The Schramm-Loewner Evolution SLE κ , first introduced in [14] , is a stochastic process of random conformal maps that has received a lot of attention over the last decade. We refer to the introductory text [6] for basic facts and definitions. In this paper we are largely concerned with chordal SLE κ , which can be viewed as a family of random curves γ that join 0 and ∞ in the closure of the upper half plane H. A fundamental property of chordal SLE is reversibility: The law of γ is invariant under the automorphism z → −1/z of H, modulo time parametrization. This has first been proved by the second author in [18] for κ ≤ 4, and recently by Miller and Sheffield for 4 < κ ≤ 8 in [9] . It is known to be false for κ > 8 ( [13] , [19] ).
In the early years of SLE, Oded Schramm, Wendelin Werner and the first author made an attempt to prove reversibility along the following lines: The "backward" flow
generates curves β T = β[0, T ] whose law is that of the chordal SLE trace γ[0, T ] (up to translation by √ κB T ) . When κ ≤ 4, these curves are simple, and each point of β (with the exception of the endpoints) corresponds to two points on the real line under the conformal map f t . The conformal welding homeomorphism φ of β T is the auto-homeomorphism of the interval f −1 T (β T ) that interchanges these two points. In other words, it is the rule that describes which points on the real line are to be identified (laminated) in order to form the curve β T . It is known [13] that, for κ < 4, the welding almost surely uniquely determines the curve. The welding homeomorphism can be obtained by restricting the backward flow to the real line: Two points x = y on the real line are to be welded if and only if their swallowing times coincide, φ(x) = y if and only if τ x = τ y , see Section 3.5. An idea to prove reversibility was to prove the invariance of φ under x → −1/x, and to relate this to reversibility of a suitable limit of the curves β T . But the attempts to prove invariance of φ failed, and this program was never completed successfully.
In this paper, we use the coupling techniques of the second author, introduced in [18] for his proof of reversibility of (forward) SLE traces. We use it to prove the invariance of the welding: Theorem 1.1. Let κ ∈ (0, 4], and φ be a backward chordal SLE κ welding. Let h(z) = −1/z. Then h • φ • h has the same distribution as φ.
As a consequence, in the range κ ∈ (0, 4) where the SLE trace is conformally removable, we obtain the reversibility of suitably normalized limits of the β T (see Section 6 for details): Theorem 1.2. Let κ ∈ (0, 4), and β be a normalized global backward chordal SLE κ trace. Let h(z) = −1/z. Then h(β \ {0}) has the same distribution as β \ {0} as random sets.
In the important paper [16] , Sheffield obtains a representation of the SLE welding in terms of a quantum gravity boundary length measure, and also relates it to a simple Jordan arc, which differs from our β only through normalization. A similar random welding homeomorphism is constructed in [2] , where the main point is the very difficult existence of a curve solving the welding problem. Our approach to the welding is different: In order to prove Theorem 1.1, in Section 2 we develop a framework to study the effect of analytic perturbations of weldings on the corresponding hulls. We show in Section 4 that a Möbius image of a backward chordal SLE κ process is a backward radial SLE(κ, −κ − 6) process, and the welding is preserved under this conformal transformation. In Section 5 we apply the coupling technique to show that backward radial SLE(κ, −κ − 6) started from an ordered pair of points (a, b) commutes with backward radial SLE(κ, −κ − 6) started from (b, a), and use this in Section 6 to prove Theorem 1.1.
In a subsequent paper [23] of the second author, Theorem 1.1 is used to study the ergodic properties of a forward SLE κ trace near the tip at a fixed capacity time.
Notation
Let C = C ∪ {∞}, D = {z ∈ C : |z| < 1}, D * = C \ D, T = {z ∈ C : |z| = 1}, and H = {z ∈ C : Im z > 0}. Let I R (z) = z and I T (z) = 1/z be the reflections about R and T, respectively. Let e i denote the map z → e iz . Let cot 2 (z) = cot(z/2) and sin 2 (z) = sin(z/2). For a real interval J, let C(J) denote the space of real valued continuous functions on J. An increasing or decreasing function in this paper is assumed to be strictly monotonic. We use
The situation of Theorem 2.2 and Lemma 2.1. Given H and W , V can be constructed to be analytic in H. In Lemma 2.1, the boundary of H is assumed to be an analytic Jordan curve, while in Theorem 2.2, no regularity assumption is made.
Proof. First, define a sequence of analytic Jordan curves (β n ) by β n = ψ H ({e 1 n +iθ : 0 ≤ θ ≤ 2π}), n ∈ N.
Then β n ∪ D βn → H in d H (see Appendix B). From Lemma 2.1, for each n ∈ N, there is a conformal map V n defined in Ω βn := β n ∪D βn ∪ψ βn (Ω∩D * ) such that V n •ψ βn = ψ Vn(βn) •W in Ω ∩ D * . Note that for any a n > 0 and b n ∈ C, a n V n + b n satisfies the same property as V n . Thus, we may assume that 0 ∈ V n (β n ) ⊂ D and V n (β n ) ∩ T = ∅. Let γ n = V n (β n ), n ∈ N. Then each γ n is an interior hull contained in the interior hull D, and diam(γ n ) ≥ 1. So rad(γ n ) ≥ 1/4. From Corollary B.2, (γ n ) contains a subsequence which converges to some interior hull K contained in D with radius at least 1/4. So K is nondegenerate. By passing to a subsequence, we may assume that γ n → K. From β n → H and γ n → K we get ψ βn l.u.
−→ ψ H in Ω ∩ D * and ψ γn the extended conformal map. Then V is a conformal map defined in Ω H , and V n l.u.
−→ V in Ω
H . Letting n → ∞ in the equality V n • ψ βn = ψ γn • W in Ω ∩ D * , we conclude that
So the existence part is proved.
If V = aV + b for some a > 0 and b ∈ C, then ψ V (H) = aψ V (H) + b, which implies
Finally, suppose V satisfies the properties of V . Then
we find that
V (H) is a conformal map defined in C\V (H). Since V (Ω H )∪( C\V (H)) = C, we may define an analytic function h in C such that
. From the properties of ψ V (H) and ψ V (H) , we have h(∞) = ∞ and h (∞) > 0.
Thus, h(z) = az + b for some a > 0 and b ∈ C, which implies that V = aV + b.
Now we obtain a new proof of the following well-known result about conformal welding.
Corollary 2.3. Let W be conformal in a neighborhood of T, maps T onto T, and preserves the orientation of T. If h is a conformal welding, then W • h and h • W are also conformal weldings.
Proof. Apply Theorem 2.2 to H = D J , where J is the Jordan curve for the conformal welding h. We find a conformal map V defined in
Figure 2: The situation of Theorem 2.12. Given K and W , there is a unique V , also denoted W K , which is analytic across K and its reflection I R (K), see Definition 2.13.
, and the definitions of W T and Ω T , we have
and W (S * K ) are both bounded closed intervals, we have h(z) = az + b for some a > 0 and b ∈ R. Let V = h −1 • V . Then V is also an R-symmetric conformal map defined on Ω K , and
This finishes the existence part in the case that K = ∅ and S * K ⊂ Ω. Now we still assume that K = ∅ but do not assume that S * K ⊂ Ω. Let Ω 0 = Ω and W 0 = W . We will construct H-hulls K 1 , . . . , K n and R-symmetric domains Ω 1 , . . . , Ω n such that
When they are constructed, using the above result, we can obtain R-symmetric conformal maps
So V is what we need. It remains to construct K j and Ω j with the desired properties. Since Ω ∩ R is a disjoint union of open intervals, and S K is a compact subset of Ω ∩ R, we may find finitely many components of Ω ∩ R which cover S K . There exist mutually disjoint R-symmetric Jordan curves J 1 , . . . , J n in Ω such that their interiors D J1 , . . . , D Jn are mutually disjoint and contained in Ω, and
Jordan curves, which together with their interiors are mutually disjoint, and
It suffices to show that S * Kj ⊂ Ω j−1 . We have
and Ω j satisfy the properties we need.
This finishes the proof of the existence part. Now we prove the uniqueness. Suppose V is another R-symmetric conformal map defined on
We know that
From the properties of f V (K) and g V (K) , we see that h(z) − z → 0 as z → ∞. So h = id, which implies that V = V . So the uniqueness is proved.
Definition 2.13. We use W K to denote the unique V in Theorem 2.12, and call it the lift of W via K. Let W * be the map defined by
Remarks.
(W
4. The domain (resp. range) of W * is the set of H-hulls whose supports are contained in the domain (resp. range) of W ; and S W * (K) = W (S K ).
Lemma 2.14.
, and 
g * is well defined on P * because for j = 1, 2, K 3−j is contained in the domain of g Kj :
The value of g * is a pair of H-hulls. 2. f * is well defined on P * because for j = 1, 2, S K3−j is contained in the domain of f Kj :
C \ S Kj . The value of f * is a pair of H-hulls.
Theorem 2.16. g * and f * are bijections between P * and P * , and are inverse of each other.
(2.5)
. This shows that the range of g * is P * , which combining with f * • g * = id P * shows that f * = (g * ) −1 and g * = (f * ) −1 . In the previous paragraph, since (
Thus, (i) follows from (2.5); the second parts of (ii) follow from (2.4), and the first part follows from symmetry. Finally, since g K2 • g H1 = g H1·K2 = g H1∪H2 , from g H1 :
, and (2.3), we get (iii). Definition 2.17. For (K 1 , K 2 ) ∈ P * , we define the quotient union of K 1 and K 2 to be
Remark. From Theorem 2.16,
The space of H-hulls has a natural metric d H described in Appendix C. Let H S denote the set of H-hulls whose supports are contained in S.
(ii) Let E and F be two nonempty compact subsets of R with E ∩ F = ∅. Then f * and 
Hn k converges locally uniformly in Ω H0 . We still let V denote the limit function. Since
. This is the contradiction we need.
(ii). To show f * is continuous, it suffices to show that, if (K
) has a convergent subsequence with limit in H E∪F . From Lemma 2.11, 
2 ) both contain a neighborhood of ∞ in H, they must be the same domain.
Proof. (i) We may find an increasing sequence of compact subsets (F n ) of Ω ∩ R such that (ii) We may find a sequence of pairs of disjoint bounded closed intervals of R: 
Hulls in the unit disc
, and K 1 ≺ K 2 on the space of D-hulls as in Definition 2.4. Then the remarks after Definition 2.4 still hold if H is replaced by D and hcap is replaced by dcap. Then we may define
which commutes with I T . Then Lemma 2.6 and Lemma 2.7 still hold here.
We may define T-symmetric sets and T-symmetric conformal maps using Definition 2.8 with R and H replaced by T and D, respectively. For a T-symmetric domain Ω and a D-hull K, we may define domains Ω K (when K ⊂ Ω) and Ω K (when S K ⊂ Ω) using Definition 2.9. If W is a T-symmetric conformal map with domain Ω, and if Ω K is defined, we may then define W K using Definition 2.10, which is a T-symmetric conformal map on Ω K . The remarks after Definition 2.8, Definition 2.9, and Definition 2.10 hold here with minor modifications. We claim that Theorem 2.12 holds here with modifications. We need several lemmas. The lemma below relates the H-hulls with D-hulls. To distinguish the two set of symbols, we use f 
(ii) Let W be a Möbius transformation that maps H onto D, and K be an H-hull. Then there is a unique Möbius transformation
So we proved the existence. On the other hand, if W K satisfies the desired property, then from We also use W * (K) to denote the hull W K (K) in the above lemma. The following lemma is similar to Lemma 2.14.
The following lemma is used to treat the case S K = T in Theorem 2.23.
To save the symbols, we assume that (V n ) itself converges locally uniformly in Ω K ∩ D. Since each V n is T-symmetric, the sequence also converges locally uniformly in Ω K ∩ D * . From the maximum principle, (V n ) converges locally uniformly in Ω K . Let V be the limit function. Since each V n maps T onto T, and
Proof. We first consider the existence. Case 1. S T K = T. We will apply Theorems 2.12 and 2.20 for this case.
and
This finishes the existence part for Case 1. Case 2. S K = T. First, we may approximate K using D-hulls bounded by T and a Jordan curve in D. For example, let
Jordan curve J, then we may define a curve β, which starts from β(0) = z 0 ∈ T, then follows a simple curve in D ∩ D * J to a point on J, and then follows J in the clockwise direction, and ends when it finishes one round. Suppose the domain of
Then the existence of V follows from Case 1 and Lemma 2.22. Now we prove the uniqueness. Suppose V is another T-symmetric conformal map defined on Ω K such that V K = W . We may use the argument in the proof of Theorem 2.12 to construct an analytic function h on
From the properties of f V (K) and g V (K) , we see that
We may then define W K and W * using Definition 2.13 with Theorem 2.23 in place of Theorem 2.12 and D in place of H. The remarks after Definition 2.13 hold here with minor modifications, and so does Lemma 2.14. Then we define P * , P * , g * , and f * using Definition 2.15 with H replaced by D. Then Theorem 2.16 still holds here, and we may define the quotient union
The space of D-hulls has a natural metric d H described in Appendix D. Let H S denote the set of D-hulls whose supports are contained in S. We claim that Theorem 2.18 still holds here if every R is replaced by T. For part (i), if F = T, then the proof of Theorem 2.18 (i) still goes through with Lemma D.2 in place of Lemma C.2; if F = T, then the continuity of W * follows from Lemma 2.22. For part (ii), the proof of Theorem 2.18 still goes through with some modifications. The relatively compactness of (H n ∪J n ) follows from Lemma D.2 instead of Lemma C.2 because S Hn∪Jn ⊂ E ∪ F T. To show the relatively compactness of (H n ) and (J n ), instead of applying Lemma 2.11, we now apply Lemma D.1, and use the relatively compactness of (H n ∪ J n ) and the inequalities dcap(H n ), dcap(J n ) ≤ dcap(H n ∪ J n ). In addition, (D.2) will be used in place of (C.1). This finishes the proof of Theorem 2.18 in the radial case. Then Corollary 2.19 in the radial case immediately follows.
The proof of Theorem 2.18 (i) may also be used to show that the map
, where F is a compact subset of T\W −1 (∞) (resp. R). We then can conclude that the maps K → W K (K) in Theorem 2.20 (i) and (ii) are both measurable.
Loewner Equations and Loewner Chains
Forward Loewner equations
We review the definitions and basic facts about (forward) Loewner equations. The reader is referred to [6] for details. Let λ ∈ C([0, T )), where T ∈ (0, ∞]. The chordal Loewner equation driven by λ is
We assume that g t (∞) = ∞ for 0 ≤ t < ∞. For z ∈ C, suppose that the maximal interval
e., the set of z ∈ H such that g t (z) is not defined. Then g t and K t , 0 ≤ t < T , are called the chordal Loewner maps and hulls driven by λ. It is known that each K t is an H-hull with hcap(K t ) = 2t, and for 0 < t < T , g t = g Kt with exactly the same domain:
We say that λ generates a chordal trace β if
exists for 0 ≤ t < T , and β is a continuous curve. We call such β the chordal trace driven by λ. If the chordal trace β exists, then for each t, H \ K t is the unbounded component of H \ β((0, t]), and f t extends continuously from H to H ∪ R. The trace β is called simple if it is a simple curve and β(t) ∈ H for 0 < t < T , in which case
The radial Loewner equation driven by λ is
We assume that g t (∞) = ∞ for 0 ≤ t < ∞. For each t ∈ [0, T ), let K t be the set of z ∈ D := {|z| < 1} at which g t is not defined. Then g t and K t , 0 ≤ t < T , are called the radial Loewner maps and hulls driven by λ. It is known that, each K t is a D-hull with dcap(K t ) = t, and for 0 < t < T , g t = g Kt with exactly the same domain:
We say that λ generates a radial trace β if
exists for 0 ≤ t < T , and β is a continuous curve. We call such β the radial trace driven by λ. If the radial trace β exists, then for each t,
The trace β is called simple if it is a simple curve and β(t) ∈ D for 0 < t < T , in which case
Let cot 2 (z) = cot(z/2). The covering radial Loewner equation driven by λ is
For each t ∈ [0, T ), let K t be the set of all z ∈ H at which g t is not defined. Then g t and K t , 0 ≤ t < T , are called the covering radial Loewner maps and hulls driven by λ. We have
H. If g t and K t , 0 ≤ t < T , are the radial Loewner maps and hulls driven by λ, then
, where e i denotes the map z → e iz .
For κ > 0, chordal (resp. radial) SLE κ is defined by solving the chordal (resp. radial) Loewner equation with λ(t) = √ κB(t). Such driving function a.s. generates a chordal (resp. radial) trace, which is simple if κ ∈ (0, 4].
Backward Loewner equations
Let λ ∈ C([0, T )). The backward chordal Loewner equation driven by λ is
We call f t and L t , 0 ≤ t < T , the backward chordal Loewner maps and hulls driven by λ. Define a family of maps f t2,t1 , t 1 , t 2 ∈ [0, T ), such that, for any fixed t 1 ∈ [0, T ) and z ∈ C \ {λ(t 1 )}, the function t 2 → f t2,t1 (z) is the maximal solution of the ODE
Note that f t,0 = f t and f t,t = id C\{λ(t)} , 0 ≤ t < T . If t 1 ∈ (0, T ), then t 2 could be bigger or smaller than t 1 . Some simple observations give the following lemma.
is a restriction of f t3,t1 . In particular, this implies that f t1,t2 = f
, and the properties of forward chordal Loewner maps, we see that, if 0 ≤ t 1 < t 2 < T , then L t2,t1 is an H-hull with hcap(L t2,t1 ) = 2(t 2 − t 1 ), and f t2,t1 = f Lt 2 ,t 1 . If t 1 = t 2 , this is almost still true except that f t1,t1 = id C\{λ(t1)} and f Lt 1 ,t 1 = f ∅ = id C . Since L t,0 = L t , and λ(t) ∈ R does not lie in the range of f t , which is C \ L t for t > 0, we get the following lemma.
. From Lemmas 2.7 and 3.1, we obtain the following lemma.
Note that S L0 = S ∅ = ∅, and its is easy to see that, for 0 < t 0 < T , S Lt 0 is the set of x ∈ R such that the solution f t (x) to (3.1) blows up before or at t 0 , i.e., S Lt 0 = {x ∈ R : τ x ≤ t 0 }. So every S Lt , 0 < t < T , is a real interval, and 0<t<T S Lt = {λ(0)}.
If for every t 0 ∈ [0, T ), λ(t 0 − t), 0 ≤ t ≤ t 0 , generates a (forward) chordal trace, which we denote by β t0 (t 0 − t), 0 ≤ t ≤ t 0 , then we say that λ generates backward chordal traces β t0 , 0 ≤ t 0 < T . If this happens, then for any 0 ≤ t 1 ≤ t 2 < T , H \ L t2,t1 is the unbounded component of H \ β t2 ([t 1 , t 2 )), and f t2,t1 extends continuously from H to H such that
Here we still use f t2,t1 to denote the continuation if there is no confusion. For 0 ≤ t 0 ≤ t 1 ≤ t 2 < T , the equality f t2,t0 = f t2,t1 • f t1,t0 still holds after continuation, which together with (3.2) implies that
Remark. One should keep in mind that each β t is a continuous function defined on [0, t], β t (0) is the tip of β t , and β t (t) is the root of β t , which lies on R. The parametrization is different from a forward chordal trace β, of which β(0) is the root.
The backward radial Loewner equations and the backward covering radial Loewner equation driven by λ ∈ C([0, T )) are the following two equations respectively:
. We call f t and L t , 0 ≤ t < T , the backward radial Loewner maps and hulls driven by λ, and call f t , 0 ≤ t < T , the backward covering radial Loewner maps driven by λ.
By introducing f t2,t1 in the radial setting, we find that Lemma 3.1 holds if the word "chordal" is replaced by "radial". The following lemma is similar to Lemma 3.2.
with the same domain: C \ S Lt , and e iλ(t) ∈ B Lt .
We find that Lemma 3.3 holds here if the word "chordal" is replaced by "radial". So we may define backward radial traces β t , 0 ≤ t < T , in a similar manner.
The following lemma holds only in the radial case.
For κ > 0, the backward chordal (resp. radial) SLE κ is defined by solving backward chordal (resp. radial) Loewner equation with λ(t) = √ κB(t), 0 ≤ t < ∞. Since for any fixed t 0 > 0, (λ(t 0 − t) − λ(t 0 ), 0 ≤ t ≤ t 0 ) has the distribution of ( √ κB(t), 0 ≤ t ≤ t 0 ), using the existence of forward chordal (resp. radial) SLE κ traces, we conclude that λ a.s. generates a family of backward chordal (resp. radial) traces.
Normalized global backward trace
First we consider a backward chordal Loewner process generated by λ(t), 0 ≤ t < T . Let S t = S Lt , 0 ≤ t < T , and S T = 0≤t<T S t . Then (S t ) is an increasing family, and S T is an interval. The following Lemma is similar in spirit to Proposition 5.1 in [16] . Lemma 3.6 . There exists a family of conformal maps F T,t , 0 ≤ t < T , on H such that
then we may construct (F T,t ) such that D T = C, and we have S T = R.
and F t = M t • f t . Then F t maps z 0 to 0 and has derivative 1 at z 0 . For
} is uniformly bounded on each compact subset of H. This implies that every sequence in this family contains a subsequence which converges locally uniformly, and the limit function is also conformal on H, maps z t1 to 0, and has derivative 1/u t1 at z t1 .
From a diagonal argument, we can find a sequence (t n ) in [0, T ) such that t n → T and for any q ∈ Q ∩ [0, T ), (F tn,q ) converges locally uniformly on H. Let F T,q , q ∈ Q ∩ [0, T ), denote the limit functions, which are conformal on H. Since F tn,q2 • f q2,q1 = F tn,q1 for each n, we have
Thus, the definition of F T,t does not depend on the choice of q. If 0 ≤ t 1 ≤ t 2 < T , by choosing q ∈ Q ∩ [0, T ) with q ≥ t 1 ∨ t 2 , we get
If (3.4) holds, then we start the construction of (F T,t ) with such z 0 . Since F T,t :
Im ft(z0) |f t (z0)| , which tends to ∞ as t → T . So D T has to be C. Suppose F T,t , 0 ≤ t < T , satisfies the same property as
in H, which implies that h t1 = h t2 | Dt 1 . So we may define a conformal map h T on D T such that h t = h T | Dt for 0 ≤ t < T . Such h T is what we need. Suppose that (3.4) holds but S T = R. Since S T is an interval, S T = R. Choose z 0 ∈ R \ S T , and start the construction with z 0 in place of z 0 at the beginning of this proof. Let F T,t , 0 ≤ t < T , denote the family of maps constructed in this way. Then each F T,t is an R-symmetric conformal map, which implies that D T ⊂ H. However, now D T = C and
Let (F T,t ), D t , and D T be as in Lemma 3.6 . Let F T = F T,0 . Suppose λ generates backward chordal traces β t0 , 0 ≤ t 0 < T , which satisfy
We may define β(t), 0 ≤ t < T , as follows. For every t ∈ [0, T ), pick t 0 ∈ (t, T ) such that β t0 (t) ∈ H, which is possible by (3.5), and define
Fix any x ∈ S T . Then x ∈ S t0 for some t 0 ∈ (0, T ). So f t0 (x) lies on the outer boundary of L t0 , which implies that f t0 (x) ∈ β t0 (t) for some t ∈ [0, t 0 ]. From (3.5), there is
• f t1 in H, we find that F T has continuation on U . Since x ∈ S T is arbitrary, we conclude that S T is an open interval, and F T has continuation to H ∪ S T . Now we assume that λ generates backward chordal traces, and both (3.4) and (3.5) hold. Then D T = C, S T = R, a continuous curve β(t), 0 ≤ t < T , is well defined, and F T extends continuously to H ∪ R. Moreover, F T is unique up to a Möbius transformation that fixes ∞. With some suitable normalization condition, the family F T,t and the curve β will be determined by λ. We will use the following normalization:
If (3.7) holds, we call β the normalized global backward chordal trace generated by λ. From (3.7) we see that β(0) = λ(0), and β does not pass through λ(0) + i. For the radial case, Lemma 3.6 still holds with H replaced by D, and (3.4) replaced by T = ∞. For the construction, we choose z 0 = 0 and let F t2,t1 (z) = e t2 f t2,t1 (z). If λ generates backward radial traces β t , 0 ≤ t < T , which satisfy
then we may define a continuous curve β(t), 0 ≤ t < T , in D T using (3.6). If T = ∞, then D T = C, and such β is determined by λ up to a Möbius transformation that fixes ∞, which means that we may define a normalized global backward radial trace once a normalization condition is fixed.
Forward and backward Loewner chains
In this section, we review a condition on a family of hulls that corresponds to continuously driven (forward) Loewner hulls, and discuss the corresponding condition for backward Loewner chains. Let D ⊂ C be a simply connected domain such that C \ D contains more than one point. A relatively closed subset
If K t , 0 ≤ t < T , is a Loewner chain in D, and a ∈ [0, T ), then we also call the restriction
An H-(resp. D-)Loewner chain is a Loewner chain in H (resp. D) such that each hull is an H-(resp. D-)hull. An H-(resp. D-)Loewner chain (K t ) is said to be normalized if hcap(K t ) = 2t (resp. dcap(K t ) = t) for each t.
The conditions for the conformal invariance property of H-(resp. D-)Loewner chains can be slightly weakened as below.
Proposition 3.7. If K t , 0 ≤ t < T , is an H-(resp. D-)Loewner chain, and W is an R-(resp. T-)symmetric conformal map, whose domain contains K t for each t and whose image does not contain ∞ (resp. 0), then W (K t ), 0 ≤ t < T , is also an H-(resp. D-)Loewner chain.
The following proposition combines some results in [7] and [10] . (i) K t , 0 ≤ t < T , are chordal (resp. radial) Loewner hulls driven by some λ ∈ C([0, T )).
(ii) K t , 0 ≤ t < T , is a normalized H-(resp. D-)Loewner chain.
If either of the above holds, withλ(t) = λ(t) (resp.λ(t) = e iλ(t) in the radial case) we have
In addition, if K t , 0 ≤ t < T , is any H-(resp. D-)Loewner chain, then the function u(t) := hcap(K t )/2 (resp. u(t) := dcap(K t )), 0 ≤ t < T , is continuous increasing with u(0) = 0, which implies that
If u is a continuous increasing function defined on [0, T ) with u(0) = 0, then L u −1 (t) , 0 ≤ t < u(T ), is also a backward H-(resp. D-)Loewner chain, and is called a time-change of (L t ) via u. A backward H-(resp. D-)Loewner chain (L t ) is said to be normalized if hcap(L t ) = 2t (resp. dcap(L t ) = t) for any t ∈ [0, T ).
Using Lemma 3.3 and Proposition 3.8, we obtain the following. (i) L t , 0 ≤ t < T , are backward chordal (resp. radial) Loewner hulls driven by some λ ∈ C([0, T )).
(ii) L t , 0 ≤ t < T , is a normalized backward H-(resp. D-)Loewner chain.
In addition, if L t , 0 ≤ t < T , is any backward H-(resp. D-)Loewner chain, then the function u(t) := hcap(K t )/2 (resp. u(t) := dcap(K t )), 0 ≤ t < T , is continuous increasing with
We say that f t and L t , 0 ≤ t < T , are backward chordal (resp. radial) Loewner maps and hulls, via a time-change u, driven by λ, if u is a continuous increasing function defined on [0, T ) with u(0) = 0, such that f u −1 (t) and L u −1 (t) , 0 ≤ t < u(T ), are backward chordal (resp. radial) Loewner maps and hulls driven by λ • u −1 . From the above proposition, if (L t ) is any H-(resp. D-)Loewner chain, then L t , 0 ≤ t < T , are backward chordal (resp. radial) Loewner hulls, via a time-change u(t) := hcap(L t )/2 (resp. dcap(L t )), driven by λ, which satisfies (3.9).
Simple curves and weldings
An H-simple (resp. D-simple) curve is a half-open simple curve in H (resp. D \ {0}), whose open side approaches a single point on R (resp. T). Every H(resp. D)-simple curve β is an H(resp. D)-hull, whose base B β is a single point, and whose support S β is an R(resp. T-)interval. Here an T-interval is an arc on T. The function f β extends continuously from H (resp. D) to H (resp. D), which maps S β onto β, sends the two ends of S β to B β , and sends a unique point, say z β ∈ S β to the tip of β. The point z β divides S β into two R(resp. T-)intervals such that the restriction of f β to either interval is a homeomorphism onto β. Thus, there is a unique involution (an auto homeomorphism whose inverse is itself) φ β of S β , which fixes only one point: z β , swaps the two end points of S β , and satisfies that y = φ β (x) implies that f β (x) = f β (y). We call φ β the welding induced by β.
Suppose K is an H-or D-simple curve. Let W be as in Theorems 2.12, 2.20, or 2.23.
• W holds after continuous extension from H or D to its closure. So the weldings induced by K and
Suppose the hulls (L t ) generated by a backward chordal (resp. radial) Loewner process driven by λ are all H(resp. D)-simple curves. Then the process generates backward chordal (resp. radial) traces (β t ) such that every β t is a simple curve, and L t = β t ([0, t)), 0 ≤ t < T . Let φ t be the welding induced by L t , which is an involution of S t := S Lt . Recall that (S t ) is an increasing family because L t1 ≺ L t2 for t 1 < t 2 . If 0 ≤ t 1 < t 2 < T , then from f t2,t1 • f t1 = f t2 we see that φ t2 | St 1 = φ t1 . Thus, there is a unique involution φ of S T := t S t such that φ| St = φ t for each t ∈ [0, T ). In other words, y = φ(x) implies that f t (x) = f t (y) for some t ≥ 0, where f t is the continuous extension of the Loewner map at time t from H(resp. D) to H (resp. D). We say that φ is the welding induced by this process. In the case that S T = R (resp. T \ {z 0 } for some z 0 ∈ T), we will extend φ to an involution of R := R ∪ {∞} (resp. T) such that ∞ (resp. z 0 ) is the other fixed point of φ.
Here is another way to view the welding φ. For every t ∈ (0, T ), φ swaps the two end points of S t . Letλ(0) = λ(0) (resp. e iλ(0) ). Since f t (λ(0)) = β t (0) is the tip of L t for each t, we see thatλ(0) is the only fixed point of φ. On the other hand, it is easy to see that, x and y are end points of S t if and only if τ x = τ y = t, 0 < t < T ; and every point on S T \ {λ(0)} is an end point of some S t , 0 < t < T . Thus, for x = y ∈ S T \ {λ(0)}, y = φ(x) if and only if τ x = τ y , i.e., x and y are swallowed at the same time.
Let κ ∈ (0, 4]. Since the backward chordal (resp. radial) SLE κ traces are H(resp. D-)simple curves, so the process induces a random welding, which we call a backward chordal (resp. radial) SLE κ welding. In the chordal case, For any x ∈ R \ {λ(0)} = R \ {0}, the process X x t := λ(t) − f t (x) is a rescaled Bessel process of dimension 1 − 4 κ < 1, which implies that a.s. X x t → 0 at some finite time. Thus, S ∞ = R. which implies that a chordal SLE κ welding is an involution of R with two fixed points: λ(0) = 0 and ∞. In the radial case, since T = ∞, Lemma 3.5 says that S ∞ = T or T \ {z 0 } for some z 0 ∈ T. The first case can not happen since φ has only one fixed point on S ∞ . Thus, a radial SLE κ welding is an involution of T with two fixed points, one of which is e iλ(0) = 1. Suppose a backward chordal (resp. radial) Loewner process generates H(resp. D)-simple backward traces β t , 0 ≤ t < T . Then (3.5) (resp. (3.8)) is satisfied because β t2 (t 1 ) lies in H (resp. D) if t 2 > t 1 . It is clear that the curve β defined by (3.6) is simple, and D t = D T \ β([t, T )) for 0 ≤ t < T . Let φ be the welding induced by the process. If y = φ(x), there is t ∈ [0, T ) such that y, x ∈ S t and f t (y) = f t (x). From F T,t • f t = F T , we get F T (y) = F T (x). This means that φ can be realized by the conformal map F T .
If a backward chordal (resp. radial) Loewner chain (L t ) is composed of H(resp. D)-simple curves, then (L t ) induces a welding φ, which is an involution of S Lt , and agrees with φ Lt on S Lt for each t. To see this, one may first normalized the backward Loewner chain so that it is generated by a backward Loewner process.
Conformal Transformations
Proposition 4.1. Suppose L t , 0 ≤ t < T , is a backward H-(resp. D-)Loewner chain, W is an R-(resp. T-)symmetric conformal map whose domain contains every S Lt , and ∞ ∈ W (S Lt ) for 0 ≤ t < T . Then W * (L t ), 0 ≤ t < T , is also a backward H-(resp. D-)Loewner chain.
Proof. From Theorem 2.12,
is an H-(resp. D-)Loewner chain, from Lemma 2.14 and Proposition 3.7 we see that
is also an H-(resp. D-)Loewner chain. This finishes the proof.
Using Lemma 2.21 instead of Lemma 2.14, we can show that a similar proposition holds.
is a backward H-(resp. D-)Loewner chain, W is a Mobius transform that maps
H or D-simple curves. Let φ and φ W be the weldings induced by these two chains, which are involutions of S Lt and S W * (Lt) , respectively. Since for each t ∈ (0, T ), φ|
This means that the conformal transformation preserves the welding. The following proposition is essentially Lemma 2.8 in [7] .
Proposition 4.3. Let W be an R-symmetric conformal map, whose domain contains z 0 ∈ R, such that W (z 0 ) = ∞. Then
where H → z 0 means that diam(H ∪ {z 0 }) → 0 with H being a nonempty H-hull.
Using the integral formulas for capacities of H-hulls and D-hulls, it is not hard to derive the following similar proposition.
Proposition 4.4. (i) Let W be a conformal map on a T-symmetric domain Ω, which
satisfies
where H → z 0 means that diam(H ∪ {z 0 }) → 0 with H being a nonempty D-hull.
(ii) Proposition 4.3 holds with R replaced by T, hcap replaced by dcap, and H → z 0 understood as in (i).
Transformations between backward H-Loewner chains
Suppose L t and f t , 0 ≤ t < T , are backward chordal Loewner hulls and maps driven by λ ∈ C([0, T )). From Proposition 3.10, (L t ) is a backward H-Loewner chain. Let W be an R-symmetric conformal map, whose domain Ω contains the support of every L t . Write
is contained in the domain of W t . This is also true for t = 0 because W 0 = W and
is a backward H-Loewner chain, and
From Proposition 3.10, L * t , 0 ≤ t < T , are backward chordal Loewner hulls via a time-change u(t) := hcap(L * t )/2, driven by some λ * , which satisfies
From (3.9), (4.2), and continuity, we find that
Since (L t ) and (L * u −1 (t) ) are normalized, we know that hcap(L t : L t−ε ) = 2ε and hcap(L * t : L * t−ε ) = 2u(t) − 2u(t − ε). From (4.2) and Proposition 4.3, we find that
. From the definition of W t = W Lt , we have the equality
which holds in Ω \ S Lt . Differentiating (4.5) w.r.t. t, and using (4.3) and (4.4), we get
Thus, for any
By analytic extension, the above equality holds for any w ∈ Ω Lt \ {λ(t)}. Letting w → λ(t), we find that
Differentiating (4.6) w.r.t. w and letting w → λ(t), we get
Transformations involving backward D-Loewner chains
Now suppose L t , 0 ≤ t < T , are backward radial Loewner hulls driven by λ. Let f t and f t be the corresponding radial Loewner maps and covering maps. Suppose W is a T-symmetric conformal map, whose domain Ω contains the support of every
t , 0 ≤ t < T , are backward radial Loewner hulls via a time-change u(t) := dcap(L * t ), driven by some λ * , which satisfies
Let f * t (resp. f * t ), 0 ≤ t < T , denote the backward radial (resp. covering radial) Loewner hulls via the time-change u driven by λ * . The argument in the last subsection still works with Proposition 4.4 in place of Proposition 4.3. We can conclude that e iλ(t) lies in the domain of W t for 0 ≤ t < T ; W t (e iλ(t) ) = e iλ * (t) ; u (t) = |W t (e iλ(t) )| 2 ; and (4.5) still holds. Suppose W is an R-symmetric conformal map defined on Ω = (e i ) −1 (Ω), which satisfies e i • W = W • e i . Define W t to be the analytic extension of f *
. Then we get
Comparing this with (4.5) we find e i • W t = W t • e i . So λ(t) lies in the domain of W t , and
Since W t (e iλ(t) ) = e iλ * (t) , from the continuity, there is n ∈ N such that W t (λ(t)) = λ * (t) + 2nπ for 0 ≤ t < T . Since λ * and λ * + 2nπ generate the same backward radial Loewner objects via the time-change u, by replacing λ * with λ * + 2nπ, we may assume that
Differentiating (4.9) w.r.t. t and letting w = f t (z), we get 12) which holds for w ∈ (e i ) −1 (Ω Lt \ {e iλ(t) }). Letting w → λ(t), we get
Differentiating (4.12) w.r.t. w and letting w → λ(t), we get
The number 1 6 comes from the Laurent series of cot 2 (z):
Let (L t ), (f t ), and ( f t ) be as above. Now suppose W is a Möbius transformation that maps D onto H such that W −1 (∞) ∈ S Lt for every t. Let W Lt be as in Theorem 2.20. Let
. Then (4.5) still holds, and we have u (t) = |W t (e iλ(t) )| 2 and W t (e iλ(t) ) = e iλ * (t) .
Let W = W •e i and W t = W t •e i . We get (4.10), (4.11), and W t • f t = f * t • W . Differentiating this equality w.r.t. t and letting w = f t (z) tend to λ(t), we find that (4.13) still holds.
Conformal invariance of backward SLE(κ; ρ) processes
We now define backward chordal and radial SLE(κ; ρ) processes, where ρ = (ρ 1 , . . . , ρ n ) ∈ R n . Let x 0 , q 1 , . . . , q n ∈ R such that q k = x 0 for all k. Let λ(t), 0 ≤ t < T , be the maximal solution of the equation
Here f λ t , 0 ≤ t < T , are the backward chordal Loewner maps driven by λ. Then we call the backward chordal Loewner process driven by λ the chordal SLE(κ; ρ) process started from x 0 with force points (q 1 , . . . , q n ), or simply started from (x 0 ; q 1 , . . . , q n ). We allow some q k to be ∞. In that case, f λ t (q k ) is always ∞, and the term
vanishes. Let x 0 , q 1 , . . . , q n ∈ R be such that q k ∈ x 0 + 2πZ for all k. Let λ(t), 0 ≤ t < T , be the maximal solution of the equation
Here f λ t , 0 ≤ t < T , are the covering backward radial Loewner maps driven by λ. Then the backward radial Loewner process driven by λ is called the radial SLE(κ; ρ) process started from e ix0 with marked points (e iq1 , . . . , e iqn ), or simply started from (e ix0 ; e iq1 , . . . , e iqn ). The existence of backward chordal (resp. radial) SLE κ traces and Girsanov's Theorem imply the existence of a backward chordal (resp. radial) SLE(κ; ρ) traces. The traces are H(resp. D)-simple curves if κ ∈ (0, 4].
The following lemma is easy to check.
Lemma 4.5. Let W be a Möbius transformation. Then the following hold.
(i) For any z ∈ C ∩ W −1 (C) and w ∈ C,
. Theorem 4.6. Let L t , 0 ≤ t < T , be the backward chordal SLE(κ; ρ) hulls started from (x 0 ; q 1 , . . . , q n ). Suppose ρ k = −κ − 6. Let W be a Möbius transformation from H onto H such that {∞, W −1 (∞)} ⊂ {q 1 , . . . , q n }. Then, after a time-change, W * (L t ), 0 ≤ t < T , are the backward chordal SLE(κ; ρ) hulls started from (W (x 0 ); W (q 1 ), . . . , W (q n )).
Proof. Since W −1 (∞) is a force point, it is not contained in the support of any L t . So ∞ ∈ W (S Lt ), 0 ≤ t < T . Let λ be the driving function, and f t = f λ t , 0 ≤ t < T , be the corresponding maps. We may and now adopt the notation in Section 4.1. Let (F t ) be the complete filtration generated by B(t) in (4.15). Then (λ t ) and
So we may apply Itô's formula (c.f. [12] ). From (4.3) and (4.7), we get
Applying (4.15) and Lemma 4.5 (i) , and using the condition that ρ k = −κ − 6, we find that
and f * t are backward chordal Loewner hulls and maps via the time-change u driven by λ * , from (4.4) and the above equation, we conclude that, after a time-change, W * (L t ), 0 ≤ t < T , are the backward chordal SLE(κ; ρ) hulls started from (W (x 0 ); W (q 1 ), . . . , W (q n )) and stopped at some time.
It remains to show that the above process is completed. If not, the process can be extended without swallowing the force points W (q 1 ), . . . , W (q n ). From the condition, W (∞) is among these force points. So (W −1 ) * is well defined at the hulls of the extended process. From Propositions 4.1 and 3.10, this implies that the backward chordal Loewner hulls L t , 0 ≤ t < T , can be extended without swallowing any of q 1 , . . . , q n , which is a contradiction.
The following theorem can be proved using the above proof with minor modifications: we now use the argument in Section 4.2 instead of that in Section 4.1, apply Lemma 4.5 (ii) and (iii) instead of (i), and use Proposition 4.2 in addition to Proposition 4.1.
Then, after a time-change, (W * (L t )) are the backward chordal (resp. radial) SLE(κ; ρ) hulls started from (W (e ix0 ); W (e iq1 ), . . . , W (e iqn )).
Corollary 4.8. Let (L t ) be the backward radial SLE(κ; −κ−6) hulls started from (e ix0 ; e iq0 ). Let W map D conformally onto H such that W (e ix0 ) = 0 and W (e iq0 ) = ∞. Then, after a time-change, (W * (L t )) are the backward chordal SLE κ hulls started from 0.
1.
The above theorems resemble the work in [15] for forward SLE(κ; ρ) processes. The condition in their paper is ρ k = κ−6. This is one reason why we may view backward SLE κ as SLE −κ .
2. The definition of backward SLE(κ; ρ) process differ from Sheffield's definition in [16] by a minus sign in (4.15) and (4.16) before the ρ k 's. If Sheffield's definition were used, the condition for conformal invariance would be
3. We may allow interior force points as in [15] . For the chordal (resp. radial) SLE(κ; ρ) process, if q k ∈ H (resp. e iq k ∈ D) is a force point, we use Re f (4.16) ). In the radial case, adding 0 to be a force point or change the force for 0 does not affect the process. Theorems 4.6 and Theorem 4.7 still hold if some or all force points lie inside H or D. For the proofs, we apply Lemma 4.5 with real parts taken on the displayed formulas. One particular example is the following corollary.
Corollary 4.9. Let L t , 0 ≤ t < ∞, be a backward radial SLE κ process. Let W be a Möbius transformation that maps D onto H such that W (1) = ∞. Let T be the maximum number such that W −1 (∞) ∈ S Lt , 0 ≤ t < T . Then, after a time-change, W * (L t ), 0 ≤ t < T , are the backward chordal SLE(κ; −κ − 6) hulls started from (W (1); W (0)).
4. Using the properties of Bessel process and applying Girsanov's theorem, one may define backward chordal or radial SLE(κ; ρ) processes with exactly one degenerate force point, if the corresponding force ρ 1 satisfies ρ 1 < −2 (which corresponds to a Bessel or Bessel-like process of dimension d = 1 − 4+2ρ1 κ > 1). Theorems 4.6 and 4.7 still hold when a degenerate force point exists. Unlike forward SLE(κ; ρ) process, it is impossible to define a backward SLE(κ; ρ) process with two different degenerate force points. 5. Consider the radial case with one force point. Suppose the force
. Then X t is a Bessel-like process with dimension d = 1− 4+2ρ1 κ ≥ 2, which implies that X t never hits 2πZ. So T = ∞ and e iq1 ∈ S t for any t. From Lemma 3.5, S ∞ = T \ {e iq1 }. If, in addition, κ ∈ (0, 4], then a backward radial SLE(κ; ρ 1 ) process induces a random welding φ, which is a involution of T with exactly two fixed point, e iλ(0) and e iq1 , which are the initial point and the force point of the process.
Commutation Relations
Definition 5.1. Let κ 1 , κ 2 > 0, n ∈ N, and ρ 1 , ρ 2 ∈ R n . Let z 1 , z 2 , w k , 2 ≤ k ≤ n, be distinct points on R (resp. T). We say that a backward chordal (resp. radial) SLE(κ 1 ; ρ 1 ) started from (z 1 ; z 2 , w 2 , . . . , w n ) commutes with a backward chordal (resp. radial) SLE(κ 2 ; ρ 2 ) started from (z 2 ; z 1 , w 2 , . . . , w n ) if there exists a coupling of two processes (L 1 (t); 0 ≤ t < T 1 ) and (L 2 (t); 0 ≤ t < T 2 ) such that
, has the distribution of a partial backward chordal (resp. radial) SLE(κ j ; ρ j ) process started from
in the chordal case (resp. e iλ k (t k ) in the radial case), and λ k is the driving function for (L k (t)).
Here a partial backward SLE(κ; ρ j ) process is a complete SLE(κ; ρ j ) process stopped at a positive stopping time. If the commutation holds for any distinct points z 1 , z 2 , w k , 2 ≤ k ≤ n on R (resp. T), then we simply say that backward chordal (resp. radial) SLE(κ 1 ; ρ 1 ) commutes with backward chordal (resp. radial) SLE(κ 2 ; ρ 2 ).
Theorem 5.2. For any κ > 0, backward chordal (resp. radial) SLE(κ; −κ − 6) commutes with backward chordal (resp. radial) SLE(κ; −κ − 6).
We will prove this theorem in the next two subsections.
Ensemble
We first consider the radial case. Fix κ > 0 and z 1 = z 2 ∈ T. Write z j = e i zj , j = 1, 2. For j = 1, 2, let L j (t), 0 ≤ t < T j , be a backward radial SLE(κ; −κ − 6) process started from (z j ; z 3−j ); let λ j be the driving function, and let f j (t, ·) and f j (t, ·), 0 ≤ t < T j , be the corresponding maps and covering maps. At first, we suppose that the two processes are independent. Then for j = 1, 2, λ j satisfies λ j (0) = z j and the SDE:
where B 1 (t) and B 2 (t) are independent standard Brownian motions. For j = 1, 2, let (F j t ) denote the complete filtration generated by B j (t).
Define
. From a radial version of Theorem 2.16, we see that
. From Propositions 3.10 and 4.1, for any fixed t k ∈ [0, T k ), f j,t k (t j , ·) are backward radial Loewner maps via the time-change u j,t k . Let f j,t k (t j , ·) be the corresponding covering maps. So
From continuity, we see that
-measurable, and from (5.2) we have
Apply the argument in the first paragraph of Section 4.
We will use ∂ t to denote the partial derivative w.r.t. the first variable inside the parentheses, and use and the superscript (h) to denote the partial derivatives w.r.t. the second variable inside the parentheses.
Use the superscript (S) to denote the (partial) Schwarzian derivative. Define A j,S on D by
From Section 4.2, we know that L j,t k (t j ) are backward radial Loewner hulls via the timechange u j,t k driven by λ j,t k , which can be chosen such that
Moreover, from (4.10), (4.13), and (4.14), we have 10) where all A j,h are valued at (t 1 , t 2 ).
From now on, we fix an (F k t )-stopping time t k with t k < T k . Then the process of conformal maps (
Recall that (λ j (t)) is an (F j tj )-adapted local martingale with λ j t = κt. From now on, we will apply Itô's formula repeatedly. All SDEs below are (F j tj × F k t k ) tj ≥0 -adapted, and t j runs in the interval [0, T j (t k )).
From (5.7), (5.5), and (5.9), we get
From (5.5) and (5.10) we get
Note that if −κ is replaced by κ, then c becomes the central charge for forward SLE κ . So we view the c here the central charge for backward SLE κ , which runs in the interval [25, ∞).
Aj,1 ) 2 , from (5.12) we get
, and f j,t k (t j , ·) are backward covering radial Loewner maps via the time-change u j,t k driven by λ j,t k . From (5.7) and (5.8), we get
(5.14)
Differentiate the above formula w.r.t. z, we get
Differentiating the above formula w.r.t. z, we get
Since
2 , from the above formula, we get
Letting z = λ k (t k ) in (5.14), (5.15) , and (5.16), we get
On the other hand, since via a time-change, L k,tj (t k ) are backward radial Loewner hulls driven by λ k,tj (t k ) = A k,0 , from Lemma 3.4 we have e iA k,0 ∈ L k,tj (t k ) when t k > 0. Thus, e iAj,0 = e iA k,0 if t k > 0. Switching j and k, the inequality also holds if t j > 0.
So we may define
From (5.7), (5.11), and (5.17), we get
From Itô's formula, we get
Define Q and F on D such that Q = cot 2 (X 1 ) = cot 2 (X 2 ) and
(0, ·) = id, from (5.6) we have A j,S = 0 when t j = 0. From (5.19) we get 
When t k = 0, we have A j,1 = 1, A j,2 = 0, m = t j , and X j = λ j (t j ) − f j (t j , z k ), so the RHS of (5.24) becomes 1 κ
Define another positive function M on D by 
Coupling measures
Let JP denote the set of disjoint pairs of closed arcs (J 1 , J 2 ) on T such that z j = e i zj is contained in the interior of J j , j = 1, 2. Let T j (J j ) denote the first time that S Lj (t) intersects Note that if t j ≤ T j (J j ), then L j (t j ) ∈ H Jj . From a radial version of Theorem 2.16 (iii), we have
Since J 1 ∪ J 2 T, from Lemma D.2, the righthand side is a compact set. So the lefthand side is relatively compact. Since H → dcap(H) is continuous, and
is also uniformly bounded. Let S 1 and S 2 be the two components of
. From (5.28), the compactness of H J1∪J2 , and that E 1 ∪ E 2 are compact subsets of C \ (J 1 ∪ J 2 ), we conclude that there is a constant c 1 > 0 such that |f L1(t1)∨L2(t2) (z)| ≥ c for any t j ≤ T j (J j ), j = 1, 2, and z ∈ E 1 ∪ E 2 . Thus, for t j ∈ [0, T j (J j )], j = 1, 2, the length of f L1(t1)∨L2(t2) (E s ), s = 1, 2, is bounded below by a constant c 2 > 0. Suppose t j ∈ (0, T j (t j )], j = 1, 2. From Lemma 3.4, e iAj,0 ∈ B Lj,t 3−j (tj ) , j = 1, 2. Note that f L1(t1)∨L2(t2) (E 1 ∪ E 2 ) disconnects B L1,t 2 (t1) from B L2,t 1 (t2) on T. Thus, there is a constant c 3 > 0 such that |e iA1,0(t1,t2) − e iA2,0(t1,t2) | ≥ c 3 for t j ∈ (0, T j (t j )], j = 1, 2. From continuity, this still holds if t j ∈ [0, T j (J j )], j = 1, 2. Thus, ln(Y ) = −2α ln | sin 2 (X j )|, | cot 2 (X j )|, and | cot 2 (X j )|, j = 1, 2, are all uniformly bounded.
We may find a Jordan curve σ, which is disjoint from J 1 ∪ J 2 , such that its interior contains J 1 and its exterior contains J 2 . From compactness, sup z∈σ ln |f j (t j , z)| and sup z∈σ ln |f L1(t1)∨L2(t2) (z)| are both uniformly bounded. From (5.2) we see that the value sup w∈fj (tj ,σ) ln |f 3−j,tj (t k , w)| is also uniformly bounded. Note that the interior of f j (t j , σ)
From continuity, A j,1 is uniformly bounded, j = 1, 2. From (5.18) and the uniformly boundedness of | cot 2 (X j )| we see that ln(A j,1 ) is uniformly bounded, j = 1, 2. From (5.21) and the uniformly boundedness of | cot 2 (X j )| we see that ln(F ) is also uniformly bounded, which completes the proof.
Let µ j denote the distribution of (λ j ), j = 1, 2. Let µ = µ 1 ×µ 2 . Then µ is the joint distribution of (λ 1 ) and (λ 2 ), since λ 1 and λ 2 are independent. Fix (J 1 , J 2 ) ∈ JP. From the local martingale property of M and Proposition 5.3, we have
is a probability measure. Let ν 1 and ν 2 be the two marginal measures of ν J1,J2 . Then
. From (5.1), (5.27), and Girsanov theorem (c.f. [12] ), under the probability measure ν J1,J2 , there is an (F
which together with (5.5), (5.7), (5.9), and Itô's formula, implies that
From (5.5) and (5.7) we get
. Since L 1,t2 (t 1 ) and f 1,t2 (t 1 , ·) are backward radial Loewner hulls and covering maps via the time-change u 1,t2 , from (5.8) and the above equation, we find that, under the measure ν J1,J2 , conditioned on
, is a partial backward radial SLE(κ;
2 ) process started from e i • f 2 (t 2 , z 1 ) = f 2 (t 2 , z 1 ) with marked point e i (λ 2 (t 2 )). Similarly, the above statement holds true if the subscripts "1" and "2" are exchanged.
The joint distribution ν J1,J2 is a local coupling such that the desired properties in the statement of Theorem 5.2 holds true up to the stopping times T 1 (J 1 ) and T 2 (J 2 ). Then we can apply the maximum coupling technique developed in [18] to construct a global coupling using the local couplings within different pairs (J 1 , J 2 ). The reader is referred to Theorem 4.5 and Section 4.3 in [19] for the construction of a global coupling between two forward SLE processes. For the coupling of backward SLE processes, the method is essentially the same. A slight difference is that for the forward SLE processes, a pair of hulls were used to control the growth of M (·, ·), which stays uniformly bounded up to the time that the SLE hulls grow out of the given hulls; while for the backward SLE processes, we here used a pair of arcs to control the growth of M (·, ·). One fact that is worth mentioning is that here we may choose a dense countable set JP * ⊂ JP such that, when S L1(t1) ∩ S L2(t2) = ∅, there exists (J 1 , J 2 ) ∈ JP * with S Lj (tj ) ⊂ J j , j = 1, 2, from which follows that
This finishes the proof of Theorem 5.2 in the radial case. Now we briefly describe the proof for the chordal case. The proof in this case is simpler because there are no covering maps. Suppose the two backward chordal SLE(κ; −κ − 6) processes start from (z j ; z k ), where z 1 = z 2 ∈ R. Formula (5.1) holds with all tildes removed and the function cot 2 replaced by z → 
Now we apply the argument in Section 4.1 with
, and define A j,h and A j,S using (5.5) and (5.6) with all tildes removed. Using (4.3), (4.4), (4.7), and (4.8), we see that (5.7) still holds here; (5.8) and (5.9) hold with all tildes removed; and (5.10) holds without the tildes and the terms + We define JP to be the set of disjoint pairs of closed real intervals (J 1 , J 2 ) such that z j is contained in the interior of J j . Then Proposition 5.3 holds with a similar proof, where Lemma C.2 is applied here, and we can show that |X 1 | is uniformly bounded away from 0. The argument on the local couplings hold with all tildes and e i removed and cot 2 replaced by z → 2 z . Finally, we may apply the maximum coupling technique to construct a global coupling with the desired properties. Formula (5.29) still holds here and is used in the construction. This finishes the proof in the chordal case.
Other results
Besides Theorem 5.2, one may also prove the following two theorems, which are similar to the couplings for forward SLE that appear in [4] and [19] . − 4) , . . . , c n (−κ j − 4)), j = 1, 2. Then backward chordal (resp. radial) SLE(κ 1 ; ρ 1 ) commutes with backward chordal (resp. radial) SLE(κ 2 ; ρ 2 ).
Theorem 5.5. Let κ > 0 and ρ ∈ R n , whose first coordinate is 2. Then backward chordal (resp. radial) SLE(κ; ρ) commutes with backward chordal (resp. radial) SLE(κ; ρ).
6 Reversibility of Backward Chordal SLE Theorem 6.1. Let κ ∈ (0, 4] and z 1 = z 2 ∈ T. Suppose a backward radial SLE(κ; −κ − 6) process (L 1 (t)) started from (z 1 ; z 2 ) commutes with a backward radial SLE(κ; −κ−6) process (L 2 (t)) started from (z 2 ; z 1 ). Then a.s. they induce the same welding.
Proof. For j = 1, 2, let S j t = S Lj (t) and f j t = f Lj (t) . Let T j (·), j = 1, 2, be as in Definition 5.1. Let φ j be the welding induced by (L j (t)). Since −κ − 6 ≤ −κ/2 − 2, from the last remark in Section 4.3, we see that, for j = 1, 2, a.s. T j = ∞, S j ∞ = T \ {z 3−j }, and φ j is an involution of T with exactly two fixed points: z 1 and z 2 .
Fix
, is a partial backward radial SLE(κ; −κ − 6) process, after a time-change, started from (f 2 t2 (z 1 ); B L2(t2) ). Here we use B L2(t2) also to denote the unique point in the base of L 2 (t 2 ), which is equal to e iλ2(t2) , where λ 2 is a driving function for (L 2 (t 2 )). We have , and these two arcs share an end point. From (6.1), this then implies that the arc S is a proper subset of T\B L2(t2) , and B L2(t2) is an end point of S. Recall that, after a time-change, (f 2 t2 ) * (L 1 (t 1 )), 0 ≤ t 1 < T 1 (t 2 ), is a partial backward radial SLE(κ; −κ − 6) process. Since S = T \ B L2(t2) , the process is not complete. Then we conclude that S is contained in a closed arc on T that does not contain B L2(t2) because the force point is not swallowed by the process at any finite time, which contradicts that B L2(t2) is an end point of S. Thus, a.s. S share two end points. Since φ j swaps the two end points of any S j t , j = 1, 2, we see that a.s. φ 2 = φ 1 on ∂ T S 2 t2 . Let t 2 > 0 vary in the set of rational numbers, we see that a.s. φ 2 = φ 1 on t∈Q>0 ∂ T S 2 t2 , which is a dense subset of T. The conclusion follows since φ 1 and φ 2 are continuous.
We now state the reversibility of backward chordal SLE κ for κ ∈ (0, 4] in terms of its welding. Recall that a backward chordal SLE κ welding is an involution of R with two fixed points: 0 and ∞. Proof. Let (L 1 (t)) and (L 2 (t)) be commuting backward radial SLE(κ; −κ − 6) procesees as in Theorem 5.2, which induce the weldings ψ 1 and ψ 2 , respectively. The above theorem implies that a.s. ψ 1 = ψ 2 . For j = 1, 2, let W j be a Möbius transformation that maps D onto H such that W j (z j ) = 0 and W j (z 3−j ) = ∞, and W 2 = h • W 1 . From Corollary 4.8, K j (t) := W * j (L j (t)), 0 ≤ t < ∞, is a backward chordal SLE κ , after a time-change, which then induces backward chordal SLE κ welding φ j , j = 1, 2. Then φ 1 and φ 2 have the same law as φ. From (4.1), we get φ j = W j • ψ j • W −1 j , j = 1, 2, which implies that a.s. φ 2 = h • φ 1 • h. The conclusion follows since φ 1 and φ 2 has the same distribution as φ. , we see that a.s. N s → ∞ as s → ∞. So a.s.
N t = Im ft(z0) |f t (z0)| → ∞ as t → ∞, i.e., (3.4) holds.
If κ ∈ (0, 4], then since the backward chordal traces are simple, (3.5) holds. From the above lemma and Section 3.3, we see that, for κ ∈ (0, 4], the backward chordal SLE κ a.s. generates a normalized global backward chordal trace β, which we call a normalized global backward chordal SLE κ trace. Recall that β(t), 0 ≤ t < ∞, is simple with β(0) = 0, and i ∈ β; and there is F ∞ : H Conf C \ β, whose continuation maps R onto β such that (3.7) holds, and for any x ∈ R, F ∞ (x) = F ∞ (φ(x)) ∈ β. Now we state the reversibility of the backward chordal SLE κ for κ ∈ (0, 4) in terms of β.
Theorem 6.4. Let κ ∈ (0, 4), and β be a normalized global backward chordal SLE κ trace. Let h(z) = −1/z. Then h(β \ {0}) has the same distribution as β \ {0} as random sets.
Proof. For j = 1, 2, let φ j be a backward chordal SLE κ welding and β j be the corresponding normalized global trace. Then β j is a simple curve with one end point 0, and there exists F j : H Conf C \ β j such that F j (i) = i, F j (0) = 0, and F j (x) = F j (φ j (x)) for x ∈ R. From Theorem 6.2 we may assume that φ 2 = h • φ 1 • h −1 . Now it suffices to show that h(β 2 \ {0}) = β 1 \ {0}.
1 . Then G is a conformal map defined on C \ β 1 . It has continuation to β 1 \{0}. In fact, if z ∈ C\β 1 and z → z 0 ∈ β 1 \{0}, then F −1 1 (z) → {x, φ 1 (x)} for some x ∈ R \ {0}, which then implies that h • F −1 1 (z) → {h(x), h • φ 1 (x)}; since φ 2 • h = h • φ 1 , we find that F 2 • h • F −1 1 (z) tends to some point on β 2 \ {0}, so G(z) tends to some point on h(β 2 \ {0}). It was proved in [13] that a forward SLE κ trace is the boundary of a Hölder domain. Then the same is true for backward chordal SLE κ traces and the normalized global trace. From the results in [5] , we see that β 1 \ {0} is conformally removable, which means that G extends to a conformal map from (C\β 1 )∪(β 1 \{0}) = C\{0} onto C \ {0}, and maps β 1 \ {0} to h(β 2 \ {0}). Since G(i) = i, either G = id or G = h. Suppose G = h. Then F 1 = F 2 • h. Since F 1 (0) = F 2 (0) = 0, for j = 1, 2, F j maps a neighborhood of 0 in H onto a neighborhood of 0 in C without a simple curve. Since F 1 = F 2 • h, F 1 also maps a neighborhood of ∞ in H onto a neighborhood of 0 without a simple curve, which contradicts the univalent property of F 1 . Thus, G = id, and we get h(β 2 \ {0}) = G(β 1 \ {0}) = β 1 \ {0}, as desired. Now we propose a couple of questions. First, let's consider backward chordal SLE κ for κ > 4. Since the process does not generate simple backward chordal traces, the random welding φ can not be defined. However, the lemma below and the discussion in Section 3.3 show that we can still define a global backward chordal SLE κ trace.
Lemma 6.5. Let κ ∈ (0, ∞). Suppose β t , 0 ≤ t < ∞, are backward chordal traces driven by λ(t) = √ κB(t). Then a.s. (3.5) holds.
Proof. If κ ∈ (0, 4], a.s. the traces are simple, so (3.5) holds. Now suppose κ > 4. Let f t and L t be the corresponding maps and hulls. It suffices to show that, for any t 0 > 0, a.s. there exists t 1 > t 0 such that β t1 ([0, t 0 ]) ⊂ H. Let g t and K t , 0 ≤ t < ∞, be the forward chordal Loewner maps and hulls driven by √ κB(t). From Theorem 6.1 in [20] , for any deterministic time t 1 ∈ (0, ∞), the continuation of g −1 t1 a.s. maps the interior of S Kt 1 into H. From Lemma 3.1 and the property of Brownian motion, we see that, for any t 1 ∈ (0, ∞), f t1 has the same distribution as λ(t 1 )+g −1 t1 (·−λ(t 1 )), which implies that the continuation of f t1 a.s. maps the interior of S Lt 1 into H. Since a.s.
∞ n=1 S n = S ∞ = R ⊃ λ([0, t 0 ]), and (S t ) is an increasing family of intervals, we see that a.s. there is N ∈ N such that the interior of S N contains λ([0, t 0 ]). Let t 1 = N . Then f t1 maps λ([0, t 0 ]) into H, which implies that β t1 (t) = f t1 (λ(t)) ∈ H for 0 ≤ t ≤ t 0 . Question 6.6. Do we have the reversibility of the global backward chordal SLE κ trace for κ > 4?
Second, let's consider backward radial SLE κ processes. One can show that (3.8) a.s. holds. Since T = ∞, we may define a global backward radial SLE κ trace. Question 6.7. Does a global backward radial SLE κ trace satisfy some reversibility property of any kind?
Recall that the forward radial SLE κ trace does not satisfy the reversibility property in the usual sense. However, it's proved in [22] that, for κ ∈ (0, 4], the whole-plane SLE κ , as a close relative of radial SLE κ , satisfies reversibility.
Finally, it is worth mentioning the following simple fact. Recall that, if κ ∈ (0, 4], a backward radial SLE κ welding is an involution of T with two fixed points, one of which is 1. The following theorem gives the distribution of the other fixed point ζ, and says that a backward radial SLE κ process conditioned on ζ is a backward radial SLE(κ; −4) process with force point ζ. It is similar to Theorem 3.1 in [20] , and we omit its proof. 
