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Abstract
Working memory (WM) is the temporary storage of information to accomplish a future goal. The
WM delay period is the time after encoding but before retrieval when information is being maintained,
typically in the absence of relevant stimuli. Understanding how the brain supports maintenance during the
delay period, and how neural activity and connectivity are related to memory is critical for advancing both
basic knowledge as well as informing declines in memory and cognition related to neurodegenerative
diseases and healthy aging. An open question in the field of WM research is how information is stored
during this delay period. One theory suggests persistent neural activity supports the storage of information
while another theory suggests rapid synaptic weight changes (i.e., an activity-silent mechanism). While
support exists for both theories, numerous confounds complicate the experiments designed to distinguish
between these two theories. Most notably, studies typically use simple stimuli with short, predictable,
unfilled delay periods, with few studies examining this open question using complex visual stimuli. For this
dissertation four EEG experiments were conducted to answer three questions: 1) Does the type of
maintenance technique used during the delay period modulate the neural activity for complex visual stimuli?
2) What are the load-dependent delay activity and connectivity patterns associated with maintenance of
complex visual stimuli? And 3) How do patterns of delay activity and connectivity change when attention is
sustained during unpredictable delay period durations?
In the first set of experiments, we examined the role of rehearsal in maintaining complex visual
stimuli. We looked at the impact of rehearsal versus suppression of rehearsal using novel naturalistic
scenes that contained semantic content and phase-scrambled scenes that lacked semantic content. The
benefit of rehearsal was associated with increases in theta and alpha band amplitude, but only when the
stimuli lacked semantic content. The overall pattern of change in amplitude was similar for rehearsal and
suppression of rehearsal, regardless of the type of stimulus.
In the second set of experiments, we examined the role of attention in maintaining complex visual
stimuli. We used a similar set of stimuli to the first experiments, employing a load manipulation (low load-2
images, high load-5 images) while perceptual interference was present. While increasing the WM load,
particularly with complex stimuli, places a greater demand on attentional resources, interfering stimuli may
compete for the available resources. This was confirmed in the examination of theta and alpha amplitude,
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as amplitude was reduced for the high WM load as compared with the low WM load. We also analyzed
functional connectivity to identify the underlying brain networks that facilitated performance for the low load
condition and identified three supporting networks, including a frontal- posterior temporal network that is
responsible for filtering the interfering stimuli.
Additionally, in a separate experiment using similar stimuli, we randomly varied the delay interval
(short-2 sec, medium-5 sec, and long-9 sec) from trial to trial, which ensured sustained attention throughout
the delay period because participants did not know when the delay period would end and the probe would
appear. The delay activity associated with complex visual stimuli suggests a pattern of transient delay
activity for medium and long delay periods, regardless of load, with an early increase in event-related
synchronous activity (ERS) in alpha and lower beta activity (until 2-3 secs) followed by an extended period
of event-related desynchronous (ERD) in alpha and beta band activity, in parietal and parieto-occipital
regions. Sustained delay activity (i.e., ERS in alpha activity followed by a return to baseline) was only
observed for the short delay interval (~2 sec). Our results suggest that the pattern of ERS reflects an early
period of goal setting, in which attention is focused inward to prevent interference. As the delay interval
increases, the pattern of ERD reflects ongoing maintenance and associations with stored semantic
knowledge.
Finally, we compared the underlying brain networks that supported maintenance across all
experiments using connectivity measures. This comparison identified a different frontoparietal network that
is implicated in cognitive control and was found to be involved in both effortful maintenance (i.e., for stimuli
lacking semantic content) as well as maintenance that places an increased demand on attentional
resources (e.g., interference present or increased intervals).
These results provide some support for the persistent delay activity hypothesis, as there were
changes in delay activity from baseline throughout the delay period in all experiments, regardless of
maintenance technique, WM load or delay period interval. Furthermore, the delay period connectivity
analyses for all experiments implicate fronto-parietal and temporal networks in supporting maintenance and
suggest a flexible role of attention (e.g., filtering of interfering stimuli, control over attention) that varies
based on task demands. Together, these delay activity and connectivity findings inform the ongoing debate
about the neural dynamics that support visual WM.
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CHAPTER ONE
General Introduction
Working memory (WM) is the ability to hold information in the short-term and use it to guide goaldirected behavior (Baddeley, 2000b; Luck & Vogel, 1997). This ability is critical in our everyday lives to
make decisions, reason through a problem, or briefly remember a phone number until we find our phone.
The temporary storage of information in WM facilitates later retrieval of that information and is supported
by maintenance and attention (Baddeley, 2003, 2010). The roles of maintenance and attention, while often
assumed to be intimately linked in supporting WM, are often examined separately, especially in EEG and
imaging. An open question in the field of WM research is how information is represented in brain activity
during maintenance (termed: the delay period) and whether the activity reflects storage or attentional
processes. One theory suggests persistent neural activity supports the storage of information while another
theory suggests rapid synaptic weight changes (i.e., an activity-silent mechanism) or some combination of
both (Stokes et al., 2020). This dissertation will address three related questions about the neural activity
associated with WM maintenance: 1) Does the type of maintenance technique used during the delay
modulate the neural activity measured during the delay period? 2) What are the load-dependent delay
activity patterns associated with maintenance of complex visual stimuli? And 3) Do the delay activity and
connectivity patterns exclusively reflect the storage of information or does it also reflect attentional
processes (e.g., sustained attention)?
The field of WM research is vast, with ongoing debates in the behavioral realm as well as the
neuroscience application of WM. This dissertation will bridge work from the world of behavioral research
with the delay activity literature. More specifically, the experiments discussed in my dissertation will build
onto our understanding of attention and maintenance and how each modulates delay activity for complex
visual stimuli in WM and informs the ongoing theoretical debate about delay activity. These experiments
are not designed to address the ongoing debates in the behavioral literature, but the theories that inform
that debate will be addressed as we discuss the results. Primarily, we will explain how the results of these
experiments provide insight into the ongoing debate about how WM information is represented in the brain
during maintenance. First, we will introduce the prominent theories of WM; we acknowledge that there are
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many more theories of WM (see Adams et al. (2018) & Logie et al. (2020)) and that discussing these
theories is beyond the scope of this dissertation.
A long-standing debate in the behavioral literature exists over short-term memory and seeks to
provide support for if WM is supported by separable components or if there is one shared resource across
domains (Adams et al., 2018). One predominant model of WM is called the Multicomponent Model and it
suggests that WM is composed of multiple storage components (Baddeley & Hitch, 1974) with separate
underlying brain structures. The storage components include the central executive for directing attention
towards to-be-remembered information, the phonological store for verbal information with an associated
articulatory loop for rehearsal, and the visuospatial sketchpad for storing visual and spatial information
(Baddeley, 2003, 2010). Additionally, the episodic buffer serves as a multimodal storage component that
facilitates interaction with long term memory (Baddeley, 2000a; Baddeley et al., 2010; Baddeley et al., 2011;
Logie, 2011). Alternatively, the Embedded Process Model (Cowan, 1999) abandons the domain-specific
support system and suggests that regardless of the type of information (i.e. verbal or visual), information in
WM shares resources and is stored in the short-term in either the focus of attention, just outside the focus
of attention in activated long-term memory, or more permanently in long-term memory. One mechanism by
which information is maintained and kept in the focus of attention is by directing attention towards the
information, also called attentional refreshing (Camos, 2015; Camos & Barrouillet, 2014; Camos & Portrat,
2015). Both the Multicomponent Model and Embedded Process Model suggest that the repetition of
information via a process called articulatory rehearsal helps to keep information active, but it does not
engage attentional mechanisms (Camos et al., 2011). The purpose of this dissertation is to critically assess
our results in light of these different theories’ predictions.
In Chapter 2 we will discuss two EEG studies which employed a modified Sternberg WM Task with
complex visual stimuli. In the first experiment, we used naturalistic outdoor scenes, which are easy to label
and in the second experiment we used phase-scrambled versions of the naturalistic scenes which
contained the same features (i.e., color and spatial frequencies) but were difficult to ascribe a label to (i.e.,
lacked semantic content). In these experiments, we examine how manipulating the maintenance technique,
labeling the images during encoding and rehearsing during the delay period (termed: rehearsal condition)
versus not labeling during encoding and suppressing rehearsal during the delay period (termed:
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suppression condition), influences the pattern of delay activity and WM performance. The results of these
studies provide support for the benefit of active maintenance on memory for visual stimuli, namely using
rehearsal, but only when the stimuli lack semantic content. Moreover, we show how increases in alpha and
theta band activity are related to improvements in performance with rehearsal in the left anterior temporal
region. Regardless of the use of rehearsal or suppression of rehearsal, we find maintenance of complex
visual stimuli over longer delay periods (> 3 sec) results in transient patterns, such that an early pattern of
synchronous alpha and beta band activity is followed by a late desynchronous pattern of activity in the
same frequency bands, in parietal regions.
In Chapter 3 we will present EEG data that employed a similar experimental design to the studies
discussed in Chapter 2 and used a modified Sternberg Working Memory task with complex visual stimuli.
There were two important changes with this experimental design: 1) a working memory load manipulation
was introduced to increase task difficulty and 2) it introduced phase-scrambled visual stimuli into the delay
period that served as a perceptual baseline. The original goal of this experiment was to examine how
increasing the WM load for complex visual stimuli influences delay activity. The introduction of a perceptual
baseline during the delay period resulted in interference, which enables the examination of the role of
attention. So, in this experiment we also examine how the introduction of visual information into the delay
period impacts the delay activity associated with maintaining both a small and large amount of information
in WM. The results from this study suggest that interfering stimuli differentially capture attention based on
the WM load and impact performance. Protection from this interference is linked to increased connectivity
between right posterior and left frontal regions, specifically in the low-load condition when more attentional
resources are available. Additionally, functional connectivity between anterior temporal and posterior
temporal regions during the low-load condition suggests maintenance may have been supported by covert
rehearsal.
In Chapter 4 we will present EEG data that employed a modified Sternberg WM task with complex
visual stimuli. In this experiment there were two modifications to the experimental design described for
Chapter 3: 1) the working memory load remained constant (3 stimuli) and 2) the length of the delay period
was randomly varied. In this experiment, we examine how sustained attention influences the pattern of
delay activity and WM performance. Sustained attention is assumed during maintenance; however, making
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the probe choice response unpredictable ensures that attention remains sustained throughout. The results
of this study confirm that sustained delay activity is a product of short, predictable delay periods (i.e.,
increased, synchronous alpha band activity). With longer and unpredictable delay period lengths, delay
activity was transient in nature, with early patterns of synchronous alpha activity lasting until about 2-3 sec,
followed by an extended period of desynchronous alpha and beta band activity regardless of delay period
length.
In this introduction, we will first summarize the literature on rehearsal and attention as it relates to
visual memory. Second, we will discuss the relevant literature on delay activity in working memory and
describe how the current research has failed to address the roles of maintenance and attention. Finally, we
will discuss how the two seemingly disparate fields of behavioral research on rehearsal and attention, and
imaging research on delay activity, motivated the experiments described in this dissertation.
Rehearsal and Suppression
The importance of rehearsal in WM has been established through the blocking of the phonological
loop with articulatory suppression, which effectively prevents the ability to vocally or covertly rehearse
(Baddeley, 1996; Baddeley et al., 1984). Articulatory rehearsal, in which information is actively repeated,
either overtly (vocal rehearsal) or covertly (subvocal rehearsal), has been extensively studied for decades
(Baddeley et al., 1975; Brandimonte et al., 1992; Buchsbaum et al., 2005; Camos & Barrouillet, 2014;
Camos et al., 2009; Camos et al., 2011; Cermak, 1971; Fegen et al., 2015; Gruber, 2001; Kopp et al., 2006;
Landry & Bartling, 2011; Nees et al., 2017; Rose et al., 2014; Trapp et al., 2014). The behavioral advantage
of rehearsal has been established (Baddeley et al., 1975; Landry & Bartling, 2011) with the use of letters
(Bayliss et al., 2015), word lists (Camos et al., 2011), complex span tasks (Camos et al., 2009; Camos &
Portrat, 2015), and auditory sounds (Nees et al., 2017). In essence, if the letter or word is repeated over
and over again until the stimulus is to be retrieved, performance improves.
Visual information may also benefit from rehearsal (Baddeley, 2003, 2010; Baddeley et al., 1986;
Baddeley, 2002). The benefit of rehearsal for visual information has been shown with lexical stimuli, such
as reading words or digits (Ricker et al., 2010), symbols or shapes (Cermak, 1971), simple line drawings
(Brandimonte et al., 1992) and spatial arrays (Harmony et al., 2004). These studies suggest that rehearsal
with visual stimuli involves a recoding process in which the stimulus is given a verbal label or description
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and that verbal label is rehearsed. It has been suggested that recoding is an automatic process (Postle et
al., 2005), which only fails to occur if the stimuli are difficult to verbalize (Brown & Wesley, 2013). Some
studies have called into question the benefit of rehearsal altogether (Ricker et al., 2010; Souza & Oberauer,
2018), suggesting that not all stimuli benefit from this technique or that it does not benefit long-term memory.
In fact, continuous maintenance via rehearsal may not even be necessary, rather the prevention of
interference may be the key to successful maintenance (Oberauer, 2019a).
Rehearsal is commonly compared to articulatory suppression, a technique that prevents the
rehearsal of information through repetition of a word or phrase, such as the single-syllable word “the”
(Baddeley, 2012; Baddeley et al., 1984; Saito, 1997). Suppression is an important control condition for
understanding the role of recoding and rehearsal (Brown & Wesley, 2013) because this method preserves
the ability to focus attention on the information to be maintained. This is facilitated through attentional
refreshing of that information (Cowan et al., 2005) or temporary storage in WM stores (Baddeley & Hitch,
1974) without the disruption of attention (Morey & Cowan, 2005; Ricker et al., 2010). Multiple studies using
overt suppression have shown worse performance on recall and recognition tasks as compared with overt
rehearsal (Baddeley et al., 1975; Gruber, 2001; Landry & Bartling, 2011). While some studies have used
the traditional suppression method of repeating an unrelated word such as “the” over and over again
(Bayliss et al., 2015; Souza et al., 2015), other studies have employed methods like reading or solving a
simple arithmetic problem (Bayliss et al., 2015; Nees et al., 2017; Rose et al., 2014) to ensure participant
compliance and prevent rehearsal without disrupting attentional refreshing (Ricker et al., 2010; Rose et al.,
2014).
Recently, it has even suggested that suppression is not without an attentional cost and this puts
into question the effectiveness of suppression as a control condition altogether. Suppression is a method
that is specific to verbal processes without inhibiting other cognitive resources (Baddeley 1986). As a result,
suppression promotes reliance on the visual representation; therefore, if performance is impaired with
suppression, it suggests that the verbal recoding is essential for memory (Dent & Smyth, 2005). Research
has shown that suppression can actually impair visual memory for objects specifically, not necessarily the
location of an object in space (Dent & Smyth, 2005), which reinforces the importance of verbal recoding.
Furthermore, this suggests that some suppression methods may disrupt non-verbal processes such as
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attentional refreshing (Norris et al., 2019; Ricker & Cowan, 2010; Ricker et al., 2010). For example, the
production of randomness, such as letters or numbers, is an effortful process that consumes attention.
Research has found that random number generation taps into central executive resources, similar to the
attentional resources consumed by physical tapping (Saito, 1997).
The majority of studies that examine rehearsal have focused on verbal stimuli with a few studies
examining simple visual stimuli like shapes (Baddeley & Hitch, 2017). Studies that have looked at complex
stimuli (e.g., complex visual patterns, see Riby and Orme (2013)) are lacking in features such as color and
the rich detail that we encounter in our environment. Studies that do assess memory with complex stimuli,
such as naturalistic scenes, have mainly been concerned with scene processing (Malcolm et al., 2016;
Rousselet et al., 2004; Thorpe et al., 1996), memory for objects (Konkle et al., 2010), and identifying
changes within a scene (Hollingworth, 2005; Hollingworth & Henderson, 2002). The few studies (Baddeley
& Hitch, 2017; D’Agostino et al., 1977) that have utilized complex stimuli with color and detail (i.e., pictures
and natural scenes) did not examine or control for the maintenance strategy used. I will directly address
this gap in the literature by investigating the role of rehearsal in supporting WM for complex visual stimuli
in the experiments described in Chapter 2.
Attention
Attention and WM are two separate but related cognitive processes. While WM involves holding
onto information in the short-term, attention is defined as selecting a specific set of information while
ignoring any other information present (Awh et al., 2006). Attention, similar to WM, is believed to be capacity
limited (Logie, 2011). Models of WM have included attention to some extent (i.e., Baddeley’s Executive
Controller and Cowan’s Focus of Attention), although it has not necessarily been highlighted as a critical
component of all models (e.g., Baddeley’s Multicomponent Model). Moreover, how exactly attention
supports working memory is debated within these models (see Cowan et al. (2005)). Attention likely plays
a role in all stages of memory (i.e., encoding, maintenance, and retrieval) and is critical for successful
performance on a WM task. The role of attention in memory can be described as either externally-driven –
that is, towards the stimuli-to-remembered – or as internally-driven. Internally-driven attention represents a
top-down or executive control process, which is driven by the goal of the task (Awh et al., 2006; Logie,
2011; Oberauer, 2019b).
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The crucial role of attention in WM is supported by studies that incorporate external interference
into the maintenance phase. External interference is manipulated by either the presentation of irrelevant,
non-task related distractors that participants are told to ignore or by the addition of a secondary task that is
not related to the primary WM task (Awh et al., 2006; Clapp et al., 2010). Both types of interference can
disrupt maintenance by taking attentional resources away from the to-be-remembered information (Simon
et al., 2016; Soto et al., 2008).
Attentional allocation during a WM task is related to the difficulty of the task, which dictates the
level of attentional demand. Increasing the demand on attentional resources during the delay period, such
as with presentation of task-irrelevant information (Cowan, 2011), can negatively impact performance
(Chen & Cowan, 2009). Perceptual Load Theory suggests that attentional allocation will reach capacity
early in the selection process, depending on the amount or type of information presented during the
encoding phase (Lavie, 1995). One way to consume attention is to increase the memory load or the amount
of information presented, by presenting five stimuli during encoding as opposed to two stimuli, for instance.
Another way to consume attention is to increase the complexity of the stimuli, which will increase the
number of features that are to be processed (Chen & Cowan, 2009; Lavie, 2005). Manipulating the load
and complexity of stimuli will tax the perceptual processing or perceptual load during encoding (Simon et
al., 2016). If perceptual load reaches capacity, Lavie’s theory states that there will not be enough resources
left over to process additional information such as distractors that are presented during maintenance phase
(Lavie, 1995; Lavie & Cox, 1997).
If the goal of a WM task is to remember a set of presented stimuli, all of the attentional resources
available during maintenance should be allocated to that stimuli in a goal-driven manner (Awh et al., 2006).
This active use of attention to support a goal is termed cognitive control, which supports maintenance as
well as inhibits interference from irrelevant information (Dolcos et al., 2007). This top-down form of
attentional control helps to prioritize the stimuli and may work by biasing the information stored in WM
(Gazzaley & Nobre, 2012). Focusing of attention on the goal (i.e., maintain the stimulus) should be sufficient
to prevent interference but interference has been found to impact performance (Lavie & Cox 1997). In fact,
it is believed that the allocation of attention to the stimuli depends on the type of interfering information that
is presented during the maintenance phase. The more similar the stimulus and interfering information or
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distractor are, the more likely the distractor will consume attentional resources that are needed for
maintenance (Simon et al., 2016; Soto et al., 2008; Yoon et al., 2006).
The importance of sustained attention in the maintenance of information in WM has been
established in a number of WM paradigms, including the introduction of interference (Dolcos & McCarthy,
2006; Dolcos et al., 2007) and dual-task studies which involves the addition of a secondary task during
maintenance (Morey & Cowan, 2005; Ricker et al., 2010). When attention is captured by another task or
even interfering stimuli, performance declines as compared with maintenance that is uninterrupted.
Moreover, when attention is not impacted by interfering stimuli or a secondary task, attention is assumed
to be sustained throughout the maintenance period. If successful maintenance is related to sustained
attention, it would make sense that performance would suffer when attention is not sustained. However,
recent studies using retro-cue paradigms, in which a stimulus is either prioritized or deprioritized during
maintenance, suggest that information that is not in the focus of attention (i.e., deprioritized) is not entirely
forgotten as they are able to cued and brought back into the focus again (Rerko & Oberauer, 2013; Rerko
et al., 2014). In fact, it has been suggested that sustained attention on the target stimulus is not necessary
for maintenance (Oberauer, 2019b) and may only play a small role at the start of the maintenance process
(Oberauer, 2019b; Olivers & Roelfsema, 2020; Van der Stigchel & Olivers, 2019). These conflicting claims
about the role of attention in maintenance motivated the experiments in Chapter 3 and Chapter 4.
Delay Activity
While the above sections discuss the behavioral manipulations that established the importance of
maintenance and attention in WM, it is critical to understand how these processes are reflected in neural
activity. Delay activity refers to the neural patterns that are recorded during the maintenance phase or the
delay period of a WM task. This critical period of time, when information is being actively maintained typically
in the absence of stimuli, links the information that is learned during encoding to the period of time in which
that information is retrieved to accomplish a goal, such as recalling a previously presented picture.
Therefore, understanding the patterns of activity during this time period, as well as the factors that influence
these patterns, is of critical importance to understanding how memory is maintained and later retrieved
(Logie et al., 2003).
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Early research in awake-performing monkeys suggested that maintenance of information is
supported by persistent neural activity throughout the delay period (Goldman-Rakic, 1995) in selected
prefrontal neurons. Decades of research in animals and humans provide support for the persistent theory
of delay activity (Constantinidis et al., 2018; Sreenivasan et al., 2014; Sreenivasan & D’Esposito, 2019),
but these studies are not without confounding variables which are discussed below.
Imaging techniques such as electroencephalography (EEG) and magnetoencephalography (MEG)
have facilitated the examination of the delay period activity. Much of the research on delay activity has
focused on establishing the hallmark signatures of delay activity. Both contralateral delay activity and time
frequency analysis of oscillatory changes are common techniques for examining delay activity.
Contralateral delay activity (CDA) is a signature of the time-locked event-related potential (ERP) activity
during the delay period. These early studies, using a visual working memory paradigm called a change
detection task, established that the CDA reflects that amount of information being maintained in a visual
display, with a larger negative amplitude for increasing amounts of information (Feldmann-Wüstefeld et al.,
2018; Vogel & Machizawa, 2004). The CDA can be impacted by individual cognitive capacity (Vogel et al.,
2005). More recently, it was confirmed that the CDA reflects the amount of information stored not the
perceptual properties of the stimulus (Ikkai et al., 2010) and may also be related to whether or not the
features are meaningful (Asp et al., 2021). Additionally, the CDA may be influenced by the overall goal of
the task, in addition to remembering the target stimuli (Feldmann-Wüstefeld et al., 2018).
The role of attention in the maintenance of information has been studied using this neural signature,
although there is ample evidence that the CDA represents information in the current focus of attention (Luria
et al., 2016), it does not provide information about the different oscillatory bands which compose the ERP.
Oscillatory signatures of delay activity can provide critical information about maintenance as well as enable
inference about how brain regions are communicating to support maintenance. Early studies of EEG
oscillatory changes (Berger et al., 2014; Jensen et al., 2002; Khader et al., 2010; Tuladhar et al., 2007) and
MEG (Jokisch & Jensen, 2007; Meeuwissen et al., 2011; Palva et al., 2010) provide support for the hallmark
pattern of sustained delay activity underlying maintenance. Specifically, they show that synchronous alpha
activity (Bashivan et al., 2014; Palva et al., 2010) in parietal and occipital regions, as well as synchronous
frontal theta activity (Hsieh et al., 2011; Hsieh & Ranganath, 2014; Jensen & Tesche, 2002; Roberts et al.,
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2013) represent active maintenance of information during the delay period. Some studies have also found
decreases in the same frequency ranges (de Vries, Savran, et al., 2019; de Vries et al., 2017; Noguchi &
Kakigi, 2020) in which the task goals required prioritization of information in working memory, as opposed
to maintenance of all presented stimuli. These low-frequency oscillations in maintenance are therefore
linked to attentional processes, such as control over which information has access to working memory (de
Vries et al., 2020; de Vries et al., 2017) as well as actively inhibiting other areas from interrupting
maintenance (Bonnefond & Jensen, 2012; Jensen & Mazaheri, 2010). It may also be related to reducing
sources of distraction in the environment or even internal distraction such as mind wandering (Lorenc et
al., 2021). Increased synchronous beta activity has also been observed during the delay period. Beta range
activity is associated with motor preparation, including language planning and execution, and may actually
reflect rehearsal of information during the retention period (Hwang et al., 2005; Tallon-Baudry et al., 1999;
Weiss & Mueller, 2012).
While much of the above work on oscillatory changes in EEG support the theory of sustained delay
activity, more recently, the traditional theory of delay activity has been challenged (Ellmore et al., 2017;
Rose et al., 2016; Stokes, 2015). It has been suggested that sustained delay activity is the result of
averaging over many trials, which is a common practice of EEG/ERP and oscillatory pattern analyses
(Lundqvist et al., 2018; Miller et al., 2018). There is also recent evidence using TMS that suggests that not
all information that is maintained is reflected in delay activity, rather information may be activity-silent and
instead represented in changes in synaptic weights (Rose et al., 2016; Sreenivasan & D’Esposito, 2019).
In fact, in the absence of delay activity, information may be maintained through connectivity between brain
regions (Stokes et al., 2020). A recent study in our lab (Ellmore et al., 2017) also failed to provide support
for sustained delay activity, suggesting that the task design, namely the length of a typical delay period
(approx. 1-3 sec) and the type of maintenance strategy may contribute to a more transient pattern of delay
activity.
Finally, while examination of oscillatory changes during maintenance provide insight into which
brain regions are recruited and how these brain regions support ongoing maintenance, they do not address
network dynamics or how these regions communicate. Functional connectivity is a method that estimates
the degree of communication between two brain regions (or electrodes) during a period of interest (Fries,
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2005). These methods provide insight into the brain networks that support WM processes in addition to
identifying which brain regions are active during WM (Gazzaley et al., 2004; Zhang et al., 2016). While
differences in amplitude or power and changes in activity across the select WM period, such as the delay
period, are important for understanding WM processes (Pavlov & Kotchoubey, 2020), in the absence of
delay activity (i.e., activity-silent mechanisms) or even the absence of differences between two conditions
of interest, connectivity can provide an understanding of widespread network dynamics (Fries, 2005). In
addition to its application with EEG (Babiloni et al., 2004; Palva et al., 2010), this method has also been
applied to fMRI (Gazzaley et al., 2004; Hampson et al., 2006; Leung et al., 2004; Yoon et al., 2006). In
applying this method to EEG, increased theta band (Payne & Kounios, 2009; Tóth et al., 2012; Zakrzewska
& Brzezicka, 2014; Zhang et al., 2016), alpha (Palva et al., 2010), beta and gamma activity (Babiloni et al.,
2004) have been found between frontal and parietal regions. The involvement of the fronto-parietal network
in supporting WM maintenance has also been confirmed in fMRI (Bollinger et al., 2010; Hampson et al.,
2006). Additionally, research with primates has implicated frontotemporal connectivity as a better predictor
of WM performance, specifically in the beta band, than a specific region’s delay activity pattern (e.g, spiking
activity), which was attributed to object selectivity to support maintenance of the objects (Rezayat et al.,
2021).
The Current Dissertation
In Ellmore et al. (2017) complex visual stimuli were presented during the collection of high-density
EEG. During a relatively long 6-second delay period, participants were instructed to maintain randomly
presented complex visual images. Examination of delay activity during this period revealed a transient
pattern, with an early event related synchronous activity in the alpha and beta range until about 3-sec,
similar to the reported literature on oscillatory delay activity, followed by an opposite, desynchronous pattern
in the same frequency ranges. Performance was correlated in the right parietal region, with better
performance early in the delay period associated with increases in alpha and beta (Ellmore et al., 2017).
These findings, which provided some support for the traditional theory of delay activity, motivated us to ask
what could be contributing to this transient pattern, as the pattern of activity was not sustained throughout
the delay as we expected based on the literature. Similar to the behavioral WM literature, there were three
common task components that we noticed in almost all of the above described imaging WM delay studies:
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1) the types of stimuli used were usually verbal stimuli or simple and easy-to-name visual stimuli, 2) there
was no control over maintenance strategies, and 3) the length of the delay period was short (Buchsbaum
et al., 2005; Fegen et al., 2015; Gruber, 2001; Koelsch et al., 2009; Kopp et al., 2006; Ravizza et al., 2011;
Ruchkin et al., 1997; Trapp et al., 2014). This leaves open the question of how complex visual stimuli, such
as what we encounter in our everyday lives, are represented in delay activity, especially when the features
of the stimuli are meaningful (Asp et al., 2021). Moreover, many of the EEG studies that have examined
delay activity and how it facilitates retrieval of information from WM have generally failed to control for the
type of maintenance strategy employed during the delay period (Fegen et al., 2015), including our own
study (Ellmore et al., 2017). Few EEG studies have directly controlled for rehearsal strategies (Hwang et
al., 2005; Ruchkin et al., 1997), which is surprising because different strategies may engage different brain
regions and failure to control these strategies could result in conflicting neural observations (Logie et al.,
2003). The results of Ellmore et al. (2017) and these outstanding questions motivated the experiments
described in Chapter 2.
While the delay period is associated with the maintenance of information, the role of attention in
maintenance is also a matter of debate. It is often assumed that with maintenance, attention is focused on
the to-be-remembered stimuli. Most, if not all of the above WM behavioral and delay period EEG and
imaging studies, used short predictable delay period lengths between 1-3 sec and very often free from
distraction. While it is assumed that attention is maintained throughout the delay period, short and
predictable delay periods may reflect disengagement of attention, instead of continuous maintenance,
followed by engagement of attention only when a response is needed (Tamber-Rosenau et al., 2018). In
fact, the delay period may actually reflect more than just maintenance, such as expectations and
preparation of the upcoming task-based response (Gazzaley & Nobre, 2012) or even a period of mind
wandering (Lorenc et al., 2021). Therefore, examining how attention is engaged and whether or not
sustained attention influences delay activity, will inform the ongoing theoretical debate about the persistent
nature of delay activity. These questions about attention and how they can be used to modify our existing
WM paradigm, motivated the experiments discussed in Chapters 3 and 4.
In Chapter 2, we examined how controlling for rehearsal influences sustained delay activity. In
assuming that rehearsal does not capture attentional resources, resources are free and available to support
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maintenance. While controlling for rehearsal did not result in sustained delay activity throughout the delay
period, it left open the question of whether delay activity reflects maintenance exclusively or if it is influenced
by the availability and deployment of attention. Therefore, to address the role of how the availability of
attentional resources impacts maintenance and delay activity, in Chapter 3 a load manipulation was
introduced with a perceptual baseline that served as interference during the delay period. We found that
attention is involved in maintenance, and that capturing attentional resources negatively impacted the
retrieval of information stored in WM, as well as reduced delay activity. While it is evident that attention is
important when distraction is present, it was still unclear if attention is sustained throughout the delay period
or if it is transiently engaged during a predictable task response. Thus, in Chapter 4, we examined how
controlling for sustained attention, by making the delay period length and probe response unpredictable,
impacts delay activity. We found that that sustained delay activity is not necessarily the result of sustained
attention, but may be the result of short predictable delay periods. These data add to our understanding of
the role of rehearsal and attention in maintaining complex stimuli. Moreover, these data inform the
theoretical debate about persistent delay activity, providing some support for the persistent theory of delay
activity, and suggesting that delay activity for complex visual stimuli is transient in nature, especially with
longer delay periods.
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CHAPTER TWO1
Introduction
It is well documented that maintenance via rehearsal benefits memory for verbal stimuli, such as
words and numbers, typically through cumulative rehearsal when confronted with a list of verbal stimuli to
remember. Baddeley (Baddeley et al., 1986) established the idea that rehearsal benefits memory,
suggesting that the repetition of the to-be-remembered item will refresh the memory trace via the
articulatory process in the phonological loop. Studies support that blocking rehearsal with articulatory
suppression, repeating a word such as “the” over and over again, decreases performance compared with
when someone rehearses (Baddeley, 2012; Baddeley et al., 1984). Visual stimuli may also benefit from
rehearsal when the stimulus is recoded into a verbal representation (Brown et al., 2006; Souza & Skóra,
2017; Verhaeghen et al., 2006). However, the benefit of labeling and rehearsal may depend on the working
memory task and types of stimuli (Dent & Smyth, 2005; Sense et al., 2017; Souza & Oberauer, 2018).
Recently, studies using verbal stimuli in both serial recall and complex span tasks have suggested that
rehearsal does not benefit working memory (Souza & Oberauer, 2018, 2020).
Most visual stimuli, no matter how simple or complex, have an affiliated word representation (e.g.,
a picture of an ocean with sand and trees has a label of “beach”) which automatically links the stimulus with
stored semantic representations (Logie, 2011) that contains many features (e.g., sand and ocean) and
associated knowledge (e.g., beaches are located in warm places and have palm trees). Thus, combining
visual information with a semantic verbal representation may result in a deeper level of encoding (Craik &
Lockhart, 1972; Ensor et al., 2019) because the stimulus is encoded in both the visual and verbal domains
(Paivio, 1969). The novel features of the visual stimuli may also help to guide attention to salient features
which facilitates encoding (Nelson & Reed, 1976; Paivio, 1969). Few studies have examined whether
complex visual stimuli such as scenes benefit from recoding. The effect of recoding has been studied with
complex stimuli such as abstract shapes (Mayer et al., 2007; Song & Jiang, 2006) and complex patterns
(Brown et al., 2006; Orme et al., 2017; Riby & Orme, 2013). While some stimuli may benefit from recoding,
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especially if they contain high semantic content (Orme et al., 2017; Riby & Orme, 2013), not all stimuli
benefit from recoding (Chin & Schooler, 2008). Complex stimuli such as scenes may not benefit from
recoding or rehearsal, especially if features lack concreteness such as nameable colors or line orientations
(Verhaeghen et al., 2006).
In order to understand the mechanisms that support maintenance of visual information, it is critical
to examine neural activity during the delay period (Sreenivasan & D’Esposito, 2019) as it supports
successful retrieval from working memory. Delay activity has been defined as a period of increased and
sustained activation throughout the delay period (Sreenivasan et al., 2014; Sreenivasan & D’Esposito,
2019) and has been identified in prefrontal and posterior parietal regions. Similar to the behavioral rehearsal
literature, the delay activity literature has identified these patterns of maintenance with verbal and simple
visual stimuli, with few studies measuring delay activity during maintenance of complex visual stimuli.
Additionally, few studies of delay activity have controlled the maintenance strategy used by participants
during the maintenance of information which is surprising because maintenance strategies can differentially
engage brain regions (Fig2 - Sreenivasan and D’Esposito (2019)).
This traditional view of delay activity suggests that it is supported by persistent neuronal firing,
which maintains information online until a response is made (Constantinidis et al., 2018). Different types
of maintenance strategies may be used by the participant especially without explicit instructions. Rehearsal
engages language areas (Henson et al., 2000), especially for verbal stimuli (Baddeley, 2003). More
specifically, studies that control for maintenance have identified left temporal activation that reflects the
active use of the phonological loop during rehearsal (Baddeley, 2003; Baddeley et al., 1984). Activation in
the parietal region has been suggested as the store for visual information during maintenance and may
serve as the buffer in which information lives until it is needed for retrieval, analogous to the verbal
information store (Baddeley, 2003). In fact, it has been proposed that the visual cache, which holds nonspatial visual information, may overlap with the functions of the episodic buffer proposed in the
multicomponent model (Logie, 2011). The episodic buffer is believed to serve as the interface between the
information in the visual and verbal stores with stored semantic knowledge (Baddeley, 2000a). Thus, the
lateral posterior parietal cortex could represent the brain region in which the recoded verbal label is
associated with the visually stored picture and the long-term semantic associations, consistent with the
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output buffer hypothesis (Baddeley, 2000a; Hutchinson et al., 2009). Although, recoding has been proposed
to automatically occur with verbalizable stimuli (Postle et al., 2005) and rehearsal (Brown & Wesley, 2013),
other mechanisms may support maintenance such as attentional mechanisms that engage a different set
of brain regions. Attentional refreshing, which involves directing attention inward to selectively keep
information active and prevent interference from other brain regions, engages attentional mechanisms
(Cowan et al., 2005).
If maintenance strategies are not explicitly controlled, delay period activity is difficult to interpret
and may explain recent challenges to the established patterns (Miller et al., 2018; Sreenivasan &
D’Esposito, 2019). Controlling for these components is critical to identifying brain regions that support
memory for visual information and how activity in these regions changes when words and semantic
meaning are associated with visual information to support memory. In the present study two experiments
were completed to understand how articulatory rehearsal, namely repeating a generated label throughout
the delay period, influences short- and long-term memory for complex visual stimuli and the underlying
delay activity.
Our study recorded continuous EEG during a visual working memory task in which maintenance
strategy was controlled. Participants used either covert articulatory rehearsal or covert articulatory
suppression while maintaining two complex visual images. In Experiment 1, the complex visual images
were naturalistic outdoor scenes. In Experiment 2, the complex visual images were phase-scrambled
versions of the scenes presented in Experiment 1. Naturalistic outdoor scenes are easier to label than the
phase-scrambled versions, which lack semantic content but contain similar features (e.g., nameable
colors). Therefore, we increased task difficulty in Experiment 2. It was predicted that both types of stimuli
would rely on the phonological loop for recoding and rehearsal and the visual store for the visual component
of the stimulus. Additionally, labeling both types of stimuli would involve associations with semantic longterm memory, although the associations would be more effortful in Experiment 2 as labeling was likely not
automatic. Hence, greater attentional resources would be necessary to support a more effortful labeling
and rehearsal.
The neural patterns observed during maintenance were examined in order to understand how
maintenance strategy modulates delay activity for complex visual stimuli. We focused on the oscillatory
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correlates associated with working memory maintenance, theta and alpha band activity (Klimesch, 1996,
1999; Pavlov & Kotchoubey, 2020), and beta activity, which is associated with language-based
maintenance techniques (Weiss & Mueller, 2012; Weiss & Rappelsberger, 1998). Gamma band activity
has also been examined in WM (Jokisch & Jensen, 2007; Kopp et al., 2001, 2006) and has been associated
with attentional selection (Green et al., 2017). However, the role of gamma activity during maintenance is
less convincing and harder to isolate with scalp EEG (Pavlov & Kotchoubey, 2020), so the current study
focused on the established theta, alpha and beta oscillations. It was hypothesized that controlling for the
maintenance strategy by comparing articulatory rehearsal to articulatory suppression would result in
differences in behavioral performance and delay period activity. Regardless of the type of complex visual
stimulus, it was predicted that articulatory rehearsal would provide a behavioral advantage over
suppression both in tests of working memory and immediate long-term memory. Delay activity during
articulatory rehearsal would be sustained throughout the delay period for both types of complex stimuli, in
the alpha and beta bands in parietal regions, and correlated with performance. Additionally, it was predicted
that there would be increased and sustained delay activity, in the alpha and theta bands in frontal regions,
with increasing task difficulty.
Methods
Participants
Experiments 1 and 2 were conducted at The City College of New York (CCNY), a large institution
located in a large urban city. CCNY is a non-traditional institution that consists of diverse population of
students from many backgrounds and ages. The study was approved by the Institutional Review Board of
The City University of New York Human Research Protection Program (CUNY IRB). A total of 54
participants provided informed consent and completed the study. Participants were adults between the
ages of 18 and 56, with normal or corrected vision, and with no self-reported cognitive or psychiatric
illnesses. Our study includes a representative sample of CCNY students, with an age limit below the current
age for age-related impairment (Alzheimer's Association, 2019). The study was carried out following the
CUNY IRB guidelines and regulations. Participants were compensated with either 15 dollars or one extra
course credit per hour of participation. The behavioral task with EEG recordings took approximately 2 hours
to complete.

17

Experiment 1
One participant was excluded from Experiment 1 of the study for failure to follow instructions
resulting in a final sample in Experiment 1 of 29 participants (age = 25.4 (8.1) years, 14 females). For EEG
analysis, a total of 6 participants were excluded: 5 participants for noisy or unusable EEG recordings and
1 participant for failing to follow instructions resulting in a final sample for Experiment 1 consisting of 24
participants (age = 25.8 (8.6) years, range 18-56, 11 females).
Experiment 2
Four participants were excluded because of computer malfunction preventing recording of
behavioral responses, resulting in a final sample of 20 participants (age = 24.8 (9.5) years, range 18-56, 12
females).
Experimental Design and Statistical Analyses
Task
Participants completed a modified version of a Sternberg WM Task (Sternberg, 1966), with distinct
phases (e.g. encoding, delay period, probe choice). The overall study design consisted of two working
memory (WM) tasks (see Figure 1; 100 trials per task) and a delayed old-new recognition task (150 trials)
approximately 10-minutes later. During this short 10-minute break, participants remained in the lab and did
not engage in any tasks (Ellmore et al., 2015).
For the WM tasks, participants were presented with a fixation cross (1 sec) that indicates the start
of the trial, followed by 2 images in succession (2 sec each), a blank screen during the delay period (6 sec),
a probe choice (2 sec), which includes either one of the earlier presented images or a new image, and a
phase-scrambled image (1 sec) that indicates the end of the trial. The long 6-sec delay-period is indicative
of real-world scenarios for maintaining information and has been used in similar studies of memory (Ellmore
et al., 2017). The participant made probe choices using an RB-530 response pad (Cedrus Inc). If a probe
matched one of the previously presented images from the encoding set, the participant pressed the green
(right) button on the response pad. If the probe did not match the encoding set, the participant pressed the
red (left) button.
Before completing the WM tasks, a short 10-trial practice set was completed with the experimenter
and feedback was provided after each trial. For the first 3 rehearsal practice trials, the experimenter
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provided example labels for each image and rehearsed the labels out loud. During the remaining rehearsal
practice trials, participants were encouraged to generate the verbal labels during encoding and rehearse
out loud during the delay. For the first 3 suppression practice trials, the participant was reminded not to
generate a label and the experimenter repeated “the..the..the” out loud during the delay period at a pace of
1 word per second. During the remaining suppression practice trials, participants were reminded not label
the images during encoding and repeat “the” out loud during the delay, to confirm task compliance. Before
beginning the task, participants were reminded to rehearse or suppress covertly (silently), and compliance
was confirmed throughout the test session via intercom.
For the articulatory rehearsal condition (termed: rehearsal condition), during presentation of the
images (i.e., the encoding phase), participants were instructed to generate a verbal label (i.e., descriptive
label like “beach”). During the delay period participants were instructed to rehearse covertly (i.e., using their
inner voice) the label they generated; they were instructed to rehearse throughout the entire delay period.
For the articulatory suppression condition (termed: suppression condition), participants were discouraged
from generating a verbal label during the encoding phase and instructed to repeat the word "the" covertly
throughout the delay period (Baddeley et al., 1975; Landry & Bartling, 2011). Suppression was used to
block verbal rehearsal by engaging the articulatory process of the phonological loop with an unrelated word.
This suppression task uses repetition of a non-task related word such as “the” over and over again
(Baddeley et al., 1975; Landry & Bartling, 2011; Ricker et al., 2010). This classic suppression task was
chosen over an alternative task such as random number generation or a math problem because these
alternative tasks engage attentional processes. The goal of suppression is to block rehearsal without a
demand on attention, which has been demonstrated to have a longer term effect on memory tasks (Norris
et al., 2019; Ricker et al., 2010). Participants completed both the rehearsal and suppression conditions in
a randomized order.
The recognition task was a mix of any encoding image from either the rehearsal or suppression
conditions (40 images from each condition), as well as new images (70 images). Participants indicated if
the images were old or new by button press. During the recognition task, participants indicated if the image
was presented in either of the working memory conditions or if it was a new image. If they indicated that
they saw the image in one of the earlier working memory conditions, they were asked to indicate if they
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remembered labeling the image and verbally stated the label that was used. During the recognition task
participants were required to respond (i.e., indicate if the image was old or new) before providing the label
verbally. Participants were given unlimited time to provide the label overtly. This confrontation of participants
during the recognition task by the experimenter served as task-check to see if participants followed
instructions. All participants, except one who was excluded from the analysis, confirmed that they followed
instructions and indicated the condition in which they saw the old images (i.e., rehearsal vs. suppression).
Although the generated labels were reviewed during the recognition task to confirm task compliance, they
were not systematically analyzed.
Experiment 2 was a replication of Experiment 1 with phase-scrambled stimuli to increase task
difficulty by removing semantic content. A complex visual stimulus that has not been evaluated to our
knowledge is a phase-scrambled scene which is difficult to recode, specifically with one-word
representations, and is often described based on basic features (e.g., colors or line orientation). The
difficult-to-describe nature of these stimuli make them suitable for studying visual memory because it is not
likely to be automatically recoded or to trigger a deeper semantic representation (Brown et al., 2006; Brown
& Wesley, 2013). Therefore, these stimuli are well suited to assess benefits of maintenance strategies (i.e.,
articulatory rehearsal) for storing and remembering complex visual information.
Stimuli
The stimuli were presented as 800 by 600 pixels on a gray background. Precise stimulus timings
were recorded using a photosensor that was located on the computer monitor in the upper right corner. The
photosensor detected stimulus onset and offset using a small black box presented on the gray background.
The small box was present whenever a stimulus was present and was not visible to participants. The timings
were then coded to represent the separate events (e.g., delay period, probe, etc.). In Experiment 1, stimuli
consisted of high-resolution, color outdoor scenes, which did not contain any faces or words. Scenes were
randomly selected from the SUN database (Xiao et al., 2010) and were resized to 800 by 600 pixels.
Experiment 2 employed the same design as Experiment 1 with Fourier phase scrambled (Matlab, v2016)
versions of the scenes used in Experiment 1 (Figure 1c and d). Importantly, the scenes contained the same
colors and spatial frequencies as the scenes used in Experiment 1 but lacked semantic content. It was
more challenging to generate labels because phase-scrambling removes all semantic content.
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Behavioral Analysis
Behavioral data were processed in Python 3.0, and plots were created using Seaborn (v0.9.0) with
custom scripts. Statistical analysis was conducted in JASP (v0.9.0.1) using paired-samples t-tests to
compare behavioral accuracy and reaction time between conditions (rehearsal vs. suppression) on the WM
and recognition tasks and Pearson correlations between behavior and delay activity.
EEG Acquisition, Processing and Plots
EEG Acquisition and Processing
Continuous 64-channel EEG was collected at a sampling rate of 1000 Hz using an active electrode
system with actiCHamp system (Brain Products). Electrodes were reduced to an impedance of 25 kOhms
or lower, per the manufacturer’s specifications. Channels with an impedance above 25 were interpolated.
The reference electrode was the left mastoid (TP9) and was re-referenced offline to the common average
reference. Data were visually inspected and muscle artifacts were identified and marked for removal. Eye
blinks were corrected with a pattern-matching algorithm using principle component analysis (Ille et al., 2002;
Picton et al., 2000). The method removes the variance associated with a blink, from each channel, using
LOC and ROC channels (opposite deflection pattern > 100 µV). Artifact-corrected data was used for all
analyses.
Participants were included in the EEG analysis if they had more than 50 delay periods that survived
the artifact scan in both the rehearsal and suppression conditions. Trials were excluded based on BESA
Research criteria for artifact rejection: trials were excluded for amplitude > 148 µV, gradient > 75 µV, lowsignal criteria > 0.1. To maximize the number of trials included, amplitudes above 148 were manually
reviewed and may have been included on an individual trial basis. In Exp 1, the average number of delay
periods was 77 for suppression and 78 for rehearsal and in Exp 2, it was 80 for each condition, with no
significant differences between the number of delay periods included (p > .05).
EEG Time Frequency Analysis
Time-frequency analyses (TFA; absolute amplitude and temporal spectral analysis) were
conducted on artifact-corrected delay periods (0 to 6000 ms) and bandpass-filtered between 4 and 30 Hz.
Complex demodulation of the recorded EEG signals for each trial was carried out in BESA Research v6.1
(Hoechstetter et al., 2004; Papp & Ktonas, 1977). A detailed description of the demodulation can be found
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in Ellmore et al. (2017). Briefly, the timeframe (t) was set as the entire delay period (0 to 6000 msecs) and
the baseline was set to the same period (Ellmore et al., 2017). The finite impulse response (FIR) filter was
applied in latencies of 100 msecs and 0.5 Hz steps. First, the raw amplitude of brain activity within each
frequency and latency bin was generated for condition (termed Time Frequency Analysis or TFA). Then,
the amplitude within frequency bin across time was compared to the baseline amplitude and averaged over
trials (termed Temporal Spectral Analysis or TSA). The TSA is:

𝑇𝑆𝐴 =

𝐴(𝑡, 𝑓) − 𝐴𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒(𝑓)
∗ 100%
𝐴𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒(𝑓)

A(t,f) = amplitude during the timeframe of interest and frequency
Abaseline (f) = mean amplitude in the frequency band during the baseline period
Temporal Spectral Analysis is expressed as a percent change in amplitude. The resulting TSA is a value
that is either positive or negative. A positive change represents enhancement of activity (or synchronization)
and a negative change represents a suppression of activity (or desynchronization) relative to the event of
interest, the delay period (Pfurtscheller, 2001; Pfurtscheller & Da Silva, 1999).
A brain source montage was applied to TFA to distinguish between broad, potentially overlapping
sources (e.g., frontal, central, parietal, etc.). The brain region montage consists of 15 discrete regions and
source-level analysis calculates weighted combinations of the recorded scalp electrodes in order to reduce
the amount of overlap (Hoechstetter et al., 2004; Scherg, 1992). This source-level analysis provides a
simple but powerful way to reduce the spatial overlap of the sensor-level activity (Ellmore et al., 2017).
EEG Plots
A Brain Vision Matlab script for reading BESA-generated files into other packages
(https://www.besa.de/downloads/matlab/) was used to read in the TFA files. BESA’s TFPlot was used to
generate the full-trial TSA plot. The TFA and TSA delay period average plots were recreated using custom
scripts and generated in Python. The significant clusters from permutation tests that were generated in
BESA Statistics, were retraced in Adobe Illustrator v2019, and overlaid on the python-generated TFA
average plots. Average TFA by frequency was calculated using custom Python scripts. The frequency band
differences were calculated by averaging the absolute amplitude within a given frequency band across the
entire delay period (0-6000 msec) for rehearsal and subtracting the corresponding value for the suppression
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condition. The frequency (f) ranges under consideration were 4 to 30 Hz: theta (4-8 Hz), alpha (8-13 Hz),
and lower and upper beta (13-20 and 20-30 Hz, respectively).
EEG Statistical Analysis
Scalp-level TFA and source-level TFA were compared using paired-samples t-tests with
corrections for multiple comparisons using non-parametric cluster permutation testing (N = 1,000
permutations) (Maris & Oostenveld, 2007) in BESA Statistics v2.0. In order to account for multiple
comparisons across frequency, time, and sensor space, non-parametric permutation t-tests or correlations
were run. The analyses result in a cluster value. For the t-test, the cluster value is a sum of t- values and
for a correlation, the cluster value is a sum of the r-values for the data points in a group of adjacent bins
(sensor (<4 cm distance), time (100 msec), frequency (0.5 Hz) bins). A null distribution of summed t-values
for the t-test analysis or r-values for the correlation analysis are generated from random clusters across
subjects and across time-frequency bins. Significant clusters are summed t- or r-values within a timefrequency domain that exceed a specific threshold and are then compared to the random null distribution
(Maris & Oostenveld, 2007). Significant clusters were defined as p-value less than or equal to 0.05 and
marginally significant was defined as less than or equal to 0.1. Cluster permutation tests involve sensors
that are <4 cm apart, which suggests that if a significant finding occurs across neighboring electrodes it is
unlikely that the effect is due to chance. This type of non-parametric permutation test overcomes the Type
I error that can occur with multiple comparison testing. Significant clusters are indicated with a mask, either
blue or orange. An orange cluster represents greater amplitude for one condition versus another (always
rehearsal compared to suppression) for the TFA or event-related synchronization for the TSA. Blue
represents a smaller amplitude (for rehearsal versus suppression) for the TFA or event-related
desynchronization for the TSA.
Results
Experiment 1
Behavioral. Performance on the working memory task revealed that there was no significant
difference between rehearsal and suppression (0.95 vs. 0.95 proportion correct, t(28) = .70, p = 0.49, d =
0.13), suggesting that rehearsal did not provide a short-term behavioral advantage (Figure 2a and b). There
was no significant difference in reaction time between rehearsal and suppression (951.50 vs. 970.28 msec,
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t(28) =-1.19, p = 0.24, d = -0.22) for correct responses on the on the working memory task. Similarly, there
was no long-term behavioral advantage on the delayed recognition task for rehearsal vs. suppression (0.80
vs. 0.78 proportion correct, t(28) = 1.38, p = 0.18, d = 0.23).
EEG. Change in sensor-level amplitude over time (temporal spectral analysis) reveals a transient
pattern of delay activity during maintenance throughout the 6 sec delay period (Appendix I - Supplementary
Figure 1a). It is transient because activity was increased and synchronous early in the delay period in the
upper alpha and lower beta range (500 msec to 3000 msec) but became desynchronous later in the delay
period (4000 msec to 6000 msec). Temporal spectral analysis revealed no significant difference between
rehearsal versus suppression (p = 0.08), nor was rehearsal significantly correlated with working memory (p
= 0.46) or recognition performance (p = 0.28). This suggests that the early pattern of event-related
synchronization or enhancement (ERS) in alpha and beta and the late pattern of event-related
synchronization or suppression (ERD) in the same frequency bands was the same regardless of the
maintenance strategy. The full trial time frequency analysis revealed similar patterns of ERD in alpha and
beta range (Appendix I - Supplementary Figure 2a). This transient pattern of delay activity was found across
all sensors. The strongest increases and decreases in activity were observed in the bilateral parietal and
parieto-occipital sensors.
Sensor-level changes in absolute amplitudes between the two conditions (n=24 subjects) with
corrections for multiple comparisons revealed 100 significant clusters (Appendix I - Supplementary Table
1, p < .05). Sensor-level analysis revealed two distinct patterns of activity for the rehearsal and suppression
conditions (Appendix I - Supplementary Figure 3). For the rehearsal condition (Figure 3 a and c – P8
electrode - orange clusters), amplitude was greater in the theta and beta range for the left frontal, bilateral
fronto-temporal, and central regions, and in the beta range for the right parietal region, throughout the delay
period. For the suppression condition (Figure 3 a and b – F1 electrode - blue clusters), the amplitude was
greater in the upper alpha and lower beta range in the mid-frontal regions early in the delay, and in the
theta and upper alpha range in the midline and centro-frontal, right parietal, and occipital regions later in
the delay.
Source-level analysis of the absolute amplitudes found 57 significant clusters across 13 of the 15
brain regions. The main source of activity for the rehearsal condition was central midline (CM_BR; 12
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clusters, Time 100 to 6000 msec, Frequency 12-29 Hz), but overall changes were apparent over numerous
brain regions. In the suppression condition, three regions were identified as sources of activity including the
right temporal parietal region (TPR_BR; 8 clusters, Time 800 to 5400 msec, Frequency 10.5-17.5 Hz), the
left temporal parietal region (TPL_BR; 8 clusters, Time 0 to 5900 msec, Frequency 7-12.5 Hz), and the
right anterior temporal region (TAR_BR; 11 clusters, Time 100 to 5800 msec, Frequency 15-30 Hz) regions.
The TPL_BR and TPR_BR amplitude differences are more concentrated in the upper alpha and lower beta
ranges, whereas the TAR_BR activity was mainly in the beta range.
Experiment 2
Behavioral. When task difficulty increased, there was both a significant short-term advantage of
rehearsal (Figure 2c and d) compared to suppression (0.85 vs. 0.78 proportion correct, t(19) = 7.93, p < .001,
d = 1.77) as well as a long-term advantage during rehearsal compared to suppression (0.71 vs. 0.62
proportion correct, t(19) = 4.58, p < .001, d = 1.02). There was no significant difference in reaction time
between rehearsal and suppression (1080.31 vs. 1060.47 msec, t(19) =1.143, p = 0.27, d = 0.26) for correct
responses on the WM task.
EEG. It was predicted that rehearsal and suppression would produce similar EEG delay period
activity as in Experiment 1 since participants would be engaging in the same maintenance strategy, which
should engage similar brain regions. Change in sensor-level amplitude over time (temporal spectral
analysis) confirmed a transient pattern of delay activity during maintenance (Delay Period: Appendix I Supplementary Figure 1b and Whole Trial: Appendix I - Supplementary Figure 2b).
Sensor-level temporal spectral analysis showed transient changes, similar to the delay activity
pattern observed in Experiment 1, across all sensors. Activity was increased and synchronous in the early
delay period and became desynchronous later in the delay with the greatest change observed in bilateral
parietal and parieto-occipital sensors. Comparison between the rehearsal and suppression conditions using
temporal spectral analysis revealed three clusters of significantly different activity (Appendix I Supplementary Table 3). An early (0-1400 msec) and a late (3900-6000 msec) cluster represents alpha
and beta ERD greater for the rehearsal condition as compared with suppression. The opposite pattern of
TSA was identified in the middle of the delay period (1100-4600 msec) in which ERS was greater in the
alpha and beta regions for the rehearsal condition as compared with suppression. Activity during rehearsal
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was also significantly correlated with WM performance (Figure 4a and b; Cluster 1: blue-negative
correlation, cluster value = -38801.2, p = 0.005, Cluster 2: orange-positive correlation, Cluster value =
20445.5, p = 0.065), but not performance on the recognition task (Figure 4c; p = 0.62). Early ERS of alpha
and beta activity was associated with better performance, and later ERD of the same frequency bands was
associated with better performance on the WM task.
Sensor-level analysis of the absolute amplitude between the two conditions (n = 20 subjects) with
corrections for multiple comparisons revealed 15 significant clusters (Appendix I - Supplementary Table 2,
p < 0.05). Greater amplitude was observed in the upper alpha and beta ranges across a majority of the
sensors for the rehearsal condition as compared with the suppression condition, specifically in the bilateral
temporal, occipital and parietal regions, and left frontal region (Appendix I - Supplementary Figure 4). The
pattern of delay activity appeared to be sustained until about 3000 msec and then decreased in amplitude
until the end of the delay period, specifically in right parietal and occipital regions (Figure 5a and b – P08 –
orange cluster). There was also a brief early period (Time 0 to 1800 msec) in which greater amplitude was
observed in the suppression condition in the theta, alpha, and beta range (blue cluster).
Source-level analysis of absolute amplitudes revealed 67 significant clusters across 11 of the 15
brain regions (Appendix I - Supplementary Figure 5). Of the significant clusters, a focus of activity in the
rehearsal condition was observed in the left anterior temporal region (TAL_BR; Figure 6a and b, 10 clusters,
Time 0 to 6000 msec, Frequency 4-30 Hz), left parietal (PL_BR; 10 clusters, Time 0 to 6000 msec,
Frequency 6-30 Hz), and midline parietal region (PM_BR; 6 clusters, Time 0 to 6000 msec, Frequency 2030 Hz) regions. For the suppression condition, an early focus of activity (Time 0 to 14000 msec) in the alpha
range (Frequency 7-13.5 Hz) was found in the right and left parietal, parietal midline, and occipito-polar
midline regions; a later focus in the theta range (4-8 Hz) was found in the same brain regions as well as in
the right frontal region (Time 3800 to 6000 msec).
Cross-Study Comparisons
Correlations between absolute amplitude and performance were run to see how changes in
amplitude relate to changes in performance for Experiment 1 and Experiment 2. For Experiment 1,
performance was not significantly different between conditions (Appendix I - Supplementary Figure 6). The
differences in performance were not significantly correlated to differences in amplitude for any region or

26

frequency range. In Experiment 2 however, significant correlations between absolute amplitude and
performance were found exclusively in the TAL_BR region. Figure 7 shows the correlations for each region
identified as a potential source of rehearsal by frequency. Increases in both theta (r = 0.48, p = 0.034) and
alpha (r = 0.52, p = 0.019) oscillations are related to improved performance when rehearsal is employed.
Importantly, the significant correlations for the TAL_BR region suggest that increases in theta and alpha
band activity are related to improved short-term performance, when rehearsal is employed with images that
lack semantic content.
An exploratory comparison between results of Experiment 1 and Experiment 2 is included in the
Appendix I - Supplementary Results.
Discussion
The role that rehearsal plays in modulating neural delay activity remains an open research
question. Experiments 1 and 2 examined how controlling for maintenance strategy impacted the delay
activity observed during a visual WM task. A behavioral advantage of rehearsal was observed only when
the stimuli lacked semantic content (i.e., phase-scrambled scenes). Examination of changes in delay
activity over time during rehearsal with intact scenes (Experiment 1) and phase-scrambled scenes
(Experiment 2) failed to reveal a sustained pattern of delay activity. Rather a transient pattern of delay
activity with an early synchronous pattern in the alpha and beta ranges during the first half of the delay
period followed by a desynchronous pattern of activity in the same ranges until the probe choice were
observed. Additionally, early synchronous alpha and beta range activity and greater desynchronous activity
in the same ranges was related to better short-term performance for the rehearsal condition with phasescrambled scenes.
Examination of absolute amplitude during rehearsal with intact scenes (Experiment 1) and
separately with phase-scrambled scenes (Experiment 2) revealed differences in all observed frequencies
ranges when compared with suppression. Additionally, the TAL_BR, PL_BR, and PM_BR regions were
identified as a source of delay activity during rehearsal. In fact, improved performance on rehearsal (as
compared with suppression of rehearsal) in the former region (TAL_BR) was related to increases in the
alpha and theta frequency bands. Interestingly, this was only the case when the stimuli lack semantic
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content, suggesting that increases and alpha and theta are important when maintenance requires increased
effort (i.e., automatic vs. non-automatic labeling).
In Experiment 1, generating a meaningful label for novel scenes and rehearsing them during the
delay period provided neither a short- or long-term behavioral advantage. Comparison of sensor-level delay
activity revealed a distinct pattern of greater amplitude in the beta range in the right parietal and
centromedial regions for rehearsal compared to suppression. This activity was not correlated with either
short- or long-term memory. Source-level analysis of EEG activity during rehearsal did not reveal any clear
sources of activity. Additionally, comparison of change in amplitude over time did not reveal differences
between the conditions. It did, however, reveal a transient pattern of change in amplitude in the alpha and
beta ranges throughout the delay, with an early synchronous pattern followed by a late desynchronous
pattern of activity. The lack of neural difference between change in amplitude over time between the
suppression and the rehearsal condition, suggests that the same transient pattern of activity supported the
near-ceiling performance in each condition.
When task difficulty increased in Experiment 2 using phase-scrambled scenes there was both a
significant short-term as well as a long-term advantage with labeling and rehearsal. Sensor-level EEG
activity during rehearsal showed greater amplitude in the upper alpha and beta ranges, specifically in the
bilateral temporal, occipital and parietal regions and a left frontal region. Source-level analysis revealed a
focus of activity during the rehearsal condition in the left anterior temporal, left parietal and parietal midline
regions. Examination of the change in amplitude over time confirmed the transient pattern of delay activity
that was observed in Experiment 1. Additionally, sensor-level temporal spectral analysis for rehearsal was
significantly different from suppression and was also correlated with short-term memory, with better
performance associated with greater enhanced alpha and beta activity early in the delay period and greater
suppression of these oscillations later in the delay period. The significant difference in neural activity
between the suppression and the rehearsal condition suggests that increases in the alpha and beta ranges
(early in the delay) and decreases in the same ranges (later in the delay) are modulated by the use of
rehearsal and the amount of effort associated with recoding and rehearsing.
Role of Rehearsal in Visual Memory
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The role of rehearsal in supporting visual memory remains unclear, especially whether or not
rehearsal benefits complex visual stimuli. Experiment 1 used intact, novel outdoor scenes that contained
semantic information and were easy to generate a descriptive label for (e.g., a beach). In the rehearsal
condition, label generation provided a dual means of encoding (Brown et al., 2006; Nelson & Reed, 1976;
Paivio, 1969), one in the visual and one in the verbal domains, which was intended to benefit memory.
However, there was no difference in performance on the short- or long-term memory task with intact scenes,
which suggests that complex scenes do not benefit from this type of maintenance strategy. Complex scenes
automatically trigger stored semantic associations (Ensor et al., 2019); as a result, the association provided
automatic deeper encoding (Craik & Lockhart, 1972) for both conditions. It has also been established that
humans can remember thousands of images after only seeing the images for a brief time (Brady et al.,
2008; Standing, 1973; Standing et al., 1970). This ability is termed the picture superiority effect (Stenberg,
2006) and may also account for the fact that performance for images was near ceiling regardless of
maintenance strategy.
The benefit of a recoding a visually presented stimulus may depend on whether semantic
associations are automatically accessed without labeling (Santangelo, 2015; Souza & Skóra, 2017). In
Experiment 1 automatic semantic associations occurred; thus, the addition of rehearsing with a generated
label offered no more benefit than accessing those stored associations (Brown & Wesley, 2013; Ensor et
al., 2019; Nelson & Reed, 1976). Although some stimuli such as spatial layouts may not benefit from
recoding (Postle et al., 2005), some complex stimuli may benefit from this processes. In Experiment 2,
phase-scrambled images that lacked semantic content were used and these images benefited from
recoding and rehearsal. This suggests that the benefit of rehearsal depends on the ability to associate
semantic meaning; therefore, when participants generated a label and rehearsed throughout the delay
period, they engaged in deeper encoding and elaborative rehearsal (Brown et al., 2006; Cermak, 1971;
Craik & Lockhart, 1972; Ensor et al., 2019; Phaf & Wolters, 1993) improving short-term memory for these
stimuli as well as long-term memory. These findings are consistent with the idea that generating a label and
rehearsing is only beneficial to visual stimuli when semantic information is not automatically accessed
(Nelson & Reed, 1976) because it may direct the subjects’ attention to salient features (Souza & Skóra,
2017) to support memory.
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The effect of recoding on WM has been studied behaviorally for decades with some studies
suggesting that the addition of verbal processing may interfere with memory for the visual stimulus, also
referred to as verbal overshadowing (Brandimonte et al., 1992; Chin & Schooler, 2008; Schooler & EngstlerSchooler, 1990). A benefit of recoding may only occur with specific types of visual stimuli (Schooler &
Engstler-Schooler, 1990), such as in the case of when the label can help to distinguish the encoded stimulus
from the probe. The creation of the label can also lead to a distortion of the original memory which results
in confusion during the probe response (Chin & Schooler, 2008). The negative impact may be related to
the amount of time available for the generation for the label (Souza & Skóra, 2017) or may depend largely
on the probe task and the specific instructions given (Chin & Schooler, 2008). For example, verbal
overshadowing is evident with forced recall tasks (Chin & Schooler, 2008), whereas with a simple
recognition task recoding may beneficial, such as in the current study.
4.2 Delay Activity and Rehearsal
Delay activity during a working memory task is often associated with the engagement of either the
prefrontal cortex or the posterior parietal regions but has been reported in studies that often fail to control
for maintenance strategy. When intact scenes served as stimuli in Experiment 1, we observed greater
activity in the left temporal and bilateral central regions during rehearsal, which suggests the engagement
of the phonological loop (Baddeley, 2003; Hwang et al., 2005). Suppression of rehearsal resulted in the
engagement of more frontal regions suggesting reliance on attentional mechanisms (Camos et al., 2011)
as well as greater mental effort (Kopp et al., 2006). Source analysis revealed diffuse activity for both
rehearsal and suppression conditions, which suggests no underlying focus of delay activity.
In Experiment 2, activity was greater in the upper alpha and beta ranges for the rehearsal condition
throughout the delay period, specifically in the bilateral temporal, occipital and parietal regions and left
frontal region, as compared with suppression. The brain regions source analysis also revealed a focal
source for the rehearsal condition in the left anterior temporal and parietal regions. Greater activation in the
left temporal and frontal regions suggests the engagement of the phonological loop (Hwang et al., 2005;
Munk et al., 2002; Scherg, 1992) and has also been implicated in the maintenance of non-spatial visual
memory (Munk et al., 2002). Importantly, the anterior temporal lobe is associated with learning and memory
as well as language. Bilateral temporal cortex resection in patients with epilepsy has been associated with
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reduction in short-term memory abilities, especially those involving semantic content (Boucher et al., 2015).
Left lateralized resection, as compared with right, has been shown to have greater impacts on learning of
verbal information, short-term recall, and a greater rate of forgetting (Helmstaedter et al., 1996; Hermann
et al., 1992).
Additionally, the increased delay activity in frontal regions could represent the engagement of the
central executive to support non-automatic recoding of difficult-to-label images, requiring increased
attentional demand during rehearsal (Logie, 2011). Although, the phase-scrambled scenes contain the
same visual features as regular scenes (e.g., color and spatial frequency), they lack the automatic semantic
associations. The easy-to-label images used in Experiment 1, on the other hand, had an automatic
semantic association and a verbal label (Ensor et al., 2019; Logie, 2011). Thus, the generation of a label in
Experiment 2 was more effortful (e.g., reliance on features (Verhaeghen et al., 2006)) both during the
recoding process and rehearsal and did not automatically produce a verbal label.
Engagement of occipito-temporal and parietal regions are associated with both visual working
memory and attentional selection (Mayer et al., 2007; Mayer et al., 2011). Parietal lobe involvement in
maintenance has been linked to attentional selection (Munk et al., 2002; Nelson & Reed, 1976) specifically
with regards to novelty (Mayer et al., 2011) and may also play a role in the integration of features in complex
objects (Mayer et al., 2007). Although, activation in posterior parietal cortex has also been associated with
attention, it likely does not exclusively reflect attentional processes (Hutchinson et al., 2009). If recoding
with semantic associations requires increased attention, as in the case of a more effortful association
between a stimulus and stored semantic knowledge, the central executive is likely to play an important role
as reflected by increased activation of frontal networks. If attentional resources are not required, as in the
case of an automatic association such as in Experiment 1, the central executive is less likely to play a role
(Brown & Wesley, 2013). The results of these experiments confirm that controlling for maintenance strategy
differentially recruits the prefrontal and parietal regions and modulates delay activity (Sreenivasan &
D’Esposito, 2019).
Delay Activity and Complex Visual Stimuli
Elucidating how different patterns of delay activity contribute to WM is a current research focus
(Sreenivasan & D’Esposito, 2019). While it has long been established that sustained activity observed
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during maintenance represents both maintenance of encoded information and focusing of attention inward,
recent research has suggested that delay activity is more complex (Miller et al., 2018; Rose et al., 2016;
Sreenivasan & D’Esposito, 2019). For example, only information in the focus of attention may be reflected
in delay activity, while items outside the focus of attention may actually be represented by activity silent
mechanisms (Rose et al., 2016; Stokes, 2015).
Examination of the change in amplitude over time in both Experiments 1 and 2 suggests that when
controlling for maintenance strategy, the pattern of delay activity is more transient. There is an early period
of increased, synchronous activity (until approximately 3000 msec) with the most robust changes observed
in the parietal and parieto-occipital regions, as has been previously reported in the literature (Berger et al.,
2014; Jensen et al., 2002; Khader et al., 2010; Tuladhar et al., 2007). The observed activity patterns were
in the alpha and beta ranges, frequency ranges implicated in maintenance of visual information. Although
most EEG studies have established synchronous alpha activity during the delay period in adults, this pattern
has also been found in children (Sato et al., 2018). Alpha enhancement in parietal regions likely reflects
inhibition of information that could interfere with maintenance (Jensen & Mazaheri, 2010). The inhibitory
role of alpha was established in WM studies that compare target stimuli with distractors (Waldhauser et al.,
2012) and find large alpha activity associated with the distractor stimulus. Although a distractor stimulus
was not present during the delay period, recruitment of parietal regions is critical for the maintenance of
visual information to prevent interference of other information or brain regions. Increased beta activity is
related to controlling the information that is being actively maintained (de Vries, Slagter, et al., 2019), but
may also represent similar underlying processes to alpha activity as they are often correlated (Hanslmayr
et al., 2012; Pavlov & Kotchoubey, 2020). The early pattern of synchronous delay activity was followed by
a period of desynchronous activity in the same frequency bands for the remainder of the delay period. This
pattern of activity is often associated with visual stimulation during the encoding period of WM tasks
(Heinrichs-Graham & Wilson, 2015; Jokisch & Jensen, 2007) as well as retrieval during the probe
presentation (Heinrichs-Graham & Wilson, 2015; Klimesch, 1999). Desynchronous alpha and beta activity
during the delay has been observed in other studies with complex visual stimuli (Ellmore et al., 2017) and
may suggest planning for the upcoming response during the probe presentation (Heinrichs-Graham &
Wilson, 2015).
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The observed pattern of transient delay activity is consistent with recent reports that maintenance
is not necessarily supported by persistent delay activity in prefrontal and parietal regions (Miller et al., 2018;
Sreenivasan & D’Esposito, 2019); instead, delay activity may reflect more complex processes in cortex and
subcortical regions. Alternatively, previous reports of sustained delay activity could reflect a maintenance
period in which participants did not utilize a particular strategy. Rather, they focused their attention inward
until they were required to produce a response (Cowan et al., 2005). We argue that this explanation is more
likely for studies that do not instruct participants on what strategy to use. In consideration of the fact that
many studies, which have established the hallmark delay activity signatures, used very short delay periods
(~1-3 sec) it is plausible that the observed patterns of delay activity emerge with longer delay periods. While
the early pattern of synchronous alpha activity in parietal regions reflects attentional processes critical for
preventing interference (Jensen & Mazaheri, 2010), the extended maintenance period and later pattern of
desynchronous alpha and beta activity may reflect a period of semantic elaboration and even reactivation
of the encoded stimulus (Hanslmayr et al., 2012).
We argue that greater effort is likely required to maintain difficult-to-name complex visual stimuli
(e.g., phase-scrambled scenes), as compared with intact scenes, because the rehearsal process is not as
automatic as it is with intact scenes. Although this was not reflected in the experiment-level comparison
between absolute amplitude, it can be argued that it is evident in the correlations between absolute
amplitude and performance. In Experiment 2, increases in theta and alpha band activity in the left anterior
temporal region were associated with increased performance with the application of rehearsal. Interestingly,
performance also improved for some subjects that showed a decrease in theta and alpha band activity. The
theta and alpha rhythms have long been implicated in working memory maintenance (Jensen et al., 2002;
Jensen & Tesche, 2002; Khader et al., 2010). Theta has been found to play an important role in working
memory maintenance, specifically in frontal regions (Jensen & Tesche, 2002), and may be related to
focusing attentional resources on the to-be-remembered stimuli (Riddle et al., 2020). More recently, theta
has been associated with language processing (Covington & Duff, 2016), including language
comprehension (Piai et al., 2016), language generation (Hermes et al., 2014), and semantic associations
(Pu et al., 2020). More specifically, studies of semantic processing using sentence violation paradigms have
found increases in theta power in the hippocampus, parahippocampus as well as the language-associated
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neocortical areas (Pu et al., 2020) specifically with processing semantic meaning. An opposite pattern of
decreases in theta power have also been reported in the hippocampus, specifically during generation of
language (Hermes et al., 2014). The findings in Experiment 2 are consistent with the recruitment of
language-based regions to support articulatory rehearsal.
Although the Experiment 2 findings that both increases in theta and decreases in theta in the left
anterior temporal region are related to improved performance may seem contradictory, the improvement in
performance for both groups of participants (i.e., those with increases theta and those with decreases theta)
may reflect individual application of the same technique. The cognitive operations involved generating a
label to describe the picture followed by rehearsal of the label. Participants were encouraged to use
meaningful labels, as in Experiment 1, but required more effort in the generation as the association was not
automatic. For some participants, drawing on long-term semantic associations provided a behavioral
advantage when rehearsal was applied, which was evident in increased theta band activity (Pu et al., 2020).
Whereas, for others more shallow, less meaningful labels were applied; therefore, the rehearsal period may
simply reflect the generation of words that are rehearsed, as evidenced by a decrease in theta band activity
(Hermes et al., 2014). This method was equally as effective in the short-term, likely because of the low
working memory load and short time period over which maintenance occurred.
Limitations and Future Directions
One limitation of the current study is that participants engaged in covert rather than overt rehearsal
and suppression. Covert rehearsal was used to reduce the amount of noise introduced into the EEG signals.
Task compliance was therefore based on participant confirmation during the recognition task (i.e., they
reported their generated labels). It is possible that participants did not engage in suppression; consequently,
the failure to produce the intended behavioral outcome in Experiment 1 could be explained by this. While
the intended behavioral outcome was found in Experiment 2, it is again possible that participants did not
engage in suppression. Future experiments that rely on covert maintenance mechanisms should include a
response-based behavioral confirmation such as an immediate reporting of generated labels or the number
of times the suppression word is repeated. Future studies should also examine the type of label generated
to see if the depth of label (e.g., deeper descriptive label like “sunset” vs. shallower label like “white and
black lines”) or the verbalizability of the stimulus (Brown & Wesley, 2013) impacts subsequent memory.
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Another possible limitation to these findings is that the differences in performance (for Experiment
2) is the result of generating a label during the encoding phase of the suppression conditions in addition to
rehearsing, as opposed to the rehearsal alone. Consequently, it can be argued that it is difficult to make
conclusions about rehearsal versus suppression and the associated delay activity without adding a third
condition in which participants generated a label and then suppressed during the delay period. We argue
that our conclusions about rehearsal can be made with the current conditions because, even though during
the suppression condition participants were discouraged from generating a label, they likely labeled the
image automatically. Research on verbalizability of images has found that the automatic recoding of visual
stimuli will occur even without explicit instructions to do so and even if the stimulus is difficult to verbalize
or produce a label for (Postle et al., 2005; Wright et al., 1990). Thus, we argue that even for the difficult-tolabel images used in Experiment 2, participants likely generated verbal labels automatically. Future
research studies should include a condition in which labeling and suppression are combined to confirm that
generating a label during encoding, especially with explicit instructions to do so, has no additional influence
on delay activity and performance.
Building on the previous limitation, the fact that participants may have automatically labeled images
regardless of the task instructions may explain the behavioral results of Experiment 1 as well. Participants
may have been prevented from automatically labeling the images during the suppression condition if
suppression was not restricted to the delay period of the WM task. Some studies that examine rehearsal
with suppression of rehearsal instruct participants to carry-out the suppression during encoding as well as
the delay period (Chein & Fiez, 2010; Souza & Oberauer, 2020) in order to prevent the ability to verbally
recode. Therefore, if labeling was prevented during the encoding period, especially in Experiment 1, a clear
advantage of rehearsal may have emerged. Future studies should examine if carrying-out suppression
during encoding, particularly with easy-to-label visual stimuli, would reveal a benefit of rehearsal.
Another limitation of these experiments is that there was no verbal activity control condition.
Participants either rehearsed or suppressed during the delay period for the working memory task, but there
was no condition in which participants were not involved in a verbal activity to serve as a comparison delay
period. A no-instruction control task was not included in the experimental design because of studies that
suggest rehearsal will occur automatically. In fact, studies that have included control conditions in which
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instructions to rehearse were omitted (see Exp2 - Souza and Oberauer (2020)) have noted that participants
reported spontaneous rehearsal even without instruction to do so. Unlike behavioral studies of rehearsal
that have included control conditions (see Exp1 - (Thalmann et al., 2019)), compliance was not able to be
confirmed through assessment of session recordings as the maintenance strategies were covert in order
to reduce introduction of noise into the EEG signal. Future studies that examine covert rehearsal should
include a no-verbal activity control condition in which participants are confronted afterwards about which
maintenance strategy was used, if any.
Conclusions
The results of these experiments provide behavioral evidence that rehearsal impacts short-term
memory for some, but not all visual stimuli. Rehearsal also modulates the neural pattern of delay period
activity as represented by the absolute amplitude of the delay period signal, especially in the left anterior
temporal region. Changes in theta and alpha bands during the delay period correlate with working memory
performance but only when maintaining labeled associations for stimuli that lack semantic content.
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a) Experiment 1 - Rehearsal

Trial Start

Generate a label:
Mountain

Generate a label:
Lake

Look at the image &
do not generate a label

Look at the image &
do not generate a label

Repeat the word “the”:
“the ... the ... the .. the”

Generate a label:
Sunrise

Generate a label:
Watercolor

Repeat the generated labels:
“ Sunrise ... Watercolor... Sunrise
... Watercolor”

Trial Start

Look at the image &
do not generate a label

Look at the image &
do not generate a label

Repeat the word “the”:
“the ... the ... the .. the”

[1 sec]

[2 sec]

[2 sec]

[6 sec]

b) Experiment 1 - Suppression

Trial Start

Repeat the generated labels:
“ Mountain ... Lake ... Mountain ...
Lake”

c) Experiment 2 - Rehearsal

Trial Start
d) Experiment 2 - Suppression

Did I see this image before?
Press green button [yes] or
Press red button [no]

Did I see this image before?
Press green button [yes] or
Press red button [no]

Did I see this image before?
Press green button [yes] or
Press red button [no]

Did I see this image before?
Press green button [yes] or
Press red button [no]

[2 sec]

Trial End

Trial End

Trial End

Trial End

[1 sec]

Figure 2.1 Example Working Memory Trial in Experiment 1 (Intact Scenes) and Experiment 2
(Scrambled Scenes). The task consisted of a low cognitive load (2 images). Participants were presented
with a fixation cross (1 sec) that indicates the start of the trial, followed by 2 images in succession (2 sec
each), a blank screen during the delay period (6 sec), a probe choice (2 sec), which is either one of the
earlier presented images or a new image, and a phase-scrambled image (1 sec) that indicates the end of
the trial. An example of a rehearsal trial in which participants generate the label for each image and rehearse
during the delay period (a) and an example of a suppression trial in which participants suppress during the
delay period (b). Experiment 2 used the same task used in Experiment 1 except with phase-scrambled
scenes. An example of a rehearsal trial in which participants generate the label for each phase-scrambled
image and rehearse during the delay period (c) and an example of a suppression trial in which participants
suppress during the delay period (d).
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Working Memory

Experiment 1

Working Memory

Recognition

Experiment 2

Recognition

Figure 2.2. Working Memory and Recognition Performance in Experiment 1 (Intact Scenes) and
Experiment 2 (Phase-Scrambled Scenes) Suggests Rehearsal Only Benefits Memory for Scenes
that Lack Semantic Content. Performance is shown with four plots for each condition and experiment. 1)
The violin plot shows the distribution of performance across each condition; the cluster of similar scores is
reflected at the wider (top) portion of the violin and the thinner (bottom) portion with fewer scores. The
dashed lines reflect the quartiles of the overall distribution similar to the box plot. 2) The boxplot also shows
the distribution of performance for each condition (i.e., the solid lines inside the box align with the dashed
lines of the violin plot, representing the quartiles). In addition, the boxplot contains whiskers extend to the
minimum and maximum score (1.5 times the median) for each condition and the diamonds reflect outliers
(greater than 1.5 times the median). Outliers were included in all analyses. 3) In between the violin plot and
boxplot is a point plot, which reflects the mean of performance accuracy, with error bars reflecting the 95%
confidence intervals; the confidence intervals were generated with bootstrapping using 1,000 iterations. 4)
Finally, the individual dots on the inner-most portion represents single participants score for a condition.
The gray line connects the dots that represents performance for the corresponding condition (i.e.,
performance on suppression (left) with performance on rehearsal (right)). a) Comparison of performance
on WM task for Experiment 1 (n = 29), as measured by proportion correct, shows that rehearsal (light
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orange) provided no benefit for short-term memory as compared with suppression (dark orange on the
working memory task (p = 0.49). b) Comparison of performance on the recognition task for Experiment 1,
for images from the rehearsal condition (light orange) versus images from the suppression condition (dark
orange), suggested that there was no long-term benefit of rehearsal (p = 0.18). c) Examination of
performance on the working memory task for Experiment 2 (n = 20) shows that rehearsal (light blue)
provided a short-term advantage as compared with suppression (dark blue) on the working memory task
(p < .001). d) Comparison of performance on the recognition task for Experiment 2 also revealed a longterm advantage for images from the rehearsal condition (light blue) versus images from the suppression
condition (dark blue), (p < .001).
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Figure 2.3. Comparison of Absolute Amplitude Delay Period Activity in Experiment 1 (Intact Scenes)
Reveals Different Activity Patterns Between Rehearsal and Suppression. Select absolute amplitude
plots in the left frontal and right parietal regions of the 6-sec delay period revealed 106 clusters of significant
differences in activity (p < 0.05). The y-axis shows frequency (Hz); x-axis shows the time in sec. a) Montage
of 61-scalp electrodes on head plot with two electrodes highlighted (colored black) F1 and P8. b) Selected
electrode shown from the right parietal region (P8 electrode) displays orange clusters which represents the
bins in frequency-time that are greater in amplitude for the rehearsal condition as compared with the
suppression condition. Electrode selected based on results from previous research in our lab highlighting
the right parieto-occipital region (Ellmore et al., 2017). c) Selected electrode from the left frontal region (F1
electrode) shows blue clusters which represents the bins in frequency-time that are greater in amplitude for
the suppression condition as compared with the rehearsal condition.
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Figure 2.4. Delay Period Activity Time Frequency Analysis in Experiment 2 (Phase-Scrambled
Scenes) Reveals Correlations with Performance. a) The y-axis is frequency (Hz); x-axis is the time in
sec. Time Frequency Analysis correlation plot for the PO8 electrode during the 6-sec delay period in a
whole window analysis. Significant clusters are represented by a mask of orange and blue. The first cluster
(b-left plot, orange, latency: 0 to 2400 msec and frequency: 4 to 30 Hz) represents a positive correlation
between activity during the delay period and performance on the working memory task from the rehearsal
condition (Cluster value = 20445.5, p = 0.065) and the second cluster (b-right plot, blue, latency: 1400 to
4600 msec and frequency: 4 to 30 Hz) represents a negative correlation with performance (cluster value =
-38801.2, p = 0.005). Performance on the recognition task was not significantly correlated with delay activity
(c; p = 0.62).
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Figure 2.5. Comparison of Absolute Amplitude Delay Period Activity in Experiment 2 (PhaseScrambled Scenes) Reveals Greater Activity for Rehearsal. The y-axis is frequency (Hz); x-axis is the
time in sec. a) Montage of 61-scalp electrodes on head plot with one electrode highlighted (colored black)
P08. b) Absolute amplitude plot for the PO8 electrode during the 6-sec delay period. PO8 was selected
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from all electrodes in the head map because it has the broadest clusters present of the other electrodes.
The orange represents the clusters in frequency-time that are greater in amplitude for the rehearsal
condition as compared with the suppression condition (15 significant clusters across all electrodes, p <
0.05). These cluster details are described in Appendix I - Supplementary Table 3.
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Figure 2.6. Delay Period Activity Brain Region Analysis in Experiment 2 (Scrambled Scenes)
Reveals a Left Anterior Temporal Region during Maintenance Rehearsal. a) 3-D head with the left
anterior temporal region (TAL_BR) highlighted. b) Absolute amplitude plot for the TAL_BR region during
the 6-sec delay period (10 clusters, Time 0 to 6000 msec, Frequency 4-30 Hz). The y-axis is frequency
(Hz); x-axis is the time in sec. Orange clusters represent rehearsal delay activity greater than suppression
and blue clusters represent suppression delay activity greater than rehearsal. If focal activity is not visible,
it suggests that the underlying sources of brain activity are more widespread. A clear focal point of activity
for the rehearsal condition is found in the left anterior temporal region (TAL_BR) and the left- and parietal
midline regions (PL_BR, and PM_BR respectively see Appendix I - Supplementary Figure 5) which
suggests that these regions are the source of delay activity for articulatory rehearsal.
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Figure 2.7. Correlations of Absolute Amplitude with Performance in Experiment 2 (Phase-Scrambled
Scenes). The y-axis frequency difference (Amplitude for Rehearsal condition minus Amplitude for
Suppression Condition). The x-axis performance difference (Proportion Correction for Rehearsal condition
minus Proportion Correction for Suppression Condition). The frequency difference was calculated by
averaging the absolute amplitude within a given frequency range (i.e., theta (4-7 Hz), alpha (8-13 Hz), lower
beta (13-20 Hz), and higher beta (20-30 Hz) across the entire delay period. The correlations between
difference in frequency and difference in performance are presented as a matrix for Experiment 2, with the
TAL_BR region on the left (pink dots represent individual subjects), PL_BR region in the middle (red dots
represent individual subjects), and PM_BR region on the right (orange dots represent individual subjects).
These regions reflect the regions described in Appendix I - Supplementary Figures 7-9. These correlations
reveal significant relationships in the alpha and theta frequency ranges for the TAL_BR region. Increases
in both theta (r = 0.48, p = 0.034) and alpha (r = 0.52, p = 0.019) oscillations are related to improved
performance when rehearsal is employed.
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CHAPTER THREE2
Introduction
Visual Working Memory Maintenance
Visual working memory encompasses temporary storage of visually presented information.
Research on the neural correlates of visual working memory (WM) has often focused on simple and easyto-name stimuli, like shapes or line drawings, with few studies examining WM for complex visual stimuli.
Adding complexity to stimuli may impact how much information is able to be maintained in WM (Alvarez &
Cavanagh, 2004; Awh et al., 2007) and what underlying brain regions support them. For example, using a
complex stimulus such as a natural scene puts a greater demand on attention than a simple line drawing
because it requires the perception and combination of more features (Lavie et al., 2004). Complexity also
impacts executive resources available to maintain stimuli as well as block out irrelevant information that
could interfere with maintenance (Lavie, 1995). These attentional processes rely on prefrontal brain regions
and frontoparietal networks (Gruber & Goschke, 2004). Adding complexity may also modulate the ability to
recode the images and use rehearsal (Baddeley, 2010, 2012; Baddeley & Hitch, 1974). Easy-to-name
stimuli would rely on brain regions traditionally implicated in rehearsal, such as left-hemisphere speech
areas (Gruber, 2001; Smith & Jonides, 1998), whereas difficult-to-name stimuli may rely on processes such
as attentional refreshing (Cowan et al., 2005) that implicate prefrontal regions. This leaves open the
question of how is complex visual information represented in the brain and what networks support
maintenance of this type of information?
Examination of the neural activity during the delay period of a WM task, when task-related
information is being maintained but is no longer presented, is called delay activity (Sreenivasan &
D’Esposito, 2019). Delay activity is often examined in the absence of visual stimuli by the presentation of a
blank screen or a fixation cross. During these periods, attention is assumed to be fully engaged on the WM
task and is represented by increased and sustained delay activity in the prefrontal cortex and parietal
regions in animals and humans (Constantinidis et al., 2018; Goldman-Rakic, 1995; Sreenivasan et al.,
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2014). Increased alpha power and event-related synchronization using EEG have been identified as the
critical correlate of working memory maintenance during the delay period in posterior temporal-parietal
(Feredoes et al., 2011; Sarnthein et al., 1998; Scheeringa et al., 2009) and superior parietal regions (Jensen
et al., 2002; Palva et al., 2010), which likely reflects suppression of potentially interfering neural processes
(Jensen & Mazaheri, 2010) or external distraction (Bonnefond & Jensen, 2012). Increases in theta band
activity (Jensen & Tesche, 2002) and beta activity (Jensen & Mazaheri, 2010) in frontal regions have also
been observed during maintenance, which reflect attentional processes and control over maintained stimuli,
respectively. The theta, alpha, and beta frequency oscillations all show increases in delay activity with
increasing working memory load (Jensen & Tesche, 2002; Mazaheri & Jensen, 2010; Pavlov & Kotchoubey,
2020; Scheeringa et al., 2009; Tuladhar et al., 2007). Gamma band increases have also been implicated
in WM, especially with regards to encoding of material (Mainy et al., 2007; Pavlov & Kotchoubey, 2020).
Similar to increased delay activity in lower frequency bands being associated with increased WM
load (see (Pavlov & Kotchoubey, 2020), increased functional connectivity has also been reported (Payne
& Kounios, 2009; Tóth et al., 2012; Zakrzewska & Brzezicka, 2014; Zhang et al., 2016) during WM
maintenance. Connectivity is a method that is applied to both EEG and fMRI to estimate the degree of
interaction between two brain regions (Fell & Axmacher, 2011; Fries, 2005) as well as provide insight into
brain networks the underly WM maintenance (Gazzaley et al., 2004; Zhang et al., 2016). In addition to
increased activity in these regions during the delay period, a frontoparietal network has been identified as
supporting WM maintenance both in fMRI (Bollinger et al., 2010; Hampson et al., 2006) and EEG (Babiloni
et al., 2004; Palva et al., 2010). Increased connectivity in the lower frequency bands, such as theta and
alpha are attributed to attentional processes (Palva et al., 2010; Zhang et al., 2016), whereas higher
frequency bands such as beta and gamma are attributed to stimulus representation (Palva et al., 2010). In
fact, increases in right hemisphere frontoparietal connections is implicated in sustained attention during
WM (Coull et al., 1996). Additionally, connectivity between frontal - visual regions and frontal - posterior
temporal regions has also been implicated in supporting maintenance and executive control over
maintenance (Daume et al., 2017; Gruber & Goschke, 2004; Rezayat et al., 2021).
Attention and Maintenance
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Attention plays a different role at each stage of WM, including selective attention towards encoding
and focused attention on task stimuli during maintenance (Gazzaley & Nobre, 2012). Information that
captures attention during encoding, such as target stimuli, is prioritized over information that is to be ignored
(Gazzaley & Nobre, 2012), which suggests that studying delay activity with a blank screen is sufficient for
understanding the neural pinning’s of WM. However, research has shown that distracting information can
automatically capture attention along with task-related information (Lavie & Cox, 1997). Therefore
examining distraction during WM can provide insight into how attention supports maintenance of relevant
information while filtering out irrelevant information through the examination of connectivity between
prefrontal and posterior brain areas (Gazzaley & Nobre, 2012). There are two experimental manipulations
that are commonly employed to study attention in WM, the presentation of task-irrelevant information that
is intended to be ignored (Cowan, 2011) or with the addition of a secondary task (Morey & Cowan, 2005;
Ricker et al., 2010) that is not related to the primary task goal. Both methods of external interference can
negatively impact performance (Chen & Cowan, 2009; Clapp et al., 2010).
The impact of distractors is related to the attentional demand of the task, which is manipulated by
either increasing the amount of information to be maintained or the complexity of the stimuli (Alvarez &
Cavanagh, 2004; Chen & Cowan, 2009; Simon et al., 2016; Xu & Chun, 2006). As task demand increases,
all attentional resources available for processing of the stimuli are used automatically in the early stages of
attention (Lavie, 1995). So according to Load Theory, once the perceptual load (i.e., amount of perceptual
processing required for a stimulus) has reached capacity, there should be no resources available to process
other stimuli that may be presented, such a distractor (Lavie, 1995; Lavie & Cox, 1997; Simon et al., 2016).
Studies have found that increased task demands (e.g., increased load) results in reduced distractor
processing (Sörqvist et al., 2016) which suggests that increased distractor processing is more likely to occur
with the addition of a dual-task or whether or not a distractor was expected (SanMiguel et al., 2008). A
number of studies have found that distraction influences connectivity in the attention networks that support
encoding and maintenance (Greene & Soto, 2014). Specifically, interference during maintenance has been
found to disrupt the connectivity between the prefrontal regions and visual regions (Yoon et al., 2006) as
well as prefrontal and parietal regions (Greene & Soto, 2014). These long-range connections are important
for the top-down control of WM (Gazzaley & Nobre, 2012; Von Stein & Sarnthein, 2000) and allocation of
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attentional resources (Sauseng et al., 2005), processes that are particularly important with increased task
demands.
The Present Study
The goal of the present study was to identify the neural and connectivity patterns that support WM
maintenance for complex visual stimuli. The hallmark pattern of sustained delay activity has been
challenged in recent years (Constantinidis et al., 2018; Sreenivasan et al., 2014; Sreenivasan & D’Esposito,
2019). Work from our lab provides support for this hallmark pattern, but questions about how complex visual
stimuli and longer delay periods may influence this pattern remain unanswered (Ellmore et al., 2017).
Moreover, examining how maintenance and attention are reflected in delay activity is of critical importance
to understanding how visual information is successfully maintained until it is retrieved and what delay
activity represents (Sreenivasan & D’Esposito, 2019). Namely, attention is presumed to be engaged
throughout the delay and it is often used to explain the established patterns of delay activity (e.g., increased
alpha activity, see Jensen and Mazaheri (2010)). What happens when the demand on attention is increased
with complex visual stimuli and increasing load? How does this change when the delay period contains
interfering stimuli, as compared with a standard blank delay period? Additionally, while many EEG delay
activity and connectivity studies focus exclusively on frontoparietal interactions (Sauseng et al., 2005),
analysis of widespread connectivity is critical for understanding how complex visual stimuli are maintained
because complex stimuli may involve additional maintenance processes such associations with semantic
knowledge (Von Stein & Sarnthein, 2000) that simple stimuli may not require, which may be associated
with more posterior regions.
The present study was designed to examine how increasing the working memory load influences
delay activity patterns for complex visual stimuli. Participants maintained either 2 or 5 complex stimuli during
the delay period while looking at a perceptual baseline of 6 phase-scrambled stimuli that lacked semantic
content. Participants were not required to remember the perceptual baseline, so it also served as visual
interference. Delay activity is often examined during a period with no visual input or a simple fixation with
sparse visual input (e.g., a fixation cross on a blank screen), so the hypothesis is that introducing
perceptually similar visual information during the delay period will engage attention and distract from
maintenance. We predict that if delay activity is a signature of maintenance and attention is crucial for
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successful maintenance, the introduction of interference will be reflected in delay activity and have an
impact on performance. When there is a greater demand on attentional resources, such as with a high WM
load, there are fewer resources available to process the interfering stimuli. It is predicted that if the low-load
WM condition requires fewer attentional resources to maintain, there will be attentional resources available
to process the interfering stimuli and no resources leftover for the high-load condition. As a result, there will
be a greater reduction in delay activity, especially in frontal regions critical for attention and maintenance
and performance will be negatively impacted. Additionally, it is predicted that there will be increased
frontoparietal connectivity during the delay period to support filtering of interference, which will be greater
for the high-load as compared with the low-load condition.
Methods
Participants. The study was approved by the City University of New York Integrative Institutional
Review Board (CUNY IRB). These data were collected as part of a simultaneous EEG/MRI study. All
participants completed the MRI safety questionnaire and after review and approval by the MRI director,
they signed the informed consent form. The focus of this analysis is on the EEG data. The study consisted
of 24 subjects that signed the informed consent and completed the study. A total of 2 subjects were
excluded from all analyses because of unusable EEG data or failure to complete both conditions (i.e., fell
asleep during one of the task conditions), which left a final sample of 22 subjects (12 females, age range
18 to 54, mean age 24.95 years, SD = 8.57). Three of these participants mixed up the button responses
during one of the WM conditions; therefore, all analyses were repeated, excluding these participants to
confirm that they did not influence the behavioral results.
Task and Set-up. The present study employed a modified version of the Sternberg WM task
(Sternberg, 1966) with a classic load manipulation of low (2 stimuli) and high (5 stimuli) working memory
loads . Participants completed 50 trials of each condition in a randomized order. Approximately 10-minutes
later participants completed an immediate recognition task. Before going to the MRI scanner, participants
completed practice working memory trials and recognition trials (3 for each condition) in the MRI control
room. Before completing each task condition, participants were read the same instructions that were given
to them during the practice.
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The Sternberg WM task is great for studying load manipulations and attention during maintenance
because this task requires selective attention towards presented stimuli throughout the stages of working
memory (Gazzaley & Nobre, 2012). The load manipulation ensures that there are different levels of task
demand on attention (Lavie, 2005). This task is also ideal for EEG analysis of memory as the task is
organized by encoding, maintenance, and retrieval.
The task consisted of an encoding phase (Figure 1a; 2 or 5 stimuli presented for 1400 ms each), a
maintenance or delay period (6000 ms), a probe choice task (1400 ms) followed by a jitter period with a
blank screen (approx. 3000 ms). During the delay period 6 phase-scrambled scenes (1000 ms each) were
presented which lacked semantic content. The phase-scrambled scenes served as a perceptual baseline.
Participants were informed to look at but not remember the phase-scrambled images while maintaining the
stimuli presented during the encoding phase, so they also served as interference. For the probe choice
task, they were presented with either a new image (negative probe) or a previously presented old image
(positive probe), and they had indicated if they saw the image before or not. Participants responded with a
fiber optic response pad (fORP, Current Designs, Inc., Philadelphia PA) that was held in their right hand
and pressed a green button for Yes and a red button for No.
After completing the working memory tasks, an immediate recognition task was completed, which
consisted of phase-scrambled images, new images and old images (from L2 and L5). For phase-scrambled
images, participants were told just to look at the images and not to make a response. For all other stimuli,
participants were told to indicate if the images were new (i.e., never seen before) or old (i.e., from one of
the two earlier working memory tasks). The tasks were interspersed with 5-minute rest conditions during
which participants fixated on a black cross. The task took approximately 45 minutes to complete, and the
total scan time was approximately 90 minutes.
The stimuli were outdoor naturalistic scenes from the SUN database (Xiao et al., 2010) presented
at 600 by 800 pixels with a gray background. Images were randomly presented within each trial. The stimuli
were presented on an LCD monitor that was located behind the bore of the MRI. Participants had a mirror
attached to the head-coil through which they saw the LCD monitor behind them. Before beginning the task,
we confirmed that the participant was able to see the monitor behind them. Participants made responses
on a fiber optic box which was placed in their right-hand, equipped with a red and a green button. During
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the experimental session, participants were not able to see the button box; therefore, they were asked to
memorize the location of the buttons and reminded before beginning the task.
EEG Collection. EEG for both experiments were collected as part of a simultaneous EEG-fMRI
experiment. We collected continuous 32-channel passive EEG with Brain Vision MR-Safe caps while
simultaneously recording fMRI (31 scalp electrodes and 1 ECG electrode); note, one subject had 64channel EEG recorded, but for the purpose of comparison with other participants a custom 32-channel
montage was applied. This subject was included in all EEG analyses except for except for the connectivity
analysis described below because a custom source region montage was unfeasible. The scalp electrodes
were arranged following the 10-10 international system. In accordance with Brain Products simultaneous
EEG-fMRI guidelines, AgAL MR-safe gel was used to prepare the caps and all electrode impedances were
brought below 20 k/ohms. The ECG electrode was placed on the back left shoulder blade using the same
process. The EEG caps were prepared outside the scanner, impedances were again checked after
positioning on the scanner bed and moving into the bore. For safety reasons, impedances were monitored
throughout the scanning session, which lasted approximately 2 hours. If impedances went above 35 k/ohm
between scans (structural or task), the participant was removed from the bore and the electrode impedance
was corrected (Brain Products BrainAmp MR Operating and Reference manual Version 4.0). The
participant was repositioned and returned to the bore, impedances were checked before repeating the
localizer scan and continuing. No participants were stopped during a task session.
The EEG data was recorded at 2500 Hz and 40 mm caudal to isocenter in the bore of the 3.0 Tesla
Siemens scanner (Mullinger et al., 2011). Initially, the first few subjects (n = 5) were recorded at 500 Hz or
1000 Hz and were eventually increased to 2500 Hz to improve fMRI artifact cleaning. Changes in sampling
rate were based on manufacturer recommendations during experimental start-up. After fMRI artifact
cleaning was completed, all data was down sampled to 500 Hz.
EEG Processing. All EEG processing was carried out in BESA Research 7.0. MRI artifact correction
was carried out using the BESA Research fMRI artifact gradient removal algorithm with the Allen Method
(Allen et al., 2000) following the default BESA settings (number of artifact occurrence averages = 16). This
method includes a sliding-window template with 8 artifact occurrences before and after the artifact that are
used to create the artifact template, which is then subtracted from the data. The length of each MRI volume
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was automatically detected (2000 msec) and was based on the user-defined fMRI trigger code recorded
during the session (R128) which appeared after 3 dummy scans. For the first 19 participants (Experiment
1), the fMRI trigger code was not recorded in the EEG files and was instead substituted with a trigger code
recorded in the file (Sync-On, every 2000 ms). In order to align the fMRI gradient artifact with the alternate
trigger, the first trigger for each file was manually adjusted in the MRI Artifact Removal settings (i.e., delay
between marker volumes and start of volume acquisition).
Ballistocardiogram (BCG) correction was carried out using the ECG electrode channel. For BCG
detection, a low cutoff filter of 1 Hz (zero phase, 12dB/oct) and a high cutoff filter of 20 Hz (zero phase, 24
dB/oct) were applied as recommended by BESA Research (BESA Research WIKI, 2020). A template BCG
cycle was manually selected for each participant in each file by a trained research assistant. A patternmatching algorithm was then used to identify the PCA components that explained the BCG pattern
(between 4-5 components or whichever variance is less than 1%). Blink correction was carried out using a
similar method (Ille et al., 2002; Picton et al., 2000). The method of correction removes the variance
associated with a blink (or BCG pattern), from each channel, using the template pattern selected. Blink
correction was carried out using the frontal electrodes Fp1 and Fp2 since the EEG-cap did not contain
designated electrooculogram channels. Prior to beginning the working memory and recognition tasks,
participants were asked to blink 5-times in a row in order to create a blink-template. If this blink was similar
to a spontaneous blink this blink was used with a pattern-matching algorithm to identify the PCA component
otherwise a more natural blink was selected. If the PCA components accounted for greater than 97% of the
variance, it was accepted, otherwise the pattern-matching algorithm was run again with another template
blink. Artifact-corrected data were used for all analyses in order to ensure that the BCG artifact would not
distort the findings. The reference electrode was the frontal pole (Fpz) during recording and was rereferenced offline to the common average reference for sensor-level analyses.
Time Frequency Analysis. There were 2 WM conditions, low- (2 images) and high-load (5 images)
tasks with a same-length delay period (6000 ms). All analyses described below were carried out comparing
the low-load delay period with the high-load delay period. Trials were excluded based on BESA Research
criteria for artifact rejection: trials were excluded for amplitude > 150 µV, gradient > 75 µV, low-signal criteria
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> 0.1. In L2, the average number of delay periods was 40 and in L5, it was 42 for each condition, both out
of 50 total trials per condition with no difference between conditions (p = 0.32).
Time-frequency analysis was carried out at the sensor-level and source-level. Complex
demodulation of the recorded EEG signals for each trial was carried out in BESA Research v7.0
(Hoechstetter et al., 2004; Papp & Ktonas, 1977). A detailed description of the demodulation can be found
in Ellmore et al. (2017). The timeframe (t) under consideration was the full delay period (0 to 6000 ms) and
the baseline was average amplitude across the full epoch (Ellmore et al., 2017). The selected frequency (f)
ranges were 4 to 40 Hz: theta (4-8 Hz), alpha (8-13 Hz), and beta (13-30 Hz), and lower gamma (30-40
Hz). Beta is broken down into lower beta (13-20 Hz) and upper beta (20-30 Hz). Time-frequency analysis
was generated using the finite impulse response (FIR) filter using latencies of 100 ms and 0.5 Hz frequency
steps. The amplitude within each frequency and latency bin was generated for each WM load (termed Time
Frequency Amplitude or TFA). TFA is expressed as the absolute value of the amplitude in µV. The
amplitude within a frequency and time bin is the compared to the amplitude of the baseline (termed
Temporal Spectral Analysis or TSA). The TSA is expressed as the change in amplitude, either positive or
negative percent change. The equation for TSA is:

𝑇𝑆𝐴 =

𝐴(𝑡, 𝑓) − 𝐴𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒(𝑓)
∗ 100%
𝐴𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒(𝑓)

A(t,f) = amplitude during the timeframe of interest and frequency
Abaseline (f) = mean amplitude in the frequency band during the baseline period
If TSA is positive, it reflects synchronization of activity and if it is negative it reflects desynchronization of
activity relative to the baseline period (Pfurtscheller, 2001; Pfurtscheller & Da Silva, 1999).
To estimate source-level delay period activity, a default Brain Regions montage was applied to the
delay period TSA to account for the potentially overlapping sources of delay activity (Ellmore et al., 2017).
The Brain Regions montage is comprised of 15 discrete regions including frontal, temporal, and parietal
regions (see Supplemental Figure 1 and Supplemental Table 2). The source-level montage estimates the
brain region sources by reducing the overlapping signals from the scalp electrodes by calculating weighted
combinations of the recorded signal (Hoechstetter et al., 2004; Scherg, 1992). This spatial separation of
these fixed ensures that is minimal cross-talk between the regions (Scherg et al., 2019).
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Connectivity and Phase-Locking Analysis. To quantify interaction between brain regions during the
delay period, phase-locking value (PLV) analyses were run on the time-frequency data. Both coherence
and PLV measure the amount of oscillatory synchronization between two brain regions (Lowet et al., 2016).
Coherence is a measure of the linear covariance between two signals in a particular time-frequency bin,
taking into account both phase and amplitude of the signal and under the assumption that the signal is
stationary in time (Rosenberg et al., 1989). Phase-locking value is a measure of the phase of signal, without
respect to the amplitude for a specific frequency-time bin, which is then compared with the phase of another
signal within the same frequency-time (Lachaux et al., 1999). While coherence and phase-locking value
may overlap in the connections that are identified, phase-locking value has no assumptions about linearity
and stationarity and so it is likely a more robust measure of oscillatory synchronization (Lowet et al., 2016).
Moreover, synchrony between two regions only needs to consider the phase of two signals to make
determinations about communication (Lachaux et al., 1999). Therefore, in order to make more accurate
assumptions about long-range and cross-hemispheric differences, only phase-locking values (PLV) will be
compared.
In this analysis, the Brain Regions montage was applied to the data to reduce the number of
comparisons. The time frequency analysis was run on the delay period using the same parameters
described above; TSA was computed with complex demodulation between 4-40 Hz with 0.5 Hz/100 sec
steps, to be consistent with the above analysis. Phase-locking value was computed in BESA Connectivity
v 1.0 for both the low- and high-load conditions. For PLV, the values range from 0 (no synchrony) to 1
(completely synchronous) and values between 0-1 represent partial synchrony (Lachaux et al., 1999). The
equation for PLV is:
)

1
𝑃𝐿𝑉!" (𝑓) = : 𝑒 𝒾⋅(&!"'&#")
𝑛
*+,

f=frequency of interest, n=number of time points (t) in the epoch, i=imaginary number
ϕx and ϕx= phase angles from two signals x and y with the frequency of interest
Erroneous results outside the selected frequency range were ignored (BESA Connectivity, 2020). BESA
Connectivity data were converted to a BESA Statistics compatible format in Matlab v2020a using BESA
generated scripts. 3-D head plots that represent increased connectivity between brain regions were
generated in BrainNet Viewer (Xia et al., 2013).
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Statistical Analysis
The behavioral performance on the working memory and immediate recognition tasks were
computed using custom Matlab v2020a scripts. Performance is reported as the percent correct out of the
total possible trials. Reaction time is reported as the mean reaction time for responses across all trials.
Examination of the kurtosis and skewness of the behavioral performance and reaction time were generated
in SPSS v24.0. Non-parametric analysis with related samples Wilcoxon Signed Rank Test were computed
after reviewing the skewness and kurtosis of each dependent variable. Regression and pointplots of
behavioral performance and mean delay activity in the Supplemental Results were run in Python v3.6 using
Seaborn v0.11.1.
All delay activity analyses were carried out in BESA Statistics v 2.0, which deals with the multiple
comparisons problem by carrying out non-parametric permutation tests and produces a cluster value (Maris
& Oostenveld, 2007). For the delay activity comparisons across conditions, non-parametric paired t-tests
were run. For the correlations with behavior, non-parametric correlations were run. A detailed description
of the permutation tests can be found in Ellmore et al. (2017). The cluster value is a sum of t- values for a
t-test and the cluster value for a correlation is a sum of the r-values for a group of adjacent bins. A bin
consists of sensors that are <4 cm distance, latency of 100 msec, and frequency .50 Hz. A null distribution
is created by sampling randomly from clusters across subjects and across time-frequency bins. Significant
clusters are summed t-, r-, or f-values within a specific time-frequency bin that exceeds a specific threshold
and are then compared to the random null distribution created from 1000 permutations (Bullmore et al.,
1999; Ernst, 2004; Freedman & Lane, 1983; Maris & Oostenveld, 2007; O'Gorman, 2012). Clusters were
considered significant if the p-value was less than or equal to .05.
For the TFA comparisons, significant clusters are indicated with a mask, either blue or orange. An
orange cluster represents greater amplitude for one condition versus another (always low-load compared
to high-load) for the TFA or event-related synchronization for the TSA. Blue represents a smaller amplitude
(for low- compared to high-load) for the TFA or event-related desynchronization for the TSA. For the
connectivity comparisons, significant clusters are also indicated with either blue or red. A red cluster
represents greater phase-locking for one condition versus another (always low-load > high-load) and a blue
cluster represents the opposite (greater phase locking for high-load as compared with low-load).
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Results
Behavioral. A non-parametric paired samples comparison was conducted on the behavioral
measures, as the distributions indicated both moderate skewness and kurtosis. Three subjects were initially
included in the behavioral analysis with a large number of no response trials, on either their low- or highload condition, which were included in the EEG comparisons. These subjects were excluded from the
correct trials only analysis (see Supplemental Results), so the behavioral analysis was repeated, excluding
these subjects. Excluding the 3 subjects did not change the behavioral findings, so the results reported
below are excluding them. Comparison of performance on the low- and high-load working memory tasks
including all subjects revealed a significant short-term difference (Figure 1b) with better performance on the
low-load (mean = 94.74% correct, SD = 6.37) compared to high-load (mean = 86.21% correct, SD = 10.24,
related samples Wilcoxon Signed Rank Test p = .001). There was also a long-term advantage of stimuli
from the low-load (mean = 70.38% correct, SD = 14.84) compared to the high-load on the immediate
recognition test (mean = 61.43% correct, SD = 17.62, related samples Wilcoxon Signed Rank Test p =
.002). Similarly, there was a significant difference for reaction time between the low-and high-load working
memory task, with reaction time on the low-load WM task (mean = 878.62 ms, SD = 139.76) faster than the
high-load task (mean = 955.71 ms, SD = 122.02, related samples Wilcoxon Signed Rank Test p = .002).
Correlations with Behavior: Correlations with performance and delay activity were run with
corrections for multiple comparisons. The subjects with no responses were excluded from this analysis.
There were no significant correlations between TSA delay activity and performance for either condition (L2
p-value = 0.09; L5 p-value = 0.32). There were also no significant correlations between the phase-locking
values (L2 p-value = 0.80; L5 p-value = 0.63) and performance for either condition.
Absolute Amplitude. Paired-samples t-test with corrections for multiple comparisons were run
between the low- and high-load conditions. All subjects were included in this analysis to maximize the
signal-to-noise ratio. This sensor-level comparison of the low- and high-load 6-sec delay period revealed 5
significantly different clusters of delay activity (Table 1). Four of the five clusters revealed greater amplitude
for the low-load condition than the high-load condition throughout the entire delay period (Cluster time = 06000 ms) spanning all frequencies. The clusters are mainly in the alpha and beta ranges, with greater
amplitude for the low-load compared to the high-load condition. The remaining cluster showed a greater
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amplitude for the high-load compared to the low load condition during the first half of the delay period (time
= 0-2600 ms). This cluster involved right-sided centro-frontal channels (F4'_avr, C4'_avr, FC6'_avr, and
CP6'_avr) in the upper beta and gamma range (frequency = 29-37 Hz). This analysis was conducted on all
delay period trials, regardless of correct and incorrect probe response. To examine if incorrect responses
may have influenced this difference, Appendix II - Supplemental Figure 1a-d plots selected significant
clusters with performance. This analysis was repeated with delay periods associated with correct probe
responses only (see Appendix II - Supplemental Results) and the absolute amplitude results remained
unchanged.
Temporal Spectral Amplitude. Paired-samples t-test with corrections for multiple comparisons were
run between the low- and high-load conditions. This sensor-level comparison of the low- and high-load 6sec delay period reveals a transient pattern of delay activity, that is the most pronounced in the right parietal
region (Figure 3a-b, P8). Early event-related synchronous (ERS) activity is seen in the alpha and lower
beta band, beginning about 1000 ms into the delay and last until about 2000 ms. Event-related
desynchronous (ERD) activity is seen in alpha, lower beta, and upper beta beginning about 3500 ms into
the delay period and continuing until the end. The pattern of ERS and ERD is more pronounced in the lowload than the high-load condition but was not significantly different. There was only one cluster of
significantly different TSA delay activity. Early in the delay period (time = 300-2500 ms) TSA for the lowload exhibited greater ERD than the high-load condition (Fig 3b-c, cluster value = -1337.84, p = 0.013)
specifically in the upper beta and gamma range (frequency = 29.5 – 40 Hz). The significant difference
involved 26 of the 31 electrodes across the delay period, with a right lateralized focus.
Brain Regions Source Montage. In order to make sense of how changes in activity are related to
dynamics of these regions (Fries, 2005), namely how these regions are communicating to facilitate
maintenance, a source-based brain regions montage was applied to the TSA. The TSA was compared
using a paired-samples t-test with corrections for multiple comparisons, and then phase-locking value was
generated for each condition and compared. Particularly in time-frequency bins when there are no
differences in ERS/ERD, PLV provides insight on if these regions are communicating to facilitate successful
maintenance (Fries, 2005; Sauseng et al., 2005).

61

Brain Regions-Temporal Spectral Amplitude. Source-level comparison of low- and high-load 6-sec
delay period reveals two significantly different clusters of delay activity (Figure 4). The left frontal region
exhibited greater event-related synchronization in the low-load as compared with the high-load in the first
half of the delay period (Cluster 1: cluster value = 176.60, p = 0.003, frequency = 4-8.5 Hz, greater ERS
for L2 time = 2700-3300 ms (FL_BR)). And the left temporoparietal region exhibited greater ERD in the lowload compared to the high-load condition (Cluster 2: cluster value = -134.03, p = 0.036, frequency = 22.527 Hz, greater ERD for L2 time= 1800-2600 msec (TPL_BR) in the early to middle-part of the delay period.
Brain Regions-Phase Locking Value: Connectivity as measured by phase-locking value for both
the low- and high-load appears sustained throughout the entire delay period (Supplemental Figure 4a and
b). There was increased connectivity between anterior temporal and temporoparietal regions and parietal
regions with both intra-hemispheric (i.e., within the left hemisphere) across all frequency bands and interhemispheric connectivity (i.e., across hemispheres) which was restricted to the lower frequency bands.
Increased connectivity was observed between central regions (i.e., both midline and bilateral regions) and
frontal regions in the upper beta and gamma bands. There was increased connectivity between frontal polar
midline and bilateral parietal region in the alpha band. There was also increased connectivity between
occipital polar midline and bilateral parietal regions in the gamma and alpha bands.
A paired-samples t-test with corrections for multiple comparisons revealed six significantly different
clusters between L2 and L5 (Table 2). Red represents greater phase locking in L2 between two regions
and blue represents greater phase locking in L5 between two regions. Each PLV connection between brain
regions has 2 clusters, one for the feedforward connection and one for the feedback connection. PLV does
not provide information on directionality; it just confirms that connectivity could occur in either direction.
Only one cluster per connection will be reported here.. Fig 6a shows the cluster for the left frontal to right
posterior temporal region (FL_BR - TPR_BR: frequency = 4-9.5 Hz, time range = 0-6000 ms, cluster value
= 1120.94, p = 0.024). There was greater phase locking between the left frontal to right posterior temporal
regions in the theta and alpha ranges throughout the entire delay period. Fig 6b shows the cluster for the
left anterior temporal and left posterior temporal region (TAL_BR - TPL_BR: frequency = 8.5-18 Hz, time
range = 1000-5300 ms, cluster value = 975.11, p = 0.027). There was greater phase locking between the
left anterior temporal and left posterior temporal regions in the alpha and lower beta ranges throughout the
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entire delay period. Fig 6c shows the cluster for the left central - right anterior temporal connection (CL_BR
- TAR_BR: frequency = 4-16 Hz, time range = 400-6000 ms, cluster value = 1132.9, p = 0.022). There was
greater phase locking between the left central and righter anterior temporal regions in the theta, alpha, and
lower beta ranges starting after about 400 ms and continuing until the end of the delay period.
While PLV estimates do not provide directionality between the brain regions, research with primates
has suggested that lower frequency oscillations, such as alpha and beta are indicative of feedback
connections. Very slow (theta band) and very fast (gamma and high gamma) oscillations are indicative of
feedforward connections (Bastos et al., 2015; Miller et al., 2018; Van Kerkoerle et al., 2014). Therefore,
these significant clusters potentially reflect mainly feedback connections, although follow-up work using
more invasive methods (e.g., intracranial EEG) in humans would need to be done to confirm this.
As stated above this analysis was conducted on all delay period trials, regardless of correct and
incorrect probe response. To examine if incorrect responses may have influenced this difference, Appendix
II - Supplemental Figure 3a-f plots the significant clusters with performance. This analysis was repeated
with delay periods associated with correct probe responses only (see Appendix II - Supplemental Results).
Of the significant clusters discussed above, after repeating the analysis with correct trials only, the
significant cluster of PLV between FL – TPR was no longer significant (Appendix II - Supplemental Figure
5). The other PLV results remained largely the same and there were 3 additional clusters identified
(Appendix II - Supplemental Figure 6).
Discussion
We hypothesized that if delay activity is a signature of maintenance and attention is crucial for
successful maintenance, the introduction of interference will result in reduced delay activity for the low-load
condition and have an impact on performance as there were attentional resources available for processing
interference. Additionally, there will be reduced frontoparietal connectivity for the low- as compared with the
high-load condition. Interestingly, performance was better in the low-load working memory condition as well
on the immediate recognition task for stimuli from the low-load condition.
There was greater amplitude in alpha and lower beta bands for the low- compared to the highworking memory load across most sensors. There was also greater amplitude in higher beta and gamma
bands for high- compared to the low-load in right fronto-central sensors in the first half of the delay period.

63

On the sensor-level, both the low- and high-load conditions exhibited transient delay activity. There was an
early pattern of event-related synchronization (ERS) in the alpha and low beta regions until about 2000 ms,
followed by a pattern of event-related desynchronization (ERD) in the alpha, lower and upper beta regions
that started just after the mid-way point until the end of the delay period. These similar transient patterns
were not significantly different, with the exception of one cluster of activity. Early in the delay period, greater
ERD for low- compared to the high-load in the upper beta and gamma regions across most sensors. When
a source-based model was applied to the TSA, differences were found for the left-frontal region in the theta
band and very low alpha bands and right-posterior temporal regions in the upper beta band, both in the
early-middle delay period.
Both increases in amplitude and ERS in the alpha band are signatures of maintenance that
represent inhibition of irrelevant information and brain systems (Jensen & Mazaheri, 2010; Klimesch, 2012).
In fact, this may also reflect a period in which knowledge systems, that are accessed automatically when
processing stimuli, are inhibited from interfering with the maintained stimuli (Klimesch, 2012). Greater
amplitude in the alpha and lower beta range in the low- compared to high-load condition could reflect greater
disruption of attention for the high-load condition by the interfering stimuli (Bonnefond & Jensen, 2012). It
may also reflect the fact that the low-load condition had more resources available to process the interfering
stimuli (Yoon et al., 2006); therefore, the available resources were needed to block the interference.
Alternatively, the greater perceptual load of the high-load condition (i.e. five images to maintain plus image
complexity) may have resulted in a reduced distractor effect on the delay activity (Lavie et al., 2004).
Event-related desynchronization has also been found in the alpha band during maintenance (Koshy
et al., 2020). Decreases in amplitude that are not time-locked (i.e., TSA) to an event have been ascribed to
different cognitive processes that can occur during maintenance.. Namely, this pattern of ERD has been
associated with manipulation of information held during the delay period (Koshy et al., 2020) as well as the
use of cognitive control (Wei & Zhou, 2020). Klimesch et al. (2007) suggests that ERD largely reflects both
the anticipation of an upcoming response as well as attentional processes. Additionally, this anticipatory
state is a critical time in which semantic information is accessed and supports the maintenance of the
complex stimuli (Klimesch, 2012). Lower beta band ERD has also been associated with semantic
processing (Hanslmayr et al., 2009), so alpha and low beta band activity may reflect complementary
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processes (Pavlov & Kotchoubey, 2020). Thus, the ERD observed in the latter half of the delay period of
this experiment likely reflects preparation for the upcoming probe-response. As the same type of stimuli
were used in both WM conditions, this observed pattern of delay activity during the continued period of
extended maintenance reflects similar processes regardless of load.
An early period of higher upper beta and gamma band amplitude and ERS was found in the highload condition compared to the low-load condition with a focus in the right fronto-central regions. Higher
beta and gamma activity have been associated with working memory maintenance (Axmacher et al., 2007;
Lundqvist et al., 2017; Lundqvist et al., 2016; Palva et al., 2011). In addition to being associated with
maintenance, higher beta activity has been associated with volitional control (Lundqvist et al., 2017) and
may be related to the selection of which information is maintained (de Vries, Savran, et al., 2019; de Vries
et al., 2020). Gamma increases have also been found to covary with alpha band suppression and are
thought to reflect enhanced attentional selection of maintained information (Green et al., 2017). In
consideration of the fronto-central location of this difference, control and selection over which information
is being maintained (e.g., the encoded stimuli over interfering stimuli) makes sense as the high-load
condition likely requires greater control. Alternatively, gamma activity has been associated with processing
of attended stimuli in a bottom-up manner (Green et al., 2017; Mazaheri & Jensen, 2010; Sauseng et al.,
2008), which would suggest that the interfering stimuli were being processed during the delay period and
could explain the impact on performance. Increases in gamma activity have also been associated with
retention of information (Zhao et al., 2017) as well as an anticipatory state during retention prior to using
information in working memory (Lundqvist et al., 2017; Miller et al., 2018). While, anticipation of the
upcoming probe response is possible for either condition, there would not be an expected difference
between these WM loads as the probe response is the same for each condition.
Connectivity and Maintenance
Increased connectivity was observed between midline frontal and bilateral parietal and central
regions during both WM loads. Differences in connectivity between the low- and high-load conditions were
found, with greater connectivity between the left central region with right anterior temporal, left frontal and
right posterior temporal regions, and left anterior temporal region with the left posterior temporal region.
There was increased connectivity between the left central and right anterior temporal region for the low-
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load condition, in both the analysis of all delay periods and the correct-response delay periods only. The
central region represents a superior brain region located near the junction of the frontal and parietal lobes
in the left hemisphere, potentially overlapping with the anterior portion of the posterior parietal cortex
(Whitlock, 2017). The posterior parietal cortex (PPC) is involved in attentional processes (Hutchinson et al.,
2009) with the more dorsal regions associated with allocating attention and control of attention. Increased
connectivity between occipital, temporal, and parietal regions such as PPC has been reported with
increased WM load. Specifically, increases in lower frequency bands, such as alpha and lower beta, are
attributed to deployment of attentional resources (Palva et al., 2010; Palva et al., 2011). Therefore,
increased connectivity between left central and right anterior temporal regions within the same frequency
bands may reflect control of attention on the maintained stimuli, which was likely easier with 2 images as
compared with 5 images, and is critical for preventing the degradation of the WM representation (Lorenc et
al., 2021). Alternatively, the left central region may represent part of the phonological – rehearsal feedback
loop as proposed by Buchsbaum and D'Esposito (2019). In this model, the sensorimotor region is
connected to the regions involved with carrying out rehearsal (i.e., the anterior temporal region) and
provides feedback about the phonological code that is given to the stimuli before covert rehearsal is carried
out. In this model, connections with inferior frontal regions are also important for articulation (Buchsbaum
& D'Esposito, 2019). Although there was no difference between the loads, there was also increased central
– frontal connectivity, which would be consistent with this role in maintenance.
The left frontal region and right posterior temporal region had cross-frequency connectivity in theta,
alpha and beta, which may represent both feedforward and feedback connections. Left frontal regions are
important for filtering interference and increased attentional selection (Gazzaley & Nobre, 2012; Jha et al.,
2004). The right posterior temporal regions may reflect the temporoparietal junction, a critical region for the
control of attention (Geng & Vossel, 2013) and may also represent storage of the encoded stimuli (Feredoes
et al., 2011; Scheeringa et al., 2009) or selectivity of stimuli into WM (Rezayat et al., 2021). Interestingly, if
this region represents a more lateral and inferior temporal region, such as the superior temporal gyrus, this
is also consistent with storage of the encoded stimuli. In fact, Park et al. (2011) proposed that the superior
temporal gyrus represents the storage place for complex visual stimuli. While filtering is often associated
with frontal - parietal connectivity, these connections are established with simple stimuli. Thus, filtering of
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regions in the brain associated with storage of complex stimuli, such as the stimuli used in this experiment,
would be essential for successful probe response. Interestingly, the difference in this network emerged only
when all trials were included in the analysis and was no longer significant when only examining correct
trials. If this network represents filtering of interfering stimuli during the maintenance of complex stimuli,
then the fact that there was no significant difference between the low- and high-load delay periods (i.e.,
when looking at correct-response delay periods only) suggests that filtering was critical for successful
performance. Therefore, including incorrect trials in the analysis resulted in disrupted connectivity within
this network in the high-load condition and may represent the inability to filter the interference, particularly
on the incorrect trials.
Increased frontoparietal connectivity during maintenance is often reported with increasing memory
load (Bollinger et al., 2010; Hampson et al., 2006; Payne & Kounios, 2009). We also found increased left
frontal to bilateral parietal regions, which could represent filtering of the interfering stimuli, but there was no
significant difference between the WM loads. Reduced right-hemisphere frontal-parietal and frontal-midline
connectivity has also been reported with increasing set sizes from 2 stimuli to 4 or 6 stimuli (Payne &
Kounios, 2009). Payne and Kounios (2009) suggested that reduction in right hemisphere connectivity,
particularly in the alpha band, may be a mechanism to prevent interference during maintenance while the
left hemisphere activity represented the maintained stimuli. While our results suggest involvement of the
same networks and similar frequency bands, we found greater connectivity with frontal regions in the lowload condition. This finding is consistent with the idea that there were more resources available for
processing the distractor stimuli in the low-load condition; hence, there was a greater need for continuous
filtering throughout the delay period (Yoon et al., 2006). Whereas, in the high-load condition, attentional
resources were consumed by the large number of encoded images being maintained, with no resources
leftover to processes interfering stimuli (Lavie et al., 2004).
There was also an increase in short-range connectivity between the left anterior temporal region
and left temporoparietal region. The left anterior temporal region is critical for language, short-term memory
and semantic associations (Boucher et al., 2015; Helmstaedter et al., 1996; Hermann et al., 1992). The left
posterior temporal region is a critical junction for somatosensory information and has been implicated in
word processing and comprehension (Binder et al., 1997). Phase-locking between these two regions was
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restricted to the alpha and lower beta regions, which suggests that this connection represents feedback
from the anterior temporal to the posterior region throughout the middle region of the delay period (about
1000-5000 ms). This may represent that process of rehearsal in which the encoded images are recoded
into a label and the association of stored semantic knowledge occurs every time the word is rehearsed.
Even without explicit instructions to engage in rehearsal, participants are believed to adopt a dual-coding
strategy involving verbal recoding and rehearsal, particularly with stimuli that contain high semantic content
(Brown et al., 2006) such as the naturalistic scenes used in this task. This increased connectivity was
observed in the low-load condition, which represents the fact that it is easier to rehearse two images with
word associations than it is for five. In the high-load condition, participants may have had to rely on an
alternate maintenance strategy (Chen & Cowan, 2009). If participants relied on an alternate strategy, such
as attentional refreshing in the high-load, this may explain the differences in performance. A newly revised
model of WM (see Lemaire et al. (2021)) suggests that at higher WM loads, rehearsal is more effective,
whereas refreshing alone will result in reduced performance, as was the case in the current experiment.
If increased activity and synchronization is expected with increasing load, as has been reported in
many delay period studies (Palva et al., 2010; Zhang et al., 2016), this likely represents that all presented
items are being held in working memory (e.g., For a high WM load of 5 stimuli, all 5 stimuli are maintained
simultaneously during maintenance). The studies that have established these findings very often use simple
stimuli (e.g., colored squares with nameable colors or easy-to-name objects). Therefore, it is possible that
reduced amplitude activity and reduced phase-locking for the high-load condition, in the current experiment,
could reflect the pattern associated with more complex stimuli such as scenes. In the low-load condition,
amplitude and synchronization likely reflects the representation of the two items, no matter how complex,
as holding onto two stimuli is well below general working memory capacity (Alvarez & Cavanagh, 2004).
On the other hand, the high-load condition is above or near the maximum number of stimuli that can be
maintained, although this capacity may differ based on the individual (Adam et al., 2017). As a result, the
maintenance period of the high-load condition may be reduced, both in terms of amplitude activity and
connectivity, because participants were not able to maintain all images together. In fact, depending on the
individuals’ capacity, the maintenance period may only reflect two or three items at a time due to the
complex nature, despite the instructions to maintain all images. Both the findings of the planned analysis

68

including all trials and the repeated analysis with correct trials only, are consistent with this possible
interpretation.
Attention and Maintenance
If attention is a fixed resource, the presence of interfering stimuli should consume the available
attentional resources needed for maintenance. In fact, since maintaining a higher working memory load
requires greater attentional demand than a lower working memory load (5 images versus 2 images), there
should be a greater disruption for the higher load (Chen & Cowan, 2009; Wei & Zhou, 2020). This was in
fact the case in the comparison of the high- and low-loads for this experiment, as performance was higher
on the low-load task. However, participants still performed relatively well on the high-load condition, which
suggests that attention wasn’t entirely consumed by the interfering stimuli. These results support the fact
that attention may not be a fixed resource that is consumed in an all-or-none manner, but rather a flexible
resource (Morey et al., 2011). Thus, these results could be explained by the fact that attention could have
shifted between maintaining the task stimuli and the interfering stimuli.
Based on task performance, it is clear that attention plays a critical role in maintenance, as
interference had a greater impact on the high-load task. However, based on research with different working
memory loads, this difference in performance is to be expected without the introduction of interfering stimuli,
as there are fewer stimuli to remember. In fact, it could be argued that performance might have been worse
on the low-load task since more resources were available to process the interfering stimuli (Lavie, 1995;
Lavie & Cox, 1997; Simon et al., 2016). Although, maintenance of more complex stimuli, such as naturalistic
scenes, likely requires an increased need for attentional resources (Chen & Cowan, 2009). Therefore, there
may have been no attentional resources leftover to process the interfering stimuli as all of those resources
are automatically captured by the complex scenes (Lavie, 1995; Lavie & Cox, 1997; Simon et al., 2016).
Complex scenes contain many components, which themselves have features that need to be combined
(i.e., palm tree or an ocean), and when combined also have semantic meaning (i.e., a beach). Participants
will draw meaningful connections between the stimulus features and that stored knowledge (Asp et al.,
2021), which likely requires attentional resources. Thus, even with a low load of only two images, the
complexity and associated meaningfulness of the picture may have used up the available resources; thus,
the interfering stimuli had no impact on performance.
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If sustained attention does not play a role in maintenance, then there should be no difference in
frontal region connectivity during maintenance. Frontal-parietal connectivity has been associated with topdown control of attention (Sauseng et al., 2008) and will be differentially engaged based on the attentional
requirements. Although the interference in the low- and high-load condition were the same, the required
top-down control of attention was different, which was reflected in the different phase-locking for the lowand high load. The low-load condition had greater connectivity between left frontal and right temporal
regions throughout the maintenance phase in the theta and alpha bands. Research has found that frontalparietal synchronization during the delay period of a WM task represents maintenance of information
(Salazar et al., 2012). Theta band frontal-parietal synchronization during maintenance has been attributed
to both maintenance of information as well as executive attention functions (Sauseng et al., 2008; Sauseng
et al., 2005). Thus, the difference in frontal-parietal connectivity reflected the ability to filter out the interfering
stimuli and focus on maintenance, which was better in the low-load condition.
Delay Activity and Interference
External interference has been introduced in working memory tasks in multiple forms, including
interfering stimuli that a participant is instructed to ignore as well as a secondary task that occurs during
maintenance (Clapp et al., 2010). If the same category distractor is of the same category such as using
faces with face distractors, disruption of performance is greater than if the distractor is from a different
category, such as faces with scene distractors, and there is a decrease in prefrontal cortex activation (Yoon
et al., 2006). The prefrontal cortex (PFC) is a critical frontal region for attention; activation in this region is
associated with both filtering out irrelevant information as well as focusing of attention. PFC is both
anatomically and functionally linked with parietal regions and involved with attentional control networks
(Chadick & Gazzaley, 2011; Gazzaley & Nobre, 2012). Increased activity in parietal regions is also found
when focusing on task-relevant information (Chadick & Gazzaley, 2011). If the parietal region activation
simply reflects storage of visual information, as opposed to attentional processes (Todd & Marois, 2004;
Xu & Chun, 2006), it would be expected that activation of this region would have been greater for the highload condition. However, we found greater parietal activation for the low-load condition, providing additional
support for the idea that complex visual stimuli may be stored elsewhere (Park et al., 2011) or more simply
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reflect that fewer stimuli were maintained during the delay in the high-load condition (e.g., only 2 or 3 images
of the 5 presented).
Interestingly, studies with interfering visual stimuli and visual distractors do not show the same
resource trade-off that a different domain-distractor might. A possible alternative would be to use a differentdomain distractor such as an auditory distractor tone (Morey et al., 2011) that is not related to the working
memory task. If the same-domain distractor is from the same-category (i.e. scene stimuli-outdoor with
scene stimuli-indoor) it may have had a greater impact on attention (Sreenivasan & Jha, 2007). Interfering
stimuli that have similar content, and not just features as the phase-scrambled interfering stimuli did, are
more likely to take attentional resources for processing (Yoon et al., 2006). In fact, research with face stimuli
and face distractors as compared with phase-scrambled distractors, have found that only the samecategory phase distractors were disruptive to both performance and delay activity (Dolcos & McCarthy,
2006; Dolcos et al., 2007). Alternatively, it is possible that this method of interference was insufficient in
capturing attention, in which case a dual-task may have been more appropriate, such as with a judgement
task (Clapp et al., 2010), a saccade task (Postle & Hamidi, 2007) or verbal retrieval from a pre-learned word
list (Ricker et al., 2010). Future research should examine if different same-category visual stimuli or a dualtask may disrupt attention differently and impact delay activity.
It is also possible that maintenance was protected from interference because participants engaged
in maintenance rehearsal. Participants may have automatically recoded the visual stimuli into verbal labels
and rehearsed them during maintenance, despite no instructions to do so. In fact, studies have found that
the automatic recoding of verbalizable stimuli, such as the naturalistic scenes used in this experiment, will
occur even without explicit instructions to do so (Postle et al., 2005). Rehearsal is not an attentiondemanding process that will interfere with maintenance of visual information (Vergauwe et al., 2014), but
linking semantic associations during rehearsal with visual information, which may occur with complex
naturalistic scenes, may capture attentional resources. If processing and linking of semantic associations
occurs during maintenance, then interference may not have occurred because any available attentional
resources would be used up and not available to process the distractors. Recently this claim about
rehearsal has been revisited with the idea that rehearsal may actually place a demand on attention
(Thalmann et al., 2019), which could also explain why the interfering stimuli did not impact performance
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especially for the low-load condition, when rehearsal is more likely to have been carried out. Future studies
should dissociate the attentional demand of rehearsal with complex visual stimuli and the impact of
distraction.
Limitations
This study was collected as part of a simultaneous EEG-fMRI study. The coupling of these powerful
imaging techniques provides information about the precise temporal (EEG) and spatial (fMRI) information
during maintenance (Cichy & Oliva, 2020). One possible limitation is that EEG collected in the supine
condition while laying inside a scanner may show different patterns of amplitude, including reduced cortical
activity and laterality differences (Spironelli & Angrilli, 2017). Importantly, the overall cortical patterns
observed are consistent with sitting-based EEG (Scheeringa et al., 2009). This should be considered when
interpreting the EEG results without the fMRI results. Additionally, to reduce the amount of time spent in
the EEG scanner while keeping the number of trials across conditions consistent, the working memory
conditions contained only 50 trials each. A larger number of working memory trials per condition may have
resulted in better signal-to-noise ratio (Luck, 2014) and enabled a formal comparison between correct and
incorrect trials. Finally, this experimental design did not include a control delay period (i.e., blank delay
period) in which there were no interfering stimuli present (Postle & Hamidi, 2007). Consequently, it could
be argued that the differences in performance and delay activity are simply due to the working memory load
difference (2 images vs. 5 images) and are unrelated to the interfering stimuli that were originally designed
to serve as a perceptual baseline. We argue that this is not the case as the delay activity observed,
particularly for the high-load condition, was reduced. With increasing WM load studies commonly report
increased delay activity (Jensen et al., 2002; Jensen & Mazaheri, 2010; Tuladhar et al., 2007). Future
studies should include a non-distractor control (i.e., unfilled delay period) to confirm these differences are
due to the presence of interfering stimuli.
Conclusions
The presence of interference during the delay period of a visual working memory task impacted
maintenance for complex stimuli. Greater reductions in amplitude were observed in the alpha and beta
ranges for the high-load condition suggesting that the presence of visual stimuli during the delay period
resulted in a distractor effect. Increased left frontal – right posterior temporal, left anterior temporal –
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posterior temporal connectivity, and right anterior temporal - left central connectivity for the low-load
condition may explain protection against interference. Successful maintenance of complex visual stimuli in
the low-load condition, as evidenced by better performance, is likely the result of attentional filtering of
interfering stimuli, the ability to focus attention on maintenance, and the application of verbal maintenance
strategies.
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Figure 3.1. High-Load and Low-Load Working Memory Task Trial Layout. The task consisted of two
working memory loads: a low load (2 images) and a high load (5 images). In the high load condition (top):
participants were presented with 5 images in succession (1.4 sec each), a delay period with 6 phasescrambled images (1 sec per image for a delay period total of 6 sec), a probe choice (1.4 sec), which is
either one of the earlier presented images or a new image, and a jitter period with a blank gray screen
(approximately 3 sec) that indicates the end of the trial. For the low-load condition (bottom): participants
were presented with 2 images in succession (1.4 sec each), a delay period with 6 phase-scrambled images
(1 sec per image for a delay period total of 6 sec), a probe choice (1.4 sec), which is either one of the earlier
presented images or a new image, and a jitter period with a blank gray screen (approximately 3 sec) that
indicates the end of the trial. Participants completed both loads in a randomized order.
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Figure 2. Performance on Scene Working Memory Task better for the Low-Load than on the HighLoad Condition. Pointplot of performance on the low- (termed: L2) and high-load (termed: L5) WM tasks.
Performance was significantly better on the low-load condition as compared with the high-load condition
(94.6% correct vs. 86.2%, Wilcoxon Signed Rank Test p = .001). Each color represents an individual
subject. Performance accuracy was measured by the percent of trials correct out of the total possible trials.
3 subjects who had a large number of no response trials were excluded.
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Figure 3.3. Comparison of Absolute Amplitude Delay Period Activity in Low-Load and High-Load
Conditions Reveals Greater Alpha and Beta Band Amplitude Across the Delay Period. Select
absolute amplitude plots in the left frontal and right parietal regions of the 6-sec delay period revealed 5
clusters of significant differences in activity (p < .05). Orange clusters represent low-load delay activity
greater than high-load and blue clusters represent high-load delay activity greater than low-load. The y-axis
shows frequency (Hz); x-axis shows the time in sec. a) Time Frequency Absolute Amplitude plot for the
FC6 electrode. The plot shows the low-load condition Absolute Amplitude with the significant clusters
overlaid as a mask. b) Head plot of the overall pattern of absolute amplitude difference during the delay
period for all sensors. The selected FC6 (Fig 3a) and P3 (Fig 3c) electrodes are highlighted by a dark box
on the head plot. c) Time Frequency Absolute Amplitude plot for the P3 electrode. The plot shows the lowload condition Absolute Amplitude with the significant clusters overlaid as a mask.
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Figure 3.4. Comparison of Time Frequency Analysis during Delay in Low-Load and High-Load
Conditions Reveals Early Gamma Band Event-Related Desynchronization. Time Frequency Analysis
plot for the P8 electrode during the 6-sec delay period in a whole window analysis. Electrode selected
based on results from previous research in our lab highlighting the right parieto-occipital region (Ellmore et
al., 2017). a) Time Frequency Analysis for the P8 electrode in the low-load condition. b) Time Frequency
Analysis for the P8 electrode in the high-load condition. c) The plot shows the low-load condition Time
Frequency Analysis plot from the low-load with the significant cluster overlaid as a mask. The blue cluster
represents reduced desynchronous activity for the high-load condition. Review of the overall pattern of
delay activity during the low- and high-load reveals a similar transient pattern of delay activity for the parietooccipital censors with an early period of increased synchronous activity in the upper alpha and beta (500
msec to 3000 msec) followed by a period of desynchronous activity in the same frequency bands (4000
msec to 6000 msec).
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Left Posterior Temporal Region

Figure 3.5. Delay Period Activity Brain Region Analysis Reveals a Left Posterior Temporal and Left
Frontal Regions underly Maintenance. Time Frequency Analysis plots during the 6-sec delay period in a
brain regions analysis. The y-axis is frequency (Hz); x-axis is the time in sec. a) 3-D view of Brain Regions
Montage superimposed on an MRI structural scan with the Left Posterior Temporal Region highlighted in
yellow [left]. Time Frequency Analysis for the Left Posterior Temporal Region during the 6-sec delay period
[right]. The blue cluster represents greater ERD in the upper beta range for the low-load condition. b) 3-D
view of Brain Regions Montage superimposed on a BESA template average MRI with the Left Frontal
Region highlighted in yellow [left]. Time Frequency Analysis for the Left Frontal during the 6-sec delay
period [right]. The red cluster represents greater ERS in the theta and alpha range for the low-load condition.
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Figure 3.6. Phase-locking Value During the Delay Period Reveals 3 Different Connections Supports
Maintenance and Reduces Interference in the Low-Load Condition. The plots represent phase-locking
(PLV) during the 6-sec delay period in a brain regions connectivity analysis. The y-axis is frequency (Hz);
x-axis is the time in sec. 3-D transparent brain frontal (left-top) and left lateral view (left-bottom) displaying
the significantly different PLV connections highlighted with a blue connection line. a) Connectivity plot for
the low-load condition between left frontal and right posterior temporal regions with mask of significant
cluster (right). The significant cluster (red) represents that the low-load condition had greater connectivity
between these two regions than the high-load condition (p = 0.024). b) Connectivity plot of the significant
cluster (red) that represents that the low-load condition had greater connectivity between the left anterior
temporal and left posterior temporal regions than the high-load condition (p = 0.027). c) Connectivity plot
for the low-load condition between right anterior temporal and the left central regions with mask of significant
cluster (right). The significant cluster (red) represents that the low-load condition had greater connectivity
between these two regions than the high-load condition (p = 0.022).
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Table 3.1: Significant clusters of absolute amplitude difference between the low- (L2) and high-load (L5)
conditions during the delay period (Time: 0 to 6000 msec) for all sensors.

Cluster
ID

Cluster
1
Cluster
2
Cluster
3
Cluster
4
Cluster
5

pvalue

Cluster
value

Mean for
L2 Abs
Amp

Mean for
L5 Abs
Amp

Start
Time

End
Time

Start
Frequency

End
Frequency

Electrodes
in Cluster
F3'_avr,
F4'_avr,
C3'_avr,
C4'_avr,
P3'_avr,
P4'_avr,
O1'_avr,
O2'_avr,
F8'_avr,
T7'_avr,
T8'_avr,
P7'_avr,
P8'_avr,
Fz'_avr,
Cz'_avr,
Pz'_avr,
FC1'_avr,
FC2'_avr,
CP1'_avr,
CP2'_avr,
FC5'_avr,
FC6'_avr,
CP5'_avr,
CP6'_avr,
POz'_avr

0.001

25837.9

0.958192

0.761117

0

6000

4

40

0.016

3093.72

1.17774

0.842218

0

6000

4

20.5

FP1'_avr

0.016

3046.2

1.23239

0.889094

0

6000

4

18.5

0.044

-905.505

0.439429

0.547827

0

2600

29

37

FP2'_avr
F4'_avr,
C4'_avr,
FC6'_avr,
CP6'_avr

0.047

544.782

0.717711

0.630565

2300

5600

19

31.5

81

TP9'_avr

Table 3.2: Significant clusters of phase-locking value (PLV) between 15-brain regions during the delay
period (Time: 0 to 6000 msec). Each PLV connection between the low- (L2) and high-load (L5) conditions
has two significant clusters associated with it to represent the opposite connection (e.g., PL – FL and FL
– PL). The PLV results do not provide information about the directionality. The start frequency for all
comparisons was 4 Hz, but can erroneously report frequencies lower (i.e., lower than 4 Hz), so start
indicates numbers that were adjusted due to erroneous values (see Methods).
Cluster
ID
Cluster
1
Cluster
1
Cluster
2
Cluster
2
Cluster
3
Cluster
3

pvalue

Cluster
value

Mean for
L2 PVL

Mean for
L5 PVL

Start
Time

End
Time

Start
Frequency

End
Frequency

0.022

1132.9

0.3342

0.223609

400

6000

4*

16

0.022

1132.9

0.3342

0.223609

400

6000

4*

16

0.024

1120.94

0.343857

0.217204

0

6000

4*

9.5

0.024

1120.94

0.343857

0.217204

0

6000

4*

9.5

0.027

975.112

0.346558

0.247562

1000

5300

8.5

18.5

0.027

975.112

0.346558

0.247562

1000

5300

8.5

18.5
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CHAPTER FOUR
Introduction
The Role of Attention in Working Memory
Attention-based processes, such as control processes, are a critical part of memory storage and
retrieval (Buckner, 2003). In fact, the general goals of attention carry over to working memory (WM) to carry
out goal-directed behavior (Awh et al., 2006). The first goal is to select a small amount of information from
the world, of all the competing available information, to be in the focus and remain active until it is necessary
to carry out a behavior. The second goal is to filter out information that is not necessary, whether it be
external unwanted information or internal irrelevant information or neural systems (Desimone & Duncan,
1995; Oberauer, 2019b). In WM, it is assumed that attention is sustained during maintenance, or the period
of time during which information is kept active in memory without any visual input, while these goals are
carried out (Chun, 2011). Sustained attention may require additional monitoring processes with regards to
the allocation of attention, which is informed by the overall goal (Clayton et al., 2015).
Information that is actively selected and captures attention is said to be in the focus of attention
(Cowan, 2011). Information in the focus of attention is prioritized during WM maintenance in order to keep
the information active and prevent loss of the information (Clayton et al., 2015; Cowan, 2011). This
information may automatically guide attention in a bottom-up manner, but also serves to control attention,
acting as a gate-keeper (Awh et al., 2006; Gazzaley & Nobre, 2012). Therefore, information that is outside
the focus of attention or is deprioritized should be lost or forgotten. Additionally, holding information in the
focus of attention alone is not sufficient for maintenance of information, and is supported by either passive
stores (i.e., phonological store or visuospatial sketchpad in Baddeley’s model) or activated long-term
memory (i.e., Cowan’s model) (Oberauer, 2002). Although selecting information into the focus should
protect it, simply holding onto a set of stimuli, for example, is insufficient to prevent interference of
information that is not relevant to the task. Intrusions may occur automatically by external stimuli, even if
the goal of the task is to maintain a specific stimulus and ignore another (Lavie & Cox, 1997).
If attention during maintenance is in fact sustained, this should be reflected in the underlying neural
activity and related to performance on whatever the goal is, although this is not always the case (Silvanto,
2017). The traditional view of delay activity, or the neural activity measured during maintenance (also
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termed the delay period), is that it is increased and sustained until a goal is carried out (e.g., a response is
made on the WM task). This theory of delay activity has been established in both animals and humans, and
has implicated both the prefrontal cortex and parietal regions (Constantinidis et al., 2018; Sreenivasan &
D’Esposito, 2019). Recently, this view of delay activity has been challenged, suggesting that sustained
delay activity is more transient in nature and may depend on the length of delay period as well as the
complexity of the stimuli used (Ellmore et al., 2017; Miller et al., 2018). In the study by Ellmore et al. (2017),
it was assumed that attention was sustained throughout the delay period as evidence by the high
performance on the WM task. However, with predictable delay period lengths as this study used (i.e., all
trials – 6 sec delay period), it is possible that participants did not carry out maintenance or did so for a short
period and then disengaged attention until it was time to respond. Another view of delay activity suggests
that some information is kept in an activity-silent state, which suggests that information that is not prioritized
in WM can still be maintained, even though attention is directed elsewhere (Rose et al., 2016). If information
is maintained in an activity-silent manner, sustained attention during maintenance to the target stimulus
may not be necessary (Beukers et al., 2021). This leaves open the question of the whether or not attention
is sustained in WM maintenance when a response is predictable. If the probe response is unpredictable,
how will this influence delay activity during a WM task?
Sustained Attention and Working Memory
Attention to a target stimulus on a WM task is critical for success on a WM task. If information is
introduced during the delay period, and it is not relevant to a WM task (i.e. distractors), it is expected to
take resources away from the to-be-remembered information and hijack the focus of attention (Gazzaley &
Nobre, 2012). Research on WM with distractors has confirmed that performance decreases when
distractors are present as compared to when they are absent (Dolcos & McCarthy, 2006; Dolcos et al.,
2007; Yoon et al., 2006). Interestingly, not all distractors are created equal, which suggests that
distractibility is a function of how similar the to-be-remembered information is to the distractor. For example,
memory for visual stimuli such as faces is lower when neutral faces are used as compared with scrambled
faces or when emotional scenes are used than scrambled scenes (Dolcos & McCarthy, 2006; Dolcos et al.,
2007). These studies support the notion that attention is critical for filtering out information, but leaves open
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the question as to how attention is allocated during a WM task and whether sustained attention is critical
during the delay period?
Sustained attention is the concept that attention is held throughout a period of time, such as
throughout the entire maintenance period of a WM task, during goal-directed behavior (Silvanto, 2017). In
the studies described above, the presence of distractors differentially captures attention and impaired
performance relative to no distraction. Thus, attention was likely not sustained throughout the maintenance
period, either shifting between the target stimuli and the distractor or even entirely deployed to filtering out
the distractors (Tamber-Rosenau et al., 2018). If sustained attention is critical for maintenance, then
information outside the focus of attention should be forgotten. Experiments using retro-cues, which direct
which stimulus to prioritize in the focus of attention, do not support this finding. In fact, information that is
deprioritized during maintenance or not prioritized at all, is not forgotten as would be expected (Rerko &
Oberauer, 2013). Interestingly, introducing interference during maintenance, either by capturing perceptual
attention (similar features in a dual-task) or sustained attention (shifting attention to a different WM item),
when retro-cues are included in the task does not negatively impact performance (Rerko et al., 2014).
These studies provide support for the fact that sustained attention during maintenance may not be
necessary.
Attention, Working Memory, and the Brain
Attentional processes and maintenance, such as updating the items in the focus of attention or
filtering out irrelevant information, are supported by different underlying brain regions (Roth et al., 2009).
Recent work with amnestic Mild Cognitive Impairment, an early stage of Alzheimer’s Disease, suggest that
the prefrontal cortex is associated with more than just attention, it is also involved in visual maintenance
processes (Melrose et al., 2020). However, much of the literature on the dorsolateral prefrontal cortex
(dlPFC) has identified this region as a critical in supporting the top-down control of attention, a process that
is involved in maintenance. Numerous studies have found that the dlPFC is deployed when attention is
required to filter out externally interfering information (Dolcos et al., 2007; Jha et al., 2004; Postle, 2005).
Activity in the dlPFC increases when distractors are more similar to the target stimuli (i.e. congruent
distractors) as they are more likely to be confused due to overlapping features as compared with
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incongruent distractors (Dolcos et al., 2007). The ventrolateral prefrontal cortex (vlPFC) has similarly
exhibited increased activity with congruent distractors (Jha et al., 2004).
In addition to the role of the dlPFC in distractor processing and filtering, Feredoes et al. (2011)
applied transcranial magnetic stimulation (TMS) during the delay period with distractors present and found
that the bilateral dlPFC communicated with posterior regions associated with maintenance (i.e.,
parahippocampal place area). These results suggest that the dlPFC does not exclusively communicate with
areas for distractor processing, but also supports maintenance processes. Reduced frontoparietal
connectivity has also been found with distractors and is associated with control over maintenance (Greene
& Soto, 2014). Using a similar paradigm, Yoon et al. (2006) found reduced connectivity between the dlPFC
and visual association areas with the presence of distraction. The authors confirmed that the dlPFC is
critical for maintenance, while the visual association areas likely reflect processing of the stimulus features.
Thus, the communication between these regions is critical for combining the sensory information with
higher-level information about the stimuli. Interestingly, the dlPFC has been found to be active during the
delay period of a WM task in which distractors are not present (i.e. blank delay periods), but are likely
related to the expectations of the task; thus, if the participant is unaware of when the interfering information
will be present, the dlPFC may be active in anticipation that a distractor may be present (Postle, 2005). In
fact, Feredoes et al. (2011) did not find increased dlPFC activity when distractors were absent, suggesting
that it plays a dynamic role in maintenance and only comes online when filtering is needed.
These executive attentional processes (e.g., filtering, control of attention) are differentiated from
sustained maintenance processes (Raye et al., 2007). For example, rehearsal of information typically
involves increased activity in the left inferior frontal regions (Henson et al., 2000), including the left vlPFC
(Curtis & D'Esposito, 2003; Raye et al., 2007; Smith & Jonides, 1998), and premotor region, including
supplementary motor (Chein & Fiez, 2001; Gruber, 2001; Trapp et al., 2014), especially if the rehearsal
process does not tax attention (i.e., repetitive rehearsal). The middle frontal gyrus and superior parietal
lobule have also been associated with rehearsal but are likely related to the control of attention during
maintenance (Dolcos et al., 2007; Fegen et al., 2015; Lavie et al., 2004). Additionally, the sensory-motor
region may also play a role in rehearsal by providing feedback between frontal and posterior regions during
the process of rehearsal, even during covert (i.e., silent) articulation (Buchsbaum & D'Esposito, 2019).
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Attentional refreshing has also been associated with sustained, increased activity during maintenance,
specifically in the dlPFC (Cohen et al., 1997; Raye et al., 2007; Raye et al., 2002) during delay periods
without distraction.
In all of these imaging studies, it is assumed that attention is sustained while maintenance
processes are ongoing. An important confound of many studies that examine maintenance and related
attention processes, is the use of a predictable, unchanging delay period. If the period over which
maintenance occurs and attention is expected to be sustained is predictable, participants can easily
disengage attention and reengage attention when a response is required (Tamber-Rosenau et al., 2018).
Moreover, while the above studies establish the critical attentional systems involved in maintenance and
contrast them from the maintenance techniques such as rehearsal, imaging does not provide precises time
course information about attention throughout the delay period. Non-invasive imaging techniques such as
electroencephalogram (EEG) provide a temporally precise window into the delay period (Cichy & Oliva,
2020; Koshy et al., 2020). Therefore, if the goal is to examine if attention is sustained throughout the delay
period and how it supports maintenance, it is critical to look at the time course of delay activity with EEG.
The Current Study
There are three motivations for the current study. Firstly, although studying interference is an
established way to measure the role of attention in supporting WM, it is difficult to discern if the role of
attention is to support maintenance or to actively filter out the interfering stimuli. Attention may be sustained
throughout the delay period to actively filter out distractors, which is difficult to discern from sustained
maintenance of the target information (Tamber-Rosenau et al., 2018). Secondly, if the goal of a WM task
is to make a response after a period of maintenance, but the delay period is always the same length,
attention may be transiently deployed. Participants may learn when attention needs to be engaged (i.e.
during encoding and just prior to the probe) in order to successfully complete a task (Miller et al., 2018).
Lastly, one of the limitations of the studies discussed above is the use of fMRI to measure sustained
attention during a period of maintenance. Although fMRI has excellent spatial resolution, it cannot provide
a precise temporal profile for attention. A temporal precise tool, such as EEG is better equipped to provide
millisecond precision changes in neural activity during maintenance when attention is sustained (Cichy &
Oliva, 2020; Koshy et al., 2020).
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If the delay period is a predictable duration, attention may not be fully engaged during the delay
period; therefore, the pattern of delay activity may reflect more than the information being maintained. If the
delay period is an unpredictable duration, attention must remain engaged the entire time so as to not miss
responding to the probe. Therefore, in order to understand how attentional engagement impacts delay
activity and separate it from the role of filtering out distractors, it is important to vary the delay period length
of a blank delay period from trial to trial. The hypothesis is that varying the length of the delay period and
the ability to predict the probe response will modulate the pattern of delay activity. If sustained delay activity
is the product of shorter (<3 secs) and predictable delay periods, varying the length and predictability of the
delay period will influence the pattern of delay activity. Shorter delays periods in which attention is required
for a brief time and remains engaged will result in increased and sustained patterns of delay activity. Longer
delay periods may result in transient patterns of delay activity as attention may shift away from maintenance
towards the end of the delay in preparation of the upcoming probe response. As attention shifts and
maintenance is stopped, performance will be worse for the longer delay periods and reaction time will be
longer. However, if sustained delay activity is the result of sustained attention, with an unpredictable delay
interval, regardless of the length of the delay period, delay activity will be sustained throughout the delay.
Methods
Participants. The experiments were approved by the City University of New York Integrative
Institutional Review Board (CUNY IRB). All participants completed the MRI safety questionnaire; after
review and approval by the MRI director, they signed the informed consent form. The study consisted of
20 subjects who signed the informed consent and completed the study. A total of 2 subjects were excluded
from the analysis because of incomplete data collection due to the participant falling asleep during one of
the task conditions which left a final sample of 18 subjects (11 Females, mean age = 24.79 years, SD =
7.74 years).
Task and Set-up. The present study employed a modified version of the Sternberg working memory
task (Figure 1) with a moderate working memory load (3 stimuli) and a delay period length manipulation
(Sternberg, 1966). Participants completed 54 trials of each delay period length (2 secs-short, 5-secsmedium, and 9 secs-long) randomized order across 3 runs. The task was split up into 3 runs to give
participants a short break (approximately 2-3 minutes) as well as give the experimenter the opportunity to
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review instructions or provide reminders (i.e., stay awake, make responses, reduce movement).
Approximately 10-minutes later participants completed an immediate recognition task. Before going to the
MRI scanner, participants completed practice working memory and recognition trials (1 for each delay
length) in the MRI control room. Before completing each working memory run and the recognition task,
participants were read the same instructions that were given to them during the practice.
The task consisted of an encoding phase (3 stimuli presented for 1400 msecs each), a maintenance
or delay period (2000, 5000, or 9000 msecs), a probe choice task (1400 msecs) followed by a phasescrambled image and jitter representing the end of the trial (approx. 3000 msecs). During the delay period
a blank gray screen with a black fixation cross was presented. Participants were informed to look at the
fixation while maintaining the stimuli presented during the encoding phase until the probe picture appeared.
They were informed that the delay period would vary in length and that different duration periods would be
randomly presented so that they always maintained their attention. For the probe choice task, they were
presented with either a new image (negative probe) or an old image (positive probe), and they had to
indicate if they saw the image before or not with a fORP button press (Green= Yes, Red=No) on.
After completing the working memory tasks, an immediate recognition task was completed, which
consisted of phase-scrambled images, new images and old images (from all 3 delay lengths). For phasescrambled images, participants were told to just look at the images and not to make a response. For all
other stimuli, participants indicated if the probe image was new (i.e., never seen before) or old (i.e., from
one of the two earlier working memory tasks). The tasks were interspersed with 5-minute rest conditions
during which participants had to remain awake and fixate on a black cross. The task took approximately 45
minutes to complete, and the total scan time was approximately 90 minutes.
The stimuli were outdoor naturalistic scenes from the SUN database (Xiao et al., 2010) presented
at 600 by 800 pixels with a gray background. Images were randomly presented within each trial. The stimuli
were presented on an LCD monitor that was located behind the bore of the MRI. Participants had a mirror
attached to the head-coil through which they saw the LCD monitor behind them. Before beginning the task,
we confirmed that the participant was able to see the monitor behind them. Participants made responses
on a fiber optic box which was placed in their right-hand, equipped with a red and a green button. During
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the experimental session, participants were not able to see the button box; therefore, they were asked to
memorize the location of the buttons and remind before beginning the task.
EEG Collection. EEG for both experiments were collected as part of a simultaneous EEG-fMRI
experiment. We collected continuous 32-channel passive EEG with Brain Vision MR-Safe caps while
simultaneously recording fMRI (31 scalp electrodes and 1 ECG electrode); note, one subject had 64channel EEG recorded, but for the purpose of inclusion in the analyses a custom 32-channels montage
was applied. The scalp electrodes were arranged following the 10-10 international system. In accordance
with Brain Products simultaneous EEG-fMRI guidelines, AgAL MR-safe gel was used to prepare the caps
and all electrodes impedance were brought below 20 k/ohms. The ECG electrode was placed on the back
left shoulder blade using the same process. The EEG caps were prepared outside the scanner, impedances
were again checked after positioning on the scanner bed and moving into the bore. For safety reasons,
impedances were monitored throughout the scanning session, which lasted approximately 2 hours. If at
any point impedances went above 35 k/ohm the participant was removed from the bore and the electrode
impedance was corrected (Brain Products BrainAmp MR Operating and Reference manual Version 4.0).
The participant was repositioned and returned to the bore, impedances were checked before repeating the
localizer scan and continuing. No participants were stopped during a task session.
The fMRI results will not be discussed in this paper, as the focus is the EEG. The EEG data was
recorded at 2500 Hz and 40 mm caudal to isocenter in the bore of the 3.0 Tesla Siemens scanner (Mullinger
et al., 2011); initially the first few subjects (n = 10) were recorded at 2500 Hz and was eventually increased
to 5000 Hz to improve fMRI artifact cleaning. After fMRI artifact cleaning was completed, all data were
down-sampled to 500 Hz.
EEG Processing. All EEG processing was carried out in BESA Research 7.0. MRI artifact correction
was carried out using the BESA Research fMRI artifact gradient removal algorithm with the Allen Method
(Allen et al., 2000) following the default BESA settings (Number of artifact occurrence averages = 16). This
method uses a sliding-window template that uses 8 artifact occurrences before and after the artifact are
used to create the artifact template and is then subtracted from the data. The length of each MRI volume
was automatically detected (2000 msec) and was based on the user-defined fMRI trigger code recorded
during the session (R128) which appeared after 3 dummy scans. In order to align the fMRI gradient artifact
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with the alternate trigger, the first trigger for each file was manually adjusted in the MRI Artifact Removal
settings (i.e., delay between marker volumes and start of volume acquisition).
BCG correction was carried out using the ECG electrode channel. For BCG detection, a low cutoff
filter of 1 Hz (zero phase, 12dB/oct) and a high cutoff filter of 20 Hz (zero phase, 24 dB/oct) were applied
as recommended by BESA Research (BESA Connectivity, 2020). (A template BCG cycle was manually
selected for each participant in each file by a trained research assistant. A pattern-matching algorithm was
then used to identify the PCA components that explain the BCG pattern (between 4-5 components or
whichever variance is less than 1%). Blink correction was carried out using a similar method (Ille et al.,
2002; Picton et al., 2000). The method of correction removes the variance associated with a blink (or BCG
pattern), from each channel, using the template pattern selected. Blink correction was carried out using the
frontal electrodes Fp1 and Fp2. Prior to beginning the working memory and recognition tasks, participants
were asked to blink 5-times in a row in order to create a blink-template. If this blink was natural, this blink
was used with a pattern-matching algorithm to identify the PCA component otherwise a more natural blink
was selected. If the PCA components accounted for great than 97% of the variance it was accepted,
otherwise the pattern-matching algorithm was run again with another template blink. Artifact-corrected data
was used for all analysis in order to ensure that the BCG artifact would not distort the findings. The reference
electrode was the frontal pole (Fpz) during recording and was re-referenced offline to the common average
reference.
Time Frequency Analysis. The working memory tasks were collected across 3 runs. Each run was
individually processed in BESA Research. The different delay periods were combined across runs (i.e., all
2-sec delay periods were averaged together, etc.). Time frequency analysis was conducted for the full delay
period lengths of 2-sec, 5-sec, and 9-sec. Additionally, in order to compare TFA across the delay periods,
the first 2000 msecs was captured from the 2-sec, 5-sec, and 9-sec delay in order to examine the difference
in delay activity in the early part of the delay period. For the two longer delay lengths, the first 5000 msecs
was captured from the 5-sec and 9-sec delay in order to examine the middle-later part of the delay period.
Finally, although a formal analysis of the full delay periods across all 3-lengths was not possible because
of the different delay lengths, the delay periods were collapsed across time and compared. A connectivity
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analysis, with coherence and phase-locking value, were both run and compared between the three delay
lengths.
Trials were excluded based on BESA Research criteria for artifact rejection: trials were excluded
for amplitude > 150 µV, gradient > 75 µV, low-signal criteria > 0.1 For all 3 delay period lengths, the average
number of trials was 50 for each condition, with no significant differences between the number of delay
periods included (p = 0.90). Time-frequency analysis was carried out in BESA Research v7.0 at the sensorlevel via complex demodulation of the recorded EEG signals for each trial (Hoechstetter et al., 2004; Papp
& Ktonas, 1977) in steps of 100 msec latencies and 0.5 Hz frequency bins. A detailed description of the
demodulation can be found in Ellmore et al. (2017). Briefly, the timeframe (t) was set as the entire delay
period (Short Delay: 0 to 2000 msecs, Medium Delay: 0 to 5000 msecs, Long Delay: 0 to 9000 msecs) and
the baseline was set to the same period (Ellmore et al., 2017). The frequency (f) ranges under consideration
were 4 to 40 Hz: theta (4-8 Hz), alpha (8-13 Hz), and beta (13-30 Hz), and Gamma (30-40 Hz). The raw
amplitude of brain activity was measured within each step, termed Time Frequency Analysis or TFA. TFA
is expressed in + microvolt units. Then, Temporal Spectral Analysis or TSA was generated by comparing
the amplitude within a step to the baseline amplitude. TSA is expressed as percent change from baseline
(+ or – percent change). The TSA formula is:

𝑇𝑆𝐴 =

𝐴(𝑡, 𝑓) − 𝐴𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒(𝑓)
∗ 100%
𝐴𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒(𝑓)

A(t,f) = amplitude during the timeframe of interest and frequency
Abaseline (f) = mean amplitude in the frequency band during the baseline period
If the TSA results in a positive change from baseline, this is synchronization of represents enhancement of
activity (termed ERS). If the TSA results in a negative change from baseline this is desynchronization or
suppression of activity (termed ERD) (Pfurtscheller, 2001; Pfurtscheller & Da Silva, 1999).
Phase-Locking Analysis. While EEG power and synchronization provide insight into which brain
regions are recruited to support maintenance, they do necessarily reflect functional brain networks
(Scheeringa et al., 2009). In order to identify the underlying brain networks and the degree of
communication between these regions during the delay period, a connectivity measure called phaselocking value was computed. Phase-locking value (PLV) measures the amount of oscillatory
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synchronization between two brain regions (Lowet et al., 2016). More specifically, PLV is a measure of the
degree of phase alignment between the phase of signal between two brain regions, without respect to the
amplitude, for a specific frequency-time bin (Lachaux et al., 1999). Phase-locking value has no assumptions
about linearity and stationarity, such as other measures of connectivity like coherence, so this is a more
robust measure of oscillatory synchronization (Lowet et al., 2016). Thus, in order to estimate connectivity
of two regions, only the phase of two signals are necessary to make determinations about degree of
communication (Lachaux et al., 1999).
A source montage was applied to the data to reduce the number of comparisons before computing
PLV. This montage consists of 15 discrete brain regions, reducing the overlapping sensor-level signals, to
provide a potential source of the TFA (Hoechstetter et al., 2004; Scherg, 1992). This montage uses
equivalent dipole modeling with fixed sources that are separated in spaces so that there is minimal crosstalk (Scherg et al., 2019). First, time frequency analysis was run on each delay period length using the
same parameters described above; TFA was computed with complex demodulation between 4-40 Hz with
0.5 Hz/100 sec steps, to be consistent with the above analysis. Second, phase-locking value (PLV) was
computed in BESA Connectivity v1.0 for each delay length. PLV values range from 0 (no synchrony) to 1
(completely synchronous) and values in between represent partial synchrony (Lachaux et al., 1999). The
equation for PLV is:
)

1
𝑃𝐿𝑉!" (𝑓) = : 𝑒 𝒾⋅(&!"'&#")
𝑛
*+,

f=frequency of interest, n=number of time points (t) in the epoch, i=imaginary number
ϕx and ϕx= phase angles from two signals x and y with the frequency of interest
Erroneous values outside the desired frequency range were not considered (BESA Connectivity, 2020).
BESA Connectivity data were converted to a BESA Statistics compatible format in Matlab v2020a using
BESA generated scripts. 3-D head plots representing brain regions with increased connectivity were
generated in BrainNet Viewer (Xia et al., 2013).
Statistical Analysis
The behavioral performance on the working memory and immediate recognition tasks was
computed using custom Matlab v2020a scripts. Each delay period length was collapsed across runs.
Performance is reported as the percent correct out of the total possible trials for each delay period length.
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Reaction time is reported as the mean reaction time for responses across all trials for each delay period
length. Subjects who completed all 3 runs were included in these analyses; of these subjects, one had a
large number of incorrect and no response trials. Behavioral analysis was conducted including this subject
and repeated excluding this subject. The behavioral results were unchanged when they were excluded, so
the results reported below are excluding that subject. Comparison of behavioral performance and reaction
time were run in Jasp v0.12.2. Pointplots of behavioral performance were generated in Python v3.6 using
Seaborn v0.11.1.
In order to account for multiple comparisons across frequency, time, and sensor space, nonparametric permutation tests were run. When comparing two conditions nonparametric paired t-tests were
run (Bullmore et al., 1999; Ernst, 2004; Maris & Oostenveld, 2007) and for correlations with performance
or reaction time, nonparametric correlations were run (Freedman & Lane, 1983; O'Gorman, 2012). When
comparing three conditions, parametric, within group, one-way analysis of variance (ANOVAS) were run; if
the ANOVA was significant, a non-parametric post-hoc permutation test was run (Bortz, 2006). These
analyses each result in a cluster value. For the t-test, the cluster value is a sum of t- values, for a correlation,
the cluster value is a sum of the r-values and for the F-test, the cluster is a sum of F-values for the data
points in a group of adjacent bins (sensor (<4 cm distance), time (100 msec), frequency (.50 Hz) bins). A
null distribution of summed t-values for the t-test analysis, r-values for the correlation analysis, or F-values
for the F-test are generated from random clusters across subjects and across time-frequency bins.
Significant clusters are summed t-, r-, or F-values within a time-frequency domain that exceed a specific
threshold and are then compared to the random null distribution created from 1000 permutations (Bullmore
et al., 1999; Ernst, 2004; Freedman & Lane, 1983; Maris & Oostenveld, 2007; O'Gorman, 2012). For a
significant F-test, a nonparametric post-hoc permutation test is computed. For each pairwise comparison,
a Scheffe’s test F-value is computed and a cluster based permutation test is run, as described above (Bortz,
2006).
Significant clusters were defined as p-value less than or equal to .05 and marginally significant was
less than or equal to .10. For the t-tests and correlation analysis, significant clusters are indicated with a
mask, either blue or orange. An orange cluster represents greater amplitude for one condition or eventrelated synchronization for the TSA. Blue represents a smaller amplitude for the other condition or event-
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related desynchronization for the TSA. For the f-test, the results are always positive (i.e., orange clusters)
regardless of the values of the data.
Results
Behavioral. The average performance and reaction for each delay length was generated for each
run and averaged across the three runs for each subject. A repeated-measures analysis of variance
(ANOVA) was conducted on the performance for each delay period length and separately for the reaction
time. There was no violation of the test of sphericity (Mauchly’s W = 0.98, p = 0.83), so there were no
corrections were made to the degrees of freedom. There was no significant difference between
performance (Figure 2) on the short delay length (mean = 90.02 percent correct, SD = 9.42), the medium
delay length (mean = 87.76 percent correct, SD = 11.02), and the long delay length (mean = 88.37 percent
correct, SD = 11.22), F(2, 34) = 1.74, p = 0.19, η2 = 0.09). There was a violation of the test of sphericity
(Mauchly’s W p < 0.05), so the Greenhouse-Geisser correction was applied. There was no significant
difference between reaction time on the short delay length (mean = 920.35 msec, SD = 143.99), the medium
delay length (mean = 901.11 msec, SD = 123.16), and the long delay length (mean = 915.52 msec, SD =
128.62), F(1.25, 21.26) = 2.01, p = 0.15, η2 = 0.11.
For performance on the recognition task, the proportion of correct items from the corresponding
delay length trials (i.e., an image from the delay length 2 encoding that were presented during the
recognition task). One additional participant was dropped from this analysis, which was included in the WM
analysis, because they were given the wrong recognition set. A repeated-measures analysis of variance
(ANOVA) was conducted to compare the proportion of correctly identified old items from each delay length.
There was a violation of the test of sphericity (Mauchly’s W p < 0.05), so the Greenhouse-Geisser correction
was applied. There was no significant difference between recognition performance for images presented
during the short delay length (mean = 0.60 proportion correct, SD = 0.20), the medium delay length (mean
= 0.65 proportion correct, SD = 0.20), and the long delay length (mean = 0.62 proportion correct, SD =
0.20), F(1.42, 22.75) = 3.41, p = 0.065, η2 = 0.16). There was a violation of the test of sphericity (Mauchly’s
W p < 0.05), so the Greenhouse-Geisser correction was applied. There was a significant difference for
reaction time on correctly identified images from the short delay length (mean = 869.16 msec, SD = 73.21),
the medium delay length (mean = 878.72 msec, SD = 87.10), and the long delay length (mean = 924.33
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msec, SD = 85.0), F(1.43, 22.91) = 10.67, p < 0.001, η2 = 0.40. Bonferroni post hoc comparison revealed
that reaction time for images from the long delay length were significantly longer than the short (t = -4.32,
p < 0.001) and medium delays (t = -3.57, p = 0.003).
Absolute Amplitude. Absolute amplitude in the theta (4-7 Hz) and alpha (8-13 Hz) were compared
as they represent the key frequency bands in which sustained attention is observed (Clayton et al., 2015;
Helfrich et al., 2018). In order to compare across delay periods, the Absolute Amplitude for the early delay
period (time 0-2000 msecs) of each delay period were generated. A repeated measures ANOVA with
corrections for multiple comparisons across the three delay lengths revealed one significant cluster p = 0
(Cluster Value = 671.052). Post hoc analysis with corrections for multiple comparisons was computed
between the different delay period lengths. Comparison of the short and medium delay period lengths
revealed 45 significant clusters of different theta or alpha activity. Of the 45 significant clusters, 16 of the
clusters represent greater amplitude for the short length delay period and 29 of the clusters represent
greater amplitude for the long delay length delay period. All significant clusters were less 500 msecs or
less, with the cluster length mean = 68.89 msec (SD = 123.99). The short vs long delay period length 28
significant clusters of different theta or alpha activity across the early part of the delay periods (Fig 3b). Of
the 28 significant clusters, 22 of the clusters represent greater amplitude for the short length delay period
and 6 of the clusters represent greater amplitude for the long delay length delay period. All significant
clusters were short in duration, less than 400 msecs long, with the cluster length mean = 75 msec (SD =
120.57). Comparison of the medium and long delay period lengths revealed 36 significant clusters of
different theta or alpha activity (Fig 3a-c). Of the 36 significant clusters, 25 of the clusters represent greater
amplitude for the medium length delay period and 11 of the clusters represent greater amplitude for the
long delay length delay period. All significant clusters were less 1100 msecs or less, with the cluster length
mean = 207.69 msec (SD = 250.14).
Absolute Amplitude for the middle part of the delay period was compared for the medium and long
delay lengths (time 2000-5000 msecs). Paired samples t-test between the middle delay period for the
medium and long delay length delay periods revealed 112 significant clusters of different theta or alpha
activity across the middle part of the delay periods. Of the 112 significant clusters, 51 of the clusters
represent greater amplitude for the medium length delay period and 61 of the clusters represent greater
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amplitude for the long delay length delay period (Fig 4; orange clusters = greater amplitude for medium
length; blue clusters = greater amplitude for long delay length). All significant clusters were less 800 msec
or less, with the cluster length mean = 138.39 msec (SD = 176.68). Review of the changes in amplitude in
both the early and middle delay periods, confirms a transient change in amplitude in both alpha and theta
band oscillations during sustained attention.
Correlations with Absolute Amplitude: Correlations with performance on the WM task and
separately with reaction were run with delay activity with corrections for multiple comparisons. Performance
on the short delay length (2 sec) was not significantly correlated (p = 0.41), but reaction time was for the
short delay length trials (p = 0.013) with the TSA for the whole short length delay period. Reaction time was
correlated throughout the short delay in the beta and gamma regions. Performance on the medium delay
length (5 sec) was not significantly correlated (p = 0.41), but again reaction time was for the medium delay
length trials (p = 0.011) with the TSA for the whole medium delay period. Again, performance on the long
delay length (9 sec) was not significantly correlated (p = 0.41) nor was reaction time on the long delay
length trials (p = 0.45) with the TSA for the whole long delay period. Correlations with performance on the
recognition task for trials from each delay length was also run. Performance on the recognition task was
not correlated with absolute amplitude from the corresponding working memory delay period (Short Delay:
p = 0.37, Medium Delay: p = 0.42, Long Delay p = 0.41), nor was reaction time (Short Delay: p = 0.084,
Medium Delay: p = 0.104, Long Delay p = 0.103).
Temporal Spectral Amplitude. Temporal spectral amplitude (TSA) was computed for all frequency
bands of interest (4 to 40 hz) across all sensors. Examination of the right parietal region (Ellmore et al.,
2017) for the short, medium, and long delay lengths reveal transient delay activity with longer delay lengths
(Fig 4, P8). The short delay length (2 sec) suggests a pattern of sustained delay activity beginning at
approximately 500 msecs into the delay period and continuing until the end of the delay period (Fig 4a).
This sustained pattern of event related synchronization (ERS) is most pronounced in the alpha and lower
beta regions throughout the delay period. The medium (5 sec; Fig 4b) and long (9 sec; Fig 4c) delay period
exhibit the same pattern of sustained ERS, early in the delay period (until about 2-3 secs) followed by
sustained event-related desynchronization until the end of each delay period. A similar pattern of ERS and
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ERD was observed across all sensors, with the bilateral parietal and parieto-occipital regions exhibiting the
most robust patterns of delay activity.
Early Delay Period. In order to compare across delay periods, the TSA for the early delay period
(time 0-2000 msecs) of each delay period was generated. A within-subject analysis of variance (ANOVA)
with corrections for multiple comparisons was computed on the TSA for the early delay period across the 3
delay lengths (short, medium, and long). There were no significant clusters of different TSA (p = 0.46)
across the early delay periods, confirming a similar early pattern of sustained ERS until about 2 sec.
Middle Delay Period. The middle part of the delay period was compared for the medium and long
delay lengths. TSA for the middle delay period (time 2000 msec-5000 msecs) was compared with a paired
samples t-test with corrections for multiple comparisons. There were no significant clusters of different TSA
(p = 0.20) across the middle delay periods, confirming similar transient change from early ERS to middle
sustained ERD.
Correlations with TSA: Correlations with performance and separately with reaction were run with
delay activity with corrections for multiple comparisons. Performance on the short delay length (2 sec) was
not significantly correlated (p = 0.39) nor was reaction time on the short delay length trials (p = 0.15) with
the TSA for the whole short length delay period. Performance on the medium delay length (5 sec) was not
significantly correlated (p = 0.32) nor was reaction time on the medium delay length trials (p = 0.50) with
the TSA for the whole medium delay period. Performance on the long delay length (9 sec) was not
significantly correlated (p = 0.17) nor was reaction time on the long delay length trials (p = 0.19) with the
TSA for the whole long delay period. Correlations with performance on the recognition task for trials from
each delay length were also run. Performance on the recognition task was not correlated with absolute
amplitude from the corresponding working memory delay period (Short Delay: p = 0.61, Medium Delay: p
= 0.17, Long Delay p = 0.43), nor was reaction time (Short Delay: p = 0.49, Medium Delay: p = 0.92, Long
Delay p = 0.85).
Phase-Locking Value. A statistical comparison of the different delay periods was not possible due
to the different number of time points. Averaging the delay periods over time was compared visually in order
to identify overlapping regions with increased connectivity. Phase-locking value (PLV) was generated for
each delay length and then averaged across time (short delay length-Fig 5a, medium delay length-Fig 5b,
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and long delay length-5c). The PLV matrix represents comparisons between each of the 15 brain regions
and increased PLV between two regions is represented by deeper red on the plots. Overall, there were
similar patterns of increased PLV for all delay lengths (Fig 5d). Increased PLV across all frequency bands
was observed between the occipital polar midline and the bilateral temporal anterior regions for all delay
lengths, with higher PVL with the right hemisphere. In the lower frequency bands, such as alpha and lower
beta, there was increased phase-locking between frontal and central regions (e.g., left central – left frontal
and right central – right frontal). There was also upper beta and gamma PLV between the central midline
with both left and right frontal regions. Increased PLV was also observed in the upper beta and gamma
bands between the left anterior temporal region and left parietal region and the right anterior temporal region
and right parietal region. Interhemispheric PLV was observed in the upper beta/gamma and alpha bands
between right and left posterior temporal and right and left parietal regions.
Discussion
Sustained Attention and Performance
It was predicted that sustained attention during the delay period would modulate the delay activity,
such that the longer the delay period, the more likely attention will shift away from maintenance and
performance will be negatively impacted. The effect of sustained attention of working memory for complex
visual stimuli was examined by varying the length of the delay period over which information was
maintained. By varying the delay length (short-2 sec, medium-5 sec, or long-9 sec) and changing the
duration from trial to trial, participants were unaware of how long they would have to maintain the information
on each trial and were required to remain vigilant so that they would not miss the probe. Participants were
equally good at remembering whether or not they saw an earlier presented complex image, regardless of
how long they were given to maintain the information. Although performance was slightly better for the short
delay, as compared with the two longer delay periods, the difference was not significant. Additionally, there
was no significant difference for reaction time between the three delay period lengths. The same pattern of
performance was observed for the recognition task when images from each delay length were examined.
Participants were equally good at remembering images on the immediate recognition task, regardless if
they were from the short, medium, or long delay trials across the WM runs.
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Varying the length delay period and predictability of the probe response results in controlling the
engagement of attention throughout the entire delay period and prevents potential transient disengagement
of attention because the participant would miss the probe response. In considering how high performance
was on the task and that there was no difference in performance as the delay period length increased,
confirms that participants did not disengage their attention and mind wander (Lorenc et al., 2021). If this
was the case, performance would have likely been significantly worse as the delay length increased from
5 to 9 seconds. It is possible that, regardless of how long the delay period was, participants would have
performed well on this task because complex naturalistic scenes are easy to label, draw connections with
long-term semantic knowledge, and remember (Postle et al., 2005). Although, this is not necessarily the
case, as attention is critical during maintenance, specifically if semantic associations are not automatically
accessed (Brown & Wesley, 2013).
Sustained Attention and Variable Delay Lengths
If transient delay activity observed during a delay period, regardless of length, is the result of
changes in attentional engagement, controlling for the length and predictability of the probe response will
presumably modulate delay activity. In order to quantitatively compare the precise temporal changes in
delay activity as a function of delay period length, the early (0-2000 msec) and middle (2000-5000 msec)
sections were compared across all delay periods and the medium with long delay period, respectively.
Examination of the absolute amplitude in theta and alpha band ranges, revealed transient increases in
amplitude across all sensors throughout the early and middle parts of the delay. Throughout the early delay
periods, regardless of delay length, amplitude was increased in alpha and theta. This was also observed in
comparing the middle part of the delay period for the medium and long delay length. In both the early and
middle delay, the increases in alpha and theta were short and transient, despite attention being sustained
during this period in the task.
The temporal spectral amplitude (TSA) was generated for the full delay period of each delay length
during which attention was sustained throughout the entire delay period to ensure that participants did not
miss responding to the probe. Examination of the TSA for the short delay length (2 sec) reveals an
increased and sustained pattern of ERS in alpha and lower beta that begins in the early delay period and
continues until the end. Interestingly, when the delay length was increased, this pattern of ERS was present
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but ends after about approximately 3000 msec, after which a pattern of ERD begins and continues until the
end of the delay period (either 5 sec-medium or 9 sec-long) in alpha, lower and upper beta. These patterns
of ERS and ERD were not correlated with performance or reaction time when the WM task broken down
by delay duration (i.e., short, medium, or long delay duration). Interestingly, when comparing the early parts
of the delay period (0-2000 msecs across all 3 delay lengths) and the middle parts of the delay period
(2000-5000 msecs across the medium and long delay) there was no difference in the pattern of TSA,
confirming a similar change in ERS/ERD regardless of delay length.
In order to make sense of how changes in activity are related to dynamics of these regions (Fries,
2005), namely how these regions are communicating to facilitate maintenance, a source-based brain
regions montage was applied to the TSA and the phase-locking value between each region was computed.
This analysis is critical for understanding maintenance as a function of delay period length since there were
no differences in delay period ERS/ERD. Moreover, connectivity measures such as PLV may provide
insight into how these regions support maintenance through communication (Fries, 2005; Sauseng et al.,
2005). Phase locking value was similar across all delay lengths, which suggests that the similar underlying
brain networks support sustained attention throughout maintenance. Although critical attention regions
including dorsolateral and ventrolateral prefrontal cortex (PFC) are not precisely mapped onto the sensorlevel EEG analysis, the role of the PFC may be related to connectivity with the left and right frontal regions
of the applied brain regions montage (see Figure 5d). Across all delay lengths, increased connectivity was
observed between the corresponding central regions (e.g., left frontal – left central) and central midline
regions. Although the PLV analysis was collapsed over time for the purpose of the comparison, sustained
PLV between the left and right frontal regions may reflect sustained PFC cortex interactions as would be
expected with sustained maintenance (Melrose et al., 2020). Moreover, since these delay periods were
blank and free from interfering stimuli, connectivity between these regions does not reflect executive
processes related to filtering (Dolcos et al., 2007; Jha et al., 2004; Postle, 2005).
Across all delay lengths, there was also increased connectivity between anterior temporal and
parietal regions. This connection may support efforts to rehearse the stimuli during the maintenance phase,
as both regions are involved in language processes as well as semantic associations (Boucher et al., 2015;
Von Stein & Sarnthein, 2000). Rehearsal via the phonological loop, as proposed in Baddeley’s model of
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WM (Baddeley, 2003; Baddeley et al., 1984) may also be related to the frontal – central region connectivity
as the central – sensorimotor and inferior frontal regions have recently been proposed as part of a rehearsal
feedback loop (Buchsbaum & D'Esposito, 2019). Although rehearsal was not part of the instructions for the
maintenance period, studies have found that labeling and rehearsing of nameable stimuli is automatic
(Brown et al., 2006) and is manageable with a moderate WM (i.e., 3 stimuli). Moreover, engagement in
rehearsal likely provided a benefit with the relatively low load (i.e., 3 images), especially if combined with
attentional refreshing. The few participants who performed poorly on this task may have relied on attentional
refreshing as opposed to rehearsal and failed to adjust their maintenance strategy (e.g., use rehearsal
when stimuli are similar and easily confused) when necessary (Lemaire et al., 2021).
The most robust pattern of delay activity was observed in the bilateral parietal regions, which may
represent the storage of the encoded stimuli (Feredoes et al., 2011; Scheeringa et al., 2009). Consequently,
increased connectivity between the anterior temporal regions and the parietal regions may support an
interaction between rehearsal and the stored stimulus representations. Alternatively, the inferior temporal
region has also been identified as a possible store for complex visual stimuli (Park et al., 2011). While we
did not find increased connectivity between anterior temporal and posterior temporal regions, we did find
interhemispheric connectivity between the posterior temporal regions that may be related to storage. Thus,
both delay activity in parietal regions and functional connectivity to these regions, in both the alpha and
beta range, may actually reflect sustained attention throughout the delay period (Rouhinen et al., 2020). A
series of studies on load changes with simple stimuli (i.e., colored squares) with different delay lengths (1.26 sec) found that the fMRI activation in the posterior parietal cortex, a region that may overlap with the
parietal brain region in the current study, is related to the attentional demands associated with maintenance
processes. More specifically, activity within this region was observed with all delay period lengths, although
the amount of activation differed across lengths and with increasing load, the authors suggested that this
differential activation reflects attention to rehearsal processes (Magen et al., 2009). This interpretation
would support the role of increased communication with the anterior temporal regions, especially as the
delay period length increases. Future studies should investigate the interaction of the parietal and anterior
temporal regions in supporting maintenance for complex stimuli, with increasing load to confirm this role in
maintenance.
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Transient Delay Activity
Recent work by our group (Ellmore et al., 2017) presented evidence for a transient period of delay
activity, in which an early period of ERS in alpha and lower beta until half-way through the delay period was
followed by widespread ERD in alpha, lower and upper beta. This pattern was observed in a long delay
period with similar complex visual stimuli, but with two key differences, a low working memory load (only 2
images shown during encoding) and a predictable delay length (6 sec for all trials). The early pattern of
ERS observed during the delay period was consistent with many delay period studies that used shorter
delay periods (less than 3 secs) and suggested that maintenance is characterized by alpha band ERS in
parietal regions (Jensen et al., 2002; Palva et al., 2010; Tuladhar et al., 2007). Alpha band activity has been
associated with protection from external interference or distraction (Bonnefond & Jensen, 2012) as well as
internally directed attention during maintenance (Jensen & Mazaheri, 2010; Klimesch, 2012). In fact, during
this period of internal attention, sustained ERS may represent a period during which long-term knowledge
stores are accessed and used to support memory for the target stimuli (Klimesch, 2012).
If sustained attention modulates delay activity, and our the findings reported in our previous work
reflect engagement (early ERS) and disengagement (late ERD) of attention during a long delay period, then
we expected that controlling for sustained attention would result in a prolonged ERS throughout the length
of the delay period. Our results did not support this. In fact, the early pattern of ERS was present in all three
delay lengths but was only persistent in the short delay period. In the medium and long delay lengths, the
pattern of ERS terminated after about 3 secs. While alpha ERS is an established signature of maintenance,
the fact that it consistently terminates around 3 sec may be reflective of a goal-setting process of the delay
period (Olivers & Roelfsema, 2020). Some studies have also found decreases in the alpha band during
maintenance (de Vries, Savran, et al., 2019; de Vries et al., 2017; Noguchi & Kakigi, 2020), such as the
pattern observed in the medium and long delay periods of the current study. Alpha band suppression has
been observed in parieto-occipital regions during the maintenance period of studies that used a whole field
change detection paradigm (Fukuda et al., 2015). Fukuda et al. (2015) concluded that in absence of
distractors during their brief maintenance period (~1100 msec), a pattern of alpha suppression simply
represents maintenance. Thus, since no distractors were present during the delay period in the present
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study, this extended period of ERD for both the medium and long delay periods likely reflects ongoing
maintenance processes.
Delay period suppression was also observed by de Vries et al. (2017) using a more complex
paradigm in which two consecutive visual search tasks were carried out. Following the presentation of an
initial visual memory display, which informed participants the item that had to be currently maintained (first
delay) and then prospectively maintained (second delay) and after each delay period that had a different
prioritized item, they carried out a visual search task for the maintained item. Alpha band suppression was
observed during each delay period as compared with the visual search, and was stronger during the first
delay period which the authors concluded represents the current item that was prioritized over the
prospective (de Vries et al., 2017; de Vries, van Driel, et al., 2019). This finding was later confirmed in a
similar study by de Vries, van Driel, et al. (2019) and using multivariate pattern analysis (MVPA) they were
able to decode the current-prioritized delay period activity from the prospective delay period activity. The
MVPA however did not decode the actual items in memory and the authors point out that their findings
reflect the prioritization of the items in memory. Regardless of which item was maintained, accuracy for the
current and prospective items was high in both experiments, and examination of the individual timefrequency plots reveals alpha suppression throughout the corresponding delay periods (de Vries et al.,
2017; de Vries, van Driel, et al., 2019).
While the studies above make conclusions about maintenance in the absence of distraction,
distraction provides further insight into the role of alpha suppression. Using an interference paradigm,
Waldhauser et al. (2012) examined neural activity during retrieval for centrally presented line drawings with
associated color bars presented briefly on a specific side of the stimulus display, which was to be
remembered, and a different associated color bar presented briefly that was not to be remembered
presented on the opposite side of the display (i.e., non-interference versus interference). In comparing the
periods without interference to those with interference, there were two distinct patterns of time-frequency
changes. Early alpha and low beta ERS were found in the ipsilateral brain regions that were associated
with an interfering stimulus display until about 450 msecs. After approximately 500 msec until approximately
2000 msecs, the contralateral brain regions that represented the to-be-remembered color bar had an
increasing pattern of alpha and lower beta band ERD. While these patterns were associated with a period
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of retrieval, the ERS and ERD patterns were specific to a retrieval task, they confirm the differing roles of
alpha and lower beta band ERS and ERD (Waldhauser et al., 2012).
Bonnefond and Jensen (2012) examined how the presentation of both weak and strong distractors
(vowels versus consonants with consonants as stimuli) impacted delay activity. Increased alpha band
activity was found in occipitotemporal regions for both types of distractors, and was stronger for the strong
distractor, suggesting that sustained alpha activity may exclusively reflect filtering of distraction. However,
in this study they used a short delay period with a duration of 1.1 seconds (Bonnefond & Jensen, 2012);
thus, it would be difficult to confirm that this pattern of increased alpha activity would continue throughout
the delay should the length be increased. Although, it is clear that increased alpha activity is associated
with filtering of distraction, we argue that this pattern of activity does not exclusively reflect this process as
the results of the current study, and others (Ellmore et al., 2017; Jensen et al., 2002; Tuladhar et al., 2007)
that have used interference-free delay periods have also observed increased alpha activity during the delay
period.
Limitations
The delay period manipulation, in which the length of the delay period was randomly varied, was
meant to ensure sustained attention throughout the delay period. Participants were not instructed to do
anything except maintain the encoding images (e.g., how to maintain the information) without instructions
on how to accomplish that. Examination of the absolute amplitude activity during the delay period in which
attention was sustained, suggests that neural activity fluctuates regardless of how long the delay period
was. This observation is in agreement with recent work with intracranial EEG in epilepsy patients who
completed a spatial attention task requiring sustained attention and found that neural activity fluctuated in
terms of excitability in attention networks in the theta-band in coordination with gamma-band activity
(Helfrich et al., 2018). Thus, one could argue that the absolute amplitude may not reflect sustained attention
and that participants were actually periodically focusing attention in order to respond on the probe. We
would argue that attention was in fact sustained throughout the delays, regardless of the delay length, as
performance was very high in all conditions. Future studies that use varying, unpredictable delay lengths
should consider including periodic catch trials in which an unexpected stimulus is presented that captures
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attention, such as a phase-scrambled picture that requires a response to acknowledge that it was seen,
separate from the required probe-response (Devaney et al., 2019).
A second limitation of this study is that there was no difference in performance between the 3 delay
period lengths. This simply could be due to the fact that humans have an exceptional ability to remember
scenes (Greene & Oliva, 2009; Rosch, 1999), often lasting for hours or days (Vogt & Magnussen, 2007)
and participants were able to make meaningful connections between the stimuli and stored knowledge (Asp
et al., 2021). Alternatively, these results suggests that increasing the amount of time for maintenance is not
necessary for working memory, which is in line with recent work by Ricker and Cowan (2014). Ricker and
Cowan (2014) argue that the amount of time allotted during the encoding phase for consolidation is more
important than the amount of time available for maintenance. More recently, these results were confirmed
by Cotton and Ricker (2020), suggesting that a blank period of time after stimulus presentation enables
consolidation of the stimulus item which leads to better WM performance and a long-term advantage. The
current study and work by Ricker and colleagues are in disagreement with a recent meta-analysis by
Hartshorne and Makovski (2019) which posits that it is the amount of maintenance time given for both
verbal and visual material, regardless of the type of strategy used that is the most important factor for
improved WM and long-term memory. While the current study cannot resolve the debate over consolidation
versus maintenance time, as we did not manipulate consolidation time, we are in agreement with Cotton
and Ricker (2020) that the use of elaboration during encoding and maintenance may explain why increasing
the delay period length did not impact performance. Future studies that vary the delay period length with
complex visual stimuli, should consider varying the degrees of semantic content to see if the ability to use
elaboration automatically (Dent & Smyth, 2005) with the stimuli is a factor.
Conclusions
A new framework has been proposed that suggested attention has a different role in working
memory than originally proposed (i.e., to support maintenance) and rather serves to facilitate achieving a
goal (Oberauer, 2019b; Olivers & Roelfsema, 2020). More specifically, attention serves to both facilitate the
goal or what is termed “action” as well as reinforce carrying out the action. In this bidirectional framework,
only the attended item is represented within the neural activity, while unattended items (i.e., if there are
unattended items) are silent. Once the overt action is carried out there is feedback activity, which
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strengthens the connection (Olivers & Roelfsema, 2020). Therefore, selecting information into WM and
carrying out maintenance influences attention (Oberauer, 2019b).
In light of this framework, we conclude that the early delay pattern that is present in all delay periods
(ERS-alpha and lower beta), regardless of the delay period length, reflects attentional processes as
opposed to maintenance. With increased time to maintain information, the later delay pattern reflects
ongoing maintenance (ERD-alpha and beta) to keep the target-stimuli active until a probe response is
necessary. This interpretation of the delay activity is not inconsistent with the current literature, as an early
clearing of internal interference may reflect a period of goal setting (Olivers & Roelfsema, 2020) in
preparation for maintenance. Furthermore, if the delay period is short, protecting from interference may be
all that is needed to support successful probe response. During this period, the visual stimulus is temporarily
stored in either a temporary store like the visual spatial sketchpad (Baddeley, 2010) or in the focus of
attention (Cowan, 2011). As the delay period length increases, active maintenance processes are needed
to keep the stored information active and prioritized in working memory (de Vries et al., 2017) as is reflect
by the opposite pattern of delay activity. During this increased period of maintenance, which likely involves
associations with long-term knowledge when maintaining complex stimuli, activation of the episodic buffer
or activated long-term memory are essential (Adams et al., 2018; Chai et al., 2018).
In conclusions, while the role of attention and maintenance are both critical and related processes
in working memory, our results support the fact that delay activity largely reflects maintenance as opposed
to sustained attention. Sustained delay activity is observed if delay periods are short and predictable,
whereas transient delay activity is the result of longer delay periods. Although attention may play a role
early in the delay period, such as setting the goal for the period, longer delay periods reflect ongoing
maintenance.
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Delay (2 seconds)
OR

Delay (5 seconds)
OR

Image 1 (1400 ms)

Image 2 (1400 ms)

Image 3 (1400 ms)

Delay (9 seconds)

Did I see this image before?
Press green button [yes] or
red button [no] ?

End of Trial

Figure 4.1. Working Memory Task Trial Design. The task consisted of three different working memory
trial types in which the length of delay period was varied: a short delay length (2 sec), a medium delay
length (5 sec), and a long delay length (5 9 sec). In all trial types, participants were presented with 3 images
in succession (1.4 sec each), a randomly presented delay period (short, medium, or long), a probe choice
(1.4 sec), which is either one of the earlier presented images or a new image, and a scramble image (1
sec) that indicates the end of the trial. Participants completed 3 runs of the working memory task, during
which the delay lengths were randomly varied, for a total of 54 trials per delay length.

108

Figure 4.2. Examination of Performance for Each Delay Period Length suggests no Behavioral
Benefit of Increased Time for Maintenance. Pointplot of performance as measured by percent correct
for each delay period length. Performance for each delay period length was collapsed across the 3 runs.
Each circle and color represents a participant with a line connecting their performance on the corresponding
delay period lengths. Performance is plotted in the following order: the short delay length (left, 2000 msec),
medium delay length (middle, 5000 msec), and long delay length (right, 9000 msec). There was no
significant difference between performance on the 3 different delay lengths (p = 0.19) which suggests that
increasing the time for maintenance did not benefit performance.
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a) Head plot of absolute amplitude difference
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Figure 4.3. Comparison of Absolute Amplitude Delay Period Activity of the Medium and Long Delay
Conditions Reveals Transient Fluctuations in Alpha and Theta Band Amplitude Across the Middle
Part of the Delay Period. Sensor-level of absolute amplitude for the middle part of the delay period (20005000 msec) revealed 112 clusters of significant differences in activity (p < .05) in the alpha and theta
frequency bands. The y-axis shows frequency (Hz); x-axis shows the time in sec. a) Head plot of the overall
pattern of absolute amplitude difference during the delay period for all sensors. Orange clusters represent
medium delay period delay activity great than long delay period and blue clusters represent long delay
period delay activity greater than medium delay period. b) P8 Electrode of absolute amplitude for the
medium delay period. This plot shows the entire medium delay period (time 0-5000 msec). Middle Delay
Period region of comparison in time-frequency highlight in the black box. c) P8 Electrode of absolute
amplitude for the long delay period. This plot shows the entire long delay period (time 0-9000 msec). Middle
Delay Period region of comparison in time-frequency highlighted in the black box.
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a) Short Delay Period (2 seconds)
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b) Medium Delay Period (5 seconds)
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c) Long Delay Period (9 seconds)
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Figure 4.4. Comparison of Time Frequency Analysis during the Short, Medium and Long Delay
Periods Reveals Transient Delay Activity. Time Frequency Analysis plot for the P8 electrode. Electrode
selected based on results from previous research in our lab highlighting the right parieto-occipital region
(Ellmore et al., 2017). a) Time Frequency Analysis for the P8 electrode in the short delay length (0-2000
msec). Examination of the short delay length reveals a pattern of sustained, synchronous TFA in alpha and
lower beta beginning around 500 msecs and continuing to the end of the delay period. b) Time Frequency
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Analysis for the P8 electrode in the medium delay length (0-5000 msec). Examination of the medium delay
length reveals a pattern of sustained, synchronous TFA beginning around 500 msecs that ends
approximately 2500 msecs, followed by a period of desynchronous activity in the same frequency bands
(3000 msec to 5000 msec). c) Time Frequency Analysis for the P8 electrode in the long delay length (09000 msec). Examination of the long delay length reveals a pattern of sustained, synchronous TFA
beginning around 500 msecs that ends approximately 2500 msecs, followed by a period of desynchronous
activity in the same frequency bands (3000 msec to 9000 msec). This suggests that short delay lengths
suggest a pattern of sustained delay activity; whereas longer delay periods result in more transient patterns
of delay activity.
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Figure 4.5. Brain Regions Analysis of Phase-Locking Value Reveals Similar Patterns of Connectivity
for the Short, Medium, and Long Delay Periods. Each figure represents the matrix of connections
between the 15 brain regions (see Chapter 4 Methods) for a delay period length, averaged across time,
trials and subjects. For each matrix, the major X and Y axis contain labels for the brain regions. Each box
inside the matrix represents 1 connection (e.g., top left box – connection between left posterior temporal –
left anterior temporal). For each box, the plot reflects phase-locking value (PLV) for that connection and
displays PLV on a scale from 0 – 1, with 0 (yellow color) reflects no connectivity and 1 (deep red) reflects
high level of connectivity. For each box, the Y axis is frequency from 4-40 Hz and the X axis represents the
time collapsed across the length of the delay period. a) Connectivity matrix for the short delay length (2
sec). b) Connectivity matrix for the medium delay length (5 sec). c) Connectivity matrix for the medium
delay length (9 sec). d) Left and right lateral view (left) and top-down view (right) of brain regions that show
increased connectivity, as indicated by light to dark red color on the individual PLV plots, for all delay lengths
are displayed on a 3-D brain template.
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CHAPTER FIVE
Comparison of EEG Activity Across Experiments
While the overarching goal of the experiments described in this dissertation is to better understand
delay activity and how it supports working memory for complex visual stimuli, formal planned comparisons
of the experiments were not made. The EEG collected as part of the experiments described in Chapter 2
were collected on a 64-channel active EEG system in a standard behavioral testing setting (i.e., participants
were sitting upright at a table). This electrode layout is based on the standard 10-20 international system
(Brain Products, 2012). In Chapters 3 and 4, the EEG experiments were collected as part of a simultaneous
EEG-fMRI experiment with a passive 32-channel EEG system in a standard MRI setting (i.e., participants
were lying down and inside the bore of a scanner). This electrode layout is based on the standard 10-10
international system. Although there are overlapping electrodes between the two EEG systems (Jurcak et
al., 2007) that could allow for comparison of delay activity in Experiments 1 and 2 of Chapter 2 with the
Chapter 3 and Chapter 4 experiments if all data were averaged over time, a formal comparison will not be
made for the reasons discussed below.
The main reason that formal comparisons will not be made has to do with the different environments
that participants were exposed to during completion of the tasks. The participants described in Chapter 2
(Experiments 1 and 2) completed the working memory tasks in a sitting position, in a noise-attenuated
testing booth. They were required to sit with their head in a chin rest and minimize movement while looking
forward at a computer screen and had visibility of the button box positioned on the table in front of them. In
Chapters 3 and 4, participants completed the working memory and recognition tasks in a supine position,
lying down in the bore of the MRI with their head in a 64-channel coil. They looked into a mirror positioned
on the coil, which reflected a computer monitor behind them, and did not have the ability to see the button
box in their hand. While the MR-artifact and BCG-artifact correction algorithms take care of the MRI-induced
environmental artifacts, recent research has suggested that both measured cortical activity and laterization
of activity is different in simultaneous EEG-fMRI as compared with EEG-alone (Spironelli & Angrilli, 2017).
In comparing the same set of participants with EEG in both sitting and suping positions, Spironelli and
Angrilli (2017) found both reduced cortical activity and asymmetry differences. In fact, it has been found
that temperature differences between the two environments can (i.e., cold MRI room versus “room
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temperature” testing room) impact the magnitude of the measured EEG signal (Okamoto et al., 2017).
Therefore, based on these findings it would be difficult to make conclusions about differences in delay
activity between the experiments. Secondly, we have found in participants who completed both the MRI
working memory experiment and the same experiment with EEG-only (unpublished comparison) in the lab
tend do better on the same task with different images in the EEG-only setting. A preliminary behavioral
analysis of performance on the EEG-only experiment that used the same task described in Chapter 4 with
52 participants confirms this (Short Delay Length mean percent correct = 92.56% (SD = 8.96), Medium
Delay Length mean percent correct = 92.63% (SD = 7.69), and Long Delay Length mean percent correct =
91.43% (SD = 9.82)). This leads us to believe the EEG-only task setting may be conducive to better
performance than the MRI setting, especially if it was the participant’s first MRI experience. Namely,
participants are freer to move, especially in between experimental runs.
In order to compare maintenance across experiments, I compared connectivity during the delay
period of each experiment using a meta-analytic approach. Examining connectivity during maintenance
provides insight into the brain networks that supporting working memory (WM), in addition to the regions
that are recruited and described in the individual dissertation chapters. Connectivity as measured by phaselocking value was not included in Chapter 2. Phase-locking was included in the analysis for Chapters 3 and
4. The goal of this chapter was to highlight the connectivity differences between rehearsal and suppression.
In addition, to understand if the identified networks supporting rehearsal or suppression support
maintenance for all complex visual stimuli.
Methods and Results
In order to understand how regions are interacting to facilitate maintenance (Fries, 2005) I applied
a connectivity metric called phase-locking value to the computed delay period temporal spectral analysis
(TSA). Phase-locking value (PLV) provides insight on whether different regions are interacting to facilitate
maintenance and if it is related to a specific time or frequency band of interest (Fries, 2005; Sauseng et al.,
2005). PLV is a connectivity metric that compares the phase of the signal within the frequency-time bin,
between two regions (Lachaux et al., 1999). This particular connectivity metric is considered a more robust
measure of oscillatory synchronization, than coherence, which assumes that signals are both linear and
stationary (Lowet et al., 2016). PLV ranges from 0 (no synchrony) to 1 (completely synchronous). If two
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regions have a high level of synchrony they are considered to be communicating (Lachaux et al., 1999).
The equation for PLV is:
)
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f=frequency of interest, n=number of time points (t) in the epoch, i=imaginary number
ϕx and ϕx= phase angles from two signals x and y with the frequency of interest
In these analyses, a source-level montage was applied to the sensor-level EEG data to reduce the
number of comparisons. This montage estimates the sources of 15 discrete brain regions, such as bilateral
frontal and bilateral parietal regions, by calculating weighted combinations of the recorded signal from the
individual scalp electrodes (Hoechstetter et al., 2004; Scherg, 1992). Temporal spectral analysis (TSA) was
computed during the delay period with complex demodulation between a frequency of 4-40 Hz with 0.5
Hz/100 sec steps in BESA Research v7.0. The only exception is for Chapter 2; the original frequency range
was 4-30 Hz but was expanded for this analysis up to 40 Hz to be consistent with the selected frequency
ranges in Chapters 3 and 4. The PLV was computed in BESA Connectivity v 1.0 for each described
condition. Erroneous values outside the desired frequency range were not considered (BESA Connectivity,
2020). 3-D head plots representing brain regions were created in BrainNet Viewer (Xia et al., 2013).
Phase-locking value was computed on the TSA for the rehearsal and suppression conditions in
both Experiment 1 (intact scenes) and Experiment 2 (phase-scrambled scenes) from Chapter 2. The
frequency range was expanded to include gamma (4 Hz to 40 Hz, with the same time-frequency steps) to
facilitate this comparison with the Chapters 3 and 4 experiments. The parameters for accepting trials were
matched to the criteria described in Chapter 3 (Methods Section); thus, Experiment 1 (intact scenes) n =
22 and Experiment 2 (phase-scrambled scenes) n = 19. The same was applied for the experiment described
in Chapter 4, n = 18 for each delay period length. As described in Chapter 4, the different lengths of the
delay period did not allow for formal comparison (see Chapter 4 – Methods Section) of the full-length of
each delay period against one another.
Long-range connectivity was observed for both rehearsal and suppression throughout the delay
period (0-6000 msec). High alpha-band phase-locking was observed between frontal midline and left
anterior temporal regions. The left anterior temporal region also showed high connectivity in the upper beta
and gamma regions with the left and right parietal regions. Cross-hemispheric connectivity was also
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observed, in all frequency ranges, with the highest connectivity in the alpha range between left and right
anterior temporal regions. There were no significant differences in phase-locking between any brain regions
during rehearsal and suppression for intact scenes (Chapter 2 - Experiment 1). There was one significant
cluster of different TSA in phase-locking between the fronto-polar midline (FpM) and the left posterior
temporal region (TPL) during rehearsal as compared with suppression for phase-scrambled scenes (Fig
1a, Chapter 2 - Experiment 2). Throughout the entire delay period (0-6000 msec) in the upper alpha, lower
and upper beta regions (p-value = 0.012, cluster value = -1748.99, frequency = 11.5 – 26.5 Hz) phaselocking was greater in the suppression condition (Figure 1b-d).
In Chapter 3, comparison of the low- and high-load conditions did not reveal a significant difference
in phase-locking value between FpM and TPL (see Chapter 3 – Results Section). Review of the phaselocking value generated for each delay period, suggests increased connectivity throughout the entire delay
period for each condition, across all frequency bands (Fig 2b, low-load: top plot, high-load: bottom plot). In
Chapter 4, phase-locking was run for all three delay period lengths, small, medium, and long delay. Review
of the phase-locking value generated for each delay period length, suggests increased connectivity
throughout the entire delay period across all frequency bands for the medium and long-delay period lengths
between FpM and TPL (Fig 2c, medium delay period: middle plot, long delay period: bottom plot). The short
delay period shows a narrow band of increased phase-locking in the alpha range between these regions
(Fig 2c, top plot), similar to the connectivity pattern observed in Chapter 2 – Experiment 1 (Fig 2a).
Discussion
A connectivity analysis was run using the data collected and described in Chapter 2 of this
dissertation. While there were no significant differences between functional connectivity in Experiment 1
(intact scenes), there was a significant difference between rehearsal and suppression in Experiment 2
(phase-scrambled scenes). There was increased connectivity between the frontal polar midline region and
the left posterior temporal region throughout the entire delay period in the alpha and beta region. This
increased connectivity was not observed in Experiment 1 (Fig 2a), nor in review of the brain region
connectivity described in the short delay period in Chapter 4 (Fig 2c-top plot). Although, increased
connectivity between FpM and TPL is seen in both the low (2 images) and high (5 images) WM load delay
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periods from Chapter 3 (Fig 2b) as well as the medium and long delay periods from Chapter 4 (Fig 2c
middle and bottom plot).
The prefrontal cortex is hierarchically organized, with higher cognitive processes, such as planning
and organizing action regions located more anterior to regions that carry out the actions more posterior
(Badre & D'Esposito, 2007). Of the three attention-based systems involving the prefrontal cortices, the
frontoparietal control system is involved in working memory and has been found to work in concert with the
other two opposing attention systems, the default mode network (DMN) and the dorsal attention network
(DAN) (Buckner et al., 2008; Spreng et al., 2010; Vincent et al., 2008). The frontoparietal control system is
sandwiched between these two attentional systems, and it has been hypothesized that this network
integrates information from the other two attention systems (Vincent et al., 2008). This system is involved
in attentional control processes, which explains why the system is flexibility activated with either the DMN
(i.e., during attention directed internally) or the DAN (i.e., during externally focused attention) (Buckner,
2003; Vincent et al., 2008). Examination of the frontoparietal control system with fMRI has implicated activity
both frontal regions (i.e., anterior and dorsolateral prefrontal cortex, dorsomedial superior frontal/anterior
cingulate) and corresponding parietal regions (i.e. anterior inferior parietal lobule and anterior insular cortex)
(Vincent et al., 2008).
Connectivity between the FpM region and TPL during suppression likely represents engagement
of the frontoparietal control system (Buckner, 2003). The frontal polar region has been identified in other
working memory studies that have examined rehearsal and suppression (Gruber, 2001). Increased activity
in the frontoparietal control system was explained in terms of the inhibition of rehearsal processes (Gruber,
2001) since inhibition of this maintenance process requires active, attentional control (Buckner, 2003). This
explanation is consistent with the results for Chapter 2 – Experiment 1, such that the differences in
performance as a result of this behavioral manipulation, were attributed to the use of rehearsal over
inhibition of rehearsal. In addition, to attentional control, this network has been associated with
memorization and semantic processing and is often reduced in older adults as compared with younger
adults who perform better on verbal memory tasks (Buckner, 2003; Logan et al., 2002). Although
performance was lower in the suppression condition, this may explain why performance was above chance.
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In the low- and high-load delay periods of the Chapter 3 experiment, engagement of the
frontoparietal control system was also observed. During these experiments external stimuli were presented
during the delay period, which is normally a stimulus-absent period during which attention is internally
directed to maintaining the task stimuli. Additionally, filtering of the externally presented stimuli was
associated with increased connectivity between left frontal and right posterior regions and was not observed
in the other delay periods during which no interference was present (Figure 3 a-c). Although active filtering
during this period could reflect activation of the DAN it likely does not as attention was also directed
internally, which has been associated with activation of the frontoparietal control system, usually in
conjunction with the DMN (Kam et al., 2019; Vincent et al., 2008). Additionally, in the medium (5 sec) and
long (9 sec) delay periods of the Chapter 4 experiment, engagement of the frontoparietal control system,
but not the short (2 sec) delay period was observed. Again, attention was directed internally, and this was
particularly important during the medium and long delay periods as control over attention had to be
continuously held.
Increased connectivity was observed between FpM and TPL. The left posterior temporal region
may represent the overlapping temporal and inferior parietal regions that are part of the ventral attentional
control system (VACN) and are driven by the presence of stimuli (He et al., 2007). This attentional system
works in a bottom-up manner, which is a specific division of the frontoparietal control system (i.e., ventral),
responds to the presence of stimuli, and is thought to reorient attention to those stimuli (Vossel et al., 2014).
This system is thought to work in opposition to the DAN (Corbetta & Shulman, 2002). The temporoparietal
junction (TPJ) and superior temporal sulcus (STS) the specific regions that are part of this VACN, are
suppressed when the DAN is active and attention is guided in a top-down manner (Geng & Vossel, 2013).
Although the right TPJ is most often implicated in the orienting attention, studies have reported similar
activity in the left TPJ (Devaney et al., 2019; Geng & Vossel, 2013). Therefore, it is possible that the phaselocking between FpM and TPL may represent suppression of this region during the delay period.
Regardless of the presence of irrelevant visual stimuli or a blank delay period, attention is supposed to be
focused during this period and it would be detrimental to performance for attention to be oriented elsewhere.
Alternatively, this pattern of increased frontal – posterior connectivity for the suppression condition
of Chapter 2 - Experiment 2 could support attentional refreshing. It was assumed that without the ability to
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rehearse, that attentional refreshing would serve as the alternate maintenance technique. Moreover, since
instructions about rehearsing were not given for the Chapter 3 and 4 Experiments, it is likely that attentional
refreshing was carried out or in combination with rehearsal. A recent study reported increased connectivity
between frontal polar and posterior regions was associated with maintenance processes (Daume et al.,
2017), although the authors did not attribute this to attentional refreshing. Attentional refreshing has been
associated with sustained, increased activity in the dorsolateral prefrontal cortex (dlPFC) (Cohen et al.,
1997; Miller et al., 2008; Raye et al., 2007; Raye et al., 2002). Therefore, FpM could also represent
attentional refreshing in combination with visual storage in the TPL region, as the brain regions are a gross
representation of cortical activity. However, the frontal polar region may be too anterior to represent lateral
prefrontal cortical activity that is a critical component of refreshing (Miller et al., 2008). Therefore, these
results suggest that maintenance of complex stimuli is not exclusively supported by attentional refreshing
but is also supported by the engagement of the frontoparietal control system, particularly in cases of
increased attentional demand (i.e., difficult stimuli without the ability to rehearse, interference, and long,
unpredictable delay periods).
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Figure 5.1. Increased Phase Locking between Fronto-polar Midline and Left Posterior Temporal
Region supports Maintenance of Phase-Scrambled Scenes. The x-axis is time, and the y-axis is
frequency (4 – 40 Hz). The phase-locking value (PLV) plot represents phase-locking during a timefrequency bin (0.5 Hz and 100 msec steps) on a scale from 0 (no phase-locking) to 1 (complete phaselocking). a) 3-D Brain displaying the brain regions montage with PLV between FpM and TPL highlighted
[frontal view-top and top-down view-bottom]. Red line connecting the brain regions FpM - TPL reflects the
significant cluster displayed in d. b) Phase-locking plot for the rehearsal condition between FpM and TPL
during the delay period (time: 0 – 6000 msec). c) Phase-locking plot for the suppression condition between
FpM and TPL during the delay period (time: 0 – 6000 msec). d) Significant cluster (blue mask) of PLV
between FpM and TPL during the delay period (time: 0 – 6000 msec). This cluster represents PLV greater
for the suppression condition than the rehearsal condition in the alpha and beta range.
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Figure 5.2. Increased Phase Locking between Fronto-polar Midline and Left Posterior Temporal
Region supports Maintenance for Increased Attentional Demand. The x-axis is time, and the y-axis is
frequency (4 – 40 Hz). The phase-locking value (PLV) plot represents phase-locking during a timefrequency bin (0.5 Hz and 100 msec steps) on a scale from 0 (no phase-locking) to 1 (complete phaselocking). a) Phase-locking plots for the rehearsal [left] and suppression [middle] conditions between FpM
and TPL during the delay period (time: 0 – 6000 msec) of Chapter 2 – Experiment 1 (intact scenes) and the
difference PLV plot [right]. For the difference plot, red is higher PLV for rehearsal, blue is higher PLV for
suppression, and yellow means no difference between conditions. b) Phase-locking plots for the low-load
[left] and high-load [middle] conditions between FpM and TPL during the delay period (time: 0 – 6000 msec)
of Chapter 3 (intact scenes with interference) and the difference PLV plot [right]. For the difference plot, red
is higher PLV for low-load, blue is higher PLV for high-load, and yellow means no difference between
conditions. c) Phase-locking plots for the short [top], medium [middle], and long [bottom] delay period
lengths between FpM and TPL of Chapter 4 (intact scenes with varied delay length). These PLV plots were
not compared due to the different lengths, so no difference plot is presented. Increased PLV between FpM
and TPL are observed with delay periods that are associated with increased attentional demand, such as
during the presence of interference (Chapter 3) and with sustained attention (Chapter 4). This increased
PLV is not attributed to filtering (see Chapter 3 -Figure 6).

123

a) Chapter 2: Experiment 1
Rehearsal

Suppression

10

1

0

2

3

4

5

6

0.5

30
20

0.2

10

0.0
PLV

0

1

2

3

4

5
6
Latency [x10E3 ms]

Latency [x10E3 ms]

Frequency [Hz]

0.2

Frequency [Hz]

Frequency [Hz]

20

Rehearsal >
Suppresion

Difference

0.5
30

30

0.5

20

0.0

10

-0.5

0.0
PLV

0

1

2

3

4

5
6
Latency [x10E3 ms]

Suppresion >
Rehearsal

b) Chapter 2: Experiment 2
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Figure 5.3. Phase Locking between Left Frontal and Right Posterior Temporal Region is not
associated with Maintenance in the Absence of Interference. The x-axis is time, and the y-axis is
frequency (4 – 40 Hz). The phase-locking value (PLV) plot represents phase-locking during a timefrequency bin (0.5 Hz and 100 msec steps) on a scale from 0 (no phase-locking) to 1 (complete phaselocking). a) Phase-locking plots for the rehearsal [left] and suppression [middle] conditions between FL and
TPR during the delay period (time: 0 – 6000 msec) of Chapter 2 – Experiment 1 (intact scenes) and the
difference PLV plot [right]. For the difference plot, red is higher PLV for rehearsal, blue is higher PLV for
suppression, and yellow means no difference between conditions. b) Phase-locking plots for the rehearsal
[top] and suppression [bottom] conditions between FL and TPR during the delay period (time: 0 – 6000
msec) of Chapter 2 – Experiment 2 (phase-scrambled scenes) and the difference PLV plot [right]. For the
difference plot, red is higher PLV for rehearsal, blue is higher PLV for suppression, and yellow means no
difference between conditions. c) Phase-locking plots for the short [top], medium [middle], and long [bottom]
delay period lengths between FL and TPR of Chapter 4 (intact scenes with varied delay length). These PLV
plots were not compared due to the different lengths, so no difference plot is presented. Examination of the
PLV plots do not suggest increased PLV for any of these experiments in the absence of interference.
Increase PLV between FL and TPR was observed for the low- and high-load conditions and was attributed
to filtering of interference (see Chapter 3 – Figure 6).

124

CHAPTER SIX
General Discussion
Much of the literature on delay activity that has provided support for the persistent neural activity
hypothesis (i.e., the traditional view of delay activity) has focused on simple stimuli, maintained over short,
unfilled delay periods, and without concern for maintenance techniques (Lundqvist et al., 2018). The
experiments discussed in this dissertation aimed to elucidate the neural patterns associated with the
maintenance for complex visual stimuli and address some of the limitations of these studies that provide
support for the traditional view of delay activity. More specifically, the goal was to identify the contributions
of rehearsal and attention to the delay activity underlying maintenance of complex visual stimuli.
The first half of this dissertation (Chapter 2) sought to understand how controlling for the type of
maintenance technique impacts working memory (WM) maintenance. The goal was to examine if controlling
for rehearsal during maintenance of complex visual stimuli would provide support for the traditional view of
delay activity. We examined the role of rehearsal in delay activity for complex visual stimuli using
suppression as a control condition with two types of stimuli (Exp 1-intact scenes, Exp 2-phase-scrambled
scenes) while recording high-density continuous EEG. The benefit of rehearsal on memory for complex
visual stimuli, was only evident if the stimuli lacked semantic content. Correlations between absolute
amplitude and performance in the left anterior temporal region, suggested that the benefit of rehearsal is
related to increases in theta and alpha band activity. Examination of time frequency change in amplitude
revealed that regardless of maintenance technique and type of stimulus, delay activity was transient in
nature. The early delay period was characterized by increased sustained alpha and lower beta activity
followed by an extended period desynchronous activity in the same frequency bands that spread to the
upper beta band. In the cross-study comparison, we also found that increased connectivity between the
fronto-polar midline and the left posterior temporal region during the suppression condition was related to
above-chance performance, suggesting a role of the frontoparietal control system in supporting
maintenance when rehearsal was prevented.
The second half of this dissertation (Chapters 3 and 4) sought to understand the role of attention
in working memory maintenance for complex visual stimuli. While the use of rehearsal during the delay
provided some support for the traditional delay activity view (Chapter 2), the role of attention during the
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delay period was not explored. The goal was to examine if changing the attentional requirements during
maintenance of complex visual stimuli would provide support for the traditional view of delay activity. In
Chapter 3 and 4, we explored the role of attention in maintenance through two different methods: a WM
load manipulation with interference (Chapter 3) and controlling for sustained attention with an unpredictable
probe response (Chapter 4). In Chapter 3, perceptually similar stimuli were introduced during the delay
period of the WM task as a perceptual baseline, and also served as interference. Both the low- and highload delay periods (i.e., 2 vs 5 images maintained) were characterized by transient delay activity, with an
early increase in alpha and low beta band activity, followed by a period of desynchronous activity until the
end of the delay. Protection from interference in the low-load condition, as measured by better WM
performance, was attributed to increased connectivity between left frontal and right posterior temporal
regions, left anterior temporal and posterior temporal regions, and right anterior temporal and left central
regions. In Chapter 4, during a second EEG experiment, the delay period length and predictability of the
probe response task was varied in order to control for sustained attention. While the varied delay lengths
(short, medium, or long) did not impact performance or reaction time, the longer delay lengths provided
insight into the nature of delay activity, suggesting that sustained delay activity is apparent in short
predictable delay periods, whereas longer delay periods result in transient delay activity.
Overall, the results from these experiments provide support for the traditional view of delay activity.
Although these experiments cannot provide evidence for this hypothesis on the cellular level, it does expand
on the claims made about neural dynamics with regards to EEG activity and complex visual stimuli. Through
a series of four experiments, we found evidence for increased delay activity above baseline during
maintenance of complex stimuli. The overall pattern of delay activity was transient as opposed to sustained
throughout the delay, regardless of maintenance technique and the attentional requirements. Moreover,
the results suggest that sustained delay activity is the result of short, predictable delay periods. Finally, the
connectivity results confirm that attention has a flexible role in maintenance that shifts with regards to the
task requirements and perceptual demands.
The Role of Rehearsal in Delay Activity
Few research studies have sought to elucidate the underlying neural patterns for remembering
complex visual stimuli. Studies that have focused on defining delay activity, have often used simple, easy-
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to-name stimuli such as shapes, which calls into question whether the established patterns of delay activity
are specific to certain types of visual stimuli. Additionally, Ellmore et al. (2017) also questioned whether the
established patterns of delay activity are related to the particular maintenance technique. Therefore, in
Chapter 2 we examined how rehearsal, as compared with suppression of rehearsal, modulated delay
activity for complex visual stimuli. It was hypothesized that labeling complex visual stimuli and rehearsing
the label would provide a benefit over suppression of rehearsal and be reflected in the pattern of delay
activity. Experiment 1 used easy-to-label naturalistic scenes for stimuli and Experiment 2 used difficult-tolabel phase-scrambled scenes that lacked semantic content but contained the same features as the stimuli
in Experiment 1 (i.e., color, spatial frequencies). In Experiment 1, there was no difference in performance
for labeling and rehearsing the label as compared with suppression which suggests that maintaining
complex visual information via rehearsal was not as important as generating the label for those stimuli.
Hence, recoding the label may have been sufficient for successful probe choice. While, successful
performance in the suppression condition could also be explained by an alternate maintenance strategy
such as attentional refreshing, automatically labeling the images at encoding likely occurred and explains
the similar performance between conditions (Brown & Wesley, 2013). Interestingly, when phase-scrambled
scenes were used in Experiment 2 and recoding was not automatic and required more effort (Verhaeghen
et al., 2006), performance for the rehearsal condition suggests that recoding and rehearsal were critical in
supporting the behavioral advantage over suppression.
The benefit of rehearsal as a maintenance technique has been called into question (Oberauer,
2019a), suggesting that whether or not rehearsal is carried out during maintenance does not seem to
matter. Although Oberauer (2019a) questioned the utility of rehearsal, the findings from Experiment 2, in
which labeling and rehearsal was used with phase-scrambled scenes, challenges this because rehearsal
provided a behavioral benefit over suppression of rehearsal. Although Oberauer’s (2019a) view of the utility
of rehearsal aligns with the findings in Chapter 2 - Experiment 1, the lack of behavioral difference in
Experiment 1 may be due to a limitation of the experimental design, such that suppression was only carried
out during the delay period. If suppression occurred during encoding and the delay period, it is possible that
recoding would have been inhibited and a behavioral advantage would have emerged (Chein & Fiez, 2010;
Souza & Oberauer, 2020). Moreover, neither Experiment 1 nor Experiment 2 included a control condition
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in which participants neither rehearsed nor suppressed rehearsal (Thalmann et al., 2019), which also may
have elucidated a benefit of rehearsal regardless of the ability to recode the stimulus. Interestingly, a newly
revised model of WM suggests (see Lemaire et al. (2021)) that rehearsal and refreshing provide a combined
benefit, especially at lower WM loads. At higher WM loads, rehearsal provides a benefit over attentional
refreshing. Although these studies used a low WM load, the complexity of the stimuli may have created a
similar demand on attention to an increased WM load (Lavie, 1995). Thus, the likely reliance on attentional
refreshing in the suppression condition (Lemaire et al., 2021) combined with the lack of meaningfulness of
the stimuli (Asp et al., 2021) could be related to the reduced performance in Experiment 2.
In Experiment 1, there were differences in absolute amplitude when comparing rehearsal to
suppression of rehearsal with complex visual stimuli. Greater amplitude was found in the left frontotemporal, bilateral central, and right parietal regions for the rehearsal condition whereas greater amplitude
was found in the bilateral frontal regions for the suppression condition. These differences in absolute
amplitude likely reflects the usage of different maintenance mechanisms in each condition, with leftlateralized regions recruited to support rehearsal (Smith & Jonides, 1998) and the frontal regions recruited
to support attention-based maintenance for suppression (Jensen & Tesche, 2002). For Experiment 2,
differences in the absolute amplitude for each condition were also observed, with widespread greater
absolute amplitude for the rehearsal condition. The overall pattern for rehearsal reflects the difference in
processing of the stimuli and the effort that went into maintaining the difficult-to-name phase-scrambled
scenes. Furthermore, examination of the absolute amplitude revealed three underlying sources of activity
for rehearsal, including the left anterior temporal (TAL), and the left and midline parietal regions. Increases
in alpha and theta activity in TAL were correlated with improvement in performance on WM with rehearsal.
Critically, the significant relationship between increases in alpha and theta and performance were reflected
in regions that are important for semantic processing and language-based maintenance – the TAL (Pu et
al., 2020).
The overall pattern of change in amplitude during the delay period was similar for both rehearsal
and suppression, regardless of stimulus type. Similar to the delay activity literature, there was an early
period of event-related synchronous (ERS) alpha and beta activity until about half-way through the delay
period, followed by a desynchronous pattern (ERD) in the same frequency ranges. Additionally, a follow-
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up connectivity analysis of the Chapter 2 experiments was conducted when comparing across studies. This
analysis provided insight into performance on the suppression condition. It was assumed that performance
on the suppression condition was supported by attentional refreshing, as automatic labeling was less likely
to occur in Experiment 2. The results of the phase-locking analysis suggested the involvement of the
frontoparietal control systems (Buckner, 2003) in supporting performance. This was reflected in the
increased long-range connectivity between the fronto-polar midline and left posterior temporal region
throughout the delay period of the suppression condition in the beta band. The engagement of the
frontoparietal control system, reflects both the inhibition of rehearsal during this delay period (Gruber, 2001)
as well as attentional control (Buckner, 2003). The fact that this system was only engaged when task stimuli
were more difficult to label and remember suggests that the frontoparietal control system selectively
supports maintenance during periods in which increased attentional resources are needed.
The Role of Attention in Delay Activity
The amount of attention required to support maintenance is related to the difficulty and goals of the
task. More specifically, when task difficulty is increased by increasing the attentional demand, more
attentional resources are required to maintain the information (Lavie, 1995). For example, if a higher
working memory load is encountered, there is an increased attentional demand (Chen & Cowan, 2009) to
maintain the information, especially in the case of complex stimuli. It is expected that if attention is
consumed by a task, such as with the maintenance of complex stimuli, there would be little or no resources
remaining to process interfering stimuli, especially with a higher WM load. However, this is not necessarily
the case since interfering stimuli can automatically consume attentional resources, especially if the
interfering stimuli share properties of the task stimuli (Lavie & Cox, 1997). Therefore, in order to examine
the role of attention in the delay activity associated with complex visual stimuli, it is critical to manipulate
task demands on attentional resources. In Chapter 3, we increased task demand using a WM load
manipulation with the introduction of interference during the delay period and examined the impact on the
corresponding delay activity.
Memory for two complex images (low-load) was better than for five complex images (high-load).
Examination of the temporal spectral amplitude revealed a transient pattern of delay activity for both the
low- and high-load conditions, with a similar early synchronous pattern of alpha and beta band activity

129

followed by a late pattern of desynchronous activity in the same frequency bands. This pattern was notably
similar to the pattern of delay activity that I observed in the Chapter 2 experiments and in our published
work (see Ellmore et al. (2017)). The absolute amplitude comparison revealed that the high-load condition
had reduced amplitude in the alpha and beta ranges as compared with the low-load condition. After
reanalyzing correct trials only to rule out the possible influence of incorrect responses (Vogel & Machizawa,
2004; Zhang et al., 2016), this reduction was confirmed, suggesting a distractor effect for the high-load
condition. Thus, better performance for the low-load condition may have resulted from protection against
the negative effect of interfering stimuli as a result of the availability of attentional resources to filter them
out when fewer stimuli are maintained (Gazzaley & Nobre, 2012).
Phase-locking analysis revealed increased left frontal to right posterior temporal connectivity in the
alpha and beta bands for the low-load compared to the high-load condition as well as increased left anterior
temporal to left posterior temporal and right anterior central to left central connectivity. Moreover, the
functional connectivity differences suggest that the low-load maintenance period was more resistant to
interference that resulted from the presentation of the phase-scrambled stimuli. Specifically, increased left
frontal - right posterior temporal connectivity represents increased filtering of the interfering stimuli during
the low-load condition (Gazzaley & Nobre, 2012) and may also be associated with selectivity of information
in WM (Rezayat et al., 2021). Whereas, increased left central – right anterior temporal connectivity may
reflect control of attentional resources during maintenance, which was likely easier with 2 images as
compared with 5 (Palva et al., 2010) and is critical to prevent distortion or degradation of the information in
WM (Lorenc et al., 2021). This connection may also be related to a rehearsal-based feedback loop
(Buchsbaum & D'Esposito, 2019), a maintenance strategy that may be more difficult to apply with higher
WM loads, although may be more effective than other strategies such as attentional refreshing (Lemaire et
al., 2021). The increased left anterior temporal - left posterior temporal regions may also be related to the
use of verbal maintenance strategies that may be automatically used in the low-load maintenance period
with easily nameable stimuli (Brown et al., 2006; Hermann et al., 1992; Kopp et al., 2006). Interestingly,
when the analysis was repeated with correct trials only, the difference in frontal-temporal connectivity
between conditions was no longer significant, which suggests that reduced filtering of interfering stimuli
was associated with incorrect trials on the high-load condition (Yoon et al., 2006). These results confirm
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that attentional resources were more readily available during the low-load condition, even with complex
visual stimuli, and as a result, this condition was more resistant to interference and better suited for the
application of verbal maintenance strategies.
In Chapter 3, we repeated the analysis of absolute amplitude and connectivity using only correct
trials, because studies of delay activity suggest that incorrect or missed trials are represented by
significantly reduced activity (Vogel & Machizawa, 2004; Zhang et al., 2016). Both the amplitude and
connectivity results were largely unchanged in this repeated analysis. Incorrect trials are potentially as
informative as correct trials, as they may provide insight into maintenance when recognition is not
successful. In fact, with high WM loads (>4), especially those above general WM capacity (Alvarez &
Cavanagh, 2004), delay periods associated with incorrect trials may actually represent that fewer items are
being maintained than were presented or that the large number of items being maintained are stored with
reduced detail. Some research has suggested a fixed number of items can be stored, such as Awh et al.
(2007) who found that regardless of complexity, approximately 4-5 items can be stored in working memory.
While other studies have suggested that the amount of information stored changes as a function of
complexity, with an upper limit between 3-5 items (Alvarez & Cavanagh, 2004) and may vary based on the
individual (~between 2 and 7 items (Adam et al., 2017)). Moreover, we cannot rule out the idea that
participants may have chunked the stimuli together to more efficiently encode them (Adam et al., 2017). In
fact, recent research has found that WM capacity with complex stimuli can be influenced by the use of
semantic knowledge (Starr et al., 2020) and capacity can even increase if meaning is associated with the
stimulus features (Asp et al., 2021). As I did not calculate individuals WM capacity nor record if a particular
maintenance strategy was employed, I cannot rule out that these two factors did not influence the findings
of Chapter 3. Future research on delay activity should include tasks to measure individual WM capacity
(e.g., operation span task (Zakrzewska & Brzezicka, 2014) and examine delay activity based on individual
WM capacity as well as correct and incorrect trials.
In the absence of interference, when information is attended to during maintenance, it is more likely
to be remembered (Gazzaley & Nobre, 2012), whereas, information that is deprioritized should be forgotten.
While attention to stimuli is critical, the latter case is not always true, as information that is deprioritized is
not always forgotten (Rerko & Oberauer, 2013). Although, it is assumed that attention is engaged
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throughout maintenance, this may not be the case, especially with short predictable delay periods.
Therefore, in Chapter 4 we examined sustained attention during maintenance in which the delay length
was randomly varied (2-9 sec) ensuring that participants’ attention remained sustained so as to not miss
responding on the probe choice task. We found that performance was the same across all three delay
lengths, which suggests that increasing the amount of time for maintenance did not improve overall
performance. Although, it is important to note that the WM load was held constant (i.e., 3 images), so the
benefit of increased maintenance time may have only emerged with higher WM loads.
Examination of the absolute amplitude in the theta and alpha oscillations band revealed overall
increases in theta and alpha band across all three delay periods, regardless of delay period length, which
confirms a correlate of sustained attention throughout each delay period (Clayton et al., 2015; Helfrich et
al., 2018). Interestingly, these increases in theta and alpha exhibited more of a waxing and waning pattern,
with increases and decreases throughout the delay as opposed to a continuous, sustained increase.
Examination of temporal spectral amplitude in the early delay period (time 0 – 2000 msec) did not reveal
any significant differences between the delay period lengths nor did the comparison of the middle delay
period (time 2000 – 5000 msec). Interestingly, the overall pattern of the short delay period resulted in a
pattern of increased ERS in the alpha and beta bands throughout the delay period. However, as the length
of the delay periods increased, the delay activity pattern flipped from synchronous after 2-3 sec and to an
extended pattern of ERD in same frequency ranges and extended to the upper beta range. The change in
delay activity as a function of increasing delay period length suggests that sustained delay activity is a
function of short, predictable delay periods, whereas transient delay activity reflects an early period of goal
setting followed by extended maintenance. There was also increased connectivity between frontal and
central regions as well as anterior temporal and parietal regions, both connections which may support
rehearsal (Buchsbaum & D'Esposito, 2019). Although participants were not given explicit instructions to
rehearse, engagement in rehearsal likely provided a benefit with the relatively low load (i.e., 3 images),
especially if combined with attentional refreshing. Interestingly, participants that performed poorly on this
task may have relied too heavily on attentional refreshing or did not optimize and shift their maintenance
strategy (e.g., use rehearsal when stimuli are similar and easily confused) when necessary (Lemaire et al.,
2021).
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Additionally, these experiments provide evidence for flexible engagement of attentional processes
in supporting maintenance. In line with a new framework of the role of attention in WM, Olivers and
Roelfsema (2020) suggests that only target-stimuli (i.e. attended and purposefully maintained) are
represented in neural activity and that attention serves to set the action or goal of the period in order to
support maintenance (Olivers & Roelfsema, 2020). In light of this framework, we propose that the early
ERS delay activity (i.e., increased, synchronous alpha and lower beta activity), regardless of the delay
period length, reflects attentional processes as opposed to maintenance, whereas the later pattern of ERD
(i.e., desynchronous alpha and lower and upper beta activity) delay activity exclusively reflects maintenance
(Figure 1). This pattern of ERD is critical for maintaining complex visual stimuli as the extended period
bridging encoding to retrieval is supported by linking with stored semantic knowledge (Hanslmayr et al.,
2009; Klimesch, 2012). When the delay period is short, the early attentional processes are sufficient for
successful performance on a recognition task, whereas longer delay periods require extended maintenance
processes to prevent degradation of the stored representation.
These results support the idea that attention is involved early in the delay period to set the goal of
the period, and then is flexibly engaged throughout the delay period when necessary. This is reflected in
the time frequency analysis of all four experiments and consistent with many delay activity studies with
short delay periods (Pavlov & Kotchoubey, 2020). Regardless of the maintenance technique or presence
of interference, we observed this pattern of delay activity with complex visual stimuli. The flexible role of
attention during these delay period manipulations (rehearsal, presence of interference or varied delay
period length) was also represented in all phase-locking comparisons. Increased phase locking between
frontal regions and temporal and parietal regions was critical for filtering of interfering stimuli (Chapter 3),
supporting maintenance without rehearsal (Chapter 2), and for extended periods of maintenance (Chapter
4). Thus, the maintenance period goal, as it relates to the task stimuli and instructions, served to guide the
role of attention (Oberauer, 2019b; Olivers & Roelfsema, 2020).
Lastly, examination of connectivity between brain regions across the experiments provides
additional support for the flexible engagement of attentional networks. When interfering stimuli are present,
attentional filtering successfully supports maintenance of complex visual stimuli (phase-locking between
left frontal and right posterior temporal regions -Chapter 3 Fig. 5). Importantly, increased connectivity
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between these regions was only observed when interference was present (Chapter 5 – Fig 3). Additionally,
the frontoparietal control system is only engaged in maintenance when there is increased attentional
demand, as would be expected with actively ignoring interfering stimuli (Chapter 3) and with sustaining
attention for increased periods of time (5 and 9 sec delay periods –Chapter 4). Importantly, this attentional
system was not engaged for the short delay period (2 sec delay), confirming that this system is only involved
with increasing attentional requirements.
Importance
EEG and other non-invasive imaging techniques, like fMRI, are powerful tools for understanding
the neural underpinnings of cognitive processes like memory. Each tool has advantages, namely that EEG
is temporally precise and fMRI is spatially precise and when coupled together, provide a powerful tool for
uncovering neural underpinnings of cognitive processes (Cichy & Oliva, 2020). EEG is a particularly
powerful tool in the sense that it is safer and easier to administer, which is important when using these tools
for clinical applications. Especially in the case of clinical applications, such as with Alzheimer’s Disease
(AD), in which common comorbid conditions like agitation make other imaging techniques, like fMRI, difficult
to use. In fact, EEG may be a useful technique for early diagnosis with AD (Hamm et al., 2015). EEG
oscillations in the theta and alpha band are reduced in processing tasks for people that convert from Mild
Cognitive impairment, a prodromal state that proceeds AD, to a full diagnosis of AD as compared with
control subjects (Mazaheri et al., 2018). Additionally, AD has been associated with dysfunctional alpha and
beta band connectivity (Koelewijn et al., 2017). Reductions in low frequency oscillations and reduced
connectivity have also been observed in Schizophrenia (Ford et al., 2002; Uhlhaas & Singer, 2010), as well
as in high frequency oscillations (Roach & Mathalon, 2008) and in traumatic brain injury (TBI) (Chai et al.,
2018). These observations, in AD, Schizophrenia, and TBI, suggest the utility of EEG measures of
oscillatory activity and connectivity in clinical applications.
Concluding Remarks
The four studies described in this dissertation aimed to characterize delay activity for complex
visual stimuli. Delay activity has been a topic of intense interest in WM research for many years, with an
ongoing debate over whether delay activity is characterized by a sustained or transient pattern or if WM is
supported by activity-silent mechanisms (Lundqvist et al., 2018; Sreenivasan & D’Esposito, 2019). The
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persistent delay activity hypothesis, that numerous EEG and imaging WM experiments have provided
support for, were established with the use of verbal stimuli or simple visual stimuli that are easy-to-name
stimuli, such as shapes and line drawings. Complex stimuli are unique in that their features can be
meaningful and linked to stored knowledge (Asp et al., 2021). Most studies, especially those that use EEG
to examine delay activity, use short, unfilled, predictable delay periods that are between 1 and 3 secs
(Lundqvist et al., 2018). Few studies that have examined delay activity have manipulated the type of
maintenance technique used by participants, especially in EEG experiments in which covert application is
required and compliance is difficult to confirm. While many factors ought to be considered in informing this
debate, four experiments were conducted that focused on the delay period of a WM task in which complex
visual stimuli were maintained. We first looked at the role of rehearsal and separately at the role of attention
during maintenance.
In agreement with decades of animal and human research that provide support for the persistent
delay activity view (Sreenivasan & D’Esposito, 2019) these dissertation experiments provide some support
for this hypothesis, as delay activity was above baseline in all delay periods. While many imaging studies,
which use trial-averaged delay activity, have found increased and sustained activity throughout the delay
period for simple stimuli (Lundqvist et al., 2018), these dissertation studies with complex visual images
suggest a transient pattern. Across all experiments, I consistently observed transient delay activity while
complex visual stimuli were maintained, particularly during medium and long delay periods (5/6 and 9 sec).
The one exception to this was the short delay period (2 sec) in Chapter 4, which suggests that sustained
delay activity in the parietal region may be the result of short, predictable delay periods. The observations
of transient parietal and parieto-occipital delay activity during maintenance of visual stimuli are consistent
with both prominent WM models and could represent storage of visual stimuli in Baddeley’s visuospatial
sketchpad or Cowan’s focus of attention. The later pattern (i.e., the desynchronous activity) could reflect
the involvement of semantic knowledge in supporting maintenance of complex stimuli, whether it be
encouraged through task manipulation (e.g., labeling and rehearsal) or occurring automatically (Brown &
Wesley, 2013). The interaction of the temporarily stored visualization with long term semantic knowledge,
during extended maintenance, is either facilitated by Baddeley’s episodic buffer or Cowan’s activated longterm memory (Adams et al., 2018; Chai et al., 2018), which again fits with both prominent WM models.
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Therefore, the transient change to desynchronous activity during the longer delay periods, approximately
2-3 secs into the delay period, likely reflects the activation of these WM components to extend maintenance,
however long it may be.
Attention is critical for maintenance, but the role of attention seems to be contingent on the task
goals (Olivers & Roelfsema, 2020). If attentional processes are reflected in transient delay activity, it seems
to be represented early on (i.e., widespread theta, alpha and lower beta ERS) for tasks that do not introduce
any attentional manipulations. This idea is in agreement with a recent review on attention and WM (see
(Oberauer, 2019b)). Attention is important for the early maintenance period, to set the goal for that period,
after which the neural activity reflects maintenance processes (e.g., robust parietal lobe alpha, upper and
lower beta ERD). For short periods of maintenance, that are not taxing (e.g., high semantic content, no
interference), as has been reported in much of the delay activity literature with simple stimuli, this early
pattern of delay activity is sufficient for a successful probe response (Figure 1a). Even in cases during which
interference is present, short patterns of this ERS activity are seen (Jensen & Mazaheri, 2010). This
dissertation expands on this signature of delay activity and provides evidence for extended periods of
semantic elaboration with complex visual stimuli, that likely keeps the stimulus visualization active until the
probe response is made (Figure 1b), especially with longer delay periods.
While examination of oscillatory changes provides insight into which brain regions are recruited for
attention and maintenance processes, these changes do not paint the whole picture and address network
dynamics (Fell & Axmacher, 2011; Fries, 2005). The multifaceted role of attention in supporting
maintenance is clearly reflected in the examination of network dynamics using functional connectivity
measures such as phase-locking value. Interestingly, measures of connectivity between brain regions are
also a mechanism for supporting maintenance and can occur in the absence of delay activity (Stokes et al.,
2020) or differences between task conditions. For attentional manipulations, attentional processes are
continuously deployed throughout maintenance in the case of interfering stimuli, especially if resources are
available to filter out that interfering stimuli. Particularly, in cases when the required response is
unpredictable, attentional networks are differentially deployed to support maintenance. While both
attentional processes are supported by frontoparietal networks, connectivity analyses revealed the
engagement of different regions to support the specific roles of attention in supporting maintenance.
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Although the involvement of attention is continuous for both roles, in current experiments it was not reflected
in the oscillatory delay activity sensor-level analyses.
The experiments discussed in this dissertation do not directly provide support for the activity silent
view of WM, which suggests that there would be return to baseline activity during maintenance. While this
view is not necessarily a dormant state, it is likely reflected in changing synaptic weights or even changes
in connectivity between brain regions, in the absence of delay activity (Stokes, 2015; Stokes et al., 2020).
For example, the activity silent mechanism for WM may reflect the involvement of episodic memory in
supporting maintenance or even be related to context binding within and across trials on a WM task
(Beukers et al., 2021). Activity-silent mechanisms may also be involved in the time-between trials and carry
information about the previous trial, while persistent mechanisms dominate the trial period (Barbosa et al.,
2020). While there is clear evidence in the literature that both models support WM in some form, the most
representative model of WM may include features of both models (Beukers et al., 2021; Kamiński &
Rutishauser, 2020; Stokes et al., 2020) or be more flexible in terms of how information is represented
(Bouchacourt & Buschman, 2019). Future research should consider utilizing a retro-cue paradigm to enable
comparison of active from latent items (i.e., currently relevant for the WM goal versus not currently relevant)
that are held in WM, which would enable decoding of latent items (Beukers et al., 2021). Although, the
experiments discussed in this dissertation were not designed to answer this question, in the absence of a
retro-cue design, it would be interesting to direct maintenance (e.g., maintain item 1, maintain item 2, etc.)
and see if the prioritized and deprioritized items are represented in delay activity.
Together, the studies included in this dissertation provide several instances of transient delay
activity during maintenance that provide support for the persistent delay hypothesis. The results provide
evidence of changes in delay activity above baseline throughout the delay period in all experiments,
regardless of maintenance technique, WM load or delay interval. Moreover, extended periods of
maintenance with complex stimuli are characterized by storage of stimulus representations supported by
interactions with long-term semantic knowledge. Moreover, as these studies were not designed to test the
activity silent hypothesis and cannot provide support for this hypothesis, they provide guidance for future
studies with complex visual stimuli that can. Furthermore, the delay period connectivity analyses for all
experiments implicate frontoparietal and temporal networks in supporting maintenance and suggest a
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flexible role of attention (e.g., filtering of interfering stimuli, control over attention) that varies based on task
demands. Together, these delay activity and connectivity findings inform the ongoing debate about the
neural dynamics that support visual WM.
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a) Example Time-Frequeny Plot from Chapter 3
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Figure 6.1: Proposed Model of Delay Activity for Complex Visual Image. This model represents the
proposed course of delay activity in time (0-6000 msec) and frequency (4-40 Hz) for complex visual stimuli.
a) Example time-frequency plot from Chapter 3 (right parietal electrode).This plot shows transient delay
activity with an early event-related synchronous alpha band pattern followed by the late event-related
desynchronous alpha and beta band pattern. b) This represents that early delay period activity pattern (time
500-3000 msecs) that serves as the goal setting period during which attention is engaged. This early delay
activity (red box) represents a period of synchronous alpha and lower beta activity. c) This represents that
late delay period activity pattern (time 3000-6000 or beyond depending on delay period length) that serves
as the period of extended maintenance until the response is needed. The late delay activity (blue box)
represents a period of desynchronous alpha and beta activity.
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Appendix I
Chapter Two - Supplementary Results
A formal comparison between brain activity in Chapter 2 Experiment 1 and Experiment 2 was not
planned. As a result, there were no a priori hypotheses regarding the comparison. The exploratory analysis
between Experiments 1 and 2 was conducted using a between-subjects analysis of variance (ANOVA) with
corrections for multiple comparisons using non-parametric permutation testing as described in the
Supplementary results. In order to reduce the number of comparisons, the delay periods were averaged
across trials, subjects, and then channels. A between-subjects ANOVA was conducted for absolute
amplitude and TSA at the sensor-level, separately, treating each condition (Experiment 1-rehearsal,
Experiment 1-suppression, Experiment 2-rehearsal, Experiment 2-suppression) as independent groups.
For absolute amplitude, there were no significantly different clusters of brain activity between the groups.
Similarly, for TSA there were no differences between the groups. These findings suggest that the same
pattern of brain activity was exhibited during the rehearsal and suppression conditions, regardless of the
type of stimulus.
Further examination of the distribution of absolute amplitude values for each condition was
conducted within each frequency range (theta (4-7 Hz), alpha (8-13 Hz), lower beta (13-20 Hz), and higher
beta (20-30 Hz)) for selected regions found to be critical for rehearsal based on the Brain Regions Analysis
(see Chapter 2 Figure 6 and Appendix I - Supplementary Figure 5) were chosen: the left anterior temporal
Region (TAL_BR), the left parietal region (PL_BR), and the parietal midline region (PM_BR). The absolute
amplitude values were calculated by averaging the entire delay period within a given frequency range for
each subject, for the rehearsal and for the suppression conditions. For Experiment 2, increases occurred
in about 50-60% of subjects across all frequency ranges. The overall distributions (i.e., violinplots and
boxplots) for each condition and experiment reveal overlapping distributions within each frequency range
for all three regions. Appendix I - Supplementary Figure 7 shows the distributions for each experiment and
condition for the TAL_BR for the theta, alpha, and beta ranges (see Appendix I - Supplementary Fig. 8 and
9 for PL_BR and PM_BR). In both experiments, between 50-60% of subjects showed increases in
amplitude from the suppression condition to the rehearsal condition for all frequency bands, but the overall
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distributions for each condition are overlapping, which provides for support for no neural difference between
the experiments.
Discussion and Limitations
The exploratory analysis comparing the conditions (rehearsal and suppression) between
Experiments 1 and 2 showed that overall pattern of delay activity was not significantly different between the
experiments. Although one type of complex visual stimuli (e.g., phase-scrambled scenes) may benefit from
rehearsal, this difference was not reflected in the cross-study comparison of delay activity. One explanation
is that both experiments revealed a transient pattern of delay activity with an early synchronous component
and a late desynchronous component focused in the alpha and beta frequency ranges. These patterns of
activity are essential to successful working memory maintenance and likely reflect different but
complementary cognitive processes. Therefore, the observation that there was no neural difference
between experiments suggests that the overall change in delay activity across an extended maintenance
period is similar for different types of visual stimuli. Alternatively, the lack of neural difference between
experiments may be the result of the analysis which involved different groups of subjects in each condition,
as compared with the original analyses that were within-subject analyses. Therefore, the lack of differences
may be due to low power and uneven, small sample sizes, especially for Experiment 2. Future studies
should compare delay activity with different task demands using the same subjects in each group to
examine the interaction between rehearsal and stimulus type.
A major limitation of these analyses is that the participants in Experiment 1 were different
participants than those in Experiment 2. Additionally, due to limitations in our statistical software, each
condition (rehearsal and suppression) was treated independently; thus, there was no deliberate attempt to
control for confounding variables (e.g., age, education level, etc.) or differences in performance. As
described in the planned analyses, rehearsal and suppression were completed by the same participant for
each experiment and the appropriate paired-samples analyses were conducted. Additionally, there was no
attempt to separate participants based on their working memory capacity, into high and low working
memory capacity groups. Delay activity may vary as a function of working memory capacity as there are
individual differences in the ability to inhibit task-irrelevant information. This could potentially have explained
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the large variability in absolute amplitude the lower frequency ranges for some participants (Hu et al., 2019)
and should be considered for future experiments.
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Supplementary Figure 1. Delay Period Time Frequency Analysis during Rehearsal for Experiment 1
(Intact Scenes) and Experiment 2 (Phase-Scrambled Scenes) Reveal a Transient Pattern of Delay
Activity. Time Frequency Analysis plot for the PO8 electrode from the rehearsal condition during the 6-sec
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delay period in a whole window analysis. Electrode selected based on results from previous research in
our lab highlighting the right parieto-occipital region (Ellmore et al., 2017). a) Time Frequency Analysis for
the PO8 electrode in the Rehearsal condition in Experiment 1. b) Time Frequency Analysis for the PO8
electrode in the Rehearsal condition in Experiment 2. Review of the overall pattern of delay activity during
rehearsal and suppression reveals a similar transient pattern of delay activity for the parieto-occipital
censors in Experiments 1 and 2 with an early period of increased synchronous activity in the upper alpha
and beta (500 msec to 3000 msec) followed by a period of desynchronous activity in the same frequency
bands (4000 msec to 6000 msec). An exploratory analysis of TSA between experiments 1 and 2 (see
Appendix I - Supplementary Results) revealed that there were no significantly different clusters of brain
activity between the conditions. This suggests that regardless of stimulus type (intact scenes or phasescrambled scenes) a transient pattern of delay activity supports visual working memory.
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Supplementary Figure 2. Whole Trial Grand-Average Time Frequency Analysis during Experiment
1 (Intact Scenes) and Experiment 2 (Phase-Scrambled Scenes). Grand-average Time Frequency
Analysis plot for the PO8 electrode using the same baseline as the delay period Time Frequency Analysis
(see Appendix I - Supplementary Figure 1). The delay period starts at time 0. The encoding period (2
sequential images presented at -4000 msec [image 1] and -2000 msec [image 2]) are shown from time 4000 msec to 0 and the probe period is time 6000-8000 msec. a) Whole trial TSA for the PO8 electrode
averaged across both conditions in the in Experiment 1. b) Whole trial TSA for the PO8 electrode averaged
across both conditions in Experiment 2. The delay period TSA is described in the Results section and
Appendix I - Supplementary Figure 1. The encoding period shows a pattern of continuous desynchronous
activity (ERD) in the alpha and beta bands until the start of the delay period. High alpha and lower beta
ERD throughout encoding phase in occipital, parietal, and frontal regions is indicative of visual stimulation
(Heinrichs-Graham & Wilson, 2015; Jokisch & Jensen, 2007). The probe period shows a strengthening of
the desynchronous alpha and beta activity until the end of the trial, which is associated with retrieval of
information from WM (Heinrichs-Graham & Wilson, 2015) and possibly reactivation of the encoded stimulus
representation (Hanslmayr et al., 2012; Waldhauser et al., 2012). Both encoding and probe also have weak
synchronous activity in the theta band which is related to increased attention (Jensen & Tesche, 2002).
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Supplementary Figure 3. Comparison of Absolute Amplitude Delay Period Activity in Experiment 1
Reveals Different Activity Patterns Between Rehearsal and Suppression. Select absolute amplitude
plots in the left frontal and right parietal regions of the 6-sec delay period revealed 106 clusters of significant
differences in activity (p < .05). The y-axis shows frequency (Hz); x-axis shows the time in sec. Head plot
of the overall pattern of absolute amplitude difference during the delay period for all sensors. Orange
clusters represent rehearsal delay activity greater than suppression and blue clusters represent
suppression delay activity great than rehearsal. These cluster details are described in Appendix I Supplementary Table 1.
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Supplementary Figure 4. Comparison of Absolute Amplitude Delay Period Activity in Experiment 2
Reveals Greater Activity for Rehearsal. The y-axis is frequency (Hz); x-axis is the time in sec. Head plot
of the overall pattern of absolute amplitude difference during the delay period for all sensors. Orange
clusters represent rehearsal delay activity greater than suppression and blue clusters represent
suppression delay activity great than rehearsal. These cluster details are described in Appendix I Supplementary Table 2.
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Supplementary Figure 5. Delay Period Activity Brain Region Analysis in Experiment 2 (Scrambled
Scenes) Reveals a Left Anterior Temporal Source during Maintenance Rehearsal. The y-axis is
frequency (Hz); x-axis is the time in sec. Head plot of the overall pattern of absolute amplitude difference
during the delay period for all sensors grouped by brain region. Orange clusters represent rehearsal delay
activity greater than suppression and blue clusters represent suppression delay activity greater than
rehearsal. If focal activity is not visible, it suggests that the underlying sources of brain activity are more
widespread. A clear focal point of activity for the rehearsal condition is found in the left anterior temporal
region (TAL_BR, see Chapter 2 - Figure 6) and the left parietal region (PL_BR) and parietal midline regions
(PM_BR) which suggests that these regions are the source of delay activity for articulatory rehearsal. No
clear focal point of activity emerged for the suppression condition, which suggests that the source of activity
is more diffuse.

148

Supplementary Figure 6. Correlations of Absolute Amplitude Difference and Performance in
Experiment 1 (Intact Scenes). The y-axis frequency difference (Amplitude for Rehearsal condition minus
Amplitude for Suppression Condition). The x-axis performance difference (Proportion Correction for
Rehearsal condition minus Proportion Correction for Suppression Condition). The frequency difference was
calculated by averaging the absolute amplitude within a given frequency range (i.e., theta (4-7 Hz), alpha
(8-13 Hz), lower beta (13-20 Hz), and Higher Beta (20-30 Hz) across the entire delay period. The
correlations between difference in frequency and difference in performance are presented as a matrix for
Experiment 1, with the TAL_BR region on the left (pink dots represent individual subjects), PL_BR region
in the middle (red dots represent individual subjects), and PM_BR region on the right (orange dots represent
individual subjects). These regions reflect the regions described in Appendix I - Supplementary Figures 79. These correlations show that there was no relationship between performance and changes in absolute
amplitude within the selected frequency ranges and regions.
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Supplementary Figure 7. Average Absolute Amplitude During the Delay Period for Rehearsal and
Suppression for Experiment 1 (Intact Scenes) and Experiment 2 (Phase-Scrambled Scenes) for the
Left Anterior Temporal Region. Absolute Amplitude for the Left Anterior Temporal Region (TAL_BR) is
shown with four plots for each experiment. Chapter 2 Experiment 1 (Intact Scenes) is shown on the left and
Experiment 2 (Phase-Scrambled Scenes) is shown on the right. The TAL_BR region was selected based
on the findings presented in Chapter 2 - Figure 6 and Appendix I - Supplementary Figure 5. Each plot
represents a frequency range: theta (4-7 Hz), alpha (8-13 Hz), lower beta (13-20 Hz), and higher beta (2030 Hz). The absolute amplitudes that are plotted in each range represent the average within that range
across the entire 6-second delay period. 1) The Violinplot shows the distribution of amplitude across each
condition; the cluster of similar amplitude values is reflected at the wider (bottom) portion of the violin and
the thinner (top) portion with fewer amplitude values. The dashed lines reflect the quartiles of the overall
distribution similar to the box plot. 2) The boxplot also shows the distribution of performance for each
condition (i.e., the solid lines inside the box align with the dashed lines of the violinplot, representing the
quartiles). In addition, the boxplot contains whiskers extend to the minimum and maximum score (1.5 times
the median) for each condition and the diamonds reflect outliers (great than 1.5 times the median). Outliers
were included in all analyses. 3) In between the violinplot and boxplot is a pointplot, which reflects the mean
of absolute amplitude, with error bars reflecting the 95% confidence intervals; the confidence intervals were
generated with bootstrapping using 1,000 iterations. 4) Finally, the individual dots on the inner-most portion
represent a single participants absolute amplitude for a condition (Experiment 1 n = 24 and Experiment 2
n = 20). The gray line connects the dots that represents absolute amplitude value for the corresponding
condition (i.e., suppression (left) and rehearsal (right)).
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Supplementary Figure 8. Average Absolute Amplitude During the Delay Period for Rehearsal and
Suppression for Experiment 1 (Intact Scenes) and Experiment 2 (Phase-Scrambled Scenes) for the
Left Parietal Region. Absolute Amplitude for the Left Parietal Region (PL_BR) is shown with four plots for
each experiment. Chapter 2 Experiment 1 (Intact Scenes) is shown on the left and Experiment 2 (PhaseScrambled Scenes) is shown on the right. The PL_BR region was selected based on the findings presented
in Chapter 2 - Figure 6 and Appendix I - Supplementary Figure 5. Each plot represents a frequency range:
theta (4-7 Hz), alpha (8-13 Hz), lower beta (13-20 Hz), and higher beta (20-30 Hz). The absolute amplitudes
that are plotted in each range represent the average within that range across the entire 6-second delay
period. 1) The Violinplot shows the distribution of amplitude across each condition; the cluster of similar
amplitude values is reflected at the wider (bottom) portion of the violin and the thinner (top) portion with
fewer amplitude values. The dashed lines reflect the quartiles of the overall distribution similar to the box
plot. 2) The boxplot also shows the distribution of performance for each condition (i.e., the solid lines inside
the box align with the dashed lines of the violinplot, representing the quartiles). In addition, the boxplot
contains whiskers extend to the minimum and maximum score (1.5 times the median) for each condition
and the diamonds reflect outliers (great than 1.5 times the median). Outliers were included in all analyses.
3) In between the violinplot and boxplot is a pointplot, which reflects the mean of absolute amplitude, with
error bars reflecting the 95% confidence intervals; the confidence intervals were generated with
bootstrapping using 1,000 iterations. 4) Finally, the individual dots on the inner-most portion represent a
single participants absolute amplitude for a condition (Experiment 1 n = 24 and Experiment 2 n = 20). The
gray line connects the dots that represents absolute amplitude value for the corresponding condition (i.e.,
suppression (left) and rehearsal (right)).
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Supplementary Figure 9. Average Absolute Amplitude During the Delay Period for Rehearsal and
Suppression for Experiment 1 (Intact Scenes) and Experiment 2 (Phase-Scrambled Scenes) for the
Parietal Midline Region. Absolute Amplitude for the Parietal Midline Region (PM_BR) is shown with four
plots for each experiment. Experiment 1 (Intact Scenes) is shown on the left and Experiment 2 (PhaseScrambled Scenes) is shown on the right. The PM_BR region was selected based on the findings presented
in Chapter 2 - Figure 6 and Appendix I - Supplementary Figure 5. Each plot represents a frequency range:
theta (4-7 Hz), alpha (8-13 Hz), lower beta (13-20 Hz), and higher beta (20-30 Hz). The absolute amplitudes
that are plotted in each range represent the average within that range across the entire 6-second delay
period. 1) The Violinplot shows the distribution of amplitude across each condition; the cluster of similar
amplitude values is reflected at the wider (bottom) portion of the violin and the thinner (top) portion with
fewer amplitude values. The dashed lines reflect the quartiles of the overall distribution similar to the box
plot. 2) The boxplot also shows the distribution of performance for each condition (i.e., the solid lines inside
the box align with the dashed lines of the violinplot, representing the quartiles). In addition, the boxplot
contains whiskers extend to the minimum and maximum score (1.5 times the median) for each condition
and the diamonds reflect outliers (great than 1.5 times the median). Outliers were included in all analyses.
3) In between the violinplot and boxplot is a pointplot, which reflects the mean of absolute amplitude, with
error bars reflecting the 95% confidence intervals; the confidence intervals were generated with
bootstrapping using 1,000 iterations. 4) Finally, the individual dots on the inner-most portion represent a
single participants absolute amplitude for a condition (Experiment 1 n = 24 and Experiment 2 n = 20). The
gray line connects the dots that represents absolute amplitude value for the corresponding condition (i.e.,
suppression (left) and rehearsal (right)).
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Electrodes
Cluster
Cluster
1

Cluster
2

Cluster
3

pvalue
Fp1_avr,
Fz_avr, F7_avr,
FC1_avr,
T7_avr,
CP5_avr,
CP1_avr,
Pz_avr, P7_avr,
O1_avr, Oz_avr,
O2_avr, P8_avr,
CP2_avr,
Cz_avr,
FC2_avr,
F4_avr,
Fp2_avr,
AF7_avr,
AFz_avr,
F1_avr, F5_avr,
FT7_avr,
FC3_avr,
FCz_avr,
C1_avr,
TP7_avr,
P1_avr, P5_avr,
PO7_avr,
PO3_avr,
POz_avr,
PO4_avr,
PO8_avr,
P6_avr, P2_avr,
CPz_avr,
CP4_avr,
C2_avr,
FC4_avr,
F2_avr
CP1_avr,
Pz_avr, P4_avr,
P8_avr,
CP6_avr,
CP2_avr,
Cz_avr, C4_avr,
FC2_avr,
FCz_avr,
C1_avr,
PO4_avr,
PO8_avr,
P6_avr,
CPz_avr,
CP4_avr,
C6_avr, C2_avr
P4_avr, P8_avr,
CP6_avr,
Cz_avr, C4_avr,

Cluster
value

Start Time
(ms)

End Time
(ms)

Start
Frequency
(Hz)

End
Frequency
(Hz)

0

-3219.72

0

5700

4

12.5

0

1291.89

0

3100

23

30

0.001

908.429

4400

6000

23

30
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Cluster
4

Cluster
5

Cluster
6

Cluster
7

FCz_avr,
C1_avr,
PO8_avr,
P6_avr,
CPz_avr,
C6_avr, C2_avr,
FC4_avr
FC5_avr,
P4_avr, P8_avr,
CP6_avr,
Cz_avr, C4_avr,
FC3_avr,
C1_avr,
PO4_avr,
PO8_avr,
P6_avr,
CP4_avr,
C6_avr, C2_avr
F7_avr,
FT9_avr,
FC5_avr,
FC1_avr,
CP1_avr,
P4_avr, P8_avr,
CP6_avr,
CP2_avr,
Cz_avr, C4_avr,
T8_avr, F5_avr,
FT7_avr,
FC3_avr,
FCz_avr,
C1_avr,
PO8_avr,
CPz_avr,
CP4_avr,
C6_avr, C2_avr
Fz_avr, F3_avr,
FC1_avr,
CP1_avr,
Pz_avr, Oz_avr,
O2_avr, P4_avr,
P8_avr,
AF7_avr,
AFz_avr,
F1_avr, F5_avr,
FC3_avr,
FCz_avr,
C1_avr, P1_avr,
POz_avr,
PO4_avr,
PO8_avr,
P2_avr,
CP4_avr,
F2_avr
P4_avr, P8_avr,
CP6_avr,

0.001

866.052

3000

4500

21

30

0.001

815.945

2200

4800

12

18

0.002

-682.507

4500

6000

10.5

16

0.001

606.747

0

1500

10.5

22
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Cluster
8

Cluster
9

Cluster
10

Cluster
11

Cluster
12

CP2_avr,
Cz_avr, C4_avr,
C1_avr,
PO8_avr,
CPz_avr,
CP4_avr,
C6_avr, C2_avr
Fz_avr, F3_avr,
FC1_avr,
FC2_avr,
F4_avr,
AF7_avr,
AFz_avr,
F1_avr,
FC3_avr,
F2_avr
Fz_avr, F3_avr,
FC1_avr,
FC2_avr,
F4_avr,
AF7_avr,
AFz_avr,
F1_avr,
FCz_avr, F2_avr
P8_avr,
CP6_avr,
Cz_avr, C4_avr,
T8_avr,
FT10_avr,
FC6_avr,
F8_avr,
FCz_avr,
TP8_avr,
C6_avr, C2_avr,
FT8_avr
Fz_avr,
FC1_avr,
CP1_avr,
Pz_avr, Oz_avr,
O2_avr,
CP2_avr,
FC2_avr,
F1_avr,
FCz_avr,
P1_avr,
POz_avr,
C2_avr, F2_avr
FC1_avr,
CP1_avr,
Cz_avr, C4_avr,
T8_avr,
FC3_avr,
FCz_avr,
C1_avr,
CPz_avr,
C6_avr, C2_avr

0.002

-515.507

900

3400

10

17.5

0.002

-433.786

3700

6000

4

9

0.001

432.653

3200

6000

4

5

0.002

-383.992

0

600

18.5

22.5

0.002

367.796

5100

6000

12.5

17
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Cluster
13

Cluster
14

Cluster
15

Cluster
16

Cluster
17
Cluster
18
Cluster
19

Cluster
20

Cluster
21

P4_avr, P8_avr,
CP6_avr,
Cz_avr, C4_avr,
PO8_avr,
P6_avr,
CP4_avr,
C6_avr, C2_avr
CP1_avr,
P4_avr, P8_avr,
CP6_avr,
CP2_avr,
Cz_avr, C1_avr,
PO8_avr,
P6_avr,
CPz_avr,
C2_avr
P4_avr,
CP6_avr,
C4_avr, T8_avr,
FT10_avr,
FC6_avr,
F8_avr,
CP4_avr,
C6_avr, C2_avr,
FT8_avr
F3_avr, F7_avr,
FT9_avr,
FC5_avr,
F5_avr,
FT7_avr,
C5_avr

0.002

328.387

4700

6000

16.5

20

0.002

295.663

3100

4300

17.5

20

0.002

285.702

2100

2900

4

5.5

0.002

258.945

4400

5600

4

7

FT10_avr

0.002

245.497

3200

4400

19.5

28

FT10_avr
FC5_avr,
CP5_avr,
P3_avr, Cz_avr,
F5_avr,
FC3_avr,
C1_avr, C5_avr,
P5_avr,
PO7_avr,
CPz_avr,
C2_avr
Fz_avr, F3_avr,
FC1_avr,
AF7_avr,
AFz_avr,
F1_avr, F5_avr,
F2_avr
F7_avr,
FC5_avr,
FC1_avr,
Cz_avr, F5_avr,

0.002

227.926

1600

3000

19

27

0.002

217.322

0

1000

22.5

29.5

0.002

-202.478

3400

4400

11

13.5

0.002

173.824

2000

3700

23.5

27.5
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Cluster
22
Cluster
23

Cluster
24

Cluster
25

Cluster
26

Cluster
27

Cluster
28
Cluster
29
Cluster
30
Cluster
31

Cluster
32
Cluster
33

FC3_avr,
C1_avr
FC1_avr,
AFz_avr,
F1_avr, F2_avr
CP1_avr,
Pz_avr, O2_avr,
P8_avr,
CP2_avr,
P1_avr,
PO8_avr,
P6_avr, P2_avr,
CPz_avr,
CP4_avr,
TP8_avr
F3_avr, F7_avr,
FC5_avr,
F5_avr,
FT7_avr,
C5_avr
Pz_avr, P3_avr,
O1_avr, Oz_avr,
O2_avr, P1_avr,
PO3_avr,
POz_avr,
PO4_avr,
P2_avr
FC5_avr,
FC1_avr,
Cz_avr, F5_avr,
FC3_avr,
CPz_avr
Fz_avr,
FC1_avr,
FC2_avr,
F1_avr,
FCz_avr, F2_avr

0.003

-162.489

600

1800

14

20

0.003

-153.869

1500

3000

10.5

14.5

0.002

142.727

2400

3000

4

7

0.003

-135.422

3700

4800

11.5

13.5

0.002

132.326

3800

4400

25

29.5

0.003

-131.546

5100

5800

20

22

FT10_avr
CP2_avr,
C4_avr, T8_avr,
CP4_avr,
C6_avr

0.002

105.412

0

700

24

30

0.003

101.524

2700

3500

8.5

10.5

FT10_avr
P4_avr, P8_avr,
CP6_avr,
PO8_avr,
P6_avr,
CP4_avr

0.003

99.7788

0

1000

15

18.5

0.003

96.6672

2300

2600

14

16.5

FT10_avr
Fz_avr, Cz_avr,
F1_avr,
FCz_avr, F2_avr

0.003

91.5141

5300

6000

18

23

0.004

-83.2616

0

800

12.5

16.5
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Cluster
34
Cluster
35

Cluster
36
Cluster
37
Cluster
38
Cluster
39
Cluster
40
Cluster
41
Cluster
42
Cluster
43
Cluster
44
Cluster
45
Cluster
46
Cluster
47
Cluster
48
Cluster
49
Cluster
50
Cluster
51
Cluster
52

FT9_avr,
T7_avr,
FT7_avr,
C5_avr
Pz_avr, Oz_avr,
O2_avr,
POz_avr,
PO4_avr,
P2_avr
FC5_avr,
F5_avr, C5_avr
CP5_avr,
FC3_avr,
C5_avr
FC5_avr,
Cz_avr,
FC3_avr,
C1_avr
CP5_avr,
P3_avr

0.004

82.7652

500

900

13

16

0.004

-70.5906

4200

4400

22.5

23.5

0.005

65.3972

3600

4100

4

5

0.007

56.7185

4900

5300

15.5

17.5

0.007

52.1515

3800

4200

22

24

0.008

49.348

3800

4100

26

28.5

FT9_avr
T7_avr, P7_avr,
TP7_avr

0.009

46.2967

3400

3700

15

18

0.01

-46.2615

1000

1800

7

8.5

Oz_avr, O2_avr
FT9_avr,
FC5_avr,
T7_avr, FT7_avr
Fz_avr, F1_avr,
F2_avr
Fz_avr,
FC1_avr,
FC2_avr,
F2_avr
FC5_avr,
T7_avr,
FT7_avr,
C5_avr
FC6_avr,
F1_avr,
FC4_avr,
F2_avr
F7_avr, T7_avr,
CP5_avr,
FT7_avr

0.011

-43.4175

1500

2100

11.5

12

0.011

43.2112

4500

4800

9.5

12.5

0.011

-40.4913

4500

4800

18

19.5

0.011

-40.2886

1800

2100

22.5

23.5

0.014

39.017

5800

6000

9.5

10.5

0.011

-38.0149

1400

1700

19

22

0.014

37.8078

2800

3300

12.5

14

FC5_avr
O1_avr, Oz_avr,
O2_avr,
POz_avr
Fz_avr,
FCz_avr, F2_avr

0.014

37.7062

1500

2100

29

30

0.011

-36.7765

1000

1200

7

8

0.011

-36.2723

5000

5400

17.5

18.5

FT10_avr

0.016

34.0853

5400

5900

26.5

28
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Cluster
53
Cluster
54
Cluster
55
Cluster
56
Cluster
57
Cluster
58
Cluster
59
Cluster
60
Cluster
61
Cluster
62

Cluster
63
Cluster
64
Cluster
65
Cluster
66
Cluster
67
Cluster
68
Cluster
69
Cluster
70
Cluster
71
Cluster
72
Cluster
73
Cluster
74
Cluster
75

FC1_avr,
C3_avr, Cz_avr,
F1_avr, C1_avr,
F2_avr

0.014

-34.0646

3900

4200

15.5

16.5

FT10_avr
CP6_avr,
T8_avr, C6_avr
CP5_avr,
C5_avr

0.016

33.1684

2800

3200

13.5

15.5

0.017

32.9503

5900

6000

9

11

0.017

32.3299

5500

6000

19

20

T8_avr, C6_avr
FC5_avr,
F5_avr

0.023

27.6824

4400

4900

9.5

10

0.023

27.334

1800

2100

4

4.5

P7_avr

0.022

-26.0868

900

1300

5

6.5

FT10_avr
AFz_avr,
F1_avr, F2_avr
Pz_avr,
POz_avr,
P2_avr
T8_avr,
FT10_avr,
FC6_avr,
F8_avr, C6_avr,
FT8_avr

0.023

25.9468

2300

2700

15.5

17

0.022

-25.9459

0

100

4

5.5

0.022

-25.6374

2700

2900

22.5

24

0.023

25.2349

500

600

4

4.5

Pz_avr, P2_avr
FC5_avr,
C5_avr
CP1_avr,
P3_avr, Cz_avr
F7_avr,
FC5_avr,
FT7_avr,
FC3_avr

0.023

-25.1243

5900

6000

7

8.5

0.023

24.0365

2800

3100

29

30

0.025

23.0386

5000

5300

29

30

0.025

22.8883

100

500

29.5

30

F8_avr

0.025

22.5738

4500

5000

26

27

FT10_avr
FC5_avr,
F5_avr

0.027

21.7288

600

900

19.5

20.5

0.027

21.6794

5400

5700

26.5

27.5

Cz_avr, C2_avr

0.027

21.6689

2400

2600

20

21

F8_avr, F6_avr

0.028

21.2652

5700

6000

26.5

27.5

AF7_avr
FC5_avr,
Cz_avr,
FC3_avr,
C1_avr

0.026

-20.4767

2100

2400

8

9

0.028

20.3423

5000

5300

25

26.5

P7_avr

0.026

-20.2277

4300

4500

4

5.5
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Cluster
76
Cluster
77
Cluster
78
Cluster
79
Cluster
80
Cluster
81
Cluster
82
Cluster
83
Cluster
84
Cluster
85
Cluster
86
Cluster
87
Cluster
88
Cluster
89
Cluster
90
Cluster
91
Cluster
92
Cluster
93
Cluster
94
Cluster
95
Cluster
96
Cluster
97
Cluster
98
Cluster
99
Cluster
100

F7_avr,
FC5_avr
Fp1_avr,
F3_avr,
AFz_avr,
F1_avr, F2_avr

0.028

19.2269

5800

6000

4

4.5

0.028

-19.1831

3200

3400

7.5

8

C1_avr

0.029

-18.7855

2200

2400

8.5

9.5

FT9_avr

0.028

18.5465

4100

4300

21

22

FT10_avr
F4_avr,
FCz_avr,
FC4_avr,
F2_avr
FC5_avr,
C3_avr,
FC3_avr
P8_avr,
CP6_avr

0.028

18.401

3400

3600

29

30

0.029

-17.9053

2200

2400

15.5

16.5

0.028

17.889

4000

4200

18.5

19.5

0.028

17.6837

700

1000

21.5

22.5

FT10_avr

0.03

17.0372

1600

1900

26.5

27

FT10_avr

0.03

16.4397

5900

6000

24.5

26

FC5_avr

0.03

16.0846

1300

1500

26

27

T8_avr, C6_avr

0.031

15.7391

1300

1600

10

11

FC3_avr

0.031

15.6284

4800

5000

21

22

F6_avr

0.033

15.2976

3800

4100

23.5

24.5

FC5_avr

0.035

14.728

3700

4000

9

9.5

FC5_avr
P8_avr,
CP6_avr

0.035

13.4996

5900

6000

24.5

26

0.035

13.32

2500

2700

20.5

21

FT10_avr

0.036

13.1822

4000

4200

29

29.5

FC5_avr

0.037

13.048

1500

1600

23

24.5

C4_avr
FC2_avr,
FCz_avr

0.037

12.4223

3200

3400

5

5.5

0.044

-11.9081

4400

4500

22.5

23

FT9_avr

0.044

-11.7014

1500

1700

7

7.5

P2_avr
O2_avr,
PO4_avr
Pz_avr

0.044

-11.6741

3700

3800

7

8

0.045

-11.4642

3900

4100

4

4.5

0.045

-11.3412

2100

2300

27.5

28
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Cluster
101
Cluster
102
Cluster
103
Cluster
104
Cluster
105
Cluster
106

CPz_avr

0.045

-11.339

5000

5200

16.5

17

FT9_avr

0.037

11.3019

3100

3400

19

19.5

F4_avr, F2_avr

0.049

-10.9901

5000

5300

15.5

16

C6_avr

0.046

9.96535

1700

1900

13.5

14

FT10_avr

0.046

9.92858

5200

5300

25

25.5

P1_avr

0.046

9.82327

1600

1800

25.5

26

Supplementary Table 1. Clusters of significantly different absolute amplitude bins between the
rehearsal and suppression conditions in Experiment 1. One hundred and six clusters are listed. Each
cluster has a start and stop time during the delay period (between 0-6000 msec), a start and stop frequency
(between 4-30 Hz), and lists the electrodes that were involved in the cluster. A positive cluster value is
when rehearsal was greater than suppression, and a negative cluster value is the reverse relationship.
Electrode names are abbreviated as such: F=frontal, T=temporal, P=parietal, O=occipital, A=anterior,
C=central, z= zero; even numbers = right hemisphere, odd numbers = left hemisphere; All channels rereferenced to the average of all channels (Channel name includes “avg”).
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Cluster

Electrodes
p-value

Cluster
1

Cluster
2

Fz_avr, F3_avr,
F7_avr, FT9_avr,
FC5_avr, FC1_avr,
C3_avr, CP5_avr,
CP1_avr, Pz_avr,
P3_avr, P7_avr,
O1_avr, Oz_avr,
O2_avr, P4_avr,
P8_avr, TP10_avr,
CP6_avr, CP2_avr,
Cz_avr, C4_avr,
T8_avr, FT10_avr,
FC6_avr, FC2_avr,
F4_avr, F8_avr,
AF7_avr, AFz_avr,
F1_avr, F5_avr,
FT7_avr, FC3_avr,
FCz_avr, C1_avr,
C5_avr, TP7_avr,
CP3_avr, P1_avr,
P5_avr, PO7_avr,
PO3_avr, POz_avr,
PO4_avr, PO8_avr,
P6_avr, P2_avr,
CPz_avr, CP4_avr,
TP8_avr, C6_avr,
C2_avr, FC4_avr,
FT8_avr, F6_avr,
F2_avr
Fp1_avr, FT9_avr,
FC5_avr, FC1_avr,
C3_avr, T7_avr,
CP5_avr, CP1_avr,
Pz_avr, P3_avr,
P7_avr, O1_avr,
P4_avr, P8_avr,
TP10_avr,
CP6_avr, CP2_avr,
Cz_avr, C4_avr,
FC2_avr, F4_avr,
AF3_avr, F1_avr,
FT7_avr, FC3_avr,
FCz_avr, C1_avr,
C5_avr, TP7_avr,
CP3_avr, P1_avr,
P5_avr, PO7_avr,
PO3_avr, POz_avr,
PO4_avr, PO8_avr,
P6_avr, P2_avr,
CPz_avr, CP4_avr,
TP8_avr, C6_avr,
C2_avr, FC4_avr,
F2_avr

Cluster
value

Start
Time
(ms)

End
Time
(ms)

Start
Frequency
(Hz)

End
Frequency
(Hz)

0

44900

0

6000

10

30

0

-4108.68

0

1800

4

23.5
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Cluster
3

Cluster
4

Cluster
5
Cluster
6
Cluster
7
Cluster
8
Cluster
9
Cluster
10

Cluster
11
Cluster
12
Cluster
13
Cluster
14
Cluster
15

Oz_avr, O2_avr,
P4_avr, P8_avr,
TP10_avr,
CP6_avr, C4_avr,
T8_avr, FT10_avr,
FC6_avr, F8_avr,
POz_avr, PO4_avr,
PO8_avr, P6_avr,
P2_avr, CP4_avr,
TP8_avr, C6_avr,
FC4_avr, FT8_avr,
F6_avr
F3_avr, F7_avr,
FT9_avr, FC5_avr,
C3_avr, F5_avr,
FT7_avr, FC3_avr,
C5_avr
F3_avr, F7_avr,
FC5_avr, C3_avr,
AF7_avr, F5_avr,
C1_avr, CP3_avr

0.001

2704.99

1100

4200

4

9

0.016

218.701

3300

4100

4

6

0.023

130.246

2200

2900

5

7.5

O2_avr, PO8_avr

0.025

115.592

5000

6000

16.5

19.5

TP10_avr
F3_avr, F7_avr,
FT9_avr, FC5_avr,
AF7_avr, FT7_avr
Fz_avr, FC1_avr,
FC2_avr, AFz_avr,
FCz_avr, C1_avr,
CPz_avr
FC6_avr, FC2_avr,
F4_avr, FCz_avr,
C6_avr, C2_avr,
FC4_avr, F6_avr,
F2_avr
F7_avr, FC5_avr,
F5_avr
Cz_avr, C1_avr,
C2_avr, FC4_avr
FC1_avr, CP2_avr,
Cz_avr, FCz_avr,
C2_avr, FC4_avr,
F2_avr
C1_avr, CP3_avr,
P1_avr
CP5_avr, CP1_avr,
C1_avr, CP3_avr,
P1_avr

0.025

110.125

2000

3100

21.5

24.5

0.027

97.6974

1300

2200

4

6.5

0.031

82.398

5300

5800

21.5

23.5

0.036

-78.2282

5300

6000

4

6.5

0.035

75.0621

1400

2000

7

9

0.041

-63.1014

4900

5600

7.5

8.5

0.046

-56.2702

4500

5000

4

5

0.046

46.3749

5600

6000

17

19

0.047

45.6369

5400

6000

20.5

22.5

Supplementary Table 2. Clusters of significantly different absolute amplitude bins between the
rehearsal and suppression conditions in Experiment 2. Fifteen total clusters are listed. Each cluster
has a start and stop time during the delay period (between 0-6000 msec), a start and stop frequency
(between 4-30 Hz), and lists the electrodes that were involved in the cluster. A positive cluster value is
when rehearsal was greater than suppression, and a negative cluster value is the reverse relationship.
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Electrode names are abbreviated as such: F=frontal, T=temporal, P=parietal, O=occipital, A=anterior,
C=central, z= zero; even numbers = right hemisphere, odd numbers = left hemisphere; All channels rereferenced to the average of all channels (Channel name includes “avr”).
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Cluster

Electrodes

p-Value

Cluster
Value

Cluster
1

Fp1_avr, Fz_avr, F3_avr,
F7_avr, FT9_avr,
FC5_avr, FC1_avr,
C3_avr, T7_avr,
CP5_avr, CP1_avr,
Pz_avr, P3_avr, P7_avr,
O1_avr, Oz_avr, O2_avr,
P4_avr, P8_avr,
TP10_avr, CP6_avr,
CP2_avr, Cz_avr,
C4_avr, T8_avr,
FT10_avr, FC6_avr,
FC2_avr, F4_avr, F8_avr,
Fp2_avr, AF7_avr,
AF3_avr, AFz_avr,
F1_avr, F5_avr, FT7_avr,
FC3_avr, FCz_avr,
C1_avr, C5_avr,
TP7_avr, CP3_avr,
P1_avr, P5_avr,
PO7_avr, PO3_avr,
POz_avr, PO4_avr,
PO8_avr, P6_avr,
P2_avr, CPz_avr,
CP4_avr, TP8_avr,
C6_avr, C2_avr,
FC4_avr, FT8_avr,
F6_avr, F2_avr
Fp1_avr, Fz_avr, F3_avr,
F7_avr, FT9_avr,
FC5_avr, FC1_avr,
C3_avr, T7_avr,
CP5_avr, CP1_avr,
Pz_avr, P3_avr, P7_avr,
O1_avr, Oz_avr, O2_avr,
P4_avr, P8_avr,
TP10_avr, CP6_avr,
CP2_avr, Cz_avr,
C4_avr, T8_avr,
FT10_avr, FC6_avr,
FC2_avr, F4_avr, F8_avr,
Fp2_avr, AF7_avr,
AF3_avr, AFz_avr,
F1_avr, F5_avr, FT7_avr,
FC3_avr, FCz_avr,
C1_avr, C5_avr,
TP7_avr, CP3_avr,
P1_avr, P5_avr,

0

0

Cluster
2

-13147.60

Start
Time
(ms)
0

End
Time
(ms)
1400

Start
Frequency
(Hz)
4

End
Frequency
(Hz)
26.5

+11959.00

1100

4600

4

18.5
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Cluster
3

PO7_avr, PO3_avr,
POz_avr, PO4_avr,
PO8_avr, P6_avr,
P2_avr, CPz_avr,
CP4_avr, TP8_avr,
C6_avr, C2_avr,
FC4_avr, FT8_avr,
F6_avr, F2_avr
Fp1_avr, Fz_avr, F3_avr,
F7_avr, FT9_avr,
FC5_avr, FC1_avr,
C3_avr, T7_avr,
CP5_avr, CP1_avr,
Pz_avr, P3_avr, P7_avr,
O1_avr, Oz_avr, O2_avr,
P4_avr, P8_avr,
TP10_avr, CP6_avr,
CP2_avr, Cz_avr,
C4_avr, T8_avr,
FT10_avr, FC6_avr,
FC2_avr, F4_avr, F8_avr,
Fp2_avr, AF7_avr,
AF3_avr, AFz_avr,
F1_avr, F5_avr, FT7_avr,
FC3_avr, FCz_avr,
C1_avr, C5_avr,
TP7_avr, CP3_avr,
P1_avr, P5_avr,
PO7_avr, PO3_avr,
POz_avr, PO4_avr,
PO8_avr, P6_avr,
P2_avr, CPz_avr,
CP4_avr, TP8_avr,
C6_avr, C2_avr,
FC4_avr, FT8_avr,
F6_avr, F2_avr

.0003

-8012.79

3900

6000

4

28.5

Supplementary Table 3. Clusters of significantly different temporal spectral amplitude bins between
the rehearsal and suppression conditions in Experiment 2. Three clusters which include the same
group of neighboring electrodes are listed. Each cluster has a start and stop time during the delay period
(between 0-6000 msec), a start and stop frequency (between 4-30 Hz), and lists the electrodes that were
involved in the cluster. A positive cluster value is when rehearsal was greater than suppression, and a
negative cluster value is the reverse relationship. Electrode names are abbreviated as such: F=frontal,
T=temporal, P=parietal, O=occipital, A=anterior, C=central, z= zero; even numbers = right hemisphere, odd
numbers = left hemisphere; All channels re-referenced to the average of all channels (Channel name
includes “avr”).

169

Appendix I References:
Ellmore, T. M., Ng, K., & Reichert, C. P. (2017). Early and late components of EEG delay activity correlate
differently with scene working memory performance. PloS one, 12, e0186072.
Hanslmayr, S., Staudigl, T., & Fellner, M.-C. (2012). Oscillatory power decreases and long-term memory:
the information via desynchronization hypothesis. Frontiers in human neuroscience, 6, 74.
Heinrichs-Graham, E., & Wilson, T. W. (2015). Spatiotemporal oscillatory dynamics during the encoding
and maintenance phases of a visual working memory task. Cortex, 69, 121-130.
Hu, Z., Barkley, C. M., Marino, S. E., Wang, C., Rajan, A., Bo, K., Samuel, I. B. H., & Ding, M. (2019).
Working Memory Capacity Is Negatively Associated with Memory Load Modulation of Alpha
Oscillations in Retention of Verbal Working Memory. Journal of cognitive neuroscience, 31, 19331945.
Jensen, O., & Tesche, C. D. (2002). Frontal theta activity in humans increases with memory load in a
working memory task. European journal of Neuroscience, 15, 1395-1399.
Jokisch, D., & Jensen, O. (2007). Modulation of gamma and alpha activity during a working memory task
engaging the dorsal or ventral stream. The Journal of neuroscience, 27, 3244-3251.
Waldhauser, G. T., Johansson, M., & Hanslmayr, S. (2012). Alpha/beta oscillations indicate inhibition of
interfering visual memories. Journal of Neuroscience, 32, 1953-1961.

170

Appendix II

Chapter Three - Supplemental Results

In order to determine if incorrect trials influenced the differences in amplitude between conditions
and differences in connectivity between conditions, we re-analyzed the data using correct trials only. The
planned load-comparisons were conducted using both correct and incorrect trials in order to maximize the
signal-to-noise ratio, especially in the high-load condition. Studies that have examined delay periods
associated with correct and incorrect probe responses suggest that overall activity is reduced (Vogel &
Machizawa, 2004; Zhang et al., 2016) and as a result exclude incorrect and missed response trials from
their analyses. This comparison was run after the planned comparisons on all delay trials were completed,
after a BESA Statistics update was released. The BESA Statistics update v2.1 eliminated the step in which
connectivity data is converted to a compatible format in Matlab (BESA Connectivity, 2020), so this analysis
was completed in BESA Statistics v2.1.
To examine whether there was a relationship between our absolute amplitude (Appendix II Supplemental Figure 2) and connectivity findings (Appendix II -Supplemental Figure 3), we first plotted the
mean activity per subject per cluster against performance. A performance effect is not apparent for any of
the significant clusters, for either amplitude or phase-locking, but these findings may be influenced by our
questionable lowest performers. As described in the methods section, 3 participants had a large number of
no response trials, which were likely button box related problems. The no response condition was specific
to one of the WM tasks, with the corresponding WM condition with above-chance performance (1 participant
missing low-load data, 2 participants missing high-load data). As we are not able to confirm if the
participants were responding versus having button box issues, we eliminated them from the repeated
analysis.
In the repeated analysis, the average number of trials per condition, were 38.05-low-load and
35.47-high-load (p = 0.21). The reduction in average number of trials, particularly for the high-load condition
is consistent with the reduced performance on the high-load condition (see Chapter 3 Behavioral Results).
Appendix II - Supplemental Table 2 contains the significant clusters of absolute amplitude difference
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between the low- and high-load conditions when the analysis was repeated with correct trials only. The
differences in amplitude were similar to the original analysis (see Chapter 3 Results) with 4 significant
cluster of absolute amplitude activity greater for the low-load condition across most sensors. There were
also 2 significant clusters of absolute amplitude activity greater for the high-load condition with a right frontocentral focus. The difference in activity expanded slightly to include the right central parietal region as well.
Appendix II - Supplemental Table 3 contains the significant clusters of PLV between the low- and
high-load conditions when the analysis was repeated with correct trials only. The most significant cluster
from the analysis including all trials (Cluster 1: CL – TAR) remained. PLV between CL – TAR was greater
for the low-load condition as compared with high-load condition. Additionally, the cluster representing TAL
– TPL remained after this repeated analysis but was only marginally significant (Cluster 9/10 and Cluster
11/12, p = 0.086 and 0.1 respectively). Interestingly, in the analysis with all trials, the PLV was both
increased for the low-load and sustained throughout much of the delay. After the reanalysis, the increased
PLV for the low-load condition was evident early in the delay period (time: 0-2300 msec) and again later in
the delay period (time: 3200-5700). The cluster that did not survive this repeated analysis was the
connection between FL – TPR. Review of the raw PLV plots from the low- and high-load condition suggests
that they have similar patterns of increased phase locking throughout the delay (Appendix II -Supplemental
Figure 5). There were 3 additional significant clusters of PLV with this repeated analysis (Appendix II Supplemental Figure 6). There was increased PLV for the low-load between FpM – PL throughout most of
the delay (time: 600-4900 msec) in the alpha and low beta band. There was increased PLV for the low-load
between OpM – TAR throughout most of the delay (time: 1100-5000 msec) in the theta and alpha band.
Finally, there was increased PLV for the low-load between TPL – PR early in the delay (time: 0-2100 msec)
in the low and upper beta band.
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Supplemental Figure 1: 3-D Brain Displaying Brain Regions Montage. 3-D Brain displaying the brain
regions montage. Coordinates for each brain region represents the source of the estimated brain (see
Appendix II - Supplemental Table 1). Each brain region is represented by a Node (F= Frontal, T= Temporal,
P= Parietal, O=Occipital) and the lines represent functional connections that were significantly greater for
the low- as compared to the high-load condition in the planned analyses (see Chapter 3 Results and Figure
3.6). The 3-D brain was generated using BrainNet Viewer (Xia et al., 2013). The views displayed are (from
left to right): [top row] left lateral, top-down, right lateral; [middle row] left medial, inferior; [bottom row]
anterior, posterior.
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a)

c)

b)

d)

Supplemental Figure 2: Correlations between clusters of delay activity and performance.
Correlations and pointplots for Cluster 1 and Cluster 4 (Table 3.1) of the absolute amplitude comparison
between the low- (L2) and high-load (L5) conditions with all trials and all subjects included. Clusters were
selected because they represent the largest significant clusters for the low-load greater than the high-load
(Cluster 1) and the high-load greater than the low-load (Cluster 4). a) Mean absolute amplitude for Cluster
1 for each subject (y-axis) plotted against performance as measured by accuracy (x-axis). Blue dots and
lines represent the low-load condition and orange dots, and lines represent the high-load condition.
Regression line with bootstrapped CI interval (translucent band) plotted for each correlation. b) Mean
absolute amplitude for Cluster 1 for each subject for the low- and high-load condition. Single subject is
connected by a line. Each subject is represented by a different color. c) Mean absolute amplitude for Cluster
4 for each subject (y-axis) plotted against performance as measured by accuracy (x-axis). Blue dots and
lines represent the low-load condition and orange dots, and lines represent the high-load condition.
Regression line with bootstrapped CI interval (translucent band) plotted for each correlation. d) Mean
absolute amplitude for Cluster 4 for each subject for the low- and high-load condition. Single subject is
connected by a line. Each subject is represented by a different color.
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a)

b)

c)

d)

e)

f)

Supplemental Figure 3: Correlations between clusters of connectivity and performance. Correlations
and pointplots for 3 significant clusters (Table 3.2) of the phase-locking value (PLV) comparison between
the low- (L2) and high-load (L5) conditions with all trials and all subjects included. a) Mean PLV for Cluster
1 (CL – TAR) for each subject (y-axis) plotted against performance as measured by accuracy (x-axis). Blue
dots and lines represent the low-load condition and orange dots, and lines represent the high-load condition.
Regression line with bootstrapped CI interval (translucent band) plotted for each correlation. b) Mean PLV
for Cluster 1 for each subject for the low- and high-load condition. Single subject is connected by a line.
Each subject is represented by a different color. c) Mean PLV for Cluster 2 (FL – TPR) for each subject (yaxis) plotted against performance as measured by accuracy (x-axis). Blue dots and lines represent the lowload condition and orange dots, and lines represent the high-load condition. Regression line with
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bootstrapped CI interval (translucent band) plotted for each correlation. each correlation. d) Mean PLV for
Cluster 2 for each subject for the low- and high-load condition. Single subject is connected by a line. Each
subject is represented by a different color. e) Mean PLV for Cluster 3 (TAL – TPL) for each subject (y-axis)
plotted against performance as measured by accuracy (x-axis). Blue dots and lines represent the low-load
condition and orange dots, and lines represent the high-load condition. Regression line with bootstrapped
CI interval (translucent band) plotted for each correlation. each correlation. f) Mean PLV for Cluster 3 for
each subject for the low- and high-load condition. Single subject is connected by a line. Each subject is
represented by a different color.
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a) Low-Load (L2)

1.0

0.5

0.0
PLV

b) High-Load (L5)

1.0

0.5

0.0
PLV
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Supplemental Figure 4: Phase-locking Matrices for Low- and High-load Conditions. Each figure
represents the matrix of connections between the 15 brain regions (see Chapter 3 Methods) within a
condition, averaged across trials and subjects. For each matrix, the major X and Y axis contain labels for
the brain regions. Each box inside the matrix represents 1 connection (e.g., top left box – connection
between left posterior temporal – left anterior temporal). For each box, the plot reflects phase-locking value
(PLV) for that connection and displays PLV on a scale from 0 – 1, with 0 (yellow color) reflects no
connectivity and 1 (deep red) reflects high level of connectivity. For each box, the Y axis is frequency from
4-40 Hz and the X axis represents the full delay period (0-6000 msec). a) Connectivity matrix for the lowload condition (L2). b) Connectivity matrix for the high-load condition (L5). Both the low- and high-load
conditions appear sustained throughout the entire delay period (see Chapter 3 - Brain Regions-Phase
Locking Value section).
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a) Low-load Phase Locking: FL - TPR
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b) High-load Phase Locking: FL - TPR
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Supplemental Figure 5: Phase-locking value reveals increased phase-locking for both the low- and
high-load between FL - TPR. The x-axis is time, and the y-axis is frequency (4 – 40 Hz). The phaselocking value (PLV) plot represents phase-locking during a time-frequency bin (0.5 Hz and 100 msec steps)
on a scale from 0 (no phase-locking) to 1 (complete phase-locking). a) Phase-locking plot for the low-load
condition between FL – TPR during the delay period (time: 0 – 6000 msec). b) Phase-locking plot for the
high-load condition between FL – TPR during the delay period (time: 0 – 6000 msec). The PLV analysis
including all trials revealed a significant difference in PLV between conditions, with great PLV for the lowload throughout the entire delay period in the theta and alpha bands (see Chapter 3 - Figure 6a). Review
of the raw PLV for the low-load reveals greater phase-locking in the same frequency bands (i.e., deeper
red), but the difference was not statistically significant.
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a) Phase Locking: OpM - TAR
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c) Phase Locking: TPL - PR
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Supplemental Figure 6: Phase-locking value comparison of the low- and high-load condition with
correct trials only reveals 3 new significant clusters. The x-axis is time, and the y-axis is frequency (4
– 40 Hz). The phase-locking value (PLV) plot represents phase-locking during a time-frequency bin (0.5 Hz
and 100 msec steps) on a scale from 0 (no phase-locking) to 1 (complete phase-locking).The repeated PLV
analysis revealed 3 new clusters of different PLV activity. The raw PLV data is covered with a red mask
that represents significant clusters of activity greater for the low-load condition. a) New cluster of different
PLV during the delay period for FpM – PL (time: 600-4900 msec) in the alpha and low beta band. b) New
cluster of different PLV during the delay period for OpM – TAR (time: 1100-5000 msec) in the theta and
alpha band. c) New cluster of different PLV during the delay period for TPL – PR (time: 0-2100 msec) in
the low and upper beta band.
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Supplemental Table 1: The MNI coordinates that correspond to the 3-D brain displaying the brain regions
montage (see Appendix II - Supplemental Figure 1). The coordinates were generated from source space
in BESA Research. Each coordinate represents the source of the estimated brain region (F= Frontal, T=
Temporal, P= Parietal, O=Occipital). The approximate corresponding Broadmann’s area are listed; these
corresponding areas were identified using a MNI-Boradmann conversion tool (Lacadie et al., 2008).
MNI Coordinates
Hemisphere
Midline

Left
Hemisphere

Right
Hemisphere

Brain
Region

Broadmann Area
X

Y

Z

FpM

0.9

60.6

-5.3 BA 10 (inferior/anterior)

FM

1.6

38.5

44.6

CM

2

-16.5

PM

1.9

-71

OpM

1.3

-91.6

FL

-35.3

38.8

TAL

-47.3

6.5

CL

-41.1

-16.4

TPL

-49.2

-38.8

PL

-35

-70.8

FR

37.8

39

TAR

49.2

6.8

CR

44.5

-16.1

TPR

51.5

-38.4

PR

38.1

-70.6

65.4 BA 6
44.3 BA 7
-5.6 Visual Association
21.1 Border BA 9/10
-10.3 BA 22
46.1 Border primary motor/sensorimotor
-4.4 BA 21
20.8 Border BA 19/39
19.8 Border BA 9/10
-12 BA 22
44.6 Border primary motor/sensorimotor
-6.1 BA 21
19.6 Border BA 19/39
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Supplemental Table 2: Significant clusters of absolute amplitude difference between the low- (L2) and
high-load (L5) conditions during the delay period (Time: 0 to 6000 msec) for all sensors. This table contains
the results for the repeated analysis of absolute amplitude between the conditions containing correct trials
only.

Cluster
value

Mean for
L2 Abs
Amp

Mean for
L5 Abs
Amp

Start
Time

End
Time

Start
Frequency

End
Frequency

0.002

16704.6

0.955287

0.760351

0

6000

4

40

0.012

2358.94

1.28309

0.904188

0

6000

4

18.5

FP1'_avr

0.024

1183.24

1.08534

0.816534

0

6000

4

16.5

Cluster
4

0.025

1032.25

0.369919

0.464164

0

3500

30

37

Cluster
5

0.041

563.23

0.78447

0.656996

2200

4400

14.5

19.5

Cluster
6

0.038

484.496

0.349476

0.433934

3700

6000

30.5

37

FP2'_avr
C4'_avr, P4'_avr,
CP2'_avr,
FC6'_avr,
CP6'_avr
F3'_avr, C3'_avr,
P4'_avr, Fz'_avr,
Pz'_avr,
FC1'_avr,
CP1'_avr,
CP2'_avr,
POz'_avr
C4'_avr, P4'_avr,
CP2'_avr,
FC6'_avr,
CP6'_avr

Cluster
ID

Cluster
1
Cluster
2
Cluster
3

pvalue
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Electrodes In
Cluster
F3'_avr, F4'_avr,
C3'_avr, C4'_avr,
P3'_avr, P4'_avr,
O1'_avr, O2'_avr,
F7'_avr, F8'_avr,
T7'_avr, T8'_avr,
P7'_avr, P8'_avr,
Fz'_avr, Cz'_avr,
Pz'_avr, Oz'_avr,
FC1'_avr,
FC2'_avr,
CP1'_avr,
CP2'_avr,
FC5'_avr,
FC6'_avr,
CP5'_avr,
CP6'_avr,
POz'_avr

Supplemental Table 3: Significant clusters of phase-locking value (PLV) between 15-brain regions during
the delay period (Time: 0 to 6000 msec). Each PLV connection between the low- (L2) and high-load (L5)
conditions has two significant clusters associated with it to represent the opposite connection (e.g., PL –
FL and FL – PL). The PLV results do not provide information about the directionality. This table contains
the results for the repeated PLV analysis between the conditions containing correct trials only.

Cluster ID

pvalue

Cluster
value

Mean for
L2

Mean for
L5

Cluster 1

0.009

834.882

0.356729

0.232638

700

6000

CL-TAR

Cluster 2

0.009

834.882

0.356729

0.232638

700

6000

TAR-CL

Cluster 3

0.036

519.548

0.377551

0.2672

600

4900

PL-FpM

Cluster 4

0.036

519.548

0.377551

0.2672

600

4900

FpM-PL

Cluster 5

0.05

448.305

0.413132

0.291091

1100

5000

OpM-TAR

Cluster 6

0.05

448.305

0.413132

0.291091

1100

5000

TAR-OpM

Cluster 7

0.051

446.794

0.38855

0.282937

0

2100

TPL-PR

Cluster 8

0.051

446.794

0.38855

0.282937

0

2100

PR-TPL

Cluster 9

0.086

359.989

0.373

0.263246

0

2300

TAL-TPL

Cluster 10

0.086

359.989

0.373

0.263246

0

2300

TPL-TAL

Cluster 11

0.1

336.787

0.364389

0.258161

3200

5700

TAL-TPL

Cluster 12

0.1

336.787

0.364389

0.258161

3200

5700

TPL-TAL
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