In software engineering there is a growing demand for formal methods for the specication and validation of software systems. The formal development of a system might give rise to many proof obligations. We must prove the completeness of the speci cation and the validity of some inductive properties. In this framework, many provers have been developed. However they require much user interaction even for simple proof tasks. In this paper, we present new procedures to test su cient completeness and to prove or disprove inductive properties automatically in parameterized conditional speci cations. The method has been implemented in the prover SPIKE. Computer experiments illustrate the improvements in length and structure of proofs, due to parameterization. Moreover, SPIKE o ers facilities to check and complete speci cations.
Introduction
Algebraic speci cations Wirsing, 1990 ] provide a powerful method for the speci cation of abstract data types in programming languages and software systems. Often, algebraic speci cations are built with conditional equations. Semantically, the motivation for this is the existence of initial models; operationally, the motivation is the ability to use term rewriting techniques for computing and automatic prototyping. One of the most important issues within the theory of algebraic speci cations is the speci cation of parameterized data types. Most common data types like list are in fact parameterized types, list(data). The key idea is to consider the parameter part data as a formal algebraic speci cation which can be actualized (i.e. instantiated) by other prede ned algebraic speci cations like nat, int or bool. Hence, we can obtain from the parameterized speci cation list(data) the three value speci cations corresponding to lists of natural numbers, lists of integers and lists of boolean values. The bene t of this process is not only an economy of presentation but also the automatic correctness of all the value speci cations, provided that the parameterized speci cation list(data) is correct and the actual instantiation is valid. These are very important properties for building up larger data types and software systems from small pieces in a correct way. Su cient completeness and consistency are fundamental notions for guaranteeing correctness of a parameterized speci cation. Also, they are very useful in proofs by induction. Informally, given a conditional speci cation S and a set of distinguished operators C, called constructors, S is said to be su ciently complete if any normal form of a ground term is a constructor term, i.e. a term built only from constructors. J. Guttag showed that this property is undecidable . However, some syntactic criteria can be given. Most of them are based on rewriting methods Guttag and Horning, 1978; Huet and Hullot, 1982; Dershowitz, 1983; Kounalis, 1985; Comon, 1986; Lazrek et al., 1990] . In the context of conditional parameterized speci cations, the art is less developed. This is mostly due to the fact that the problem is much harder. In this paper, we give an e ective method for testing this property for parameterized conditional speci cations 1 . This method is inspired by Kounalis, 1985; Bouhoula et al., 1995] and it is based on the notion of Pattern trees.
Another direction is to make use of parameterization at the proof level and to develop a generic proof method. This approach allows us to have shorter and more structured proofs. A generic proof for a parameterized speci cation must be given only once and can be reused for each instantiation of the parameter. We are interested in automating proof by induction. Many tools for proof by induction have been developed for non-parameterized speci cations: The rst type applies explicit induction arguments on the term structure Aubin, 1979; Boyer and Moore, 1988; Bundy et al., 1993] . The second type involves a proof by consistency Musser, 1980; Huet and Hullot, 1982; Jouannaud and Kounalis, 1989; Fribourg, 1989; Bachmair, 1988; Gramlich, 1989] . More recently, new methods were developed that do not rely on the completion framework Kounalis and Rusinowitch, 1990; Reddy, 1990; Bouhoula et al., 1995; Bouhoula and Rusinowitch, 1995] .
The inductive theory of a parameterized speci cations has been studied by Navarro and Orejas Navarro and Orejas, 1987] ; their results generalize Padawitz, 1985] . But they do not give e ective methods to prove inductive theorems. Ganzinger Ganzinger, 1987] considered parametric conditional equational speci cations that allow arbitrary rst-order formulas as "parameter constraints", but he was interested in ground-con uence results and not in inductive theorem proving. H. Kirchner Kirchner, 1984] has studied proofs by induction in the unconditional case (where the parameter theory is equational) using techniques of proof by consistency. K. Becker Becker, 1992] has dealt with proof by consistency in parameterized positive/negative conditional equational speci cations. To conclude, most of the work in proof by induction considers only the technique of proof by consistency. It is generally accepted that such techniques may be very ine cient since the completion procedure often diverges. For that reason, we adopt here a method that does not require completion.
The system SPIKE 2 Bouhoula, 1994b; Bouhoula, 1994c] has been developed in this framework. It incorporates many optimizations such as powerful simpli cation techniques. SPIKE has proved several interesting theorems in a completely automatic way Bouhoula, 1994a] , that is, without interaction with the user and without ad-hoc heuristics. It has also proved the challenging Gilbreath card trick with only 2 easy lemmas which are given in the beginning of the proof Bouhoula and Rusinowitch, 1995] . This example was treated by B. Boyer in NQTHM Boyer and Moore, 1988] and H. Zhang in RRL Zhang et al., 1988] . Unlike us, they require a lot of lemmas, some of them being non-obvious. To our knowledge, SPIKE is the only one that can disprove non-trivial inductive theorems in conditional theories without any interaction. None of the well-known induction provers has been designed to refute false conjectures. For an inexperienced user, a serious weakness of the NQTHM, CLAM Bundy et al., 1993] and RRL systems is that they do not provide much useful information when they fail. In particular, it is not clear from the generated output whether the conjecture being proved is false or a proof 1 To our knowledge, no previous implementation was able to check the su cient completeness of parameterized conditional speci cations.
2 SPIKE is available via anonymous ftp from ftp.loria.fr, in the directory /pub/loria/protheo/softwares/Spike of the conjecture is likely to need additional lemmas. Unlike the latter, SPIKE guarantees when it fails that one of the initial conjectures is not an inductive theorem provided that the axioms are boolean and ground convergent. We give in this paper a new procedure for proof by induction in parameterized conditional speci cations. Our procedure relies on the notion of test set which can be seen as a special induction scheme that allows us to refute false conjectures by the construction of a counterexample. Our de nition of test set is more general than the previous one given in Bouhoula and Rusinowitch, 1995] . It permits us to obtain a smaller test set, which improves e ciency. As in our previous procedure Bouhoula and Rusinowitch, 1995] , to prove conjectures, we just instantiate them with terms from the test set at induction positions and simplify them by axioms, other conjectures or induction hypotheses. The method does not require any hierarchy between the lemmas. They are all stored in a single list and the use of conjectures for mutual simpli cation simulates simultaneous induction. Unlike our previous method Bouhoula and Rusinowitch, 1995] , this new procedure, when limited to non-parameterized conditional speci cations, can refute general clauses; refutational completeness is also preserved for boolean ground-convergent rewrite systems even if the functions are not su ciently complete and the constructors are not free. The method has been implemented in the prover SPIKE. Experiments illustrate the improvements in length and structure of proofs, due to parameterization.
The organization of this paper is as follows: In Section 2, we brie y introduce basic concepts about term rewriting. In Section 3, we characterize the inductive theory de ned by a parameterized speci cation. We present in Section 4 the procedure for testing su cient completeness and we prove its soundness and completeness. We also describe a session with SPIKE to give an idea about the interaction with the user in order to recover a su ciently complete speci cation. In Section 5, we de ne the notions of induction variables and test sets. In Section 6, we give a general inference system to perform induction and to refute false conjectures and we show its soundness. The strategy is proved refutationally complete for conditional equations with boolean preconditions (Subsection 6.3). Section 7 is dedicated to computer experiments with our SPIKE system. We give a comparison with our previous method for non-parameterized speci cations and we show how proofs in parameterized speci cations are shorter and more structured (Subsection 7.1). In Subsection 7.2, we give a complete example of a refutation of a false conjecture.
Basic concepts
We assume that the reader is familiar with the basic concepts of term rewriting, equational reasoning and mathematical logic. We introduce the essential terminology below and refer to Dershowitz and Jouannaud, 1990 ] for a more detailed presentation.
A many sorted signature is a pair (S; F) where S is a set of sorts and F is a nite set of function symbols. For short, a many sorted signature will be simply denoted by F. We assume that we have a partition of F in two subsets, the rst one, C, contains the constructor symbols and the second, D, is the set of de ned symbols. The symbol is used for syntactic equality between two objects. The symbol n is used for set di erence, i.e., a 2 (S nT) if and only if a 2 S and a 6 2 T.
Let X be a family of sorted variables and let T(F; X) be the set of well-sorted F-terms. var(t) stands for the set of all variables appearing in t and ](x; t) denotes the number of occurrences of the variable x in t. A variable x in t is linear i ](x; t) = 1. A term t is linear if all its variables are linear. If var(t) is empty then t is a ground term. By T(F) we denote the set of all ground terms. From now on, we assume that there exists at least one ground term of each non-parameter sort.
Let N be the set of sequences of positive integers. For any term t, occ(t) N denotes its set of positions and the expression t=u denotes the subterm of t at a position u. We write t s] u (resp. t s]) to indicate that s is a subterm of t at position u (resp. at some position). The top position is written ". Let t(u) denote the symbol of t at position u. A position u in a term t is said to be a strict position if t(u) f 2 F, a linear variable position if t(u) x 2 X and ](x; t) = 1, a non-linear variable position if t(u) x 2 X and ](x; t) > 1. The set of variable positions of a term t will be denoted by var_pos(t).
If u is a position, then juj (the length of the corresponding string) gives us its depth. If t is a term, then the depth of t is the maximum of the depths of the positions in t and denoted depth(t) or abusively jtj. The strict depth of t, written as sdepth(t), is the maximum of the depths of the strict positions in t.
A F-substitution assigns F-terms of appropriate sorts to variables. be two clauses such that c 1 is a subclause of c 2 for some substitution , then we say that c 1 subsumes c 2 . Let H be a set of clauses and C be a clause, we say that C is a logical consequence of H if C is valid in any model of H. This will be denoted by H j = C.
In the following, we suppose that is a transitive irre exive relation on the set of terms that is noetherian, monotonic (s t implies w s] w t]), stable (s t implies s t ) and satis es the subterm property (t f(: : :; t; : : :), for all t 2 T(F; X)). We also assume that the ordering can be extended consistently when adding new constants to the signature. The multiset extension of will be denoted by . Let c be a well-founded ordering on clauses that is monotonic, stable and satis es the subterm property (see for instance Bouhoula and Rusinowitch, 1993] ).
A conditional equation a 1 = b 1^: : :^a n = b n ) l = r will be written as a 1 = b 1^: : :^a n = b n ) l ! r if fl g fr ; a 1 ; b 1 ; : : :; a n ; b n g for each substitution and var(l) contains var(r) var(p) where p ^n i=1 a i = b i ; in that case we say that a 1 = b 1^: : :a n = b n ) l ! r is a conditional rule. The term l is the left-hand side of the rule. A rewrite rule p ) l ! r is left-linear if l is linear. A rewrite system R is left-linear if every rule in R is left-linear, otherwise R is said to be non-left-linear. The depth of a rewrite system R, denoted depth(R), is de ned as the maximum of the depths of the left-hand sides of R. Similarly, the strict depth of R denoted by sdepth(R), is the maximum of the depths of the strict positions in the left-hand sides of R.
From now on, we assume that for each conditional rule p ) l ! r, if l 2 T(C; X), then r 2 T(C; X). A conditional rule is used to rewrite terms by replacing an instance of the left-hand side with the corresponding instance of the right-hand side (but not in the opposite direction) provided the conditions hold. The conditions are checked recursively. Termination is ensured because the conditions are smaller (w.r.t. ) than the conclusion. A set of conditional rules is called a conditional rewrite system. We can de ne the one-step rewrite relation ! R as follows: De nition 2.1 (Conditional Rewriting) Let length(Nil) ! 0; length(Cons(x,l)) ! s(length(l)); count(x,Nil) ! 0; dif(x,y)=False ) count(x,Cons(y,z)) ! s(count(x,z)); dif(x,y)=True ) count(x,Cons(y,z)) ! count(x,z); insert(x,Nil) ! Cons(x,Nil); x y=True ) insert(x,Cons(y,z)) ! Cons(x,Cons(y,z)); x y=False ) insert(x,Cons(y,z)) ! Cons(y,insert(x,z)); isort(Nil) ! Nil ; isort(Cons(x,l)) ! insert(x,isort(l)); sorted(Nil) ! True; sorted(Cons(x,Nil)) ! True; x y=False ) sorted(Cons(x,Cons(y,z))) ! False; x y=True ) sorted(Cons(x,Cons(y,z))) ! sorted(Cons(y,z)); Figure 2 The parameterized speci cation ordered lists 6 E BODY is the set of axioms of the parameterized speci cation. We assume that these axioms are conditional rules over F = F PAR F BODY . Moreover, we assume that we have a partition of F BODY in two subsets, the rst one, C BODY , contains the constructor symbols and the second, D BODY , is the set of de ned symbols.
Example 3.1 We consider the parameter speci cation ordered elements (see Figure 1 ). In this example we have: S PAR = felem; boolg F PAR = fTrue; False; ; difg E PAR is the set of constraints given in Figure 1 .
Let us consider the parameterized speci cation ordered lists with the formal parameter ordered elements (see Figure 2 ). Here we have:
where:
S BODY = fnat; listg C BODY = f0; s; nil; consg D BODY = flength; count; insert; isort; sortedg E BODY is the set of conditional rules given in Figure 2 . To prove the termination of E BODY , we can use the lexicographic path ordering (see for instance Dershowitz, 1987] ) with the following precedence on functions: False True 0 s Nil Cons dif count length sorted insert isort
The canonical term algebra
An actualization Ehrig and Mahr, 1985] of the parameter theory E PAR is a model A of E PAR . In order to be able to integrate an actualization A of the parameter theory into the rewrite process, we describe A by its so-called diagram Ehrig and Mahr, 1985] . For this reason we enrich the signatures by adding new constants a for each element a of the carrier A of A. Let N(A) be the set of new constants and let F(A) = F N(A). The diagram D(A) of A is the set of (directed) equations f(a 1 ; : : :; a n ) = a such that f 2 F PAR ; a i ; a 2 A and f A (a 1 ; : : :; a n ) = a. We denote by E BODY (A) the set E BODY D(A). For any model A of E PAR , we de ne a canonical term algebra T (A) representing the semantics of the result of an actualization: The problem of checking consistency of parameterized speci cations is not addressed in this paper. However, much work has been concerned with checking this property (see for instance Ehrig and Mahr, 1985; Padawitz, 1987; Kirchner, 1984; Becker, 1992] The next lemma which is similar to lemma 9 from Becker, 1992] , gives us a useful characterization of inductive theorems. 4 Su cient completeness for parameterized speci cations
The property of su cient completeness is in general undecidable. We now give a method for testing this property for conditional parameterized speci cations. This method is inspired by Kounalis, 1985; Bouhoula et al., 1995] and is based on the notion of Pattern trees. Let A be a model of E PAR . If any ground term in T(F(A)) can be expressed with only constructors and elements of N(A), we say that PS is complete w.r.t. the constructors and parameter (or su ciently complete). Here is a more formal de nition:
De nition 4.1 (su cient completeness) We say that PS = (P AR; BODY ) is su ciently complete if and only if for any model A of E PAR , for all t in T(F(A)) there exists t 0 in T(C BODY N(A)) such that t ! E BODY (A) t 0 .
How to check su cient completeness
The main idea behind our test for su cient completeness is to compute a pattern tree for every f in D BODY . A pattern tree for f is a tree whose nodes are terms, whose root is f(x 1 ; ; x n ) where n is the arity of f and x 1 ; : : :; x n are distinct variables, and such that the successors of any internal node t f(t 1 ; ; t n ) are obtained by replacing a variable which appears at an extension position of t by all possible terms c(y 1 ; ; y m ) where c is a constructor symbol and y 1 ; ; y m are new distinct variables not already in t. The restriction of extension positions permits us to build a pattern tree which captures the structure of the parameterized speci cation. The leaves of the tree give a case analysis on the arguments of f. If all leaves are "pseudo-reducible by PS", therefore, by Theorem 4.11, the answer is a rmative. From any node of the tree labelled by the term t f(t 1 ; : : :; t n ), with t i 2 T(C BODY ; X) for all i 2 1 : : :n], we build the sons of this node by choosing a variable position u of t that is nullary or that is an induction position of f and by making a graft at this position. Each son is thereby labelled by an element of a set of terms called sons(t; u). In this case, we say that t is extensible.
De nition 4.6 Let t be a term of the form f(t 1 ; : : :; t n ) where, for all i, t i 2 T(C BODY ; X).
Let u be a variable position of t, that is nullary or that belongs to ind pos(f). Suppose that t(u) is of sort s. We say that u is an extension position and that t is extensible. The transformation operation of t to sons(t; u) is called the graft of t at the position u. We denote by ext pos(t) the set of extension positions of t.
Example 4.7 (Example 4.4 continued) Let t f(x; y; z) and t 0 g(x; y) then sons(t; 2) = ff(x; 0; z); f(x; s(y); z)g and sons(t 0 ; 2) = fg(x; R); g(x; B)g Note that 2 is an extension position in t 0 since the sort card is nullary: the only constructors of sort card are R and B.
The construction of the pattern tree is based on the notion of case rewriting which can be de ned as follows:
De nition 4.8 (case rewriting) Let PS be a parameterized speci cation and let t be a term. Assume there exists a non-empty sequence of conditional rules p 1 ) t 1 ! r 1 ; p 2 ) t 2 ! r 2 ; : : : ; p n ) t n ! r n in E BODY and a sequence of positions u 1 ; u 2 ; : : : ; u n in t such that t=u 1 t 1 1 ; t=u 2 t 2 2 ; : : : ; t=u n t n n and p 1 1 _ p 2 2 _ : : : _ p n n is an inductive theorem of PS. Then, we write: case rewriting(t) = fp 1 1 ) t r 1 1 ] u 1 ; : : :; p n n ) t r n n ] un g In this case, t is said to be pseudo-reducible by PS. Otherwise is an inductive theorem of PS. However, the term smaller(x; l) is pseudo-irreducible by PS.
It is useless to continue the graft process when we meet a node labelled by a term which is pseudo-reducible by PS. Thus, we can describe in the following way the construction of the pattern tree from the tree initially constituted from the root t f(x 1 ; : : :; x n ), where n is the arity of f and x 1 ; : : :; x n are distinct variables. We rst check the pseudo-reducibility by PS of t. If t is pseudo-irreducible by PS, then we build at every step the sons of a node s of the tree by choosing a position in ext pos(s) and by making a graft operation on s at this position. The construction of the tree stops if each of its sons is either pseudo-reducible by PS or we can split it no further.
Construction rules
To check if an operator f in D BODY is su ciently complete, we apply the rules given in Figure 4 .
Candidates is the set of terms used for the reducibility check. Red is the set of leaves of the tree which are pseudo-reducible. Irred is the set of leaves of the tree which are pseudo-irreducible and not extensible. The initial state is (ff(x 1 ; : : :; x n )g; ;; ;), where n is the arity of f and x 1 ; : : :; x n are distinct variables. The rule stop is applied if the set candidates is empty. Then, if Irred is empty, we conclude that all the leaves of the pattern tree are pseudo-reducible by PS. Consequently, the operator f is su ciently complete (see Theorem 4.11). If we meet a term t that is pseudo-reducible by PS, then the delete-reducible-leaf rule adds it to the set Red and we continue the check of the pseudo-reducibility of the other leaves of the tree. The decompose rule expresses the operation of decomposition of a term t at the position u. This rule applies if we meet a term t that is extensible and pseudo-irreducible by PS. The graft operation produces the sons of t, for which we must check pseudo-reducibility. Finally, the delete-irreducible-leaf rule is applied if we meet a leaf of the tree that is not extensible and pseudo-irreducible by PS. In this case we add the term t to the set Irred and we continue the check of the pseudo-reducibility of the other leaves of the tree.
The height of the pattern tree is bounded. This result is shown by the following lemma:
Lemma 4.10 Let t be a term f(x 1 ; : : :; x n ) where f 2 D BODY and x 1 ; : : :; x n are distinct variables. The pattern tree of f, computed by C, is bounded.
Proof: The rules of E BODY which have the function symbol f at the top is nite. This means that the set ind pos(f) is nite too. As a consequence the set var pos(t) \ ind pos(f) decreases during the construction of the tree since consecutive grafts in the same branch of the tree are made at deeper and deeper positions. On the other hand, a nullary position corresponds to a nite set of constructor terms. Consequently, the height of the pattern tree is bounded. Some works have been concerned with checking the ground convergence of a rewrite relation associated with a parameterized speci cation (see for instance Becker, 1992] ).
In the following completeness proof of the procedure, we assume without loss of generality that all parameter variables in the left-hand sides of E BODY are linear. In fact, we can easily transform a rule which contains non-linear parameter variables in its left-hand side to an equivalent conditional left-linear rule w.r.t. parameter variables. For instance, in Example 3.1 , the rule: count(x; Cons(x; z)) ! s(count(x; z)) is equivalent to: dif(x; y) = False ) count(x; Cons(y; z)) ! s(count(x; z)). Theorem 4.12 Let b) Otherwise, t is strongly reducible by E BODY . Let L = fp 1 ) l 1 ! r 1 ; : : :; p n ) l n ! r n g be the non-empty set of all conditional rules in E BODY such that there exists u 1 ; : : :; u n with t=u 1 l 1 1 ; : : :; t=u n l n n . Since t is pseudo irreducible by PS, p p 1 1 _ : : : _ p n n is not an inductive theorem of PS. Thus there exists a model A of E PAR and a substitution over T(F(A)) such that E BODY (A) 6 j = ind p .
Then, t cannot be reducible at the top. Assume otherwise that there exists a rule r 2 (E BODY n L) with left-hand side g that applies to t and t g . Note that every non-variable position of g is a non-variable position of t since t is not extensible. On the other hand, g is linear by hypotheses. So we can de ne a substitution by x t=w for every variable x that occurs at some position w of g. We have then t g , in contradiction with the assumption that L contains all the rules whose left-hand side matches t.
The term t cannot be reducible at another position since no proper subterm of t contains a de ned symbol and since the constructors are free, which is a contradiction. x y = True ) sorted(Cons(x; Cons(y; z))) = sorted(Cons(y; z)) Then, sorted is not su ciently complete. Here we describe a session with SPIKE to give an idea about the interaction with the user in order to recover a su ciently complete speci cation (see Figure 5 and Figure 6 ). We therefore add three rules and try again (see Figure 7) . Note that this procedure includes an inductive theorem proving to check the pseudo-reducibility of the leaves of the tree. Therefore, the e ciency of our procedure depends on that of the inductive theorem prover. In the following section, we propose a new procedure to prove and disprove Figure 5 The function sorted is not su ciently complete Figure 6 Suggestions Figure 7 The function sorted is now su ciently complete inductive properties automatically in parameterized conditional speci cations. It is worth emphasizing that proofs by induction in parameterized speci cations allows for shorter and more structured proofs. Moreover, a generic proof must be given only once and can be reused for each instantiation of the parameter.
Selection of induction schemes
To perform a proof by induction, it is necessary to provide some induction schemes. In our framework these schemes are de ned rst by a function which, given a conjecture, selects the positions of variables where induction will be applied and second by a special set of terms called a test set with which the induction variables are instantiated. In general the selection of good induction positions leads to drastic improvements.
How to get induction variables
Given a speci cation, we start by computing a set of induction positions of function symbols (see De nition 4.3). This computation is done only once and it permits us to determine whether a variable position of a term t is an induction variable or not.
De nition 5.1 (induction variable) Let t be a term containing a variable x of non-parameter sort s. We say that x is an induction variable of t if s is nullary, if x occurs at a position u:v of t such that v is an induction position of t(u), or if x is t.
Example 5.2 (Example 3.1 continued) Let t insert(x; insert (x; y)), y is the only induction variable of t because y occurs at position 2 of the subterm insert(x; y) and position 2 is an induction position of insert. The term insert(x; cons(y; cons(z; t))) does not contain any induction variables.
How to get test sets
A test set can be seen as a special induction scheme that permits us to refute false conjectures by the construction of a counter-example. The de nition of a test set given below is more general than the one in Bouhoula and Rusinowitch, 1995] . It permits us to refute false conjectures even if the constructors are not free. On the other hand, with the new de nition, we obtain a smaller test set, which improves the e ciency of the proof procedure (see Subsection 7.1).
To de ne test set, we use the following notions: The bound for PS, denoted D(PS), is equal to depth(E BODY ) ? 1 if sdepth(E BODY ) < depth(E BODY ) and E BODY is left linear, otherwise D(PS) is equal to depth(E BODY ). We say that a term t is in nitary if for any model A of E PAR and for any position u in t for which t=u is a non-ground term, there exists in nitely many strongly E BODY (A)-irreducible ground instances of t whose subterms at position u are distinct.
De nition 5.3 (test set) A test set S(PS) for a parameterized speci cation PS is a nite set of terms over T(F; X) that has the following properties:
1. For any model A of E PAR and for any E BODY (A)-irreducible term s in T(F(A)), there exist a term t in S(PS) and a ground substitution over T(F(A)) such that t s; 2. any non-ground term in S(PS) is in nitary and has non-parameter variables at depth greater than or equal to D(PS).
The rst property allows us to prove theorems by induction on the domain of irreducible terms rather than on the whole set of terms. Sets of terms with property 1. are usually called cover sets in the literature. Several proof procedures have been built on cover sets Zhang et al., 1988; Reddy, 1990] . Note that our method is also valid if we use cover sets rather than test sets. However, cover sets cannot be used to refute false conjectures. The second property of test sets is fundamental for this purpose (see Theorem 5.6). The next de nition provides us with a criteria to reject false conjectures.
De nition 5.4 (quasi-inconsistent) Given a parameterized speci cation PS = (P AR; BODY ) and a test set S(PS) Let M be the set of the maximal elements of fg j ; d j g w.r.t. . Then every element in M is strongly E BODY -irreducible. In order to show that C is not an inductive theorem of PS, it is su cient to show that there exists a model A of E PAR and a ground substitution over T(F(A)) such that E BODY (A) 6 j = ind (g 1 = d 1 _ : : : _ g n = d n ) since every ground instance of :(s 1 = t 1 ) _ : : : _ :(s m = t m ) is not inductively valid.
Let Q (g 1 = d 1 _ : : : _ g n = d n ). We have E PAR 6 j = Q ; thus there exists a model A of E PAR and a substitution over T(N (A)) such that D(A) 6 j = Q , where D(A) is the diagram of A and N(A) is the set of new constants added to the initial signatures to describe A. 7 We say that a substitution is a test substitution of C if it maps every induction variable of C to an element of S(P S) of the same sort and whose variables have been renamed. For all t in M, t is strongly E BODY (A)-irreducible, since we can assume that all parameter variables in the left-hand sides of E BODY are linear, as mentioned before Theorem 4.12.
Let var(Q ) = fx 1 ; : : :; x k g and consider a ground substitution such that is strongly E BODY (A)-irreducible and:
1. 8 i 2 1 : : :k]; jx i j > jQ j, 2. 8 i; j 2 1 : : :k]; i 6 = j; jjx i j ? jx j jj > jQ j.
Note that such a substitution instance exists by using clause 2 of the de nition of test set. D(A) 6 j = Q since for all i 2 1 : : :k], x i is a non-parameter variable and x i is D(A)-irreducible. Assume now that there exists t in M, a rule p ) g ! d in E BODY and a substitution such that g is a subterm of t . Since is strongly E BODY (A)-irreducible, there is a strict position u in t such that t =u is an instance of g. Let v be a non-variable position of g, v is a non-variable position of t =u. Otherwise, there are two cases to consider:
1. if sdepth(E BODY ) < depth(E BODY ) and E BODY is left linear, then we have jvj > D(PS), which implies that jvj depth(E BODY ). Now, since sdepth(E BODY ) < depth(E BODY ) there is a rule whose left-hand side g 0 satis es depth(g 0 ) > jvj depth(E BODY ) and depth(g 0 ) depth(E BODY ), which is absurd.
2. otherwise, we have jvj > D(PS) = depth(E BODY ) and jvj depth(E BODY ), which is absurd.
So necessarily v is a non-variable position of t =u, Now, we reason as in the proof of theorem 4.12. We conclude that t contains an instance of g, which is absurd since t is strongly E BODY (A)-irreducible.
Therefore, E BODY (A) 6 j = ind Q since ! E BODY (A) is ground convergent for all models A of E PAR . Thus, C is not an inductive theorem of PS. 2
It is possible to compute test sets for equational theories (see Kapur et al., 1987; B ndgen and K chlin, 1989; Kounalis, 1992; Hofbauer and Huber, 1994] ). Unfortunately, no algorithm exists for the general case of conditional theories. This is because of the fact that such a computation requires some kind of induction. However, in Kounalis and Rusinowitch, 1990; Bouhoula and Rusinowitch, 1995] some methods are described for computing test sets for conditional speci cations over a free set of constructors.
The next proposition is analogous to one from Bouhoula and Rusinowitch, 1995] and permits us to compute a test set in a parameterized conditional speci cation if the speci cation is su ciently complete and the constructors are free.
Proposition 5.7 Let PS = (P AR; BODY ) be a su ciently complete parameterized specication over free constructors such that ! E BODY (A) is noetherian Proof: Let A be a model of E PAR and t in T(F(A)). As PS is su ciently complete, there exists t 0 in T(C BODY (A)) such that t ! E BODY (A) t 0 . On the other hand, ! E BODY (A) is noetherian and for each conditional rule p ) l ! r 2 E BODY , if l 2 T(C BODY ; X), then r 2 T(C BODY ; X). Therefore, there exists t 00 2 T(C BODY (A)) such that t 0 ! E BODY (A) t 00 and t 00 is irreducible by 9 To guarantee that ! E BODY (A) is noetherian, it is su cient to assume that !E BODY is noetherian and no left-hand side of an equation of EBODY contains a symbol from FPAR. Figure 8 Test set E BODY (A). This implies that t ! E BODY (A) t 00 . So any irreducible term in T (F(A) ) is built only with constructors and elements of N(A) and therefore is an instance of an element of T . By construction, any non-ground term in T has non-parameter variables at depth greater than or equal to D(PS). Since the constructors are free, any variable of non-parameter and non-nullary sort may be replaced by in nitely many di erent constructor terms. Therefore, any non-ground term in T is in nitary.
2
Example 5.8 (Example 3.1 continued) The output of the SPIKE procedure that computes a test set is given in Figure 8 . 6 An inductive procedure for parameterized speci cations 6.1 Inference rules Our procedure is de ned by a set of transition rules (see Figure 9 ) which are applied to pairs (E; H), where E is the set of conjectures and H is the set of inductive hypotheses.
The generate 10 rule allows us to derive lemmas and initiates induction steps. The case simplify rule simpli es a conjecture with conditional rules where the disjunction of all conditions is inductively valid. The simplify rule reduces a clause C with axioms from E BODY E PAR , induction hypotheses from H, and other conjectures which are not yet proved. Note that simplify permits mutual simpli cation of conjectures. This rule implements simultaneous induction and is crucial for e ciency. The subsumption rule deletes clauses C subsumed by an element of E BODY E PAR H E. The role of deletion is obvious. The disproof rule is applied if a quasi-inconsistent clause is detected. The fail rule is applied to (E; H) if no other rule can be applied to C 2 E. An I-derivation is a sequence of states:
(E 0 ; ;)`I (E 1 ; H 1 )`I : : :`I (E n ; H n )`I : : :
An I-derivation fails if it terminates with the rule fail or disproof.
10
Let R 0 be a set of clauses and suppose that R is the set of all conditional rules of R 0 . By abuse of notation, the relation !R will be denoted by ! R 0 . The soundness of a procedure based on our inference system relies on a fairness assumption: every conjecture to be checked must be considered at some step. More formally, a derivation (E 0 ; ;)`I (E 1 ; H 1 )`I : : : is fair if either it fails or it is in nite and the set of persisting clauses ( i 0 \ j i E j ) is empty. Then we reason by contradiction: if a non-valid clause is generated in an unfailing derivation then a minimal one is generated too. We show that no inference step can apply to this clause. In other words, this clause persists in the derivation. This contradicts the fairness hypothesis. Therefore, we obtain the following result:
Theorem 6.1 Let PS be a parameterized speci cation and let (E 0 ; ;)`I (E 1 ; H 1 )`I : : : be a fair I-derivation. If it does not fail then PS j = ind E 0 . Proof: We reason by absurdity. Suppose that PS 6 j = ind E 0 and let C 0 be a minimal element w.r.t. c of the set fD j D 2 i E i and there is a model A of E PAR and a ground substitution over T(F(A)) that is irreducible by E BODY (A) such that PS 6 j = ind D g. C 0 exists since PS 6 j = ind E 0 and c is well-founded. Then, there exists a clause C 2 i E i minimum w.r.t.
the subsumption ordering, and a ground substitution such that C 0 C . It is su cient to prove that C cannot be simpli ed or deleted, and that generate cannot be applied to C; this shows that fail or disproof applies since the clause C must not persist in the derivation by the fairness hypothesis. Hence let us assume that C 2 E j and (E j ; H j )`I (E j+1 ; H j+1 ) by some rule applied to C. We discuss now the situation according to which rule is applied. In every case we shall derive a contradiction. In order to simplify the notations we write E for E j and H for H j .
generate: Suppose that (E j ; H j )`I (E j+1 ; H j+1 ) by generate on C p ) q. Since is a ground substitution over T(F(A)) that is irreducible by E BODY (A), there exists a test substitution 0 of C and a substitution such that 0 . E PAR 6 j = q 0 since PS 6 j = ind C 0 ; we have two possibilities:
1. if there exists a clause C 0 such that C 0 ! E BODY E PAR C 0 then C ! E BODY E PAR C 0 . Therefore, PS 6 j = ind C 0 . On the other hand, C 0 c C and C 0 2 i E i . This shows a contradiction since it proves that we can nd an instance of a clause in i E i that is not valid and that is smaller than C with respect to c .
2. Assume that the rule case_rewriting is applied to C . Then, consider all the rules: p 1 ) t 1 ! r 1 ; p 2 ) t 2 ! r 2 ; : : : ; p n ) t n ! r n in E BODY such that there exists a sequence of positions u 1 ; u 2 ; : : : ; u n in C and C =u 1 t 1 1 ; C =u 2 t 2 2 ; : : : ; C =u n t n n and p 1 1 _ p 2 2 _ : : : _ p n n is an inductive theorem of PS. Hence, the result of the application of case_rewriting is:
fp 1 1 ) C r 1 1 ] u 1 ; : : :; p n n ) C r n n ] un g Then there exists k such that PS j = ind p k k . Let C 0 p k k ) C r k k ] u k ; we have PS j = ind (p k ) t k ! r k ) k . Therefore, PS j = ind r k k = t k k . Putting everything together, we get PS 6 j = ind C 0 . On the other hand, C 0 2 i E i and C 0 c C , this is also absurd.
case simplify: this case is similar to the previous one.
simplify: Suppose that the simplify rule applies to C, then, there exists a clause C 0 such that C ! E BODY E PAR H E C 0 , then C ! E BODY E PAR H E C 0 . For each instance S of clauses of H E used in the rewriting step, we have S c C (we can not have S c C and S 2 H, otherwise, the generate rule has been applied to S. Therefore, generate can be also applied to C in contradiction with a previous case). Then, we have PS j = ind S . Therefore, PS 6 j = ind C 0 . On the other hand, C 0 c C and C 0 2 i E i , which is absurd. subsumption: Since PS 6 j = ind C , C cannot be subsumed by a clause of E BODY E PAR . If there is C 0 2 H (E n fCg) such that C C 0 _ r, we have PS 6 j = ind C 0 , then C C 0 since C is minimum in i E i w.r.t. the subsumption ordering. As a consequence C 0 6 2 (E nfCg). On the other hand, C 0 6 2 H. Otherwise, the generate rule has been applied to C 0 . Therefore, generate can be also applied to C in contradiction with a previous case. Hence, this rule cannot be applied to C.
delete: Since PS 6 j = ind C , C can not be a tautology and this rule need not be considered. 2
Since every I-derivation from (E; ;) to (;; H), where H is some set of clauses, is fair the conjectures of E are inductive theorems of PS. This remark is important from a practical point of view. Note also that E is valid even when the derivation is in nite.
If disproof is applied at step k, then a quasi-inconsistent clause is detected and therefore, from theorem 5.6, we conclude that some conjecture in E k is false, if for every model A of E PAR ! E BODY (A) is ground convergent over T(F(A)) and all parameter variables in the left-hand sides of E BODY are linear. The initial conjectures of E 0 are not inductive theorems of PS either. This is a consequence of the next result: Lemma 6.2 Let (E 0 ; ;)`I (E 1 ; H 1 )`I : : : be an I-derivation. If for all i such that i j we have PS j = ind E i then PS j = ind E j+1 . Proof: Suppose that (E j ; H j )`I (E j+1 ; H j+1 ) by generate on C. Let be a test substitution of C. If E PAR 6 j = C , then there are two cases to consider: i) if there exists C 0 such that C ! E BODY E PAR C 0 . Then, we have PS j = ind C 0 . ii) otherwise, there exists a sequence of conditional rules p 1 ) t 1 ! r 1 ; p 2 ) t 2 ! r 2 ; : : : ; p n ) t n ! r n in E BODY and a sequence of positions u 1 ; u 2 ; : : : ; u n in C such that C =u 1 t 1 1 ; C =u 2 t 2 2 ; : : : ; C =u n t n n and p 1 1 _ p 2 2 _ : : : _ p n n is an inductive theorem of PS. Assume that there exists k such that: PS 6 j = ind C k p k k ) C r k k ] u k . In other words there is a ground instance C k over T(F(A)) (without loss of generality, we can assume that C is ground) such that: PS 6 j = ind C k , then PS j = ind p k k and PS 6 j = ind C r k k ]. Therefore, PS j = ind t k k = r k k . This implies that PS 6 j = ind C t k k ], which is absurd. For case simplify the argument is the same as above.
If (E j ; H j )`I (E j+1 ; H j+1 ) by simplify, then the equations which are used for simpli cation occur in some E j (j < k) and therefore are inductively valid by the hypothesis. Hence, E j+1 is inductively valid too.
2
The next theorem is a straightforward consequence of the above results: Theorem 6.3 Given a parameterized speci cation PS = (P AR; BODY ) such that ! E BODY (A) is ground convergent for every model A of E PAR . Let (E 0 ; ;)`I (E 1 ; H 1 )`I : : : be an Iderivation. If there exists j such that disproof applies to (E j ; H j ) then PS 6 j = ind E 0 .
Refutational completeness for parameterized boolean speci cations
In this section, we shall consider axioms that are conditional rules with boolean preconditions. To be more speci c, we assume there exists a sort bool with two free constructors fTrue; Falseg. The function sorted is weakly complete, but it is not su ciently complete. Now, we can de ne a new inference system J from I by adding the complement rule (see Figure 10 ) which transforms negative clauses to positive clauses that are easier to refute. We also remove the fail rule and reformulate disproof as in Figure 10 .
Let us assume that E 0 only contains boolean clauses. The only rule that permits us to introduce negative clauses is case_rewriting. Since the axioms have boolean preconditions, all the clauses generated in a J-derivation are boolean. If disproof is applied in a J-derivation, then there exists a positive clause C such that generate cannot be applied to C. Therefore there exists a test substitution such that E PAR 6 j = C . Moreover C does not match any left-hand side of E BODY . Otherwise, the conditional rewriting or the case rewriting rule can be applied to C since PS is weakly complete. As a consequence, C is a quasi-inconsistent clause. So, the new inference system J can be proved refutationally complete for boolean clauses. Thus, formally, we have the following result.
Theorem 6.5 Given a weakly complete parameterized speci cation PS = (P AR; BODY ) such that ! E BODY (A) is ground convergent for every model A of E PAR . We assume that E 0 contains only boolean clauses. If a derivation issued from (E 0 ; ;) terminates by application of the rule disproof, then PS 6 j = ind E 0 . Conversely, if PS 6 j = ind E 0 , then all fair derivations issued from (E 0 ; ;) terminate by application of the rule disproof.
Figure 11 Success 7 Implementation and experimental results
Our implementation is based on the previous inference system. The program is able to prove the validity of a set of clauses 11 in parameterized conditional speci cations. Here is an overview of the algorithm. The main data structures are: the list E BODY of axioms, that are conditional rules built with the constructor discipline, the list E of conjectures (clauses) to be checked, the list E PAR of parameter constraints, that are equational clauses over F PAR and nally, the set H of induction hypotheses (initialized by ;). The rst step in a proof session is to check if the rules are oriented and if all de ned functions are completely de ned. The second step is to compute a test set for PS and also induction positions. After these preliminary tasks, the proof starts.
Results and comparison
Consider Example 3.1 and let's prove the following conjectures: sorted(insert(x; y)) = sorted(y) (1) length(insert(x; y)) = s(length(y)) (2) count(x; insert(y; z)) = count(x; Cons(y; z)) (3) SPIKE can prove these conjectures in a completely automatic way, using 137 steps. Note that three lemmas (generated automatically) are su cient to prove the initial conjectures (see Figure 11) .
By assuming the conjectures (1), (2) and (3) as lemmas, SPIKE can easily prove the following conjectures in a completely automatic way: sorted(isort(x)) = True 11
In our SPIKE system, we use the sequent style notation. length(isort(x)) = length(x) count(x; isort(y)) = count(x; y) dif(x; y) = False _ count(x; insert(y; insert(x; z))) = s(count(x; z)) Now consider the same example with lists of natural numbers, using the method of Bouhoula and Rusinowitch, 1995] , we have the following test sets and induction positions (see Figure 12) . To prove conjectures (1) and (2) without parameters, SPIKE used 239 steps. In addition, 14 lemmas were generated automatically during the proof. On the other hand, the proof of conjecture (3) diverges. This example illustrates that with parameterized speci cations we have a smaller test set and fewer induction positions, permitting us to obtain shorter and structured proofs.
Refutation of conjectures
The parameterized speci cation PS of Example 3.1 is weakly complete and the parameter variables in the left-hand sides of E BODY are linear. On the other hand, using the method of Becker, 1992] , we can easily prove that ! E BODY (A) is ground convergent for every model A of E PAR .
Under these hypotheses, SPIKE can refute any false conjectures in nite time. Here is an example of a refutation of a false conjecture:
The conjecture to be disproved is:
x y = False _ sorted(Cons(x; l)) = False _ sorted(insert(x; Cons(y; l))) = True (4) Figure 13 Refutation of a conjecture Conjecture (4) is simpli ed by E BODY , using the simplify rule into:
x y = False _ sorted(Cons(x; l)) = False _ sorted(Cons(y; l)) = True (5) In order to prove subgoal (5), we apply the generate rule with the following test substitution: l fNil; Cons(x1; Nil); Cons(x1; Cons(x3; x4))g Among the generated clauses, we obtain:
x z = True ) x y = False _ sorted(Cons(y; Cons(z; Nil))) = True _ sorted(Cons(z; Nil)) = False
In order to prove subgoal (9), we apply case analysis using E BODY , we obtain: y z = False ) x y = False; x z = False; False = True (10) y z = True ) x y = False; x z = False; sorted(Cons(z; Nil)) = True
The simpli cation of subgoal (10), using the complement rule, gives us:
x y = False; x z = False; False = True; y z = True (11) Subgoal (11) is simpli ed by E PAR into:
x y = False; x z = False; y z = True (12) No inference rule can be applied to subgoal (12) and therefore it is quasi-inconsistent (see Example 5.5). We conclude that conjecture (4) is not an inductive theorem of PS (see Figure 13 ).
Conclusion
We have proposed a new procedure for proof by induction in parameterized conditional specications. Unlike our previous procedure Bouhoula and Rusinowitch, 1995] , this new one, when limited to non-parameterized conditional speci cations, can refute general clauses; refutational completeness is also preserved for boolean ground convergent rewrite systems even if the functions are not su ciently complete and the constructors are not free. The property of su cient completeness is very important in speci cation systems but is in general undecidable. We have given a procedure for testing this property for parameterized conditional speci cations.
The method is implemented in the prover SPIKE. This system has proved interesting examples in a completely automatic way Bouhoula, 1994a] , that is, without interaction with the user and without ad-hoc heuristics. Experiments illustrate the improvements in length and structure of proofs, due to parameterization. Unlike the well-known induction provers, SPIKE guarantees when it fails that one of the initial conjectures is not an inductive theorem provided that the axioms are boolean and ground convergent. Moreover, SPIKE o ers facilities to check and complete speci cations.
We plan to generalize the method to get refutational completeness for a larger class of rewrite systems. Another powerful extension is to allow for generalization techniques, such as in the traditional induction method. How this can be done and the possible implications with respect to soundness and refutational completeness, still have to be studied very carefully.
