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CONFLUENCE LAWS AND HOPF-BOREL TYPE
THEOREM FOR OPERADS
E. BURGUNDER AND B. DELCROIX-OGER
Abstract. In 2008, Loday shed light on the existence of Hopf-Borel
theorems for operads. Using the vocabulary of category theory, Livernet,
Mesablishvili and Wisbauer extended such theorems to monads. In both
cases, the reasoning was to start from a mixed distributive law and then
to prove that it induces an isomorphism of S-modules to finally get a
rigidity theorem. Our reasoning goes here backward: we prove that from
an isomorphism ofS-modules one can get what we called a confluence
law, which generalises mixed distributive laws, and that it is enough to
obtain a rigidity theorem. This enables us to show that for any operads
P andQ having the same underlyingS-module, there exists a confluence
law α such that any conilpotent P coQ-bialgebra satisfying α is free and
cofree over its primitive elements. Our reasoning permits us to generate
many new examples.
Introduction
Distributive laws first appeared in 1969 in Beck’s article [Bec69]. It takes
its name from the distributivity of addition over multiplication studied in
primary school. Distributive laws give a confluent way to rewrite expressions
mixing different products. An example of distributive laws is the one mixing
the commutative product and the Lie bracket in a Poisson algebra. The
notion of distributive laws has been initially studied by Burroni in [Bur73]
for algebras and by Markl in [Mar96] generalising this definition to operads
and linking it to the topological notion of Koszulness. Fox and Markl have
adapted in [FM97] the notion of distributive laws to expressions mixing
operations and cooperations: they called the obtained rewriting rules mixed
distributive laws.
Let us call a Cc −λ A-bialgebra a vector space endowed with an algebra
structure encoded by an operad A, a coalgebra structure encoded by an
operad C, or equivalently its dual cooperad C∗, with both linked through a
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mixed distributive law λ. Such a bialgebra satisfies, under some assump-
tions, a Hopf-Borel type theorem: any conilpotent Cc −λA-bialgebra is free
and cofree over its primitive elements. Such a theorem is called a rigid-
ity theorem. Particular cases of rigidity theorems were proven for instance
in [Bor53] for commutative cocommutative Hopf bialgebras, in [LR06] for
associative coassociative bialgebras, in [Bur10] for Zinbiel coassociative bial-
gebras, in [Foi07] for dendriform codendriform algebras and in [Liv06] for
PreLie coNAP bialgebras. The general framework for this theorem was
introduced by Loday in [Lod08]. Rigidity theorems were then further stud-
ied, for instance in [LMW15] and applications can be found for example in
[BCR15] to compute explicit bases of algebras. While studying the general
framework and its rewriting for particular symmetric operads, it became
clear to the authors that the three hypotheses of this theorem had to be
clarified and some further clarifications were needed in the proof.
In this article we prove that one only of the hypotheses formulated by
Loday in [Lod08] is needed to get a rigidity theorem. This viewpoint enables
us to provide an answer to a conjecture of Loday: for a given operad P which
encoded the structure of algebra and of coalgebra of a Pc − P bialgebras
there exists a generalisation of mixed distributive laws, called confluence
laws between the structures such that a rigidity theorem holds. In fact,
by definition, to any operad is associated a family of Sn-modules, i.e. the
underlying vector space in graduation n endowed with an action of the
symmetric group Sn. We prove here more precisely a more general result:
if two operads P and Q share the same family of Sn-modules, then there
exists a confluence law for Qc−P bialgebras. This enables to develop a list
of brand new examples of rigidity theorem, presented in the second part of
the article. We also develop the case of explicit isomorphism of Sn-modules
between P and P∗. In such a framework, we are also able to make explicit an
inductive algorithm to compute the projection into the subspace of primitive
elements and the confluence law associated to a bialgebra.
This article is organised as follows. The first part focuses on the general
theory and then we restrict our study to the framework where bases for op-
erads are known. The second part develops explicit computation of rigidity
theorem.
More precisely, in the first section, we recall Loday’s theorem with its
three hypotheses (H0), (H1), (H2iso): for any Cc − A bialgebra satisfying
mixed distributive laws (H0), one can compute a morphism ϕV : A(V ) →
Cc(V ), functorial in V (H1). If this morphism is bijective (H2iso) then a
rigidity theorem holds. We point out here that the core property is that
the morphism ϕ induces a family of Sn-modules isomorphisms ϕn : A(n)→
C∗(n). This property induces the existence of a confluence law which is the
only property needed to obtain a rigidity theorem.
Then in the second part, some explicit cases are explored. More pre-
cisely, we will fix a basis for the vector space A(n) = C(n) and dualize it.
We explain this construction and give a simple condition for it to satisfy the
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hypotheses of rigidity theorem: its compatibility to the S-module structure.
We then list the examples in literature which can be obtained in that way
before illustrating the strength of this case with a bunch of brand new ex-
amples: PreLie coPreLie, Perm coPerm, NAP coNAP, PAN coPAN, PAN
coPerm, Leibniz coAssociative, Poisson coAssociative, Leibniz coZinbiel, 2as
co2as or even Dipt coDipt bialgebras.
Notations
• Sn denotes the symmetric group of permutations on n elements.
• A and C denotes operads, C∗ denotes the dual cooperad of operad C.
• An algebra structure encoded by an operad A is denoted as a A-
algebra.
• A coalgebra structure encoded by an operad C (or equivalently its
dual cooperad C∗) is denoted as a Cc-coalgebra.
1 General Case
We prove in this section that only one of the hypotheses for Loday’s
rigidity theorem on generalised bialgebras is needed to get such a theorem.
Indeed, the hypothesis (H2iso) implies the hypothesis (H1) and a weaken
version of (H0), which are enough to get a rigidity theorem. This new
improvement in the needed hypotheses enables us to prove a conjecture of
Loday and to reach many new cases.
We first recall Loday’s formulation of rigidity theorem before studying the
intertwining between hypotheses of the theorem. We then study the case
when bases are orthogonal, so that we can compute explicitly confluence
laws and idempotent, which was one problem raised in [Lod08]. We finally
give a new formulation of rigidity theorem.
1.1 Loday’s rigidity theorem. Let K be a field of characteristic 0. Be-
fore introducing Loday’s rigidity theorem, we recall from [LV12] some needed
definitions.
Definition 1.1.1 ([LV12], 5.2.1). An (symmetric algebraic) operad A =
(A, γ, ν) is a S-module A = A(n)n≥0 endowed with morphisms of S-
modules γ : A ◦ A → A, called composition map and η : I → A, called
the unit map, such that γ and η satisfy associativity and unitality:
γ(γ ◦ Id) = γ(Id ◦γ)(1)
γ(η ◦ Id) = γ(Id ◦η)(2)
Let A, C be two algebraic operads. In this article, we will only consider
connected operads, i.e. such that A(0) = C(0) = ∅ and A(1) = C(1) = K. id
and such that A(n) and C(n) are finite dimensional.
Let us first recall the definition of an algebra, a cooperad and a coalgebra
over an operad.
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Definition 1.1.2 ([LV12], 5.2.3). An algebra over an operad A is a vector
space A equipped with a Sn-equivariant morphism m
n
A : A(n)⊗A
⊗n → A.
We denote the free algebra over an operadA whose vector space of generators
is V by
(3) A(V ) =
⊕
n≥1
A(n)⊗Sn
V ⊗ . . .⊗ V︸ ︷︷ ︸
n
 =⊕
n≥1
A(n)⊗Sn V
⊗n.
Definition 1.1.3 ([LV12], 5.7.1). A cooperad C∗ is the data of a family of
Sn-modules C
∗(n) for every integer n and of two morphisms of S-modules
∆ : C∗ → C∗ ⊗ C∗ and ǫ : C∗ → I (counit) satisfying some coassociativity
and counitality axioms. When C is an operad, C∗(n) = Hom(C(n),K) is a
cooperad, called the dual cooperad of C.
Definition 1.1.4 ([LV12], 5.7.3). A coalgebra over an operad C is a vector
space C equipped with a Sn-equivariant morphism γ
n
C : C(n) ⊗ C → C
⊗n.
This definition is equivalent to the definition of a coalgebra over the cooperad
C∗, which is the data of a map ∆nC : C → C
∗(n)⊗Sn C
⊗n. The vector space
of primitive elements of the coalgebra C is:
(4) Prim(C) = F1C := {x ∈ C|δ(x) = 0 for any δ ∈ C(n), n > 1} .
We denote the free (conilpotent) coalgebra over an operad C (or equivalently
its associated dual cooperad C∗) whose vector space of primitives is V by
(5) Cc(V ) =
⊕
n≥1
C∗(n)⊗Sn V
⊗n.
Notation 1.1.5. We put the emphasis on the notation of the maps which
will be used later on: an algebra over the operad A is a vector space H
endowed with a map mH : A(H) → H and a coalgebra over the cooperad
C∗ is a vector space H endowed with a map δH : H → C
∗(H).
Following [FM97], we define the notion of mixed distributive laws:
Definition 1.1.6. A compatibility relation λ is defined as a sequence {λ(m,n)}
of maps
λ(m,n) : C(m)⊗A(n)→
⊕A(t1)⊗· · ·⊗A(tm)⊗St1×···×Stm K[SN ]⊗Ss1×···×Ssn C(s1)⊗· · ·⊗C(sn),
where the summation is taken over all the N ≥ 1 and s1+ ·+sn = t1+ · · ·+
tm = N . A compatibility relation is a mixed distributive law if
• it is compatible with the action of the symmetric group Sm ×Sn:
λ(m,n)(cσ˜m ⊗ a
σ
n) =
∑
ajσ˜(1) ⊗ · · · ⊗ ajσ˜(m) ⊗ µ⊗ ciσ(1) ⊗ . . . ⊗ ciσ(n) ,
where σ ∈ Sn and σ˜ ∈ Sm act according to the action defined on
the operad as a symmetric operad and λ(m,n)(cm ⊗ an) is denoted
by
∑
ai1 ⊗ . . .⊗ aim ⊗ µ⊗ cj1 ⊗ · · · ⊗ cjn ,
• it is compatible with the operad structures of A and C.
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The algebra A(Cc(V )) is then endowed with a structure of Cc-coalgebra and
the coalgebra Cc(A(V )) is then endowed with a structure of A-algebra.
Example 1.1.7. The classical law for commutative co-commutative bial-
gebras, called non-unitary Hopf relation is given by the mixed distributive
law:
λ(2, 2) : e2 ⊗ e2 7→ (e1 ⊗ e1)⊗S1×S1 id⊗S1×S1 (e1 ⊗ e1)
+ (e1 ⊗ e1)⊗S1×S1 (12) ⊗S1×S1 (e1 ⊗ e1)
+ (e1 ⊗ e2)⊗S1×S2 id⊗S2×S1 (e2 ⊗ e1)
+ (e2 ⊗ e1)⊗S2×S1 (23) ⊗S2×S1 (e2 ⊗ e1)
+ (e2 ⊗ e1)⊗S2×S1 id⊗S1×S2 (e1 ⊗ e2)
+ (e1 ⊗ e2)⊗S1×S2 (12) ⊗S1×S2 (e1 ⊗ e2)
+ (e2 ⊗ e2)⊗S2×S2 (23) ⊗S2×S2 (e2 ⊗ e2) ,
denoting by (en) the usual basis of Comm(n) = A(n) = C(n). As there
are no ambiguity on operations, mixed distributive law can be represented
through a clearer diagram with
n︷ ︸︸ ︷
. . .
the usual basis of A(n) and . . .︸ ︷︷ ︸
n
the
usual basis of C(n):
7→ + + + + + +
As a mixed distributive law is compatible with the operad structure of
A and C is is enough to give it on generators of these operads. The other
laws are then deduced from it. For instance, λ(2, 3) maps e3 ⊗ e2 to a sum
of 25 terms (6 with {t1, t2} = {2, 1} and {s1, s2, s3} = {1, 1, 1}, 6 with
{t1, t2} = {3, 1} and {s1, s2, s3} = {2, 1, 1}, 6 with {t1, t2} = {2, 2} and
{s1, s2, s3} = {2, 1, 1}, 6 with {t1, t2} = {3, 2} and {s1, s2, s3} = {2, 2, 1}
and 1 with {t1, t2} = {3, 3} and {s1, s2, s3} = {2, 2, 2}).
We call Cc −λ A-bialgebra any bialgebra which is a A -algebra, a C
c-
coalgebra and such that products and coproducts satisfy the mixed dis-
tributive laws λ. We need moreover the following notion:
Definition 1.1.8. The cofiltration FnH can be defined on any C
c-coalgebra
H:
FnH = {x ∈ H|∀p > n,∀δ ∈ C(p), δ(x) = 0}.
. The vector space F1H is the vector space of primitive elements. Moreover,
we denote by ιH : F1H → H the canonical inclusion.
A Cc-coalgebra H is said to be conilpotent if H = ∪n≥1FnH.
Remark 1.1.9. When there will be no ambiguity, we will only write Fn.
The rigidity theorem as stated by Loday is:
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Theorem 1.1.10 ([Lod08]). Let Cc −λA be a bialgebra type which satisfies
(H0): the compatibility relations λ are distributive,
(H1): the free A-algebra is naturally a Cc −λ A-bialgebra,
(H2iso): the Cc-coalgebra map ϕ(V ) : A(V )→ Cc(V ) is an isomorphism.
Then any conilpotent Cc−λA-bialgebra H is free and cofree over its primitive
elements
A(PrimH) ∼= H ∼= Cc(PrimH).
Remark 1.1.11. Thus the space of irreducible elements (i.e. elements
which cannot be written as a linear combination of some products of el-
ements) and the space of primitive elements are the same.
1.2 Confluence laws. The reasoning in Loday’s theorem is to first con-
sider a mixed distributive law thanks to which one can compute a map
sending A(V ) to Cc(V ). To use this theorem, one then has to prove that the
induced morphism is an isomorphism.
We adopt here another reasoning: we start from the data of such an
isomorphism and prove that we get back the hypotheses of the theorem,
more precisely, we prove the existence of an associated confluence law. Our
reasoning is splitted on the next five subsections: in this subsection, we
introduce the notion of confluence laws. We then explain why the hypothesis
on ϕ cannot be reduced in the subsection 1.3. From an isomorphism ϕ we
get a homogeneous confluence law in the subsection 1.4, before reaching
confluence laws in the subsection 1.5 and stating the equivalence between
conditions of the rigidity theorem. We finally state our main result in the
subsection 1.6.
We introduce in this subsection a generalisation of mixed distributive
laws, that we call confluence laws:
Definition 1.2.1. A confluence law α between operads A and C is a family
of maps
(6) αm,n : C(m)⊗A(n)→ A
⊗m(n),
such that A⊗m(n) is a short cut for
⊕
n1+...+nm=n
A(n1)⊗ . . .⊗A(nm) and
αm,n is compatible with the structure of operad of C and with the action of
the symmetric group Sm ×Sn, with Sm acting on C(m) and Sn on A(n).
It is clear that mixed distributive laws as defined in Definition 1.1.6 are
confluence laws, by keeping only terms involving the trivial operation of C(1)
and no other operations of C. On the other hand, a confluence law can be
obtained by considering in mixed distributive laws coefficients which could
depend on the cofiltration, which is not allowed in usual mixed distributive
laws.
Example 1.2.2. An example of a new confluence law is presented in Equa-
tion (2.2.2).
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Remark 1.2.3. Confluence laws are equivalent to the data of a S-module
morphism α : A → C∗A as presented in [LMW15]. The equivalence comes
from the equality:
HomSn
(
A(n), C∗(m)⊗Sm A
⊗m(n)
)
= HomSm×Sn
(
C(m)⊗A(n),A⊗m(n)
)
,
coming from the definition of duality.
We thank again M. Livernet for helping us clearing this link and clarifying
the definition of Cc −α A-bialgebras.
Let us now define Cc −α A-bialgebras.
Definition 1.2.4. Refering to notations of Notation 1.1.5, a Cc −α A-
bialgebra H is a K-vector space H endowed with a structure of A -algebra,
a structure of Cc-coalgebra, such that the following diagram commutes:
A(F1H) A(H) H C
∗(H)
A(H) C∗A(H)
α
A(ιH)
A(ιH)
mH δH
C∗(mH)
Now we have defined the objets on which we will be working, let us look
at them more closely.
1.3 Injectivity on ϕ. In [Lod08], a condition on ϕ for the existence of a
rigidity theorem is that the morphism ϕV is an isomorphism for every vector
space V . We first give an example of the necessity of the injectivity of ϕ
before studying the link between filtration and cofiltration in the associated
bialgebras. This link is crucial because, as we will see later, the proof of
the main theorem relies on the projection on primitive elements parallel to
decomposable elements.
The following example will show that the lack of injectivity of ϕ induces
a counter-example in the rigidity theorem.
Example 1.3.1. Consider the coassociative associative bialgebras where the
mixed distributive law λ is the Hopf mixed distributive law. We compute ϕ :
As(V )→ As(V )c from the mixed distributive law: it is given by ϕ(1 . . . n⊗
(v1, . . . vn)) =
∑
σ∈Sn
σ(1) . . . σ(n) ⊗ (v1, . . . vn). It is to be noted that the
ϕ constructed is not a monomorphism (therefore not an isomorphism and
nor a epimorphism), failing to verify all the hypotheses for the existence of
a rigidity theorem.
Let us consider Solomon-Tits algebra, see for example [NT06, HNT08,
BR10]. Its underlying vector space is the space of surjections ST = ∪n,r≥1ST
r
n,
where STrn = {x : {1, . . . , n} → {1, . . . , r}|x surjective}) (also known as set
compositions). One can endow this space with a shuffle product and the
block coproduct defined as follows. For x ∈ STrn, we write x = (x(1), . . . , x(n))
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and r = max{x(i), 1 ≤ i ≤ n}. Let x ∈ STrn, y ∈ ST
s
m. The (vertical) shuf-
fle product ⋆ is defined by:
(7) x ⋆ y =
∑
f ◦ (x(1), · · · x(n), y(1) + r, · · · y(m) + r),
where the sum is over all the stuffles f ∈ SH(r, s), i.e. any bijective map
f : {1, . . . , r + s} → {1, . . . , r + s} satisfying f(1) < . . . < f(r), f(r + 1) <
. . . < f(r + s).
Given a map x : [n] −→ N there exists a unique surjective map std(x)
in ST such that x(i) < x(j) if, and only if, std(x)(i) < std(x)(j), for 1 ≤
i, j ≤ n. The map std(x) is called the standardisation of x (see for instance
[NT06]). Let K = {j1 < · · · < jl} ⊆ {1, . . . , r}, we define the co-restriction
of x to K by x|K := std(x(s1), . . . , x(sq)), for x
−1(K) = {s1 < · · · < sq}.
We define the block coproduct ∆block(x) by:
∆block(x) =
r−1∑
i=1
x|{1,...,i} ⊗ x|{i+1,...,r},
and we extend it by linearity to all K[ST].
Examples 1.3.2. Some examples of products and coproducts are given by:
1 ⋆ 1 = 12 + 21, 11 ⋆ 1 = 112 + 221, 12 ⋆ 1 = 123 + 132 + 231
213 ⋆ 11 = 21344 + 32411 + 31422 + 21433,
∆block(2433142) = ǫ⊗2433142+1⊗132231+212⊗2112+23312⊗11+2433142⊗ǫ
where ǫ is the empty word (the unique surjection from a set of cardinality 0
to itself).
The mixed distributive law between the product and the coproduct is the
Hopf mixed distributive law, which can be checked by direct inspection.
ST is conilpotent as for any element in x ∈ STrn ∆
r+1
block(x) = 0, where
∆2block = ∆block and ∆
k
block = (∆block ⊗ id
⊗k−1) ◦∆k−1block.
By a direct computation, one can prove that the element 112 cannot be
constructed as a linear combination of products of primitive elements. And
ST is therefore not generated by its primitives though it does verify the
conilpotent and the existence of the mixed distributive law hypotheses.
1.4 Homogeneous confluence laws. We first decribe the link between
filtration and cofiltration in the free bialgebra. We then use this link to define
homogeneous confluence laws, which are the step between the isomorphism
ϕ and the associated confluence law α.
Proposition 1.4.1. The data of a family of isomorphisms ϕV : A(V ) →
Cc(V ) functorial in V and sending natural graduation by product to natural
cograduation by coproduct, is equivalent to the data of a family of isomor-
phisms of S-modules ϕn : A(n)→ C
∗(n).
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Proof. As K is a field of characteristic 0, we can identify coinvariants and
invariants and the notion of free (conilpotent) coalgebra over the operad C
is given by the Schur functor defined by Cc(V ) =
⊕
C∗(n)⊗Sn V
⊗n.
The data of a family of isomorphisms of S-modules ϕn : A(n) → C
∗(n)
defines a natural transformation between the Schur functor associated to the
operad A, A : V 7→
⊗
n≥1A(n)⊗ V
⊗n and the Schur functor associated to
the cooperad C∗, Cc described above. This natural transformation is directly
equivalent to a family of isomorphisms ϕV : A(V )→ C
c(V ) functorial in V
sending graduation A(n)⊗ V ⊗n to cograduation C∗(n)⊗Sn V
⊗n.
Let us now suppose the existence of a family of isomorphisms ϕV :
A(V ) → Cc(V ) functorial in V , sending graduation by product to cograd-
uation by coproduct. Then, ϕV (A(n) ⊗Sn V
⊗n) = C∗(n) ⊗Sn V
⊗n, for
any integer n. Hence ϕV defines a family of isomorphisms of S-modules
ϕn : A(n)→ C
∗(n). 
We will denote by ϕ : A → C∗ the morphism of S-modules induced by
the family of ϕn.
Remark 1.4.2. For the trivial representation, the only isomorphisms ϕ :
Comm(V ) → Commc(V ) are homotheties, but it is not always the case (it
depends on the chosen decomposition in irreducible representations of the
S-module, which is unique only up to isomorphisms).
We call homogeneous confluence law the set of all rewritings of compo-
sitions of a cooperation of arity n, δ ∈ C(n), with an operation of arity n,
µ ∈ A(n), applied to primitive elements in terms of the primitive elements
pi. We denote this set by (αh). Then we have:
(αh) = {δ ◦ µ(p1, . . . , pn) =
∑
σ∈Sn
bσδ,µpσ(1) ⊗ . . .⊗ pσ(n)
|δ ∈ C(n), µ ∈ A(n), bσδ,µ ∈ K, n ≥ 1, pi ∈ F1H}.
(8)
In other words, homogeneous confluence laws are to confluence laws what
filtered distributive laws are to distributive laws (see [DG14, Dot07]).
A homogeneous confluence law is then strictly equivalent to endowing the
free A-algebra over a vector space V with a structure of C-coalgebra sending
the graduation of the algebra to the cograduation of the coalgebra. Indeed,
the following result follows:
Lemma 1.4.3. The data of ϕ is equivalent to the data of a homogeneous
confluence law.
Proof. ⇐ Given a homogeneous confluence law, we can consider the
map from A(V ) to itself where at the source A(V ) is viewed as an
algebra and at the target A(V ) is seen as a coalgebra. It produces a
family of morphism ψV , sending filtration by product to cofiltration
by coproduct, and as result a morphism ψn defined by
ψn(µ)(δ) = b
id
δ,µ.
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⇒ Denoting by 〈, 〉 the duality pairing between C(n) and its dual space
C∗(n), and xσ the action of an element σ of the symmetric group on
an element x of C(n) = A(n), we define the homogeneous confluence
law (αp) from the morphism ϕ by:
(9) δ ◦ µ(p1, . . . , pn) =
∑
σ∈Sn
〈δσ , ϕn(µ)〉 pσ(1) ⊗ . . . ⊗ pσ(n),
where δ ∈ C(n), µ ∈ A(n) and pi ∈ V .
Notice that we have:
〈δσ , ϕn(µ)〉 =
〈
δ, ϕn(µ
σ−1)
〉
.
The two constructions are inverse of each other.

1.5 Equivalence between conditions. Now, we will use homogeneous
confluence laws and the previous subsection to prove the equivalence between
hypothesises of the rigidity theorem, as stated by Loday.
Proposition 1.5.1. Let C and A be two algebraic operads. The existence of
a confluence law α implies the existence of a family of Sn-module morphism
ϕn : A(n) → C
∗(n), for any positive integer n. Moreover, the bijectivity of
all ϕn enables us to define the associated confluence law.
Remark 1.5.2. If such bijections exist, then A and C have the same un-
derlying Sn-module.
Proof.(α)⇒ ϕ: An homogeneous confluence law can be directly computed
from a confluence law (α) by forgetting some information.
ϕ⇒ (α): We define from ϕ the associated confluence law (α).
We use the following notation Mn := A(n)⊗Sn V
⊗n and Hn := ϕ(Mn) =
C∗(n)⊗Sn V
⊗n.
The confluence law is defined as the following composite, using notations
of Definition 1.1.4:
C(k) ⊗A(n)⊗Sn V
⊗n id⊗ϕ⊗id
⊗n
−−−−−−−→ C(k)⊗ C∗(n)⊗Sn V
⊗n = C(k)⊗Hn
γkC−→
∑
l1+...+lk=n,
li≥1
k⊗
i=1
Hli
(ϕ−1)⊗k
−−−−−→
∑
l1+...+lk=n,
li≥1
k⊗
i=1
Mli
=
∑
l1+...+lk=n,
li≥1
(
k⊗
i=1
A(li)
)
⊗Sn V
⊗n.
As the operations are functorial in V , we get a family of maps αm,n :
C(m) ⊗A(n) → A⊗m(n). Moreover, ϕ is a morphism of S-modules, hence
maps αm,n are compatible with the action of the symmetric group Sm×Sn.
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We finally have to show the compatibility with the operad structure of C.
This comes from the following commuting diagram, holding for any vector
space V :
(C(k1)⊗ . . .⊗ C(kl))⊗ C(l)⊗A(n)⊗ V
⊗n C(k)⊗A(n)⊗ V ⊗n
∑∑l
j=1 qj=n
⊗l
j=1 (C(kj)⊗A(qj)⊗ V
⊗qj)
∑∑k
i=1 ri=n
⊗k
i=1 (A(ri)⊗ V
⊗ri) ,
(α)⊗l
µC ⊗ id
(id)⊗l ⊗ α α
where k = k1 + . . . + kl.
This diagram is obtained by using the definition of α as the composition
given above. Using this definition, the commutativity of the diagram relies
on two facts: most of the operations do not occur on the same part of
the tensorial product and the definition of the coproduct gives itself the
commutativity of one part of the diagram thanks to the following diagram,
holding on any of the previous Hn:
(C(k1)⊗ . . .⊗ C(kl))⊗ C(l)⊗Hn C(k)⊗Hn
∑∑l
j=1 qj=n
⊗l
j=1
(
C(kj)⊗Hqj
) ∑∑k
i=1 ri=n
⊗k
i=1Hri ,
(α)⊗l
µC ⊗ id
(id)⊗l ⊗ γlC γ
k1
C ⊗ . . .⊗ γ
kl
C
where k = k1 + . . . + kl. 
Remark 1.5.3. • If the confluence law α is given by an isomorphism
ϕ, we will write equivalently the associated bialgebras Cc −ϕ A-
bialgebras or Cc −α A-bialgebras.
• There can be different confluence laws associated to the same cou-
ple of operads: see for instance the mixed distributive laws for the
Dendriform coDendriform bialgebra computed by Foissy in [Foi07]
and the one referred in [BDO].
Projection
The last step before reaching the rigidity theorem is to prove the existence
of a ”good” projection of the coalgebra on the primitive elements, named
idempotent.
Let us now consider a (not necessarily free or cofree) conilpotent Cc−αA-
bialgebra H. We denote by Fn the cofiltration on H and ϕ the S-module
morphism associated to the confluence law.
We first show the following lemmas:
Lemma 1.5.4. The bialgebra H is generated, as an algebra, by its primitive
elements.
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Proof. We proove the lemma by reductio ad absurdum. Let us consider the
minimal integer n ≥ 2 such that there exists an element x in FnH, which
is not in the subalgebra generated by primitive elements of H. We will
construct a y in the subalgebra generated by primitive elements of H such
that x − y belongs to Fn−1H, and then is in the subalgebra generated by
primitive elements.
For any (linear) basis (µ1, . . . , µk) of A(n), there exists a basis (δ1, . . . , δk)
of C(n) such that ϕ(µi) = δ
∗
i . We denote by a
σ
i,j the real number δ
∗
i (δ
σ
j ),
denoting by δσj the action of an element σ of the symmetric group on an
element δj of the considered S-module. The bialgebra satisfies a confluence
law and then also a homogeneous confluence law. Hence, we have for any
primitive elements p1, . . . , pn, according to Equation (9):
(10) δj ◦ µi(p1, . . . , pn) =
∑
σ∈Sn
aσi,jpσ(1) ⊗ . . .⊗ pσ(n).
As x belongs to FnH, for any j between 1 and k the coproduct δj of the
element x can be written as:
(11) δj(x) =
∑
(p1,...,pn)∈F1H
∑
τ∈Sn
djτpτ(1) ⊗ . . .⊗ pτ(n).
Without loss of generality, we can consider the case:
(12) δj(x) =
∑
τ∈Sn
djτpτ(1) ⊗ . . .⊗ pτ(n)
for a given tuple of primitive elements (p1, . . . , pn), as x can be decomposed
as a sum of such elements.
Let us now consider an element y =
∑k
i=1
∑
τ∈Sn
ciτµi(pτ(1), . . . , pτ(n)).
Let us determine the appropriate ciτ . Then, we have, using Equation (10):
(13) δj(y) =
k∑
i=1
∑
τ,σ∈Sn
ciτa
σ
i,jpτ◦σ(1) ⊗ . . .⊗ pτ◦σ(n).
Then, using Equations (12) and (13), for all j ∈ {1, . . . , k}, δj(x) = δj(y) is
equivalent to:
(14) djτ =
k∑
i=1
∑
σ∈Sn
ciτ◦σ−1a
σ
i,j.
Moreover, for any j, δσj =
∑k
i=1 a
σ
i,jδi, which gives on x, for any τ, σ ∈ Sn:
(15) djτ =
k∑
i=1
aσi,jd
i
τ◦σ−1
Thanks to Equations (14) and (15), choosing ciσ =
1
n!d
i
σ for any i and σ
gives y in the subalgebra of H generated by primitive elements such that
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x− y is in Fn−1H, hence x− y is also in the subalgebra of H generated by
primitive elements by minimality of n and so is x. 
Lemma 1.5.5. The vector space Fn−1 admits a supplementary space in Fn,
which is Mn = {µ(p1, . . . , pn)|µ ∈ A(n), pi ∈ F1}.
Proof. • First, we have by definition Fn−1 ⊆ Fn.
• Let us now show that Mn ∩ Fn−1 = {0}, for all n. Let us consider
an element µ(p1, . . . , pn) in Mn \ {0}. As ϕ is injective, there is an
element δ ∈ C(n) such that δ◦µ(p1, . . . , pn) 6= 0, thus µ(p1, . . . , pn) /∈
Fn−1.
• Then, we have Mn ⊂ Fn, for all n. Thus, Fn ⊃ Fn−1 ⊕Mn. This
comes from Equation (9).
• Let us prove that Fn ⊂ Fn−1 ⊕Mn. As an algebra, H = A(V )/(R).
By Lemma 1.5.4, we have that V ⊆ F1. Let us consider an element
x ∈ Fn. Then we can write (not necessarily uniquely) x as:
x =
∑
j≥1
µj(p
j
1, . . . , p
j
j),
where pjk ∈ F1 and µj ∈ A(j).
From Equation (9), we have Mj ⊂ Fj . From the bijectivity of
ϕ, Mj ∩ Fj−1 = {0} (see the second point of this proof). Then, as
x ∈ Fn, we get the decomposition:
x = y + z,
where y ∈ Fn−1 and z ∈Mn.

For any element x ∈ Fn, we can then define the projection e on F1 =M1
parallel to the Mj, j > 1.
The map e is linear and satisfies e ◦ e = e and Im(e) = F1 = Prim (H).
We will call this map the idempotent associated to Cc −α A-bialgebras (see
Corollary 1.6.2).
1.6 Rigidity theorem. We now give a new formulation of rigidity theo-
rem which takes into account the previous subsections and confluence laws.
Theorem 1.6.1. Let K be a field of characteristic 0 and let us consider
two connected algebraic operads A and C, such that A(n) and C(n) are fi-
nite dimensional vector spaces. To any family of Sn-modules isomorphisms
ϕn : A(n) → C
∗(n) can be associated a confluence law (α) such that any
conilpotent Cc −α A-bialgebras is free and cofree over the vector space of its
primitive elements
A(PrimH) ∼= H ∼= Cc(PrimH).
Moreover, if any free and cofree Cc−αA-bialgebra is also a C
c−α˜A-bialgebra,
with α˜ a confluence law or a mixed distributive laws, then any conilpotent
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Cc −α˜ A-bialgebras is free and cofree over its primitive elements. In other
words, the result does not depend on the choice of a confluence law.
Then, on any Cc −αA-bialgebra the idempotent is exactly the projection
on F1 parallel to the Mn (see 1.5.5), hence the following result:
Corollary 1.6.2. The idempotent e is unique.
The idempotent described above is the same as the one introduced in
[Lod08]. It is the generalisation of the Eulerian idempotent used in [Pat93],
whose origin lays in [Che57], obtained in the case A = C = Comm.
We follow here the sketch of the proof of Loday in [Lod08] and Patras in
[Pat93], using the confluence laws and the idempotent introduced previously.
Proof. We want now to prove that there is an isomorphism between H and
A(Prim H), where the latter is the free and cofree bialgebra over PrimH.
We call i and p respectively the canonical injection from Prim H toA(PrimH)
and surjection from Cc(PrimH) to PrimH. Let us define e˜ : H → Cc(Prim H)
the unique lifting of e by the universal property of the C-conilpotent cofree-
ness. Consider ι : Prim H → H the natural injection and ι˜ : A(Prim H)→
H its lifting by the universal property of P freeness. We represent below
these morphisms:
A(PrimH)
H PrimH
Cc(PrimH)
ι˜
i
p
e
ι
e˜
ϕ
First, ι˜ is a bialgebra morphism: it is an algebra morphism by the uni-
versal property and we show using the filtration of H provided by the
conilpotency of H that it is also a coalgebra morphism. Indeed, by con-
struction, F1A(PrimH) = PrimH is sent bijectively to F1H = PrimH. Let
us now consider x ∈ FnA(PrimH). By freeness, there exists p1, . . . , pn in
F1A(PrimH) and µ ∈ A(n) such that x = µ(p1, . . . , pn). Hence, we have
for any cooperation δ ∈ C(k):
(ι˜⊗ . . . ⊗ ι˜) ◦ δ(x) = (ι˜⊗ . . . ⊗ ι˜) ◦ δ ◦ µ(p1, . . . , pn).
The confluence law can then be denoted, by distributivity, by:
δ◦µ(p1, . . . , pn) =
l∑
i=1
µi1
(
pσi(1), . . . , pσi(ri1)
)
⊗. . .⊗µik
(
pσi(n−rik+1)
, . . . , pσi(n)
)
,
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for any primitive elements p1, . . . , pn, where µ
i
j has arity r
i
j,
∑k
j=1 r
i
j = n and
σi is in Sshuffle, the set of permutations of {1, . . . , n} such that σi(
∑l
j=1 r
i
j+
1) < . . . < σi(
∑l
j=1 r
i
j + r
i
l+1) for any 0 ≤ l ≤ k − 1.
Note that the reasoning does not depend on the choice of such a confluence
law.
We have:
(ι˜⊗ . . . ⊗ ι˜) ◦ δ(x) = (ι˜⊗ . . .⊗ ι˜) ◦ δ ◦ µ(p1, . . . , pn)
=
l∑
i=1
ι˜ ◦ µi1
(
pσi(1), . . . , pσi(ri1)
)
⊗ . . .⊗ ι˜ ◦ µik
(
pσi(n−rik+1)
, . . . , pσi(n)
)
=
l∑
i=1
k⊗
j=1
µij
(
ι˜(pσi(rij+1)
), . . . , ι˜(p
σi(
∑l
j=1 r
i
j
+ri
l+1)
)
)
by algebra morphism
= δ ◦ µ(ι˜(p1), . . . , ι˜(pn))with the confluence law
= δ ◦ ι˜ ◦ µ(p1, . . . , pn) by algebra morphism
= δ ◦ ι˜(x).
This proves that ι˜ is a bialgebra isomorphism.
This implies that e˜ ◦ ι˜ is a coalgebra morphism, which is the identity on
primitive elements. Hence, we have by cofreeness the equality e˜ ◦ ι˜ = ϕ,
which implies that ι˜ is injective and e˜ surjective. Finally, e˜ is also injective:
otherwise, there would be a minimal integer m (m > 1) such that there
exists y ∈ FmH such that e˜(y) = 0. By definition of FmH, there exists a
cooperation δ ∈ C(m) such that δ(y) 6= 0. Using the fact that e is a coalgebra
morphism, we obtain δ ◦ e˜(y) = (e˜⊗ . . .⊗ e˜) ◦ δ(y) = 0 and δ(y) 6= 0 which
contradicts the minimality of m.
Finally, the map e˜ : H → Cc(PrimH) is a vector space isomorphism
which preserves the graduation and the result follows using the isomorphim
ϕ between A(PrimH) and Cc(PrimH). 
An immediate result of this theorem is the following corollary:
Corollary 1.6.3. Given two algebraic operads C and A and a confluence
law α induced by an isomorphism ϕ : A → C∗, an A-algebra H is free if and
only if it is possible to define a Cc-coproduct on H satisfying the confluence
law α.
Proof. ⇒: This is a consequence of the existence of a confluence law. If H
is free, then there exists a vector space V such that H = A(V ) and
then H is naturally equipped with a structure of Cc − A-bialgebras
thanks to the mixed distributive law α.
⇐: This is a consequence of the rigidity theorem.

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This provides an efficient tool to solve the problem of freeness of algebras
encoded by an operad (see [BCR15]) and to give generators and divisibility
in free algebras.
Moreover, another application of the theorem is the following answer to
a conjecture of Loday in [Lod08]:
Theorem 1.6.4. For any connected algebraic operads A and C sharing the
same underlying finite dimensional Sn-modules A(n) = C(n), there exists
a family of Sn-modules isomorphisms ϕn : A(n) → C
∗(n), and thus there
exists a confluence law α associated to ϕ such that any conilpotent Cc−αA-
bialgebra is free and cofree over its primitives.
Proof. Any character of a representation of the symmetric group is integer-
valued, hence for any representationW of the symmetric group, it is possible
to construct a Sn-module isomorphism between W and its dual W
∗. Let
us choose W = A(n): we obtain a family of Sn-modules isomorphisms
between A(n) and C∗(n) = A∗(n) satisfying the hypothesis of Theorem
1.6.1. Applying this theorem gives the result. 
The following corollary is then immediate:
Corollary 1.6.5. If A and C are two operads sharing the same underlying
Sn-module, then any free A-algebra is a free C-algebra.
Remark 1.6.6. Note that it is not the case for non free algebras.
1.7 Orthogonal bases. In this subsection, we provide an explicit induc-
tive description of confluence laws and idempotent in favourable cases.
For every n ≥ 1, we consider, if they exist, two generating sets BAn =
(an1 , . . . , a
n
in
) and BCn = (c
n
1 , . . . , c
n
in
) of the Sn-module A(n) and C(n) re-
spectively, such that < (cni )
σ , ϕ(anj ) >= 0 for all σ ∈ Sn and i 6= j. Let
us remark that to obtain such generating sets, we should take at most one
element in every orbit of Sn on A(n). Such a generating set can be found
for instance if the only relations in the Sn-module A(n) are of the form
x = xσ for x in A(n) and σ ∈ Sn.
Then, considering such a basis, Equation (9) gives:
cnj ◦ a
n
i (p1, . . . , pn) =
∑
σ∈Sn
〈
(cnj )
σ, ϕn(a
n
i )
〉
pσ(1) ⊗ . . .⊗ pσ(n)
=
∑
σ∈Sn
〈
(cnj )
σ, (cni )
∗
〉
pσ(1) ⊗ . . .⊗ pσ(n)
=
∑
σ∈Aut(cnj )
δi,jpσ(1) ⊗ . . .⊗ pσ(n).
with Aut(cnj ) = {σ ∈ Sn, (c
n
j )
σ = cnj }.
Let us remark that we have Aut(cnj ) ⊇ Aut(a
n
j ) by definition of ϕ, with
the equality when ϕ is injective, which will be supposed in what follows.
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The confluence law is then given for any cooperation δ ∈ C(k) and op-
eration µ ∈ A(n) by induction on the cofiltration Fλ1 ⊗ . . . ⊗ Fλn , with∑n
i=1 λi = k by:
α(δ,µ,k) :=
∑
(a
l1
j1
,...,a
ln
jn
)
∈BAλ1×...×BAλn
1∏
i |Aut(a
li
i )|
(
T (⊗ia
li
ji
)− Tk−1(⊗ia
li
ji
)
)
◦
(
cl1j1 ⊗ . . .⊗ c
ln
jn
)
,
where T (⊗ia
li
ji
) is the tensorial product of operations obtained when evaluat-
ing δ ◦ µ ◦
(
al1j1 ⊗ . . .⊗ a
ln
jn
)
on primitive elements (see 1.5.1) and Tk(⊗ia
li
ji
)
is the tensorial product of operations obtained when evaluating α(δ,µ,k) ◦(
al1j1 ⊗ . . . ⊗ a
ln
jn
)
on primitive elements.
The maps α(δ,µ,k) give the mixed distributive law on elements in Fλ1 ⊗
. . .⊗Fλn , where
∑
i λi = k.
The idempotent is given as the inductive limit of the maps en : H → H
defined on the cofiltration Fn by e1 = id on F1 and on Fn by:
en = en−1 −
∑
i
1
|Aut(ani )|
en−1 ◦ a
n
i ◦ c
n
i .
Note that by decomposition of Lemma 1.5.5, ej = en on Fn for all j ≥ n,
hence e is the identity on F1. We prove in what follows that the map
obtained is an idempotent:
Lemma 1.7.1. The constructed map satisfies: ∆◦e = 0 on any conilpotent
Cc −ϕ A bialgebra H.
Proof of Lemma 1.7.1. We prove by induction on n that:
∆ ◦ en(x) = 0 for x ∈ Fn.
As e1 = id on primitive elements, we have ∆ ◦ e(x) = ∆(x) = 0 for any
primitive element x. Let us suppose the property true for any k ≤ n. If
x ∈ Fk for k ≤ n, ∆ ◦ en+1(x) = ∆ ◦ en(x) = 0 by induction hypothesis.
If x ∈ Fn+1H, we have
∆ ◦ en+1(x) = ∆ ◦ en
(
x−
∑
i
1
|Aut(an+1i )|
an+1i ◦ c
n+1
i (x)
)
.
However, for any j, we have:
cn+1j
(
x−
∑
i
1
|Aut(an+1i )|
an+1i ◦ c
n+1
i (x)
)
=cn+1j (x)−
1
|Aut(an+1i )|
cn+1j
◦ an+1j ◦ c
n+1
j (x) = 0.
Hence x−
∑
i
1
|Aut(an+1i )|
an+1i ◦ c
n+1
i (x) is in Fk for k ≤ n and ∆ ◦ en+1(x) =
0. 
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This provides an explicit inductive description of the idempotent and the
confluence law. In the next section, we apply these constructions.
2 Dual case
There is no canonical vector space isomorphism between a vector space
and its dual. Moreover, as the morphism ϕ must also be a Sn-module
morphism, not all isomorphisms between A(n) ≃ C(n) and C∗(n) will give
rise to a rigidity theorem. We provide in this section a criterion on a given
basis to get such a family of Sn-module isomorphisms and then apply it to
several cases.
2.1 General results. We consider two connected algebraic operads A
and C. To satisfy a rigidity theorem, these operads must have the same
underlying S-modules. Let us now consider a basis Bn of the vector space
A(n) = C(n), we consider the morphism ϕn : A(n) → C
∗(n) given by the
duality with respect to Bn. We denote by B the union
⋃
n≥1Bn.
Let us now consider a free A-algebra H. The basis B induces a basis BH
of H. Given an element x of BH and an operation µ ∈ C(n), the coproduct
∆µ given by duality on x is then defined as:
∆µ(x) =
∑
x1,...,xn∈BH
µ(x1,...,xn)∋λ.x
λ∈K∗
1
λ
x1 ⊗ . . . ⊗ xn
=
∑
x1,...,xn∈BH
δx∗(µ(x1,...,xn))6=0
1
x∗(µ(x1, . . . , xn))
x1 ⊗ . . .⊗ xn,
where δx∗(µ(x1,...,xn))6=0 is the Kronecker symbol.
Note that thanks to Equation (9), both definitions coincide.
In operadic terms, this definition can be rewritten, for any operation
S ∈ A(k), cooperation T ∈ C(l) and elements (e1, . . . , el):
(16) C
T ∗(S)
(e1,...,el)
= δ
C
T (e1,...,el)
S
6=0
1
C
T (e1,...,el)
S
,
where Cfx denotes the coefficient of x in f .
For the ϕn to be Sn-module morphisms, the basis B has to satisfy some
conditions:
Definition 2.1.1. The basis B is said to be a compatible basis if products
and dual coproducts expressed in this basis commute with the action of
the symmetric group. In other words, for any cooperation ∆ ∈ C(n), any
operation µ ∈ A(n) and any σ ∈ Sn, we have:
∆ ◦ (µσ) = (∆)σ
−1
◦ µ.
Thanks to the shape of homogeneous confluence laws (Equation (9)), we
obtain directly:
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Proposition 2.1.2. If the considered basis B is a compatible basis, then the
family (ϕn) is a family of Sn-module isomorphisms and the rigidity theorem
applies: any conilpotent Cc −ϕ A-bialgebra is free and cofree over the vector
space of its primitives.
Remark 2.1.3. An example of bases of operads which are not compatible is
given by the Lyndon basis and the comb basis of the operad Lie (see [HV15]
for computation on the comb basis).
If we consider non symmetric operads, any basis is compatible and then
we obtain the following result which gives an explicit family of S-modules
isomorphisms ϕ:
Corollary 2.1.4. For any non symmetric operads A and C, any basis BA of
A and BC of C there exists a confluence law whose associated isomorphisms
are given by sending BA on the dual basis of BC such that the rigidity theorem
applies.
Example 2.1.5. Using the duality on usual bases of known operads, we
find back the following cases. We represent a product > by
>
and a
coproduct ∆> by
>
, omitting to precise the product or the coproduct if
there is no ambiguity.
• [Bor53] A =Comm, C =Comm with the Hopf mixed distributive law:
= + + + + + +
• [LR06] A =As, C =As with the n.u.i. mixed distributive law:
= + +
• [Bur10] A =As, C =Zinb with the semi-Hopf mixed distributive law,
denoted by ≺ the generating operation of Zinbiel:
= + + +
∗
+
∗
,
with ∗ =≺ ◦(id + (1 2)).
• [Bur08] A =Mag, C =Mag with the magmatic mixed distributive
law:
=
• [Bur08] A =Mag∞, C =Mag∞ with the infinite magmatic mixed
distributive law:
= = = 0
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• [Liv06] A =NAP, C =PreLie with the Livernet mixed distributive
law:
= + +
• [Lod08] A =Nil, C =Nil with nil mixed distributive law:
= − − +
• [Lod08] A = Dup, C =Dup with the following mixed distributive
law:
≻
≻
= + ≻
≻ +
≻
≻
≺
≻
= ≻
≺
≻
≺
= ≻
≺
≺
≺
= + ≺
≺ +
≺
≺
Note that if (Cc −α A)-bialgebras satisfy the rigidity theorem with a given
confluence law (α), so does (Ac −α¯ C)-bialgebras with the confluence law α¯
obtained as the dual of α, or, graphically, as the horizontal mirror image of
α.
Remark 2.1.6. Some cases are not obtained by duality of the same product,
for instance in the dendriform case, the isomorphism given by Foissy’s mixed
distributive law ([Foi07]) in arity two (between Dend(2) and Dend(2)∗) is
given by:
ϕ2 :1 ≻ 2 7→ (1 ≻ 2)
∗
1 ≺ 2 7→ (2 ≺ 1)∗.
The matrix of ϕ2 is diagonalisable but admits −1 as an eigenvalue. Indeed,
Foissy uses two different dendriform products defined on dendriform algebras
and computes the mixed distributive laws between one and the dual of the
other.
In the 2-as case computed by Loday et Ronco in [LR06], the isomorphism
given by Hopf and n.u.i. mixed distributive laws in arity two is diagonalis-
able but admits −1 and 3 as an eigenvalue. It would be interesting to know
if there exists two different 2-as products such that when looking at the
mixed distributive laws between one and the dual of the other, one recovers
Loday and Ronco’s mixed distributive laws.
2.2 PreLie Case. We consider here the PreLie operad and the rooted
tree basis introduced by Chapoton and Livernet in [CL01]: the free PreLie
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algebra on a vector space V is spanned by rooted (non planar) trees with
vertices indexed by V . This example was the motivation for the introduction
of confluence laws.
We recall that the relation satisfied by a PreLie product x is given by:
(xx y)x z − xx (y x z) = (xx z)x y − xx (z x y)
Combinatorially, the product T x S is the sum over all possible ways
to add an edge between a vertex of T and the root of S. The root of the
obtained tree is the root of T .
The dual coproduct is then given by the sum over all possible ways to
delete an edge in the tree:
∆(T ) =
∑
a∈E(T )
Ra(T )⊗ La(T ),
where Ra(T ) is the connected component of T − {a} containing the root of
T and La(T ) is the other connected component.
Remark 2.2.1. This coproduct is obtained by taking only connected com-
ponents in Connes-Kreimer coproduct.
To apply the rigidity theorem to some algebras, we compute the associated
confluence law:
Proposition 2.2.2. The PreLie product and its dual coproduct satisfy the
following confluence law, for T ∈ PreLie(n) and S ∈ PreLie(k), p1, . . . , pn+k
some primitive elements in a given PreLiec−PreLie-bialgebra:
∆(T x S) (p1, . . . , pn+k) = n× T (p1, . . . , pn)⊗ S(pn+1, . . . , pn+k)
+ (T x S1)⊗ S2(p1, . . . , pn+k) + (T1 x S)⊗ T2(p1, . . . , pn+k)
+ T1 ⊗ (T2 x S)(p1, . . . , pn+k),
where ∆(T ) = T1 ⊗ T2 and ∆(S) = S1 ⊗ S2.
=
#
+ + +
The previous definition of the confluence law is easier to apply. We also
state another definition, closer to the formal definition of confluence law but
strictly equivalent to the previous one, for T ∈ PreLie(n) and S ∈ PreLie(k):
∆S(T (p1, . . . , pn)) =
∑
S1,...,Sk
Si∈PreLie(li)
l1+...+lk=n
S1(pσ(1), . . . , pσ(l1))⊗. . .⊗Sk(pσ(n−lk+1), . . . , pσ(n)),
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where the sum is taken over products S1, . . . , Sk satisfying µ(S, S1, . . . , Sk)(p1, . . . , pn) ∋
T (p1, . . . , pn), where µ is the operad composition of PreLie and only one el-
ement S is taken in the orbit by the action of the symmetric group (for
instance, only one representative of (p1 x p2) x p3 − p1(x p2 x p3) =
(p1 x p3)x p2 − p1(x p3 x p2) is chosen.)
Proof. For the first expression, the decomposition is done following the
deleted edge: it can be between S and T , in S, or in T . If it is in T , it
can be between the root of T and the root of S or somewhere else.
The second expression follows quite easily from the definition of the dual
coproduct. 
It has been pointed to the authors that the sketch of this confluence law
can also be found in [MB14].
Example 2.2.3. Let us give explicitely the second formulation of confluence
laws on some example. For T = 4
52
31
and S = 2
31
, we get:
∆S(T )(p1, . . . , p5) =
p3 ⊗
p4
p5p2
⊗
p1 +
p1 ⊗
p4
p5p2
⊗
p3
+
p5 ⊗
p4
p2
p3
⊗
p1 +
p1 ⊗
p4
p2
p3
⊗
p5 +
p5 ⊗
p4
p2
p1
⊗
p3
+
p3 ⊗
p4
p2
p1
⊗
p5 +
p5 ⊗
p4 ⊗
p2
p3p1
+
p2
p3p1
⊗
p4 ⊗
p5 .
Note that there are two terms per way to choose one edge in a left subtree
and one edge in the right subtree of a node due to symmetries of S.
Proposition 2.2.4. Applying the algorithm, the idempotent is given by:
e = id+
∑
n≥2
∑
T∈HTn
Linext(S)∩Linext(T )6=∅
(−1)n−1
|Aut(T )|!
S ◦ T ∗,
where we see a rooted tree T as the Hasse diagram of a poset P (T ) with a
unique minimal element (the root) and Linext(T) is the set of linear exten-
sion of the poset P (T ).
Proof. We show that this idempotent vanishes on any non trivial rooted
tree by an inclusion-exclusion principle. For any S ∈ HTn, the coefficient
in front of a tree T ∈ HTn in e(S), with T having k edges different from
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Figure 1. A box tree.
the ones in S, is obtained from coproducts deleting these k edges and p− k
others by:
c×
∑
p≥k
(
n− 1− k
p− k
)
(−1)p = 0.
Hence the result. 
We now apply rigidity theorem for PreLie algebras to three examples in
the literature.
Example 2.2.5 (Box trees). We use the obtained criterion to give a new
proof of the freeness of the algebra of partitioned trees introduced in [Foi15].
Partitioned trees are equivalent to box trees introduced in [Oge13b].
Let us consider a quadruple (L, V,R,E), where
• L is a finite set called the set of labels,
• V is a partition of L called the set of vertices,
• R is an element of V called the root,
• E is a map from V − {R} to L called the set of edges.
We will denote by E˜, the map from V − {R} to V which associates to a
vertex v the vertex v′ containing the label E (v). The pair
(
V, E˜
)
is then
an oriented graph, with vertices labelled by subsets of L.
Definition 2.2.6 ([Foi15],[Oge13b]). A quadruple (L, V,R,E) is a box tree
if and only if the graph
(
V, E˜
)
is a tree, rooted in R, with edges oriented
toward the root.
A label l is called parent of a vertex v if E (v) = l.
In Figure 1, an example of box trees is presented. The root is the double
rectangle.
The product is given by the natural PreLie product on trees.
On this algebra, we define the following coproduct:
∆(x) =
∑
e∈E(x),
e:a→b
1
|a|
R(x− {e})⊗ L(x− {e}).
This coproduct satisfies the previous confluence law. Hence the associated
algebra is PreLie free, with primitive given by trees with no edges.
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Figure 2. An example of hypergraph on {1, 2, 3, 4, 5, 6, 7}.
4
1 2
3
Figure 3. An example of hypertree on {1, 2, 3, 4}.
Example 2.2.7 (Hypertrees). The bijection between decorated hypertrees
and a pair given by some type of box trees and decorated sets motivated the
introduction of the following product on hypertrees introduced by Berge in
[Ber89] and studied by the second author in [Oge13a], [Oge13b] and [DO15]:
Definition 2.2.8 ([Ber89]). A hypergraph (on a set V ) is an ordered pair
(V,E) where V is a finite set and E is a collection of elements of cardinality
at least two, belonging to the power set P(V ). The elements of V are called
vertices and those of E are called edges.
An example of hypergraph is presented in figure 2.
Definition 2.2.9. Let H = (V,E) be a hypergraph.
A walk from a vertex or an edge d to a vertex or an edge f in H is an
alternating sequence of vertices and edges beginning by d and ending by f
(d, . . . , ei, vi, ei+1, . . . , f) where for all i, vi ∈ V , ei ∈ E and {vi, vi+1} ⊆ ei.
The length of a walk is the number of edges and vertices in the walk.
Example 2.2.10. In the previous example, there are several walks from 4
to 2: (4, A, 7, B, 6, C, 2) and (4, A, 7, B, 6, C, 1,D, 3,D, 2). A walk from C to
3 is (C, 1,D, 3).
Definition 2.2.11. A hypertree is a non-empty hypergraph H such that,
given any distinct vertices v and w in H,
• there exists a walk from v to w in H with distinct edges ei, i.e. H
is connected,
• and this walk is unique, i.e. H has no cycles.
The pair H = (V,E) is called hypertree on V . If V is the set {1, . . . , n},
then H is called an hypertree on n vertices.
An example of an hypertree is presented in figure 3.
Let us consider a rooted hypertreeH, i.e. a hypertree with a distinguished
vertex. Given an edge e of H, there is one vertex of e which is the nearest
from the root of H in e: let us call it the petiole of e.
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We define a PreLie product on rooted hypertrees H x G as the sum of
all the ways to graft the root of G on a vertex v of H, where the grafting is
given by adding an edge between v and r.
Example 2.2.12. We represent below the product of two rooted hypertrees:
4
1 2
3
x
6
75
= 4
1 2
3
6
75
+ 4
1 2
3
6
75
+ 4
1 2
3
6
75
+
4
1 2
3
6
75
.
On this algebra, we define the following coproduct:
∆(T ) =
∑
e∈E(T )
R(T − {e}) ⊗ L(T − {e}).
This coproduct satisfies the previous confluence law. Hence the associated
algebra is PreLie free, with primitive given by hypertrees with no binary
edge, i.e. edge of cardinality two.
Example 2.2.13 (Fat trees). In [Oge13b] and [DO14], the second author
also studied the notion of (rooted) fat trees introduced in [Zas02]:
Definition 2.2.14 ( [Zas02]). A fat tree on a set V is a partition of V , whose
parts are called vertices, together with edges linking elements of different
vertices, such that:
• a walk on the fat tree is an alternating sequence (a1, b1, c1, a2, . . . , cn),
where for every i, ai and ci are elements of different vertices and bi
is an edge between ai and ci, and for every i between 1 and n − 1,
ci and ai+1 are elements of the same vertex;
• For every pair of elements of different vertices (a, c), there exists one
and only one walk from a to c.
A rooted fat tree is a fat tree with a distinguished element called the root.
In Figure 4, an example of a rooted fat tree is presented. The root is
circled.
The vector space of rooted fat trees can easily be endowed with a PreLie
product given by the tree structure.
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Figure 4. A rooted fat tree.
On this algebra, we define the following coproduct:
∆(x) =
∑
e∈E(x),
e:a∈A→b∈B
1
|A||B|
R(x− {e}) ⊗ L(x− {e}).
This coproduct satisfies the previous confluence law. Hence the associated
algebra is PreLie free, with primitive given by fat trees with no edges.
Remark 2.2.15. This example shows that the formula (9) should contain a
sum over permutations of primitive elements to take into account the action
of the symmetric group, and automorphism groups of operations, which
does not appear in [Lod08]. For instance, in PreLie(3), we have, denoting
the generating product and coproduct respectively by ∆ and µ:
(∆⊗ id) ◦∆ ◦ µ ◦ (µ⊗ id− id⊗ µ) (p1, p2, p3) = p1 ⊗ p2 ⊗ p3 + p1 ⊗ p3 ⊗ p2,
for any triples of primitive elements pi. The second term of the sum will
always appear if the first one appear because of the equality:
µ ◦ (µ⊗ id− id⊗ µ) (p1, p2, p3) = µ ◦ (µ⊗ id− id⊗ µ) (p1, p3, p2).
2.3 Perm Case. We now apply the rigidity theorem in dual case to Op-
erad Perm, introduced by Chapoton in [Cha01] endowed with the usual
vector space basis given by pointed sets.
We recall that the relation satisfied by a Perm product × is given by:
(x× y)× z = x× (y × z)
= x× (z × y)
Combinatorially, the product S1 × S2 is the pointed set obtained by the
union of S1 and S2 pointed in the pointed element of S1.
The dual coproduct is then given by the sum over all possible ways to
split the set S in two pointed set S1 and S2 such that S is the union of S1
and S2 and the pointed element of S1 is the pointed element of S:
∆(S) =
∑
S1∪S2=S
p(S)=p(S1)
S1 ⊗ S2,
where, for any pointed set T , p(T ) denotes the pointed element of T .
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In this case, the idempotent is given explicitly by the following formula:
e =
∑
n≥1
(−1)n−1
n!
nn−1Dn,
where Dn is defined recursively by:
D1 = id
Dn+1 = × ◦ (Dn ⊗ id) ◦∆.
Remark 2.3.1. We use the notation D because the diagram of D2 = ×◦∆
is a diamond.
Proof. We show by induction thatDk({1, . . . , n}) =
∏k
i=1(n−i)(k+1)
n−k−1.
The iterated coproduct satisfies the following relation:
∆k({1, . . . , n}) =
n−1∑
p=k
(n− p)
(
n− 1
p− 1
)
∆k−1(({1, . . . , p})).
Indeed, only terms in the coproduct whose left part has at least k elements
remain after k coproducts. To choose such a decomposition, we have (n −
p)
(
n−1
p−1
)
choices. 
To apply the rigidity theorem to some algebras, we compute the associated
confluence law:
Proposition 2.3.2. The Perm product and its dual coproduct satisfy on
primitive elements the following confluence law, with T =
∑
k≥1
1
k
δT∈Perm(k)
and T˙ = T + δ(∆(T ))2∈Perm(1)(∆(T ))2 × (∆(T ))1, for any element T , where
δ is the Kronecker symbol:
∆(T × S) =T ⊗ S˙ + T1 ⊗ (T2 × S + S˙ × T2) + (T1 × S)⊗ T2 + (T × S1)⊗ S2
+(T × S2)⊗ S˙1 + (T1 × S1)⊗ (T2 × S2 + S2 × T2)
+(T1 × S2)⊗ (T2 × S1 + S1 × T2),
where ∆(T ) = T1 ⊗ T2 and ∆(S) = S1 ⊗ S2.
Proof. The coproduct of the product is obtained by merging T and S, for-
getting the pointed element of S and then splitting the pointed set into two
pointed sets, the left one containing the pointed element of T . The equality
is obtained by considering the different cases:
• if the splitting separates S and T , T is on the left side and S can be
pointed in any element,
• if the splitting splits T only, the right part of the coproduct can be
pointed in an element of t or any element of S,
• if the splitting splits S only, the pointed element of the left part of
the coproduct is fixed and the right part can contain the pointed
element of S (which is in S1) or not and then be pointed in any
element.
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1
2 3
· 4
5
= 1
2 3 4
5
Figure 5. NAP product
∆ : 1
2 3
4
7→ 1
2
⊗ 3
4
+ 1
3
4
⊗ 2
Figure 6. NAP coproduct
• if the splitting splits both S and T , the pointed element of S can be
on the right or on the left part and the pointed element of the right
part can be chosen in T or in S.

2.4 NAP Case. We consider here the NAP operad (see [CL01] and [DL02]).
Livernet has proven in [Liv06] the existence of a mixed distributive law such
that any conilpotent PreLie coNAP bialgebra satisfying the associated mixed
distributive law is free and cofree over its primitive elements. We study here
NAP coNAP bialgebras.
The NAP product · on a vector space V satisfies the following relation,
for all x,y and z in V :
(x · y) · z = (x · z) · y.
A basis of a free NAP algebra over a vector space is given by the set of
rooted trees on n vertices labelled by elements from V , denoted by RTn(V ).
The product of two trees T and S in this algebra is then the tree T · S
obtained by grafting the root of S to the root of T (see Figure 5).
The coproduct ∆(T ) of a tree T in this algebra, given as the dual of
the product, is the sum of all possible trees obtained by deleting an edge
attached to the root of T . The part containing the root of T is then the left
part of the coproduct (see Figure 6).
To apply the rigidity theorem to some algebras, we compute the associated
confluence law (which is a mixed distributive law):
Proposition 2.4.1. The NAP product · and its associated dual coproduct
satisfy the following mixed distributive law:
∆(T · S) = T ⊗ S + T1 · S ⊗ T2,
where ∆(T ) = T1 ⊗ T2 (Sweedler’s notation).
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= +
Proof. ∆(T · S) is the sum of all possibilities of deleting an edge containing
the root of T in the tree obtained by adding an edge e between the root of
T and the one of S. The result comes from the following decomposition:
either the edge deleted is e or it is an edge of T . 
The previous reasoning gives us the following expression for idempotent,
checked in the proof below:
e =
∑
n≥1
(−1)n−1
n
n!
Dn,
where Dn is defined recursively by:
D1 = id
Dn+1 = · ◦ (Dn ⊗ id) ◦∆.
Proof. The operatorDn can be rewritten in terms of rooted trees by 1
2 3 ... n
◦ 1
2 3 ... n ∗
. The partial sum ek =
∑k
n≥1(−1)
n−1 n
n!Dn vanishes over all
rooted trees on at least two vertices, whose root has at most k children.

Any free PreLie algebra can be endowed with a natural structure of free
NAP algebra. Note that it is not the case for non free PreLie algebras: for
instance, the PreLie structure on Mag operad cannot be endowed with a
NAP product (see [BDOM]).
The examples developed in the subsection 2.2 can then be seen as NAP-
algebras when considering grafting to the root only.
Example 2.4.2 (Box trees). Considering Example 2.2.5 endowed with the
natural NAP structure associated to the PreLie product, we can define the
following coNAP coproduct:
∆(x) =
∑
e∈Er(x),
e:r→b
1
|r|
R(x− {e}) ⊗ L(x− {e}),
where Er(x) is the set of edges of x adjacent to the root r of x.
This coproduct satisfies the previous mixed distributive law. Hence the
associated algebra is NAP free, with primitive given by trees with no edges.
Example 2.4.3 (Hypertrees). Considering Example 2.2.7, we define a NAP
product on rooted hypertrees H · G as the hypertree obtained by grafting
the root rG of G on the root rH of H, where the grafting is given by adding
an edge between rG and rH .
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On this algebra, we define the following coproduct:
∆(T ) =
∑
e∈Er(T )
R(T − {e}) ⊗ L(T − {e}),
where Er(T ) is the set of edges of T adjacent to the root r of x.
This coproduct satisfies the previous mixed distributive law. Hence the
associated algebra is NAP free, with primitive given by hypertrees with no
binary edge, i.e. edge of cardinality two.
Example 2.4.4 (Fat trees). Considering Example 2.2.13 endowed with the
natural NAP structure associated to the PreLie product, we can define the
following coNAP coproduct:
∆(x) =
∑
e∈Er(x),
e:r∈R→b∈B
1
|R||B|
R(x− {e}) ⊗ L(x− {e}),
where Er(x) is the set of edges of x adjacent to the root r of x.
This coproduct satisfies the previous mixed distributive law. Hence the
associated algebra is NAP free, with primitive given by trees with no edges.
2.5 PAN Case. We consider here the Koszul dual of the NAP operad,
denoted by PAN. The PAN product ↽ on a vector space V satisfies the
following relation, for all x,y and z in V :
x ↽ (y ↽ z) = 0
(x ↽ y)↽ z = (x ↽ z)↽ y
Proposition 2.5.1. The operad PAN is the Koszul dual of the operad NAP.
Proof. We use the methods of V. Dotsenko and E. Hoffbeck (see [Hof10])
to determine the Koszul dual of NAP operad. Let us recall the relation in
NAP:
(x · y) · z = (x · z) · y.
The orthogonal of this relation is precisely the relations of PAN. 
A basis of a free PAN algebra over a vector space V is given by the set of
pointed sets on n elements labelled by elements from V . Denoting in bold
the pointed element of the set, the product of two pointed sets {x1, . . . , xk}
and {y1, . . . , yl} in this algebra is then the pointed set {x1, . . . , xk, y1, . . . , yl}
if l = 1, 0 otherwise.
The coproduct ∆(u) of a pointed set u pointed in x in this algebra, given
as the dual of the product, is given by:
(17) ∆(u) =
∑
a∈u
a6=x
u− {a} ⊗ {a},
where the set u− {a} is pointed in x.
To apply the rigidity theorem to some algebras, we compute the associated
confluence law:
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Proposition 2.5.2. The PAN product ↽ and its associated dual coprod-
uct satisfy the following confluence law on the primitive elements of any
conilpotent PAN-bialgebra:
(18) ∆(u ↽ v) = δv∈PAN(1) (u⊗ v + u1 · v ⊗ u2) ,
where ∆(u) = u1 ⊗ u2 (Sweedler’s notation) and δ is the Kronecker symbol.
= δv∈PAN(1) +
Proof. If v /∈ F1, ∆(u ↽ v) = 0. Otherwise, the coproduct is obtained by
either separating u and v or splitting u. 
The previous reasoning gives us the following expression for idempotent,
checked in the proof below:
e =
∑
n≥1
(−1)n−1
n
n!
Dn,
where Dn is defined recursively by:
D1 = id
Dn+1 = · ◦ (Dn ⊗ id) ◦∆.
Proof. We show by induction that Dk({1, . . . , n}) =
∏k−1
i=1 (n − i). Indeed,
the iterated coproduct satisfies the following relation:
(19) ∆k({1, . . . , n}) = (n− 1)∆k−1(({1, . . . , n− 1})).
The equality then comes from Newton binomial theorem. 
coPAN-Perm bialgebras
Any Perm algebra can be endowed with a structure of coPAN bialgebras
by considering the coproduct dual to the natural structure of PAN-algebra.
The following confluence law follows directly from the definitions:
Proposition 2.5.3. The Perm product × and the associated dual coPAN-
coproduct satisfy the following confluence law on the primitive elements of
any conilpotent coPAN-Perm-bialgebra:
(20) ∆(u×v) = δv∈PAN(1)u⊗v+u1×v⊗u2+u×v1⊗v2+δv1∈PAN(1)u×v2⊗v1,
where ∆(u) = u1 ⊗ u2 and ∆(v) = v1 ⊗ v2 (Sweedler’s notation).
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2.6 Associative, Leibniz, Poisson and Zinbiel case. We now con-
sider rigidity theorems obtained from operads which underlying free alge-
bras is the tensor algebra (with different products): Associative, Leibniz,
Poisson and Zinbiel. These operads were introduced respectively in [Lod93],
[Fre06] and [Lod95].
The relations satisfied by these operads are respectively:
• for the Associative product ·, (x · y) · z = x · (y · z) (the · will be
sometimes omitted)
• for the Leibniz product [., .], [[x, y], z] = [x, [y, z]] + [[x, z], y],
• for the Poisson products× and {., .}, × is (associative) commutative,
{ , } is a Lie bracket and {x× y, z} = x× {y, z} + {x, z} × y
• for the Zinbiel product ≺, (x ≺ y) ≺ z = x ≺ (y ≺ z) + x ≺ (z ≺ y)
Using relations, Poisson can be interpreted as Comm ◦Lie (commutative
products of Lie brackets of elements). A basis of Poisson operad is then
given by the usual Lyndon basis of Lie algebras, with commutative terms
sorted by non increasing order. The obtained terms are then naturally
bracketed, the Lie brackets being determined by left-to-right minima and
being naturally bracketed as Lyndon words (for instance, 4652371 stands
for {{4, 6}, 5} × {2, {3, 7}} × 1). We denote these representation in bold to
distinguish it from the representation below.
To identify it as associative elements, one has to use the injection of Lie
algebras into associative algebras defined by i : [a, b] 7→ i(a) · i(b)− i(b) · i(a)
and the injection of commutative algebras into associative algebras defined
by ι : a× b 7→ sh(ι(a), ι(b)).
Using the above injections and with implicit · between elements in the
right part of the equality, we obtain a basis of the Poisson operad. The
elements of small arities are then given by:
• in arity 2, 12 = 1× 2 = 12 + 21 and 21 = [1, 2] = 12− 21
• in arity 3,
123 = {1, {2, 3}} = 123 − 132− 231 + 321
132 = {{1, 3}, 2} = 132 − 312− 213 + 231
213 = 2× {1, 3} = 213 − 231 + 132 − 312
231 = {2, 3} × 1 = 231 − 321 + 123 − 132
312 = 3× {1, 2} = 312 − 321 + 123 − 213
321 = 3× 2× 1 = 123 + 132 + 213 + 231 + 312 + 321
Combinatorially, these products correspond on the tensor algebra to:
• the concatenation for the associative product:
(x1 . . . xp) · (xp+1 . . . xp+q) = x1 . . . xp+q
• for the Leibniz product [., .],
[x1 . . . xp, y1, . . . yq] =
∑
I⊔J={2,...q}
(−1)|J |x1 . . . xpyj|J| . . . yj1y1yi1 . . . yi|I|
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with i1 < i2 < . . . < i|I| and j1 < j2 < . . . < j|J |,
• the shuffle product for the Poisson product × and the commutator
of concatenation for the Poisson bracket {., .}:
{(x1 . . . xp), (xp+1 . . . xp+q)} = x1 . . . xpxp+1 . . . xp+q − xp+1 . . . xp+qx1 . . . xp
and
(x1 . . . xp)× (xp+1 . . . xp+q) = shp,q(x1 . . . xp, xp+1 . . . xp+q).
• the halfshuffle for the Zinbiel product:
(x1 . . . xp) ≺ (xp+1 . . . xp+q) = x1 shp−1,q(x2 . . . xp, xp+1 . . . xp+q),
where shα,β(x1, . . . , xα+β) =
∑
π xπ(1) . . . xπ(α+β), with π
−1(1) <
. . . < π−1(α) and π−1(α+ 1) < . . . < π−1(α+ β).
The associated dual coproducts are then given on the tensor algebra by:
• the deconcatenation for the associative product:
∆·(x1 . . . xp) =
p−1∑
i=1
x1 . . . xi ⊗ xi+1 . . . xp,
• for the Leibniz coproduct [., .],
∆[.,.](x1 . . . xp) =
p−1∑
i=1
∑
j>i
(−1)j−(i+1)x1 . . . xi⊗xj sh(xj+1 . . . xp, xj−1 . . . xi+1),
• the coshuffle coproduct for the Poisson product × and the commu-
tator of deconcatenation for the Poisson bracket {., .}:
∆{.,.}(x1 . . . xp) =
p−1∑
i=1
x1 . . . xi ⊗ xi+1 . . . xp − xi+1 . . . xp ⊗ x1 . . . xi,
and
∆×(x1 . . . xp) =
∑
I⊔J={1,...p}
I,J 6=∅
xi1 . . . xi|I| ⊗ xj1 . . . xj|J|
with i1 < i2 < . . . < i|I| and j1 < j2 < . . . < j|J |.
• the cohalfshuffle for the Zinbiel coproduct:
∆≺(x1 . . . xp) =
∑
I⊔J={2,...p}
x1xi1 . . . xi|I| ⊗ xj1 . . . xj|J|,
with i1 < i2 < . . . < i|I| and j1 < j2 < . . . < j|J |.
The mixed distributive laws for the different relations are given by:
• Associative-Associative case: n.u.i. mixed distributive law proven
in [LR06] (written on Example 2.1.5),
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• Associative-Zinbiel case: semi-Hopf mixed distributive law proven
in[Bur10] (written on Example 2.1.5). Note that the product ∗ =≺
◦(id + (12)) used is exactly the shuffle product ×,
• Associative-Leibniz case: To express a confluence law, we need some
operators expressed in terms of coassociative coproduct and Leibniz
product:
RV(x) = δx∈F1 + δx1∈F1 [RV(x2), x1],
where ∆·(x) = x1 ⊗ x2 and δ is the Kronecker symbol,
x · y = δy∈F1 [x, y] + δy2∈F1 [x.y1, y2],
[ǫ, x1 . . . xn] = x1 . . . xn +
∑
I⊔J={1,...,n}
RV(xi1 . . . xi|I|) · xj1 . . . xjJ ,
where I = {i1, . . . , i|I|}, i1 < . . . < i|I|, J = {j1, . . . , j|J |}, j1 <
. . . , j|J | and the sequences are extracted thanks to deconcatenation
and concatenation defined just above.
The confluence law is then given combinatorially, according to
where the deconcatenation occurs, by:
∆·([u, v]) = u⊗ [ǫ, v]+(∆·(u))1⊗ [(∆·(u))2 , v]+u ·(∆·([ǫ, v]))1⊗(∆·([ǫ, v]))2
• Associative-Poisson case: The mixed distributive law is given com-
binatorially by:
∆·(u× v) = u⊗ v + v ⊗ u+ (u× v1)⊗ v2 + v1 ⊗ (u× v2) + (u1 × v)⊗ u2
+ u1 ⊗ (u2 × v) + (u1 × v1)⊗ (u2 × v2) (Hopf)
and
∆·({u, v}) = u⊗ v− v⊗ u+u1⊗ u2 · v+u · v1⊗ v2− v1⊗ v2 · u− v ·u1⊗ u2,
where ∆·(u) = u1 ⊗ u2 and ∆·(v) = v1 ⊗ v2.
• Zinbiel-Leibniz case: Remark first that the concatenation can be
obtained recursively by:
u · v =
∑
k≥1
δv1,...,vk∈F1 [[. . . [[u, v1], v2] . . .], vk]
where (id⊗ . . . ⊗∆≺) ◦ . . . ◦∆≺(v) = v1 ⊗ . . .⊗ vk.
We can then define as previously the operations RV and [ǫ, v].
The confluence law is thus given combinatorially by:
∆≺([u, v]) = u⊗ [ǫ, v]+(∆≺(u))1⊗ [(∆≺(u))2 , v]+ [(∆≺(u))1 , v]⊗ (∆≺(u))2
No term can be obtained by splitting v because a term uvl1 . . . vlk⊗
vr1 . . . vrp can be obtained thanks to k+1 different elements of [u, v]
(according to how the elements are mixed) and then the coefficient
of this term is exactly
∑k
p=0(−1)
p
(
k
p
)
= 0.
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2.7 Dendriform and Tridendriform case. These cases are treated in
the article [BDO]. The relations obtained for the bidendriform bialgebra are
different from the ones obtained by Foissy in [Foi07].
2.8 2-as and dipt case. We now compute mixed distributive laws for
Operads 2-as and Dipt, introduced by J.-L. Loday and M. Ronco in [LR06]
and [LR03].
We recall that the relation satisfies by 2-as products ∗ and · are given by:
(x ∗ y) ∗ z = x ∗ (y ∗ z)
(x · y) · z = x · (y · z)
Combinatorially, the free 2-associative algebra on a vector space V is
spanned by words on planar trees with leaves decorated by elements of V .
The product ∗ is then the concatenation of trees in the word and · is a
grafting on a new root.
Following the dual case for the associative operad, the products and their
dual coproducts are linked by the mixed distributive law given in the fol-
lowing array:
∗ ·
∆∗ n.u.i. 0
∆· 0 n.u.i
We recall that the relation satisfies by dipterous products ⋆ and ≺ are
given by:
(x ⋆ y) ⋆ z = x ⋆ (y ⋆ z)
(x ≺ y) ≺ z = x ≺ (y ⋆ z)
Combinatorially (see [LR06] and [LR03]), the free dipterous algebra on a
vector space V is spanned by words on planar trees with leaves decorated
by elements of V . The product ⋆ is then the concatenation of trees in the
word and ≺ is given recursively by:
s1 . . . sk ≺ t1 . . . tn = ((((s1 ∨ s2 ∨ . . . ∨ sk ∨ t1) ∨ t2) . . .) ∨ tn) ,
where si and ti are trees and t1 ∨ ... ∨ tn is the grafting of all the trees ti on
a new root.
The coproduct is then given by considering the unique leftmost path from
the root of the tree to the first node of arity different from two (this path
can be trivial if the arity of the root is not two): there is as many term in
the coproduct as there are edges in this path and a term is obtained from
an edge e by deleting all edges starting from vertices on the path between
the root and e and reordering the terms according to the previous recursive
equation.
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Example 2.8.1. An example of dipterous product and coproduct is pre-
sented below:
∆≺ :
g
f
d e
cba
7→
cba
d ⊗ e f g +
d e
cba
⊗ f g
+
f
d e
cba
⊗ g
cba
d
fe
≺ g
ih
j =
j
h id g
a b c e f
The products and their dual coproducts are then linked by the following
mixed distributive law according to where the edge e comes from:
∆⋆(u ⋆ v) = u⊗ v + (∆⋆(u))1 ⊗ ((∆⋆(u))2 ⋆ v) + (u ⋆ (∆⋆(v))1)⊗ (∆⋆(v))2 (n.u.i.)
∆⋆(u ≺ v) = 0
∆≺(u ⋆ v) = 0
∆≺(u ≺ v) = u⊗ v + (∆≺(u))1 ⊗ ((∆≺(u))1 ⋆ v) + (u ≺ (∆⋆(v))1)⊗ (∆⋆(v))2 ,
where ∆>(u) = (∆>(u))1 ⊗ (∆>(u))2 for any operation > (Sweedler’s nota-
tion of coproduct).
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