Abstract-This paper describes a content-based image retrieval digital library that supports geographical image retrieval over a testbed of 800 aerial photographs, each 25 megabytes in size. In addition, this paper also introduces a methodology to evaluate the performance of the algorithms in the prototype system. The major contributions of this paper are two. 1) We suggest an approach that incorporates various image processing techniques including Gabor filters, image enhancement, and image compression, as well as information analysis technique such as self-organizing map (SOM) into an effective large-scale geographical image retrieval system. 2) We present two experiments that evaluate the performance of the Gaborfilter-extracted features along with the corresponding similarity measure against that of human perception, addressing the lack of studies in assessing the consistency between an image representation algorithm or an image categorization method and human mental model. Index Terms-Content-based image retrieval, digital library, Gabor wavelets, self-organizing map, system evaluation.
I. INTRODUCTION
The emergence of digital libraries makes content-based image retrieval an issue of rapidly increasing importance. To make an image system accessible requires the integration of image processing and information retrieval technologies. Currently, these two research areas are completely separate and rarely interact. To counteract the nonscalability of the traditional approach of textual annotation, effective algorithms for image feature extraction and image representation have been developed in the image processing field. However, incorporation of those algorithms into an effective image retrieval system has not been completely explored. This work presents a texture-based geographical image retrieval system, called SOM-AIR, that supports geographical image retrieval over a testbed of 800 aerial photographs, each 25 Mbytes in size. The description of this system proposes an approach to incorporating various image processing techniques including Gabor filters, image enhancement, and image compression into creation of an effective image digital library. In addition, The system applies SOM, an information analysis technique that has been successfully applied in textual information retrieval in the Illinois/Arizona digital library project [1] , [18] to categorize geographical images based on texture features extracted from them. To assist users in specifying their queries and to translate users' high level queries into low-level texture features, the SOM-AIR system takes advantage of the two-dimensional (2-D) display of the SOM output as a part of its user interface for convenient on-click image retrieval.
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trieval research compares potential algorithms by running them on data sets from the Brodatz album [20] and has rarely evaluated the performance of an algorithm against that of human subjects. To address this weakness, this paper presents a way to evaluate the performance of image representation and categorization techniques that the SOM-AIR system uses. Two evaluations were conducted in such a manner that the performance of the system was directly compared with that of human subjects. The structure of this correspondence is as follows. Section II provides an overview of the SOM-AIR system. Section III reviews the procedure of feature extraction using Gabor filters and the evaluation. Section IV describes the SOM algorithm and its application in image retrieval, followed by an evaluation. The implementation and the functionality of the SOM-AIR system are presented in Section V. Section VI provides a discussion and conclusions.
II. THE OVERVIEW OF THE SOM-AIR SYSTEM

A. The Testbed
The testbed of the SOM-AIR system is a collection of 800 aerial photos provided by the Map and Imagery Laboratory of Davidson Library at the University of California, Santa Barbara (UCSB). The areas that the data set covers include Santa Barbara County, Channel Islands, Anacapa Island, and Santa Barbara Island.
B. System Architecture
As a joint effort between the Illinois Digital Library project [3] , [23] and the Alexandria Digital Library Project [24] , our prototype aerial photo image digital library attempts to provide a user-friendly, scalable approach to air photo image retrieval. Content-based image retrieval in a large map and imagery library such as that of the UCSB (which owns over 3.5M maps and aerial photographs, one of the largest collections in the world) requires significant research effort in both image analysis and digital library content management and interface development. Fig. 1 presents the architecture of the SOM-AIR system. The system consists of a user interface, five subsystems, and three databases. The functionality of major components of the system and what technique is applied at which part of the system are described below.
The Image Enhancement Subsystem applies the normalized contrast stretching algorithm [22] on the digitized aerial photos to improve the visual quality of some low contrast images. An advantage of using this algorithm is that it gives both the convenience of image brightness control and adjustability of image contrast by simply assigning values of the desired mean and standard deviation to the processed image.
The feature extraction subsystem extracts salient texture features of input images by using Gabor filters. Each image is divided into tiles, each of which is represented by the features extracted. The low-level features created are stored in the feature database.
The image compression subsystem compresses an image to a set of images with various resolutions by applying the Joint Photographic Experts Group (JPEG) compression. Users often expect an image retrieval system to return a set of images that match their queries; maintaining a hierarchical resolution of images will enable the system to meet this user requirement without sacrificing performance, especially in web-based image retrieval. The lowest resolution images can be used as thumbnails for rapid browsing and higher resolution images can provide more detailed visual information. The subsystem stores image data generated into the image database. The image indexing and categorization subsystem applies SOM to categorize images based on the texture features extracted. Each image consists of tiles and is associated with a set of image data with various resolutions. Every tile is represented by its texture features and is grouped into a category. All this information is stored in the meta-data database.
The user interface consists of four frames: the query frame, the texture-info frame, the results frame, and the image frame. The user interface uses the 2-D display of SOM output to support "retrieve by browsing" or "query by example." The query results with different resolutions are also displayed. A detailed description of the interface is presented in Section V of this paper.
III. TEXTURE FEATURE EXTRACTION
A. Algorithm Description
The traditional algorithm of textual annotation represents an image based on its author, date, and content. This approach, however, fails to capture the complete content of an image and requires manual effort to define and enter the necessary annotation. To counteract the nonscalability of this approach, effective algorithms for image feature extraction and image representation have been developed, as evidenced by several recent prototypes such as the Photobook system at MIT [19] and by commercial systems, such as IBM's QBIC system [7] . A variety of algorithms can be employed to extract low-level features in image retrieval systems. For instance, QBIC calculates the texture features of an image according to its coarseness, contrast, and directionality. Photobook consists of three parts: the Appearance Photobook, the Shape Photobook, and the Texture Photobook. In the texture Photobook, Wold-based representations are used to extract the texture features of an image. In the Los Alamos National Lab's CANDID Project, Laws' texture energy maps are applied to extract textural features from pulmonary CT images [13] . In [16] , in the prototype system for the Alexandria Digital Library Project, Manjunath and Ma used Gabor filters to extract texture features of an aerial photo.
The selection of an algorithm for image representation varies with the image type. For instance, an algorithm may work well with medical images but may not be appropriate for geographical images. In our prototype system, since we used aerial photos as the input of the prototype system, we employed Gabor filters as our image representation algorithm and Euclidean distance as the similarity measure in the feature space. Gabor filters were first proposed by Gabor [8] in 1946 to analyze one-dimensional (1-D) signals such as audio signals, and were extended into 2-D by Daugman [6] in 1980. As indicated in [16] , Gabor filters perform well in representing aerial photos. Our experiment, presented in the next subsection, also indicated that Gabor-filter-extracted features and associated similarity measure could map the human perception of aerial photo similarity.
B. Evaluation
To evaluate how well the human perception of geographical image similarity is mapped by Gabor-filter-extracted texture features along with corresponding similarity measures, we designed an experiment that involved ten human subjects and ten different sample images. Every image consisted of 192 tiles, each of which was made up of 128 × 128 pixels. Both the system and human subjects performed the same tasks. An expert with three years of experience in analyzing remote sensing pictures evaluated both sets of results. For every image, we randomly selected six tiles as reference tiles. We assigned every subject one image and the corresponding reference tile. For each reference tile, we asked the subject to evaluate every tile on the image and assign a score, from 0-10, based on its similarity to the reference tile. The quality of the performances of subjects and the system was measured by the values of precision and recall. Precision represented the relevance of the retrieved information, while recall indicated how much of the relevant information in the database was retrieved [21] .
Our geographical image system determines the similarity between image tiles based on Euclidean distances in their feature space. We decided on a threshold of Euclidean distance and considered an image tile to be similar to a reference tile when the Euclidean distance between them was shorter than that threshold value. This threshold was determined during the pilot study according to our visual judgment. We also set a threshold value for the scores assigned by human subjects in the first part of the experiment. We believed other images were either similar or not similar to a reference tile. Janes [12] conducted an experiment to study humans' perception of relevance. During his experiment, human subjects were asked to give a "break point" on a continuum of relevance from zero relevance to complete relevance, he found that the break points assigned by human subjects exhibited a wide range. However, the mean value of the break point remained at around 50 on a scale of 100. Therefore, we considered an image tile to be similar to the reference tile if human subjects assigned it a score higher than or equal to six.
The results of this part of the experiment is summarized as follows.
1) The system exhibited no statistically significant difference from human subjects in the precision comparison (subject precision = 42.55%, system precision = 47.64%, P = 0:428), while it performed less well than human subjects in the comparison of recall(subject recall = 78.00%, system recall = 66.38%, P = 0:034). 2) The top five similar tiles suggested by the system and by human subjects were often different. The rationale behind this appears to be that the measure of Euclidean distance only partially resembles human perception of similarity. This finding is consistent with the results of [15] , which indicated that nearest-neighbor search failed to retrieve some other more relevant patterns. 3) Both the system and the human subjects did well in retrieving tiles with distinguishable texture but had difficulty in retrieving image tiles without apparent texture. For instance, both the system and human subjects did well in retrieving image tiles of orchard, which has apparent texture, while both the human subjects and the system had difficulty in retrieving the pure water tiles because water tiles had the same homogeneous Fig. 2 . Query frame of the SOM-AIR interface. The other tabs such as "AVHRR" and "TERM" are used to integrate image retrieval with textual document retrieval and numerical satellite data retrieval. In this work, we focus on image retrieval. The query frame is a 2-D display of SOM output. User-selected tiles are highlighted.
texture as soil or forest tiles. This suggests that under some circumstances, texture alone is insufficient to represent image.
IV. APPLY SOM IN IMAGE CATEGORIZATION
A. Algorithm Description
This section describe how we adopted an unsupervised classification technique, self-organizing map (SOM) for image categorization. SOM was first proposed by Kohonen, who based his neural network on the associative neural properties of the brain [14] . The network consists of an input layer and an output layer. The number of the input nodes equates to the number of attributes associated with the input. After all of the input is processed, the result is a spatial representation of the input data, organized into clusters of similar regions. SOM is defined as a mapping from a high-dimensional input space into a 2-D array of output nodes, and the output nodes that are topographically close are considered to be similar to each other.
Several recent studies adopted the SOM approach to textual analysis. Examples are the Distributed Script Processing and Episodic Memory Network (DISCERN) developed by Mikkulainen [17] as a natural language processing system, the WEBSOM system developed by Kohonen's group for newsgroup classification [11] , and the multilayered SOM˝system developed by the Arizona Artificial Intelligence Laboratory for Internet home page categorization [4] . Their work suggests a high applicability of the SOM approach to large-scale classification.
To apply SOM to image categorization, the SOM-AIR system divides each image into small tiles, each of which has the size of 128 × 128 pixels. Tiles are the smallest units in the SOM system and are represented by the Gabor-filter-extracted features. The adaptive SOM algorithm applied in the SOM-AIR image retrieval system is summarized as follows.. 1) Initialize the weights connecting the N input nodes and the M output nodes at a small random value and initialize the neighborhood size re . We use wij to denote the weight between the input node i and the output node j . where n(t) is a learning rate that is decreased with time. 5) Repeat steps 2, 3, and 4, until all feature vectors have been used. 6) Repeat steps 2, 3, 4, and 5 with a decreasing learning rate and neighborhood size. 7) Assign every tile to an output node that has minimum Euclidean distance to the feature vector of that tile. 8) Label each output node with a tile whose feature vector has minimum Euclidean distance to this node. 9) Merge adjacent output nodes that have the same label to form a category. The tile that labels the category is called the representative tile of that category. Thus the SOM map created can be considered to be a graphical categorization of the images.
B. Evaluation
We also designed an experiment to evaluate the performance of the SOM. We continued to use the same ten images in this part of the experiment, but a different group of ten human subjects participated. Every human subject worked with one image that was categorized by using the SOM algorithm. We used the system-selected representative tiles as suggested categories. Human subjects categorized the image by selecting all the tiles in the image into one of the suggested categories.
Again, both the expert and the system completed the same task the human subjects performed in this experiment. We continued to use the measures of precision and recall to evaluate the performance of the system. 1) The results of this part of the experiment are listed below. The system did at least as well as human subjects in image categorization. The precision and recall comparisons indicated that there were no statistically significant differences between performances of the human subjects and of the system (subject recall = 40.00%, system recall = 41.60%, subject precision = 35.08%, system precision = 33.88%). 2) As in the previous part of the experiment, both human subjects and the system did well with tiles of distinguishable texture and had difficulty in dealing with tiles without an apparent texture pattern. 3) Most of the subjects complained that there were too many suggested categories and that some of the representative tiles were similar to each other. This probably was due to the small size of the input data. A set of 192 tiles was too small for the adaptive SOM algorithm. However, the pilot studies indicated that 192 tiles were as many as human subjects could handle with the assistance of the interface.
V. THE IMPLEMENTATION OF THE SOM-AIR SYSTEM
An eight-node SGI Origin2000 machine was used to process the images in the SOM-AIR system. As the first step of system implementation, we applied the contrast enhancement algorithm to most of the images with preselected values of mean and standard deviation. This algorithm was implemented by a C program, which took 1 h of wall-clock time on a single node to process the whole image set.
We then divided each image into tiles, each of which contained 128 × 128 pixels, and consequently we derived 6.1 million tiles. We applied 30 Gabor filters to each tile and then represented that tile with its texture features extracted. Thus, each tile was represented by a feature vector with 60 elements. The whole operation was implemented in a C program that used 451 wall-clock hours summing over all eight nodes to extract texture features from 6.1 million image tiles. Each image was compressed to JPEG format by using a standard JPEG C library.
Knowing that mountain is the dominant and visually uniform land surface type for the northern parts of both Santa Barbara county and Ventura counties, we used aerial photos taken over the southern parts of these two counties, which contain rich and diverse image patterns such as residential areas, farmland, and coast areas, to train the SOM according to the algorithm described in Section III in order to improve the precision and the richness of the categories created. A subset of 185 images was used to train the SOM categorization process. We then mapped all tiles, including mountain-rich photos, into categories based on the Euclidean distance between their feature vectors and the feature vector of representative tiles.
The SOM was implemented in a C++ program; it took 15 h to train the SOM, and 27 h to map each image tile to an appropriate category. Fig. 2 is an example of the query frame of the system. This frame displays the representative tiles generated by SOM. Each tile is in low-resolution (64 × 64 pixels). A user could get a close look at a tile of interest by right clicking on it, upon which the system would highlight the tile clicked in blue and bring up another window to display the full resolution version of that tile and other tiles within the same group. In Fig. 2 , the user selected some tiles with an urban pattern and some tiles with a farmland pattern. After the user clicked on the "submit" button on the query frame, the system displayed a list of thumbnails of retrieved images in the results frame (Fig. 3) . The images in this list were sorted according to the numbers of related tiles they contained. The results frame displayed a set of the retrieved images in low resolution, from which the user could select any image in the list to activate the system to present a high-resolution version (700 × 700) of that image in the image frame, along with the related tiles being highlighted in green (does not show). In addition, the system could also display the place names associated with this image (Fig. 4) by cross-referencing with the Geographical Name Information System (GNIS) gazetteer. Place names provide rich and important contextual information for aerial photo browsing. 
VI. DISCUSSION AND CONCLUSION
This work describes a prototype system that supports geographical image retrieval over a collection of 800 aerial photos. The system integrates various image processing techniques with information analysis techniques to support effective large-scale content-based image retrieval. By comparing the performance of the system with that of human subjects, we found that the combination of Gabor features and Euclidean distance could, to a certain extent, match the human perception of geographical image similarity and that the adaptive SOM algorithm is at least as good as human subjects in image categorization. Moreover, the display of representative tiles of each output node produced by SOM appears to be both an effective way to help a user specify queries and to translate high-level visual queries into low-level features.
Differing from the Alexandria Digital Library Project that also applies SOM to Gabor-filters-extracted features in its system, our system uses the output of SOM as its interface to help users to specify their queries. The prototype system suggests a promising way to integrate image representation techniques, such as Gabor filters, with information analysis techniques, such as SOM, to support large-scale content-based image retrieval in digital libraries. However, as indicated in the previous section, image feature extraction costs extensive implementation time. To support larger scale image retrieval will require improvement of the image representation algorithm used in our system.
