Robust control theory is used to design stable controllers in the presence of uncertainties. By replacing nonlinear and time-varying aspects of a neural network with uncertainties, a robust reinforcement learning procedure results that is guaranteed to remain stable even as the neural network is being trained. The behavior of this procedure is demonstrated and analyzed on two simple control tasks. For one task, reinforcement learning with and without robust constraints results in the same control performance, but at intermediate stages the system without robust constraints goes through a period of unstable behavior that is avoided when the robust constraints are included. 
Introduction
The design of a controller is based on a mathematical model that captures as much as possible all that is known about the plant t o b e c o n trolled and that is representable in the chosen mathematical framework. The objective is not to design the best controller for the plant model, but for the real plant. Robust control theory achieves this goal by including in the model a set of uncertainties. When specifying the model in a LinearTime-Invariant LTI framework, the nominal model of the system is LTI and uncertainties" are added with gains that are guaranteed to bound the true gains of unknown, or known and nonlinear, parts of the plant. Robust control techniques are applied to the plant model augmented with uncertainties and candidate controllers to analyze the stability of the true system. This is a signi cant advance in practical control, but designing a controller that remains stable in the presence of uncertainties limits the aggressiveness of the resulting controller, resulting in suboptimal control performance.
In this article, we describe an approach for combining robust control techniques with a reinforcement learning algorithm to improve the performance of a robust controller while maintaining the guarantee of stability. Reinforcement learning is a class of algorithms for solving multi-step, sequential decision problems by nding a policy for choosing sequences of actions that optimize the sum of some performance criterion over time 27 . They avoid the unrealistic assumption of known state-transition probabilities that limits the practicality of dynamic programming techniques. Instead, reinforcement learning algorithms adapt by interacting with the plant itself, taking each state, action, and new state observation as a sample from the unknown state transition probability distribution.
A framework must be established with enough exibility to allow the reinforcement learning controller to adapt to a good control strategy. This exibility implies that there are numerous undesirable control strategies also available to the learning controller; the engineer must be willing to allow the controller to temporarily assume many of these poorer control strategies as it searches for the better ones. However, many of the undesirable strategies may produce instabilities. Thus, our objectives for the approach described here are twofold. The main objective that must always be satis ed is stable behavior. The second objective i s to add a reinforcement learning component to the controller to optimize the controller behavior on the true plant, while never violating the main objective.
While the vast majority of controllers are LTI due to the tractable mathematics and extensive body of LTI research, a non-LTI controller is often able to achieve greater performance than an LTI controller, because it is not saddled with the limitations of LTI. Two classes of non-LTI controllers are particularly useful for control: nonlinear controllers and adaptive controllers. However, nonlinear and adaptive controllers are di cult, and often impossible, to study analytically. Thus, the guarantee of stable control inherent i n L TI designs is sacri ced for non-LTI controllers.
Neural networks as controllers, or neuro-controllers, constitute much of the recent non-LTI control research. Because neural networks are both nonlinear and adaptive, they can realize superior control compared to LTI. However, most neuro-controllers are static in that they respond only to current input, so they may not o er any improvement o v er the dynamic nature of LTI designs. Little work has appeared on dynamic neuro-controllers. Stability analysis of neuro-controllers has been very limited, which greatly limits their use in real applications.
The stability issue for systems with neuro-controllers encompasses two aspects. Static stability is achieved when the system is proven stable provided that the neural network weights are constant. Dynamic stability implies that the system is stable even while the network weights are changing. Dynamic stability is required for networks which learn on-line in that it requires the system to be stable regardless of the sequence of weight v alues learned by the algorithm.
Our approach i n designing a stable neuro-control scheme is to combine robust control techniques with reinforcement learning algorithms for training neural networks. We draw upon the reinforcement learning research literature to construct a learning algorithm and a neural network architecture that are suitable for application in a broad category of control tasks. Robust control provides the tools we require to guarantee the stability of the system. Figure 1 depicts the high-level architecture of the proposed system. In this paper, we focus on tracking tasks. Let r be the reference input to be tracked by the plant output, y. The tracking error is the di erence between the reference signal and the plant output: e = r , y. A nominal controller, K, operates on the tracking error to produce a control signal c. A neural network is added in parallel to the nominal controller which also acts on the tracking error to produce a control signal, which w e call an action, a. The nominal control output and the neural network output are summed to arrive at the overall control signal: u = c + a.
Again, the goal of the controllers is twofold. The rst goal is to guarantee system stability. The second goal is to produce the control signals to cause the plant to closely track the reference input over time. Speci cally, this latter performance goal is to learn a control function to minimize the mean squared tracking error over time. Note that the neural network does not replace the nominal controller; this approach has the advantage that the control performance of the system is improved during the learning process. If the neuro-controller were operating alone, its initial control performance would most likely be extremely poor. The neural network would require substantial training time to return to the level of performance of the nominal LTI controller and in fact may not even get there since it is a static, albeit nonlinear, controller. Instead, the neuro-controller starts with the performance of the nominal dynamic LTI controller and adds small adjustments to the control signal in an attempt to further improve control performance. To solve the static stability problem, we m ust ensure that the neural network with a xed set of weights implements a stable control scheme. Since exact stability analysis of the nonlinear neural network is intractable, we need to extract the LTI components from the neural network and represent the remaining parts as uncertainties. To accomplish this, we treat the nonlinear hidden units of the neural network as sector-bounded, nonlinear uncertainties. We use Integral Quadratic Constraint IQC analysis 15 to determine the stability of the system consisting of the plant, the nominal controller, and the neural network with given weight v alues. Others have analyzed the stability of neuro-controllers using other approaches. The most signi cant of these other static stability solutions is the NLq research o f Suykens and DeMoor 28 . Our approach is similar in the treatment of the nonlinearity of the neural network, but we di er in how we arrive at the stability guarantees. Our approach is also graphical and thus amenable to inspection and change-and-test scenarios.
Along with the nonlinearity, the other powerful feature of using a neural network is its adaptability. In order to accommodate this adaptability, w e m ust solve the dynamic stability problem|the system must be proven stable while the neural network is learning. As we did in the static stability case, we use a sectorbounded uncertainty t o c o v er the neural network's nonlinear hidden layer. Additionally, w e add uncertainty in the form of a slowly time-varying scalar to cover weight c hanges during learning. Again, we apply IQCanalysis to determine whether the network with the weight uncertainty forms a stable controller.
The most signi cant contribution of this article is a solution to the dynamic stability problem. We extend the techniques of robust control to transform the network weight learning problem into one of network weight uncertainty. With this key realization, a straightforward computation guarantees the stability of the network during training.
An additional contribution is the speci c architecture amenable to the reinforcement learning control situation. The design of learning agents is the focus of much reinforcement learning literature. We build upon the early work of actor-critic designs as well as more recent designs involving Q-learning. Our dual network design features a computable policy this is not available in Q-learning which is necessary for robust analysis. The architecture also utilizes a discrete value function to mitigate di culties speci c to training in control situations.
The remainder of this article describes our approach and demonstrates its use on two simple control problems. Section 2 provides an overview of reinforcement learning and the actor-critic architecture. Section 3 summarizes our use of IQC to analyze the static and dynamic stability of a system with a neuro-controller. Section 4 describes the method and results of applying our robust reinforcement learning approach t o t w o simple tracking tasks. We nd that the stability constraints are necessary for the second task; a non-robust version of reinforcement learning converges on the same control behavior as the robust reinforcement learning algorithm, but at intermediate steps before convergence, unstable behavior appears. In Section 4 we summarize our conclusions and discuss current and future work.
2 Reinforcement Learning
Roots and Successes of Reinforcement Learning
In this section we review the most signi cant contributions of reinforcement learning with emphasis on those directly contributing to our work in robust neuro-control. Sutton and Barto's text, Reinforcement Learning: An Introduction presents a detailed historical account of reinforcement learning and its application to control 27 . From a historical perspective, Sutton and Barto identify two k ey research trends that led to the development of reinforcement learning: trial and error learning from psychology and dynamic programming methods from mathematics.
It is no surprise that the early researchers in reinforcement learning were motivated by observing animals and people learning to solve complicated tasks. Along these lines, a few psychologists are noted for developing formal theories of this trial and error" learning. These theories served as spring boards for developing algorithmic and mathematical representations of arti cial agents learning by the same means. Notably, Roger Thorndike's work in operant conditioning identi ed an animal's ability to form associations between an action and a positive or negative reward that follows 30 . The experimental results of many pioneer researchers helped to strengthen Thorndike's theories. Notably, the work of Skinner and Pavlov demonstrates reinforcement learning" in action via experiments on rats and dogs respectively 23, 1 9 .
The other historical trend in reinforcement learning arises from the optimal control" work performed in the early 1950s. By optimal control", we refer to the mathematical optimization of reinforcement signals. Today, this work falls into the category of dynamic programming and should not be confused with the optimal control techniques of modern control theory. Bellman 7 is credited with developing the techniques of dynamic programming to solve a class of deterministic control problems" via a search procedure. By extending the work in dynamic programming to stochastic problems, Bellman and others formulated the early work in Markov decision processes.
Successful demonstrations of reinforcement learning applications on di cult and diverse control problems include the following. Crites and Barto successfully applied reinforcement learning to control elevator dispatching in large scale o ce buildings 8 . Their controller demonstrates better service performance than state-of-the-art, elevator-dispatching controllers. To further emphasize the wide range of reinforcement learning control, Singh and Bertsekas have out-competed commercial controllers for cellular telephone channel assignment 22 . Our initial application to HVAC control shows promising results 1 . An earlier paper by Barto, Bradtke and Singh discussed theoretical similarities between reinforcement learning and optimal control; their paper used a race car example for demonstration 6 . Early applications of reinforcement learning include world-class checker players 21 and backgammon players 29 . Anderson lists several other applications which h a v e emerged as benchmarks for reinforcement learning empirical studies 2 .
Q-Learning and SARSA
Barto and others combined these two historical approaches in the eld of reinforcement learning. The reinforcement learning agent interacts with an environment by observing states, s, and selecting actions, a. After each moment o f i n teraction observing s and choosing a, the agent receives a feedback signal, or reinforcement signal, R, from the environment. This is much like the trial-and-error approach from animal learning and psychology. The goal of reinforcement learning is to devise a control algorithm, called a policy, that selects optimal actions for each observed state. By optimal, we mean those actions which produce the highest reinforcements not only for the immediate action, but also for future actions not yet selected. The mathematical optimization techniques of Bellman are integrated into the reinforcement learning algorithm to arrive at a policy with optimal actions.
A k ey concept in reinforcement learning is the formation of the value function. The value function is the expected sum of future reinforcement signals that the agent receives and is associated with each state in the environment. Thus V s is the value of starting in state s and selecting optimal actions in the future; V s is the sum of reinforcement signals, R, that the agent receives from the environment.
A signi cant advance in the eld of reinforcement learning is the Q-learning algorithm of Chris Watkins 31 . Watkins demonstrates how to associate the value function of the reinforcement learner with both the state and action of the system. With this key step, the value function can now be used to directly implement a policy without a model of the environment dynamics. His Q-learning approach neatly ties the theory into an algorithm which is both easy to implement and demonstrates excellent empirical results. Barto However, as Q is being learned, will certainly not be an optimal policy. We m ust introduce a way of forcing a v ariety of actions from every state in order to learn su ciently accurate Q values for the state-action pairs that are encountered. One problem inherent in the Q-Learning algorithm is due to the use of two policies, one to generate behavior and another, resulting from the min operator in 1, to update the value function. Sutton de ned the SARSA algorithm by removing the min operator, thus using the same policy for generating behavior and for training the value function 27 . In Section 4, we use SARSA as the reinforcement learning component of our experiments.
Architectures
A reinforcement learning algorithm must have some construct to store the value function it learns while interacting with the environment. These algorithms often use a function approximator to store the value function to lessen the curse of dimensionality due to the size of the state and action spaces. There have been many attempts to provide improved control of a reinforcement learner by adapting the function approximator which learns stores the Q-value function. Anderson adds an e ective extension to Q-learning by applying his hidden restart" algorithm to the di cult pole balancer control task 3 . Moore's Parti-Game Algorithm 17 dynamically builds an approximator through on-line experience. Sutton 26 demonstrates the e ectiveness of discrete local function approximators in solving many of the neuro-dynamic problems associated with reinforcement learning control tasks. We turn to Sutton's work with CMACs Cerebellar Model Articular Controller to solve some of the implementation problems for our learning agent. Anderson and Kretchmar have also proposed additional algorithms that adapt to form better approximation schemes such as the Temporal Neighborhoods Algorithm 12, 1 3 .
Though not necessary, the policy implicitly represented by a Q-value function can be explicitly represented by a second function approximator, called the actor. This was the strategy followed by Jordan and Jacobs 11 and is very closely related to the actor-critic architecture of Barto, et al., 4 in their actor-critic architecture, and later by
In the work reported in this article, we were able to couch a reinforcement learning algorithm within the robust stability framework by c hoosing the actor-critic architecture. The actor implements a policy as a mapping from input to control signal, just as a regular feedback controller would. Thus, a system with a xed, feedback controller and an actor can be analyzed if the actor can be represented in a robust framework. The critic guides the learning of the actor, but the critic is not part of the feedback path of the system. To train the critic, we used the SARSA algorithm. For the actor, we select a two-layer, feedforward neural network with hidden units having hyperbolic tangent activation functions and linear output units. This feedforward network explicitly implements a policy as a mathematical function and is thus amenable to the stability analysis detailed in the next section. The training algorithm for the critic and actor are detailed in Section 4.
3 Stability Analysis of Neural Network Control
Robust Stability
Control engineers design controllers for physical systems. These systems often possess dynamics that are di cult to measure and change over time. As a consequence, the control engineer never completely knows the precise dynamics of the system. However, modern control techniques rely upon mathematical models derived from the physical system as the basis for controller design. There is clearly the potential for problems arising from the di erences between the mathematical model where the design was carried out and the physical system where the controller will be implemented. Robust control techniques address this issue by incorporating uncertainty into the mathematical model. Numerical optimization techniques are then applied to the model, but they are con ned so as not to violate the uncertainty regions. When compared to the performance of pure optimization-based techniques, robust designs typically do not perform as well on the model because the uncertainty k eeps them from exploiting all the model dynamics. However, optimal control techniques may perform very poorly on the physical plant, whereas the performance of a well designed robust controller on the physical plant is similar to its performance on the model. We refer the interested reader to 24, 3 2 , 9 for examples.
IQC Stability
Integral quadratic constraints IQC are a tool for verifying the stability of systems with uncertainty. In this section, we present a v ery brief summary of the IQC theory relevant to our problem. The interested reader is directed to 15, 16, 1 4 for a thorough treatment of IQCs.
Consider the feedback i n terconnection shown in Figure 2 The interconnection of M and is well-posed. i.e., the map from v;w!e; f h a s a c ausal inverse
The IQC de ned b y is satis ed.
There exists an 0 such that
Then the feedback interconnection of M and is stable.
The power of this IQC result lies in its generality and its computability. First we note that many system interconnections can be rearranged into the canonical form of Figure 2 see 18 for an introduction to these techniques. Secondly, we note that many t ypes of uncertainty descriptions can be well captured as IQCs, including norm bounds, rate bounds, both linear and nonlinear uncertainty, time-varying and timeinvariant uncertainty, and both parametric and dynamic uncertainty. Hence this result can be applied in many situations, often without too much conservatism 15, 16 . Moreover, a library of IQCs for common uncertainties is available 14 , and more complex IQCs can be built by combining the basic IQCs.
Finally, the computation involved to meet the requirements of the theorem is not di cult. The theorem requirements can be transformed into a Linear Matrix Inequality LMI. As is well known, LMIs are convex optimization problems for which there exist fast, commercially available, polynomial time algorithms 10 . In fact there is now a beta-version of a Matlab IQC toolbox a v ailable at http: www.mit.edu ~cykao home.html. This toolbox provides an implementation of an IQC library in Simulink, facilitating an easy-to-use graphical interface for setting up IQC problems. Moreover, the toolbox i n tegrates an e cient LMI solver to provide a p o w erful comprehensive tool for IQC analysis. This toolbox w as used for the calculations throughout this article.
Uncertainty for Neural Networks
In this section we develop our main theoretical results. We only consider the most common kind of neural network|a two-layer, feedforward network with hyperbolic tangent activation functions. First we present a method to determine the stability status of a control system with a xed neural network, a network with all weights held constant. We also prove the correctness of this method: we guarantee that our static stability test identi es all unstable neuro-controllers. Secondly, we present an analytic technique for ensuring the stability of the neuro-controller while the weights are changing during the training process. We refer to this as dynamic stability. Again, we prove the correctness of this technique in order to provide a guarantee of the system's stability while the neural network is training.
It is critical to note that dynamic stability is not achieved by applying the static stability test to the system after each network weight c hange. Dynamic stability is fundamentally di erent than point-wise" static stability. For example, suppose that we h a v e a network with weights W 1 . We apply our static stability techniques to prove that the neuro-controller implemented by W 1 provides a stable system. We then train the network on one sample and arrive at a new weight v ector W 2 . Again we can demonstrate that the static system given by W 2 is stable, and we proceed in this way to a general W k , proving static stability a t e v ery xed step. However, this does not prove that the time-varying system, which transitions from W 1 to W 2 and so on, is stable. We require the additional techniques of dynamic stability analysis in order to formulate a reinforcement learning algorithm that guarantees stability throughout the learning process. However, the static stability analysis is necessary for the development of the dynamic stability theorem; therefore, we begin with the static stability case. Let us begin with the conversion of the nonlinear dynamics of the network's hidden layer into an uncertainty function. Consider a neural network with input vector x = x 1 ; :::; x n and output vector a = a 1 ; :::; a m . For the experiments described in the next section, the input vector has two components, the error e = r ,y and a constant v alue of 1 to provide a bias weight. The network has h hidden units, input weight matrix W hxn , and output weight matrix V mxh , where the bias terms are included as xed inputs.
The hidden unit activation function is the commonly used hyperbolic tangent function, which produces the hidden unit outputs as vector = 1 ; 2 ; : : : ; h . The neural network computes its output by = W x ; o ers two critical insights. First, it is an exact reformulation of the neural network computation. We h a v e not changed the functionality of the neural network by restating the computation in this equation form; this is still the applied version of the neuro-controller. Second, Equation 8 cleanly separates the nonlinearity of the neural network hidden layer from the remaining linear operations of the network. This equation is a multiplication of linear matrices weights and one nonlinear matrix, ,. Our goal, then, is to replace the matrix , with an uncertainty function to arrive at a testable" version of the neuro-controller i.e., in a form suitable for IQC analysis.
First, we m ust nd an appropriate IQC to cover the nonlinearity in the neural network hidden layer. From Equation 8 , we see that all the nonlinearity is captured in a diagonal matrix, ,. This matrix is composed of individual hidden unit gains, , distributed along the diagonal. These act as nonlinear gains via yt = x t = tanhxt xt xt = tanhxt 9 for input signal xt and output signal yt. In IQC terms, this nonlinearity is referred to as a bounded o dd slope nonlinearity. There is an Integral Quadratic Constraint already con gured to handle such a condition.
The IQC nonlinearity, , i s c haracterized by an odd condition and a bounded slope, i.e., the input-output relationship of the block i s y t = x t where is a static nonlinearity satisfying see 14 : ,x = , x ; which is clearly satis ed by the tanh function since it has bounded slope between 0 and 1 see Figure 3 . Hence the hidden unit function is covered by the IQCs describing the bounded odd slope nonlinearity 10,11.
We n o w need only construct an appropriately dimensioned diagonal matrix of these bounded odd slope nonlinearity IQCs and incorporate them into the system in place of the , matrix. In this way w e form the testable version of the neuro-controller that will be used in the following Static Stability Procedure.
Before we state the Static Stability Procedure, we also address the IQC used to cover the other non-LTI feature of our neuro-controller. In addition to the nonlinear hidden units, we m ust also cover the time-varying weights that are adjusted during training. Again, we will forego the complication of designing our own IQC and, instead, select one from the pre-constructed library of IQCs. The slowly time-varying real scalar IQC allows for a linear gain block which is slowly time-varying, i.e., a block with input-output relationship yt = t x t , where the gain t satis es see 15 : jtj ; 15 j _ tj ; 16 where is the non-LTI function. In our case is used to cover a time varying weight update in our neuro-controller, which accounts for the change in the weight as the network learns . The key features are that is bounded, time-varying, and the rate of change of is bounded by some constant, . We use the neural network learning rate to determine the bounding constant, , and the algorithm checks for the largest allowable for which w e can still prove stability. This determines a safe neighborhood in which the network is allowed to learn. Static Stability Procedure: We now construct two versions of the neuro-control system, an applied version and a testable version. The applied version contains the full, nonlinear neural network as it will be implemented. The testable version covers all non-LTI blocks with uncertainty suitable for IQC analysis, so that the applied version is now contained in the set of input-output maps that this de nes. For the static stability procedure, we temporarily assume the network weights are held constant. The procedure consists of the following steps:
1. Design the nominal, robust LTI controller for the given plant model so that this nominal system is stable. 2. Add a feedforward, nonlinear neural network in parallel to the nominal controller. We refer to this as the applied version of the neuro-controller. 3. Recast the neural network into an LTI block plus the odd-slope IQC function described above t o c o v er the nonlinear part of the neural network. We refer to this as the testable version of the neuro-controller. 4. Apply IQC-analysis. If a feasible solution to the IQC is found, the testable version of the neuro-control system is stable. If a feasible solution is not found, the system is not proven to be stable.
Dynamic Stability Procedure: We are now ready to state the dynamic stability procedure. The rst three steps are the same as the static stability procedure. 1. Design the nominal, robust LTI controller for the given plant model so that this nominal system is stable. 2. Add a feedforward, nonlinear neural network in parallel to the nominal controller. We refer to this as the applied version of the neuro-controller. 3. Recast the neural network into an LTI block plus the odd-slope IQC function described above t o c o v er the nonlinear part of the neural network. We refer to this as the testable version of the neuro-controller. 4. Introduce an additional IQC block, the slowly time-varying IQC, to the testable version, to cover the time-varying weights in the neural network. 5. Perform a search procedure and IQC analysis to nd bounds on the perturbations of the current neural network weight v alues within which the system is stable. This de nes a known stable region" of weight values. 6. Train the neural network in the applied version of the system using reinforcement learning while bounding the rate of change of the neuro-controller's vector function by a constant. Continue training until any of the weights approach its bounds of the stable region, at which point repeat the previous step, then continue with this step. In the next section, we demonstrate the application of the dynamic stability procedure and study its behavior, including the adaptation of the neural network's weights and the bounds of the weights' stable region. 4 
In this section, the structure of the actor and critic parts of our reinforcement learning approach are rst described. This is followed by the procedure by which the actor and critic are trained while guaranteeing stability of the system. Experiments are then described in which we apply this algorithm to two control tasks.
Architecture and Algorithm
Recall that the critic accepts a state and action as inputs and produces the value function for the state action pair. Notice that the critic is not a direct part of the control system feedback loop and thus does not play a direct role in the stability analysis, but stability analysis does constrain the adaptation of the weights that is guided by the critic. For the experiments in this section, we implemented several di erent architectures for the critic and found that a simple table look-up mechanism discrete and local is the architecture that worked best in practice. The critic is trained to predict the expected sum of future reinforcements that will be observed, given the current state and action. In the following experiments, the reinforcement w as simply de ned to be the magnitude of the error between the reference signal and the plant output that we w ant t o track the reference. As described earlier, the actor neural network, whose output is added to the output of the nominal controller, is a standard two-layer, feedforward network with hyperbolic tangent nonlinearity in the hidden layer units and just linear activation functions in the output layer. The actor network is trained by rst estimating the best action for the current state by comparing the critic's prediction for various actions and selecting the action with minimal prediction, because the critic predicts sums of future errors. The best action is taken as the target for the output of the actor network and its weights are updated according to the error backpropagation algorithm which performs a gradient descent in the squared error in the network's output following the common error backpropagation algorithm 20 . Figure 4 places the actor-critic network within the control framework. The actor network receives the tracking error e and produces a control signal, a, which is both added to the traditional control signal and is fed into the critic network. The critic network uses e the state and a the action to produce the Q-value which evaluates the state action pair. The critic net, via a local search, is used to estimate the optimal action to update the weights in the actor network. best value for h is determined experimentally. The hidden layer weights are given by W, a n h n matrix, and the output weights are given by V , a n m h matrix. The input to the actor network is given by v ector x, composed of the error, e between the reference signal, r, and the plant output, y, and of a constant input that adds a bias term to the weighted sum of each hidden unit. Other relevant measurements of the system could be included in the input vector to the actor network, but for the simple experiments described here, the only variable input was e.
The critic receives inputs e and a. An index into the table of Q values stored in the critic is found by determining which e and a partition the current error and action values fall within. The number of partitions for each input is determined experimentally.
We can now summarize the steps of our robust reinforcement learning algorithm. Here we focus on the reinforcement learning steps and the interaction of the nominal controller, plant, actor network, and critic. The stability analysis is simply referred to, as it is described in detail in the previous section. Variables are given a time step subscript. The time step is de ned to increment b y one as signals pass through the plant.
The de nition of our algorithm starts with calculating the error between the reference input and the plant output. e t = ref t , y t Next, calculate the outputs of the hidden units, t , and of the output unit, which is the action, a t : t = tanhW t e t a t = 8 : V t t ; with probability 1 , t ; V t t + x; with probability t , where x is a Gaussian random variable with mean 0 and variance 0.05
Repeat the following steps forever.
Apply the xed, feedback control law, f, to input e t , and sum the output of the xed controller, c t , and the neural network output, a t , to get u t . This combined control output is then applied to the plant to get the plant output y t+1 for the next time step through the plant function g. V t t+1 + x; with probability t+1 , where x is a Gaussian random variable with mean 0 and variance 0.05
Now assign the reinforcement, r t+1 , for this time step. For the experiments presented in this paper, we simply de ne the reinforcement to be the absolute value of the error, r t+1 = je t+1 j:
At this point, we h a v e all the information needed to update the policy stored in the neural network and the value function stored in the table represented by Q. Let Q index be a function that maps the value function inputs, e t and a t , to the corresponding index into the Q table. To update the neural network, we rst estimate the optimal action, a t , at step t by minimizing the value of Q for several di erent action inputs in the neighborhood,A, o f a t . The neighborhood is de ned as A = fa i ja i = a min + ia max , a min =n; i = 1 ; : : : ; n ; a min a t a max g for which the estimate of the optimal action is given by a t = argmin a2A Q Q index et;a Updates to the weights of the neural network are proportional to the di erence between this estimated optimal action and the actual action: V t+1 = V t + 1 a t , a t T W t+1 = W t + 2 V T a t , a t 1 , e t ; where represents component-wise multiplication. We n o w update the value function, Q. The Q indices, q t , for step t and for step t + 1 are calculated rst, then the Q value for step t is updated: q t = Q index e t ; a t q t +1 = Q index e t+1 ; a t +1 Q qt = Q qt + r t+1 + Q q t +1 , Q qt Now w e determine whether or not the new weight v alues, W t+1 and V t+1 , remain within the stable region S. If Repeat above steps forever.
To calculate new bounds, S, do the following steps. First, collect all of the neural network weight v alues into one vector, N, and de ne an initial guess at allowed weight perturbations, P, as factors of the current weights. De ne the initial guess to be proportional to the current w eight v alues. N = W t ; V t = n 1 ; n 2 ; : : : P = N P i n i Now adjust these perturbation factors to estimate the largest factors for which the system remains stable.
Let z u and z s be scalar multipliers of the perturbation factors for which the system is unstable and stable, respectively. Initialize them to 1. 
Experiments
We now demonstrate our robust reinforcement learning algorithm on two simple control tasks.. The rst task is a simple rst-order positioning control system. The second task adds second-order dynamics which are more characteristic of standard physically realizeable" control problems. where t is the discrete time step for which we used 0:01 seconds. We implement a simple proportional controller the control output is proportional to the size of the current error with K p = 0 : Figure 4 .
Task 1
For training, the reference input r is changed to a new value on the interval ,1; 1 stochastically with an average period of 20 time steps every half second of simulated time. We trained for 2000 time steps at learning rates of = 0 : 5 and = 0 : 1 for the critic and actor networks, respectively. Then we trained for an additional 2000 steps with learning rates of = 0 : 1 and = 0 : 01. Recall that is the learning rate of the critic network and is the learning rate for the actor network. The values for these parameters were found by experimenting with a small number of di erent v alues. Before presenting the results of this rst experiment, we summarize how the IQC approach to stability is adapted to the system for Task 1. Our IQC analysis is based on Matlab and Simulink. Figure 6 depicts the Simulink diagram for the nominal control system in Task 1. We refer to this as the nominal system because there is no neuro-controller added to the system. The plant is represented by a rectangular block that implements a discrete-time state space system. The simple proportional controller is implemented by a triangular gain block. Another gain block provides the negative feedback path. The reference input is drawn from the left and the system output exits to the right. Next, we add the neural network controller to the diagram. Figure 7 shows the complete version of the neuro-controller including the tanh function. This diagram is suitable for conducting simulation studies in Matlab. However, this diagram cannot be used for stability analysis, because the neural network, with the nonlinear tanh function, is not represented as LTI components and uncertain components. Constant gain matrices are used to implement the input side weights, W, and output side weights, V . For the static stability analysis in this section, we start with an actor net that is already fully trained. The static stability test will verify whether this particular neuro-controller implements a stable control system.
Notice that the neural network is in parallel with the existing proportional controller; the neuro-controller adds to the proportional controller signal. The other key feature of this diagram is the absence of the critic network; only the actor net is depicted here. Recall that the actor net is a direct part of the control system while the critic net does not directly a ect the feedback control loop of the system. The critic network only in uences the direction of learning for the actor network. Since the critic network plays no role in the stability analysis, there is no reason to include the critic network in any Simulink diagrams.
To apply IQC analysis to this system, we replace the nonlinear tanh function with the odd-slope nonlinearity discussed in the previous section, resulting in Figure 8 . The performance block is another IQC block that triggers the analysis.
Again, we emphasize that there are two versions of the neuro-controller. In the rst version, shown in Figure 7 , the neural network includes all its nonlinearities. This is the actual neural network that will be used as a controller in the system. The second version of the system, shown in Figure 8 , contains the the neural network will never be implemented as a controller; the sole purpose of this version is to ensure stability. Because this version is LTI plus uncertainties, we can use the IQC-analysis tools to compute the stability margin of the system. Again, because the system with uncertainties overestimates the gain of the nonlinearity in the original system, a stability guarantee on the system with uncertainties also implies a stability guarantee on the original system.
When we run the IQC analysis on this system, the automated software executes a feasibility search for a matrix satisfying the IQC function. If the search is feasible, the system is guaranteed stable; if the search i s infeasible, the system is not guaranteed to be stable. We apply the IQC commands to the Simulink diagram for Task 1 and nd that the feasibility constraints are easily satis ed; the neuro-controller is guaranteed to be stable.
At this point, we have assured ourselves that the neuro-controller, after having completely learned its weight v alues during training, implements a stable control system. Thus we h a v e a c hieved static stability. We have not, however, assured ourselves that the neuro-controller did not temporarily implement an unstable controller while the network weights were being adjusted during learning.
Now w e impose limitations on the learning algorithm in order to ensure the network is stable according to dynamic stability analysis. Recall this algorithm alternates between a stability phase and a learning phase.
In the stability phase, we use IQC-analysis to compute the maximum allowed perturbations for the actor network weights that still provide an overall stable neuro-control system. The learning phase uses these perturbation sizes as room to safely adjust the actor net weights. To perform the stability phase, we add an additional source of uncertainty t o our system. We use an STV Slowly Time-Varying IQC block to capture the weight c hange uncertainty. This diagram is shown in Figure 9 . The matrices dW and dV are the perturbation matrices. An increase or decrease in dW implies a corresponding increase or decrease in the uncertainty associated with W. Similarly we can increase or decrease dV to enact uncertainty c hanges to V . If analysis of the system in Figure 9 shows it is stable, we are guaranteed that our control system is stable for the current neural network weight v alues. Furthermore, the system will remain stable if we c hange the neural network weight v alues as long as the new weight v alues do not exceed the range speci ed by the perturbation matrices, dW and dV . In the learning phase, we apply the reinforcement learning algorithm until one of the network weights approaches the range speci ed by the additives.
We n o w present the results of applying the robust reinforcement learning algorithm to Task 1. We trained the neural network controller as described in earlier in this section. We place the nal neural network weight values W and V in the constant gain matrices of the Simulink diagram in Figure 7 . We then simulate the control performance of the system. A time-series plot of the simulated system is shown in Figure 10 . The top diagram shows the system with only the nominal, proportional controller, corresponding to the Simulink diagram in Figure 6 . The bottom diagram shows the same system with both the proportional controller and the neuro-controller as speci ed in Figure 7 . The reference input, r, shown as a dotted line, takes six step changes. The solid line is the plant output, y. The small-magnitude line is the output of the controller.
The system was tested for a 10 second period 1000 discrete time steps with a sampling period of 0.01. We computed the sum of the squared tracking error SSE over the 10 second interval. For the proportional only controller, the S S E=33:20. Adding the neuro-controller reduced the S S Eto 11:73. Clearly, the reinforcement learning neuro-controller is able to improve the tracking performance dramatically. Note, however, with this simple rst-order system it is not di cult to construct a better performing proportional controller. In fact, setting the constant of proportionality t o 1 K p = 1 a c hieves minimal control error. We have purposely chosen a suboptimal controller so that the neuro-controller has room to learn to improve control performance.
To provide a better understanding of the nature of the actor-critic design and its behavior on Task 1, we include the following diagrams. Recall that the purpose of the critic net is to learn the value function Q-values. The two inputs to the critic net are the system state which is the current tracking error e and the actor net's control signal a. The critic net forms the Q-values, or value function, for these inputs; the value function is the expected sum of future squared tracking errors. In Figure 11 we see the value function learned by the critic net. The tracking error e is on the x-axis while the actor network control action a forms the y-axis. For any given point e; a the height z-axis of the diagram represents the expected sum of future squared tracking errors.
We can take slices", or y-z planes, from the diagram by xing the tracking error on the x-axis. Notice that for a xed tracking error e, w e v ary a to see a trough-like" shape in the value function. The low part of the trough indicates the minimum discounted sum squared error for the system. This low point corresponds to the control action that the actor net should ideally implement. We use the trough gradient t o d o b a c k propagation for the actor net. The surface gradient in the critic net is used to provide training exemplars for the actor net. It is important t o k eep in mind that the critic network is an approximation to the true value function.
The critic network improves its approximation through learning by sampling di erent pairs e; a and com- Figure 11 .
The actor net's purpose is to implement the current policy. Given the input of the system state e, the actor net produces a continuous-valued action a as output. In Figure 12 we see the function learned by the actor net. For negative tracking errors e 0 the system has learned to output a strongly negative control signal. For positive tracking errors, the network produces a positive control signal. The e ects of this control signal can be seen qualitatively by examining the output of the system in Figure 10 .
The learning algorithm is a repetition of stability phases and learning phases. In the stability phases we estimate the maximum additives, dW and dV , which still retain system stability. In the learning phases, we adjust the neural network weights until one of the weights approaches its range speci ed by its corresponding additive. In this section, we present a visual depiction of the learning phase for an agent solving Task 1.
In order to present the information in a two-dimensional plot, we switch to a minimal actor net. Instead of the three tanh hidden units speci ed earlier in this chapter, we use one hidden unit for this subsection only. Thus, the actor network has two inputs the bias = 1 and the tracking error e, one tanh hidden unit, and one output a. This network will still be able to learn a relatively good control function. Refer back t o Figure 12 to convince yourself that only one hidden tanh unit is necessary to learn this control function; we simply found, in practice, that three hidden units often resulted in faster learning and slightly better control.
For this reduced actor net, we n o w h a v e smaller weight matrices for the input weights W and the output weights V in the actor net. W is a 2x1 matrix and V is a 1x1 matrix, or scalar. Let W 1 refer to the rst component o f W , W 2 refer to the second component, and V simply refers to the lone element of the output matrix. The weight, W 1 , is the weight associated with the bias input let the bias be the rst input to the network and let the system tracking error, e, be the second input. From a stability standpoint, W 1 is insigni cant. Because the bias input is clamped at a constant v alue of 1, there really is no magni cation" from the input signal to the output. The W 1 weight i s not on the input output signal pathway and thus there is no contribution of W 1 to system stability. Essentially, w e d o n o t care how w eight W 1 changes as it does not a ect stability. However, both W 2 associated with the input e and V do a ect the stability of the neuro-control system as these weights occupy the input output signal pathway and thus a ect the closed-loop energy gain of the system.
To visualize the neuro-dynamics of the actor net, we track the trajectories of the individual weights in the actor network as they change during learning. The weights W 2 and V form a two-dimensional picture of how the network changes during the learning process. Figure 13 depicts the two-dimensional weight space and the trajectory of these two w eights during a typical training episode. The x-axis shows the second input weight W 2 while the y-axis represents the single output weight V . The trajectory begins with the blue colorings, progresses to red, green, magenta, and terminates with the yellow coloring. Each point along the trajectory represents a weight pair W 2 ,V a c hieved at some point during the learning process. The colors represent di erent phases of the learning algorithm. First, we start with a stability phase by computing, via IQC-analysis, the amount of uncertainty which can be added to the weights; the resulting perturbations, dW and dV , indicate how m uch learning we can perform and still remain stable. The blue part of the trajectory represents the learning that occurred for the rst values of dW and dV . The blue portion of the trajectory corresponds to the rst learning phase. After the rst learning phase, we then perform another stability phase to compute new values for dW and dV . We then enter a second learning phase that proceeds until we attempt a w eight update exceeding the allowed range. This second learning phase is the red trajectory. This process of alternating stability and learning phases repeats until we are satis ed that the neural network is fully trained more comments about this in the next sections. In the diagram of Figure 13 we see a total of ve learning phases blue, red, green, magenta, and yellow.
Recall that the terms dW and dV indicate the maximum uncertainty, or perturbation, we can introduce to the neural network weights and still be assured of stability. If W 2 is the current w eight associated with the input e, w e can increase or decrease this weight b y dW and still have a stable system. W 2 + dW and W 2 ,dW form the range, R W2 , of stable values" for the input actor weight W 2 . These are the values of W 2 for which the overall control system is guaranteed to be stable. Similarly V dV form the stable range of We depict these ranges as rectangular boxes in our two-dimensional trajectory plot. These boxes are shown in Figure 13 .
Again, there are ve di erent bounding boxes blue, red, green, magenta, and yellow corresponding to the ve di erent stability learning phases. As can be seen from the blue trajectory in this diagram, training progresses until the V weight reaches the edge of the blue bounding box. At this point we must cease our current reinforcement learning phase, because any additional weight c hanges will result in an unstable control system technically, the system might still be stable but we are no longer guaranteed of the system's stability the stability test is conservative in this respect. At this point, we recompute a new bounding box red using a second stability phase; then we proceed with the second learning phase until the weights violate the new bounding box. In this way the stable reinforcement learning algorithm alternates between stability phases computing bounding boxes and learning phases adjusting weights within the bounding boxes.
It is important to note that if the trajectory reaches the edge of a bounding box, we m a y still be able to continue to adjust the weight in that direction. Hitting a bounding box w all does not imply that we can no longer adjust the neural network weights in that direction. Recall that the edges of the bounding box are computed with respect to the network weight values at the time of the stability phase; these initial weight values are the point along the trajectory in the exact center of the bounding box. This central point in the weight space is the value of the neural network weights at the beginning of this particular stability learning phase. This central weight space point is the value of W 2 and V that are used to compute dW and dV .
Given that our current network weight v alues are that central point, the bounding box i s t h e limit of weight changes that the network tolerates without forfeiting the stability guarantee. This is not to be confused with an absolute limit on the size of that network weight. We will return to address this point further in the next subsections.
The green trajectory reveals some insightful dynamics. The green portion of the trajectory stops near the edge of the box doesn't reach it, and then moves back toward the middle. Keep in mind that this trajectory represents the weight c hanges in the actor neural network. At the same time as the actor network is learning, the critic network is also learning and adjusting its weights; the critic network is busy forming the value function. It is during this green phase in the training that the critic network has started to mature; the trough" in the critic network has started to form. Because the gradient of the critic network directs the weight c hanges for the actor network, the direction of weight c hanges in the actor network reverses. In the early part of the learning red and blue trajectories the critic network gradient indicates that upper left" is a desirable trajectory for weight c hanges in the actor network. By the time we encounter our third learning phases in the green trajectory, the gradient in the critic network has changed to indicate that upper-left" is now an undesirable direction for movement for the actor network. The actor network has over-shot" its mark. If the actor network has higher learning rates than the critic network, then the actor network would have continued in that same upper-left" trajectory, because the critic network would not have been able to learn quickly enough to direct the actor net back in the other direction.
Further dynamics are revealed in the last two phases. As can be seen from the magenta and yellow trajectories, the actor network weights are not changing as rapidly as they did in the earlier learning phases. We are reaching the point of optimal tracking performance according to the gradient in the critic network. The point o f c o n v ergence of the actor network weights is a local optima in the value function of the critic network weights. We halt training at this point because the actor weights have ceased to move and the resulting control function improves performance minimizes tracking error over the nominal system. This two dimensional plot of the trajectory enables us to demonstrate some of the critical dynamics of the stable reinforcement learning algorithm. The plot shows how the weights adjust during a typical reinforcement learning session. More importantly, b y super-imposing the bounding boxes, the relationship between a pure" reinforcement learning algorithm and the dynamic stability proof is demonstrated. We show that the bounding boxes represent the currently known frontier" of safe neural network weight v alues those weights which implement stable control in the actor network. We also use this diagram to show h o w the critic network a ects the learning trajectory of the actor network weights. The discussion to this point provides a reasonable overview of the neuro-dynamic details of the stable reinforcement learning algorithm. However, there are some subtle implementation issues which are critical to the operation of the algorithm. In the remainder of this subsection we address a number of these more subtle issues. Namely, we discuss the details of computing dW and dV , how t o decide when to stop training, and how the trajectories and bounding boxes might di er for other control problems.
Task 2: A Second-Order System
The second task, a second order mass spring dampener system, provides a more challenging and more realistic system in which to test our neuro-control techniques. Once again, a single reference input r moves stochastically on the interval ,1; 1 ; the single output of the control system y must track r as closely as possible. However, there are now friction, inertial, and spring forces acting on the system to make the task more di cult than Task 1. Figure 14 depicts the di erent components of the system. We use the same system and block diagram for Task 2 except that we m ust keep in mind that the plant n o w has two i n ternal states position and velocity and the controller also now has an internal state. The discrete-time update equations are given by: e t = r t , y t Here, the nominal controller is a PI controller with both a proportional term and an integral term. This controller is implemented with its own internal state variable. The more advanced controller is required in order to provide reasonable nominal control for a system with second-order dynamics as is the case with The neural architecture for the learning agent for Task 2 is identical to that used in Task 1. In practice, three tanh hidden units seemed to provide the fastest learning and best control performance.
Again, for training, the reference input r is changed to a new value on the interval ,1; 1 stochastically with an average period of 20 time steps every half second of simulated time. Due to the more di cult second-order dynamics, we increase the training time to 10,000 time steps at learning rates of = 0 : 5 and = 0 : 1 for the critic and actor networks respectively. Then we train for an additional 10,000 steps with learning rates of = 0 : 1 and = 0 : 01.
In Figure 15 , we see the simulation run for the second order task. The top portion of the diagram depicts the nominal control system with only the PI controller while the bottom half shows the same system with both the PI controller and the neuro-controller acting together. The blue line is the reference input r and the green line is the position of the system there is a second state variable, velocity, which is not depicted. Importantly, the K i and K p parameters are suboptimal so that the neural network has opportunity to improve the control system. As is clearly shown in Figure 15 , the addition of the neuro-controller clearly does improve system tracking performance. The total squared tracking error for the nominal system is S S E= 246:6 while the total squared tracking error for the neuro-controller is S S E= 7 6 : 3.
With Task 1, we demonstrate the ability of the neuro-controller to improve control performance. With Task 2, we address the stability concerns of the control system. In Figure 16 we see the Simulink diagram for dynamic stability computations of Task 2 using IQC-analysis. This diagram is necessary for computing the maximum additives, dW and dV , that can be appended to the actor neural network weights while still retaining stability. These additives are computed anew for each pass through the stability phase. Then, during the learning phase, the actor net is trained via reinforcement learning until one of the weight c hanges approaches the safety range denoted by the additives. Our IQC analysis is based on the IQC performance block, the IQC odd-slope nonlinearity block and the IQC slowly time-varying block. Using the IQC stability command, the optimizer nds a feasible solution to the constraint problem; thus the system is guaranteed to be stable. The nal weights used to produce the simulation diagram in Figure 15 were learned using this IQC-analysis Simulink diagram.
We perform two di erent training scenarios with Task 2. The rst training scenario involves the stable reinforcement learning algorithm with IQC-analysis. In the second training scenario, we train with only reinforcement learning and no stability analysis. Both training scenarios result in similar control performance; they produce similar nal weights for the actor network. The bottom half of Figure 15 depicts the stable training episode using IQC-analysis but the other scenario produces almost identical simulation diagrams. However, there is one important di erence in the two scenarios. While both scenarios produce a stable For the stand-alone reinforcement learning scenario the one without the dynamic stability guarantees we demonstrate the actor net's instability at one point during training. Figure 17 depicts a simulation run of Ta s k 2 a t a n i n termediate point during training the red shows the other state variable, velocity, and the teal represents the control signal, u. Clearly, the actor net is not implementing a good control solution; the system has been placed into an unstable limit cycle, because of the actor network. Notice the scale of the y-axis compared to the stable control diagram of Figure 15 . This is exactly the type of scenario that we must avoid if neuro-controllers are to be useful in industrial control applications. To v erify the instability o f this system, we use these temporary actor network weights for a static stability test. IQC-analysis is unable to nd a feasible solution. Both of these tests indicate that the system is indeed unstable. Again, we restate the requirement of stability guarantees both for the nal network static weights and the network during training dynamic weights. It is the stable reinforcement learning algorithm which uniquely provides these guarantees.
In summary, the purpose of Task 2 is to construct a control system with dynamics adequately simple to be amenable to introspection, but also adequately complex to introduce the possibility of learning implementing unstable controllers. We see in this task, that the restrictions imposed on weights from the the dynamic stability analysis are necessary to keep the neuro-control system stable during reinforcement learning. The primary objective of this work is an approach to robust control design and adaptation in which w e combine reinforcement learning and robust control theory to implement a learning neuro-controller guaranteed to provide stable control. We discuss how robust control overcomes stability and performance problems in optimal control, due to di erences in plant models and physical plants. However, robust control is often overly conservative and thus sacri ces some performance. Neuro-controllers are frequently able to achieve better control than robust designs, because they have nonlinear components and are adaptable on-line. However, neuro-control is not practical for real implementation, because the di cult dynamic analysis is intractable and stability cannot be assured.
We develop a static stability test to determine whether a neural network controller, with a speci c xed set of weights, implements a stable control system. While a few previous research e orts have a c hieved similar results to the static stability test, we also develop a dynamic stability test in which the neuro-controller is stable even while the neural network weights are changing during the learning process.
A secondary objective is to demonstrate that our robust reinforcement learning approach is practical to implement in real control situations. Our dynamic stability analysis leads directly to the stable reinforcement learning algorithm. Our algorithm is essentially a repetition of two phases. In the stability phase, we use IQC-analysis to compute the largest amount o f w eight uncertainty the neuro-controller can tolerate without being unstable. We then use the weight uncertainty in the reinforcement learning phase as a restricted region in which t o c hange the neural network weights.
A non-trivial aspect of our second objective i s t o d e v elop a suitable learning agent architecture. In this development, we rationalize our choice of the reinforcement learning algorithm, because it is well suited to the type of information available in the control environment. It performs the trial-and-error approach to discovering better controllers, and it naturally optimizes our performance criteria over time. We also design a high-level architecture based upon the actor-critic design in early reinforcement learning. This dual network approach allows the control agent to operate both like a reinforcement learner and also a controller. We applied our robust reinforcement learning algorithm to two tasks. Their simplicity permits a detailed examination of how the stable reinforcement learning algorithm operates.
In spite of the success we demonstrate here, the robust reinforcement learning controller is not without some drawbacks. First, more realistic control tasks with larger state spaces require correspondingly larger neural networks inside the controller. This increases the complexity of the neuro-controller and also increases the amount of training time required of the networks. In real life, the training time on a physical system could be prohibitively expensive as the system must be driven through all of its dynamics multiple times. Second, the robust neuro-controller may not provide control performance which is better than other easier" design methods. This is likely to be the case in situations where the physical plant and plant model closely match each other or cases in which di erences between the model and plant do not greatly a ect the dynamics.
In our current work we are extending our robust reinforcement learning procedure to more di cult control problems. In one case we are developing a robust controller for a heating and cooling system, both in simulation and on a physical air duct. Once the robust controller is operating on the air duct, we will add our reinforcement learning algorithm. We expect an improvement in performance due to unknown quantities in the real air duct and also to the fact that nonlinear relationships among the measured variables are known to exist. We are also developing theoretical proofs of static and dynamic stability using IQCs that are specialized to our neural network architectures.
