Abstract. Fractional order calculus always includes integer-order too. The question that crops up is: Can it be a widely accepted generalized version of classical calculus? We attempt to highlight the current problems that come in the way to define the fractional calculus that will be universally accepted as a perfect generalized version of integer-order calculus and to point out the efforts in this direction. Also, we discuss the question: Given a non-integer fractional order differential equation as a mathematical model can we readily write the corresponding physical model and vice versa in the same way as we traditionally do for classical differential equations? We demonstrate numerically computationally the pros and cons while addressing the questions keeping in the background the generalization of the inverse of a matrix.
Introduction
Fractional calculus is the calculus investigating the properties of derivatives and integrals of both integer order and non-integer fractional order called fractional derivatives and fractional integrals, in short differintegrals. Specifically, this discipline introduces the notion and methods of solving differential equations both ordinary and partial consisting of fractional derivatives of the unknown function (named as fractional differential equations or FDEs in short).
The history of fractional calculus began almost at the same time (late 17th century A.D.) when conventional (classical) calculus viz. integer-order calculus was established. In conventional calculus, both derivatives and integrals (anti-derivatives a term not widely used) are exactly defined with corresponding exact physical significance that is taught in high schools/colleges and is uniquely and readily understood.
The classical differential equations viz. the integer order differential equations both ordinary and partial also pervades not only almost the whole of science and engineering applications but also the whole of relatively easily understood mathematical modelling for physical problems involving derivatives and integrals. The concerned scientists/modellers attempted to model some of these physical problems in terms of non-integer fractional order differential equations and to demonstrate the scope of fractional differential equations against the classical ones. Their attempts mostly were limited to mathematical treatment rather than a serious computational one.
A rigorous computational treatment both in terms of quality of the numerical solution (computational relative error) and the cost of the solution (computational complexity) for fractional differential equations were practically not done and then compared with the corresponding integer order differential equations for a specified physical problem, the claim/statement was often in favour of fractional differential equations though in some sense.
In fractional calculus, both derivatives and integrals are also exactly defined but with no corresponding exact physical significance that is readily understood exactly in the same way as those in the conventional calculus.
For instance, Newtons 1st law of motion viz. Every object (a point mass, say) either remains at rest eternally or continues to move at a constant velocity eternally, unless acted upon by an external impressed force. is understood without any ambiguity.
In our physical environment, it is not possible to have external impressed force (from any of the infinity of possible directions) to have exact zero value, we can easily imagine (the exact zero value) though. There could be, for example, air resistance against the direction of movement of the object or air assistance/flow in the direction of the movement of the object as an external impressed force over a finite (not infinite) period of time since we have not been able to create exact vacuum in our environment nor possibly does it exist in the universe.
Or/and there could be any other friction (external impressed) force such as the one created by the surface on/through which the object is moving. Consequently the moving object cannot move eternally. It eventually comes to a halt based on the strength of the friction forces. If the object is stationary/static, then, however, such a friction has no effect on the object or, equivalently, a friction simply does not exist.
Mathematicians may consider the foregoing real-world situation as an ideal example of introducing non-integer (fractional) order calculus that necessarily brings (corresponds to) one or more friction forces and explains rather more conveniently the real-world situation for the object in motion.
The question is: Can we readily know/find out the value of the fraction that corresponds precisely to the friction forces in the same way as we do in the classical calculus/models?
An ansatz (An ansatz is the establishment of the starting equation(s), the theorem(s)/the value(s) describing a physical problem or mathematical model or solution.
It can take into consideration boundary conditions. Having established an ansatz constituting essentially an assumption, the equations are solved for the general function of interest constituting a confirmation of the assumption.) for friction forces F R is a usually followed power law
where µ is the friction coefficient measured in [kg/s (2−α) ] in MKS unit system, The value α is an arbitrarily chosen real exponent. In special cases, α ≈ 0 found for static and kinetic friction for solids, α=1 observed for Stokes friction in liquids with high velocity, α ≈ 2 used as a general trend for high velocity. The nonlinear ordinary differential equation using Newtons 2nd law of motion with friction forces is m(ẍ) = F R = −µ sign(v)|ẋ| α ,
where the initial conditions are x(t = 0) = x 0 (3)
The point mass m is measured in [kg] . Ifẋ = v(t) is positive, the foregoing ordinary differential equation (2) reduces to
When α = 1, the classical force and the fractional friction force coincide. But for α = 1 i.e. for all other real α except 1,ẋ
Thus we expect a dynamic behaviour different from the classical one. The fractional differential equation
with initial conditions (3) and (4) determines the dynamical behaviour of the classical object (point mass m) to a fractional friction force. Using the Liouvilles definition of the fractional derivative and using the ansatz
we obtain the general solution consisting of 3 different constants [1] . We thus need yet 1 more condition besides the foregoing 2 initial conditions. By choosing this 1 condition a reasonable numerical value, we get a solution. Since we can have many reasonable choices, there will be infinitely many (but a finite number of solutions in a digital computer since it is a finite precision machine) numerical solutions. By appropriate choices of the condition, we could see that the solutions of the fractional differential equation match up to the 2nd order term in t with the solutions computed for the Newtonian equation of motion with the classical friction force term (1) [1] . Hence the difference between the fractional solutions and the classical solutions manifests both numerically and graphically when t is sufficiently greater than 1 [1] .
It can be seen that there is an alternative choice for 3rd initial condition. Let the initial (maximum) velocity of the object (point mass) decrease through all stages of motion due to the fractional friction force. Hence, in addition to the initial conditions (3) and (4), we introduce the 3rd initial condition [1] .
For the general symbolic (mathematical) solution of the FDE (including a fractional friction force) valid for t=0 up to t 0 -the final time when the object halts permanently, see [1, Page 28] . t 0 is obtained as
where
The foregoing example of an ever-existing friction force can be tackled always by the integer-order (i.e. classical) calculus without any recourse to fractional calculus, provided we know/determine the friction force by an experiment or otherwise. Hence it is not absolutely necessary to bring fractional calculus into picture for solving any physical problem. The solution of a fractional differential equation with appropriate initial/ boundary conditions (BCs) will be an analytic function as is the case with that of classical differential equation. Numerically, the solution will be a (numerical) table consisting of the values of the independent variables and the corresponding values of the function. The function values can be graphically represented for the function of 1 or 2 independent variables since we can visualize 0, 1, 2, and 3 dimensional objects and not beyond, a mathematical extension beyond dimension 3 is always possibe and also is required for most real-word physical problems though.
The numerical table for the function of n independent variables (n is a finite integer) can be depicted, but cannot be graphically represented on a 2-dimensional paper when n is greater than 2. It can be seen that the graph is a less accurate form of the numerical solution, it is visually very useful though. The recreation of the numerical table from the graph will have accuracy even less than (or at best equal to) that of the graph.
Once the foregoing analytic function is known as the solution of the fractional differential equation, one can readily determine the corresponding classical differential equation with appropriate initial conditions. This implies that the fractional differential equations are not absolutely essential to solve any physical problem that can be tackled by the appropriate classical differential equations. In other words, there exists no physical problem in nature, which does not have a classical differential equation (CDE) model but has a fractional differential equation (FDE) model.
Thus the knowledge of fractional differential equations may be considered redundant from the engineering and scientific applications point of view. But the concerned quality (error) and cost (complexity) of the solution of FDE need to be explored for computational competitiveness with that of classical differential equation (CDE) for engineering applications.
Are the FDE models better than CDE models in terms of quality and cost of the numerical solutions always (for solving a concerned physical problem)? If the answer is no implying not always, then which are the practical situations when the FDE models are better? This issue will be discussed elsewhere.
The interpretation of a fractional differential equation, more simply a non-integer fractional derivative and that of a classical differential equation, more simply an integer-order derivative are different more specifically from the exact comprehension of the corresponding physical problem point in view.
The later interpretation has been readily exactly comprehended and easily understood while the former one has not been.
However, the exact value of the fraction in the fractional order cannot be readily known from the physical problem except through a numerical experiment or by some other means (say trial and error).
Special cases of the foregoing general solution are the following solutions [1] :
, f or f ree oscillation) (12)
This is a totally new function type. The role of the initial velocity v 0 is not more than just a scaling factor. In terms of free oscillation (α = 0) as well as in terms of damped oscillation (0 < α ≤ 1), the time variant solutions may be better understood when we consider the 1st quarter period to describe the process of a fractional friction force [1] . The presentation of the foregoing solutions is to reveal the effect of fractional friction forces on the solution. How do we integrate and merge these facts so that the classical calculus becomes a special case of fractional calculus?
The solutions of the differential equation
for the damped classical harmonic oscillator will allow us to investigate and understand this aspect of fractional friction, where m, γ, k are the mass, the damping coefficient, and the spring constant of the oscillator, respectively [1] . For every value of the fraction in a fractional mathematical model usually an FDE what will precisely be the corresponding physical model?
In a digital computer (finite precision machine), concerning differential equations, there will be a very large but finite number of physical models. Corresponding to each of these physical models there will also be an integer-order mathematical model.
Will each of the integer order models be equivalent numerically to the corresponding fractional order mathematical model over the complete interval (range) of integration?
Besides, quality of a numerical solution -a must for any engineering use as an engineer needs a solution in numbers not in mathematical symbols -implying computational relative error bounds needs to be determined. This quality (the error bounds) allows us to compare relative quality of 2 or more different algorithms -both fractional and corresponding integer order [2] .
Cost (computational complexity) of the numerical solution also needs to be obtained. This cost permits us to choose that algorithm out of 2 or more algorithms, which is least expensive computationally [2] .
Out of the foregoing 2 parameters viz. quality and cost, usually quality is more important than cost since most of the differential equation models are not too large. This is particularly so in the current (21st century) computational scenario where the computational power has reached/crossed 10 18 flops (floating-point operations per second).
The fractional derivative for powers was systematically studied by Riemann:
In the foregoing equation, we restrict x ≥ 0, k ≥ 0 to ensure the uniqueness of the fractional derivative definition. The fractional derivative of the exponential function was given by Liouville and that of trigonometric functions was proposed by Fourier. Around 100 years earlier Leibniz and Euler attempted to solve this problem of fractional derivatives. According to Riemanns definition, the fractional derivative of the constant x 0 is given by
which is not equal to 0, the known behaviour in the integer order derivative. If α = 0 or 1, then the Riemann definition is compatible with the conventional calculus definition. Consequently as an additional postulate Caputo imposed
We have thus 4 different definitions of a fractional derivative. The common aspects of all these definitions satisfy a correspondence principle:
and the rules
This principle and the rules need to be strictly adhered to by any other definition of fractional derivatives. If these are not adhered to by a definition, then such a definition will not merit in the first place as a possible candidate for an attempt of fractional calculus to be a generalized version of conventional calculus.
Further, we can define, in analogy to the well-known Taylor series expansion, series on these 4 different function classes and specify the corresponding fractional derivatives according to Liouville, Fourier, Riemann, and Caputo:
by considering the foregoing infinite series/exponential functions. Are these 4 definitions equivalent? The answer is No. This can be demonstrated by considering the exponential function f (x) = e x as an example. According to Caputo
where E(1, 2 − α, x) is a generalized Mittag-Leffler function and evidently not an exponential function any more. This is in contrast to Louvilles definition. The non-equivalence of these definitions is disturbing and an obstacle to the attempt of making fractional derivatives a generalized version of classical derivatives. However, not only such an obstacle but also other obstacles that we could encounter for some function or the other need to be overcome by more appropriately defining the fractional derivatives. Once a generalization compatible with the concerned physical problems is achieved, the fractional calculus will be a part of the regular university curriculum for the students.
There could be many problems from physics which might be beneficially numerically solved using an appropriate mathematical model based on fractional differential equations. But this may not have direct connection to the generalized version of the calculus.
If a physical frictional model can be readily converted to a non-integer fractional differential equation model and vice versa exactly in the same way as we could do for integerorder differential equation model, then it would be a break-through in the process of achieving the desired generalization.
The unique generalized matrix inverse (viz. the Moore-Penrose matrix inverse also known as the minimum-norm least-squares inverse of the matrix or as the pseudo-inverse of the matrix) out of the possible infinity of generalized inverses of a matrix has been beautifully integrated and merged with the true matrix inverse during 1950-1970s. This integration is included in all university science and engineering curricula.
The pseudo-inverse [3] (the term is coined by Gene H. Golub of Stanford University and is used widely) of any matrix square, non-square rectangular, and singular -is unique and always exists unlike the true inverse that exists only for non-singular (necessarily square) matrices. The pseudo-inverse is meant for solving non-square rectangular as well as square linear systems and is extensively used in science and engineering applications.
The pseudo-inverse is non-redundant in the sense that the true inverse cannot take the place of the pseudo-inverse for solving linear equations including inconsistent equations (for inconsistent systems, the minimum-norm least-squares solution is obtained and is used and this solution is of paramount importance in all our concerned physical problems numerically). If the matrix is non-singular then the pseudo-inverse is the true inverse of the matrix.
In a linear consistent system if the matrix is near-singular then computational error creeps in the solution irrespective of whether the inverse is true (when it exists and computable within the available finite precision of the computer) or pseudo. The more pronounced the singularity is, the more will be the computational error. Depending on the context, this error may or may not be acceptable. Strictly speaking while a singular linear system like a non-singular one poses no extraordinary error problem for a true solution or the minimum norm least-squares solution, a near-singular system does. So a near-singular linear system may be termed ill-conditioned with respect to its solution while a strictly singular as well as a non-singular (sufficiently away from a near-singular (depending on the precision/context)) linear system may not be.
If the pseudo-inverse of the rectangular matrix A is B, then the pseudo inverse of the matrix B is the matrix A. Could the fractional calculus be made to have a similar status in future by appropriate definitions and procedures?
In other words, once the integer-order derivative/fractional derivative of a function is known, can we get back the original function using its anti-derivative (i.e. the integration/fractional integration of the derivative) by imposing the concerned condition(s)?
While computing the ever-existent pseudo-inverse or the non-ever existent true inverse (true matrix inverse does not exist for non-square rectangular matrices as well as square singular matrices) of a matrix, no fractional power of the matrix is involved in computing the pseudo-inverse. This is quite unlike the fractional calculus operations.
However, for a square singular or a non-singular matrix A, we can find its fractional power B = A α . Hence B (1/α) = A for α positive real. If α is complex with the imaginary part = 0, then the preceding rule may not be valid for every matrix whose order is greater then 1. A fractional positive real power α of the matrix A could have more than one matrix. Everyone of these matrices with power 1 α will result in the original matrix A. If the matrix A is rectangular real/complex, then appending 0 rows or 0 columns it can be made square. Replace the original rectangular matrix A by this new square matrix. That is, the most recent matrix A is square singular. The foregoing fractional power rule in the preceding paragraph is perfectly valid for this matrix A for α positive real. Incidentally, the identical rule is always valid for a real/complex matrix of order 1. A real/complex number may be viewed as a real/complex matrix of order 1 and vice versa.
The following numerical examples produced using Matlab demonstrate the foregoing facts.
The matrices A and C will be the same) A =1.0000 + 1.0000i 2.0000 -2.0000i 3.0000 + 3.0000i 4.0000 + 4.0000i 5.0000 + 5.0000i 6.0000 -6.0000i 7.0000 + 7.0000i
8.0000 -8. B = NaN + NaNi NaN + NaNi NaN + NaNi NaN + NaNi NaN + NaNi NaN + NaNi NaN + NaNi NaN + NaNi NaN + NaNi NaN + NaNi NaN + NaNi NaN + NaNi NaN + NaNi NaN + NaNi NaN + NaNi NaN + NaNi (NaN means Not a Number and implies usually division by 0) ??? Error using ==> mpower Input to EIG must not contain NaN or Inf. 
(complex power of a complex number (1x1 matrix) a = 5.0000 + 7.0000i b =1.9787 -4.1534i c = 5.0000 + 7.0000i (c is the same as a as these should be.) 8.0000 -8.0000i 9.0000 + 9.0000i
The Matlab provides only 1 of these possible matrices (as answers) and this serves our purpose for solving a physical problem well unless the context demands something different from the usual stuff.
We provide in section 2 the problems and efforts toward generalizing the calculus such that the integer order (classical) calculus is integrated/merged with/into the fractional one. One of the popular fractional derivative viz. Grunwald-Letnikov derivative demonstrates numerically and also graphically how the derivatives behave and how well they integrate/merge with the integer order ones. This is essentially an effort by the mathematicians/physicists toward making fractional calculus a generalized version that includes integer-order calculus. Also included in this section FDE and its integration with the classical one and the interpretation.
In section 3 we raise a few of questions on fractional ODEs (FODEs) regarding how we convert these to a system of α-th order FODEs or/and 1st order ODEs, how many initial conditions we would need to solve these ODEs, and what procedure(s) we could design and develop to numerically solve the system. Also talked about in this section are the partial as well as complete generalizations of calculus dealing with both fractional and integer orders. Conclusions are included in section 4.
Problems and Efforts

Leibnitz Product Rule
The Leibniz Product Rule (LPR) for integer order derivatives (IOD) is
But the LPR is not valid for fractional order derivatives:
The proof follows from the counter-example where
The foregoing product rule will be valid for the given problem if
and α = any nonnegative integer, or α = 1. This is undesirable for a generalization of the rule. Is this problem not surmountable by designing an appropriate procedure? The answer is No. That is, the problem is surmountable. The LPR for generalized derivative (valid for IOD as well as fractional order derivative (FOD) may be given:
is an arbitrary integer (N is the set of natural numbers), then
For arbitrary α,
where f 1 , f 2 are functions of the independent variable x. The foregoing rules (28) and (29), though more expensive, in general, from quality (implying more computational relative error) and cost (implying more computational complexity) points of view, are still generalized LPR. However, a direct transfer of any standard rule of classical calculus to fractional calculus could be hazardous. In every case the rule used in fractional calculus needs to be checked for its validity.
A useful strategy for a satisfactory generalization scheme is a 2-step procedure [1] :
Step 1. Derive a rule which is valid for all n ∈ N .
Step 2. Replace n by α ∈ C and check the validity, where C is the set of complex numbers.
Computationally, the LPR is not an essentially required rule. Computation is a must in all engineering and science applications. Nobody can escape computation if he has some thing to do with a real world physical problem. Consequently, it is very much more important than the pure mathematical treatment of fractional calculus/differential equations. Let x be defined in a finite interval [a, b] , where a,b are numerical values. Suppose that f 1 (x), f 2 (x), f 1 (x)f 2 (x) are functions defined by/computed as a numerical table having 4 columns viz.
All the entries from the 2 nd row to the last row are all numerical elements. One may use the 1st and the 4 th columns of the foregoing table to compute a fractional numerical derivative based on 1 of the definitions such as the Grunwald-Letnikov definition.
In case of 3 or more functions, the product rule can be obviated similarly. Hence generalization problem for LPR is numerically computationally non-existent.
Fractional derivatives of general functions: Values and Graphs
We present some of the fractional derivatives for a general function. The presentation will help one to get a feel about the scope of each one of them. Consequently one can decide which of the definitions would be more desirable/suitable as an attempt to generalize the calculus.
It is also possible that a new definition for the fractional derivative can be proposed, which would allow a better generalization (with possibly less error and less computation). Grunwald-Letnikov Derivative (Reverse)
We have taken h = .01, α = .99, m = 0 to140. Error in computation of the gamma function is significant when α is a non-integer fraction. If α is a positive integer, then we can use the factorial function (and also the gamma function) with many terms both in the numerator and the denominator cancelling. The accuracy will be significantly more. Observe that in Matlab, we can compute (up to argument 17) exactly f actorial(17) = gamma(18) = 355687428096000. Beyond the argument 17 Matlab provides only approximate (erroneous) integer values. The Matlab routine fgl.deriv.m [8, 17] is used to compute, in 3-D, the fractional derivatives (including integer ones) for different fractional orders of an equi-spaced sampled function using Grunwald-Letnikov formulation. The idea is to demonstrate how well the formulation integrates and merges the fractional orders with the integer orders. The 12-line Matlab program f deriv sin1 hp1, where the sampling period h=0.1 is as follows.
% clear all; close all; %h=0.1; t=0:h:4*pi; %y=sin(t), %order=0:0.1:1; %for i=1:length(order) %yd(i,:)=fgl deriv(order(i),y,h); %end; for i=1:length(order), % 'Fractional order alpha=',disp(order(i)), % 'Sampled derivatives (omitting 1st element 0) are ', disp(yd(i,:)), end; %[X, Y]=meshgrid(t,order); %mesh(X,Y,yd) %xlabel( ' t '); ylabel( ' α ' ); zlabel( ' y ' ) % Usage We call the following 12-line Matlab program "fderiv sin1 hp1" % without the 12 "%" symbols and use simply >> fderiv sin1 hp1 (in the command % window). Observe that the Matlab program uses the Matlab routine fgl deriv which %needs to be available in the Matlab machine.
We have used the fractional order α = 0, .1, .2, .3, ..., 1 and computed the fractional (including integer order derivatives for x = 0, .1, .2, ..., 4π. One can readily check how accurate the integer order derivatives are and how the fractional orders merge and integrate with the integer order derivatives. Also see [8] .
The numerical results (only partially produced to conserve space) and the graph (Fig.  1a) depicting the results are as follows. The reader may view the complete numerical result along with the graph when he executes the foregoing Matlab program fderiv sin1 hp1.
Fractional order alpha= 0 Sampled derivatives (omitting the 1st element 0) are The foregoing results are correct up to 2 decimal places (same here as 2 significant digits since the sine and cosine functions are having order of magnitude 1).
For better accuracy, choose the sampling period h=.01 (10 times higher frequency). That is, replace in the foregoing 12-line program h=0.1 by h=0.01.
Consequently the numerical results (not depicted to conserve space) are correct up to 3 significant digits (enough for most engineering implementations). However, for the graph for h=0.01 see Fig. 1b .
It may be seen how the sampled fractional derivatives demonstrate the curvature (deviated from the uniform behaviour as it should be).
As another example we take cosine function and demonstrate how it behaves for h = 0.1, α = 0(.1)14 and the cosine function sampled at points Observe that there is a great advantage in considering an equi-spaced sampled function in numerical computation. The program needs no change except in the 3rd line viz. y = cos(t).
If we have to deal with different mathematical non-sampled functions inside the Matlab program, then there will be more changes in the program. However, ill-conditioned functions (such as violently fluctuating continuous functions) would always be needing very careful handling/programming so that we get reasonably good usable numerical results.
The results (produced partially here to save space) and the corresponding graph (Fig.  2) are as follows. As in the foregoing example, here too the accuracy improves when the function cos(t) is sampled with higher frequency. If h = .01 (implying 10 times higher frequency), then the result will be correct up to 3 significant digits. However, if the sampling is done with frequency increasingly too large, then the result will deteriorate since the computational error starts creeping in depending on the precision used. For most practical usage, too large a sampling frequency should not be used since instead of increasingly improving the result, it degenerates (worsens) the result.
Riemann-Liouville (RL) Derivative The 3 most frequently used definitions for the general fractional differintegral are GL, RL (Riemann-Liouville), and Caputo definitions. We have already discussed GL derivative in both reverse and direct forms. In terms of the fundamental continuous integrodifferential operator defined as
where a,t are bounds of the operation and α ∈ R is a real fractional (including of course integer) order [6, 8] .
The RL derivative for the general function f(t) is
The RL definition for the fractional derivative of f (t) involves both integration and differentiation (differintegral) unlike the integer order derivative which is mathematically Fig. 2 Fractional derivative of cos(t) for t = − π 2 (h)6π f or = 0(0.1)1, h = 0.1 definable exactly for almost all analytic functions without any recourse to integration. Also, the restriction on the fractional order α viz. (n − 1 < α < n) is a severe one in terms of generalization.
The mathematical integration in the equation (33) cannot be obtained in a closed form (unlike the fractional integration of functions such as sin(x), e x , x k ) for most functions, a numerical integration is always possible for all computable mathematical analytical functions though.
However, we simply have to resort to mathematical/numerical differentiation only for derivatives of any integer order without any restriction on the integer order (unlike the fractional order α). Computational error and computational complexity in such definitions of fractional derivatives are usually more dominant and involved than those for integer order derivatives.
Can we devise/innovate a simple procedure (numerical or otherwise) that will obviate these problems in the process of achieving rather a straight-forward generalization for the derivative of any fractional order? There is a scope to explore this issue and come out either defining a straight-forward generalization or demonstrating/proving that such a generalization is impossible.
We leave the computational exploration of the RL fractional derivative definition for the reader so that he could find out the pros and cons of this definition compared with those of Grunwald-Letnikov and Caputo definitions (described below).
Caputo derivative The Caputo derivative for the general function f(t) is
The foregoing comments and question are more or less valid here too.
To illustrate mainly the numerical computation of the integration in equation (34), we consider the data n = 1, f (t) = sin(t), α = .99, a = 0, t = π. The Caputo fractional derivative of sin(t) can be written as The graph (fractional order α = 0(.01)1 versus the derivative of sin(π) is as in (Fig. 3) .
It can be seen both from the numerical results as well as from the graph that the computational error is considerable. For α close to 0.9 the derivative of sin(π) is close to -1 while the derivative should be -1 for α = 1, However, a better programming skill along with an increased precision would produce better accuracy.
Consider the Caputo fractional derivative of sin(pi/2) where the fractional order =.5,. Observe that the foregoing result provides some idea about the accuracy of Caputo fractional order derivative. Specifically one can see how well the fractional order α merges with the integer order 1.
Here the generalization of the fractional derivative through numerical integration is not a straight-forward approach. Can we have such an approach with improved accuracy without limiting ourselves among several definitions of fractional derivatives as mentioned above? As a matter of fact, one may have totally new definition for fractional derivatives and fractional integrals, that would eventually be widely accepted as a generalization of classical calculus.
On the other hand, can we prove that no more definition better than the existing ones is possible? We believe that we have not come to a dead end; there is still a scope of deeper exploration.
An important point is the readily understood precise physical interpretation of every fractional order derivative and every fractional order integral just like every integer order derivative and integer order integral. A generalization demands such an interpretation so that we need not worry about whether the order is an integer or a fraction.
Every integer/fractional order derivative/integral carries a message. Every derived step in a procedure also gives us a distinct message. It is a good habit to readily get/understand the message carried by a step/equation. This will immensely help us to grasp/to get a complete feel of what is going on in the process/procedure. One should never behave like a machine oblivious of what is going around us. Only then we will have the right frame of mind for the generalization or for showing mathematically that the desired generalization having similar applicable properties of generalized matrix inverses is impossible.
Fractional ordinary differential equations (FODEs)
Any system of integer order ordinary differential equations (IODEs) with adequate initial/2-point boundary conditions can always be written as a system of n 1 st order odes with n initial/2-point boundary conditions. The general form can be written follows.
with n initial conditions: At t = T 0 ,y 1 = α 1 ,y 2 = α 2 ,,y n = α n or with n boundary conditions where some of these n conditions are specified at t = T 0 while the rest at t = T f inal. The functions f 1 , f 2 , ..., f n are written from a given actual system of IODEs with the initial/boundary conditions. Observe that α i s are specified numerical values and are not connected with the fractional order α.
Similarly FODEs of fractional order 0 < α < 1 can be written as
with n initial conditions: At t = T 0 ,y 1 = α 1 ,y 2 = α 2 ,,y n = α n or with n boundary conditions where some of these n conditions are specified at t = T 0 while the rest at t = T f inal. The functions f 1 , f 2 , ..., f n are written from a given actual system of IODEs with the initial/boundary conditions. Consider, as an example, the projectile motion problem. A projectile of mass m is launched with initial velocity v 0 at an angle θ at time t = 0. Atmosphere exerts a resistance force R on the mass, proportional to the velocity of the mass at time t, i.e.R = βv(t), where β is a constant and is opposite to the direction of the velocity of the mass.
At time t, the mass is at location (x(t), y(t)); the velocity of the mass in the x-direction and that in the y-direction areẋ(t),ẏ(t), respectively. Thus the velocity of the mass is v(t) = (ẋ 2 (t) +ẏ 2 (t)) at an angle θ(t) = tan −1ẏ (t)
x(t) . The x-component of resistance force R is R(t)cosθ(t) and y-component of R is R(t)sinθ(t). Using Newtons 2nd law of motion, we can write
The equation of motion (mathematical model) becomes mẍ(t) = −βvcosθ(t) = −βvẋ ẋ 2 +ẏ 2 i.e., mẍ + βẋ = 0 mÿ(t) = −mg − βvẏ ẋ 2 +ẏ 2 i.e., mÿ + βẏ = −mg (38)
Hence the system of 4 1st order ODEs (computational mathematical model suitable for computer implementation for n (general) 1st order ODEs) can be written as follows. Let
Then the equation of motion (mathematical model) becomes
IC : at t = 0,
Introducing the fractional order α such that 0 < α < 1 in the foregoing system of 4 1st order ODEs and using the Matlab routine fde12s [9 − 13], we can solve a system of n fractional order ODEs (n is a finite positive integer).
Refer the systems (36). It can be seen that when α =0, the differential equations cease to exist. On the other hand, when α =1, the system ceases to be FODEs. It becomes the classical 1st order ODEs as in the system (39).
However, we consider first the classical (non-fractional) pendulum problem where no damping exists. The Matlab version (program) of this problem is named as pendulum. Then we present the Matlab program pendulumfde.m, where α =.97, which uses the Matlab routine fde12s. Both the programs are compatible with the computational mathematical notation and thus self-explanatory. Further both use the 3-line Matlab function sub-program pend shown below both the programs pendulum and pendulumfde.
The 2nd order ODE representing the motion of a simple gravity pendulum i.e. the simple harmonic motion is
where z = a small (≤ 20 degree or 0.3491 radian) displacement, g= acceleration due to gravity, l= length of the pendulum, k = g/l. At time t = 0, z = z 0 ,ż = v 0 . Expressing the foregoing 2nd order ODE into 2 1st order ODEs with 2 initial conditions, one can readily check the concerned pend Matlab function sub-program. >> Remarks Zero Friction force (Ideal case): Non-existent in Nature If alpha (fractional order, in general) is 1, then the pendulum will continue simple harmonic oscillations without any damping. The oscillation will have constant amplitude, constant time period, and will continue the oscillatory motion for ever. The Matlab program for pendulum depicts the motion (Figs. 4 and 5) .
(Positive) Friction force. If alpha<1 is fractional and assumes successively the values .99, .98, and .97, .90, then the pendulum will continue simple harmonic oscillations/motion with progressively increased damping. While the time period remains unaltered, the amplitude will progressively decrease.
The Matlab program pendulumfde depicts the motion (Figs. 8-15 ). It can be seen that for alpha=1 both the programs pendulum and pendulumfde depict beautifully same/similar graphs.
Figs. 4 and 5 output by pendulum correspond to Figs. 6 and 7 produced by pendulumfde, respectively. For such a specific type of FODEs, both the fractional order and the integer order merge and integrate well. Consequently the efforts toward limited generalization are appreciated. But the physical implication of alpha in terms of friction forces and that of friction forces in terms of alpha are not readily known (as we do for IODEs).
Implication of friction forces. In other words, friction forces s uch as resistance due to air/wind and that due to various parts of the pendulum touching one another should determine the value of alpha viz. the value of the fractional order approximately. Can we still have precise magnitude of all the friction forces combined together from the knowledge of alpha and vice versa? A meaningful generalization needs to sort out this question.
Is it possible that throughout the interval of the independent (time) variable t, the combination of friction forces and the value of alpha match/are numerically the same at all equi-spaced (or non-equi-spaced) points in the time interval? On the other hand, if we know the magnitude and direction of friction forces, then the mathematical model can be written as integer-order differential equations and then solved without any need of fractional order model. 
under the requisite number of initial conditions for t=0(.1)10.
The following questions arise: Can we express the system of equations (41) as a system of k 1 st order and/or m αth order ODEs? What will be the value of k and/or the value of m? Can we write a real-world physical problem that corresponds to the foregoing system (41) as the mathematical model? Or, can we have a real-world physical problem whose mathematical model will be one similar to the system (41)? Can we have a procedure to solve a corresponding system of 1st order and/or αth order ODEs?
A generalization deserves the answer of the foregoing questions. Only after obtaining the answer, we may determine if a complete generalization (i.e. a generalization that does not at all differentiate between an integer-order say, 3 or 4 and a fractional order say 2.21 and 3.78 and get the desired numerical solution) is achievable. Or, to which extent a generalization is feasible.
What are the specific procedures that need to be designed/ innovated to achieve a partial generalization or a complete one? Then, of course, comes the efforts to solve numerically computationally the problems for scientific/engineering implementation following the designed new procedures.
Conclusions
Generalizing matrix inverse and calculus: Analogy Generalized version of a matrix inverse and that of the calculus viz. fractional calculus do not have one-to-one correspondence so far as an analogy is concerned. One is fractional while the other is non-fractional. Till early/mid-20 th century matrix algebra was in a formative stage. We knew how to solve linear consistent square full-rank system using the true matrix inverse. Or, without recourse to matrix algebra, we could solve the system using methods such as the Gauss reduction method using partial/complete pivoting (during 19 th century).
However, the essence of the concept of generalizing the true inverse so that we can solve any linear system written/given in the matrix-vector form consistent or not, square or rectangular without any botheration about pruning redundant (linearly dependent) rows of the system was developed during around mid-20 th century.
For the inconsistent (contradictory linear equations) system, we do not have any solution that satisfies all the equations. But a specific generalized inverse of the coefficient matrix of the equation in matrix form, called the pseudo-inverse, provides the minimumnorm least-squares inverse (i.e. ||x|| = minimum implying minimum norm as well as ||Ax − b|| =minimum implying least squares, where x is the computed solution of the linear system Ax=b, and ||.|| is the Euclidian matrix norm).
Consequently, we obtain the minimum-norm least-squares solution of the system. This solution is of paramount importance and extensively used in whole of engineering and science as long as the degree of inconsistency (contradiction among the linear equations) is within acceptable limit depending on the context.
If there is unacceptable inconsistency in the linear system, then one should fall back to the physical problem, find out the cause for abnormal inconsistency and correct the error/mistake. It can be seen that Nature knows no inconsistency. The inconsistency in a linear system (viz. the mathematical model corresponding to a physical problem of Nature) could result only due to human error/mistake.
Since error (error (not mistake) in measurement and/or in computation) is ever impossible to be removed, it could often (not always) result in inconsistent/near-consistent system. We need to deal with such a system almost always. So is the need for the minimum-norm least-squares inverse (not the true inverse as it does not exist for most of the problems or is too erroneous due to near-singularity/non-square rectangularity of the coefficient matrix A) almost always in the physical world.
One can devise a row-pruning algorithm for a given linear system Ax=b to remove all redundant rows (i.e. linearly dependent rows) of the augmented matrix (A, b) [14 , 15] . Such an algorithm will act as a pre-processor for solving a linear system using the pseudoinverse. The pruning reduces the computational error and also storage complexity whenever it occurs. However, this is not widely used mainly because it is an additional task and also, for most of the real-world problems, the current (2018) computing precision and also storage is not an issue to obviate the foregoing 2 problems. Thus the generalized inverse viz. the pseudo inverse of the matrix A is good enough for practically all physical problems.
With the foregoing essence of generalizing the matrix inverse in mind, can we have the similar essence of generalizing the classical calculus so that the generalized calculus (viz. fractional calculus) universally serves the purpose for all calculus (including differential equations) problems always? If we can, then the advantage of generalizing the calculus, of course including the physical interpretation of fractional order derivative/integral, will be enormous in terms of solving numerous problems in the physical world readily and easily.
Classical ode corresponding to any fractional ode A 1-independent variable FDE can be written as 1 or more distinct classical ODEs in so far as its solution is concerned. Consider, for example, 1 FDE where the fraction α < 1. Its solution will correspond to a continuous function of 1 variable. Graphically, this will be a curve (a continuous line) in the concerned interval of the independent variable.
Corresponding to this graph, we can readily produce a classical ode of order 1 or more by successive differentiation. On the other hand, we may have a classical ODE (based, say, on the 2 nd law of Newton) appended with a friction force term obtained from a given physical problem.
We can easily interpret the corresponding physical problem for each of the foregoing classical ODEs. These interpretations are distinct in the sense that one physical interpretation cannot be obtained from other and vice versa, although their solutions are the same.
Best way to compute integer order derivatives While computing the derivative of an analytical function is not only easier but also is possible for a much larger set of functions by a concerned person. This is unlike analytical (not computational) integration of an analytical function.
Most of the functions cannot be analytically integrated in a closed form. A famous example is the normal distribution function
where erf= error function, gives the probability that a standard normal variate assumes a value in the interval [0, z]. Neither Φ(z) nor erf can be expressed exactly in terms of a finite number of add, subtract, multiply, square-root operations. So both must be either computed numerically or approximated (to a finite number of terms). In either case we get only erroneous ( acceptable or not depending on the context) values (numerical or mathematical).
However, numerical computation of a derivative and of an integral with specified numerical bounds (limits of integration) is not only always possible but also absolutely required in every engineering/science application.
The numerical computation of a derivative of higher integer order (order 2 or more) does involve increasingly more pronounced error. Successive numerical derivatives are successively more erroneous since a higher order numerical derivative is computed based on already computed lower order derivative having inherent computational error. Like entropy, errors go on increasing successively the higher the derivatives we compute.
Under these circumstances, a best way to compute integer order derivatives would be to use (successive) symbolic derivative computations followed by the numerical derivative computation at the final step. The successive symbolic computations can be carried out exactly in Matlab for most (not all) of the analytic functions and/or for a combination of this functions. The foregoing best way will provide least computational error (for a given precision of the computer) which is most desired in all forms of computations.
Sometimes the successive integer-order derivative of a non-polynomial function or a combination of non-polynomial and polynomial functions could result in a much larger analytical function implying much more numerical computation. In such a case, one may follow one of the 2 ways viz. the foregoing "a best way" and the straight-forward (usual) successive numerical computation way (from the very 1st step) for the given function and decide one of the ways, that produces less computational error. The computational complexity (cost of computation) issue is mostly a minor/trivial issue in this hyper-computing (over 10 18 floating-point operations per sec) era.
The difficulty of determining symbolic derivative for a long involved function (not being able to write/automate the symbolic derivative computation for all highly involved/lengthy analytic functions) is due to the programmers limitations in his comprehension (A common human being can comprehend 5 to 9 things at a time.) and his programming skill involving differentiation of a general function. Such limitations may not come into picture for a person/programmer when he uses the rules of symbolic derivation with sufficient care and concentration for a specific function or a combination of functions.
However, a mistake, though rare, cannot be ruled out for any living being including a mathematical/computational prodigy (as to err (mistake) is human (living being) is eternally true without any exception. In this context, Not to err is computer (non-living being) may be considered equally true).
For computing a fractional order derivative of a function where the order α = n.f, n being a positive integer and (.f) the fractional part, successive integer order derivatives can be obtained as in the foregoing case and then the fractional part (.f) could be computed according to one of the most appropriate definitions such as the Grunwald-Letnikov definition. Here a generalization procedure that could be considered a straight-forward extension of the integer order derivatives deserves to be devised/designed for a widely accepted integration/merger.
When the function is known as equi-spaced sampled numbers or non-equi-spaced sampled numbers, then the problem of computing derivative is usually completely numerical. The symbolic derivation successive or not that either physically inflates the function or deflates the function usually will not figure here.
Numerical input functions. It is possible that we may deal with functions which are known through tables of numbers. After all, everything has to be in numbers for every practical/real-world application. The problem of generalization seems to be comparatively easy (if it is possible) since we may not have to worry too much about a large array of mathematical functions and their varying properties over the concerned domain. All we need to worry is about computational error and occasionally computational complexity subject, however, to continuity/analyticity of the functions.
For the differential equations integer-order as well as fractional order we would get the solution viz. the function not in terms of a mathematical function but in terms of a numerical table containing a number of rows, every row consists of values of independent variables and the corresponding function value. Here too the problem of generalization appears to be relatively simple. However, the background mathematical knowledge in this subject area is extremely (sometimes critically) helpful to completely and confidently rely on the numerical results and the concerned graphs. Blindly/mechanically doing computations without getting a feel/an understanding about what the numbers are saying (or giving us message) is unacceptable.
Problems and efforts toward generalization. We have mentioned the various problems and innovative efforts toward generalization of fractional calculus not only in section 2 (Problems and Efforts), but also in section 1 (Introduction). Section 3 that deals with fractional ordinary differential equation may be considered as a good effort toward generalization. The pain-staking effort of the author in writing a detailed Matlab program that works well for ODEs with, of course, restricted fractional order is remarkable. However, the restriction on the fractional order is an important issue that needs to be sorted out for a possible usable generalization.
Any system of ODEs can always be written as a system of n 1st order ODEs with n initial conditions or n 2-point boundary conditions. A general computer (Matlab, say) program for the system of n 1st order ODEs can always be written [16] . The widely used Matlab provides such a program for n 1st order ODEs with n initial conditions. Such a general computer program cannot be written for a system of integer order partial differential equations (PDEs). Fractional partial differential equations are no exceptions. However, we are not much concerned with this issue in this context. Quality and cost of the solution. How do the quality (relative computational error) and the cost (computational complexity) of the solution of a system of FDEs differ from that of the equivalent system of integer order differential equations? Which solution will be better? These questions, though appear to be out of context for generalization, are still important to support the scope of fractional order systems in calculus and to make it an integral part of the current calculus that we are taught globally.
