Modified Multidimensional Scaling and High Dimensional Clustering by Ding, Xiucai & Sun, Qiang
Modified Multidimensional Scaling and High
Dimensional Clustering
Xiucai Ding∗ and Qiang Sun†
Abstract
Multidimensional scaling is an important dimension reduction tool in statistics and
machine learning. Yet few theoretical results characterizing its statistical performance
exist, not to mention any in high dimensions. By considering a unified framework that
includes low, moderate and high dimensions, we study multidimensional scaling in
the setting of clustering noisy data. Our results suggest that, the classical multidimen-
sional scaling can be modified to further improve the quality of embedded samples,
especially when the noise level increases. To this end, we propose modified multidi-
mensional scaling which applies a nonlinear transformation to the sample eigenvalues.
The nonlinear transformation depends on the dimensionality, sample size and moment
of noise. We show that modified multidimensional scaling followed by various cluster-
ing algorithms can achieve exact recovery, i.e., all the cluster labels can be recovered
correctly with probability tending to one. Numerical simulations and two real data
applications lend strong support to our proposed methodology.
Keywords: Clustering, dimension reduction, multidimensional scaling, local Marchenko-
Pastur law.
1 Introduction
We consider the problem of clustering high dimensional data, which are frequently encoun-
tered in areas such as genomics, neuroimaging, medicine and natural language processing.
For example, DNA microarray/sequencing technology allows researchers to monitor gene
expression levels for thousands of genes simultaneously. Despite the success of cluster-
ing analysis in low dimensions, the curse of dimensionality poses several major challenges
for clustering high dimensional data, and renders the classical clustering algorithms such
as K-means and the hierarchical clustering, ineffective in high dimensions (Kriegel et al.,
2009). What comes first is that the concept of distance becomes less precise as the number
of dimensions grows, as high dimensional objects appear all alike. Thus discrimination be-
tween nearest and farthest data point becomes meaningless. Second, given a large number
of attributes, some attributes are usually not meaningful and serve as pure noise for a given
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cluster. The existence of redundant features will greatly affect the clustering performance.
Moreover, multiple dimensions are often impossible to visualize and complete enumeration
of all subspaces becomes intractable with increasing dimensionality.
The inputs of many clustering algorithms are usually distance or similarity matrices.
A natural idea for overcoming the curse of dimensionality is to reduce the dimensionality
before clustering, i.e., approximating the underlying distance matrix using low dimensional
embedded samples. Such a technique is the multidimensional scaling (Borg and Groenen,
2005). Consider N data points x1, · · · , xN ∈ Rd and denote its distance matrix by D with
(i, j)-th element Dij = ‖xi − xj‖22, the Euclidean distance between two samples. The
classical multidimensional scaling (CMDS) algorithm proceeds as follows:
1. Apply double centering to obtain
S = −1
2
HDH, (1.1)
where H = I − 1n1N1TN , in which 1N = (1, 1, . . . , 1)T ∈ RN , is the double-
centering matrix;
2. Apply spectral decomposition to S, i.e., S = V̂ Λ̂2V̂ T, where V̂ is the eigenvector
matrix, and Λ̂2 is a diagonal matrix consisting of eigenvalues;
3. For a predetermined r0, return an N × r0 matrix V̂r0Λ̂r0 , where Λ̂2r0 contains the first
r largest eigenvalues and V̂r0 contains corresponding r eigenvectors;
4. Embed the data points into Rr0 using the rows of V̂r0Λ̂r0 .
CMDS has found many successes in fields such as bioinformatics, cognitive sciences
and artificial intelligence, especially in which only a distance matrix is available. Surpris-
ingly, as Fan et al. (2018) pointed out, few theoretical results characterizing its statistical
performance under randomness exist. This poses significant impediments to the develop-
ment of multidimensional scaling methods as well as challenges to the analysis of down-
stream statistical analysis such as clustering, classification and regression. Recently, Little
et al. (2018) analyzed the quality of CMDS embedding by assuming the intrinsic dimension
known. Choosing a reasonable embedding dimension r0 still remains a major challenge in
this algorithm. To the best of our knowledge, there does not exist any literature on finding
the optimal embedding dimension, at least not theoretically.
In this paper, we make several contributions towards the study of multidimensional
scaling in the setting of clustering. First, we propose a modified multidimensional scaling
(MMDS) algorithm for dimension reduction. Different from CMDS, MMDS applies a
nonlinear transformation to the sample eigenvalues. The nonlinear transformation depends
on the sample size, dimensionality and moment of noise. We provide theoretical analysis
under a unified framework including the low, moderately and high dimensional regimes by
assuming that log d ∼ logN , where d is the dimension of the covariate vector and N is
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the sample size. Both theoretical and numerical studies suggests that MMDS outperforms
CMDS. Second, we provide a consistent estimator for the number of clusters, which can
then be used as an estimator of the embedding dimension. Surprisingly, our procedure is
free of estimating the intrinsic dimensionality of the underlying manifold that generates the
data. The number of clusters serves the purpose as our goal is to achieve good clustering
performance. Our result proves a conjecture of Lam and Yao (2012). See Section 3 for
details. Lastly, we show that MMDS followed by various classical clustering algorithms,
including the K-means, single linkage, complete linkage, average linkage and centroid
linkage, can achieve exact recovery. Here we use the phrase exact recovery when all the
cluster labels are recovered correctly with probability tending to one as n tends to infinity.
The notion of exact recovery has been frequently used in the literature of stochastic block
models (Abbe, 2018).
The rest of the paper proceeds as follows. In Section 2, we propose the new modi-
fied multidimensional scaling algorithm for embedding high dimensional data points into a
lower dimensional space. We provide an estimator for estimating the number of clusters,
which can then serve as an estimator of the embedding dimension. Section 3 establishes
the consistency results for estimators of the embedding dimension and variance. We theo-
retically characterize the quality of MMDS embedding and the performance of clustering
algorithms after MMDS in Section 4. Section 5 establishes parallel theory for data with a
general covariance structure. We contributed Section 6 to simulation studies and Section
7 to real data applications. Section 8 closes the paper with a discussion. All proofs and
technical lemmas are collected in the Appendix.
Notation: We use the following notation throughout the paper. For a d-dimensional vector
u = (u1, . . . ,ud)
T and q ≥ 1, we use ‖u‖q =
(∑d
j=1 |uj |q
)1/q to denote its `q norm.
Let ‖u‖∞ = max1≤j≤d |uj | denote its infinity norm. For any two vectors u, v ∈ Rd, let
〈u, v〉 = uTv. We use [k] to indicate the set {1, 2, . . . , k}. For two sequences of real scalers
{an}n≥1 and {bn}n≥1, an . bn indicates that an ≤ Cbn for some universal constant
C > 0; an & bn if bn . an, and an  bn means an . bn and bn . an. If A is an m × n
matrix, we use ‖A‖q = maxu∈Rn ‖Au‖q/‖u‖q to denote its order-q operator norm. We
will simply write the order-2 operator norm as ‖A‖.
2 Modified Multidimensional Scaling and Clustering
2.1 Model
Consider a finite collection of r+ 1 distinct distributions F1, · · · , Fr+1 on Rd. Let si ∼ Fi.
We assume si admits first and second moment such that
Esi = µi, var(si) = Σ, for 1 ≤ i ≤ r + 1, and
r+1∑
i=1
µi = 0. (2.1)
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We first focus on the isotropic covariance case Σ = σ2I for simplicity, and come back to
the general covariance case in Section 5. Suppose we have collected a total ofN = n(r+1)
samples such that
xk,j ∼ Fk, 1 ≤ k ≤ r + 1, 1 ≤ j ≤ n, (2.2)
where xk,j denotes the j-th sample from the k-th cluster. Without knowing the cluster label,
we also write the whole dataset as {xi, 1 ≤ i ≤ N}.
Our goal is to cluster the samples above into r + 1 clusters. To overcome the curse
of dimensionality, we first embed the high dimensional data into a low dimensional space.
The classical multidimensional scaling algorithm achieves this by embedding the original
samples using the rescaled eigenvectors of the distance matrix
S = (XT − 1N µ̂T)(XT − 1N µ̂T)T = −1
2
HDH,
where µ̂ := N−1
∑N
i=1 xi is the overall empirical mean. Without loss of generality, we first
center the data such that µ̂ = 0, and thus S = XTX.
Let M be the population mean matrix, that is M = (µ1, . . . , µN ). We can rewrite
X ∈ Rd×N as
X = M + Z, (2.3)
where Z is a zero-mean error matrix. Due to the sum-to-zero constraint
∑r+1
k=1 µk = 0, M
has at most r non-zero singular values. Therefore, we assume that M can be decomposed
as
M =
r∑
k=1
λiuivi
T, λ1 > λ2 > · · · > λr > 0. (2.4)
Similarly, the data matrix X has the a similar singular value decomposition (SVD)
X =
d∧N∑
k=1
λ̂iûiv̂
T
i , (2.5)
where λ̂i, ûi and v̂i are the sample versions of λi, ui and vi respectively.
2.2 Methodology
In this paper, we consider three scaling regimes: the low dimensional regime where d N,
the moderately dimensional regime where d is comparable to N and the high dimensional
regime where d  N. We unify these three different regimes by assuming that there exist
universal constants C1, C2 > 0 and τ ≥ 1, such that
C1N
1/τ ≤ d ≤ C2N τ . (2.6)
The above condition is equivalent to assuming that log d is comparable logN .
When the dimensionality d can be much larger than the sample size, the accumulated
noise affects the quality of the sample singular values ofX and its right singular vectors, and
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thus causes the performance of CMDS to deteriorate as the noise level or the dimensionality
increases. In what follows, we propose modified multidimensional scaling for estimating
the embedding scheme. Clustering algorithms are then applied to these embedded samples.
We focus on the methodology in this section, and leave theoretical analysis of MMDS and
comparisons with CMDS in later sections.
Let c ≡ d/N be the dimensionality to sample size ratio, which is often referred to as
the aspect ratio in the random matrix theory literature. Let
c¯ =
√
c, c ≡ max
{ 1√
c
,
√
c
}
.
Suppose the magnitude of the singular values is in the order of σc¯(dN)1/4%(K) for some
known deterministic function %(K). For some estimates r̂ and σ̂, denote λ̂oi , i = 1, 2, · · · , r̂
as the sample singular values of the matrix X + c¯%(K)Z ′, where Z ′ is an i.i.d copy of
Z.Instead of using the CMDS embedding λ̂iv̂i’s, MMDS embeds the i-th data point xi as
υ̂iv̂i such that
υ̂i = c¯%(K)σ̂(dN)
1/4ξ−1/2
(
λ̂oi
σ̂(dN)1/4c¯%(K)
)
, 1 ≤ i ≤ r̂,
where ξ is a nonlinear transformation defined as
ξ(λ) = λ2 + λ−2 + c1/2 + c−1/2, λ ≥ 1. (2.7)
Let M̂ = V̂ Υ̂, where Υ̂ = diag(υ̂1, · · · , υ̂r̂) and V̂ contains the first r̂ right singular
vectors of X . We call M̂ the MMDS embedding matrix. Algorithm 1 summarizes the
details.
Remark 2.1. When d N5/4 or d N4/5, we can instead directly use the estimator
c¯%(K)σ̂(dN)1/4ξ−1/2
(
λ̂i
σ̂(dN)1/4c¯%(K)
)
, 1 ≤ i ≤ r̂.
The implementation of Algorithm 1 needs some estimates of r and σ. We starts with an
estimator of r and consider estimating σ in the next section. Let K = min{d,N} ≡ d∧N .
Since M has only r nonzero singular values, the singular values λ̂i, r + 1 ≤ i ≤ K are
empirical eigenvalues that are pure noise and thus the eigen-ratios λ̂2i /λ̂
2
i+1, r+ 1 ≤ i ≤ K
should all be close to the eigen-ratios of the matrix (dN)−1/2WTW , where the entries of
W are identical and independently distributed (i.i.d.) standard Gaussian ensembles. When
the first r eigenvalues are separable from the rest, the eigen-ratios for i = 1, 2, · · · , r are
away from 1. In this paper, we use a subsampling procedure proposed by Passemier and
Yao (2014) to estimate r. The idea is to search the eigenvalues so that the ratio of two
consecutive eigenvalues of XTX is much larger than 1 + ω corresponding to those of a
Wishart matrix for a small positive ω.
After mapping the data point xi to the i-th row of M̂, we then run a clustering algorithm
on these embedded data points. Algorithm 3 summarizes this routine. In the following
sections, we analyze the theoretical properties of our proposed algorithm.
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Algorithm 1 The MMDS algorithm.
1. Let r̂ and σ̂ be some estimates of r and σ. For i = 1, 2, · · · , r̂, compute
υ̂i = c¯%(K)σ̂(dN)
1/4ξ−1/2
(
λ̂oi
σ̂(dN)1/4c¯%(K)
)
, (2.8)
where ξ−1(·) is the inverse function of ξ(·) define in (2.7).
2. Construct the MMDS embedding matrix as
M̂ = V̂ Υ̂, where Υ̂ = diag(υ̂1, · · · , υ̂r̂), (2.9)
where V̂ contains the first r̂ sample right singular vectors.
Algorithm 2 A resampling procedure for estimating r.
1. Calibrate the thresholding parameter ω:
(a) Randomly generate 1,000 N × d random Gaussian matrices Wk, k = 1, 2, · · · , 1000,
satisfying the assumption of (S.10). Calculate the ratios of the first and second eigen-
value of WTkWk and write them asR1,k, k = 1, 2, · · · , 1000.
(b) For a given large probability β, (say β = 0.98 as suggested by Passemier and Yao
(2014)), find the value ω such that∣∣∣{k : R1,k − 1 ≤ ω}∣∣∣
1000
= β. (2.10)
2. Do spectral decomposition for S = XTX to get the singular values and right singular vectors
of X.
3. For the calibrated threholding parameter ω > 0 in (2.10), compute
r̂ = argmax
i
{
λ̂2i
λ̂2i+1
− 1 ≥ ω
}
. (2.11)
Algorithm 3 Clustering via MMDS.
1. Obtain the MMDS embedding using Algorithm 1 and choose a classic distance-based clus-
tering algorithm or the K-means algorithm.
2. For K-means clustering, we use the embeded samples; for the hierarchical clustering, we
cluster using the following pairwise distances
DMij = ‖M̂i· − M̂j·‖22,
where M̂i· is the i-th row of M̂.
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3 Consistency of r̂
The performance of the proposed clustering procedure hinges on performances of r̂ and σ̂,
which are determined by the convergence properties of the singular values of X . To study
these properties, we need the following assumption.
Assumption 3.1. There exists some positive constant ϑ > 0 such that
1 + ϑ ≤ λr
σ(dN)1/4
< · · · < λ1
σ(dN)1/4
<∞. (3.1)
Assumption 3.1 assumes that the nonzero singular values are at the order of σ(dN)1/4
so that they well separated from the zero ones. This assumption is common in the literature
of using ratio-based statistics for rank determination when d→∞. For example, Lam and
Yao (2012) use a similar condition for determining the rank of factors in high dimensional
time series models.
In the following section, we investigate the convergence properties of singular values of
X by assuming the regime d and N are comparable in the logarithmic scale. We will show
that under Assumption 3.1, the sample singular values will converge to some deterministic
values only depending on λi and c. Our results generalize those in Ding (2017b) who only
consider the case that d  N . Our proofs use recent theoretical developments on the
isotropic Marchenko-Pastur (MP) law in the random matrix theory literature (Bloemendal
et al., 2014). These are summarized in Appendix S.1.
3.1 Convergence properties of singular values
Recall from (2.5) that the singular values ofX are λ̂i, i = 1, 2, · · · ,K. For the noise matrix
Z = (zij) defined in (2.3), we assume that
Ezij = 0, Ez2ij = σ2, (3.2)
and there exists a constant Cq > 0 such that
E|zij |q ≤ Cqσq, (3.3)
for a large enough q. Next we provide the convergence properties for the first r sample
singular values. Recall that ξ(λ) = λ2 + λ−2 + c1/2 + c−1/2.
Theorem 3.2. Suppose Assumption 3.1 holds. Let (2.6), (3.2) and (3.3) hold. Then for any
small constant 1 > 0, there exists a large constant D1 ≡ D1(1) > 0 and a sufficiently
large K0 ≡ K0(1, D1), such that when K ≥ K0, with probability at least 1−K−D1 ,∣∣∣∣∣ λ̂2iσ2(dN)1/2 − ξ
(
λi
σ(dN)1/4
)∣∣∣∣∣ ≤ cK−1/4+1( λiσ(dN)1/4 − 1)1/2, 1 ≤ i ≤ r.
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The above theorem characterizes the locations of the signal singular values of X when
(3.1) holds true. Recall that c = d/N . Under the assumption of (3.1), we have λ 
σ(dN)1/4. We hence conclude that in the high dimensional regime where c  1, we have
that ξ
(
λσ−1(dN)−1/4
)  c1/2 and in the low dimensional regime where c  1, we have
that ξ(λσ−1(dN)−1/4)  c−1/2. Unifying these two cases, we have that
ξ
( λ
σ(dN)1/4
)
 c, c ≡ max
{ 1√
c
,
√
c
}
. (3.4)
It can be checked that the above equation holds true when c  1.
Let λ+ =
√
c + 1/
√
c + 2. It is known that the largest eigenvalue of the noise matrix
ZTZ/
√
dN converges to λ+ with high probability Bloemendal et al. (2014). Next we will
see that the first few non-outlier eigenvalue of XTX, λ̂2i , r+ 1 ≤ i ≤ C, for some constant
C > 0, will also converge to λ+.
Theorem 3.3. Suppose Assumption 3.1 holds. Let (2.6), (3.2) and (3.3) hold. Then for
any small constant 1 > 0, there exists a large constant D1 ≡ D1(1) > 0 and a sufficiently
large K0 ≡ K0(1, D1), such that when K ≥ K0, with probability at least 1−K−D1 ,∣∣∣∣∣ λ̂2iσ2(dN)1/2 − λ+
∣∣∣∣∣ ≤ K−2/3+1 , i = r + 1, · · · , C, (3.5)
where C a fixed large integer constant.
Remark 3.4. Theorem 3.3 can be improved to discuss all the eigenvalues λ̂2i , i ≥ r+1. Let
ζ2i , i = 1, 2, · · · ,K be the non-trivial eigenvalues of 1√dNZTZ. Indeed, we can show that
λ̂2i will be close to ζ
2
i−r for i = r+1, · · · ,K. This is called the eigenvalue sticking property,
which has been proved for sample covariance matrices in Bloemendal et al. (2016); Ding
(2017a) and deformed Wigner matrices in Knowles and Yin (2013, 2014). We will not
pursue this direction in this paper.
3.2 Consistency of r̂
With Theorem 3.2 and 3.3, we can now estimate the number of clusters r and the noise
variance σ. We start with estimating the number of cluster. By Theorem 3.2, when i ≤ r,
we expect that λ̂i/λ̂i+1 will be away from one and when i > r, it will be close to one.
Theorem 3.5. Suppose Assumption 3.1 holds. Let (2.6), (3.2) and (3.3) hold. For some
ω > 0 satisfying
ωmin{K1/4, c} → 0, cK2/3ω →∞,
we must have P(r̂ = r) ≥ 1−K−D1 , for some large enough constant D1.
In Passemier and Yao (2014), an analog of Theorem 3.5 is only proved under the as-
sumption that c  1. Even though we prove Theorem 3.5 under the assumption of (3.1), the
statistic is stable when we have algebraic multiplicity greater than one. A similar statistic
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was used to study the number of factors for high dimensional time series in Lam and Yao
(2012). Indeed, we can show that λ̂2i /λ̂
2
i+1 → 1, r + 1 ≤ i ≤ C using Theorem 3.3. This
proves the conjecture in Lam and Yao (2012) (see (ii) of Remark 2 of their paper).
Finally, we provide an estimator for σ, which is motivated by Theorem 3.3. Passemier
and Yao (2012) estimated σ by taking the average of {λ̂i}r̂+1≤i≤s where another nuisance
parameter s needed to be estimated. To bypass this, we propose to use the following statistic
to estimate σ which only involves λ̂r̂+1:
σ̂ =
λ̂r̂+1√
λ+(dN)1/4
. (3.6)
Theorem 3.6. Suppose Assumption 3.1 holds. Let (2.6), (3.2) and (3.3) hold. Then for
any small constant 1 > 0, there exists a large constant D1 ≡ D1(1) > 0 and a sufficiently
large K0 ≡ K0(1, D1), such that when K ≥ K0, with probability at least 1−K−D1
|σ̂ − σ| ≤ σK
−2/3+1
c
.
Remark 3.7. All our results are based on Assumption 3.1 where the the order of nonzero
singular values is at σ(dN)1/4. When the nonzero singular values are at a different order,
parallel results can be established by considering the following scaled random matrix
X˜ =
σ(dN)1/4
O(λ) X,
where O(λ) stands for the order of λk, 1 ≤ k ≤ r.
4 Consistency of MMDS and exact recovery
4.1 Statistical analysis of MMDS
In the noiseless case, CMDS uses the embedding Vr0Λr0 ∈ RN×r0 , where Λr0 is an r0× r0
diagonal matrix consisting of the r0 largest singular values of M , and Vr0 consists of the
corresponding singular vectors. In the noisy case, Theorem 3.2 indicates that the sample
singular values are not consistent when log d ∼ logN . Hence the sample CMDS embed-
ding starts to break down. Instead, MMDS achieves consistency by applying a nonlinear
transform to the sample singular values. Our next result establishes an `∞ perturbation
bound to quantify the quality of the MMDS embedding. Recall c¯ = max{c−1/4, c1/4}.
Throughout this section, we assume that (2.4), (2.6), (3.2) and (3.3) hold. We first make
formal the assumptions used in Section 2.
Assumption 4.1. Let %(K) be some deterministic function of K. We assume that there
exists some positive constant ϑ > 0, such that
1 + ϑ ≤ λk
σ(dN)1/4c¯%(K)
<∞, k = 1, 2, · · · , r. (4.1)
.
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Theorem 4.2. Suppose that Assumption 4.1 holds. For any small constant  > 0, there
exists some universal constant C > 0 and D1 ≡ D1(), such that with probability at least
1−K−D1 , it holds that
‖v̂i − vi‖∞ ≤ Cd
‖vi‖∞
%(K)
, 1 ≤ i ≤ r. (4.2)
The theorem above establishes a sharp `∞ perturbation bound for the leading r right
singular vectors uniformly. It extends the `∞ perturbation bounds developed in Fan et al.
(2016); Abbe et al. (2017) and Zhong and Boumal (2018). For instance, Zhong and Boumal
(2018) studied the phase syncronization model:
X = zzT + σW,
where z = 1n is an n-dimensional vector of all 1’s, and W is an n × n matrix with inde-
pendent Gaussian ensembles1. By taking r = 1, d = N = n, λ = n, %(K) = d
√
log n ,
v1 = z/
√
n, our result implies that with 1−K−D1 probability
‖√nv̂1 − z‖∞ .
√
1/log n,
while condition (4.1) reduces to σ .
√
n/log n. This improves the result in Zhong and
Boumal, 2018, as they need σ  √n/ log n to achieve consistency. Moreover, by using
techniques from Random Matrix Theory, we are able to remove the Gaussian/sub-Gaussian
assumptions on W .
Furthermore, in Abbe et al. (2017), assuming that M ∈ Rn is symmetric (i.e., ui, vi are
the same vectors) and thus c¯ = 1, d = N = n, the authors use the decomposition
v̂i − vi =
(Xvi
λi
− vi
)
+
(
v̂i − Xvi
λi
)
.
They show that the second term in the right hand side (RHS) above is much smaller than
‖v̂i − vi‖∞. Consequently, the first term is the leading term. Now we will show that the
first part achieves the same bound as in (4.2). First, we have∥∥∥∥Xviλi − vi
∥∥∥∥
∞
=
∥∥∥∥Zviλi
∥∥∥∥
∞
.
Using the result from random matrix theory (among others, Vershynin, 2010), we conclude
that ‖Z‖ = OP(σ
√
n). This recovers the bound in (4.2) under the assumption of (4.1).
With Theorem 4.2 at hand, we are ready to quantify the quality of the MMDS embed-
ding matrix M̂. Recall the definition of 1 in Theorem 3.2.
Theorem 4.3. Suppose that Assumption 4.1 holds. Then there exists some universal con-
stant C such that with probability at least 1−K−D1 ,
‖M̂ − V Λ‖∞ ≤ Crσmax
i
‖vi‖∞
{
d(d ∨N)1/2 +K−1/4+1%(K)(dN)1/4}.
1In Zhong and Boumal (2018), the authors assume that z ∈ Cn and W ∈ Cn×n are complex. We simplify
the discussion here by assuming that they are real.
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Proof of Theorem 4.3. By the construction of M̂, we have
‖M̂ − V Λ‖∞ = ‖V̂ Υ̂− V Λ‖∞ ≤ ‖V Υ̂− V Λ‖∞ + ‖V̂ Υ̂− V Υ̂‖∞
≤ ‖V ‖∞‖Υ̂− Λ‖∞︸ ︷︷ ︸
Γ1
+λ1(Υ̂)‖V̂ − V ‖∞︸ ︷︷ ︸
Γ2
.
It remains to bound terms Γ1 and Γ2 respectively. We start with term Γ2. Therefore, with
probability at least 1−K−D1 ,
λ1(Υ̂)  %(K)c¯σ(dN)1/4.
Together with Theorem 4.2, we have with probability at least 1−K−D1
|Γ2| ≤ Crσmax ‖vi‖∞d(d ∨N)1/2,
for some constant C > 0. For term Γ1, under Assumption 4.1, by Theorem 3.2, we have
with probability at least 1−K−D1 ,
(λ̂oi )
2
%2(K)cσ2(dN)1/2
− ξ
( λi
σ(dN)1/4%(K)c¯
)
 cK−1/4+1 .
Recall that
ξ
( λi
σ(dN)1/4%(K)c¯
)
 c.
Therefore, we have that
λ̂oi
%(K)c¯σ(dN)1/4
− ξ1/2
( λi
σ(dN)1/4%(K)c¯
)
 c¯K−1/4+1 .
Thus we have
ξ−1/2
(
λ̂oi
%(K)c¯σ(dN)1/4
)
 ξ−1/2
(
ξ1/2
( λi
σ(dN)1/4%(K)c¯
)
+ c¯K−1/4+1
)
.
Some algebra leads to
ξ−1/2(x) =
√
w2 +
√
w4 − 2w2x+ x2 − 4− x√
2
, w = c1/2 + c−1/2,
and
(ξ−1/2(x))′ = −
√√
(w2 − x)2 − 4 + w2 − x
2
√
(w2 − x)2 − 4 . (4.3)
By mean value theorem, we conclude that for some constant C > 0, small 1 > 0 and large
D1 > 0, with probability at least 1−K−D1 , we have
‖Υ̂− Λ‖∞ ≤ Cρ(K)(dN)1/4σK−1/4+1 .
Together with Theorem 3.6, we have
|Γ1| ≤ Crσmax
i
‖vi‖∞(dN)1/4K−1/4+1%(K).
This concludes the proof.
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The above theorem provides an upper bound for the MMDS embedding quality under
the `∞ norm. We compare it with the performance of CMDS embedding. Let Ĉ denote the
CMDS embedding matrix, i.e.,
Ĉ ≡ V̂ Λ̂, (4.4)
where Λ̂ = diag
(
λ̂1, · · · , λ̂r̂
)
. Using an argument similar to the proof of Theorem 4.3 with
Weyl’s inequality (see Lemma S.4.3), we can show that with probability at least 1−K−D1 ,
we have
‖Ĉ − V Λ‖∞ ≤ Crσmax
i
‖vi‖∞
(
d(d ∨N)1/2 + (d ∨N)1/2). (4.5)
When ρ(K) (d ∨N)1/4, then
(d ∨N)1/2  %(K)(dN)1/4K−1/4. (4.6)
In other words, the `∞ bound for MMDS embedding matrix is sharper than that of
CMDS for estimating singular values. Numerical analysis suggests that the performance of
MMDS dominates that of CMDS when %(K) does not diverges rapidly. When %(K) gets
larger, the sample singular values becomes better.
Remark 4.4. Our results may be suboptimal due to the fact that we combine perturbation
analysis with random matrix theory in the proof of Theorem 4.2. It might be interesting to
see whether random matrix theory can further improve Theorem 4.2 and thus Theorem 4.3.
Remark 4.5. We prove Theorem 4.3 under the assumption that λi, i = 1, 2, · · · , r are
distinct from each other. We remark here that, when some ofλi’s are equal, the theorem still
holds up to a rotation matrix.
4.2 Clustering via MMDS
In this section, we investigate the performance of clustering algorithms using MMDS em-
bedded samples. Let T = (T1, · · · ,TN ) ∈ [r + 1]N be a vector containing the underlying
cluster labels for the observed samples xi, i = 1, 2, · · · , N . Let pi : X 7→ [r + 1]N be the
assignment function of a clustering algorithm. It takes samples xi, i = 1, 2, · · · , N as input
and the indices of predicted clusters as output. Let pi(X) ≡ (pi1, · · · , piN ). To evaluate the
performance of a clustering algorithm, we use the exact recovery property when the parti-
tion is recovered correctly with high probability, i.e., with probability tending to one as n
tends to infinity, defined as follows.
Definition 4.6 (Exact recovery). For a distance-based algorithm, we say it can exactly re-
cover the cluster labels of all samples if there exists a permutation function s(·)
P
(
max
s∈Sr+1
1
N
N∑
i=1
1
(
s(pii) = Ti
)
= 1
)
= 1− o(1).
where Sr+1 is the group of permutations on [r + 1].
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The exact recovery is frequently used in the literature of stochastic block models (among
others, Abbe, 2018). At a high level, a distance-based clustering algorithm can achieve
exact recovery if the minimal between-cluster distance is larger than the maximal within-
cluster distance. We need the following definition on the sample separability of distinct
clusters.
Definition 4.7 (Sample separability). For N samples {xei ∈ Rd : i = 1, 2, · · · , N} within
r + 1 distinct clusters such that C1, . . . , Cr+1 are the sets of indices, we say these r + 1
clusters are separable in these samples if
min
1≤α 6=β≤r+1
min
xei∈Cα,xej∈Cβ
ρ(xei , x
e
j) > max
1≤α≤r+1
max
xem,x
e
n∈Cα
ρ(xem, x
e
n), (4.7)
where ρ is some metric in Rd.
Sample separability depends on the random samples, and thus is a random notion. In
what follows, we relate this random notion to a condition that depends on the population
centers of distinct clusters. Let
µdiff ≡ min
µi 6=µj
‖µi − µj‖2. (4.8)
Theorem 4.8. Suppose that Assumption 4.1 holds. Let ŵi be the i-th embedded sample,
i.e., the i-th row of M̂ for 1 ≤ i ≤ N . Then these embedded samples are separable with ρ
being the Euclidean distance ρ(x, y) = ‖x− y‖2, if
µdiff ≥ Cr
√
rσmax
i
‖vi‖∞
(
d(d ∨N)1/2 +K−1/4+1%(K)(dN)1/4), (4.9)
where C > 0 is some universal constant and ρ(K) diverges as K goes to infinity.
Proof of Theorem 4.8. Let wi be the new coordinate of the point xi after the MMDS em-
bedding. Let wi be the i-th row of UΛ. Because M has rank r, the population pairwise
distances are perfectly preserved by the rank-r embedding, i.e., ‖µxi−µxj‖2 = ‖wi−wj‖2.
We have
‖ŵi − ŵj‖2 ≤ ‖ŵi − wi‖2 + ‖ŵj − wj‖2 + ‖wi − wj‖2
= ‖ŵi − wi‖2 + ‖ŵj − wj‖2 + ‖µxi − µxj‖2.
By Theorem 3.5, with probability at least 1−K−D1 , we have
‖ŵi − wi‖2 ≤
√
r‖V̂ Υ̂− V Λ‖∞.
On one hand, if xi, xj are within the same cluster, we have
‖ŵi − ŵj‖2 ≤ ‖ŵi − wi‖2 + ‖ŵj − wj‖2.
On the other hand, if xi, xj are not from the same cluster, we have
‖ŵi − ŵj‖2 ≥ µdiff − ‖ŵi − wi‖2 − ‖ŵj − wj‖2.
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To make (4.7) valid, it suffices to have that
µdiff ≥ 4
√
r‖M̂ − V Λ‖∞.
The result follows from Theorem 4.3.
Theorem 4.8 asserts that, when condition (4.9) holds, the MMDS embedded samples
are separable under the Euclidean distance. For other distance metrics, similar results can
be obtained provided they are dominated2 by the `∞ norm. Combining an argument similar
to the proof of Theorem 4.8 and inequality (4.5), we can show that the CMDS embedded
samples are separable if
µdiff ≥ Cr
√
rσmax
i
‖vi‖∞
(
d(d ∨N)1/2 + (d ∨N)1/2). (4.10)
The right hand side of the inequality above is much larger than that of inequality (4.9) when
%(K)  (d ∨N)1/4. This indicates that MMDS embedded samples are separable under a
much weaker condition.
It is even worse if we simply use the original samples without any dimension reduction.
Let Ŝ ≡ V̂aΛ̂a, where Λ̂a ≡ diag{λ̂1, · · · , λ̂K} and V̂a contains the first K right singular
vectors. Similarly, the original samples are separable if
µdiff ≥ 4
√
r‖M̂ − V Λ‖∞ + 4
√
K − r‖Ŝ − M̂‖∞.
The second part of the right-hand side is enormously large since
√
K − r‖Ŝ − M̂‖∞ ≥
√
K − r√
K
‖Ŝ − M̂‖2 ≥
√
K − r√
K
σmax
{√
d,
√
N
}
,
holds with high probability, where we use Theorem 3.3. Our numerical and real data exam-
ples validate these observations.
We now show, when (4.9) holds, various distance-based clustering algorithms that use
the MMDS embedded samples can achieve the exact recovery property. We consider five
clustering algorithms: the K-means algorithm, the single linkage algorithm, the complete
linkage algorithm, the average linkage algorithm, and the centroid linkage algorithm, which
are summarized as follows. Assume we know the true number of clusters, r + 1. Recall
that Cα is the index set for the α-th cluster.
1. The K-means (Hastie et al., 2001, Section 10.3.1) algorithm. This algorithm mini-
mizes the within-cluster variation, i.e.,
min
C1,··· ,Cr+1
{ r+1∑
k=1
1
|Ck|
∑
ŵm,ŵn∈Ck
‖ŵm − ŵn‖22
}
.
2. The complete linkage algorithm. This algorithm maximizes the maximal intercluster
distance, i.e.,
max
C1,··· ,Cr
max
Cα,Cβ ,α 6=β
max
ŵm∈Cα,ŵn∈Cβ
ρ(ŵm, ŵn).
2We say ρ1 dominates ρ2 if ρ1(xn, yn)→ 0 implies ρ2(xn, yn)→ 0.
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3. The single linkage algorithm. This algorithm maximizes the minimal intercluster
distance, i.e.,
max
C1,··· ,Cr
max
Cα,Cβ ,α 6=β
min
ŵm∈Cα,ŵn∈Cβ
ρ(ŵm, ŵn).
4. The average linkage algorithm. This algorithm maximizes the averaged intercluster
distance, i.e.,
max
C1,··· ,Cr
max
Cα,Cβ ,α 6=β
 1
|Cα||Cβ|
∑
ŵm∈Cα,ŵn∈Cβ
ρ(ŵm, ŵn)
 .
5. The centroid linkage algorithm. This algorithm maximizes the distance of the cen-
troid between clusters, i.e.
max
C1,··· ,Cr
max
Cα,Cβ ,α 6=β
ρ(w¯α, w¯β), w¯α =
1
|Cα|
∑
ŵj∈Cα
ŵj .
The last four algorithms are actually modified versions of their classical counterparts,
which are known as hierarchical algorithms (Hastie et al., 2001, Section 10.3.2). The clas-
sical hierarchical clustering algorithms do not need to pre-specify the number of clusters.
Instead, they seek to build a hierarchy of cluster, the results of which are presented in a
dendrogram. We slightly modify them by specifying the number of cluster and give the
corresponding minimization problem.
Corollary 4.9. Suppose that Assumption 4.1 and (4.9) hold. Then using the MMDS em-
bedded samples, the K-means clustering algorithm, the complete linkage clustering algo-
rithm, the single linkage clustering algorithm, the average linkage clustering algorithm and
centroid linkage algorithm can achieve the exact recovery.
Corollary 4.9 asserts that, using the MMDS embedded samples, all the above distance-
based clustering algorithms can achieve the exact recovery property when (4.9) holds.
5 Extension to general covariance structure of noise
In this section, we extend our results to a general class of covariance matrices. We need a
regularity condition that was firstly introduced by El Karoui (2007), and was extended by
Knowles and Yin (2017). Roughly speaking, this condition rules out the spiked covariance
matrices. Let Σ be the covariance matrix of xi, and σ21 ≥ σ22 ≥ · · · ≥ σ2d > 0 the
eigenvalues of Σ. Define the scaled covariance matrix as
Σ˜ = Σ/σ21.
We denote the eigenvalues of Σ˜ as s1 ≥ s2 ≥ · · · sd > 0 and its associated empirical
spectral density as pi ≡ 1d
∑d
i=1 δsi . We assume that there exists some small constant τ > 0
such that
pi([0, τ ]) ≤ 1− τ. (5.1)
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Denote
f(x) ≡ −1
x
+ c
d∑
i=1
pi
({s−1i })
x+ s−1i
.
It has been shown by Lemma 2.4 of Knowles and Yin, 2017 that the Stieltjes transform (c.f.
(S.5)) of the spectral density ρ of Σ˜1/2XXTΣ˜1/2 satisfies f(m(z)) = z. Furthermore, f(x)
has an even number of critical points on the intervals
I1 ≡ (−s−1, 0), Ii ≡ (−s−1i ,−s−1i−1) (i = 2, · · · , d), I0 ≡ R/(∪i=1I¯i),
where R ≡ R∪{∞}. Denote x1 ≥ x2 ≥ · · · ≥ x2p as these critical points of f(x) on these
intervals and ak ≡ f(xk). We now introduce the regularity condition.
Assumption 5.1. Assume that for some small constant τ > 0,we have for k = 1, 2, · · · , 2p,
ak ≥ τ, min
l 6=k
|ak − al| ≥ τ, min
i
|xk + s−1i | ≥ τ.
Furthermore, we assume that there exist constants τ ′ > 0 and $ > 0 such that the density
ρ in [a2k + τ ′, a2k−1 − τ ′] is bounded below from $.
We refer to Section 2.1 in Ding (2017a) for some examples satisfying Assumption 5.1.
Next we provide the analogous results for general Σ under Assumption 5.1. For z ∈ C+,
denote m2(z) as the unique solution of the equation
f(m2(z)) = z, Im m2(z) > 0.
We also define m1(z) via
m1(z) =
c−1 − 1
z
+ c−1m2(z).
It is known from Knowles and Yin (2017) and Ding (2017a) that for λ > x1 +δ, there exists
a unique solution p ≡ p(λ) to the following equation
1
λ
= p(λ)m1(p(λ))m2(p(λ)).
Our next result characterizes the consistency of the empirical eigenvalues.
Theorem 5.2. Suppose that Assumption 5.1 holds and let
x1 + ϑ ≤ λk
σ1(dN)1/4
<∞, k = 1, 2, · · · , r.
Then with probability at least 1−K−D1 , we have∣∣∣∣∣ λ̂2iσ21(dN)1/2 − p
(
λi
σ1(dN)1/4
)∣∣∣∣∣ ≤ CcK−1/4+1
(
λi
σ1(dN)1/4
− x1
)1/2
.
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Based on the above result, we need the following result. Furthermore, under Assump-
tion 5.1 and the stronger assumption
λk
σ1(dN)1/4
≥ C max{c¯, x1 + ϑ}%(K), k = 1, 2, · · · , r, (5.2)
we have that
Theorem 5.3. Suppose that Assumption 5.1 and the inequality (5.2) hold. Then there exists
some universal constant C > 0, with probability at least 1−K−D1 , we have
‖V̂ Υ̂− V Λ‖∞ ≤ Crσ1 max
i
‖vi‖∞
(
d(d ∨N)1/2 +K−1/4+1%(K)(dN)1/4).
The proofs of Theorem 5.2 and 5.3 are similar to those of Theorem 3.2 and 4.2, and are
thus omitted. The main difference is that we replace σ with σ1 in the general covariance
case. We omit further details here. Finally, the following result on the high dimensional
clustering follows along the same vein.
Theorem 5.4. Under the same assumptions of Theorem 5.3, for any clustering algorithm
pi usingthe MMDS matrix and the estimation cluster number r̂ and variance σ̂, then pi can
achieve the exact recovery if
µdiff ≥ Cr
√
rσ1 max
i
‖vi‖∞
(
d(d ∨N)1/2 +K−1/4+1%(K)(dN)1/4),
where C > 0 is some universal constant.
6 Numerical Studies
In this section, simulation studies are carried out to back up the methodology and theory.
We sample n i.i.d. samples x1, . . . , xn from N (µ1, σ2I), n i.i.d. samples xn+1, . . . , x2n
fromN (µ2, σ2I), and n i.i.d. samples x2n+1, . . . , x3n fromN (−µ1−µ2, σ2I). Thus there
are 3 clusters in total. Here the coordinates of µ1 are uniformly draw from [−0.4, 0.4], and
those of µ2 are uniformly draw from [0.5, 0.9].
We take d = 100, 300 with c = 1/3, d = 180, 360 with c = 3. Recall that c = d/N .
Five different noise levels are considered: σ2 = 1, 2, 3, 4, 5. To estimate r, we use the
proposed eigen-ratio thresholding criterion (2.11). For two cases d = 100, c = 1/3 and
d = 360, c = 3 both with σ2 = 2, the eigen-ratios are recorded in a screen plots in Figure
1. The screen plots indicate that the eigen-ratio thresholding criterion chooses r̂ = 2. This
implies there exist three clusters.
We construct the MMDS embedding matrix M̂ in (2.9) and then use the five clustering
algorithms in Section 4.2 to cluster the embedded samples in each setting. For each setting,
we run 2,000 repetitions and record the averaged false clustering rate (FCR) for each clus-
tering algorithm. Tables 1 and 2 summarize the results, which indicate that our proposed
clustering procedure works well, especially when the sample size is small. Interestingly, all
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Figure 1: Screen plots of the eigen-ratios with σ2 = 2.
Table 1: The false clustering rates when c = 1/3.
var/alg K-means single-link complete-link average-link centroid-link
σ2 d = 100
1 5.10% 3.93% 0.12% 0.08% 0.054%
2 0.79% 37.70% 2.05% 0.98% 1.94%
3 0.93% 60.73% 5.00% 3.40% 14.39%
4 1.67% 65.29% 8.18% 8.27% 24.4%
5 2.08% 65.87% 10.40% 12.60% 28.29%
σ2 d = 300
1 9.10% 0.03% 0.002% 0.002% 0.001%
2 8.52% 0.20% 0.004% 0.006% 0.003%
3 6.02% 12.00% 0.10% 0.06% 0.06%
4 1.44% 30.80% 0.61% 0.21% 0.29%
5 0.23% 38.43% 1.44% 0.47% 0.81%
the modified hierarchical clustering algorithms work better than theK-means algorithm un-
der low noise levels. The performance of hierarchical clustering algorithms become worse
when the noise level increases, while the K-means algorithm performs very stable across
different noise variance scales.
In what follows, we compare MMDS with CMDS in terms of clustering performances
when the noise variance varies. Figure 2 summarizes the results for K-means algorithm,
complete linkage algorithm, average linkage algorithm and centroid linkage algorithm. The
results show that a clustering algorithm based on CMDS breaks down earlier than that based
on MMDS when the noise variance increases. This is expected, because CMDS needs a
stronger assumption than MMDS to achieve consistent estimation of the embedding space.
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Figure 2: False clustering rates (FCR) for d = 100, n = 300.
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Table 2: The false clustering rates when c = 3.
var/alg K-means single-link complete-link average-link centroid-link
σ2 d = 180
1 7.40% 0.07% 0.003% 0.003% 0.002%
2 5.07% 8.22% 0.65% 0.28% 0.94%
3 3.83% 23.83% 2.35% 1.47% 4.88%
4 2.45% 33.11% 4.04% 3.32% 10.01%
5 3.19% 39.94% 6.53% 5.54% 14.66%
σ2 d = 360
1 9.26% 0.001% 0.001% 0.002% 0.002%
2 7.13% 0.03% 0.005% 0.003% 0.003%
3 6.33% 2.72% 0.08% 0.06% 0.11%
4 5.18% 14.33% 0.63% 0.30% 0.84%
5 3.92% 24.54% 1.04% 0.78% 3.39%
7 Applications
We apply the proposed methods to two real datasets: The Cancer Genome Atlas data and a
high dimensional dataset with 16 clusters.
7.1 TCGA Microarray Gene Expression Datset
We applied MMDS to The Cancer Genome Atlas (TCGA) dataset from the University of
California at Santa Cruz at https://xenabrowser.net/datapages/?hub=https://tcga.xenahubs.net:443.
We focus on the glioblastoma multiforme (GBM) gene expression data and the lung squa-
mous cell carcinoma (LUSC) gene expression data using the Affymetrix HT Human Genome
U133a microarray platform by the Broad Institute of MIT and Harvard University cancer
genomic characterization center. Data are in log space. Genes are mapped onto the hu-
man genome coordinates using UCSC xena HUGO probeMap. Both data consist of 12,043
identifiers. The GBM dataset has 539 samples, while LUSC dataset has 133 samples. We
compare the gene expressions of both cancer tissues to those of normal tissues, and pick
d = 1060 genes that differentiate from normal tissues the most. We randomly pick 133
samples from the GBM dataset to make the two datasets balanced. To satisfy the linear
dependent condition (2.1), we manually add an extra cluster with each sample to be the
negative average of all samples.
In this example, we have d = 1060, N = 266 and r = 2. Thus we have r + 1 = 3
clusters, with the third cluster being a spurious cluster manually added to the data. Figure
3 (a) shows the screen plot of the eigen-ratios. We run the resampling procedure for de-
termining r and conclude that r̂ = 2. We then use MMDS for dimension reduction and
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run the five clustering algorithms to cluster the embedded samples. The false clustering
rates are summarized in Table 3. It shows that the all algorithms with MMDS achieves very
good clustering performance, with the K-means algorithm performs slightly worse. All
algorithms with MMDS perform better than those with CMDS or original samples. Figure
3 (b) shows the clustering result using MMDS + the centroid linkage algorithm. It indicates
that the two types of cancer, GBM and LUSC, are well separated.
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Figure 3: Results for the TCGA data.
Table 3: Comparison of FCR for TCGA dataset.
method/alg K-means single-Link complete-link average-link centroid-link
MMDS 0.38% 0% 0% 0% 0%
CMDS 0.38% 0.38% 1.5% 1.5% 0.38%
Original 0.38% 49.6% 0.38% 0.38% 0.38%
Original indicates original samples are used without dimension reduction.
7.2 A High Dimensional Dataset with 16 Clusters
Our second example examines how our procedure performs when the number of clusters
grows. We consider a high dimensional dataset, dim512, which is taken from Franti et al.
(2006) and can be downloaded at http://cs.joensuu.fi/sipu/datasets/. This dataset is often
used as a benchmark for evaluating clustering algorithms. It has 16 Gaussian clusters, each
with 64 samples. Each data point has dimension d = 512. Similar to the analysis of TCGA
data, we add a spurious cluster so that the condition (2.1) can be satisfied.
Figure 4 (a) shows the screen plot of the eigen-ratios and the resampling algorithm, i.e.,
Algorithm 2, and concludes that there are 16 clusters. Figure 4 (b) shows the clustering
result using the centroid linkage algorithm with MMDS. The 16 clusters are well separated
using only the first and second MMDS coordinate. The false clustering rates are summa-
rized in Table 4. All modified hierarchical algorithms perform perfect, possibly due to the
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strong signal to noise ratio in this dataset. The K-means algorithm with MMDS achieves
false clustering rate 12.5%, which is better than the K-means algorithm with CMDS 25%
and the K-means algorithm using the original samples 31%. Comparing with hierarchical
clustering algorithms, the worse performance of the K-means algorithm is possibly due
to the nonconvexity issue: the optimization algorithm can be easily stuck at local minima.
Both CMDS and MMDS alleviate such nonconvexity issues through dimension reduction.
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Figure 4: Results for the dim512 dataset.
Table 4: Comparison of FCR of various clustering algorithms with MMDS for the dim512
dataset.
method/alg K-means single-Link complete-link average-link centroid-link
MMDS 12.5% 0% 0% 0% 0%
CMDS 25% 0% 0% 0% 0%
Original 31% 0% 0% 0% 0%
Original indicates original samples are used without dimension reduction.
8 Discussion
We systematically study performances of various distance-based clustering algorithms after
the multidimensional scaling, a dimension reduction technique based on the spectral decom-
position of a distance matrix. For both low and high dimensional noisy data, we propose the
modified multidimensional scaling which is shown to outperform the CMDS uniformly in
terms of embedding quality and downstream clustering analysis. Our results use recent de-
velopment in random matrix theory, and a new `∞ bound for eigenvectors, which improves
existing results in the literature. This can be of independent interest. Many interesting fu-
ture extensions can be pursued using our framework. One such direction is to consider the
non-linear extension of multidimensional scaling, the Isomap algorithm (Tenenbaum et al.,
2000), which uses geodesic distances instead of Euclidean distances to construct the input
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matrix.
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Appendix
S.1 Local Marchenko-Pastur law
In this section, we summarize recent developments on local Marchenko-Pastur law from the
random matrix theory literature. They will be used to prove Theorems 3.2, 3.3, 3.5 and 3.6.
In this section, we collect the results for the null case when M = 0, in which X is a matrix
consisting of noises. These results serve as the key ingredients for results concerning the
case when M 6= 0. Let
Y1 = 1√
dN
Y Y T, Y =
1
σ
Z. (S.1)
We define the companion of Y1 to be
Y2 = 1√
dN
Y TY. (S.2)
Recall that the empirical spectral distribution (ESD) of an n × n symmetric matrix H
is defined as
µH ≡ 1
n
n∑
i=1
δλi ,
where λ1 ≥ λ2 ≥ · · · ≥ λn are the eigenvalues of H. It is well-known that (Marchenko
and Pastur, 1967) the ESD of Y2 has the distribution
ρ(dx) =
√
c
2pi
√
[(x− λ−)(λ+ − x)]+
x2
dx+ (1− c)+δ(dx), (S.3)
where δ(dx) is the Dirac measure, and
λ± =
√
c+
1√
c
± 2. (S.4)
Denote C+ as the complex upper half plane. For any z ∈ C+, the Stieltjes transform of the
ESD corresponding to Y2 is defined as
m2(z) ≡
∫
ρ(dx)
x− z , ∀ z ∈ C
+. (S.5)
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Marchenko and Pastur (1967) showed that m2(z) has the following closed-form expression
m2(z) =
c1/2 − c−1/2 − z + i√(z − λ−)(λ+ − z)
2c−1/2z
, (S.6)
where the square root is defined using the branch cut such that m2(z) is holomorphic in the
upper half-plane and m2(z) → 0 as z → ∞. Equivalently, m2 can be characterized as the
unique solution of the following self-consistent equation (among others, see Bloemendal
et al., 2014)
m2 +
1
z + zc−1/2m2 − (c1/2 − c−1/2)
= 0, Im m2(z) > 0 for Im z > 0.
Similarly, let m1(z) be the Stieltjes transform of the ESD corresponding to Y1, we have
m1(z) =
c−1/2 − c1/2 − z + i√(z − λ−)(λ+ − z)
2c1/2z
. (S.7)
Denote the Green functions of Y1 and Y2 as
G1(z) = (Y1 − z)−1, G2(z) = (Y2 − z)−1, ∀z ∈ C+.
The empirical versions of the Stieltjes transforms are defined as the rescaled trace of Green
functions:
m1N (z) ≡ 1
d
tr{G1(z)}, m2N (z) ≡ 1
N
tr{G2(z)}.
AsY1 has the same non-trivial eigenvalues withY2, using the elementary identity tr{G1(z)}−
tr{G2(z)} = (N − d)/z (see Bao et al., 2015 for an example) leads to
m1N (z) =
c−1 − 1
z
+ c−1m2N (z). (S.8)
Recall the definitions of λ+ and λ− in (S.4). Let z = E + iη ∈ C+, E > λ+ and
κ ≡ E − λ+.
For a fixed small constant θ ∈ (0, 1), define the region
S ≡ S(θ,N) ≡
{
z = κ+ λ+ + iη ∈ C+ : θ < κ < 1
θ
, 0 < |η| ≤ 1
θ
}
. (S.9)
Our computation relies on the fact that, for z ∈ S uniformly, m2N and the diagonal
entries of G2 are close to m2, and the off-diagonal entries of G2 are close to zero. This is
guaranteed by the local MP law. In this paper, we will use one variant of the local MP law,
the isotropic MP law. This is proved in Theorem 2.5 of Bloemendal et al. (2014).
Theorem S.1.1. Suppose (2.6) holds. For Y = (yij)d×N defined in (S.1) satisfying
Eyij = 0, Ey2ij =
1√
dN
, (S.10)
26
there exists a constant Cq > 0 such that
E
∣∣(dN)1/4yij∣∣q ≤ Cq, (S.11)
for all q ≤ C for some large enough constant C. Moreover, for any small constant  > 0,
there exists a large constantD = D() > 0 and a sufficiently largeK0 ≡ K0(,D), for any
deterministic unit vectors v,w ∈ RN , when K ≥ K0, with probability at least 1 −K−D,
we have
sup
z∈S
∣∣∣〈v,G2(z)w〉 −m2(z)〈v,w〉∣∣∣ ≤ K−1/2+. (S.12)
Remark S.1.2. We remark that Theorem S.1.1 is proved in Bloemendal et al. (2014) under
that assumption that (S.11) holds for all p ∈ N. However, as pointed out by Bloemendal
et al. (2016) (for instance, see the explanation below (1.16) of the paper), this assumption
can be easily relaxed to the weaker version in Theorem S.1.1.
Combining the above theorem and (S.8), we immediately conclude the following corol-
lary.
Corollary S.1.3. Suppose the same assumptions in Theorem S.1.1 hold. For any small
constant  > 0, there exists a large constant D = D() > 0 and a sufficiently large
K0 ≡ K0(,D), when K ≥ K0, with probability at least 1−K−D, we have
sup
z∈S
∣∣∣〈v1,G1(z)w1〉 −m1(z)〈v1,w1〉∣∣∣ ≤ K−1/2+,
for any deterministic unit vectors v1,w1 ∈ Rd.
Furthermore, we will frequently use the following facts, which are consequences of the
anisotropic local law in Knowles and Yin (2017).
Theorem S.1.4. Suppose the same assumptions inTheorem S.1.1 hold. For any small
constant  > 0, there exists a large constant D = D() > 0 and a sufficiently large
K0 ≡ K0(,D), then when K ≥ K0, with probability at least 1−K−D, we have
sup
z∈S
∣∣∣〈v, XTG1(z)w〉∣∣∣ ≤ K−1/2+, sup
z∈S
∣∣∣〈v1,G1(z)Xw1〉∣∣∣ ≤ K−1/2+,
for any deterministic unit vectors v,w ∈ Rd, v1,w1 ∈ RN .
Remark S.1.5. We remark here that Theorem S.1.1, Corollaries S.1.3 and S.1.4 are origi-
nally proved for z ∈ S , but all of these results can be proved to hold on the real axis, that
is, when η = 0. For example, see Theorem 2.5 in Bloemendal et al. (2014) and Lemmas
4.15 and 4.16 in Ding (2017b) for details.
Finally, we point out an important consequence of the local law: the eigenvalue rigidity.
It indicates that each edge individual eigenvalue will converge to a quantile of the MP law.
This is proved in Theorem 2.10 of Bloemendal et al. (2014). We take Y2 as an example.
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Recall that ρ is the asymptotic distribution of ESD of Y2 defined in (S.3). Let γ1 ≥ γ2 ≥
· · · ≥ γK be the typical eigenvalue locations defined via∫ ∞
γα
ρ(dx) =
α− 1
K
,α = 1, 2, · · · ,K.
Denote the eigenvalues of Y1 as µ1(Y1) ≥ · · · ≥ µK(Y1).
Lemma S.1.6. For any small enough constant  > 0, there exists D = D() and a suffi-
ciently large K0 ≡ K0(,D), such that, when K ≥ K0, with probability at least 1−K−D,
|µi(Y1)− γi| ≤ K−2/3+, i ≤ C, (S.13)
where C is large enough universal constant.
It is known that the MP law satisfies the square root behavior (for instance, see Lemma
2.1 in Bao et al., 2014), i.e., for a sufficiently small numerical constant c˜ > 0, when x ∈
[λ+ − c˜, λ+], we have
ρ(x) 
√
λ+ − x.
The density ρ(x) > 0 defined in (S.3) is continuous near the right-most edge λ+. As a
consequence, γC − γ1 = O(1/K) = o(1) when K is sufficiently large. Furthermore, as
γ1 = λ+, by Lemma S.1.6 and the square root behavior, when K is sufficiently large, we
have
|µi(Y1)− λ+| ≤ K−2/3+2, i ≤ C. (S.14)
Remark S.1.7. In the following sections, we use K0 for a sufficiently large value of K,
which may vary from line to line depending on the values of  and D.
S.2 Proofs of Main Results
This section collects the proofs of Theorems 3.2, 3.3, 3.5, 3.6 and 4.2. We start with the
proof of Theorem 3.2.
S.2.1 Proof of Theorem 3.2
Proof of Theorem 3.2. The proof is in a similar argument to, but generalizes that of Theo-
rem 3.4 in Ding (2017b). In the regime C1N1/τ ≤ d ≤ C2N τ in (2.6), we use the scaled
matrix Y2 = 1√dN Y TY in (S.2) and the local MP law summarized in Theorem S.1.1. We
need the following proposition. Recall that ξ(λ) = λ2 +λ−2 +c1/2 +c−1/2, for any λ ≥ 1.
Theorem S.2.1. Let S˜ = S+W such that S has singular value decomposition S = UDV.
Assume that the entries of W = (wij) are i.i.d random variables such that
Ewij = 0, Ew2ij =
1√
dN
. (S.1)
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Further assume that, for some large enough q ∈ N, there exists a constant Cq only depend-
ing on q such that
E|wij |q ≤ Cq
(
dN
)−q/4
. (S.2)
Let the singular values of S be d1 > d2 > · · · > dr > 0 with r  1,and for some δ > 0
independent of r,
1 + δ < di <∞, i = 1, 2, · · · , r. (S.3)
Let µi’s be the eigenvalues of S˜S˜T. Recall that c = max{c1/2, c−1/2}. Then for any
small enough constant 1 > 0, there exists a large constant D1 = D1(1) > 0 and K0 ≡
K0(1, D1), such that when K ≥ K0, with probability at least 1−K−D1 ,
|µi − ξ(di)| ≤ cK−1/4+1(di − 1)1/2, i = 1, 2, · · · , r. (S.4)
We first show that Theorem S.2.1 implies Theorem 3.2. By the conditions (3.2) and
(3.3), we conclude that Z/(σ(dN)1/4) satisfies inequalities (S.1) and (S.2). By Assumption
3.1, λk/(σ(dN)1/4) satisfies (S.3) with δ = ϑ. Therefore, applying Theorem S.2.1 with
S˜ = X/(σ(dN)1/4) concludes the proof of Theorem 3.2. We prove Theorem S.2.1.
Proof of Theorem S.2.1. For a generic µ, write
U =
(
U 0
0 V
)
, D =
(
0 µ1/2D
µ1/2D 0
)
, H =
(
0 µ1/2W
µ1/2WT 0
)
.
Therefore, the singular values of µ1/2S˜ are the same as the positive ones of UDUT +H,
and the singular values of µ1/2W has the same eigenvalues as the positive ones of H. Let
I be an identity matrix. If µ > 0 is an eigenvalue of S˜S˜T but not one of WWT, we have
0 = det(UDUT +H− µI)
= det(H− µI) det(G(µ)UDUT + I), (S.5)
where G(µ) = (H − µI)−1. Since µ is not an eigenvalue of WWT, using Sylvester’s
determinant identity det(I +XY ) = det(I + Y X), we conclude
det(UTG(µ)UD+ I) = 0,
and thus
det(UTG(µ)U+D−1) = 0. (S.6)
For simplicity, let Gw1 ≡ Gw1 (µ) = (WWT − µI)−1 and Gw2 ≡ Gw2 (µ) = (WTW −
µI)−1. By Schur’s complement, we obtain
G ≡ G(µ) =
(
Gw1 µ−1/2Gw1 W
µ−1/2WTGw1 Gw2
)
. (S.7)
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For any two matrices A and B,define the direct sum A⊕B as
A⊕B =
(
A 0
0 B
)
.
Let
Π ≡ Π(µ) = m1(µ)Id ⊕m2(µ)IN ,
where m1(·) and m2(·) are the Stieltjes transforms of the ESDs of WWT and WTW re-
spectively. The explicit forms are given in (S.7) and (S.6).
Recall ξ(λ) = λ2 + λ−2 + c1/2 + c−1/2 for any λ ≥ 1, and c ≡ max{c1/2, c−1/2}
where c = d/N is the aspect ratio. Let  be the same as in (S.12). For an 1 > 4, define a
sequence of intervals as
Ii ≡
[
ξ(di)− cK−1/4+1(di − 1)1/2, ξ(di) + cK−1/4+1(di − 1)1/2
]
, 1 ≤ i ≤ r.
Let Γ ≡ ⋃ri=1 Ii, which is called the permissible region. Intuitively, the permissible re-
gion keeps track of the signal eigenvalues of S˜S˜T: µ1, . . . , µr. These signal eigenval-
ues are also called outlier eigenvalues in the random matrix literature; see Knowles and
Yin (2013), Knowles and Yin (2014) and Bloemendal et al. (2016) for examples. Let
γ ≡ {µ1, · · · , µr}. We need the following lemma to conclude our proof.
Lemma S.2.2. Suppose the same assumptions in Theorem S.2.1 hold. Then there exists
some large enough constant D1 > 0, such that with probability at least 1−K−D1 ,
γ ⊂ Γ. (S.8)
Furthermore, each interval Ii contains one and only one eigenvalue of S˜S˜T.
Because ξ(d) is a monotone increasing function of d when d > 1, directly applying
Lemma S.2.2 completes the proof of Theorem S.2.1. It remains to prove Lemma S.2.2.
Our result and technical arguments generalize those in Ding (2017b). In Lemma 5.3 of
Ding (2017b), the author proves a more general resultin the regime d  N by allowing δ
to depend on N in (S.3). In this paper, we establish the corresponding result in the regime
log d ∼ logN . Our proof generalizes the proof of Lemma 5.3 in Ding (2017b), where we
use the local law established in Theorem S.1.1, Corollary S.1.3 and Theorem S.1.4 instead
of Lemmas 4.13 - 4.16 in Ding (2017b).
Proof of Lemma S.2.2. For any µ > λ+, by Corollary S.1.3 and Remark S.1.5, as r  1,
when K ≥ K0, with probability at least 1− r2K−D, we have
max
1≤i,j≤r
|UT(Gw1 (µ)−m1(µ))U |ij ≤ K−1/2+. (S.9)
Combining Theorem S.1.1 and Remark S.1.5, we have, with probability 1− r2K−D,
max
1≤i,j≤r
|V T(Gw2 (µ)−m2(µ))V |ij ≤ K−1/2+. (S.10)
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Similarly, by Theorem S.1.4 and Remark S.1.5, we obtain
max
1≤i,j≤r
{
|UTGw1 WV |ij , |V TWTGw1 U |ij
}
≤ K−1/2+, (S.11)
with probability at least 1− r2K−D. For sufficiently large K satisfying K > 1/(3r2), we
can choose D1 = D−1 so that the above inequalities hold simultaneously with probability
at least 1−K−D1 .
Plugging the forms of G(µ) and U, we obtain
UTG(µ)U =
(
UTGw1 U µ−1/2UTGw1 WV
µ−1/2V TWTGw1 U V TGw2 V
)
.
Using the bound ‖UTG(µ)U‖ ≤ 2rmaxi,j |UTG(µ)U|, the fact r  1, and all the above
bounds, we obtain that, for any small enough constant , there exists large constants D1 ≡
D1() and K0 ≡ K0(,D1), such that when K ≥ K0, we have, with probability at least
1−K−D1 ,
‖UTG(µ)U−UTΠ(µ)U‖ ≤ 2rK−1/2+. (S.12)
It can be checked that ξ(d) is a monotone increasing function when d ≥ 1 and ξ(1) =
λ+. Using these facts, we conclude that (S.12) holds true for any µ = ξ(di), i = 1, 2, · · · , r
under assumption (S.3). Some algebra implies that (see the proof of Lemma 8.1 of
Benaych-Georges and Nadakuditi, 2012 for an example)
det(UTΠU+D−1) =
r∏
k=1
(
m1(µ)m2(µ)− µ−1d−2k
)
. (S.13)
For µ ∈ R/{0} and m1,m2 defined in (S.6) and (S.7), let
m1(µ) = lim
η→0+
m1(µ+ iη), m2(µ) = lim
η→0+
m2(µ+ iη).
Therefore, when µ > λ+, we have
m1(µ) =
c−1/2 − c1/2 − µ+√(µ− λ−)(µ− λ+)
2c1/2µ
,
m2(µ) =
c1/2 − c−1/2 − µ+√(µ− λ−)(µ− λ+)
2c−1/2µ
.
Next we summarize the basic properties of µm1(µ)m2(µ) in the following lemma,
which will play a key role for analyzing the magnitude of det(UTΠU+D−1).
Lemma S.2.3. For any d > 1, µ = ξ(d) is a solution of the equation
µm1(µ)m2(µ) = d
−2. (S.14)
Further, when µ > λ+, µm1(µ)m2(µ) is a strictly monotone decreasing function and hence
µ = ξ(d) is the unique solution. Let h(µ) = µm1(µ)m2(µ). We have
h′(ξ(d)) =
1
1− d4 , h
′′
(ξ(d)) =
2d6
(d4 − 1)3 . (S.15)
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Moreover, when µ > λ+, we have
0 > h′(µ)  1, h′′(µ)  1. (S.16)
Proof of Lemma S.2.3. Recall that ξ(d) = c1/2 + c−1/2 + d2 + d−2 and ξ(d) is a strictly
monotone increasing function when d ≥ 1. As ξ(1) = λ+, we thus obtain that ξ(d) > λ+
under assumption (S.3). It is elementary to check
µm1(µ)m2(µ) =
µ− (c1/2 + c−1/2)−
√
µ2 − 2µ(c1/2 + c−1/2) + c+ c−1 − 2
2
.
The rest of the proof is based on elementary calculations and we refer the readers to Lemma
4.6 in Ding (2017b) for details.
Under assumption (S.3) and by Lemma S.2.3, we conclude that µ = ξ(d) is the unique
solution to the equation
m1(µ)m2(µ) = µ
−1d−2. (S.17)
With the above preparation, we now prove (S.8). If µ is an eigenvalue of S˜S˜T, under the
assumption (S.3), using an argument similar to the proof of equation (6.19) in Knowles and
Yin (2013), we obtain that there exists a large K0 ≡ K0(1, D1) and some constant C > 0
such that, when K ≥ K0, with probability at least 1−K−D1 , we have
µ > λ+ +K
−2/3+C.
As r  1, when µ > λ+ and λ+ < µ /∈ Γ, we first assume that
µ < ξ(dr)− cK−1/4+1(dr − 1)1/2. (S.18)
Under assumption (S.3), by Lemma S.2.3, we apply the mean value theorem for µr det(UTΠU+
D−1) =
∏r
k=1
(
µm1(µ)m2(µ)− d−2k
)
in (S.13), and obtain
r∏
k=1
(
µm1(µ)m2(µ)− d−2k
)
= ζr(νr)(µ− ξ(dr)), for a νr ∈ (µ, ξ(dr)), (S.19)
where ζr(µ) = h′(µ)
∑r
i=1
∏r
k 6=i
(
µm1(µ)m2(µ)− d−2k
)
, and h′(x) is defined in Lemma
S.2.3. Under the assumption that d1 > d2 > · · · > dr > 0, by (S.14), when k 6= r, there
exists some constant ς > 0 such that
sup
k≤r−1
{
ξ(dr)m1(ξ(dr))m2(ξ(dr))− d−2k
}
= sup
k
(
d−2r − d−2k
) ≥ ς.
Since µm1(µ)m2(µ) is a strictly monotone decreasing function, by the mean value theorem
and (S.16), there exists some constant ς1 < 0 such that
νrm1(νr)m2(νr) = ξ(dr)m1(ξ(dr))m2(ξ(dr)) + ς1(νr − ξ(dr)).
Therefore, we conclude that, for k 6= r,
νrm1(νr)m2(νr)− d−2k ≥ ς.
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Similarly, we obtain that when k = r, we have
νrm1(νr)m2(νr)− d−2r ≥ ς2(ξ(dr)− νr),
where ς2 > 0 is some constant. Since r  1, we conclude from the above discussion that
there exists some constant ς3 < 0 such that
ζr(νr) ≤ ς3, (S.20)
where we again use the fact that h(·) is a strictly monotone decreasing function. Note that
det(
√
µ(UTΠU+D−1)) = µr det(UTΠU+D−1). Therefore, by (S.19), we have
|det (√µ(UTΠU+D−1))| ≥ |ς3|δ1/2cK−1/4+1 . (S.21)
When µ ∈ Γc/(λ+, ξ(dr) + cK−1/4+1(dr − 1)1/2), we can derive the above bound (up
to a constant multiplier) using a similar argument. Thus we have (S.21) hold for any
µ < ξ(dr)− cK−1/4+1(dr − 1)1/2 or µ > ξ(dr) + cK−1/4+1(dr − 1)1/2.
Using Lemma S.4.4 with A =
√
µ(UTΠ(µ)U + D−1), ϕ = K−1/4+2, and B =√
µϕ−1UT(G(µ)−Π(µ))U, we obtain
det(
√
µ(UTG(µ)U+D−1)) = det
(√
µ(UTΠ(µ)U+D−1)
)(
1 + ϕ
× tr
{(√
µ/ϕUT(G(µ)−Π(µ))U)(√µ(UTΠ(µ)U+D−1))−1})+O(ϕ2).
Recall that λ+  c and thus µ  c when µ− λ+ <∞. Therefore, there exist constants K1
and C > 0 such that, when K ≥ K1, we have
µ ≤ Cc. (S.22)
Using (S.12) together with Cauchy-Schwarz inequality, we obtain, whenK≥max{K0,K1},
tr
{(√
µ/ϕUT(G(µ)−Π(µ))U)(√µ(UTΠ(µ)U+D−1))−1}
≤
√
CcK1/4−22rK−1/2+‖√µ(UTΠU+D−1)−1‖
≤
√
Cc2rK−1/4−‖√µ(UTΠU+D−1)−1‖. (S.23)
Set i¯ = i+ r. Some algebra leads to the following (see equation 6.11 of Ding, 2017b)
(
UTΠ(µ)U+D−1
)−1
ij
=

δij
µm2(µ)
µm1(µ)m2(µ)−d−2i
, 1 ≤ i, j ≤ r;
δij
µm1(µ)
µm1(µ)m2(µ)−d−2i
, r ≤ i, j ≤ 2r;
δi¯j(−1)i+j µ
1/2d−1i
µm1(µ)m2(µ)−d−2i
, 1 ≤ i ≤ r, r ≤ j ≤ 2r;
δij¯(−1)i+j
µ1/2d−1j
µm1(µ)m2(µ)−d−2j
, r ≤ i ≤ 2r, 1 ≤ j ≤ r.
(S.24)
For 0 < µ− λ+ <∞, using the close-form formulas of m1(µ) and m2(µ), we find
max{|√µm1(µ)|, |√µm2(µ)|} 
√
c. (S.25)
33
The above equality implies that, there exists some constant C1 > 0, such that when K ≥
K2 for some K2,
max{|√µm1(µ),√µm2(µ)|} ≤ C1
√
c.
Under the assumption of (S.3), we find that there exists a constant C2, such that when
K ≥ K2,
d−11 ≤ · · · ≤ d−1r ≤ C2 ≤ C2
√
c.
Using a discussion similar to (S.19), when (S.18) holds, we find that there exists some
constant C > 0, such that
min
i
∣∣µm1(µ)m2(µ)− d−2i ∣∣ ≥ CcK−1/4+1(dr − 1)1/2.
Together with the bound ‖√µ(UTΠU+D−1)−1‖ ≤ 2rµ−1/2 maxi,j |(UTΠU+D−1)−1ij |,
(S.22) and (S.25), using (S.24), when K ≥ max{K0,K1,K2}, we have
‖√µ(UTΠU+D−1)−1‖ ≤ 2rC3
√
c|ς3δ1/2|−1c−1K1/4−1 ,
for some constant C3. Therefore, when K ≥ (2rC2|ς3δ1/2|−1)1/, we conclude that
‖√µ(UTΠU+D−1)−1‖ ≤ c−1/2K1/4−1+.
Together with (S.23), we find that, when K ≥ K0 for some large enough K0,
tr{(√µ/ϕUT(G(µ)−Π(µ))U)(√µ(UTΠ(µ)U+D−1))−1} ≤ Cr2K−1 ,
for some constant C. This leads to∣∣∣ det (√µ(UTG(µ)U+D−1))∣∣∣
≥ |det(√µ(UTΠ(µ)U+D−1))
(
1− Cr2K−1
)
|+R,
where R = O(K−1/2+4) is the remainder.
By (S.21), there exists a large K0 and small 1, such that when K ≥ K0,
Cr2K−1 <
1
2
, |ς3|δ1/2cK−1/4+1 > 4R = O(K−1/2+4).
This implies that there exists a large K0 and small 1 > 0, when K ≥ K0∣∣∣ det(√µ(UTG(µ)U+D−1))∣∣∣ ≥ 1
4
|ς3|δ1/2cK−1/4+1 .
Therefore, we conclude that, when µ ∈ Γc, µ is not an eigenvalue of S˜S˜T. Equivalently,
we conclude that if µ is an eigenvalue of S˜S˜T, then µ ∈ Γ.
Next we prove uniqueness of eigenvalues in each Ii.Using Lemma S.2.3, we conclude
that f(z) ≡ ∏rk=1 (m1(z)m2(z) − z−1d−2k ) has one and only one root in each inter-
val Ii. Let g(z) ≡ det
(
UTG(z)U + D−1
)
. For k ∈ {1, · · · , r}, we pick an open ball
34
B(ξ(dk), ρ) ⊂ C/[λ−, λ+] centered at ξ(dk) with radius ρ. Under assumption of (S.3), we
can choose
ρ = min
i,j
{|ξ(di)− ξ(dj)|},
such that the balls B(ξ(dk), ρ) are mutually disjoint with each other. Due to the continuity
of determinant, the functions g, f are holomorphic on the boundary ∂B(ξ(dk), ρ) and the
interior of B(ξ(dk), ρ). Moreover, f(z) has one and only one zero ξ(dk) in the interior of
B(ξ(dk), ρ). On ∂B(ξ(dk), ρ), using a discussion similar to the proof of Proposition 6.6 in
Knowles and Yin (2013), by Theorem S.1.1, Corollary S.1.3 and Theorem S.1.4, we have
min
z∈C
|g(z)| ≥ ν > 0, |g(z)− f(z)| ≤ K−1/2+21 , ν > 0 is some fixed constant,
holds with probability at least 1−K−D1 when K ≥ max{K0,K1, ν1/(1/2−21)}. There-
fore, using Rouche´’s theorem (see Lemma S.4.1) g has the same number of zeros as (f −
g) + g = f in the interior of B(ξ(dk), ρ).
S.2.2 Proof of Theorem 3.3
Proof of Theorem 3.3. The proof is in a similar argument to, but generalizes that of Lemma
5.3 in Ding (2017b). In the regime C1N1/τ ≤ d ≤ C2N τ in (2.6), we use the scaling
1/
√
dN and the local MP laws summarized in Theorem S.1.1, Corollary S.1.3 and Theorem
S.1.4. Similar to the proof of Theorem 3.2 and the discussion after Proposition S.2.1, it
suffices to prove the following proposition.
Proposition S.2.4. Suppose the same assumptions in Theorem S.2.1 hold. For any small
1 > 0 and a fixed integer C > 0, there exists some D1 ≡ D1() and K0 ≡ K0(1, D1),
such that when K ≥ K0, we have
|µi − λ+| ≤ K−2/3+1 , (S.26)
uniformly over r + 1 ≤ i ≤ C.
The proof of above proposition uses Weyl’s inequality summarized in Lemma S.4.3 and
the eigenvalue rigidity summarized in Lemma S.1.6. We write the i-th singular values of
S˜ and W as λi(S˜) and λi(W ) respectively. We have λi(S˜) =
√
µ
i
, where µi is the i-th
eigenvalue of S˜S˜T.
Proof of Proposition S.2.4. Because rank(S) = r, applying Weyl’s inequality, i.e., Lemma
S.4.3, we obtain
λ2i (W ) ≤ λ2i (S˜) ≤ λ2i−r(W ), r + 1 ≤ i ≤ C.
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Since r, C  1, by (S.14), when K ≥ K0, with probability at least 1−K−D1 , we have
−K−2/3+2 ≤ λ2i (S˜)− λ+ ≤ K−2/3+2.
This concludes our proof by setting 1 > 2.
S.2.3 Proof of Theorem 3.5
Proof of Theorem 3.5. Under Assumption 3.1, by Theorem 3.2, we obtain∣∣∣∣∣ λ̂2iσ2(dN)1/2 − ξ
(
λi
σ(dN)1/4
)∣∣∣∣∣ ≤ cK−1/4+1( λiσ(dN)1/4 − 1)1/2, 1 ≤ i ≤ r.
Recall that c ≡ max{c1/2, c−1/2} . We thus have
ξ
(
λi
σ(dN)1/4
)
 c, i ≤ r. (S.27)
Combing the above facts, under Assumption 3.1, for any i < r and 1 > 1/4, we have
λ̂2i
λ̂2i+1
− 1 = λ̂
2
i − λ̂2i+1
λ̂2i+1
 ξ
(
λi(dN)
−1/4σ−1
)− ξ(λi+1(dN)−1/4σ−1)+ cK−1/4+1
ξ
(
λi+1(dN)−1/4σ−1
)
+ cK−1/4+1
 ξ(λi(dN)
−1/4σ−1)− ξ(λi+1(dN)−1/4σ−1)
c
+
cK−1/4+1
c
.
Therefore, using Assumption 3.1 again implies and (S.27)
λ̂2i
λ̂2i+1
− 1  max
{
K−
1
4
+1 ,
1
c
}
, i < r. (S.28)
Recall that ξ(·) is a strictly increasing function of λ for λ ≥ 1 and ξ(1) = λ+ =
√
c +
1/
√
c+ 2  c. Following a similar argument to the proof of (S.28) for i < r but using both
Theorem 3.2 and Theorem 3.3, we obtain that, for i = r,
λ̂2i
λ̂2i+1
− 1  ξ(λi(dN)
−1/4σ−1)− λ+ +K−2/3+1 + cK−1/4+1
λ+ +K−2/3+1
= max
{
K−
1
4
+1 ,
1
c
}
.
Next, by Theorem 3.3, when i = r + 1, we have
λ̂2i
λ̂2i+1
− 1  K
−2/3+1
c
, (S.29)
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holds with probability at least 1−K−D1 . LetRj ≡ λ̂2j/λ̂2j+1. By the construction of r̂, we
have that
P(r̂ = r) = P
 ⋂
1≤j≤r
{Rj > 1 + ω} ∩ {Rr+1 ≤ 1 + ω}

≥ 1−
r∑
j=1
P(Rj ≤ 1 + ω)− P(Rr+1 > 1 + ω). (S.30)
Because 1 can be sufficiently small, taking ω such that
ωmin
{
K1/4, c
}→ 0, ωcK2/3 →∞,
would make the right hand side of (S.30) go to 1. This completes the proof.
S.2.4 Proof of Theorem 3.6
Proof of Theorem 3.6. By Theorem 3.3, we have
λ̂2r+1
(dN)1/2λ+
− σ2  K
−2/3+1σ2
λ+
.
Recall that λ+  c. We hence obtain
λ̂r+1
(dN)1/4
√
λ+
− σ  K
−2/3+1σ
c
. (S.31)
By Theorem 3.5, r̂ is a consistent estimator of r. We can therefore conclude that (S.31) still
holds true when we replace r̂ with r. This completes our proof.
S.2.5 Proof of Theorem 4.2
Proof of Theorem 4.2. Without loss of generality, we prove the theorem in the case of r =
1. In such case, we can simply write M = λuvT.
We first use the dilation technique to construct a symmetric matrix, which is useful in
handling rectangular matrices (for instances, see Fan et al., 2016 and Ding and Yang, 2018).
Let Â = A+ X , where
A =
(
0 M
MT 0
)
, X =
(
0 Z
ZT 0
)
.
By the definition of singular value decomposition, we have(
0 M
MT 0
)(
u
v
)
= λ
(
u
v
)
.
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Then w = (uT, vT)T ∈ Rd+N is a normalized eigenvector ofA. We use ŵ as the normalized
eigenvector of Â and the shorthand notation i′ = i + d. For any m ∈ [N ] ≡ {1, . . . , N},
we have
|v̂m − vm| = |ŵm′ − wm′ | =
∣∣∣∣∣(Âŵ)m′λ̂ − wm′
∣∣∣∣∣
≤ |vm|
∣∣∣∣λuTû
λ̂
− 1
∣∣∣∣︸ ︷︷ ︸
P1
+
‖ZTû‖∞
λ̂︸ ︷︷ ︸
P2
. (S.32)
Therefore, it suffices to bound P1 and P2 respectively. We start with P1. By Davis-Kahan
sin Θ theorem, i.e., Lemma S.4.5, we obtain
‖ŵ − w‖2 ≤
√
2‖Xw‖2
λ− ‖X‖2 ≤
√
2‖X‖2
λ− ‖X‖2 . (S.33)
The operator norm of X can be written as
‖X‖2 = λ1(Z) = σ(dN)1/4λ1
(
(dN)−1/4σ−1Z
)
. (S.34)
Applying Lemma S.1.6, it holds that, for any small enough  > 0, there exist D1 = D1()
and a large enough K0 such that, when K ≥ K0, with probability at least 1−K−D1 ,
λ21((dN)
−1/4σ−1Z) ≤ λ+ +K−2/3+,
which implies(
λ1((dN)
−1/4σ−1Z)−
√
λ+
)(
λ1((dN)
−1/4σ−1Z) +
√
λ+)
)
≤ K−2/3+.
Thus using the fact that λ1((dN)−1/4σ−1Z) 
√
λ+  c1/2, we conclude that there exists
some constant C > 0 such that
λ1
(
(dN)−1/4σ−1Z
)
≤
√
λ+ + Cc
−1/2K−2/3+.
Recall that λ+  c and c = max{c1/2, c−1/2}. By (S.34), there exist K0 and D1, such that,
when K ≥ K0, with probability at least 1−K−D1 , we have
‖X‖2 ≤ C1σ
(
d ∨N)1/2, (S.35)
for some constantC1 > 1. Note that the bound in (S.33) is well-behaved due to Assumption
4.1:
λ ≥ σ(dN)1/4 max{c¯, 1 + ϑ}%(K) ≥ σ(d ∨N)1/4%(K).
Hence, if %(K) > 2C1 ∨ 1, we have
‖ŵ − w‖2 ≤
√
2C1
%(K)− C1 =
√
2
%(K)/C1 − 1 ≤
2
√
2
C1
1
%(K)
, (S.36)
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holds with probability at least 1−K−D1 . By definition, we have
‖ŵ − w‖22 = 4− 2ûTu− 2v̂Tv,
which implies
1− ûTu ≤ 1
(%(K)/C1 − 1)2 −
(
1− v̂Tv) ≤ 1
(%(K)/C1 − 1)2 ≤
4
C21
1
%2(K)
, (S.37)
with probability at least 1−K−D1 . Next, we observe that∣∣∣∣λuTû
λ̂
− 1
∣∣∣∣ ≤ λ(1− uTû)
λ̂
+
|λ− λ̂|
λ̂
.
By Weyl’s inequality in Lemma S.4.6 and inequality (S.35) , we find that with probability
at least 1−K−D1 ,
|λ− λ̂| ≤ C1σ(d ∨N)1/2. (S.38)
Under Assumption 4.1, Theorem 3.2 implies that∣∣∣∣∣ λ̂2c%2(K)σ2(dN)1/2 − ξ( λ%(K)c¯(dN)1/4σ)
∣∣∣∣∣ ≤ cK−1/4+1( λ%(K)c¯(dN)1/4σ − 1)1/2.
As a consequence, we conclude that
λ̂  c¯%(K)σ(dN)1/4. (S.39)
Therefore, we have that, for some constant C > 0, with probability at least 1−K−D1 ,
|λ− λ̂|
λ̂
≤ C
%(K)
.
Next, by (S.37), there exists some K0, when K ≥ K0, for some constant C > 0, we
conclude that with probability at least 1−K−D1 ,
λ(1− uTû)
λ̂
≤ C
%2(K)
.
As a consequence, with probability at least 1−K−D1 , we obtain
P1 ≤ C|vm|
%(K)
.
It remains to control the second part. We use Linderberg’s replacement strategy. We
first observe that
|(ZTû)m| = |(X ŵ)m′ | = |X Tm′ŵ| ≤ |X Tm′ŵ(m
′)|+ ‖Xm′‖2‖ŵ − ŵ(m′)‖2, (S.40)
where Xm′ is the m′-th column of X , and ŵ(m′) is the eigenvector of Â by replacing the
m′-th row and column of X with zeros. Due to independence between X Tm′ and ŵm
′
, the
first part can be bounded using Lemma S.4.2. For any small  > 0, we have
max
m∈[N ]
|X Tm′ŵ(m
′)| ≤ Cdσ,
39
holds with probability at least 1−K−D1 , where we use the structure of X .
For the second part, we can bound the `2-error by applying Davis-Kahan’s theorem.
Let δm = λ1(A(m′)) − λ2(A(m′)) and ∆Xm′ be the matrix whose only non-zero row and
column are Xm′ . By Lemma S.4.2, the structure of ∆Xm′ and the fact ‖ŵ(m′)‖2 = 2, for
some small  > 0, with probability at least 1−K−D1 , we get
‖∆Xm′ŵ(m′)‖2 ≤ C
(
d + ‖v‖∞N 
√
d
)
σ.
Next by a discussion similar to (S.33), for any fixed  ≤ 1/2, and for some constant C > 0,
with probability at least 1−K−D1 , we have
∥∥ŵ − ŵ(m′)∥∥
2
≤
√
2‖∆Xm′ŵ(m′)‖2
δm − ‖∆Xm′‖ ≤
C(dN)σ(1 + ‖v‖∞
√
d)
λ− 2‖∆Xm′‖ ,
where we use the fact that δm ≥ λ− ‖∆Xm′‖, implied by Weyl’s inequality.
Again by Lemma S.4.2, for some small  > 0 and large D1 > 0, we conclude that
‖∆Xm′‖ ≤ d
√
dσ, ‖Xm′‖2 ≤ d
√
dσ,
where for the first inequality we use Gershgorin circle theorem Lemma S.4.7. Therefore,
for some constant C > 0, with probability at least 1−K−D1 ,
‖Xm′‖‖ŵ − ŵ(m′)‖2 ≤ C(dN)
2σ2(
√
d+ ‖v‖∞d)
λ− 2d√dσ .
By Assumption 4.1 and (S.40), there exists a K0 > 0, when K ≥ K0, with probability at
least 1−K−D1 , we have
|(ZTû)m| ≤ Cσ
{
d + (dN)−1/4(c¯)−1%−1(K)(
√
d+ ‖v‖∞d)
}
.
Since ‖v‖2 = 1, there exists some constant C > 0 such that CN−1/2 ≤ ‖v‖∞ ≤ 1.
Together with (S.39) and Assumption 4.1, we have that for some constant C > 0,
P2 ≤ Cd
‖v‖∞
%(K)
+
‖v‖∞
(d ∨N)1/2%2(K) +
‖v‖∞(dN)
%2(K)
. d
‖v‖∞
%(K)
,
holds with probability at least 1−K−D1 . This concludes the proof.
S.3 Justification of Remark 2.1
In this section, we justify Remark 2.1.
Proof of Remark 2.1. Recall (4.3). By mean value theorem, we have
ξ−1/2
(
λ̂oi
σ̂(dN)1/4c¯%(K)
)
− ξ−1/2
(
λ̂i
σ̂(dN)1/4c¯%(K)
)
 1
c
∣∣∣λ̂oi − λ̂i∣∣∣
σ̂(dN)1/4c¯%(K)
.
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Using Lemma S.4.6 and (S.35), we conclude that with at least 1−K−D1 probability∣∣∣λ̂oi − λ̂i∣∣∣ ≤ σ̂(dN)1/4c¯%(K).
As a consequence, we conclude that for some constant C > 0, with probability at least
1−K−D1 , we have∣∣∣∣∣ξ−1/2
(
λ̂oi
σ̂(dN)1/4c¯%(K)
)
− ξ−1/2
(
λ̂i
σ̂(dN)1/4c¯%(K)
)∣∣∣∣∣ ≤ Cc .
Together with Theorem 3.2, we find that the remark holds true when
cK−1/4  1
c
.
This concludes our proof.
S.4 Preliminary Lemmas
In this subsection, we collect some lemmas which are used in our proofs. Our first lemma
collects Rouche´’s theorem, which is used to derive the convergent rates of the singular
values in the proof of Lemma S.2.2.
Lemma S.4.1 (Rouche´’s theorem, Chapter 5, Section 5.2 in Ahlfors, 1979). For some re-
gion C and its boundary ∂C, suppose that two complex-valued functions f(z) and g(z) are
holomorphic on ∂C and in the interior of C, if
|g(z)| < |f(z)| on ∂C,
then f and f + g have the same number of zeros in the interior of C, where each zero is
counted as many times as its multiplicity.
The following lemma on large deviation bound on random variables with only low-order
moment conditions is used in the proof of Theorem 4.2.
Lemma S.4.2 (Lemma 3.1 in Bloemendal et al., 2014). Let {xi(u), 1 ≤ i ≤ n} be i.i.d.
centered and independent random variables such that there exists a constant Cq and
Ex2i (u) = 1, (E|xi(u)|q)1/q ≤ Cq,
for all q ≤ C for some large enough constant C. Here u ∈ U is a parameter possibly
depending on n. Let {bi : 1 ≤ i ≤n} be deterministic real scalars. Then for any small
 > 0, there exists large D ≡ D() > 0, such that with probability at least 1 − n−D, we
have
sup
u∈U
∣∣∣ n∑
i=1
bixi(u)
∣∣∣ ≤ n( n∑
i=1
b2i
)1/2
.
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Next, we collect the classic Weyl’s inequality to provide some deterministic bounds for
the eigenvalues of perturbed matrices. It will be used in the proof of Proposition S.2.4.
Lemma S.4.3. (Weyl’s inequality) For any two d×N matrices A and B, let {λi(A)} and
{λi(B)} be singular values of A and B respectively in decreasing order. Then we have
λi(A+B) ≥ λi(A) + λK(B), K = min{d,N}.
Moreover, we have that
λi+j−1(A+B) ≤ λi(A) + λj(B),
whenever i, j ≥ 1 and i+ j − 1 ≤ K.
Next, we collect a result on the expansions of perturbed matrices, which is used in the
proof of Proposition S.2.1.
Lemma S.4.4. (Determinants of pertubated matrices, Fiedler, 1971) For any two n × n
square complex matrices A,B such that detA 6= 0, then for any ϕ sufficiently small in
modulus,
det(A+ ϕB) = det(A)× {1 + ϕtr(BA−1)}+O(ϕ2).
We also collect the Davis-Kahan sin Θ theorem for completeness. It is used to control
the Euclidean distance between singular vectors in Theorem 4.2.
Lemma S.4.5. (Davis-Kahan sin Θ Theorem) Let Â, A, andE ∈ Cn×n be three Hermitian
matrices such that Â = A + E. Let δ ≡ µ1(A) − µ2(A) be the gap between the top two
eigenvalues of A, and w, ŵ be the leading eigenvectors of A, normalized such that A˜ such
that ‖w‖2 = ‖ŵ‖2 = 1 and wŵ ≥ 0. When δ > ‖E‖2, we have
‖ŵ − w‖2 ≤
√
2‖Ew‖2
δ − ‖E‖2 .
Proof of Lemma S.4.5. By Davis-Kahan sin Θ Theorem and Wyel’s inequality, we have
sin Θ(w, ŵ) ≤ ‖Ew‖2
δ − ‖E‖2 .
Using the inequality that ‖ŵ − w‖2 ≤
√
2 sin Θ(w, ŵ) completes the proof.
Next, we collect a result on the classic perturbation bounds for the singular values which
will be used in the proof of Theorem 4.2.
Lemma S.4.6. (Stewart and Sun, 1990) Suppose that A,E ∈ Cn×n are two Hermitian
matrices, and Â = A+E. Let
{
λ̂i
}
and
{
λi
}
be the singular values of Â andA respectively.
We have
max
i
∣∣λ̂i − λi∣∣ ≤ ‖E‖2.
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Finally, we collect a result which provides a deterministic bound of the spectrum of a
square matrix. Let A = (aij) be a complex n × n matrix. For 1 ≤ i ≤ n, let Ri =∑
j 6=i |aij | be the sum of the absolute values of the non-diagonal entries in the i-th row.
Let D(aii, Ri) ⊆ C be a closed disc centered at aii with radius Ri. Such a disc is called a
Gershgorin disc.
Lemma S.4.7. (Gershgorin circle theorem) Every eigenvalue of A = (aij) lies within at
least one of the Gershgorin discs D(aii, Ri), where Ri =
∑
j 6=i |aij |.
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