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The environment of a quantum dot, which is connected to two leads, is modeled by telegraph
noise, i.e. random Markovian jumps of the (spinless) electron energy on the dot between two levels.
The temporal evolutions of the charge on the dot and of the currents in the leads are studied using a
recently developed single-particle basis approach, which is particularly convenient for the averaging
over the histories of the noise. In the steady state limit we recover the Landauer formula. At a very
fast jump rate between the two levels, the noise does not affect the transport. As the jump rate
decreases, the effective average transmission crosses over from the transmission through a single
(average) level to an incoherent sum of the transmissions through the two levels. The transient
temporal evolution towards the steady state is dominated by the displacement current at short
times, and by the Landauer current at long times. It contains oscillating terms, which decay to zero
faster than for the case without noise. When the average chemical potential on the leads equals the
dot’s “original” energy, without the noise, the oscillations disappear completely and the transient
evolution becomes independent of the noise.
PACS numbers: 72.23.-b, 73.63.Kv, 03.65.Yz, 05.40.Ca
I. INTRODUCTION
Quantum transport through mesoscopic systems1 is
one of the most extensively investigated areas of the-
oretical physics. This transport is always affected by
coupling to the environment. The exact treatment
of the whole system-environment complex represents a
formidable many-body quantum mechanical problem. It
is therefore useful to study approximate simple models,
which may be justified in some special limits (see below)
and which may capture the main aspects of the expected
phenomena. One such approximation occurs if the back-
action of the system on the environment can be neglected.
In this case the action of the environment on the system
can be treated as an external fluctuating time-dependent
force. The entire many-body problem is then reduced
to solving the Schro¨dinger equation with time-dependent
potentials, which represent the fluctuating environment.
Since the fluctuations of the environment are random,
the final results typically ends up with some averaging
over them.
After a long time, the system usually reached a steady
state. In the presence of the above time-dependent ran-
dom potentials, the steady state properties still require
solving the time-dependent problem. In addition, the
latter solution also yields the transient evolution of the
system, from a specific initial configuration towards this
steady state. These transient phenomena contain much
information on the system and on the nature of its cou-
pling to the environment. Experimentally, preparation
of desired charge states in quantum dots can be realized,
and the availability of time-resolved measurement tech-
niques in nanoelectronics makes it feasible to reveal the
special roles played by the transient effects2.
The time-dependent transport problem is not simple.
Considerable efforts have been devoted to the develop-
ment of time-dependent formulations for the transport,
that capture its transient behavior. These include non-
equilibrium Green s function methods (NEGF)3, master
equations techniques4–6, time-dependent density func-
tional theory (TDDFT)7, schemes that combine TDDFT
and NEGF with the hierarchical equation of motion ap-
proach to open quantum dynamics8, hybrid Floquet-
NEGF treatments9 and time-dependent scattering state
methods10,11. All of these schemes are quite heavy,
and it is not easy to adapt them to the case of ran-
domly fluctuating potentials. In the present paper we use
the recently proposed single-electron approach (SEA)12,
based on the single-electron Ansatz for the many-electron
wave-function. This approach solves the time-dependent
Schro¨dinger equation for a single electron, yields simple
expressions for the transient currents for time-dependent
potentials, and reproduces the Landauer formula13 for
the steady state limit. The SEA is a simple tool, which
can be used to calculate the transient electric currents
and charges in any mesoscopic system of coupled dots.
Reference 12 demonstrated an application of the SEA to
time-dependent transport in oscillating potentials and to
electron pumping.
Since the SEA is valid for arbitrary time-dependent
potentials, it can be used for randomly fluctuating poten-
tials as well. In this paper we combine the SEA approach
with an appropriate averaging to study the effects of a
simple fluctuating environment on the resonant transport
through a single level quantum dot. As we show, this ap-
2proach is particularly convenient for such averaging.
The simplest model for the environment is a single de-
gree of freedom, called an “elementary fluctuator”, which
fluctuates between two states. The potential seen by
the system then fluctuates randomly between two values.
Such a random fluctuating potential is called “telegraph
noise”14. Reference 15 listed several examples, in which
back action from the system onto such a fluctuator could
indeed be ignored. In one example, a single impurity
near the system is either empty or occupied by a sin-
gle electron (double occupancy is prevented by a strong
Coulomb blockade)16. Another example concerned a two-
level system at equilibrium with a heat bath17. For both
the single impurity and the two level system it has been
argued19 that back action can be ignored when the dy-
namics of the fluctuating background charge or the two-
level system is governed by its coupling to a thermalizing
heat bath, which is much stronger than its coupling to
the system. The telegraph noise model is also justified in
the limit of a very high temperature of this heat bath18.
In a third (non-equilibrium) example, current flows be-
tween two reservoirs through a single electron transistor
(SET) located near the system. The states of the envi-
ronment (SET plus reservoirs) include states in which an
arbitrary number of electrons have moved between the
two reservoirs, while the SET can be (singly) occupied
or empty. When the bias voltage between the reservoirs
is much larger than any other energy in the problem, Ref.
21 found that the Coulomb potential of the SET, as seen
by the system, jumps randomly between its values when
the SET is occupied or empty.
Here we assume that one can ignore back action, and
describe the effects of the environment by the telegraph
noise model. Even if this assumption is only approxi-
mate, we expect the results to be qualitatively correct,
and to stimulate future work which will test them. The
advantage of our approach is obvious: it yields simple an-
alytic expressions, which give insights into the way vari-
ous physical quantities depend on the parameters.
Most of the papers which use telegraph noise in meso-
scopic systems have been motivated by quantum com-
puting, and aimed to reduce the decoherence caused
by the environment in closed systems, e.g. an isolated
qubit15–22. Since environmental noise is very important
in the dynamics of open quantum systems which are cou-
pled to electronic reservoirs, the present paper presents
the effects of telegraph noise on the simplest such system,
i.e. resonant tunnelling through a single level of a quan-
tum well (dot), coupled to two reservoirs, as shown in
Fig. 1. Some of our results in the steady state limit were
already obtained twenty two years ago23, using a com-
pletely different approach, but we are not aware of other
treatments of open systems with telegraph noise. Here
we use the SEA approach to obtain many new results,
especially on the transient time evolution of the system
towards the steady state. Unlike many of the treatments
of closed systems, the SEA works with the wave func-
tions, and not with the reduced density matrices. The
approach can easily be extended to other open systems.
The system contains spinless electrons, so that the dot
can only contain one electron or be empty. The envi-
ronment is assumed to affect only the energy level of the
electron on the dot, which jumps randomly between the
two values E0 ± U/2,
E0(t) = E0 + ξ(t)U/2 , (1)
where ξ(t) = ±1 is a random variable, which follows a
Markov process14,15: it jumps randomly from 1 to −1
(and vice versa) at the same rate γ/2 (independently of
its previous history). The two values of this energy repre-
sent the two states of the environment. For example, the
energy U can represent the Coulomb energy between the
electron on the dot and the electron on the neighboring
SET.
ΩL
µL
µR
Er
El
0 ΩR
E  (t)
FIG. 1: (Color online) Resonant tunnelling through a single-
level dot (see text)
.
The SEA approach of Ref. 12 is summarized (with
some extensions and some corrections) in Sec. II. Sec-
tion III uses this approach to calculate the currents and
the charges on the leads and on the dot, ending up with
the example of the time-independent case. The telegraph
noise general theory, and its application to our model, are
described in Sec. IV, while Secs. V and VI present the
results for the steady state and for the transient currents
and charges, respectively. Section VII presents our con-
clusions. The Appendix summarizes the Shapiro-Loginov
formula, which is a very useful tool in deriving averages
for the telegraph noise.
II. SINGLE-ELECTRON APPROACH
The system in Fig. 1 is described by the following
tunneling Hamiltonian:
H(t) =
∑
l
Ela
†
l al +
∑
r
Era
†
rar + E0(t)a
†
0a0
+
(∑
l
ΩLa
†
la0 +
∑
r
ΩRa
†
ra0 +H.c.
)
, (2)
where the operator a†l(r) creates an electron with energy
El(r) in the left (right) reservoir and a
†
0 is the same
inside the quantum dot. The Hamiltonian H is time-
dependent, via an arbitrary time-dependence of the en-
ergy level E0(t). We shall later discuss the special ran-
dom case presented in Eq. (1). The tunneling coupling
3energies of the reservoir states with the dot, ΩL,R, are
independent of El,r and of time and can always be tak-
ing real values(by an appropriate gauge transformation).
Reference 12 analyzed the time-dependent couplings in
the adiabatic limit.
At zero temperature, the initial state of the left and
right reservoirs contains NL and NR electrons, respec-
tively, which fill the single electron states with energies
{E
l¯
≤ µL, Er¯ ≤ µR}, where µL(R) is the Fermi en-
ergy in the left (right) reservoir. Concerning the quan-
tum dot, we extend the discussion in Ref. 12 and con-
sider two initial states, one in which the dot is occu-
pied (n0 = 1) and one in which it is empty (n0 = 0).
The total number of electrons remains constant in time,
N + n0 = NL +NR + n0. We thus start with the many-
body pure state,
|Ψ(0)〉 = (a†0)
n
0
∏
k
a†k|0〉 , (3)
where k includes the N = NL +NR states {l¯}, {r¯}. The
time-dependent Schro¨dinger equation for this wave func-
tion (setting ~ = 1) is
i∂t|Ψ(t)〉 = H(t)|Ψ(t)〉 . (4)
In order to solve Eq. (4) we use an Ansatz for the total
wave function |Ψ(t)〉, by taking it as a (Slater) product
of single-electron wave functions,
|Ψ(t)〉 =
∏
k
Φˆ(k)†(t)|0〉 , (5)
where now we have k = 0, 1, 2, . . . , N , and
Φˆ(k)†(t) =
∑
l
b
(k)
l (t)a
†
l + b
(k)
0 (t)a
†
0 +
∑
r
b(k)r (t) a
†
r , (6)
with the initial conditions24
b
(k)
l (0) = δklδl¯l, b
(k)
r (0) = δkrδr¯r, b
(k)
0 (0) = n0δk0. (7)
For convenience, we now order the N states in the
products (3) and (5) by an increasing index, k =
0, 1, 2, . . . , N . Substituting Eqs. (5) into Eq. (4),
the latter can be rewritten as∑
k
∏
k′<k
Φˆ(k
′)†(t)
[
i ∂tΦˆ
(k)†(t)
] ∏
k′′>k
Φˆ(k
′′)†(t)|0〉
=
∑
k
∏
k′<k
Φˆ(k
′)†(t)
[
H(t), Φˆ(k)†(t)
] ∏
k′′>k
Φˆ(k
′′)†(t)|0〉 .
(8)
Using Eq. (6), the commutator reads[
H(t), Φˆ(k)†(t)
]
=
∑
l
[
Elb
(k)
l (t) + ΩLb
(k)
0 (t)
]
a†l
+
[
E0(t)b
(k)
0 (t) +
∑
l
ΩL b
(k)
l (t) +
∑
r
ΩR b
(k)
r (t)
]
a†0
+
∑
r
[
Erb
(k)
r (t) + ΩRb
(k)
0 (t)
]
a†r . (9)
Equation (8) shows that a solution of the many-body
Schro¨dinger equation (4) can indeed be represented as
the product (5), with Φˆ(k)†(t) obtained from the equation
i ∂tΦˆ
(k)†(t) =
[
H(t), Φˆ(k)†(t)
]
. (10)
Substituting Eq. (6), this equation can be rewritten ex-
plicitly as
ib˙
(k)
l (t) = Elb
(k)
l (t) + ΩL b
(k)
0 (t) , (11a)
ib˙
(k)
0 (t) = E0(t) b
(k)
0 (t) +
∑
l
ΩL b
(k)
l (t) +
∑
r
ΩR b
(k)
r (t) ,
(11b)
ib˙(k)r (t) = Er b
(k)
r (t) + ΩR b
(k)
0 (t) . (11c)
It follows from Eqs. (11) that ∂t〈0|Φˆ
(k)(t)Φˆ(k)†(t)|0〉 =
0. Together with the initial conditions (7), this shows
probability conservation for the single-electron wave
function,∑
l
|b
(k)
l (t)|
2 + |b
(k)
0 (t)|
2 +
∑
r
|b(k)r (t)|
2 = 1 . (12)
Note that the amplitudes corresponding to different ini-
tial single-electron states k are decoupled in Eqs. (11).
This is a consequence of the quadratic form of the Hamil-
tonian in terms of creation and annihilation operators,
Eq. (2), reflecting non-interacting or mean-field cases.
Equations (11a) and (11c) for the amplitudes b
(k)
α (t),
where α = l, r, can be solved explicitly, thus obtaining
b(k)α (t) = e
−iEαt
[
δkα −
t∫
0
iΩαb
(k)
0 (t
′)eiEαt
′
dt′
]
, (13)
where Ωl,r = ΩL,R. Substituting these amplitudes into
Eq. (11b), this equation becomes
ib˙
(k)
0 (t) = E0(t)b
(k)
0 (t) + Ωke
−iEkt
− i
t∫
0
b
(k)
0 (t
′)
[
Ω2L
∑
l
eiEl(t
′−t) + Ω2R
∑
r
eiEr(t
′−t)
]
dt′ .
(14)
Note that the sums
∑
l,r extend over all the reservoir
states (El,r), without any Pauli principle restrictions.
Equation (14) holds also for k = 0, if we denote Ω0 = 0.
The continuum limit is obtained by replacing
∑
l,r →∫
̺L,RdEl,r, where ̺L,R are the densities of state in the
left and the right leads. We assume that, similarly to
the tunneling couplings, ΩL,R, the densities of state ̺L,R
are also energy independent (so-called wide band approx-
imation). Using
∫∞
−∞
eiEl,r(t
′−t)dEl,r = 2πδ(t
′ − t) and∫ t
0 dt
′b
(k)
0 (t
′)δ(t′ − t) = b
(k)
0 (t)/2, Eq. (14) becomes
d
dt
b
(k)
0 (t) = −i [E0(t)− iΓ/2] b
(k)
0 (t)− iΩke
−iEkt , (15)
4where we denoted Γ = ΓL + ΓR, with ΓL,R =
2π|ΩL,R|
2̺L,R.
For k = 0, Eq. (15) becomes
d
dt
b
(0)
0 (t) =
[
− iE0(t)− (Γ/2)
]
b
(0)
0 (t) . (16)
Solving this equation we find
b
(0)
0 (t) = n0e
−i
∫
t
0
E0(t
′)dt′−Γt/2 . (17)
For k 6= 0 we replace b
(k)
0 (t) by
b
(k)
0 (t) = b˜
(k)
0 (t)e
−iEkt , (18)
Eq. (15) becomes
d
dt
b˜
(k)
0 (t) = i [Ek − E0(t) + iΓ/2] b˜
(k)
0 (t)− iΩk , (19)
with the solution
b˜
(k)
0 (t) = −iΩk
t∫
0
e(iEk−Γ/2)(t−t
′)−i
∫
t
t′
E0(t
′′)dt′′dt′ .
(20)
The amplitudes b
(k)
l,r (t) are obtained by substituting
Eq. (18) or Eq. (17) into Eq. (13). As a result, we
obtain the entire wave function |Ψ(t)〉, Eq. (5), for any
particular initial pure state. This wave function will then
be used to calculate the averages of all the charges and
currents.
III. CHARGES AND CURRENTS
A. Charge on the dot
For the pure state |Ψ(t)〉, the average particle numbers
(or charges, in units of the electron charge) inside the
quantum dot and the leads, Q0(t) and QL,R(t), are given
by
Q0(t) = 〈Ψ(t)|a
†
0a0|Ψ(t)〉 , (21a)
QL(R)(t) =
〈
Ψ(t)
∣∣∣∑
l(r)
a†l(r)al(r)
∣∣∣Ψ(t)〉 . (21b)
Using Eqs. (5), (6) these quantities can be represented in
a very simple form. The charge on the dot Q0(t) can be
written as
Q0 = 〈0|Φˆ
(N) · · · Φˆ(1)a†0a0Φˆ
(1)† · · · Φˆ(N)†|0〉 , (22)
where we enumerated the initially occupied state in the
reservoirs as k = {1, 2, . . .N}. Using Eq. (6) we can write
Q0(t) = 〈0|Φˆ
(N) · · · Φˆ(2)Φˆ(2)† · · · Φˆ(N)†|0〉|b
(1)
0 (t)|
2
+ 〈0|Φˆ(N) · · · Φˆ(2)a†0Φˆ
(1)Φˆ(1)†a0Φ
(2)† · · · Φˆ(N)†|0〉
= |b
(1)
0 (t)|
2
+ 〈0|Φˆ(N) · · · Φˆ(2)a†0Φˆ
(1)Φˆ(1)†a0Φ
(2)† · · · Φˆ(N)†|0〉 . (23)
The second step used the identity
〈0|Φˆ(N) · · · Φˆ(2)Φˆ(2)† · · · Φˆ(N)†|0〉 = 1, which is the
normalization of the (N − 1) electron wave function.
Repeating this procedure, we have
Q0(t) = |b
(1)
0 (t)|
2 + |b
(2)
0 (t)|
2
+ 〈0|Φˆ(N) · · · a†0Φˆ
(2)Φˆ(1)Φˆ(1)†Φ(2)†a0 · · · Φˆ
(N)†|0〉 . (24)
After N such steps the last term becomes 〈0|a†0 · · · a0|0〉,
which is zero. In the same way we evaluate QL(R)(t),
finally obtaining
Q0(t) =
∑
k
|b
(k)
0 (t)|
2 , (25a)
QL(R)(t) =
∑
k
∑
l(r)
|b
(k)
l(r)(t)|
2 . (25b)
Here the sum over l, r extends over all the states (occu-
pied or not) of the leads, whereas the sum over k includes
only the N initially occupied levels. Note that the total
charge is conserved in time, so that QL(t) + QR(t) +
Q0(t) = N + n0. This also follows explicitly from the
normalization condition (12).
Equation (25a) can be written as
Q0(t) ≡ Q
0
0(t) +Q
L
0 (t) +Q
R
0 (t) , (26)
where
Q00(t) ≡ |b
(0)
0 (t)|
2 = n0e
−Γt ,
QL,R0 (t) =
∑
l¯,r¯
|˜b
(l¯,r¯)
0 (t)|
2 . (27)
The expression for Q00(t) follows from Eq. (17), and
QL,R0 (t) describes the charge arriving to the dot from
the left or right lead. In the continuum limit, this charge
is
QL,R0 (t) = ̺L,R
µL,R∫
−∞
dEl¯,r¯ |˜b
(l¯,r¯)
0 (t)|
2 , (28)
where b˜
(l¯,r¯)
0 (t) is given by Eq. (20).
B. Currents
We next discuss the (electron) currents in the left and
the right leads. These are given by
IL(R)(t) =
d
dt
QL(R)(t) =
∑
k
∑
l(r)
d
dt
|b
(k)
l(r)(t)|
2 , (29)
where QL(R)(t) is given by Eq. (25b). Splitting the sum
over k, we have
IR(t) = I0→R(t) + IL→R(t) + IR→R(t) , (30a)
IL(t) = I0→L(t) + IL→L(t) + IR→L(t) , (30b)
5where
I0→R(t) =
d
dt
∑
r
|b(0)r (t)|
2 (31)
is the right lead current coming from the quantum dot,
IL→R(t) =
d
dt
∑
l¯,r
|b(l¯)r (t)|
2 (32)
is the right-lead current originated by electrons initially
occupied in the left lead and
IR→R(t) =
d
dt
∑
r¯,r
|b(r¯)r (t)|
2 (33)
is the same for electrons initially occupied in the right
lead. Similarly I0→L, IR→L(t) and IL→L(t) denote the
same components of the left-lead current.
Consider first the current from the left to right lead,
IL→R(t). Using Eqs. (11c) and (13) we have
d
dt
|b(l¯)r (t)|
2 = 2Re
[
b˙(l¯)r (t)b
(l¯)∗
r (t)
]
= 2ΩRIm
[
b
(l¯)
0 (t)b
(l¯)∗
r (t)
]
= 2Ω2RRe
 t∫
0
dt′[b
(l¯)
0 (t)]
∗b
(l¯)
0 (t
′)eiEr(t
′−t)
 .
(34)
Changing the sum over r to an integral, and performing
the integration over t′ as in Eqs. (14), (15), we find
IL→R(t) = ΓR
∑
l¯
|b
(l¯)
0 (t)|
2 ≡ ΓRQ
L
0 (t) . (35)
Comparing with Eqs. (26) and (27), we see that the sum
in Eq. (35), denoted by QL0 (t), is the part of Q0(t) which
originates from the left lead.
Equation (34) is also valid when l¯ is replaced by 0, and
therefore
I0→R(t) = ΓRQ
0
0(t) . (36)
Similarly one obtains
IR→L(t) = ΓL
∑
r¯
|b
(r¯)
0 (t)|
2 ≡ ΓLQ
R
0 (t) , (37)
see Eq. (27).
In order to evaluate the last component of the right-
lead current, namely IR→R(t), in the most simple way,
we employ the conservation of probability for a single-
electron wave function, Eq. (12). We obtain
IR→R(t) = −
d
dt
∑
r¯
[∑
l
|b
(r¯)
l (t)|
2 + |b
(r¯)
0 (t)|
2
]
= −IR→L(t)− Q˙
R
0 (t) = −ΓLQ
R
0 (t)− Q˙
R
0 (t) , (38)
Altogether, we end up with
IR(t) = ΓR
[
QL0 (t) +Q
0
0(t)
]
− ΓLQ
R
0 − Q˙
R
0 . (39)
The left hand lead current is given by the same formula,
with R↔ L everywhere.
C. Time independent dot energy
For a time-independent single level on the dot, at
E0(t) = E0 = 0, Eq. (20) yields
b˜
(k)
0 (t) = Ωk
1− e(iEk−Γ/2)t
Ek + iΓ/2
, (40)
hence
|˜b
(k)
0 (t)|
2 ≡
2Ω2k
Γ
B(E, t) , (41)
where E = Ek and
B(E, t) =
Γ
[
1− 2 cos(Et)e−Γt/2 + e−Γt]
2
(
E2 + Γ2/4
) . (42)
Equation (28) thus becomes
QL,R0 (t) =
ΓL,R
Γ
∫ µL,R
−∞
dE
π
B(E, t) . (43)
Without bias, µL = µR = µ, the charge on the dot is
[Eqs. (26), (27) and (43)],
Q0(µ, t) = n0e
−Γt +
∫ µ
−∞
dE
π
B(E, t) . (44)
The argument µ was added on the left hand side to facili-
tate further discussions. In the steady state limit, t→∞,
we find
Q0(µ,∞) = 1/2 + arctan(2µ/Γ)/π . (45)
The charge on the dot increases from 0 to 1 as the chem-
ical potential increases from −∞ to ∞, see black solid
line in Fig. 2. The main increase occurs in the range
|µ| < Γ/2.
Substituting Eq. (43) into Eq. (39), the current in the
right lead is
IR(t) =
ΓLΓR
Γ
∫ µL
µ
R
dE
π
B(E, t) + ΓRQ
0
0(t)− Q˙
R
0 (t) ,
(46)
where Q00(t) and Q
R
0 (t) are given by Eqs. (27) and (43).
In the steady state limit, the last two terms decay to
zero, and the first term describes the current generated
by the bias voltage,
IR(∞) =
ΓLΓR
Γ
∫ µL
µ
R
dE
π
B(E) ≈
ΓLΓR
πΓ
B(µ)(µL − µR) ,
(47)
where B(E) = B(E,∞) and where the last step is the
linear response result, for a small bias voltage eV = µL−
µR and with µ = (µL + µR)/2. At the steady state,
this is also equal to the net current through the dot,
I = IR = −IL. Adding the units e
2/~, the conductance
6of spinless particles is given by the Landauer formula13
at zero temperature, G = IR(∞)/V = (e
2/h)T , with the
spinless transmission
T (µ) =
2ΓLΓR
Γ
B(µ) , (48)
reproducing the usual Breit-Wigner form, T (µ) =
ΓLΓR/[µ
2 + (Γ/2)2], as shown by the black solid line in
Fig. 3.
Starting at t = 0 with Q0(µ, 0) = n0, the time-
dependent charge Q0(µ, t) approaches this steady state
with two terms, one oscillating with frequency of order µ
and with a decay rate Γ/2 and the other decaying as e−Γt,
see black solid lines in Fig. 4. For µ 6= 0, the oscillations
in Q0(µ, t) result from electron transitions between the
dot and the leads, and they reflect quantum interference
between these transitions. As we discuss below, and as
seen in the figures, the noise smears these oscillations.
Also, there are no oscillations at µ = 0 (see below).
IV. TELEGRAPH NOISE
A. Markov process
The noise distribution of the variables {ξ(t)} in Eq. (1)
is characterized by the probabilities pξ0,ξ(t0, t) to find ξ(t)
at the value ξ = ±1 on the condition that ξ(t0) = ξ0 [or
pξ0,ξ(t0, t0) = δξ0,ξ]. Therefore,
d
dt
pξ0,1(t0, t) = −
γ
2
[pξ0,1(t0, t)− pξ0,−1(t0, t)]
= −
γ
2
[2pξ0,1(t0, t)− 1] , (49)
where γ/2 is the rate of jumps between two value of ξ(t).
In Eq. (49) we have used pξ0,1(t0, t) + pξ0,−1(t0, t) = 1,
from probability conservation. The solution of this equa-
tion is
pξ0,ξ(t0, t) = (δξ0,ξ − 1/2)e
−γ(t−t0) + 1/2 , (50)
approaching the steady state value pξ0,ξ(t0, t)→ pξ(t) =
1/2 in the steady state limit t− t0 →∞, independent of
the initial condition (ξ0).
For any given initial value of ξ(t0), the physical quan-
tities (e.g. the charge on the dot) at time t depend on
the specific history of the changes in ξ(t). We denote the
average over all these histories by angular brackets, 〈...〉.
For example,
〈ξ(t)〉 =
∑
ξ=±1
ξpξ0,ξ(t0, t) = (δξ0,1 − δξ0,−1)e
−γ(t−t0) .
(51)
In the steady state limit (t0 → −∞) one has 〈ξ(t)〉 = 0.
The noise correlator is generally defined as
〈ξ(t1)ξ(t1 + τ)〉 =
∑
ξ1,ξ=±1
ξ1 ξ pξ1(t1) pξ1,ξ(t1, t1 + τ) ,
(52)
where t1 corresponds to the steady state, pξ1(t1) = ±1/2.
Substituting Eq. (50) into Eq. (52), the correlator be-
comes
〈ξ(t1)ξ(t1 + τ)〉 = e
−γτ . (53)
It is customary to characterize the noise by its power
spectrum,
S(ω) = 2Re
∞∫
0
〈ξ(t0)ξ(t0 + τ)〉e
iωτdτ =
2γ
ω2 + γ2
. (54)
B. Electron motion under the noise
We now consider the effects on the telegraph noise
on the measurable quantities, Q0(t) and IR,L(t). To
evaluate 〈QL,R0 (t)〉 from Eq. (28), we need the average
〈|˜b
(k)
0 (t)|
2〉. It turns out convenient to express this aver-
age in terms of 〈˜b
(k)
0 (t)〉. Multiplying Eq. (19) by b˜
(k)∗
0 (t),
we find
d
dt
|˜b
(k)
0 (t)|
2 = 2Re
[˜
b
(k)∗
0 (t)
d
dt
b˜
(k)
0 (t)
]
= 2Re
[
b˜
(k)∗
0 (t)
(
i[Ek − E0(t) + iΓ/2]˜b
(k)
0 (t)− iΩk
)]
= −Γ|˜b
(k)
0 (t)|
2 − 2ΩkIm
[
b˜
(k)
0 (t)
]
. (55)
Solving this differential equation and then averaging over
the noise we obtain
〈|˜b
(k)
0 (t)|
2〉 = −2Ωk
t∫
0
eΓ(t
′−t)Im
[
〈˜b
(k)
0 (t
′)〉
]
dt′ . (56)
From Eq. (39), the currents are also determined by
the partial charges Q00(t) [which does not depend on the
noise, Eq. (26)], and by 〈QL,R0 (t)〉, which depend only
on 〈˜b
(k)
0 (t)〉. Thus, it is sufficient to calculate the latter
average. To obtain this average, we average Eq. (19) for
k 6= 0 over the noise,
d
dt
〈˜b
(k)
0 (t)〉 = i[Ek + iΓ/2]〈˜b
(k)
0 (t)〉
− iU〈ξ(t)˜b
(k)
0 (t)〉/2− iΩk . (57)
(Here and in the following we choose a scale where
E0 = 0). To evaluate the term 〈ξ(t)˜b
(k)
0 (t)〉, we multi-
ply Eq. (19) by ξ(t), taking into account that ξ2(t) = 1,
and average the resulting equation. The result is
〈ξ(t)
d
dt
b˜
(k)
0 (t)〉 =i[Ek + iΓ/2]〈ξ(t)˜b
(k)
0 (t)〉
− iU 〈˜b
(k)
0 (t)〉/2 . (58)
In the case of an exponential noise-correlator, Eq. (53),
one can derive the following “differential formula”25,26,
7which is extremely useful for treating stochastic equa-
tions,
〈ξ(t)
d
dt
b˜
(k)
0 (t)〉 =
d
dt
〈ξ(t)˜b
(k)
0 (t)〉+ γ〈ξ(t)˜b
(k)
0 (t)〉 , (59)
where γ is the width of the noise-spectrum, Eq. (54). A
brief discussion of this formula, especially in the present
context, is given in Appendix A.
Using Eq. (59), Eq. (58) becomes
d
dt
〈ξ(t)˜b
(k)
0 (t)〉 =i[Ek + i(Γ + 2γ)/2]〈ξ(t)˜b
(k)
0 (t)〉
− iU 〈˜b
(k)
0 (t)〉/2 , (60)
and we end up with two coupled differential equations,
(57) and (60), in the two functions 〈˜b
(k)
0 (t)〉 and 〈ξ˜b
(k)
0 (t)〉.
Below we describe the solutions of these equations. Hav-
ing these solutions, the calculations of the average charge
and currents [Eqs. (27), (39)] are carried out using Eq.
(56).
V. THE STEADY STATE
In the steady state limit, t→∞, the left hand sides of
Eqs. (57), (60) vanish, and become algebraic:(
Ek + i
Γ
2
)
〈˜b
(k)
0 (∞)〉 −
U
2
〈ξb˜
(k)
0 (∞)〉 = Ωk , (61)(
Ek + i
Γ + 2γ
2
)
〈ξb˜
(k)
0 (∞)〉 −
U
2
〈˜b
(k)
0 (∞)〉 = 0 . (62)
Substituting 〈ξb˜
(k)
0 (∞)〉 from Eq. (62) into Eq. (61), the
latter yields 〈˜b
(k)
0 (∞)〉 ≡ Ωkb(Ek), with
b(E) ≡
1
E[1− η(E)] + i
[
Γ + η(E)(Γ + 2γ)
]
/2
, (63)
where
η(E) =
U2
4E2 +
(
Γ + 2γ
)2 . (64)
Comparing Eq. (63) with the t→∞ limit of Eq. (40),
it looks as if the noise introduces a complex energy-
dependent shift in (E − E0), the difference between the
electron’s energy and the energy on the dot without the
noise. One might be tempted to introduce this shift
into observable quantities, and proceed as in the case
without noise, Sec. III C. However, this is not neces-
sarily justified27: in the present case, the physical mea-
surable quantities are given by 〈|˜b
(k)
0 (∞)|
2〉, and not by
|〈˜b
(k)
0 (∞)〉|
2!
As we show below, the former average is proportional
to Im[b(E)]. The real part of the shift in E leads to a
renormalization of (E −E0) by a factor [1− η(E)]. This
appears to be a most noticeable effect of the noise: it can
greatly increase the current for η(E) ∼ 1. The imaginary
part of the shift renormalizes the parameter Γ, yielding
faster relaxation rates and broader conductance peaks
(see below).
A. Charge on the dot
The calculation of the charge on the dot [Eqs. (27),
(28)] requires the average 〈|˜b
(k)
0 (∞)|
2〉. To obtain this
average, one should start by setting the LHS of Eq. (55)
to zero, and then average, ending up with
〈|˜b
(k)
0 (∞)|
2〉 = −
2Ωk
Γ
Im〈˜b
(k)
0 (∞)〉 ≡
2Ω2k
Γ
B(Ek) , (65)
where B(E) ≡ −Imb(E). This equation is reminiscent of
the optical theorem in scattering theory. Therefore [Eq.
(28)]
〈QL,R0 (∞)〉 =
ΓL,R
Γ
∫ µL,R
−∞
dE
π
B(E) . (66)
In this limit, Q00(∞) = 0 [Eq. (27)], and the total average
charge on the dot is given by Eq. (26). Without bias,
µL = µR = µ, this becomes
〈Q0(µ,∞)〉 =
∫ µ
−∞
dE
π
B(E) . (67)
In the limit of no-noise, U = 0, the steady state charge
and currents were discussed in Sec. III C. With the noise,
we split the results into two regions. First, for γ2 > U2
we find
B =
A−
E2 + Γ2−/4
−
A+
E2 + Γ2+/4
, (68)
where
Γ± = γ + Γ±
√
γ2 − U2 (69)
and
A± =
γΓ + U2 ∓ Γ
√
γ2 − U2
4
√
γ2 − U2
. (70)
In this case, B has a single peak around E = 0, which
is slightly broader than that without the noise. The re-
sulting function Q0(µ,∞) looks similar to the one with-
out the noise, see e.g. the dashed green line in Fig.
2. Although the noise now generates two levels on the
dot (E = ±U/2), which become randomly occupied, the
width of the noise distribution γ is larger than the dis-
tance between them U , resulting in a single peak. It also
follows from Eq. (68) that in the limit γ →∞ the effect
of noise disappears.
Second, for γ2 < U2 one can also write
B =
C+
(E +
√
U2 − γ2/2)2 + (Γ + γ)2/4
+
C−
(E −
√
U2 − γ2/2)2 + (Γ + γ)2/4
, (71)
with
C± = Γ
(
Γ + 2γ ± 2γE/
√
U2 − γ2
)
/4 . (72)
8As U increases above γ, B develops two peaks, at E ≈
±
√
U2 − γ2/2, with the same width, (Γ+γ), correspond-
ing to the energy levels E = ±U/2, generated by the
noise, Eq. (1). As µ increases from −∞, the electrons
first fill mainly the level E = −U/2 on the dot. Sim-
ilarly, when µ > 0, the electrons fill mainly the level
E = U/2. Q0 reaches maximum slopes near these peaks,
and is almost flat between them. The appearance of this
approximate plateau reflects the existence of the two lev-
els.
From Eq. (63), one can see that b(E)∗ = −b(−E),
and therefore B(E) = B(−E) is an even function of E.
Therefore,
∫ −µ
−∞
dE
pi B(E) =
∫∞
µ
dE
pi B(E). This relation
yields 〈Q0(µ,∞)〉 + 〈Q0(−µ,∞)〉 = Γ
( ∫ µ
−∞
dE
pi B(E) +∫∞
µ
dE
pi B(E)
)
= Q0(∞,∞) = 1, i.e.
〈Q0(µ,∞)〉 = 1− 〈Q0(−µ,∞)〉 , (73)
and therefore also 〈Q0(0,∞)〉 = 1/2. Indeed, all the
graphs in Fig. 2 obey this symmetry. Interestingly, in-
creasing |U | at fixed µ causes an increase of the the charge
on the dot for µ < 0, when the level −U/2 in filled, and
decreases this charge for µ > 0, when the level U/2 is
filled (instead of the “original” level at E0 = 0).
FIG. 2: (Color online) Average steady-state zero-bias charge
on the dot 〈Q0〉, when the energy level is fluctuating by the
telegraph noise with the rate (spectral width) γ = 2, with
amplitude U = 0 (solid black), U = 1.8 (dashed green), U = 8
(dotted blue) and U = 16 (dot-dashed red). All energies are
in units of Γ.
B. Steady state currents
Consider now the steady state current in the right lead.
Substituting Eq. (66) into Eq. (39), we find that it again
reproduces Eq. (47), where now the LHS is 〈IR(∞)〉 and
B is defined in Eq. (65). The conductance is again de-
scribed by the Landauer formula, and the average trans-
mission is given by Eq. (48). As mentioned above, B(E)
– and therefore also T (µ) – are even functions of µ. As
seen in Fig. 3, this function exhibits a single peak at
µ = 0 for U2 < γ2, and a double peak for U2 > γ2.
These results for the steady state current coincide with
those obtained earlier by using very different approach23.
The physical origin of the different behavior in the two
limits is easy to understand. For |U | ≪ γ, the fluctuator
changes states very quickly, and therefore the properties
of the system self-average over these fluctuations, ending
up with a single peak in the transmission. For |U | ≫ γ,
the fluctuator stays in each state for a long time before
flipping, and then the quantum dot exhibits beats be-
tween the two states, ending up with the two peaks in
the transmission. Similar two limits also appear for a
single qubit coupled to a single fluctuator, see Eq. (35)
in Ref. 17.
FIG. 3: (Color online) Average linear response steady-state
transmission T (µ), for the symmetric case ΓL = ΓR = Γ/2,
when the energy level is fluctuating by the telegraph noise
with the rate (spectral width) γ = 2, with amplitude U = 0
(solid black), U = 1.8 (dashed green), U = 8 (dotted blue)
and U = 16 (dot-dashed red). All energies are in units of Γ.
When γ2 ≫ U2 the peak in T (µ) remains at the av-
erage energy E0, with a smaller height and a slightly
larger width. the dot energy “jumps” between the two
levels very quickly, so that one only observes the average
energy. In contrast, when U, Γ≫ γ, Eq. (71) becomes
B ≈
Γ
4
[ 1
(E − U/2)2 + Γ2/4
+
1
(E + U/2)2 + Γ2/4
]
;
(74)
the transmission is an uncorrelated average of two trans-
missions, corresponding to the two levels. This can be
easily understood qualitatively: a small hopping rate γ
means that the dot remains at each of the levels for a
relatively long time, which yields the resonant scattering
from that level only. It is interesting to compare this re-
sult with the coherent scattering through a dot with two
levels, E± = ±U/2, which are connected to each lead
29.
For a coherent scattering through such a dot, the trans-
mission also exhibits two peaks, at E = ±U/2. However,
unlike Eq. (74), which always gives a finite transmission
at E = 0, this coherent transmission vanishes at E = 0,
9reflecting the Fano effect which results from quantum in-
terference. In some sense, the telegraph noise eliminates
all these interference effects. Interestingly, when unitar-
ity is broken by allowing leakage of the electrons out of
the system29, then the transmission through the dot be-
comes similar to our results for |U | ≫ γ. In both cases,
the perturbation causes decoherence.
VI. TRANSIENTS
The solution of the two coupled differential equations,
(57) and (60) is 〈b˜
(k)
0 (t)〉 ≡ Ωkb(E, t), with
b(E, t) =
1
D(E)
{
E + i(Γ/2 + γ) + ie[iE−(Γ+γ)/2]t
×
[sinh [12√γ2 − U2t]√
γ2 − U2
(
U2/2− γ(γ + Γ/2) + iγE
)
− cosh
[1
2
√
γ2 − U2t
]
(γ + Γ/2− iE)
]}
≡ Ωkb(E, t) ,
(75)
where
D(E) = [E + i(Γ + γ)/2]2 + (γ2 − U2)/4 . (76)
One can split Eq. (75) into two terms,
b(E, t) = b(E) + δb(E, t) , (77)
where b(E) is the steady state value given by Eq. (63),
while δb(E, t) contains two oscillating decaying terms,
which for U = 0 generate the single oscillating term in
Eq. (40), reflecting quantum interference due to electron
transitions between the dot and the leads. For γ2 > U2,
the latter terms have two relaxation rates, Γ±/2 [Eq.
(69)] and one oscillation frequency, E, which is the dif-
ference between the electron’s energy in the lead and the
average energy (E0) on the dot. For U
2 > γ2, these terms
have a single relaxation rate, (Γ + γ)/2, and two oscil-
lation frequencies, E ±
√
γ2 − U2/2. In both cases, the
new relaxation rates are larger than Γ/2, which is the re-
laxation rate, generated by coupling with the reservoirs,
in the absence of the noise [Eq. (40)]. The noise increases
the rate of approach to the steady state.
At long times, the rate of approaching the steady state
is dominated by the slowest decaying term, with the
smallest relaxation rate. This rate depends on U . For
|U | < γ, this rate is given by Γ−/2. Writing Γ− = Γ+γd,
the second term can be attributed to decoherence gener-
ated by the telegraph noise. For |U | ≪ γ one has
γd = γ −
√
γ2 − U2 ≃
U2
2γ
=
(
U
2
)2
S0(0) , (78)
where S0(0) is the noise power spectrum at zero fre-
quency, Eq. (54). This relation between the decoher-
ence rate and the zero-frequency noise spectrum coincides
with the well-known expression for the inverse “dephas-
ing” time, obtained in many models in a weak damping
limit15,21,30,31. The self averaging at |U | ≪ γ is also the
source of the motional narrowing of spectral lines in spin
resonance experiments32.
Consider now the temporal behavior of the charge
on the dot and the currents in the leads. Substitution
Eq. (75) into Eqs. (56) reproduces Eq. (43) for 〈QL,R0 (t)〉,
with
B(E, t) = −Γ
∫ t
0
eΓ(t
′−t)Im[b(E, t′)]dt′
≡ B(E)(1 − e−Γt) + δB(E, t) , (79)
where B(E) is the steady state value, discussed in the
previous section, and where δB(E, t) contains two oscil-
lating decaying terms.
Adding Q00 from Eq. (27), the average of Eq. (26)
becomes
〈Q0〉 = n0e
−Γt + 〈QL0 (t)〉 + 〈Q
R
0 (t)〉 . (80)
Examples of the time evolution of 〈Q0(µ, t)〉 for n0 = 0,
with ΓL = ΓR = Γ/2 and µL = µR = µ, are shown in Fig.
4. The case n0 = 1 is trivially obtained by adding n0e
−Γt.
At long times, all the graphs approach the steady state
values given in Fig. 2. Again, the graphs for γ2 > U2 are
almost the same as those without noise, e.g. the dashed
green lines in the figure.
Similar to the discussion before Eq. (73), Eq.
(75) obeys b(E, t) = −b(−E, t)∗, hence B(E, t) =
B(−E, t). Therefore,
∫ −µ
−∞
dE
pi B(E, t) =
∫∞
µ
dE
pi B(E, t)
and
∫ −µ
−∞
dE
pi B(E, t) +
∫ µ
−∞
dE
pi B(E, t) =
∫∞
−∞
dE
pi B(E, t).
In particular, 2
∫ 0
−∞
dE
pi B(E, t) =
∫∞
−∞
dE
pi B(E, t), yield-
ing
〈Q0(µ, t)〉 + 〈Q0(−µ, t)〉 = 2〈Q0(0, t)〉 . (81)
This relation, which generalizes Eq. (73), is indeed con-
firmed by the graphs in Fig. 4.
The case µ = 0 is particularly interesting: it exhibits
a single exponential behavior, with no oscillation, and
is completely independent of the noise. To explain this,
look at Eq. (77). The time-dependent function δb(E, t)
consists of two oscillating terms, whose energy depen-
dence is of the form f(E, t)eiEt/D(E). The integral∫∞
−∞
dEf(E, t)eiEt/D(E) can be calculated by closing a
path in the upper half of the complex E−plane. The
poles of the denominator are at −iΓ±/2 for γ
2 > U2
or at −i[Γ + γ ±
√
U2 − γ2]/2 for U2 > γ2. In both
cases, these poles are in the lower half of the complex
E−plane, hence this integral vanishes, and therefore also∫∞
−∞ dE[δB(E, t)] = 0. Only the first term in Eq. (79)
survives, so that 〈Q0(0, t)〉 = 〈Q0(0,∞)〉(1 − e
−Γt) +
n0e
−Γt, independent of the noise. If one wishes to avoid
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the effects of the noise, one should adjust to common
chemical potential to be at the “original” energy level on
the dot, µ = E0. Looking at graphs with µ 6= 0, one sees
that the oscillations decrease as |U | increases; the noise
smears the oscillations in the time evolution.
Substituting Eq. (80) into Eq. (39), the current in the
right lead is again given by Eq. (46). In the steady state
limit one has B(E,∞) = B(E), Q00(∞) = 0, Q˙
R
0 (∞) = 0,
and we also reproduce Eq. (47). The first term in Eq.
(46), sometimes called the “particle” current33, vanishes
at zero bias. It also vanishes if the quantum dot is con-
nected only to one lead (ΓL = 0 or ΓR = 0). In these
cases, one only has a transient current, which vanishes
at t → ∞. This transient current, sometimes called the
“displacement” current33,34, is given by
〈IR,D(t)〉 = ΓR〈Q
0
0(t)〉 − 〈Q˙
R
0 (t)〉
= ΓR〈Q
0
0(t)〉+ Γ〈Q
R
0 (t)〉+ ΓR
∫ µR
−∞
dE
π
Im[b(E, t)] ,
(82)
where the second step follows from Eq. (55).
FIG. 4: (Color online) Average charge inside the well as a function of time (in units of Γ−1) for γ = 2, n0 = 0 and different
µ’s, and with amplitudes U = 0 (solid black), U = 1.8 (green dashed), U = 8 (dotted blue) and U = 16 (dot-dashed red). All
energies are in units of Γ.
FIG. 5: (Color online) Displacement current as a function of time (in units of Γ−1) for γ = 2, n0 = 0 and different µ’s, and
with amplitudes U = 0 (solid black), U = 1.8 (green dashed), U = 8 (dotted blue) and U = 16 (dot-dashed red). All energies
are in units of Γ.
Figure 5 shows the transient displacement current IR,D
for a symmetric case, ΓL = ΓR = Γ/2, for the same
parameters as in Fig. 4. Again, the results for n0 = 1
are obtained by adding the first term in Eq. (82). Again,
the oscillating terms are completely absent for µ = 0, and
they are smeared out as |U | increases. Figure 6 shows an
example of the time evolution of current in the left lead
for a finite bias. Except for the case U = −8, all the
graphs are close to those of the displacement current,
shown in Fig. 4, and approach the steady state current,
Eq. (47) and Fig. 3. The graph for U = −8 is different,
because then the steady state transmission is close to the
resonance associated with the energy level −U/2 = −4,
and the ‘particle’ current feels this resonance already at
relatively short times.
VII. DISCUSSION
We have demonstrated that the SEA is convenient for
averaging over random time-dependent potentials in gen-
eral, and over telegraph noise in particular. In the present
paper we wanted to represent the method and emphasize
its advantages for open mesoscopic systems, and there-
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FIG. 6: (Color online) Average current in the left lead IR(t),
for the same parameters as in Fig. 5, except for the bias,
µL = −3 and µR = −5. All energies are in units of Γ.
fore we applied it to the simplest case of a single quantum
dot, a single fluctuator, one path between the leads, spin-
less electrons and zero temperature. Needless to say, all
of these assumptions can be relieved.
In principle, we could follow Ref. 15, and calculate
the conditional probabilities for currents and charges to
reach different values at time t. Here we preferred to sim-
plify the analysis, and calculate directly the averages over
these different values. In the wide band approximation,
all the quantities of interest were found to be determined
by a single function b(E, t), which is obtained by solving
two coupled linear differential equations, and this led to
explicit simple expressions for the currents and charges.
Another possible generalization assumes different jump
rates between the two levels15,23, or other distributions of
the random levels. The formalism can be easily adapted
to include such changes.
Even in the simplest case of resonant transmission
through a single quantum dot, the telegraph noise gen-
erates several interesting results, including the crossover
of the effective Landauer transmission from that of a sin-
gle level to the incoherent sum of the transmissions of
the two levels, and the noise dependent effects on the
transient time evolution of the charge on the dot and of
the currents in the leads. The relaxation rates of the
transients turn out to be directly related to the widths
of the peaks in the corresponding steady state conduc-
tance peaks. The noise broadens the peaks and increases
the relaxation rates. The noise also reduces the transient
temporary oscillations in the currents and charges. How-
ever, when the width of the noise distribution is very
large, the effect of the noise on the system disappears.
Both the steady state and the transient results exhibit
interesting symmetries, Eqs. (73) and (81).
Usually, the environment is expected to cause
decoherence15. For a single path between the leads one
does not have a direct access to the phases of the wave
functions, except for the oscillations in the transient be-
havior of charges and currents, discussed after Eq. (77).
However, the discussion after Eq. (74), which compared
the noisy results for the steady-state current with the
coherent transport through two static levels, does indi-
cate a total loss of coherence.This issue will become much
clearer when we shall study the effects of telegraph noise
on transport through an Aharonov-Bohm interferometer,
or through a Fano resonance. We plan to address these
issues in a future publication.
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Appendix A: The Shapiro-Loginov formula
Since the Shapiro-Loginov differential formula25,26 is
essential for the treatment of noise in the framework of
our single-electron approach, this Appendix outlines its
derivation25, adopted for the specific system studied in
the present work. Consider a functional R[ξ(t), t] of a
random variable ξ(t). The average of this functional over
all the possible trajectories {ξ(t)} in a time-interval (0, t).
is denoted by 〈R[ξ(t), t]〉. The Shapiro-Loginov formula
reads
d
dt
〈ξ(t)R[ξ(t), t]〉 = 〈ξ(t)
d
dt
R[ξ(t), t]〉 − λ 〈ξ(t)R[ξ(t), t]〉 ,
(A1)
and it is valid for different random processes with expo-
nential correlation function 〈ξ(t1)ξ(t2)〉 = exp[−λ|t1 −
t2|]. We used it in Eq. (59) in the case of telegraph
noise, with λ ≡ γ, for the evaluation of the functional
R[ξ(t), t] ≡ b˜
(k)
0 (t), Eq. (20).
Averaging Eq. (20) requires the average of the ex-
ponent, exp
(
− iU2
∫ t
t′
ξ(t′′)dt′′
)
. Using the time-ordered
Taylor expansion of this exponent, we find
b˜
(k)
0 (t) =
t∫
0
K(t, t′)dt′
[
1 +
∞∑
n=1
(
− i
U
2
)n
×
t′∫
0
dt1
t1∫
0
dt2 · · ·
tn−1∫
0
dtnξ(t1)ξ(t2) · · · ξ(tn)
]
, (A2)
where K(t, t′) = exp[(iEk − Γ/2)(t− t
′)].
Let us multiply this equation by ξ(t) and average it
over all trajectories, taking into account that 〈ξ(t)〉 = 0
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(stationary random process). One obtains
〈ξ(t)˜b
(k)
0 (t)〉 =
∞∑
n=1
(
− i
U
2
)n t∫
0
K(t, t′)dt′
×
t′∫
0
dt1
t1∫
0
dt2 · · ·
tn−1∫
0
dtn〈ξ(t)ξ(t1)ξ(t2) · · · ξ(tn)〉 .
(A3)
The time-derivative of this expression can be written as
a sum of three terms,
d
dt
〈ξ(t)˜b
(k)
0 (t)〉 =
∞∑
n=1
(
− i
U
2
)n(
A
(n)
1 +A
(n)
2 +A
(n)
3
)
,
(A4)
where
A
(n)
1 = K(t, t)
t∫
0
dt1 · · ·
tn−1∫
0
dtn〈ξ(t)ξ(t1) · · · ξ(tn)〉 ,
(A5a)
A
(n)
2 =
t∫
0
[ d
dt
K(t, t′)
]
dt′
×
t′∫
0
dt1 · · ·
tn−1∫
0
dtn〈ξ(t)ξ(t1) · · · ξ(tn)〉 ,
(A5b)
A
(n)
3 =
t∫
0
K(t, t′)dt′
×
t′∫
0
dt1 · · ·
tn−1∫
0
dtn
d
dt
〈ξ(t)ξ(t1) · · · ξ(tn)〉 .
(A5c)
Consider now 〈ξ(t) ddt b˜
(k)
0 (t)〉. Using Eq. (A2) we easily
find
〈ξ(t)
d
dt
b˜
(k)
0 (t)〉 =
∞∑
n=1
(
− i
U
2
)n(
A
(n)
1 +A
(n)
2
)
. (A6)
Therefore,
d
dt
〈ξ(t)˜b
(k)
0 (t)〉 − 〈ξ(t)
d
dt
b˜
(k)
0 (t)〉 =
∞∑
n=1
(
− i
U
2
)n
A
(n)
3 ,
(A7)
where A
(n)
3 , given by Eq. (A5c), contains multiple corre-
lators. For the case n = 2, Eq. (53) gives ddt〈ξ(t)ξ(t1)〉 =
−γ〈ξ(t)ξ(t1)〉. If the same relation holds for any higher
order correlator,
d
dt
〈ξ(t)ξ(t1) · · · ξ(tn)〉 = −γ〈ξ(t)ξ(t1) · · · ξ(tn)〉 , (A8)
then it would follow from Eq. (A3) that
∞∑
n=1
(
− i
U
2
)n
A
(n)
3 = −γ〈ξ(t)˜b
(k)
0 (t)〉 (A9)
As a result we would arrive to the Shapiro-Loginov for-
mula, Eqs. (59), (A1).
Let us now demonstrate that Eq. (A8) indeed holds
for any n in the case of Markovian telegraph process.
We do it by extending Eq. (52) for multiple correlators
and using (50). Thus we can write
〈ξ(t)ξ(t1) · · · ξ(tn)〉 =
∑
ξ,ξ
1
,...,ξn
ξξ1ξ2 · · · ξnpξ
× pξ,ξ
1
(t− t1)pξ
1
,ξ
2
(t1 − t2) · · · pξ
n−1
,ξn(tn−1 − tn)
(A10)
where ξ, ξ1, ξ2, . . . , ξn = ±1, pξ = 1/2 and
pξ,ξ1(t, t1) =
(
δξ,ξ1 −
1
2
)
e−γ|t−t1| +
1
2
. (A11)
Since
d
dt
pξ,ξ1(t, t1) = −γ
(
δξ,ξ1 −
1
2
)
e−γ|t−t1| , (A12)
we can write
d
dt
〈ξ(t)ξ(t1) · · · ξ(tn)〉 = −γ〈ξ(t)ξ(t1) · · · ξ(tn)〉
+
γ
2
∑
ξ,ξ
1
,...,ξn
ξξ1 · · · ξnpξ
× pξ
1
,ξ
2
(t1 − t2) · · · pξ
n−1
,ξn(tn−1 − tn) . (A13)
The last term vanishes after summation over ξ = ±1.
Then Eq. (A13) coincides with Eq. (A8).
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