Nowadays, visual object tracking becomes a hotspot and difficulty to achieve a real-time and accurate target tracking, but the Siamese network has solved these difficulties because of its good tracking effect and real-time performance. The location of the target in the previous frame is the template, and the similarity matching is carried out in the search area of the current frame. However, it uses Alexnet network with simple structure and fewer layers to extract features, and just uses a score map to predict the final position of the object. Aiming at these problems, in this paper, we propose the Siamese network of fused response map that use the Alexnet network with fine tuning to extract target features, and weight fusion of score maps to estimate the final position of object. Sufficient experiments on the VOT2015 and OTB100 benchmarks validate that our tracker can improve tracking performance, and perform at 60FPS.
I. INTRODUCTION
Image tracking is to locate the object captured by the camera in some ways. So, the object tracking firstly need to initialize the first frame of the entire video, mark the target to be tracked in the first frame, and predict the location and size of the object in the next frame. However, it becomes a hotspot and difficulty to achieve a real-time and accurate target tracking algorithm. With the proposed of correlation filtering [1] , the performance of object tracking has been greatly improved. And on the basis of the firstly proposed correlation filtering algorithm, the researchers have made many improvements [2] - [8] , and the tracking effect has also been greatly promoted. Yang Li et al. proposed a tracker based on the correlation filter framework called SAMF [5] (Scale Adaptive Kernel Correlation Filter With Multiple Features). There are two main contributions: (1) expanding a single feature into multiple features; and (2) using a scale pool approach to achieve adaptive tracking of targets. Henriques et al. proposed a KCF [9] (Kernelized Correlation Filters) filtering method, which uses the principle of the cyclic matrix to transform the solution process of the correlation filter into the frequency domain using fast Fourier transform, and proposes a method for solving multi-feature fusion and incorporates the The associate editor coordinating the review of this manuscript and approving it for publication was Chaker Larabi . HOG (Histograms of Oriented Gradients) feature to achieve a significant improvement in tracking performance. Danelljan et al. proposed Continuous Convolution Operators for Visual Tracking (CCOT) [10] . Based on the improvement of feature fusion, by learning in successive resolution sequences, a timedomain continuous correlation filter is created. Feature maps with different resolutions can be used as input to the filter, so that the traditional features and depth features can be deeply combined. Finally, multiple responses are combined to obtain the estimated position of the target. The biggest bottleneck of the Correlation-Filter based trackers is the lack of robustness, tracking drift or target loss is very likely to occur during tracking. And the scale of a target will change rapidly, but the size of correlation filters will not change during tracking. At the same time, Kaihua Zhang etc. propose the compressive tracking algorithm(CT) [11] , a simple and efficient tracking algorithm based on compressed sensing. Firstly, the dimension of the multi-scale image features are reduced by sparse measurement matrix that satisfies the restricted isometry property (RIP), and then the features of the reduced-dimensional features are classified by a naive Bayesian classifier with online update in the compressed domain. But the tracking time is getting longer and longer with the complexity of the structure.
The rise of deep learning has brought a qualitative leap to the image processing field [12] - [17] . At the same time, it has also had a big impact in the field of object tracking. Nowadays, many algorithms [18] - [22] use convolutional neural networks to describe image information and use correlation filtering to achieve tracking. Although the tracking robustness is greatly improved, while the real-time performance is getting worse and worse, even reaching a speed of less than one frame per second. In 2016, Luca Bertinetto and others designed a Siamese network (SiamFC) [23] . It uses the idea of similarity and deep features to achieve the task of tracking. This architecture trained offline is a templatebased matching method, and its speed can reach 86 FPS (Frame Per Second). Later, on the basis of SiamFC, Zheng Zhu etc. proposed the Distractor-aware Siamese Network (DaSiamRPN) [24] that introduced an effective sampling strategy to control the imbalanced distribution of training data and make the model focus on the semantic distractors. And then in [25] introduces different kinds of the attention mechanisms. However, in these algorithms, it used convolutional neural network with simple structure and fewer layers to extract features for ensuring the real-time of tracker. So, we still use the Alexnet network with fine tuning. And for multiple search scales, get multiple score maps, but only one of the score maps is used when predicting the target position, ignore the information carried by other score maps. So, for the lack of STC algorithm, our main contributions are twofold as follows:
(1) The network we proposed is with large-scale image pairs in the off-line training, and we introduce a weighted fusion strategy to predict the central location of the object;
(2) Our experiments will be tested and validated on the OTB100 and VOT2015 standard data sets.
In the rest of this paper, firstly, we need to analysis the theory of the SiamFC in Sec. II. And according to the lack of the SiamFC, we propose new tracking framework in Sec. III. Experiment analysis and comparisons are reported in Sec. IV. Finally, we end the paper with the conclusion in Sec. V.
II. RELATED WORKS A. SIAMESE NETWORK STRUCTURE
Recently, many researchers spend a lot of time researching Siamese networks because of the excellent accuracy and realtime performance. Visual tracking is formulated as a similarity problem and takes advantage of the end-to-end benefits of deep networks. This network is designed following ideal of similarity. The network structure consists of two branches. The upper branch of the network operates the template image, and the under branch operates the search image. We can view the template image as the first image in the entire video frames, and the search image is the next image. We can get the feature map of two images through an embedded function. And then two feature maps for cross-correlation, it product a response map, predict the position of the object by finding the maximum value in the response map. We can define the response map:
where ϕ is the embedding function, * is the cross-correlation, b stands for similarity deviation and is equated in every location. And f denotes the response map. So, getting the final score map is the core of achieving the task of tracking. However, there are many parameters in Equation (1), such as the embedding function, it is the convolutional neural network that has a lot of parameters in every layer. So, these parameters can be got from learning in training phrase. The whole process is divided into two part: training and tracking.
1) TRAINING
It performs offline training in an end-to-end manner. Training the network used all 4417 videos of ImageNet Video and adopting the logistic loss l:
where is the loss function, y is the ground-truth label that is {−1, +1}. v is the real score of exemplar-candidate image.
(2) is for every location in the score map. Then the loss of the whole score map is,
where u is every location in the score map, D is the score map. So, the parameters θ from convolution network can be learned by using Stochastic Gradient Descent (SGD),
2) TRACKING
The parameters can be learned from training (4) . And then these parameters could be used in tracking phrase. Extracting the feature map of exemplar image and search image by using the trained model. Exploiting the cross-correlation between two feature maps, response map can be got, and the position of object can be got by maximizing the score map. GOTURN [26] utilize the Siamese network to extract feature and fuses tensors by fully-connected layers to find the relative motion of the target, another particularly important part of the article is the regression network, where the input to the network is the center of the previous frame and the output is the center of the target's current frame. The CFNet tracker [27] based on the SiamFC change the tracking model with a running average template model, DSiam tracker [28] adopts dynamic Siamese network and a fast transformation learning module. Bo Li et al. refer to the idea of SiamFC, combine RPN(Region Proposal Network) consisting of classification module and regression module with FC(Fully Convolution Network) network, and propose SiamRPN [29] , which not only achieves effective tracking, but also greatly improves the position detection accuracy of the target because of the regression ability of RPN. The DaSiamRPN tracker [5] , based on the SiamRPN, further introduces a distractor-aware module for incremental learning method and improves the power of the eliminating distractor and solved the problem of semantic distractors efficiently. The Siamese network structure is performing well in terms of accuracy and speed.
B. SCALING POOL IN TARGET SIZE ISSUE
Most tracking-by-detection methods just estimate the position of the target, the CSK [30] and MOSSE [31] perform poorly in terms of robustness, especially when the target scale changes significantly. To deal with the scale issue in object tracking, Martin Danelljan et al. proposed DSST [32] which uses a filter like KCF to get the position of the target. Then, based on the target position, the scale of the tracking bounding box is adjusted to find the scale with the largest response value. and the proposed scale estimation approach is general can be easily applied to other algorithms. The SAMF introduce a multiple scales searching strategy by using a scaling pool approach to achieve adaptive tracking of target. Both of the above methods use the scale pool method to solve the problem of target size change. A scale pool is defined in advance, which contains multiple scale ratios, and different proportions are brought into the tracking framework to find the maximum response value, and then the maximum response is obtained. The response map corresponding to the maximum value is used to estimate the target position, but for the tracking of any target, some target sizes change particularly sharply, so in the Large-scale Single Object Tracking (LaSOT) [33] , the accuracy and success rate of the above two algorithms are greatly reduced. The success rate and accuracy of DSST dropped from 0.554, 0.740 [32] in OTB 2013 to 0.233, 0.196 in LaSOT [33] , respectively. The success rate and accuracy of SAMF dropped from 0.567, 0.774 [5] in VOT 2104 to 0.258, 0.214 in LaSOT [33] , respectively. Why is the decline so bad? because the contributions of other scales responses which is not the maximum response size are ignored. In this paper, the responses of different sizes are given different weights to be combined into one final response, so that the most suitable size of the target is obtained to achieve robust target tracking.
III. OUR APPROACH A. SCORE MAP FUSION STRATEGY
In order to be able to accurately get the position of the object in the next frame. In the traditional SiamFC algorithm, we have known the target central location in the first frame. And we need to predict the target accurate position according to the position in the first frame. However, we do not know the accurate object position in the next frame. But we know that the moving distance of the target between two consecutive frames is small. So the author chooses five different sizes of candidate frames focalizing on the object central position of the first frame. The author thinks the target will appear the one frame from the five candidate frames. Then the five candidate frames and the first target have a cross-correlation operation and score map will be got. The author selected the frame who has the biggest correlation as the target position of the next frame. However, as shown in Figure 1 below, we can see that five candidate frames, which are the five different color rectangles in the 760 th frame, have target information, because they are selected from the target central position of the previous frame. And subtle changes in the object center coordinate. If we just choose one candidate, the target information contained in the other four candidate frame will be lost, and the object position is inaccurate. So the selected candidate frame is perhaps not the most accurate one.
In response to the lacking mentioned above. In this paper, we will adopt a linear weighted method for score map fusion,
Here, the m is the number of score map, RM denotes the score map and the α m is weight and have 5 m=1 α m = 1, defined by size of search area. For two consecutive frames in the video sequence, the position of the object does not change much, or it becomes larger or smaller on the basis of the previous frame target. Therefore, in the weight distribution problem, the target and the target are slightly larger and smaller, and the weights of other regions are larger. The final RM is the final response map.
B. FUSION SIAMESE NETWORK
In order to make sure the robustness and real-time of the tracker. We apply the main idea of SiamFC. In this paper, we choose five scales for searching. The overall algorithm framework is shown in Figure 2 . Cross-correlation operation is the core part of the entire algorithm. The frame is divided into two branches, the input of the upper branch is the template frame Z (the frame contains target information in the video sequence), that is, the first frame. And the input of the under branch is the candidate frame X (that is needed to predict object position), that is, the second frame in the video sequence. We will choose five candidate windows that is the most likely location of the target in the second frame. VOLUME 7, 2019 is the embedding function, it is also called feature extractor, which is applied to get the feature information of the tracking object in the video sequence frame. So the upper feature extractor extracts the feature of the object of the first frame, and then it got a feature map. Similarly, the under feature extractor extracts the feature of the five candidate windows of the second frame. We use the fine-tune AlexNet (remove the all full connection layers) as the feature extractor, and the output of the target after the last convolutional layer and before the activation function is the object feature information. Finally, there will have one feature maps of the object of the first frame and five feature maps of the five candidate windows. Then upper feature map and under five feature maps are cross-correlated, and finally five response maps is obtained. The fusion strategy is used for five response maps, set different weights for the five response maps based on the ratio of the five candidate box and the target frame of the previous frame, the smaller the ratio, the bigger the weight, and vice versa. We will have a final score map, the maximum of score map is the object center in the second frame.
Through the above algorithm overall framework, we know that the core of the algorithm is the cross-correlation operation. The cross-correlation operation is a similarity function, that is, perform similarity calculation on the information of the known frame in the candidate frame, and the position with the highest similarity value is selected as the target center. When the object is occluded in the next frame, we have known the object position of previous frame, so we only need to match the candidate frames around the target position in the previous frame. The same is true for texture-less regions. We use the information left by the target in the previous frame to predict the target position in the current frame. So, for occluded and less textured objects, the framework is still well tracked.
IV. EXPERIMENTS
The proposed algorithm is implemented on MATLAB R2018b with MatConvNet and all the experiments are executed on a workstation with Ubuntu 16.04.6, 32 Intel(R) Xeon(R) CPU E5-2630 v3 @ 2.40GHz and a GeForce RTX 2080 Ti GPU.
A. PARAMETER SETTINGS 1) TRAINING
The network model in our proposed algorithm uses end-toend offline training. The data used in the training comes from the 4500 video sequences of the target detection data set ILSVRC2015. The network is optimized by applying stochastic gradient descent (SGD) method with a momentum of 0.9. The weight decay is 0.0005, training 50 cycles, and the number of training samples per small batch is 8, and the learning rate in training is from 10e-2 to 10e-5. The number of cycles is reduced in proportion.
2) TRACKING
In the tracking phase, we use five different scale scaling factors on the search image {qs | q = 1.025, s = −2, −1, 
B. EXPERIMENTAL RESULTS AND ANALYSIS
In this paper, in order to verify the performance of our proposed algorithm, two representative data sets, OTB100 and VOT2015, were selected and compared with six classic representative trackers, KCF, SAMF, C-COT, SiamFC-3S, SiamFC-5S. Experiments show that the proposed algorithm can achieve good performance compared with others.
1) EXPERIMENTS AND EVALUATION ON OTB100
OTB100 is the earliest and widely used standard database in the field of visual tracking. It contains 100 video sequences, which contain different influencing factors: illumination changes, posture changes, fast motion, blur, etc.
Quantitative Analysis:
In the OTB dataset, we use two evaluation ways: precision plot and frame per second (FPS) to evaluate the real-time and robustness of the algorithm.
It can be seen from Table 1 that in the target tracking of the video sequence of the OTB100, the C-COT has the highest average precision plot, but its fps is just 0.2, it is impossible for C-COT to achieve the real-time tracking. So the algorithm is not advisable. However, our proposed algorithm in this paper can achieve the second highest precision plot among other algorithms. Among them, the speed of the KCF tracker can reach the highest speed 149fps, but its average precision plot can only reach 74.2%, while the algorithm proposed in this paper is not as fast as the KCF algorithm, but the average accuracy is 6.1 percentage points higher than that of KCF. The SAMF algorithm adopts multiple artificial feature fusion to present the appearance of the target, while the SiamFC algorithm uses a convolutional neural network to learn the object features. From the experimental results, the SiamFC tracker is more accurate compared to the SAMF trackers. An improvement has been achieved, and the tracking speed is faster than the SAMF algorithm. The proposed algorithm is improved on the basis of SiamFC-5S. Compared with SiamFC-5S algorithm, the algorithm of this paper still maintains 59FPS in speed, and the frame rate is obviously higher than SiamFC-5S in some video sequences, in terms of average accuracy, increased by 0.4% compared to SiamFC. As for other trackers that adopt the neural network, our tracker can achieve the real-time.
Qualitative Analysis:
In this paper, in order to verify the robustness and speed of the algorithm in this paper, when the target is affected by different factors, we select some video sequences for analysis.
a: FAST MOTION AND SCALE CHANGE
In the video sequence CarScale, the target is the car, and is moving from far and near. The size of the car changes during the fast motion. At the same time, it will be occluded by the road side tree. The green rectangle in Figure 2 indicates the result of C-COT tracker at the 167th frame, and the C-COT tracker has tracked the car, but it cannot accurately evaluate the scale of the object. The red rectangle and yellow rectangle in Figure 2 indicates the result of KCF and SAMF algorithms at the 167th frame, they can find the object position, but the tracked object size had largely changed. The blue rectangle and purple rectangle in Figure 2 indicates the SiamFC-3S and the SiamFC-5S. The black rectangle is the tracking result of FRSiam, from the perspective of the target position and size, our proposed algorithm can compete with the state-of-the-art trackers.
Figure3 is the precision plot of six trackers. In this paper, our threshold is 20 pixels, and we can evaluate algorithms by comparing the precision when the threshold is 20. We can see, when the threshold is 20 pixels, the precision of C-COT is 0.742, KCF is 0.81, SAMF is 0.04 better than KCF. SiamFC-3S is 0.75, SiamFC-5S and our proposed algorithm can reach the best performance 0.9.
b: BACKGROUND CLUTTER, ILLUMINATION CHANGE AND IN-PLANE ROTATION
In the Skating1 sequence, the object is people, and it is affected by illumination change and its background has clutter. Figure 4 is the tracking result of the 282th frame, C-COT, SiamFC-3S and SiamFC-5S algorithms has lose the object, however, the other algorithms and our proposed algorithm can locate the object position. And from Figure5 we can also find that the robustness of our algorithm is better than the SiamFC, and its precision improved 7% compare with SiamFC. So, our algorithm can cope well with the effects of background clutter. 
c: OCCLUSION AND ILLUMINATION CHANGE
For the Coke sequence, there are 292 frames. In this video, the object affected by illumination change and different degrees of occlusion. We choose the 263th frame to evaluate the performance of the algorithm. We can see that the object is global occlusion by leaf, C-COT, SAMF and SiamFC-5S trackers has wrongly positioned the center of the object., KCF seems to have accurately found the location of the target, but in fact positioned the leaves of the flower. However, SiamFC-3S and our algorithm can still accurately locate the object. Figure 8 is the Human6 sequence, we choose the 366th frame, we can see that the object is partly obscured, there are only our proposed algorithm and C-COT tracker can accurately track the object. Although the SAMF and SiamFC-3S algorithms can also be positioned to the target location, the size of the target is significantly changed. KCF and SiamFC-5S has lose our object position. For this, our proposed algorithm can deal well with the occlusion. 
d: DEFORMATION
The Skiing sequence include the influences of fast motion and deformation. From the figure 10, we can see that the KCF and SAMF trackers have lose our object, C-COT tracker only tracked part object. However, the SiamFC and our algorithm can achieve superior performance. So, our proposed algorithm can deal well with the deformation.
2) EXPERIMENTS AND EVALUATION ON VOT2015
There are 61 sequences in VOT2015 database, VOT database contain rich information and is more challenge.
Quantitative Analysis: For VOT, we apply three evaluation ways: average expected overlap and average expected distance and fps. Average expected distance is the average Euclidean distance between estimated position and ground-truth position of object. That is,
where {xgt, ygt} is the object position of ground-truth, and {xe, ye} is the object position of estimation. The smaller the average expected distance, the better the performance of the tracker. Average expected overlap is also called overlap score, overlap Score = |r t ∩r 0 | |r t ∪r 0 |
where r t is estimated bounding box of object, and r 0 is true bounding box of object. ∩ and ∪ respectively represents intersection and union. The bigger the average expected overlap, the better the performance of the tracker. The Table2 show that the average expected distance of our proposed algorithm FRSiam is the smallest compared with others, and FRSiam reduced by 3.38 on the basis of SiamFC-5S. For average expected overlap, our algorithm can reach 41.941, it's the highest in these trackers. And it respectively increased by 2.252 and 2.342 compared with SiamFC-5S and SiamFC-3S. The performance of STC algorithm is the worst. But its fps is the highest, and reach 438 frames per second. However, the fps of FRSiam and SiamFC-5S are the same, so our algorithm will not bring more time to consume.
a: FAST MOTION AND SCALE CHANGE
For the vot15_graduate sequence, the object is a boy, and the camera is stationary. So, the scale of the boy is changing with quickly moving. (a)-(f) in Figure 12 are the tracking results at the 523th frame, we can see that there are only our algorithm can accurately track, locate the object position, and its precision can reach 0.81, and expected overlap can reach 52.88. C-COT tracker although can track the object, its Figure 13 is the result of vot15_basketball sequence at the 474th frame, there are many players, their appearance is same as our object, our object is the player with number nine. C-COT, KCF, SAMF and FRSiam trackers can accurately track our object, SiamFC-3S and SiamFC-5S tracking failure due to complex background information. However, the speed of C-COT is the worst, is 0.1, it cannot achieve real-time. Figure 14 is the result of vot15_handball2 sequence at the 320th frame. And the object is affected by other background targets. For this frame, our algorithm shows strong robustness, and the object is occluded by other players in the video, FRSiam tracker still accurately track our object. Its precision can reach 0.98, SiamFC-3S is 0.78, SiamFC-3S is 0.88. And overlap of our proposed algorithm respectively increased by 25.11 and 30.86 compared with SAMF and KCF. And the bounding box of the C-COT tracker only mark part of the object. So, our proposed algorithm can deal well with the background clutter and illumination change. Figure 15 , 16 is the vot15_godfather and vot15_road sequence, in the godfather video, object is the hat of the woman, and that is motorcyclist in the road video. The 269th frame in godfather sequence is the frame after occlusion, SiamFC-3S and SiamFC-5S tracked the target in the background. SAMF only tracks part of the target, and subsequent frames have drifted. However, C-COT, KCF and FRSiam can accurately find our object, and FRSiam get more accurate object scale. The 44th frame in the road video is show in figure 16 , the object is fully occluded, traditional SiamFC algorithm cannot locate the position of motorcyclist. C-COT, KCF, SAMF and our tracker can still find our object, and it will not lose the object in subsequent frames. So, our proposed algorithm can deal well with the occlusion.
d: DEFORMATION
In vot15_iceskater1 sequence, the posture of ice-skater changed. In six trackers, C-COT, SiamFC-3S and FRSiam can track object, but can't completely and accurately frame the position of the target. However, in the subsequent frames, C-COT and FRSiam can reposition to the target position. So, our proposed algorithm can deal well with the deformation.
From the above analysis, it can be concluded that our proposed algorithm can deal well with the occlusion, scale change, deformation etc. in six algorithms. And it also can still perform very well in OTB and VOT databases. But, in the course of the experiment, we met many long-term sequences, our algorithm cannot consistently and accurately locate the target location.
V. CONCLUSION
In this paper, aiming at the shortcomings in traditional algorithms SiamFC, this paper proposes an object tracking algorithm based on siamese network of score map fusion. In this algorithm, our feature extractor is the simplest convolutional neural network -AlexNet, and fine tune the network. We adopt five scales to select search region in the candidate frame, in order to make full use of the information of five response maps, we fuse the five response maps according to their scale. Experiments on two datasets: OTB100 and VOT2015, demonstrate improved performance compared with SiamFC.
