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Abstract—The ability to deal with articulated objects like
doors is very important for assistive robots. In this work we
propose a general approach for the robust and adaptive opera-
tion of different types of doors with a mobile manipulator robot.
We devise a novel algorithm that fuses a convolutional neural
network with efficient point cloud processing, for real-time
grasping pose estimation of the handle from RGB-D images. In
addition, we present a versatile Bayesian framework that endows
the robot with the ability to infer the kinematic model of the
door, and improve its performance using previous experiences
or human demonstrations. We validate our framework with
real-world experiments using the Toyota Human Support Robot.
I. Introduction
Robots are progressively spreading to logistic, social and
assistive domains. However, in order to become handy co-
workers and helpful assistants, they must be endowed with
quite different capabilities from their industrial ancestors
[31]. The ability to deal with articulated objects is relevant
for robots operating in domestic environments. For exam-
ple, they need to open doors (Fig. 1) when they move
around the home and to open cabinets to pick up ob-
jects. This problem has been tackled extensively in robotics
[7][11][10][19][21][32]. These approaches usually focus ei-
ther on a particular type of door and handle mechanism or on
a certain aspect of the task, such as door detection or just the
manipulation once the handle is grasped. Our contribution is
to devise a unified framework that can incorporate different
types of door models and that provides adaptive behavior.
The detection of doors or handles has been explored
based on 2D images [5][27], depth data [26][35], or both
[1][13][14][22]. In [5] the authors present an algorithm based
on a convolutional neural network (CNN) that estimates the
door pose from images. However, they do not consider the
handle. In [3] the authors develop an approach where doors
are detected by finding flat surfaces between consecutive
pairs of vertical lines at a specific distance in an image. In
[14] the authors address the problem of detecting room doors
and also cabinet doors. They propose the use of a CNN to
extract and identify the Region of Interest (ROI) in an RGB-
D image. Then, the handle’s 3D position is calculated under
the assumption that it is the only object contained in the
ROI and its color is significantly different from that of the
door. The main issue of these works is that the detection
relies on many a priori assumptions, limiting its versatility.
In contrast, our algorithm only assumes the door surface is
flat to estimate the grasping pose.
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Fig. 1. Our HSR robot opens doors to assist a person to enter a room.
Regarding the door manipulation problem, it has also been
addressed by other teams. Some works assume substantial
previous knowledge [6][17][34] about the kinematic model
of the door and its parameters while others are entirely
model-free [3][11][15]. By assuming an implicit kinematic
model, the applicability is limited to a single type of door.
On the other hand, model-free approaches rely entirely on
force sensory feedback. Other works, such as [9][18][28][33],
propose probabilistic-based methods that do not consider
interaction forces. However, although the possibility of ex-
ploiting prior knowledge has been proposed theoretically,
the improvement in performance has not been validated in
real-world experiments. Our approach is probabilistic and we
consider both, interaction forces and also prior information.
In this paper, we propose a robust and adaptive framework
for manipulating general types of door mechanisms. The
main contributions of our work are: (a) the development
of a novel algorithm to estimate the robot’s end-effector
grasping pose in real-time for single or multiple handles;
(b) a general approach for adaptive door operation with
different kinematic models; (c) the analysis of the inference
process by taking into account door prior information; (d)
the testing on real hardware using the Toyota Human Support
Robot (HSR) (Fig. 1). The paper is organized as follows: in
section II, we discuss handle pose estimation from RGB-D
images to determine the required end-effector grasping pose;
in section III, we present a Bayesian approach to operate
unknown doors and improve the performance by learning
from experience or human demonstrations; in section IV we
present the experiments carried out to validate our work;
finally, in section V we draw the main conclusions.
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II. End-Effector Grasping Pose Estimation
When a robot moves towards an object, it is actually
moving towards a pose at which it expects the object to
be. For solving the grasping problem, the handle’s 6D-pose
estimation is essential. The end-effector grasping pose can
be then easily expressed relative to the handle pose, and can
be achieved by solving the inverse kinematics of the robot.
Perception is usually provided by means of an RGB-D sensor,
which supplies an RGB image and its corresponding depth
map. For estimating the 6-D pose in real-time, we propose
to: (1) Identify the region of the RGB image where the door
and the handle are located. (2) Filter the RGB-D image to
extract the Regions of Interest, clean the noise and down-
sample it. (3) From the 3D geometry of the door and the
handle, estimate the grasping pose. We present the detailed
explanation of these steps in this section. The proposed
approach is summarized in algorithm 1.
Algorithm 1 End-Effector Grasping Pose Estimation
Input: RGB image I and point cloud P = {pj}Npoint s0
Output: Grasping poses G = {gk}Nhandles1 with gk ∈ SE(3)
Bounding boxes B = {bl}Nob ject s1 ← Detect_Objects(I)foreach bl ∈ B do
PROI
l
← ROI_Segmentation(P)
Pdenoised
l
← Remove_Statistical_Outliers(PROI
l
)
P f iltered
l
← Downsample(Pdenoised
l
)
if bl(class) = ”handle” then
orientationl ← Bounding_Box_Dimensions(bl)
Phandle
l
← RANSAC_Plane_Outliers(PROI
l
)
Ol ← Centroid(Phandlel )else
Normal al ; Pdoorl ← RANSAC_Plane(P
f iltered
l
)
Ol ← Centroid(Pdoorl )end if
end for
k = 1
foreach bl ∈ B that bl(class) = ”handle” do
al ← Assign_Door(Ol)
hk ∈ SE(3) ← Handle_Trans f orm(al ; Ol)
gk ← Goal_Pose(hk ; orientationl)
k← k +1
end forreturn G
A. Door and Handle Detection
Doors and handles present a wide variety of geometries,
colours, sizes, etc. Thus, a robust detection algorithm is es-
sential. Additionally, in order to achieve real-time estimation,
it must operate at speeds of a few frames-per-second (fps).
Object detection is the task of simultaneously classifying and
localizing multiple objects in an image. A detector outputs
the coordinates of object locations by defining a bounding
box. The authors in [23] proposed the YOLO algorithm, an
open-source state-of-the-art object detector with CNN-based
regression. YOLO enables end-to-end training and facilitates
real-time speeds while maintaining high average precision.
For these reasons, we decided to adopt this CNN architecture.
Training the YOLO network with a custom dataset al-
lows us to build a handle and door detection model. The
simplest classification semantics for our objects of interest
are “door” and “handle”. However, to increase the detail of
the information and also to make our method versatile and
extendable to other applications, we split the class door into
three classes: “door”, which refers to a room door, “cabinet
door”, which includes all sorts of small doors such as drawers
or a locker door, and “refrigerator door”. We built a data
set using images from the Open Images Dataset [12][20].
We annotated a total of 1213 images containing objects
pertaining to our desired object classes; 1013 of them were
used for the training set, and the remaining 200 for the testing
set (the dataset is available in [2]). Finally, we applied data
augmentation techniques to improve the generalization of
our neural network [29]. For starting the training process,
we used pre-trained weights from Darknet53 trained on
ImageNet [24].
B. Point Cloud Filtering
Raw point clouds contain a large number of point samples,
but only a small fraction of them are of interest. Furthermore,
they are unavoidably contaminated with noise. Point cloud
data needs to be filtered adequately for achieving accurate
feature extraction and real-time processing. We propose the
following filtering process:
1) Regions Of Interest (ROIs) Segmentation: The points
of interest are those that correspond to the doors and the
handles in the scene, which can be defined as those contained
in the bounding boxes of the proposed object detection
CNN. By separating the sets of points that are contained
in each ROI, the amount of data to be processed is reduced
significantly. There is a direct correspondence between the
pixels in the image and the point cloud indexes, if the latter
is indexed according to its spatial distribution. Taking into
account that the bounding boxes are usually provided in pixel
coordinates, let P be the raw point cloud. Then, each ROI
can be defined as follows:
PROI = {pj ∈ P | j = width · y+ x}
where j is the point cloud index; width is the image width
in pixels, x ∈ [xmin, xmax] and y ∈ [ymin, ymax], being
(xmin, ymin) and (xmax, ymax) two opposite corners of the
bounding box in pixel coordinates.
2) Statistical Outlier Filtering: Measurement errors lead
to sparse outliers, which complicate the estimation of point
cloud characteristics such as surface normals. Some of these
irregularities can be solved by performing a statistical analy-
sis of each point neighborhood, and trimming those that do
not meet a certain criterion. By assuming that the average
distance from every point to all its neighboring points has a
Gaussian distribution, the filtered point cloud can be defined
as follows:
Pdenoised = {pj ∈ PROI | (µr −α ·σr ) ≤ rj ≤ (µr +α ·σr )}
where α is a multiplier, and µr and σr are the mean distance
and the standard deviation, respectively.
3) Downsampling: We propose to reduce considerably the
amount of data by using a voxelized grid approach. Unlike
other sub-sampling methods, the shape characteristics are
maintained. If s is the number of points contained in each
voxel A, the set of points in each voxel is substituted for:
x¯ =
1
s
∑
(x,y,z)∈A
x ; y¯ =
1
s
∑
(x,y,z)∈A
y ; z¯ =
1
s
∑
(x,y,z)∈A
z
C. Grasping Pose Estimation
We have considered three geometric features of the 3D
structure of the door and the handle for the grasping pose
estimation: the door plane normal direction, the position of
the handle and its orientation.
1) Handle Orientation: The end-effector orientation for
grasping the handle depends on this feature. Since door
handles are only oriented vertically or horizontally (for the
particular case of a door knob, orientation is not relevant to
grasp it); the binary decision can be made by comparing the
dimensions of the sides of the CNN output bounding boxes.
If the height is greater than the width, the handle orientation
will be vertical and vice versa.
2) Door Plane Normal: In order to grasp the handle
correctly, the normal to the “palm” of the robot’s end-effector
(which we could consider similar to the human hand) must
be parallel to the door normal. We use the RAndom SAmple
Consensus (RANSAC) algorithm [25] to fit a planar model
to the door point cloud, and calculate the coefficients of its
parametric Hessian normal form.
3) Handle Position: We make the assumption that the
handle position can be represented by its centroidal point.
However, it cannot be directly computed from the sub-
point cloud associated to the handle ROI, since the defining
bounding box usually may include some points from the door.
We use the RANSAC algorithm to separate these points as
it can also be used as a classifier.
Let O =
(
Ox,Oy,Oz
)
be the handle centroid and a =(
ax,ay,az
)
the door plane normal unitary vector, both ex-
pressed in an arbitrary reference frame w. The handle pose
can be defined as the following transform:
Thandlew =
©­­­­«
ax
ay
a2x+a
2
y
axaz
a2x+a
2
y
Ox
ay − axa2x+a2y −
ayaz
a2x+a
2
y
Oy
az 0 −1 Oz
0 0 0 1
ª®®®®¬
The grasping pose can then be easily defined as a relative
transform to the handle reference frame taking into account
if it is vertical or horizontal.
III. Learning the Kinematic Model of Doors
Opening doors is challenging for robots because they have
to deal with uncertainty since the kinematic model of the
door is not known a priori. What if a robot has no previous
knowledge of the door at the time of taking a decision? And if
previous knowledge is available? To address these questions
we will present a probabilistic framework that allows to infere
the kinematic model of the door when no previous knowledge
is available and improve the performance based on previous
experiences or human demonstrations.
A. Probabilistic Framework
Let D = (d1, ...,dN ) be the sequence of N relative transfor-
mations between an arbitrary fixed reference frame and the
door, observed by the robot. We assume that the measure-
ments are affected by Gaussian noise and, also, some of these
observations are outliers but not originated by the noise. We
denote the kinematic link model as M and the associated
parameters are contained in the vector θ ∈ Rk (where k is
the number of parameters). The model that best represents
the data is calculated as follows:
(Mˆ, θˆ) = argmax
M,θ
p (M,θ | D)
This optimization is a two-step process [16]. First, a
particular model is assumed true and its parameters are
estimated from the observations. By applying Bayes rule and
assuming that the prior is uniform, we obtain:
θˆ = argmax
θ
p(D | θ,M)
Then, we compare the probability of different models, and
the one with the highest posterior probability is selected:
Mˆ = argmax
M
p (M | D) = argmax
M
∫
p (M,θ | D)dθ
B. Candidate Models
When considering the set of doors that can be potentially
operated by a service robot, their kinematic models belong
to a few generic classes. We have considered the following:
1) Prismatic model: It describes a translation in the
direction of a unitary vector e ∈ R3 relative to a fixed origin,
a ∈ R3. The parameter vector is θ = (a;e) with k = 6.
2) Revolute model: It is parametrized by the center of
rotation c ∈ R3, a radius r ∈ R, and the normal vector n = R3
to the plane where the motion arc is contained. This results
in a parameter vector θ = (c;n;r) with k = 7.
C. Model Fitting
In the presence of noise and outliers, for finding the
parameter vector θˆ that maximizes the data likelihood, a vari-
ation of the RANSAC algorithm can be used, the Maximum
Likelihood Estimation SAmple Consensus (MLESAC) [30].
In this case, the score is defined by the likelihood of the
consensus sample. For estimating the model vector parameter
θ, the log-likelihood of a mixture model is maximized [36]:
θˆ = argmax
θ
L[e(D | M,θ)]
Lˆ =
N∑
j=1
log
(
γ · p
[
e(dj,M, θˆ) | jthelement ≡ inlier
]
+
(1−γ·) p
[
e(dj,M, θˆ) | jthelement ≡ outlier
] )
where γ is the mixture coefficient (computed with Expec-
tation Maximization). The first and second term correspond
to the error distribution of the inliers and the outliers, re-
spectively. They are modeled with a Gaussian and a uniform
distributions respectively.
D. Model Selection
Let the set of candidate models be Mm (m = 1, ...,M),
with vector parameters θm. Let the prior distribution for the
parameters be p (θm |Mm). Then, the posterior probability of
a given model is [8]:
p (Mm | D) = p (Mm)p(D) ·
∫
p (D | θm,Mm) p (θm | Mm)dθm
Applying the Laplace approximation and assuming a uni-
form prior for the models, this posterior probability can be
estimated in terms of the Bayesian Information Criterion
(BIC):
p(Mm | D) ≈
exp
(
− 124BICm
)
∑M
m=1 exp
(
− 124BICm
)
where: 4BICm = BICm−BICmin, BICmin =min {BICm}M1 , and:
BICm = −2log
[
L
(
D | Mm, θˆm
)]
+ k · logN
Thus, the model selection is: Mˆ = argmin
M
BIC(M).
E. Exploiting Prior Knowledge
A robot operating in domestic environments can boost its
performance by learning priors from previous experiences.
A small set of representative models can be used as prior
information to improve the model selection and parameter
estimation. Suppose that the robot has previously encoun-
tered two doors. We have two observation sequences D1 and
D2, with N1 and N2 samples. We must choose then between
two distinct models M1 and M2 or a joint model M1+2:
p (M1+2 | D1,D2) > p (M1 | D1) · p (M2 | D2)
Merging the new data with a previous model, the parame-
ter vector is obtained from a larger dataset which leads to a
better estimation. If we consider more than two trajectories,
this should be repeated for all the possible combinations,
becoming hard to compute. Thus, instead, we check if
merging the new data with each learned model associated to
the door class being opened gives a higher posterior. Finally,
we pick the model with the highest posterior and record the
new data, which will be used as prior knowledge for future
doors (algorithm 2).
F. Door Opening Process
Once the handle is grasped, the position of the end-effector
directly corresponds with the position of the handle. As a
result, the robot can make observations of the door motion
by solving its forward kinematics. Thus, D can be obtained
by sampling its trajectory. Note that D can also be provided
Algorithm 2 Model Selection Using Prior Knowledge
Input: New observed trajectory Dnew =
{
dnew
j
}N
1
;
door class c ∈ {door, cabinet door, refrigerator door};
previously observed trajectories Dc = {Ds}S1Output: Best model Mbestand prior knowledge updated Dc
Mnew ← Kinematic_Model (Dnew)
Mbest ← {Mnew} , Dc ← Dc ∪ {Dnew}, pbest ← 0
foreach Ds ∈ D do
Ms← Kinematic_Model (Ds)
Mnew+s← Kinematic_Model (Dnew ∪Ds)
if p (Mnew+s | Dnew,Ds) > p (Mnew | Dnew) p (Ms | Ds) &
p (Mnew+s | Dnew,Ds) > pbest then
Mbest ← {Mnew, Ms}
Dc← {D1, . . .,Dnew ∪Ds . . .,DS}
pbest ← p (Mnew+s | Dnew,Ds)
end if
end forreturn Mbest and Dc
Fig. 2. Adaptive door opening process scheme. The robot opens the door
following these steps iteratively.
from human demonstrations with the presented grasping pose
estimation approach.
We divide the door opening motion into several steps (Fig.
2). After each step, we re-estimate the kinematic model of
the door and its parameters adding the new observations
to D. For driving the robot motion in accordance with the
model, we use the Task Space Region (TSR), a constrained
manipulation framework proposed by Berenson et. al [4]. To
define a TSR, three elements are required (Fig. 3):
• Tow: Transform between the origin reference frame o and
the TSR frame w.
• Twe : End-effector offset transform.
• Bw: 6×2 matrix that defines the end-effector constraints.
To start the opening process when no observations are
available, we make the initial guess that the model is pris-
matic. Using a compliant control, the robot’s end-effector
adapts its motion to the true model in case the initial guess
is wrong. Once the set of observations is large enough, the
inferred model converges to the true one.
IV. Experimental Results
We conducted a series of experiments to test the per-
formance of the presented grasping pose estimator and the
proposed kinematic model inference process in two differ-
ent scenarios: with and without prior knowledge. We used
different doors such as drawers, refrigerator, cabinets, and
room doors with their corresponding variety of handles. It
Fig. 3. Opening a hinged door with TSR. The x, y and z axis of each
reference frame are red, green and blue respectively.
should be mentioned that for evaluating the performance of
the overall framework we implemented a simple algorithm
for manipulating the handle, where the robot simply tries
different pre-programmed motions sequentially until it finds
the correct one.
For testing the performance of the grasping pose estima-
tion, we focused on accuracy and speed. Regarding the door
and handle detection, we used the criterion defined in the
PASCAL VOC 2012 competition, obtaining a mean average
precision of mAP = 45%. Although this measure can only be
used directly to compare different CNN trained in the same
dataset, this value gives an idea that the performance is quite
good, since state-of-the-art object detectors obtain mAPs
around 50%. All the doors and handles in the laboratory
were detected successfully. Regarding the grasping pose
estimation, given a successful detection, the algorithm always
computed the grasping pose correctly. Using an Nvidia
Geforce GTX 1080 GPU, we obtained a computation rate
of 6fps. This shows a robust and efficient behavior of the
presented real-time grasping pose estimator. Some pictures
of the conducted experiments are shown Fig. 4.
In order to evaluate the door kinematic model inference
process when no prior knowledge is available, we opened
three different types of doors ten times: a drawer, a room
and a refrigerator door. The task of the robot was to grasp
the handle and open the door while it learned its kinematic
model. The robot succeeded 26 times out of 30 trials (87%).
All four failures were due to the gripper slipping from the
door knob, most likely caused by the design of the gripper
which is not very suitable to manipulate these kind of objects.
No errors were observed during the model learning. We
also studied the convergence of the estimators versus the
training samples. We considered ten successful openings for
each of the two considered kinematic models. Results are
shown in Fig. 5(a). During the task, the evolution of the
candidate posterior model was evaluated against the number
of observations. It can be seen that the posterior probability
for both cases converges towards the true model as the
number of observations increases. When few observations
are acquired the probability oscillates around 0.5, which
is consistent with considering equal priors. However, they
soon diverge from this value, showing an effective behavior
regarding the decision criterion. A more convergent behavior
is visible in the case of opening a revolute door. This happens
because of the difference in complexity between both models.
When a prismatic door is opened, the revolute model can fit
the data, which does not happen in the opposite case.
Finally, to analyze the presented approach for exploiting
prior knowledge, we repeated the same experiments when no
prior knowledge was available but for three different situa-
tions: when the prior is predominantly revolute or prismatic
and when both are balanced. Results are shown in Fig. 5(b). It
can be observed that the behavior of the posterior depends on
the predominant prior. In the case it matches the true model,
the posterior converges quickly. If the prior is balanced,
the behavior depends on the true model. When few new
observations are available, the posterior tends to converge
to the simplest model which is prismatic. This is reasonable,
since the trajectory is very similar for both models at this
point but the complexity is penalized. However, at a relatively
low number of observations, the posterior rapidly converges
to the true model proving, therefore, an improvement in
performance. Finally, in the case the prior does not match the
true model, the behavior is symmetric for both doors. At the
beginning, the observations converge with the predominant
prior model. However, when the number of observations is
sufficiently large, they converge towards the true model.
V. Conclusions
In this work, our objective is to push the state-of-the-art
for door opening using mobile manipulation robots. First,
we have addressed the problem of rapidly grasping door
handles, which leads to the first paper contribution. A novel
algorithm to estimate the required end-effector grasping pose
for single or multiple handles in real-time based on RGB-
D has been proposed. We have used a CNN, providing
reliable results, and efficient point cloud processing to devise
a high-performance algorithm, which proved robust and fast
in the conducted experiments. Second, in order to operate
the door reliably and independently of its kinematic model,
we have devised a probabilistic framework for inferring door
models from observations at run time, as well as for learning
from robot experiences and from human demonstrations. By
combining the grasp and model estimation processes with
a TSR robot motion planner, we achieved reliable operation
for various types of doors.
Our desire is to extend this work to include more general
and complex parametric as well as non-parametric kinematic
models. This would enable robots, not only to achieve
robust door operations, but would ultimately achieve general
articulated object manipulation. Furthermore, the use of
non-parametric models, such as Gaussian processes, would
allow the representation of even more complex mechanisms.
Moreover, we would like to explore more in-depth the
possibility of integrating our system in a general Learning
from Demonstration (LfD) framework.
Fig. 4. Grasping pose estimation for multiple handles simultaneously as well as the detection provided by the proposed CNN for different types of doors.
Below, the HSR robot reaches and grasps the handle for three different scenarios.
Fig. 5. (a) The posterior of the revolute model vs the number of observations. In the legend the doors true models are indicated. The means of the
realizations are displayed as continuous lines. The shaded areas represent a margin of two standard deviations. Next to the plot, the evolution of the posterior
along the opening trajectory is shown graphically. Below, a series of pictures of the HSR robot opening three different doors. (b) Evolution of the revolute
posterior mean against the number of observations. The legend indicates the true model of the doors being opened and the predominant prior during the
realization.
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