Abstracet-Many researchers have proposed that objects are perceived as structural descriptions, which specify the configuration of an object's features (or parts) in terms of their categorical relations to one another. Others have proposed that objects arc perceived as views, which specify the configuration of an object's features in terms of their coordinates, in particular 2D views. This paper presents five experiments testing these competing accounts of the perception of the configuration of an object's features. Subjects learned to recognize a set of target objects and were tested for their ability to distinguish them from various distractors that differed either in their categorical relations or their coordinates. Subjects were consistently more likely to confuse both 2D and 3D objects that were similar in their parts' relations to each other than to confuse objects similar in their parts' coordinates (in any reference frame). This effect persisted when subjects were allowed to view the objects as long as they wished and when they were explicitly trained to distinguish them from the distractors. These findings suggest that we perceive an object's features in terms of their categorical relations to one another. A preliminary model of the findings is presented.
1995), but very little is known about how we perceive the spatial relations among an object's features or parts. Understanding relations is critical to understanding shape perception in general: The same primitives, specified in the same reference frame, can give rise to radically different behaviors depending on the specification of their configuration (Palmer, 1978; Hummel and Biederman, 1992; Hummel, 1994 Hummel, , 1995 .
One proposal that has been influential in theories of human shape perception is that objects are represented as structural descriptions (Clowes, 1967; Sutherland, 1969; Marr and Nishihara, 1978; Rock, 1983; Biederman, 1987; Hummel and Biederman, 1992) . According to this idea, objects are perceived in terms of their features' or parts' locations relative to one another. For example, a mug might be represented as a curved cylinder (the handle) side-attached to a vertical cylinder (the body) (Biederman, 1987) ; a human body might be represented as a hierarchical arrangement of cylinders attached at specific angles (Marr and Nishihara, 1978; Marr, 1982) . Different structural descriptions theories differ in the details of the parts and reference frames they assume (e.g. the structural descriptions proposed by Marr and Nishihara are specified in a much more object-centered format than those proposed by Hummel and Biederman) , but all these theories share the assumption that objects are explicitly represented in terms of their features or parts' relations to one another. One notable property of such a description---especially as contrasted with a literal 'template' (Neisser, 1967) -is its capacity to code relations categorically. Categorical relations permit object recognition in novel viewpoints and recognition of novel instances of known classes as a natural consequence (Biederman, 1987) . For example, the description 'curved cylinder side-attached to a vertical cylinder' applies to many different mugs as they appear in many different viewpoints. The properties of categorical relations make structural descriptions intuitively appealing, and a substantial body of evidence has been interpreted as support for structural descriptions in human shape perception (for reviews, see Pinker, 1984; Quinlan, 1991) . However, the vast majority of this evidence speaks to the role of volumetric parts in shape perception (e.g. Biederman, 1987; Biederman and Cooper, 1991) , or to the reference frames used for shape perception and recognition (see Quinlan, 1991) . Comparatively little is known about how we perceive the spatial relations among an object's features or parts.
There is some evidence for the role of categorical relations in the perception of simple forms, such as pairs of lines. For example, Foster and Ferraro (1989) measured discrimination performance for pairs of displaced lines. The displacement created a gap between the lines in a pair, and pairs differed in the size of this gap. In their Experiment 1, subjects viewed displays containing three such pairs, two of which were identical and one of which was different, and their task was to determine which pair was different. At short exposure durations (100 ms), a categorical effect was evident in subjects' judgments: Discrimination accuracy was sharply peaked for line pairs with no gap vs. line pairs with a small gap relative to line pairs with a small gap vs. line pairs with a slightly larger gap. (At longer exposure durations, performance fell off more smoothly with gap size.) Subsequent experiments revealed categorical effects over other perceptual boundaries (e.g. 'just a gap' vs. 'more than just a gap'; see Foster and Ferraro, 1989) .
Findings such as these are suggestive in the context of the claim that shape perception is based (at least partly) on the categorical relations among an object's features or parts. However, in these and related experiments (e.g. De Valois et al., 1990) , subjects were explicitly instructed to respond to the relations between the parts of the stimuli. It is not clear what role such relations play in situations where people are not explicitly directed to attend to them. (As elaborated shortly, many recent theories of shape perception posit no role whatsoever for the relations among an object's features, except inasmuch as those relations are implicit in the features' literal coordinates in the image.) In addition, these experiments used stimuli composed of very simple features in very simple relations. As such, it is difficult to generalize from findings such as these to the kinds of spatial relations that figure prominently in structural description theories of shape perception.
This paper presents five experiments investigating the role of categorical relations in the perception of relatively complex, object-like shapes (Fig. 1) . The question of whether such relations play a role in shape perception is especially timely in the context of current models of shape perception and object recognition. Although structural description theories were the dominant account of shape perception for several years, 'view-based' models have recently enjoyed growing popularity (see Biilthoff et al., 1995 , for a review). These models represent objects in terms of the coordinates of their features as they appear in particular 2D views. That is, rather than representing an object's features relative to one another, a view represents them relative to the origin of a coordinate system. These models recognize objects in novel viewpoints by means of vector operations (such as linear combination, view interpolation) on the resulting coordinate vectors (e.g. Poggio and Edelman, 1990; Ullman and Basri, 1991; Vetter et al., 1994) . This approach accounts for some effects of viewpoint in human shape perception, at least for some types of objects (see Bulthoff et al., 1995; Tarr, 1995 ; but see Biederman and Gerhardstein, 1995) . If this account of shape perception is correct, then the visual system has no need for categorical relations of the type proposed in structural description theories. Indeed, such relations would be detrimental to performance to the extent that they interfere with the operations that match viewed images to familiar views stored in memory.
TESTING SENSITIVITY TO CATEGORICAL RELATIONS IN SHAPE PERCEPTION
If shape perception is sensitive to categorical relations, then two shapes composed of the same features should be easy to discriminate to the extent that they differ in the categorical relations among their features. However, stimuli that differ in the categorical relations among their features necessarily also differ in the coordinates of their features. Therefore, to measure the perceptual effects of categorical relations, it is necessary to control for the perceptual effects of feature coordinates. One way to do so is to compare subjects' sensitivity to the difference between stimuli that differ in both their categorical relations and their coordinates, to their sensitivity to stimuli that differ only in their coordinates.
In the experiments reported here, coordinate and categorical differences were always anti-correlated, such that stimuli that differed in their categorical relations were always more similar in terms of their numerical coordinates than stimuli that were similar in their categorical relations.
Coordinates (e.g. as postulated in modem view-based models) differ from the spatial relations postulated in structural description theories in two critical ways. First, by definition, coordinates are specified relative to a single reference point (the origin of the coordinate system), whereas the relations postulated in structural description theories are defined on multiple reference points (e.g. if every part is explicitly related to every other part, then each part serves as a reference point). Second, the coordinates postulated in view-based models vary linearly with the location of the feature in the reference frame: If moving a feature vertically distance d changes its vertical coordinate by amount v, then moving the feature distance 2d will change its vertical coordinate by 2v. (This assumption is important in the context of the vector operations on which view-based models are based; see Ullman and Basri, 1991; Bülthoff et al., 1995 .) By contrast, categorical relations do not vary linearly with a feature's location in the image. Rather, they are unaffected (or minimally affected) by changes within categorical boundaries (e.g. from 'above' to 'farther above'), and maximally affected by otherwise equivalent changes across boundaries (e.g. from 'above' to 'below'). Investigating perceptual sensitivity to categorical relations is therefore a matter of investigating (a) whether the configuration of an object's parts is perceived relative to multiple reference points, and (b) whether the part's location relative to any given reference point is specified as a linear or nonlinear function of the part's location in the reference frame as a whole (e.g. the image).
Consider the Basis objects in Fig. 1 (column 1), and their V and V2 variants (columns 2 and 3, respectively). Each VI variant was created by moving one part (part 1 ) of the corresponding Basis object six pixels up or down. (The parts that move to create the VI and V2 variants of Basis object 1 are circled with light gray ellipses in Fig. 1 . These ellipses did not appear in the stimuli used in the experiments.) The move was chosen to change the categorical above/below relation between part 1 and the part to which it is attached (part 2). Each V2 variant was created by moving both part 1 and part 2 six pixels. No categorical relations change as a result of this move. As such, each basis object has the same pair-wise categorical relations as its V2 variant, but the coordinate difference between a Basis-V2 pair is greater than the coordinate difference between the corresponding Basis-V pair (as elaborated shortly). The difference between subjects' ability to discriminate the Basis objects from their categorically different (but metrically similar) VI variants and their ability to discriminate the Basis objects from their metrically different (but categorically similar) V2 variants thus serves as a conservative index of the role of categorical relations in shape perception.
2, I, Isolating the perceptual effects of categorical relations
To use discrimination performance with Basis-variant pairs as a basis for measuring perceptual sensitivity to coordinates and categorical relations, it is necessary to isolate perceptual effects due to shared coordinates and relations from effects due to similar viewpoints or shared features. To this end, the stimuli were presented at a constant size and viewpoint (except in Experiment 4). To eliminate effects associated with shared features, it is necessary to use stimuli that differ only in the locations-not the identities-of their features. We must therefore know what to regard as a 'feature'. All the stimuli were composed of horizontal and vertical lines (except in Experiment 4, where the figures are composed of volumes; Fig. 3 ). The analyses presented below are based on the assumption that either the lines or their endpoints serve as the basic features whose coordinates (or relations) are perceptually coded. Importantly, this assumption is consistent with virtually all extant coordinate-based models, which use line endpoints or curvature extrema as primitives (Poggio and Edelman, 1990; Edelman and Weinshall, 1991; Ullman and Basri, 1991; Siebert and Waxman, 1992; Vetter et al., 1994; Edelman et al., 1996) . Importantly, the coordinate-based similarity relations among our stimuli are exactly the same regardless of whether the lines themselves (e.g. their midpoints) or the lines' endpoints are perceptually primitive. The analysis also holds if simpler features (e.g. pixels) are assumed to be primitive.
Although it is possible to invent a vocabulary of primitives in which our stimulus manipulations correspond to changes in the identity rather than the location of a feature, we are aware of no models based on such a vocabulary, and it is difficult to imagine any general theory of shape perception that would support such an account. As such, we take the analysis to be very general.
Quantifying coordinate-based discriminability
It is now possible to quantify the discriminability of the Basis and variant objects in Fig. 1 in terms of the coordinates of their features. The coordinates of an object's features define a vector c in a DN vector space, where D is the dimensionality of the reference frame in which the coordinates are defined (e.g. 2 for viewer-centered coordinates and 3 for object-centered coordinates), and N is the number of features in each object (Poggio and Edelman, 1990; Poggio and Girosi, 1990) . For example, using line endpoints as primitives, the retinotopic coordinates (D = 2) of the features of the objects in Fig. 1 (N = 10) can be represented as a 20-dimensional vector IXI, Yl, X2, Y2, ... , XIO, y,o] . The coordinate similarity of two objects, i and j, is given by the similarity of their coordinate vectors ei and c/, and the discriminability of i and j is proportional to the Euclidean distance between ci and cj in the DN space. This is true regardless of whether the reference frame is 2D or 3D, Cartesian or polar, or viewer-or object-centered. For convenience and simplicity, we will illustrate the implications of this property using 2D Cartesian coordinates, but it is important to recognize that the analysis is not limited to such spaces. Recall that each VI variant was generated from the Basis object in its row by moving one line (part 1 ) six pixels; each V2 variant was generated by moving two lines (parts 1 and 2) the same direction and distance. In terms of their parts' coordinates, each Basis object is more similar to its VI variant (which differs in the position of one line) than to its V2 variant (which differs in the position of two). Let the six-pixel shift in a part's location correspond to a distance of 1.0 (in the 2D coordinate space). If coordinates are defined on line midpoints, then the Euclidean distance between each Basis object and its VI variant (in the DN vector space) is exactly 1.0; the distance between each Basis object and its V2 variant is 1.414 (the square root of If coordinates are defined on line endpoints, then the distance between the Basis objects and their VI variants is 1.414 (because two endpoints differ in their locations, each by 1.0), and the distance between the Basis objects and their V2 variants is 2.0 (because four endpoints differ). Finally, if coordinates are defined on both midpoints and endpoints, then the distance between the Basis objects and their VI variants is 1.732, and the distance between the Basis objects and their V2 variants is 2.449. Thus, regardless of whether line endpoints, midpoints, or both are taken as features, the Basis-V 1 pairs are more similar (less discriminable) than Basis-V2 pairs in terms of their features' coordinates. A coordinate-based measure of match therefore predicts that Basis-V pairs will be perceptually more confusable (e.g. in a same-different task) than Basis-V2 pairs.
It is important to emphasize the generality of this prediction. It applies to any coordinate-based measure of match that decreases monotonically with distance in the DN space of coordinate vectors. For example, it is impossible to change the prediction by differentially weighting the objects' features (e.g. as proposed by Edelman and Poggio, 1991) . Part 1 (which moves to make a VI variant from a Basis object) also moves in the corresponding V2 variant. Therefore, Basis-V similarity is greater than or equal to the Basis-V2 similarity for all sets of positive feature weights. Of course, it is possible to make the Basis-V2 coordinate similarity greater than the Basis-V l coordinate similarity by assigning a negative weight to part 2 (the horizontal that moves in the V2 variants but not in the VI variants).
With this weighting, the Basis-V similarity would be reduced (relative to Basis-V2 similarity) by virtue of the fact that part 2 is in the same location in the Basis object and its V variant.
However, this weighting would also cause the similarity between a Basis object and itself to be lower than the similarity between that Basis object and any other object in which part 2 is in a different location. Any plausible coordinate-based measure of similarity predicts that the Basis objects will be more difficult to discriminate from their VI variants than their V2 variants. As detailed in the General Discussion, all the view-based models of which we are aware make the same prediction. Any trend in the opposite direction suggests that subjects perceive these figures in terms of the categorical relations among their parts.
EXPERIMENTS
We ran a total of five experiments to test the perceptual similarity of objects like those in Fig. 1 . In each experiment, subjects were trained to name three target objects and then tested for their ability to discriminate them from a variety of distractors. In Experiment 1, targets were chosen from the set of Basis objects in Fig. 1 , and distractors were chosen from their VI and V2 variants. The results of Experiment 1 suggest that the Basis objects are perceptually more similar to their V2 variants than to their V 1 variants. Indeed, this experiment revealed virtually no evidence for any perceptual sensitivity to the coordinates of the object's features. Experiment 2 tested whether the findings of Experiment 1 would replicate when subjects were given unlimited time to view the objects. Experiment 3 tested whether the findings would replicate when subjects were explicitly trained to distinguish the Basis objects from their variants. Experiment 4 replicated Experiment 1 with 3D objects, and Experiment 5 replicated Experiment 1 with a new set of 2D objects to test an alternative account of the effects observed in Experiments 1-4. All five experiments showed that subjects are much more sensitive to the categorical relations among the objects' parts than to the coordinates of those parts.
General method
The experiments used similarity judgments (Experiments 1 and 5), identity judgments (Experiments 2 and 4), sequential same-different judgments (all experiments), and naming recognition (all experiments) to assess the perceptual similarity of the objects in Fig. 1 (Experiments 1-3 respectively). Similarity judgments provide a subjective measure of how similar the objects appear, and identity judgments (i.e. 'Which of these stimuli are identical?'), naming recognition, and same-different judgments provide objective measures of the objects' perceptual similarity. The same-different task is particularly appropriate for testing subjects' sensitivity to small differences between objects; for inter-stimulus intervals (ISIs) under about two seconds (Ellis and Allport, 1986) , same-different judgments are more sensitive to fine metric differences than is naming recognition (Besner and Coltheart, 1975; Bundesen and Larsen, 1975; Howard and Kerst, 1978; Bundesen et al., 1981; Larsen, 1985; Jolicoeur and Besner, 1987; see Cooper et al., 1992) . We used naming recognition to test whether the same effects obtain under recognition as under explicit visual judgment. Subjects always performed all three tasks in any experiment (except Experiment 3), and they always performed them in the same order (similarity or identity, then same-different, then naming recognition). Order was held constant so that subjects would have the most experience with the stimuli during the most difficult task (naming recognition), and so that they would have the opportunity to view all the distractors before performing the same-different and naming recognition tasks. 
Subjects
Undergraduate students at the University of California, Los Angeles, served as subjects in all the experiments. All had normal or corrected-to-normal vision and participated voluntarily for credit in undergraduate psychology courses at UCLA.
Stimuli
The 18 objects in Fig. 1 served as stimuli in Experiments 1-3. In Experiments 1 and 2, each subject was trained to recognize three Basis objects by name; their VI l and V2 variants served as distractors during the post training tasks. In Experiment 3, each subject was trained to recognize one Basis object and its two variants. In all experiments, stimuli were presented in black on a white background. Each object was drawn with lines two pixels wide and was approximately 2 cm high and 2 cm wide.
Subjects sat in a darkened room approximately 90 cm from the display (the objects subtended approximately 1.3 deg of visual angle). Subjects were not restrained with a chin rest or any similar apparatus.
Apparatus
Stimuli were displayed on a high-resolution color monitor controlled by a Macintosh IIfx computer using the MacProbe computer program (Aristometrics, CA). Responses were gathered via response-box and voice-key using a computer interface box.
Training
The same basic training procedure was used in all experiments. Each subject was trained to recognize three objects by name. Objects were grouped for counterbalancing into sets of three. In Experiments 1 and 2, set A consisted of Basis objects 1, 2, and 3; set B consisted of Basis objects 3, 4, and 5; and set C consisted of Basis objects 5, 6, and 1. In Experiment 3, each subject's training set consisted of one Basis object and its variants. Here, there was one set for each Basis object. We will refer to the objects in a subject's training set as his or her target objects.
Training proceeded in four phases. The first introduced the subject to his or her target objects by displaying them on the screen along with their names ('kip', 'kef', and 'kor', after Tarr and Pinker, 1989) . Subjects were allowed to view this display as long as they wished and were instructed that they would later be tested for their ability to recognize and name the objects. In the second phase, the target objects appeared on the screen one at a time and the subject selected the object's name using the mouse. Each trial began with one randomly selected object in the center of the screen and the names 'kip', 'kef', and 'kor' above it. Subjects were allowed to take as long as they needed to identify the object. Following the response, the computer displayed 'Correct' or 'Incorrect', the correct response was '[name]' at the bottom of the screen. The 'correct' message was displayed for one second and the 'incorrect' message was displayed for three seconds paired with a beep lasting 150 ms. This phase of training ended after the subject made 15 correct responses in a row.
The third phase was the same as the second except that Basis objects not in the training set also appeared on the screen. One object was displayed in the center of the screen with the three names and the word 'none' above it. Subjects selected the name of the object if it was in their training set and selected 'none' if it was not. This phase ended after the subject made 15 correct responses in a row. To discourage subjects from adopting a strategy in which they simply classified the objects on the basis of diagnostic features, the fourth phase of training required them to draw the target objects from memory. Each trial began by displaying a 46 x 46 mm' 2 square on the screen along with instructions telling the subject which object to draw (e.g. 'Draw kip'). Using the mouse, the subject drew the object inside the square. The computer only permitted the subject to draw straight lines, but a subject could draw as many lines as he or she wished. When the subject ended the trial (by double-clicking the mouse button), the corresponding target object was displayed above the drawing.
The subject was allowed to compare the drawing to the object, and indicated they were finished by pressing a response-box button. Except for giving the subjects the opportunity to compare their drawings to the actual objects, we did not evaluate the accuracy of their drawings. Subjects drew each object three times in random order.
EXPERIMENT 1
Experiment I used similarity judgments, speeded same-different judgments, and naming recognition to test whether subjects perceive the V or V2 variants ( Fig. 1 ) as more similar to the Basis objects.
4.1. Method 4.1.7. Subjects. Twelve subjects participated in this experiment.
4.1.2. Stimuli. The objects in Fig. 1 served as stimuli.
4.2. Experiment 1. 1: Similarity judgment 4.2.1. Design and procedure. On each trial, one target was displayed in the center of the screen with its VI and V2 variants 1.8 cm apart in a row 6.5 cm above it.
Subjects used the mouse to indicate which variant looked most like the target. They were allowed to take as much time as they wished to make each judgment.
After making the judgment, the subjects were tested for their ability to recognize the target. The variants were removed from the screen and the names 'kip', 'kef' and 'kor' appeared in a row above the target. The subject's task was to select the target's name with the mouse. The assignment of names to positions in the row was randomized. Trials were run in two blocks of nine. Each target appeared three times (in a random order) in each block.
Results and discussion.
Similarity judgments followed by incorrect naming responses (4.2%) were omitted from the analysis. Subjects chose the V2 variant as more similar to the target 75.5% of the time and the VI variant 24.5% of the time. A two-tailed, matched-pairs t-test revealed that this difference is statistically reliable (t ( 11 ) = 2.40, p < 0.05). Subjects' judgments about Basisvariant similarity were in the direction predicted by the objects' categorical relations.
4.3. Experiment 1.2 Experiment 1.2 used speeded same-different judgments to test subjects' ability to discriminate the Basis objects from their variants. On each trial, a subject viewed two objects in rapid succession and indicated whether they were identical or differed in any way. If subjects perceive the objects in terms of their parts' pairwise categorical relations, then they should more often say 'same' in response to a target paired with its V2 variant than to a target paired with its V 1 variant, even though the latter are objectively more similar in terms of their parts' coordinates.
4.3.1. Design and procedure. Subjects were told they would see two objects briefly and that their task was to judge whether they were exactly the same or differed in any way; they were encouraged to respond as quickly as they could without making errors. Following the instructions, subjects viewed a reminder display depicting their target objects paired with their names. They were allowed to view this display as long as they wished.
Each trial began with a fixation cross (2 cm x 2 cm [ 1.3 deg]) displayed for 1995 ms, followed by a blank screen (495 ms), the first object (240-750 ms as detailed below, and a blank screen for 90 ms), a pattern mask (240 ms; blank 45 ms), the second object (195 ms; blank 90 ms), and a second mask (240 ms). The mask was composed of large number of random straight lines. Subjects responded by pressing buttons marked 'SAME' and 'DIFF' on a response box. They sat with their fingers just above the buttons throughout the experiment.
Trials were run in three blocks of 24. The first was a practice block, in which the objects were displayed for 750 ms on the first trial and the display time was reduced by 30 ms every trial until it reached 240 ms. Display times were 240 ms in both post-practice blocks. The first object to appear on a given trial was placed in one of four locations (randomly chosen) on the screen (3.5 cm above, below, left, or right of the fixation cross); the second object appeared in a location randomly chosen from the three in which the first did not appear. The mask covered all four locations. Half the trials in a block were 'same' trials and half were 'different'. Every 'different' trial contained one target; half paired it with its V 1 variant, and half with its V2 variant. On half of the 'different' trials, the target appeared first, and on half it appeared second. Of the 12 'same' trials, six paired a target with itself (two trials for each target), and one paired each variant with itself, so an object's identity as a target or variant was uncorrelated with the correct response ('same' or 'different'). Subjects were not given accuracy feedback during the task. They were required to rest for at least 20 s after each block. The data reported below are from the second and third blocks only.
4.3.2. Results and discussion. Table 1 shows how often subjects said 'same' as a function of which object pair appeared on a trial (e.g. 'Basis-V I' shows the percentage of 'same' responses on VI-Basis and Basis-Vl trials).
Subjects were substantially more likely to incorrectly say 'same' to a Basis-V2 pair than to a Basis-Vl pair (87.96% vs. 11.58%, respectively). A two-tailed matched-pairs t-test revealed that this Table 1 . Means and standard errors of percent 'same' responses by object pair, Experiment 1.2 2 difference is statistically reliable (t (11) = 12.64, p < 0.01 ). Subjects were nearly as likely to say 'same' in response to a Basis object paired with its V2 variant as to a Basis object paired with itself (Table 1 , rows 5 and 1, respectively), as predicted by the hypothesis that subjects perceive these shapes in terms of the categorical relations between their parts. As shown in Fig. 2 , this trend obtained for all object pairs.
Throughout the remainder of this paper, we will present the results for individual object pairs only when they differ from one another.
Experiment 1.3
In Experiment 1.2, subjects were much more likely to confuse Basis objects with their categorically similar V2 variants than with their metrically similar V variants. Experiment 1.3 used speeded naming recognition to test whether similar effects obtain when subjects had to compare a stimulus to a representation in memory. On each trial, one object appeared briefly on the screen. The subject's task was to say its name (e.g. 'kip') if it was in their training set, or to say 'none' if it was not. The dependent measure of interest is the frequency with which subjects incorrectly say the name of a target object in response to its VI and V2 variants. If subjects represent these objects in terms of the categorical relations among their parts, then they should incorrectly give the name of a target in response to its V2 variant more often than they give its name in response to its V 1 variant. 4.4.1. Design and procedure.
Prior to the naming task, subjects performed a reminder task identical to the third training phase (object identification with distractors chosen from the set of untrained Basis objects). Next, they were told that objects would appear on the screen one at a time, and their task was to say the object's name if it had appeared in their training set, or to say 'none' if it had not. The instructions emphasized that unless the object was identical to one of the objects in their training set, the correct response was 'none'. The instructions were followed by a display showing the target objects along with their names. Subjects were allowed to examine the display for as long as they wished.
Each trial began with a fixation cross (2 cm; displayed for 1995 ms in the center of the screen), followed by blank screen (495 ms), an object in the center of the screen (150-750 ms; see below), a blank screen (90 ms), and a pattern mask (240 ms). The experimenter remained in the room during the entire session and recorded the subject's responses via the keyboard. The experimenter could not see the display.
Trials were run in five blocks of 12. Within a block, half the trials presented distractor objects (chosen from the targets' V and V2 variants) and the other half presented targets (Basis objects on which the subject had been trained). Each target appeared twice per block (for six trials), and each distractor appeared once per block (for six trials). Presentation order was randomized.
The first block was a practice block, during which the display times started at 750 ms and decreased by 45 ms every trial until they reached 150 ms. Objects were displayed for 150 ms in blocks two through five. The data reported below are from blocks two through five only. Table 2 summarizes subjects' responses as a function of which object appeared on a given trial. For example, the row Basis Name shows how often a subject said the name of a target Basis object (e.g. 'kip') in response to that Basis object (column Basis), its V variant (column V1), and its V2 variant (column V2). 'None' shows how often subjects said 'none' in response to a target (column Basis), its V variant (column VI ), and its V2 variant (column V2). Other shows other errors (e.g. saying 'kip' in response to an image of 'kef', etc.). Of primary interest is subjects' tendency to say the name of a target in response to its VI and V2 variants (row 1, columns 2 and 3). Subjects mistook V2 variants for targets substantially more often than they mistook VI variants for targets (86.11 % vs. 6.25%, respectively; t ( 11 ) = 24.07, p < 0.01); they very rarely mistook a V variant for a target. Like the pattern observed in Experiment 1.2, this pattern is consistent with the hypothesis that subjects perceive these objects (and encode in them memory) in terms of the categorical relations among their parts.
General discussion, Experiment 1
In terms of their parts' coordinates (in any type of reference frame), the Basis objects are more similar to their V variants than to their V2 variants. If subjects represent these objects in terms of their parts' coordinates, then they should both judge the VI-Basis similarity higher than the V2-Basis similarity, and they should mistake V 1 variants for Basis objects more often than they mistake V2 variants for Basis objects. Neither of these effects obtained. In Experiment 1.1, subjects judged the target (Basis) objects more similar to their V2 variants than to their V variants. In Experiment 1.2, they incorrectly called a target and its V2 variant 'same' much more often than they called a target and its V variant 'same'. And in Experiment 1.3, confusions in naming recognition were again much more frequent for V2 variants than for V variants. These findings are consistent with the hypothesis that subjects perceive the categorical above/below relation that distinguishes each Basis object from its VI variant.
Interestingly, subjects' performance discriminating the Basis objects from their categorically-similar (but metrically very different) V2 variants was often well below chance. This finding suggests that the role of coordinates in shape perception is at best weak compared to the role of categorical relations.
One limitation of Experiment 1 is that our failure to find evidence for coordinatebased representations may simply reflect the limits of the subjects' visual acuity. If subjects represent the objects in Fig. 1 in terms of their parts' coordinates but those coordinates have only coarse spatial resolution, then they may have had difficulty perceiving the small differences between the Basis objects and their V2 variants. To address this possibility, Experiment 2.1 used an identity judgment task. One target (Basis) object and three probe objects were simultaneously displayed on the screen and the subject's task was to identify which probe was identical to the target. One probe was identical to the target, and the others were its VI and V2 variants. If the results of Experiment 1 reflect subjects' inability to perceive the differences between the Basis objects and their V2 variants, then they should be near chance choosing the Basis probe over the V2 probe in this task. A second limitation of Experiment 1 is that the rapid displays may have led us to underestimate subjects' sensitivity to the differences between the Basis objects and their V2 variants: Given time to examine the objects, subjects might easily reject the V2 variants as different from the Basis objects. To address this possibility, Experiments 2.2 and 2.3 replicated Experiments 1.2 and 1.3 using subject-controlled display times.
5.1. Method 5.1.1. Subjects. Twelve subjects participated in this experiment. 5.1.2. Stimuli. The stimuli were the same as those in Experiment 1.
Experiment 2.1 I
On each trial, the subject viewed a target (trained Basis) object and three probe objects, and the task was to say which probe was identical to the target. If the results of Experiment 1 reflect the limits of visual acuity, then subjects should be near chance distinguishing the Basis probes from the V2 probes. This experiment was designed to address an additional question as well. In Experiment 1.1 subjects tended to choose the V2 variants as most similar to the Basis objects. These judgments may have established a bias that carried forward to Experiments 1.2 and 1.3. In Experiment 2.1, we explicitly instructed subjects to compare the targets to the probes by 'mentally overlaying them' to determine how much contour they have in common. This operation is analogous to the alignments some coordinate-based models use to match images to object memory (e.g. Lowe, 1987; Ullman, 1989; Olshaussen et al., 1993) . Our instructing subjects to compare the objects in this manner was intended to bias them to use a coordinate-based measure of match in the identity judgment task.
5.2. 1. Design and procedure.
Before beginning Experiment 2.1, subjects were trained to name three Basis (target) objects as described previously. They were told that they would see a target and three probes, and that their task was to decide which probe was identical to the target. Subjects were instructed to '...mentally place the [target] over each [probe] , and try to determine which [probe] is identical to the [target]'. The computer illustrated the 'mental overlaying' process by aligning line drawings of common objects. The judgment trials began after the subject indicated that he or she understood the instructions. On each trial, three probes were displayed above a single target. The target was always one of the trained Basis objects, and the probes were the Basis object and its two variants. Subjects were allowed to view the display for as long as they wished. They were not given feedback. Once the subject selected a probe, the probes were replaced with the names 'kip', 'kef', and 'kor', and the subject selected the target's name with the mouse. Trials were run in two blocks of nine.
Results and discussion.
Trials followed by incorrect names (0.7%) were omitted from the analysis.
On the remainder, subjects selected the correct probe 87.84% of the time. They incorrectly chose the V2 probe 10.98% of the time, and incorrectly chose the VI probe 1.19% of the time. These response rates are all reliably different from chance (33.33%) (Target: t(11) = 10.00, p < 0.01; V2:
t(11) = 4.83, p < 0.01; VI: t(11) = 27.01, p < 0.01). We also tested the Basis and V2 probes against a 50% criterion of chance to determine whether subjects had a better than 50/50 chance of choosing the Basis probe over the V2 probe. Using this criterion, the Basis and V2 probe choice rates are still reliably different from chance (Target: t ( 11 ) = 3.44, p < 0.01; V2: t ( 11 ) = 8.43, p < 0.01). Allowed to view the Basis and V2 objects simultaneously, subjects can easily discriminate them, suggesting that the results of Experiment 1 do not simply reflect the limits of human visual acuity. Despite our instructing subjects to make these judgments by comparing the objects' common contour, they were still over nine times as likely to incorrectly choose the V2 probe than the VI probe (10.98% vs. 1.19%, respectively; t (11) = 2.45, p < 0.05). Apparently, the 'mental overlaying' instruction had little effect on subjects' judgments.
Experiment 2.2
Experiment 2.2 was designed to test whether the results of Experiment 1.2 (speeded same-different judgment) would replicate when subjects were given unlimited time to view the objects. 5.3.1. Design and procedure.
This experiment was identical to Experiment 1.2 except for the exposure durations. Each trial began with a fixation cross (1995 ms) followed by a blank screen (495 ms). The first object was then displayed in one of four locations, randomly chosen (3.5 cm above, left, right, or below fixation).
Subjects viewed this display for as long as they wished and terminated it by pressing a response box button. A mask then appeared (240 ms), followed by a blank screen (45 ms). The second object was then displayed in one of the three positions in which the first did not appear (randomly chosen). Subjects terminated the display by pushing Specifically, the first display contained the statement 'Press either button when you are finished examining the object'. The second contained 'Press the appropriate response button (i.e. SAME or DIFF)'. Subjects were required to rest for at least 20 s after each block. The data reported below are from the second and third blocks only.
5.3.2. Results and discussion. Subjects' responses are summarized in Table 3 . The data of interest are again the incorrect 'same' responses to Basis-V and Basis-V2 pairs. Even when they were given unlimited time to view the objects, subjects incorrectly classified the Basis objects and their V2 variants as 'same' 51.85% of the time. This error rate is reliably greater than the 4.63% error rate with the VI variants (t ( 11 ) = 3.96, p < 0.01), replicating the basic pattern observed in Experiment 1.2. Subjects are apparently insensitive to the coordinates of the objects' features, even given unlimited time to view them.
Experiment 2.3
Experiment 2.3 was designed to test whether the effects observed in Experiment 1.3 (greater V2 than VI confusions in naming recognition) would replicate when subjects were allowed to view each object for as long as they wished.
5.4. 1. Design and procedure. The method was identical to that of Experiment 1.3 except that subjects controlled the display times. Each object remained on the screen until the subject responded (saying 'kip', 'kef', 'kor', or 'none' into a microphone attached to a voice key), after which the object was replaced by a mask. Trials were run in five blocks of twelve, the first of which was practice. Trials were counterbalanced as in Experiment 1.3. The results presented below are from blocks two through five. Table 4 summarizes subjects' responses to the target (Basis) objects and their variants. The data of primary interest are the confusion rates for the V and V2 variants (i.e. saying a target's name in response to one of its variants; Table 4 . Means and standard errors of percent responses by object, Experiment 2.3 row 1, columns 2 and 3). As in Experiment 1.3, subjects were reliably more likely to mistake a V2 variant for a target than to mistake a VI variant for a target (56.25% vs. 11.11%; t(11) = 3.04, p < 0.05). Not surprisingly, subjects were less likely to mistake V2 variants for targets in this experiment than in Experiment 1.3 (86.11 %).
Results and discussion.
Giving them unlimited time to view the V2 variants improved their performance, but it did not bring their ability to make this discrimination to the same level as their ability to discriminate the targets from the V 1 variants. Subjects' tendency to mistake V2 variants for targets in Experiment 1.3 did not wholly reflect the rapid presentations used in that experiment.
General discussion, Experiment 2
Experiment 2 was designed to explore whether the results of Experiment 1 simply reflect the limits of visual acuity or effects of the rapid displays. In Experiment 2.1, subjects successfully distinguished the Basis objects from their V2 variants under simultaneous presentation, indicating that acuity alone cannot explain subjects' poor performance with the V2 variants in Experiments 1.2 and 1.3. The results of Experiments 2.2 and 2.3 suggest that the results of Experiment 1 do not simply reflect the brief displays. These experiments used subject-controlled display times and replicated the basic findings of Experiments 1.2 and 1.3.
A more serious limitation of Experiments 1 and 2 is that the results may simply reflect our subjects' response criteria. It is possible that subjects represent the target objects in terms of their parts' coordinates but simply did not realize that small changes in a part's coordinates (without accompanying changes in its position relative to another part) constituted a change in the object. This is especially plausible given that the subjects received no feedback during the same-different and namingrecognition tasks. Moreover, subjects were trained only to discriminate the various Basis objects, which differ from one another in the categorical relations among their parts. As such, the training procedure may have biased subjects to attend selectively to such properties. Experiment 3 was designed to address both these possibilities.
EXPERIMENT 3
In Experiment 3, subjects were trained to name one Basis object and its VI and V2 variants. Explicitly training subjects to use different names for the Basis, V 1, and V2 objects should make it clear that even subtle differences are sufficient to define two objects as 'different'. If Experiment 3 replicates the effects observed in Experiments 1 and 2, then we can have some confidence that those effects do not wholly reflect the subjects' expectations or biases. Because completing the training indicates that a subject can distinguish the objects given enough time, the same-different and naming tasks used speeded presentations like those of Experiment 1. 6.1. Method 6.1.1 Subjects. Twelve subjects participated in this experiment. 6.1.2. Stimuli. Each subject was trained to name one Basis object and its V and V2 variants. Two subjects were randomly assigned to each of the six object sets (corresponding to the six rows in Fig. 1 ).
6.2. Experiment 3.1 1 6.2.1. Design and procedure. Experiment 3.1 used a speeded same-different judgment task. The experimental procedure was identical to that of Experiment 1.2 except for the counterbalancing of trials within blocks. Here, the twelve 'different' trials consisted of two presentations of all possible combinations of trained objects in each order. The twelve 'same' trials consisted of four presentations of each trained object paired with itself.
Results and discussion.
The results are summarized in Table 5 . Subjects incorrectly called the Basis objects and V2 variants 'same' 61.80% of the time, and incorrectly called the Basis objects and their V 1 variants 'same' 9.72% of the time (t ( 11 ) = 7.17, p < 0.01). Although Basis-V2 confusions were less frequent in this experiment than in Experiment 1.2 (87.96%), performance was not reliably better than chance (t ( 11 ) = 1.66, 0.2 > p > 0.1). This finding suggests that subjects'
poor Basis-V2 discrimination performance in Experiments 1.2 and 2.2 is attributable neither to confusion about what constitutes a 'different' object nor to response biases established during training. Rather, it likely reflects subjects' inability to distinguish the Basis and V2 objects, which differ only (although substantially) in terms of their Experiment 3.2 used the same basic procedure as Experiment 1.3 (naming recognition with speeded displays). Except for the difference in the subjects' training sets, the only modification was that the distractors in this experiment were chosen from the five non-target Basis objects. Subjects were instructed to identify objects that were not in their training set as 'none'. Trials were run in five blocks of twelve. Trials within a block were counterbalanced as in Experiment 1.3 except for the 'none' trials. Here, each non-target Basis object was used as a distractor once, except for one (randomly chosen) that was used twice. Presentation order was randomized within blocks. The dependent variable of primary interest is subjects' tendency to confuse the VI, V2, and Basis objects on which they had been trained (i.e. giving the name of one trained object in response to the image of a different trained object), rather than their tendency to confuse trained objects with untrained objects. 6.3.2. Results and discussion. Subjects correctly named the Basis objects 81.25% of the time (standard error = 5.44%), the VI variants 98.96% of the time (1.04%), and the V2 variants 78.13% of the time (6.73%). They confused the trained Basis objects with their V2 variants (giving the name of one in response to the other) 16.15% of the time, and with their VI variants 1.56% of the time (t ( 11 ) = 3.92, p < 0.01).
Subjects confused VI variants with V2 variants 2.08% of the time. Performance distinguishing the trained Basis objects from their V2 variants was substantially better than performance on the same discrimination in Experiment 1.3 (86.11 % errors), but subjects were still more than five times as likely to mistake a trained Basis object for its V2 variant than to mistake it for its VI variant. Importantly, this pattern obtained even though subjects were explicitly trained to distinguish these objects.
General discussion, Experiment 3
The training phase of Experiment 3 required subjects to learn to distinguish a Basis object from its VI and V2 variants, but subjects still had substantial difficulty distinguishing Basis objects from their categorically similar V2 variants. Like the results of the previous experiments, these findings suggest that the pair-wise categorical relations between an object's parts are perceptually much more salient than the parts' coordinates. They also suggest that the effects observed in Experiments 1 and 2 cannot wholly reflect response criteria, strategies, or biases developed during training.
Moreover, there was no similarity judgment task in this experiment, but subjects still made many more Basis-V2 confusions than Basis-V confusions in both the samedifferent and naming tasks. This indicates that performance on the same-different and naming recognition tasks of Experiments 1 and 2 cannot be explained in terms of biases developed during the similarity-and identity-judgment tasks.
EXPERIMENT 4
Experiments 1-3 were designed to explore how subjects represent the configuration of an object's parts, but it is possible that some of our stimulus manipulations affected the identities of those parts. For example, subjects may perceive the shift in the position of the short vertical line from the Basis objects to their V variants as a change in the identity of a two-line feature, e.g. from a 'downward-pointing asymmetrical T vertex' to an 'upward-pointing asymmetrical T vertex'. Such an interpretation of the stimuli could explain why subjects made more V2-Basis than V 1-Basis confusions in Experiments 1-3. This interpretation is especially plausible given that the objects used in these experiments are composed of simple lines. Although no extant theory predicts that 'downward-pointing asymmetrical Ts' and 'upward-pointing asymmetrical Ts' are different 'features' for shape perception, numerous theories assume that features are defined by specific configurations of line segments (or edges) (e.g. McClelland and Rumelhart, 1981; Biederman, 1987; Hummel and Biederman, 1992; Dickenson et al., 1993; among others) . As such, it is not difficult to imagine that our subjects treated these simple configurations of lines as different features. Experiments 4 and 5 were designed in part to address this issue.
Experiment 4 was essentially the same as Experiment 1 except that the stimuli were line drawings of 3D objects composed of convex, volumetric parts (Fig. 3) .
Although numerous theories of shape perception posit primitive features defined by collections of lines, none posit features defined by collections of volumes. Among other limitations, such a theory would have to posit an enormous number of primitive features for recognition (Biederman, 1987) . There are also data suggesting that we perceptually segment objects into separate, convex parts (e.g. at pairs of matched concavities in the image) rather than integrating multiple convex parts into single 'features' (Hoffman and Richards, 1985; Biederman, 1987; Biederman and Cooper, 1991; Palmer and Rock, 1994) . As such, one way to increase our confidence that our results speak to the representation of the configuration of an object's parts-rather than the identities of those parts-is to see whether they replicate with images of 3D objects composed of convex volumes that meet at matched concavities. 3D objects are also more natural than 2D objects, so it is important to know whether the observed effects generalize to them. The stimuli used in Experiment 4 were designed according to exactly the same criteria as the 2D stimuli of Experiments 1-3, except that the lines were replaced by volumes and the objects were displayed at multiple orientations in depth (Fig. 3) .
7.1. Method 7.7.1. Subjects. 18 subjects participated in this experiment.
7.1.2. Stimuli. The stimuli were line drawings of 3D objects (a subset are depicted in Fig. 3 ) adapted from the 2D objects in Fig. 1 by replacing each line segment with an elongated rod (except for the base, which was replaced by a slab). They were created with Professional Swivel 3D (Paracomp, San Francisco, CA). There were six Basis objects, each with one V and one V2 variant. Each object was displayed at three orientations in depth separated by 60 deg about the vertical axis. 7.1.3. Training. Training was like that of Experiments 1-3 except that the objects were presented at multiple orientations in depth. In phase 1, the three Basis objects in a subject's training set (target objects) were displayed only in the 0 deg orientation. On each trial in phase 2, one target was displayed at a randomly chosen orientation (0, +60, or -60 deg) and the subject's task was to identify it as 'kip', 'kef', or 'kor'. Subjects were instructed to ignore an object's orientation. In phase 3, both target and non-target Basis objects were displayed at randomly chosen orientations in the center of the screen and subjects were instructed to identify each as 'kip', 'kef', 'kor' or 'none'. They were instructed to ignore orientation and to respond 'none' only when the 3D shape of an object did not exactly match any of the objects in the training set. In the final phase, subjects drew one stick-figure version of each target object at the 0-deg orientation.
7.2. Experiment 4.1 1 7.2.1. Design and procedure. Experiment 4.1 was exactly like Experiment 2.1 (identity judgment), except that it used the 3D objects and subjects were not explicitly instructed to use an alignment-based criterion of match. (That instruction apparently had no effect in Experiment 2.1.) On each trial, four objects appeared on the screen (one target and three probes) at the same orientation. The task was to select the probe that was identical to the target. After selecting a probe, the subject identified the target by name. Trials were run in two blocks of nine. Each trained Basis object appeared as a target three times in each block, once in each orientation, in a random order. 7.2.2. Results and discussion. Trials followed by incorrect names were omitted from the analysis (1.23%). Subjects correctly selected the trained Basis probe 79.10% of the time (standard error = 5.56%). They incorrectly selected the V2 probe 14.48% of the time (3.94%), and the VI probe 6.42% of the time (2.15%) (t ( 17) = 2.63, p < 0.05). Selection rates for all three probes were reliably different from chance (33%) (V2: t ( 17) = 4.78, p < 0.01; VI: t ( 17) = 12.36, p < 0.01; Basis: t ( 17) _ 8.29, p < 0.01). These error rates are greater than those with the 2D objects (in Experiment 2.1, error rates were 9.66% and 0.93% for the V2 and VI probes, respectively), suggesting that these objects are more generally difficult to discriminate than their 2D counterparts.
7.3. Experiment 4.2 7.3.1. Design and procedure. Experiment 4.2 used a speeded same-different judgment task identical to that of Experiment 1.2 except for the display times. Each trial began with a fixation cross (1995 ms), followed by a blank screen (495 ms), the first Table 6 . Means and standard errors of percent 'same' responses by object pair, Experiment 4.2 object (495 ms; blank 90 ms), a mask (140 ms; blank 45 ms), the second object (495 ms; blank 90 ms), and a second mask (240 ms). The two objects appeared at the same orientation on any given trial. Trials were run in three blocks of 24, where the first block served as practice. Blocks were counterbalanced in the same was as in Experiment 1.2. The data below are from the second and third blocks only.
Results and discussion.
The results are summarized in Table 6 . Subjects were reliably more likely to incorrectly respond 'same' to a target paired with its V2 variant (81.17%) than to a target paired with its VI variant (40.12%) (t ( 17) _ 3.18, p < 0.05). Although this difference is less marked than the same difference with the 2D objects (in Experiment 1.2, confusion rates were 88.96% and 11.58% for V2 and V 1 variants, respectively), it is nonetheless substantial (the interaction, V 1 vs. V2 x Experiment 1 vs. Experiment 4 is reliable; F(l, 56) = 12.138, p < 0.01). The basic effect observed in Experiments 1.2, 2.2, and 3.1 obtained with the 3D objects. The effect is attenuated relative to the effect in the experiments primarily because subjects were more likely to make Basis-V1 confusions here than in Experiments 1-3 (Experiment I vs. Experiment 4, F(l, 56) = 12.138, p < 0.01). The reason for this increase in Vl-Basis confusions is unclear, but it is consistent with the idea that these objects are simply more difficult to discriminate than the 2D objects. It is tempting to speculate that the increase in Basis-V confusions reflects subjects' adopting a more coordinate-based criterion of match with these objects than with the 2D objects used in the previous experiments. However, this speculation is not supported by the fact that subjects made reliably more Basis-V2 than Basis-Vl confusions even with the 3D objects. 7.4. Experiment 4.3 7.4.1. Design and procedure. Experiment 4.3 was identical to Experiment 1.3 (speeded naming recognition) except that the objects appeared in a variety of orientations in depth. Subjects were instructed to identify each object as 'kip', 'kef', 'kor' or 'none', ignoring orientation. Trials were run in two blocks of 36. They were counterbalanced as in Experiment 1.3 except that they were also counterbalanced with respect to orientation. Presentation order was randomized within blocks. The data reported below are from both blocks. Table 7 . Means and standard errors of percent responses by object, Experiment 4.3 7.4.2. Results and discussion. Table 7 summarizes subjects' naming responses as a function of which object appeared on a given trial. As before, the measure of interest is the likelihood of saying the name of a target in response to its V and V2 variants (row 1, columns 2 and 3). Subjects were again more likely to give the name of a target (Basis) object in response to its V2 variant than its VI variant (87.66% vs. 30.25%, respectively; t(35) = 5.54, p < 0.01). However, they were also more likely to mistake a VI variant for a target than they were in Experiment 1.3. This interaction (Experiment 1 vs. Experiment 4 x V vs. V2) approaches reliability (F(l, 56) = 3.71, 0.05 < p < 0.06).
General discussion, Experiment 4
Experiment 4 replicated Experiments 2.1, 1.2, and 1.3 with 3D objects. In Experiment 4.1, subjects successfully discriminated the trained 3D Basis objects from their V and V2 variants under simultaneous presentation.
With the 3D objects, as with the 2D objects, subjects' confusions in sequential same-different judgments and naming recognition were predicted by the objects' similarity in terms of the categorical relations between their parts, rather than their parts' coordinates. This finding is less amenable than the findings of Experiments 1-3 to explanation in terms of the VI 1 variants' differing from the Basis objects in the identity of a primitive feature. To explain these data in such terms, one would have to assume that volumetric parts in specific configurations can serve as primitive features for shape perception. There are both theoretical and empirical reasons to regard this assumption as suspect, but it is impossible to falsify the feature-based interpretation of our results in any strong sense until we know with certainty what constitutes a 'feature' for shape perception. The best we can do is accumulate evidence that the observed effects reflect the way or ways subjects represent the configuration of an object's parts, rather than the specific vocabulary of parts. Experiment 5 was designed to provide such evidence by testing another account of the effects observed in Experiments 1-4.
EXPERIMENT 5
In Experiments 1-4, it is possible that subjects perceived the difference between the Basis and VI objects as a difference of the form, 'the part composed of the long horizontal connected to the short vertical has rotated 180 deg about a horizontal axis' 2 (compare the Basis and V objects in Fig. 1 ). This interpretation applies to both the 2D and the 3D stimuli. If this interpretation is correct, then our experiments would be comparing a change in the location of a two-part part in the V2 variants (the part formed by the horizontal and vertical lines/parts) with a change in the orientation of that two-part part in the VI variants.
Experiment 5 was designed to address this possibility.
The stimuli (Fig. 4) were designed to make it impossible to perceive the 'location change' in the V 1 variants as a rotation of a two-part part. They were also designed to provide an additional test of the hypothesis that subjects perceive that change as a basic feature change. In these stimuli, the short vertical line that undergoes the change in the VI variants has been moved inward along the horizontal to which it is attached (compare the VI variants in Figs 1 and 4) . The result is that the short vertical now forms an X junction with the horizontal (they formed a T junction in the original stimuli). This is important because it is possible that a T junction is not as strong a parsing cue as an X junction. If so, then subjects should be less inclined to perceive these vertical-horizontal pairs as a single two-part part. (If subjects group over both X and T junctions, then every object is just one 'holistic feature', and there is no basis-according to any theory-for predicting any difference between subjects' responses to the V 1 and V2 variants.) The most important modification is the addition of a short horizontal line to the top of the short vertical. This new line serves two functions. First, it makes the rotation interpretation of the V variants implausible. Even if subjects group the short vertical with the long horizontal, then by virtue of the new horizontal, the resulting multi-part part in the V variants (here, it contains three sub-parts rather than two) is not the same as a rotation of the corresponding multi-part part of the Basis object (compare the V variants in Figs 1 and 4) . If the pattern of effects observed in Experiments 1-4 persists with these new stimuli, then we can have confidence that they do not reflect subjects' perceiving the change in the vertical's position as a rotation.
The second function performed by the new short horizontal is that it moves with the short vertical in both the VI and V2 variants. As such, according to a coordinatebased account, it should provide an additional source of information to distinguish both types of targets from the distractors: In the new V variants, two parts move (rather than one), and in the new V2 variants, three move (rather than two). (To keep the number of parts that move in the V2 variants below half the total number of parts, we also added a short horizontal to the top of the tall vertical of each object. In the new V2 variants, three of seven parts move, and in the V2 variants in Fig. 2 , two of five parts move.) A coordinate-based measure of match predicts that the Basis and variant objects in Fig. 4 will be more discriminable than those in Fig. 1 (since a larger fraction of their parts move); this greater discriminability should manifest itself as lower error rates in this experiment than in Experiment 1 (for both the VI and V2 variants). By contrast, if subjects perceive these objects in terms of their parts' categorical relations, then the opposite pattern is expected: The new horizontals introduce additional relations that do not change from a Basis object to either of its variants (making the basis objects more similar to their variants in Fig. 4 than in Fig. 1 ), so the basis-variant pairs in Fig. 4 should be more difficult to discriminate than those in Fig. 1 . Similarity judgments followed by incorrect names (7.73%) were omitted from the analysis. Subjects chose the V2 variants as more similar to the Basis objects (targets) 72.62% of the time and the Vl variants 27.38% of the time (t ( 11 ) = 2.34, p < 0.05). This pattern replicates the basic pattern observed in Experiments 1.1, 2.1, and 4.1.
Experiment 5.2
Experiment 5.2 was identical to Experiment 1.2 (speeded sequential same-different judgment) except for the stimuli.
8.3.1. Results and discussion. Table 8 summarizes subjects' responses to the various object pairs. Subjects were again more likely to say 'same' in response to Basis-V2 pairs than Basis-VI pairs (86.57% vs. 63.96%, respectively; t(11) = 2.55, p < 0.05), replicating the basic pattern observed in Experiments 1.2, 2.2, 3.1, and 4.2. However, the difference between the Basis-V and Basis-V2 'same' response rates was less marked than the corresponding difference in Experiment 1 (the interaction, VI vs. V2 x Experiment 1 vs. Experiment 5 is statistically reliable; F(1,44) = 20.82, p < 0.01): Subjects were more likely to respond 'same' to a Basis-Vl pairs in this experiment than in Experiment 1.2 (63.96% vs. 11.58%, respectively; t (22) = 5.25, p < 0.01). This increase in Basis-V confusions is predicted by the account that subjects represent the objects in terms of their parts' locations relative to one another; it is inconsistent with the idea that they represent them in terms of their coordinates. However, counter to the account that subjects represent these objects in terms of their parts interrelations, the Basis-V2 confusion rate was about the same in this experiment (86.57%) as in Experiment 1.2 (87.96%) (t (22) 8.4.1. Results and discussion. Table 9 summarizes subjects' responses to the target objects and their variants. Subjects again mistook V2 variants for targets reliably more Experiment 5 replicated the basic pattern of effects observed in Experiments 1-4, suggesting that those effects do not reflect subjects' perceiving our manipulation as a rotation of a two-part part. Rather, it is more likely perceived as a change in the location of the vertical line, as intended. Moreover, as predicted by the hypothesis that subjects perceive these objects in terms of their parts' relations to one another, Basis-V confusions were more frequent in this experiment than in Experiment 1. Neither of these effects is consistent with the idea that we represent an object's features or parts in terms of their coordinates in a spatial reference frame.
GENERAL DISCUSSION
The question of how we perceive the configuration of an object's features or parts is important, but virtually nothing is known about its answer. The five experiments reported here used a variety of perceptual tasks to test subjects' perceptual sensitivity to the categorical relations and coordinates of the parts of simple 2D and 3D objects. The results consistently supported the hypothesis that people perceive the configuration of an object's features or parts in terms of their pair-wise categorical relations. Across a wide variety of tasks and stimuli, subjects were consistently more likely to confuse Basis objects with their V2 variants, which share categorical relations with the Basis objects, than with their V variants, which differ from the Basis objects in the categorical relations among their parts. This effect obtained even though the V I variants are more similar to the Basis objects in terms of their parts' coordinates.
These data pose a challenge to current 'view-based' models of shape perception, which represent objects in terms of their features' numerical coordinates in a spatial reference frame (Ullman, 1989; Poggio and Edelman, 1990; Ullman and Basri, 1991; Bulthoff and Edelman, 1992; Olshaussen et al., 1993; Vetter et al., 1994; Bulthoff et al., 1995; Tarr, 1995; Edelman et al., 1996) . Our subjects' inability to distinguish the Basis objects from their V2 variants with above-chance accuracy suggests that, to the extent that coordinates play any explicit role in shape perception, they are likely to be specified only very coarsely . The six-pixel change that distinguishes the Basis objects from their V2 variants is over 10% of those objects' total height (57 pixels)-a figure well within the numerical precision required by the normalization procedures performed by extant view-based models.
It is important to emphasize the generality of this result. The stimuli were created such that one of the two parts that moved in any V2 variant was always the part that moved in the corresponding VI variant.
Therefore, as noted in the Introduction, the predictions of a coordinate-based model with regard to our stimuli cannot be reversed (i.e. to conform to our findings) simply by differentially weighting the various features in our stimuli (e.g. as described by Edelman and Poggio, 1991) . Any weighting that would make the Basis-V discriminability greater than the Basis-V2 discriminability would also make the Basis-Basis discriminability greater than the Basis-V2 discriminability.
It is also impossible to account for our findings simply by assuming that objects are perceived in terms of a hierarchy of coordinate systems. This point bears elaborating. A natural hypothesis to generate in response to our findings is the following: Although the data are inconsistent with perception based on any single linear3 coordinate system, it might be possible to account for them in terms of a hierarchy of linear coordinate systems. For example, each part might be represented in terms its coordinates relative to a reference point on some other part (e.g. the part or parts to which the former is attached). Like a structural description, this type of representation would specify the locations of an object's features relative to multiple reference points; but like a viewbased representation, each reference point would serve as the origin of a simple linear coordinate system. This proposal cannot account for our findings because any set of hierarchical linear coordinates is equivalent to some set of 'flat' (i.e. single-referencepoint) linear coordinates, so the similarity relations that derive from any hierarchy of linear coordinate systems are equivalent to the similarity relations that derive from a single linear coordinate system. The findings reported here are inconsistent with any model of shape perception based on any set of linear coordinates. An intuitive explanation of our data-and the hypothesis that motivated the experiments-is that our subjects perceived our stimuli in terms of the categorical relations among their parts (as suggested by structural description theories of shape perception; Biederman, 1987; Hummel and Biederman, 1992; Dickenson et al., 1993) . More specifically, the data suggest that (a) the configuration of an object's parts is perceived with respect to multiple reference points, and (b) the perceived value of a relation varies in a non-linear fashion with the relative location of the points in the image. What are the reference points and what is the nonlinearity? In the next section, we propose a simple, preliminary model that attempts to address these questions. The model defines relations on the midpoints of connected lines (as we assumed earlier with coordinate-based analyses), and codes the relation between two such points as a logistic function of the difference between their coordinates in the image. (In the general model, relations may be defined on several points, including endpoints, midpoints and others. For simplicity, the simulations reported below are based on midpoints only.) We chose the logistic function for three reasons. First, it is attractive from a computational perspective: A logistic coding of relative location has all the advantages associated with a categorical representation (e.g. robustness to stimulus noise and variations in viewpoint, as noted in the Introduction) without many of the disadvantages (e.g. insensitivity to potentially important metric properties; see Stankiewicz and Hummel, 1996) . Second, it is consistent with categorical effects that have been observed in vision (e.g. Foster and Ferraro, 1989) , and other domains, such as speech perception. And third, it is simple. The resulting model provides an excellent qualitative account of our findings with only a single free parameter.
A preliminary model of the perception of spatial relations
Consider two points, i and j, and let the scaled position of i relative to j along axis a (where a = X and a = Y are the horizontal and vertical image axes) be where ai is the coordinate of i on a, aj is the coordinate of j on a, and la, and laj are the lengths, along a, of the parts to which i and j belong. The scaled position of i relative to j along a is simply the difference of their coordinates on a scaled by the lengths (on a) of the parts to which they belong. Scaling P in this fashion makes it scale-invariant (i.e. it will not change with the absolute size of the object's image).
Shape perception (at least for recognition) is scale-invariant . As discussed shortly, the nonlinearity introduced by this scaling also provides a good account of the experimental findings reported here all by itself (although it does not provide a general account of categorical effects in perception).
Consider Fig where rc is a scaling constant. Figure 5 (b) illustrates R as a function of P. R is 0.5 when P is 0, that is, when i and j have the same coordinate on axis a (ai = a¡); R is less than 0.5 when ai is less than a¡ (e.g. for a = Y, when i is below j ); and R is greater than 0.5 when ai is greater than aj (for a = Y, when i is above j). Most importantly, the derivative of R is greatest where P = 0; that is, for a constant change in P, the change in R is greatest near the categorical boundary of P, and a given change in P produces the greatest change in R when P crosses the categorical boundary (e.g. when i goes from below j to above it). In this respect, R is categorical. However, R differs from a strictly categorical relation in that it does not discard all metric information. K determines the steepness of R. When K = 00, R is a step function that evaluates to zero for all P < 0 and to 1 for all P > 0 (here, R is completely categorical); for all other K > 0, R is a sigmoid whose steepness is proportional to K.
Let an object be represented as a vector r of relations Ru (i, j) between the midpoints on all pairs of connected4 parts. Let D(m, n), the discriminability of objects m and n, be proportional to the Euclidean distance between r,,, and r,,, the vectors describing m and n, respectively. Specifically, where Nr is the dimensionality of r,M and r,,. Scaling D by N,-causes D to vary with the proportion (rather than the absolute number) of relations that differ between m and n. With K = 20, this model produces the Basis-V 1, and Basis-V2 discriminability values shown in Table 10 . Standard errors are not reported because the values are the same across all sets of stimuli (i.e. the variance in the data is zero).
A few things are worthy of note in Table 10 . First, the V2 variants are substantially more similar to (less discriminable from) the Basis objects than are the VI 1 variants. The model's estimate of the Basis-V discriminability is almost eight times its estimate of the Basis-V2 discriminability (with the stimuli used in both Experiments 1-3 and Experiment 5). The model predicts that Basis-V2 confusions are much more likely than Basis-V confusions (the basic pattern observed in all the experiments).
Second, the Basis-V2 discriminability is non-zero: Albeit difficult, it should be possible to distinguish the Basis objects from their V2 variants (as observed in Experiment 3). And third, the Basis-variant discriminability is lower for the objects used in Experiment 5 than for the objects used in Experiments 1-3, predicting more confusions in Experiment 5 than in Experiment 1. This prediction was only partially supported by the data. Basis-V confusions were more frequent in Experiment 5 than in Experiment 1, but Basis-V2 confusions were not. However, as noted previously, the failure to observe more Basis-V2 confusions in Experiment 5 than in Experiment 1 may reflect a floor effect. In summary, this simple model-based on a non-linear numerical representation of the pair-wise relations between object parts---does a remarkably good job accounting for virtually all the effects reported here.
The single free parameter in the model is K, the steepness parameter. Although we have not run the necessary simulations, it is interesting to speculate that rc (or something functionally equivalent; see Stankiewicz and Hummel, 1996) may provide at least a partial account of Foster and Ferraro's (1989) finding that judgments of relative position become progressively less categorical at stimulus exposure durations over 100 ms. Imagine that, immediately after the presentation of a stimulus (i.e. early in perceptual processing), rc takes a relatively high value and that, with additional processing, it gradually decays toward a lower value. If so, then perception would initially be relatively categorical, and with time, become progressively more linear. The categorical properties of a stimulus are more robust to noise (either in the stimulus or in the nervous system) than are its precise metric properties (see e.g. Biederman, 1987) . This kind of categorical-to-metric processing could therefore permit the visual system to make a rapid initial guess about stimulus shape (based on its categorical properties), followed by progressively more refined estimates of shape with additional sampling time . At this point, these considerations are merely speculation, but they make sense from a computational perspective (i.e. in terms of the mathematics of stimulus sampling in the face of noise), and they are consistent with the findings Foster and Ferraro. It is important to note a model based strictly on Po (i, j), the scaled position of point i relative to point j (Eqn ( 1 )), can also provide a qualitative account of our findings (although it provides no basis for accounting for other categorical effects in perception, such as those reported by Foster and Ferraro) . In a manner analogous Table 11 . Simulation results with the non-logistic model of relations: discriminability of the basis objects and variants (Experiments 1-3 and Experiment 5) to the logistic model, let objects m and n be perceptually coded as vectors p,n and Py, of the scaled relative locations Pa(i, j) of all pairs of touching parts; also like the previous model, let us define, D(m, n), the discriminability of objects m and n, according to Eqn (3) (with p substituted for r). The only difference between this model and the previous logistic model is that the logistic model uses the logistic function (Eqn (2)), whereas this one does not. The resulting model produces the Basis-V 1, and Basis-V2 discriminability values shown in Table 11 ; again, there are no standard errors because there is no variance in the data. Like the logistic model, this model predicts that Basis-V2 confusions will be more frequent than Basis-V 1 confusions, and that both types of errors will be more frequent with the stimuli used in Experiment 5 than with those used in Experiments 1-3.
Indeed, with respect to the stimuli used in the experiments reported here, the only difference between the models is that the logistic model predicts a greater difference in performance between Basis-V and Basis-V2 pairs than does the non-logistic model. The logistic model predicts that Basis-V pairs will be about eight times as discriminable as Basis-V2 pairs, whereas the non-logistic model predicts that Basis-V pairs will be about six times as discriminable. Importantly, both models' capacity to account for our findings rests on the fact that, in both models, the representation of a feature's location is a nonlinear function of its location in the image. (In the case of the non-logistic model, the nonlinearity is in the scaling by the parts' extent in the image; Eqn (2).)
Summary and conclusions
Naturally, the data reported here do not warrant proposing either of these models model as a general theory of the perception of spatial relations.
Far too little is known about this issue to propose such a theory at this time. But the data for which the models provide a preliminary account underscore the importance of relations in human shape perception. The effects reported here are not subtle; they are completely intuitive on casual inspection of our stimuli. However, they are exactly the opposite of what is expected on the assumption that we perceive objects in terms of the coordinates of their features or parts. As such, they cast doubt on the generality of current viewbased theories of human shape perception and object recognition. Rather, they suggest that the visual system may exploit the properties of categorical relations-robustness to noise, variations in viewpoint, and the vagaries of an object's precise shape-for the purposes of shape perception and object recognition.
