Link prediction which can restore and predict missing links has wide applications in complex networks. In existing researches on link prediction of directed networks, most methods only consider the information of a single motif, in which the effects of multiple motifs are not included, especially the role of each node forming different motif structures. In order to solve the above problems, firstly we propose a single motif naive Bayes model beyond calculating the number of edge-dependent motifs. We also investigate a two-motif naive Bayes model and a machine learning framework based on multi-motif features to further improve the performance of link prediction. The new framework of link prediction by multiple motifs is superior to the state-of-the-art methods such as potential theory, local path and superposed random walk. Experimental results on real-life networks show the highest performance improvement is 64.3%. Finally, we use maximal information coefficients to reveal the topology correlation between different motifs, which is helpful to understand the evolutionary mechanism of directed networks.
By adding directions to the connected subgraphs composed of several nodes, the local structures of a directed network can be constructed. Although there are many indicators to describe the structural characteristics of a directed network, one of the most significant methods is motif analysis [14] , [15] . Milo [16] refers to a connected subgraph that the number of it appearing in a real-world network is significantly higher than that in the corresponding randomized networks. Currently, only a few studies have used motif theory for link prediction in directed networks. Zhang et al. proposed potential theory of directed networks, and found the motifs that satisfied potential theory had a higher accuracy for link prediction, especially the motif of Bi-fan [17] . However, only the prediction based on definable potential motifs were considered, and the other types of motifs have not been considered yet. Furthermore, in each algorithm only one single motif is considered for link prediction, without taking the joint effects of multiple motifs into account.
In the method of potential theory and the indices of local structure similarity, the researchers assumed that the nodes in the neighborhood of the predicted edge contributed the same to the composition of motifs. However, in a lot of real-life network systems, this idea might not be correct.
Actually, if we distinguish the different contribution of each node using a role function induced by a local naive Bayes model, better prediction results can be obtained. For instance, Liu et al. used the naive Bayes model and the indices of common neighbors to predict the unobserved links in undirected networks, and the experimental results showed that the prediction performance of most real-life networks can be improved [18] . Moreover, in the study of link prediction for weighted networks, Wu et al. proposed a probabilistic prediction framework based on weighted local naive Bayes model, and the experimental results suggested that the accuracy of link prediction can be improved compared with traditional algorithms [19] . However, in existing researches on link prediction of directed networks, the different roles of each node have not been considered yet.
To solve the above problems, in this study we propose a link prediction method for directed networks based on multi-motif information. Firstly we propose a single motif naive Bayes model instead of only calculating the number of edge-dependent motifs. Next, we construct a two-motif naive Bayes model and a multi-motif based link prediction method using a machine learning framework. The experimental results suggest that the proposed method is superior to the state-of-the-art methods, such as potential theory, resource allocation, local path, and superposed random walk. At last, the correlation between the motif predictors can verify the rationality of calculating the role function of 4-node motifs by analyzing the predictor structure of the same type.
The information in each section of this study is as follows. In Section II, we introduce the experimental directed networks and evaluation indicators. In Section III, a singlemotif based naive Bayes model is proposed to perform the task of link prediction. In Section IV, the two-motif naive Bayes model is proposed. In Section V, a multi-motif based link prediction method with a framework of machine learning is proposed. In the end, we conclude this study.
II. EXPERIMENTAL DATA AND EVALUATION INDICATOR A. DATA DESCRIPTION
In this study, we use seven real-life networks to verify the performance of different methods for link prediction. Several statistics of the experimental networks are shown in Table 1 .
Bison CESF [22] , [23] , [27] -This network contains 2137 Carbon Exchanges in the cypress wetlands of South Florida during the dry season (CESF). Nodes represent taxa and an edge denotes that a taxon uses another taxon as food with a given trophic factor. C. elegans [28] -A neural network of the nematode worm C. elegans, in which an edge joins two neurons if they are connected by either a synapse or a gap junction. This network has 297 nodes and 2345 links.
SmaGri [29] -The citations of Small & Griffith and descendants (SmaGri). This network contains 1024 nodes and 4919 links.
B. EVALUATION INDICATOR
The AUC value is defined as the area under the receiver operating characteristic curve [3] , which is used to quantify the performance of link prediction here. Given a set of missing links and a set of non-existing edges with the same length, AUC can be referring as the probability that the scores of missing edges are higher than those of non-existing edges. A link is selected from the missing set and the nonexistent set respectively. If the link from the missing set has a higher score, the value of AUC adds 1 point; if the links from the missing set and non-existing set have the same score, the value of AUC adds 0.5 points; otherwise no extra points will be added.
The comparisons are performed n times independently. There are X comparisons where the score of the missing link is higher than that of the non-existing link, and there are Y comparisons where the score of the missing link equals to that of the non-existing link, then AUC can be defined as:
The results of AUC are generally between 0.5 and 1. The larger the value of AUC is, the better the performance of the predicted algorithm is. VOLUME 8, 2020
III. LINK PREDICTION BY SINGLE MOTIF NAIVE BAYES MODEL A. LINK PREDICTION BY EDGE-DEPENDENT MOTIF
A directed network refers to a network that has an unequal relationship between each pair of nodes in a real complex system. For directed networks, Zhang et al. proposed a motif classification method called potential theory [17] . Given a subgraph, only if each node in the subgraph can be assigned a potential, it is definable. The condition that nodes can be assigned potential energy is: for each pair of nodes v i and v j , if v i →v j , the potential energy of v i is 1 unit higher than v j . If a subgraph contains a reciprocal link, it is not potential-definable. The authors found the definable motifs had higher performance for link prediction than undefinable motifs, especially the Bi-fan motif. However, in their study only one single motif is considered for each method of link prediction, without fusing the joint effects of multiple motifs. To make comprehensive use of all types of motif information, we list all the 3-node and 4-node subgraphs with loops, shown in Fig. 1 . For the six kinds of subgraphs, only Bi-fan and Bi-parallel motifs are definable potentials, and the others are newly constructed motifs that can be utilized for link prediction. We only choose the motifs with three and four nodes instead of higher-order motifs for two reasons. First, the fewer the number of nodes in a motif is, the easier it is to calculate. Second, the number of the higher-order motifs depends on the number of lower-order motifs [30] , so the motifs with five nodes (5th-order) and above do not play a leading role in link prediction [31] . In order to compare the proposed method with the method of potential theory, we only chose the subgraphs without reciprocal links.
By selecting one link from each motif as the predicted link, a motif predictor for link prediction can be constructed. Based on the six types of motifs in Fig. 1, 12 predictors can be obtained. As shown in Fig. 2 , the red dotted line in each predictor represents the predicted link. The method of potential theory respects that if the existence of the link to be predicted can generate more definable potential motifs, the possibility of this link appearing is greater. In this theory, only the prediction based on definable potential motifs is considered. In the motif predictors shown in Fig. 2 , the number of motifs containing the predicted link can be calculated, which is called as the predictor based on the number of edge-dependent motifs. From this point of view, potential theory can be regarded as a special case of link prediction by calculating the number of edge-dependent motifs, because it only considers the motifs that satisfy definable potentials. Therefore, the method based on the number of edge-dependent motifs can use the structure information of all types of motifs more comprehensively.
B. THE ROLE FUNCTION OF DIFFERENT NODES
The algorithm based on edge-dependent motifs considers the number of motifs on the predicted edge as a key indicator for link prediction. It is believed that the more the number of specified motifs that are composed of a pair of nodes with other nodes (3-node motifs) or edges (4-node motifs) is, the more likely this node pair is to be connected. In this method, it is assumed that the nodes in the neighborhood of the predicted edge contribute the same to the composition of motifs, though this idea might not be always correct in real-life networks. Here, we argue that the nodes and edges in the neighborhood of the predicted edge play different roles and thus lead to distinct contributions, and propose a motif based naive Bayes model. The model can effectively distinguish the contributions of different nodes and edges that constitute the corresponding motif, and achieve better performance for link prediction.
Here, we use a small toy network as shown in Fig. 3 (a) to illustrate the different contributions of nodes in the neighborhood of the predicted edge. Taking predictor S 1 as an example, two nodes (C 1 and C 2 ) can form predictor S 1 with the predicted edge (A, B). If we only consider the number of edge-dependent motifs, the contributions of C 1 and C 2 are the same. However, as shown in Fig. 3 (b), node C 1 can form four predictor S 1 with other node pairs (as shown in the blue box) and two pairs of nodes that are not connected (as shown in the black box). Therefore, the probability of the connection between A and B that combines S 1 with C 1 is 4/(4 + 2)=66.7%. As shown in Fig. 3 (c), node C 2 can form predictor S 1 with two connected node pairs (as shown in the blue box) and four pairs of nodes that are not connected (as shown in the black box), so the probability of connection between A and B that combines S 1 with C 2 is 2/(2 + 4)=33.3%. In this case, considering the number of edge-dependent motifs only and ignoring the distinguishing roles of C 1 and C 2 lead to the performance of link prediction inaccurate. Therefore, in the following we will propose a Single Motif Naive Bayes (SMNB) model to consider not only the number of edge-dependent motifs but also the contributions of different nodes.
C. SINGLE MOTIF NAIVE BAYES MODEL
First, we calculate the priori probability whether there is a link between a pair of nodes x and y. Given a network G(V , E) and a training set E T , the class variable e xy denotes a pair of nodes which are connected, and the class variable e xy denotes disconnection. Then the priori probability P(e xy ) and P(e xy ) can be calculated as
where M F =|V |(|V | − 1), which indicates the number of all the possible links in a network; and M =|E T |, which indicates the number of missing links. Node w owns two conditional probabilities P(w|e xy ) and P(w|e xy ). P(w|e xy ) indicates the probability that node w participates in combining the certain predictor when nodes x and y are connected. P(w|e xy ) indicates the probability that node w participates in combining the certain predictor when nodes x and y are disconnected. According to Bayes' theorem, the two conditional probabilities can be calculated as
where P(w) indicates the probability that node w and a pair of nodes can constitute a certain predictor. For a pair of nodes (x, y), O(x, y) is the set of nodes that can form a certain predictor with them. Treat the nodes in set O(x, y) as feature variables and assume that these feature variables are independent of each other. According to naive Bayes theory, the posterior probability that nodes x and y are connected or disconnected to each other can be calculated as
For a given pair of nodes, we can judge whether they are more inclined to link by comparing the probability P(e xy |O(x, y)) that they tend to link and the probability P(e xy |O(x, y)) that they do not tend to link. To determine which condition is more likely to occur, we calculate the ratio of the two probabilities as r xy = P(e xy ) P(e xy ) · w∈O(x,y) P(e xy ) · P(e xy |w) P(e xy ) · P(e xy |w) ,
where P(e xy |w) indicates the probability of connection between a pair of nodes x and y that can combine a predictor with node w, and P(e xy |w) represents the probability of disconnection. We find out the node pair of x and y that form a certain predictor with node w, and then judge whether the link between x and y is connected or not. Therefore, there is
where N w and N ∧w are the number of connected and disconnected pairs of nodes in a certain predictor with node w respectively. Due to P(e xy |w)+P(e xy |w)= 1, there is P(e xy |w) = 1 − P(e xy |w) 
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From Eqs. 8-11, r xy can be simplified as
where s = P(e xy ) P(e xy ) = M F −M M . In order to prevent the denominator from being 0, the numerator and denominator in the equation should be added by 1. At this point, given a node w, its role function can be defined as
Therefore, Eq. 12 can be simplified as
The 
r xy indicates the feature score between nodes x and y, and we can judge the connection possibility based on Eq. 15. It consists of two parts, which form the naive Bayes model of a single motif together. The first part refers to the number of edge-dependent motifs that contain the predicted link, and the second part represents the total contribution of the role function of all the nodes (or edges) that can form the corresponding motif with the node pair of {x, y}. The role function is based on 3-node motifs, so it cannot be applied to the cases of 4-node motifs directly. As shown in Fig. 4(a) , the role function of a 3-node motif considers the influence of node C only. For a 4-node motif, in addition to the predicted link between nodes A and B, there are two additional nodes C and D as shown in Fig. 4(b) . There are three possible ways of calculating the role function: (i) only consider the impact of node C; (ii) only consider the impact of node D; (iii) take nodes C and D and the connection between them as a whole, and consider the impact of the whole structure. The first two methods only consider the partial structures of the motif besides the predicted link, so the effect of 4-node motif on link prediction is not revealed. In this study, we use the third way to calculate the role function of 4-node motif. As shown in Figs. 4(b) and (c), we regard the edge structure in the red box as a whole, which is used to calculate the role function for each 4-node motif.
D. PERFORMANCE EVALUATION
In order to verify whether the role function is valid, we compare the performance of SMNB method and the number of edge-dependent motifs based method on multiple real-life networks. Among them, the experimental result of the C. elegans network is shown in Fig. 5 . The red scatter indicates the performance of SMNB, and the green scatter indicates the results obtained by the number of edge-dependent motifs based method. It can be seen that adding role functions can improve the performance of link prediction. Similar experimental results can be obtained in several other networks. Therefore, it is necessary to add the role function for link prediction.
IV. LINK PREDICTION BY TWO-MOTIF NAIVE BAYES MODEL A. TWO-MOTIF NAIVE BAYES MODEL
The experiments have verified that adding the role function can improve the prediction performance for single motif predictors. However, this method of SMNB does not consider the combined effects of multiple motifs. Here, we propose a naive Bayes model integrating two kinds of motifs. The experimental results suggest that the prediction performance based on two-motif can be improved in most cases compared to that of a single motif.
In the structures of two motifs, for a pair of nodes x and y, O 1 (x, y) represents the set of nodes that is combined to the first type of predictor with the link, and O 2 (x, y) represents the set of nodes that is combined to the second type of predictor with the link. The posterior probabilities that nodes x and y are connected or disconnected can be calculated as 1 (x, y) )|e xy ) · P( (O 2 (x, y) )|e xy ) P (O 1 (x, y) , O 2 (x, y)) .
Given a pair of nodes x and y, comparing the probability of connection P(e xy | (O(x, y) )) with the probability of disconnection P(e xy | (O(x, y) )), we can determine whether they are more inclined to be connected to each other. The ratio of these two 
where P(e xy |w) indicates the probability that node w constitutes closed predictor of the first motif, which can be calculated as
Meanwhile, P(e xy |w) indicates the probability that node w constitutes unclosed predictor of the first motif, which can be calculated as
In order to prevent the denominator from being 0, the numerator and denominator in the equation are added by 1. Using Eqs. 22 and 23, the role function R w of node w obtained from the first predictor can be computed as R w = P(e xy |w) P(e xy |w) =
Similarly, the role function R v of node v for the second predictor can be calculated as 
where s = 
For the two-motif naive Bayes model, r xy refers to the feature score between nodes x and y. It consists of three parts, the first part refers to the sum of the number of edge-dependent motifs obtained from two motifs, the second part is the role functions of the first motif, and the third part represents the role functions of the second motif.
B. PERFORMANCE EVALUATION
In order to compare the principle difference between single-motif and two-motif, we choose a small toy network with seven nodes, as shown in Fig. 6(a) . The predicted link is between nodes A and B, and the predictors containing the predicted edge (A, B) are one S 1 , two S 2 , two S 5 and one S 6 . Combining any two predictors, there are six combinations.
To simplify our analysis, we choose three of them to illustrate the experiment results. Considering that the number of nodes in a motif might have different impact on link prediction, the three combinations we selected include the combination of two 3-node predictors, one 3-node and one 4-node predictors, and two 4-node predictors as shown in Fig. 6(b) . It can be seen that the two-motif method of link prediction should take into account two motif structures that contain the predicted edge simultaneously. In order to compare the performance of link prediction between single-motif and two-motif, the two-motif experiments have been performed using three combinations shown in Table 2 . According to Eq. 27, the feature score of the predicted link based on two motifs is equivalent to the superposition of the feature score obtained with two single motifs. Compared to the prediction performance of the corresponding single motif, the two-motif based prediction capability can be improved in most cases.
In the two-motif naive Bayes model, the number of edge-dependent motifs is equivalent to the addition of two single motifs. If there is a strong correlation between two single motif predictors, a better prediction result can be obtained when combining the two predictors for link prediction. However, if there is no correlation between two motifs, the performance of the two-motif method may not be significantly improved, or even be degraded. Therefore, if two motifs are directly added, there is no guarantee that each combination can improve the performance of link prediction. For example, in the three combinations of FWME networks as shown in Table 2 , the prediction performance of the combination of S 2 and S 5 is higher than S 2 but lower than S 5 . If we directly superimpose three or more kinds of motifs together, this effect will be amplified, which means this method cannot be applied to link prediction by multiple motifs. 
V. LINK PREDICTION BY MULTIPLE MOTIFS USING A MACHINE LEARNING FRAMEWORK
Considering that the two-motif based method cannot be effectively extended to multiple motifs, we propose a machine learning framework for link prediction. In this study, we use the classifier XGBoost to integrate the features of multiple motifs and to obtain higher prediction performance. In order to test the predictive performance of multiple motifs, we compare it with the state-of-the-art methods and verify its effectiveness by experimental analysis. At the same time, we obtain the correlation between all the predictors by calculating Maximum Information Coefficient (MIC). The result provides a foundation for motif selection in the prediction method fusing multiple motifs, and also helps to understand the evolution mechanism of directed networks.
A. XGBOOST CLASSIFIER
XGBoost is an abbreviation for eXtreme Gradient Boosting, which is a gradient boosting machine implemented by C++. The design philosophy of XGBoost has the following advantages: fast, portable, less code, and fault tolerance. The biggest advantage of XGBoost is that it can automatically parallelize the multi-threading of CPU and improve the algorithm performance. The difference between XGBoost and traditional GBDT is that the traditional GBDT only uses the first derivative information. XGBoost performs a second-order Taylor expansion on the loss function and adds a regular term to the objective function to obtain the optimal solution as a whole, thereby balancing the complexity of the objective function and preventing over-fitting [32] .
XGBoost has been widely used in many aspects. Ren et al. proposed a classification method combining convolutional neural network and extreme gradient enhancement to improve the effectiveness of image classification [33] . Chen et al. used the gradient enhancer for disease prediction, and they presented a model of extreme gradient boosting machine for MiRNA-disease association prediction [34] . Zhong et al. compared three widely-used classifiers, including XGBoost, random forest and support vector machine, and found that XGBoost can achieve the best performance [35] . In order to explore the combined effects of multiple motifs, we use the XGBoost classifier for comprehensive link prediction.
B. PERFORMANCE EVALUATION
We use the feature scores of all the single-motif naive Bayes model in Fig. 2 as multi-dimensional features, and then use the XGBoost classifier for link prediction. The results of SMNB are shown in columns 2-13 of Table 3 , and the bold data indicates the highest prediction performance for each experimental network. The XGBoost predicting results based on all the motif features are shown in the last column, which are always higher than any single motif based predictor.
In order to verify the effectiveness of the multi-motif based link prediction, we compare it with the state-of-theart methods including potential theory, RA, LP, and SRW. RA is the abbreviation for Resource Allocation, which is a new similarity measure motivated by the resource allocation process taking place on networks [36] . LP is the abbreviation for Local Path, and the index is presented to estimate the likelihood of a link existence after adding the third-order path information [37] . SRW is the abbreviation for Superposed Random Walk, which can obtain better prediction with a lower computational complexity [38] . The experiment results for different training set size in the C.elegans network are shown in Fig. 7 , which indicate that the performance of XGBoost method using all motifs is significantly higher than other existing methods, and the similar results can be obtained in the other six real-life networks.
C. MOTIF CORRELATION ANALYSIS
Traditionally, the Pearson correlation coefficient is generally used to find the correlation between two variables [39] . It is a linear correlation coefficient, which is used to reflect the degree of linear correlation between two variables. The value is between 1 and −1. If two variables are completely positively correlated, the value is 1; if two variables are completely negatively correlated, the value is −1; and 0 means linearly independent. The larger the absolute value is, the stronger the linear relationship is. The Pearson correlation coefficient can be defined as where X and Y are the average values of the sample values of variables X and Y , and S X and S Y are the standard deviations. However, the Pearson correlation coefficient cannot measure the slope of the linear and nonlinear relationship. The statistic of Maximum Information Coefficient (MIC) [40] is superior to the traditional Pearson correlation coefficient, because it can determine the functional and non-functional relationship between variables, and obtain the variable influence in a real-life dataset. It can be defined as
where I [X ; Y ] represents the mutual information between variables X and Y . |X | and |Y | represent the number of segments divided in the directions of X and Y respectively in the scatter plot grid, and |X ||Y |<B indicates that the total number of all the squares cannot be greater than B. B takes 0.6 power of the total data, which is an empirical value.
In this study, we use MIC to measure the correlation between motifs. The redundancy (i.e., correlation) between a pair of motifs f i and f j is defined as MIC=(f i , f j ). The larger the value of MIC=(f i , f j ) is, the stronger the redundancy between the motifs f i and f j is. If the value of MIC(f i , f j ) is 0, it indicates that f i and f j are independent of each other. The MIC correlation between all the motifs is shown in Fig. 8 .
It can be seen that the stronger the correlations between the motifs are, the more similar the motif structures are, as shown in each blue box of Fig. 8 . For instance, if the connected structure (an edge and two nodes) in a 4-node motif is regarded as a node, the motifs S 5 and S 9 are the same as S 1 . The same result can be obtained from other boxes below. The motifs with strong correlation can be classified into one category, so the calculation for the role function of 4-node motifs is reasonable. In the two-motif naive Bayes model for link prediction, due to the randomness in the choice of motifs, there is no guarantee that the prediction performance for each combination can be improved. Analyzing the correlation between all motifs provides a way of motif feature selection for link prediction based on multiple motifs, and reduces the instability of the performance caused by random selection.
VI. CONCLUSION
In summary, we proposed a link prediction method for directed networks based on multiple motif information. Firstly, a naive Bayes model based single-motif method was proposed for link prediction and the experimental results suggest this method is superior to calculating the number of edge-dependent motifs. Next, we constructed a two-motif naive Bayes model and a multi-motif based prediction method using a framework of machine learning. The results indicate that the method fusing all the motifs can improve the performance of prediction, which is better than the stateof-the-art methods. At the same time, we used Maximum Information Coefficients (MIC) to analyze the correlation of all the predictors. The correlation between the motif predictors verified the rationality of calculating the role function of 4-node motifs by analyzing the predictor structure of the same type. Our research is helpful to understand the evolutionary mechanism of directed networks and can be extended to other types of complex networks for link prediction.
