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We consider the Cauchy problem of the semilinear damped wave
system:
{
∂2t u − u + ∂tu = F (u), t > 0, x ∈Rn,
u j(0, x) = a j(x), ∂tu j(0, x) = b j(x), x ∈Rn,
where u(t, x) = (u1(t, x), . . . ,um(t, x)) with m 2 and j = 1, . . . ,m.
We show the asymptotic behavior of solutions under the sharp
condition on the nonlinear exponents, which is a natural extension
of the results for the single nonlinear damped wave equations
Nishihara (2003) [21], Hayashi et al. (2004) [9], Hosono and Ogawa
(2004) [10]. The proof is based on the Lp–Lq type decomposition
of the fundamental solutions of the linear damped wave equations
into the dissipative part and hyperbolic part Hosono and Ogawa
(2004) [10], Nishihara (2003) [21].
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
We consider the asymptotic behavior of the solution for the system of semilinear damped wave
equations. Let n 1 and m 2. We study the following nonlinear damped wave system:
{
∂2t u − u + ∂tu = F (u), t > 0, x ∈Rn,
u(0, x) = a(x), ∂tu(0, x) = b(x), x ∈Rn,
(1.1)
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T. Ogawa, H. Takeda / J. Differential Equations 251 (2011) 3090–3113 3091where u(t, x) = (u1(t, x),u2(t, x), . . . ,um(t, x)); (0, T ) ×Rn →Rm is the unknown vector valued func-
tion and a(x) = (a1(x), . . . ,am(x)) and b(x) = (b1(x), . . . ,bm(x)) are given initial data. The nonlinear
function F :Rm →Rm; F (u) = (F1(u), . . . , Fm(u)) is typically given by
F j(u) =
m∏
k=1
|uk|p j,k
with p j,k  1 for j,k = 1, . . . ,m.
Our ﬁrst aim of this paper is to obtain a suﬃcient condition on the exponent {p j,k}mj,k=1 to ensure
the existence of a global solution {u j(t)}mj=1 of (1.1) that has the uniform optimal decay rate
∥∥u j(t)∥∥Lp(Rn)  C(1+ t)− n2 (1− 1p ) for t > 0 (1.2)
for all 1  j  m and 1  p ∞. The decay rate appeared in (1.2) coincides with the case of the
linear damped wave equation.
The second aim is to show that the uniform estimate (1.2) is indeed optimal and there exists a
solution that has the decay exactly given by (1.2). This may be shown by identifying the self-similar
asymptotic proﬁle of the decaying solution in terms of the heat kernel Gt(x). Namely we show that
the behavior of the solution at t → ∞ is identiﬁed by the heat kernel under the same condition on
{p j,k}mj,k=1 for the global existence. For 1 j m and 1 p ∞,
t
n
2 (1− 1p )∥∥u j(t) − M jGt∥∥Lp(Rn) → 0 (1.3)
as t → ∞, where Gt(x) := (4πt)− n2 e− |x|
2
4t and
M j :=
∫
Rn
(a j + b j)dx+
∞∫
0
∫
Rn
F j(u)dy ds.
This estimate (1.3) shows the lower bound of the decay of the solution and the uniform decay esti-
mate (1.2) is optimal.
For the single nonlinear damped wave equation
{
∂2t u − u + ∂tu = |u|p, t > 0, x ∈Rn,
u(0, x) = a1(x), ∂tu(0, x) = b1(x), x ∈Rn,
(1.4)
there are many results on the global solution and the asymptotic proﬁle of the solution. In partic-
ular, it is well known that there exists a critical exponent p∗ = 1 + 2n such that if p > p∗ then the
equation has the time global solution for small initial data and if p  p∗ then the solution may blow
up in a ﬁnite time even if the initial data is small. This is shown by Todorova and Yordanov [29]
and Zhang [31] (cf. [9–14,16–22,24]). This exponent is known as the Fujita exponent (Fujita [6],
Hayakawa [8], Weissler [30]) and the same exponent plays a similar role for the case of (single)
semilinear heat equations. It is also known that if p > p∗ , the solution u(t) to (1.4) behaves like the
heat kernel, that is,
t
n
2 (1− 1p )∥∥u(t) − MGt∥∥ p n → 0L (R )
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and Karch [13] for more general case. Such properties of solutions for nonlinear diffusive equations
were ﬁrstly observed in the study for the semilinear heat equations (Escobedo and Zuazua [5]).
For the system of the nonlinear damped wave equation (1.1) with m 2, Sun and Wang [27] and
Takeda [28] obtained the critical exponent in the case that the nonlinear term is given by a single
component such as F j(u) = |u j−1|p j , where p j > 1 (with a cyclic modiﬁcation when j = 1):⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂2t u1 − u1 + ∂tu1 = |um|p1 , t > 0, x ∈Rn,
∂2t u2 − u2 + ∂tu2 = |u1|p2 , t > 0, x ∈Rn,
...
∂2t um − um + ∂tum = |um−1|pm , t > 0, x ∈Rn,
u j(0, x) = a j(x), ∂tu j(0, x) = b j(x), x ∈Rn (1 j m).
For the general case (1.1), Ogawa and Takeda [23] proved the existence of the global solution under
some condition, which includes the results of [27] and [28].
On the other hand, there are few studies concerning the sharp decay property of the solution of
the nonlinear damped wave system. In this paper, we consider the critical condition for the exponents
{p j,k}mj,k=1 to ensure the optimal decay of the global solution to (1.1) for small data and so that the
asymptotic proﬁle of the solution may be derived.
Since the solution of the nonlinear damped wave equation has a diffusive nature as t → ∞ (cf. [21,
17,10,20]), one may expect that the exponent p∗ = 1+ 2n for the single equation also plays the crucial
role for the case of the system (1.1). Indeed, we partially concluded in [23] that large time behavior
of the solution to (1.1) is classiﬁed by certain critical condition. However, none of the method of [27,
28,23] is not directly applicable to obtain the asymptotic behavior of solutions for (1.1), since those
methods do not provide the sharp decay estimate for the each component of the system. This basic
diﬃculty stems from the choice of the function spaces, where we selected the spaces for each com-
ponent u j(t) depending on the exponent {p j,k}mj,k=1. Paradoxically, that choice prevents to obtain the
best possible decay estimate for the solution. In this paper, we choose the function space to construct
all components of the solution for (1.1) in {L1(Rn) ∩ L∞(Rn)}m , independently on {p j,k}mj,k=1. This
choice makes us possible to extract the optimal decay estimate from the system whose nonlinearity
is connected strongly in every component.
Throughout this paper, we assume that the nonlinear term {F j(u)}mj=1 satisﬁes the following con-
ditions. For the set of exponents {p j,k}mj,k=1 with p j,k ∈ [1,∞)∪{0} and constants C > 0 (independent
of u and v ∈Rn), {F j(u)}mj=1 satisﬁes
∣∣F j(u)∣∣ C m∏
k=1
|uk|p j,k , (1.5)
∣∣F j(u) − F j(v)∣∣ C m∑
l=1
{
l−1∏
k=1
|uk|p j,k
m∏
k=l+1
|vk|p j,k
(|ul|p j,l−1 + |v|p j,l−1)|ul − vl|
}
(1.6)
for all j,k = 1, . . . ,m.
Let us deﬁne the mild solution of the system (1.1) in the following:
Deﬁnition (The mild solution). We call {u j(t)}mj=1 a mild solution of the system (1.1) over I = (0, T ) if
{
u j(t)
}m
j=1 ∈
{
C
(
I; L1(Rn)∩ L∞(Rn))}m
satisﬁes the integral equations;
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(
1
2
a j + b j
)
+
t∫
0
K1(t − s)F j
(
u(s)
)
ds (1 j m),
where the evolution operators K0(t) and K1(t) of the linear damped wave equation are given by
K0(t) f :=F−1
[
e−
t
2 cos
(
t
√
|ξ |2 − 1
4
)
fˆ
]
, (1.7)
K1(t)g :=F−1
[
e−
t
2
sin(t
√
|ξ |2 − 14 )√
|ξ |2 − 14
gˆ
]
. (1.8)
Here we denote the Fourier and Fourier inverse transform of f by fˆ = F f and fˇ = F−1 f , respec-
tively.
Our theorem is the following:
Theorem 1. Let n = 1,2,3, m  2. Assume that the initial data {(a j,b j)}mj=1 ⊂ (W 1,1(Rn) ∩ W 1,∞(Rn)) ×
(L1(Rn) ∩ L∞(Rn)) and
m∑
j=1
(‖a j‖W 1,1(Rn)∩W 1,∞(Rn) + ‖b j‖L1(Rn)∩L∞(Rn))
is suﬃciently small and the nonlinear coupling F (u) satisﬁes the assumptions (1.5) and (1.6). If the exponents
{p j,k}mj,k=1 satisfy
min
1 jm
m∑
k=1
p j,k > 1+ 2n (1.9)
then there exists a unique global mild solution {u j(t)}mj=1 of the system (1.1) in the class
C
([0,∞); L1(Rn)∩ L∞(Rn))
satisfying for any 1 p ∞ and t  0
∥∥u j(t)∥∥Lp(Rn)  C(1+ t)− n2 (1− 1p ) (1.10)
where j = 1, . . . ,m.
Remark. For m 2, the corresponding result to the nonlinear heat system appears in [4,25,26,2].
In the case m = 2, the corresponding results for the nonlinear wave system is known. See [3,15,1].
Our second aim is to show the asymptotic proﬁle and sharp lower bound on the decay estimate
obtained in Theorem 1. This corresponds to the results for single nonlinear damped wave equations
[21,9,10]. Let us introduce the evolution operators for the wave equation W1(t) and W0(t) by
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[
sin(t|ξ |)
|ξ | gˆ
]
and W0(t) := ∂tW1(t).
Theorem 2. Under the same conditions as in Theorem 1, the following asymptotic estimate holds for the global
solution {u j(t)}mj=1 to (1.1): For 1 p ∞,∥∥∥∥u j(t) − M jGt − e− t2
(
W0(t)a j +
(
3
2
+ t
8
)
W1(t)(a j + b j)
)∥∥∥∥
Lp(Rn)
= o(t− n2 (1− 1p ))
as t → ∞, where Gt(x) = ( 14πt )
n
2 e−
|x|2
4t and
M j :=
∫
Rn
(a j + b j)dx+
∞∫
0
∫
Rn
F j(u)dy ds.
Remark. Our method is applicable to the corresponding nonlinear heat system with sign changing
data, since our proof does not rely on the positivity of the solution.
Remark. The reason why our results are restricted into the lower dimensional cases 1  n  3 is
partially because the asymptotic decomposition of the solution of the damped wave equation by the
solutions of the heat and the wave equation is possible only when the dimension is less than or equal
to three. The higher dimensional decomposition was done by Narazaki [20] however the decomposi-
tion is not quite the terms of solution of the heat nor wave equation.
To prove Theorem 1 and Theorem 2, we apply the Lp–Lq type estimate for the difference between
the fundamental solutions of the damped wave equation and the solutions of the corresponding wave
equation. It is known that the operator K1(t) is decomposed into the heat evolution et and the
hyperbolic evolution e− t2 W1(t) such as
K1(t) = et + e− t2 W1(t) + error (1.11)
and e− t2 W1(t) decays faster than the dissipative part. Indeed, the decay order of the solution is
determined by the dissipative part except “hyperbolic singularities”. From the decomposition (1.11),
we obtain the condition (1.9) in Theorem 1 and Theorem 2 as follows: If we assume formally that for
1 j m and 1 p ∞,
∥∥u j(t)∥∥Lp(Rn) = O ((1+ t)− n2 (1− 1p ))
and p j,l > 1 for some l ∈ {1, . . . ,m}, then we obtain the following asymptotic behavior:
∥∥F j(u(t))∥∥L1(Rn) 
m∏
k=1,k 
=l
∥∥uk(t)∥∥p j,kL∞(Rn)∥∥ul(t)∥∥p j,l−1L∞ ∥∥ul(t)∥∥L1(Rn)  (1+ t)− n2 (∑mk=1 p j,k−1).
If we regard K1(t) as et by the asymptotic expansion (1.11), we see that
∥∥∥∥∥
t∫
K1(t − s)F j
(
u(s)
)
ds
∥∥∥∥∥
L1(Rn)
 C
t∫ ∥∥F j(u(s))∥∥L1(Rn) ds.0 0
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the convergence of time integration in t . Namely we require
∥∥F j(u(t))∥∥L1(Rn)  (1+ t)− n2 (∑mk=1 p j,k−1) < (1+ t)−1. (1.12)
This leads that
−n
2
m∑
k=1
p j,k + n2 < −1
for 1 j m and it is equivalent to
min
1 jm
m∑
k=1
p j,k > 1+ 2n ,
hence the nonlinear effect decays faster and we may obtain the best possible decay of the solution
as the solution of the linear damped wave equation. Although the above observation is a formal
reduction, the estimate (1.12) yields us to obtain the sharp decay of the solution of the system (1.1)
indeed.
As is mentioned in the above, we obtained in [23] that there exists the time global solution for
the system (1.1), under the different condition from the assumption (1.9). The condition in [23] is
described as the exponent matrix in the following way. Letting
P =
⎛
⎜⎜⎝
p1,1 p1,2 . . . p1,m
p2,1 p2,2 . . . p2,m
...
...
. . .
...
pm,1 pm,2 . . . pm,m
⎞
⎟⎟⎠ , α = (P − Em)−1
⎛
⎝1...
1
⎞
⎠ , (1.13)
with the identity matrix Em and α = t(α1, . . . ,αm) ∈ Rm , the threshold exponent of the global exis-
tence to the system (1.1) is given by
max
1 jm
α j = n2 . (1.14)
Namely, if any of the corresponding exponent α j  n2 then the solution blows up in a ﬁnite time
and if all of the exponents are below the critical number n2 then the solution exists globally in time.
However, using the assumptions (1.13) and (1.14) in [23], it seems diﬃcult to obtain the sharp decay
(1.10), since the method essentially relies on the systematic choice of the function scale to adjust the
nonlinear growth and it simply provides the global existence and it indeed abandons the optimality
for the decay order. Our Theorem 2 shows that the solution has the optimal decay estimate under the
new assumption
min
1 jm
m∑
k=1
p j,k > 1+ 2n
which gives an asymptotic form of the each component of the solution. We note that taking into
account the results for the single case [21,9,10], the asymptotics is desired one.
We conclude this section by giving notation used in this paper. Let fˆ denote the Fourier transform
of f deﬁned by
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∫
Rn
e−ix·ξ f (x)dx
with cn = (2π)− n2 . For 1 p ∞, let W 1,p(Rn) be the Sobolev space:
W 1,p
(
R
n) := { f :Rn →R; ‖ f ‖W 1,p(R) := ‖ f ‖Lp(Rn) + ‖∇ f ‖Lp(Rn) < ∞}.
Ba(0) = {x ∈Rn, |x| < a} stands for n dimensional ball with radius a > 0. c Ba(0) is the exterior of the
ball Ba(0). We denote the several positive constants by C without confusions. These constants may
change from line to line.
2. Preliminaries
In this section, we prepare several lemmas for the proof of Theorem 1 and Theorem 2.
We recall the evolution operators of the linear wave equation:
W0(t) f :=F−1
[
cos
(
t|ξ |) fˆ ], W1(t)g :=F−1
[
sin(t|ξ |)
|ξ | gˆ
]
. (2.1)
The evolution operators of wave equation W0(t) and W1(t) are estimated as follows:
Lemma 3. Let 1 n 3, 1 p ∞, f ∈ W 1,p(Rn) and g ∈ Lp(Rn). Then there exist some constants C > 0
such that
∥∥W0(t) f ∥∥Lp(Rn)  C(1+ |t|)‖ f ‖W 1,p(Rn), t 
= 0,∥∥W1(t)g∥∥Lp(Rn)  C |t|‖g‖Lp(Rn), t 
= 0,
where W0(t) f and W1(t)g are deﬁned by (2.1).
The proof of Lemma 3 is well known (cf. [10,21]).
Our analysis is based on Lp–Lq estimates for solutions of the linear damped wave equation. In the
case n = 1,2 and 3, the estimates are known by several authors.
Lemma 4. (See [17,21,10,20,28].) Let 1  n  3, 1  q  p ∞ and g ∈ Lq(Rn). Then, there exist some
constants C > 0 such that for all t > 0,
∥∥∥∥
(
K0(t) − e− t2 W0(t) − e− t2 t
8
W1(t)
)
g
∥∥∥∥
Lp(Rn)
 C(1+ t)− n2 ( 1q − 1p )‖g‖Lq(Rn), (2.2)
∥∥K1(t)g − e− t2 W1(t)g∥∥Lp(Rn)  C(1+ t)− n2 ( 1q − 1p )‖g‖Lq(Rn), (2.3)∥∥∥∥
(
K0(t) − e− t2 W0(t) − e− t2 t
8
W1(t) − et
)
g
∥∥∥∥
p n
 Ct−
n
2 (
1
q − 1p )−1‖g‖Lq(Rn), (2.4)L (R )
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where K0(t)g and K1(t)g are deﬁned by (1.7) and (1.8).
Remark. It is well known that
∥∥etg∥∥Lp(Rn)  C‖g‖Lp(Rn). (2.6)
Thus when p = q, by (2.4), (2.5) and (2.6),
∥∥∥∥
(
K0(t) − e− t2 W0(t) − e− t2 t
8
W1(t) − et
)
g
∥∥∥∥
Lp(Rn)
 C(1+ t)−1‖g‖Lp(Rn), (2.7)
∥∥K1(t)g − e− t2 W1(t)g − etg∥∥Lp(Rn)  C(1+ t)−1‖g‖Lp(Rn) (2.8)
for all t > 0.
The following lemma is useful to estimate the decay order of the solution.
Lemma 5. Let a > 0, b > 0 with min{a,b} > 1 and c,d > 0. There exists a constant C depending only on a, b,
c and d such that the following inequalities hold:
t∫
0
(1+ t − s)−a(1+ s)−b ds C(1+ t)−min{a,b},
t∫
0
e−c(t−s)(t − s)(1+ s)−d ds C(1+ t)−d.
3. Existence of global solution and the optimal decay estimates
In this section, we give the proof of Theorem 1. We deﬁne p˜ j as
p˜ j =
m∑
k=1
p j,k.
We let
K (a j,b j) := K0(t)a j + K1(t)
(
1
2
a j + b j
)
. (3.1)
By the Duhamel principle and the expression of the linear equation (3.1), we have the following
integral system corresponding to (1.1):
u j(t) = K (a j,b j) +
t∫
K1(t − s)F j
(
u(s)
)
ds (1 j m). (3.2)0
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j = 1,2, . . . ,m, we choose M as
M := C0
m∑
j=1
{‖a j‖W 1,1(Rn)∩W 1,∞(Rn) + ‖b j‖L1(Rn)∩L∞(Rn)} (3.3)
satisfying
C1
m∑
j=1
(2M)p˜ j < M, C2
m∑
j=1
(2M)p˜ j−1 < 1
2
, (3.4)
where p˜ j :=∑mk=1 p j,k and we choose C0 > 0, C1 > 0 and C2 > 0 later.
The solution can be constructed in the complete metric space
X = {u(t) = t(u1(t),u2(t), . . . ,um(t));
u j(t) ∈ C
([0,∞); L1(Rn)∩ L∞(Rn)) (1 j m), ‖u‖X  2M},
where
‖u‖X := sup
t∈[0,∞)
{
m∑
j=1
∥∥u j(t)∥∥L1(Rn) +
m∑
j=1
(t + 1) n2 ∥∥u j(t)∥∥L∞(Rn)
}
.
Let
Φ[u](t) := t(Φ1[u](t),Φ2[u](t), . . . ,Φm[u](t)),
where
Φ j[u](t) = K (a j,b j) +
t∫
0
K1(t − s)F j
(
u(s)
)
ds (1 j m).
To prove the global existence of the solution for the system (1.1), the next proposition plays the
essential role.
Proposition 6. Let (a j,b j) ∈ (W 1,1(Rn) ∩ W 1,∞(Rn)) × (L1(Rn) ∩ L∞(Rn)) for j = 1,2, . . . ,m satisfying
(3.3) and (3.4). For u, v ∈ X, we have
∥∥Φ[u]∥∥X  2M, (3.5)∥∥Φ[u] − Φ[v]∥∥X  12‖u − v‖X . (3.6)
Proof of Proposition 6. We ﬁrst show the estimate (3.5). According to Lemma 4, the solution of
the linear damped wave equation behaves like a solution of the heat equation after subtracting the
solution of the wave equation. Hence we can represent Φ j[u](t) as
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(
K1(t) − e− t2 W1(t)
)(1
2
a j + b j
)
+ e− t2 W1(t)
(
1
2
a j + b j
)
+
(
K0(t) − e− t2
(
W0(t) + t
8
W1(t)
))
a j + e− t2
(
W0(t) + t
8
W1(t)
)
a j
+
t∫
0
(
K1(t − s) − e− t−s2 W1(t − s)
)
F j
(
u(s)
)
ds
+
t∫
0
e−
t−s
2 W1(t − s)F j
(
u(s)
)
ds.
Thus, we see
∥∥Φ j[u](t)∥∥L1(Rn) 
∥∥∥∥(K1(t) − e− t2 W1(t))
(
1
2
a j + b j
)∥∥∥∥
L1(Rn)
+
∥∥∥∥e− t2 W1(t)
(
1
2
a j + b j
)∥∥∥∥
L1(Rn)
+
∥∥∥∥
(
K0(t) − e− t2
(
W0(t) + t
8
W1(t)
))
a j
∥∥∥∥
L1(Rn)
+
∥∥∥∥e− t2
(
W0(t) + t
8
W1(t)
)
a j
∥∥∥∥
L1(Rn)
+
t∫
0
∥∥(K1(t − s) − e− t−s2 W1(t − s))F j(u(s))∥∥L1(Rn) ds
+
t∫
0
∥∥e− t−s2 W1(t − s)F j(u(s))∥∥L1(Rn) ds, (3.7)
and by Lemma 3 and Lemma 4
∥∥∥∥(K1(t) − e− t2 W1(t))
(
1
2
a j + b j
)∥∥∥∥
L1(Rn)
+
∥∥∥∥e− t2 W1(t)
(
1
2
a j + b j
)∥∥∥∥
L1(Rn)
+
∥∥∥∥
(
K0(t) − e− t2
(
W0(t) + t
8
W1(t)
))
a j
∥∥∥∥
L1(Rn)
+
∥∥∥∥e− t2
(
W0(t) + t
8
W1(t)
)
a j
∥∥∥∥
L1(Rn)
 C
(‖a j‖W 1,1(Rn) + ‖b j‖L1(Rn)). (3.8)
Let us
I1 :=
t∫ ∥∥(K1(t − s) − e− t−s2 W1(t − s))F j(u(s))∥∥L1(Rn) ds,0
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t∫
0
∥∥e− t−s2 W1(t − s)F j(u(s))∥∥L1(Rn) ds.
To obtain the estimate for I1, we note that for arbitrary j ∈ {1, . . . ,m}, there exists l ∈ {1, . . . ,m}
such that p j,l  1. Thus we see
∥∥F j(u(s))∥∥L1(Rn)  C
∥∥∥∥∥
m∏
k=1,k 
=l
|uk|p j,k
∥∥∥∥∥
L∞(Rn)
∥∥ul(t)∥∥p j,l−1L∞(Rn)∥∥ul(t)∥∥L1(Rn)
 C(1+ s)− n2 (p˜ j−1)‖u‖p˜ jX , (3.9)
where p˜ j :=∑mk=1 p j,k . Moreover, it follows from Lemma 4, (3.9) and Lemma 5 that we obtain
I1  C
t∫
0
∥∥∥∥∥
m∏
k=1
∣∣uk(s)∣∣p j,k
∥∥∥∥∥
L1(Rn)
ds C
t∫
0
(1+ s)− n2 (p˜ j−1) ds ‖u‖p˜ jX  C‖u‖
p˜ j
X , (3.10)
where − n2 (p˜ j − 1) < −1. For I2, Lemma 3 yields
I2  C
t∫
0
e−
t−s
2 (t − s)∥∥F j(u(s))∥∥L1(Rn) ds.
By (3.9), we obtain
I2  C
t∫
0
e−
t−s
2 (t − s)(1+ s)− n2 (p˜ j−1) ds ‖u‖p˜ jX  C(1+ t)−
n
2 (p˜ j−1)‖u‖p˜ jX . (3.11)
Combining the above estimates (3.7), (3.8) (3.10) and (3.11), we see
∥∥Φ j[u](t)∥∥L1(Rn)  C(‖a j‖W 1,1(Rn) + ‖b j‖L1(Rn))+ C‖u‖p˜ jX . (3.12)
To estimate L∞ norm of Φ j[u](t), we use Lemma 4 again to see
∥∥∥∥(K1(t) − e− t2 W1(t))
(
1
2
a j + b j
)∥∥∥∥
L∞(Rn)
+
∥∥∥∥e− t2 W1(t)
(
1
2
a j + b j
)∥∥∥∥
L∞(Rn)
+
∥∥∥∥
(
K0(t) − e− t2
(
W0(t) + t
8
W1(t)
))
a j
∥∥∥∥
L∞(Rn)
+
∥∥∥∥e− t2
(
W0(t) + t
8
W1(t)
)
a j
∥∥∥∥
L∞(Rn)
 C(1+ t)− n2 (‖a j‖W 1,1(Rn)∩W 1,∞(Rn) + ‖b j‖L1(Rn)∩L∞(Rn))
and
∥∥Φ j[u](t)∥∥ ∞ n  C(1+ t)− n2 (‖a j‖W 1,1(Rn)∩W 1,∞(Rn) + ‖b j‖L1(Rn)∩L∞(Rn))L (R )
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t∫
0
∥∥(K1(t − s) − e− t−s2 W1(t − s))F j(u(s))∥∥L∞(Rn) ds
+
t∫
0
∥∥e− t−s2 W1(t − s)F j(u(s))∥∥L∞(Rn) ds.
We deﬁne J1 and J2 by
J1 :=
t∫
0
∥∥(K1(t − s) − e− t−s2 W1(t − s))F j(u(s))∥∥L∞(Rn) ds,
J2 :=
t∫
0
∥∥e− t−s2 W1(t − s)F j(u(s))∥∥L∞(Rn) ds.
When n = 1, n = 2 or n = 3 with min1 jm p˜ j  2, by the similar way of (3.10), we see
J1  C
t∫
0
(1+ t − s)− n2
∥∥∥∥∥
m∏
k=1
∣∣uk(s)∣∣p j,k
∥∥∥∥∥
L1(Rn)
ds
 C
t∫
0
(1+ t − s)− n2 (1+ s)− n2 (p˜ j−1) ds ‖u‖p˜ jX
 C(1+ t)− n2 ‖u‖p˜ jX .
When n = 3 and p˜ j =∑mk=1 p j,k < 2, and we let
γ j := p˜ j − 1 ∈
(
2
3
,1
)
.
Then it follows that
J1  C
t
2∫
0
(1+ t − s)− n2
∥∥∥∥∥
m∏
k=1
∣∣uk(s)∣∣p j,k
∥∥∥∥∥
L1(Rn)
ds
+ C
t∫
t
2
(1+ t − s)− n2 γ j
∥∥∥∥∥
m∏
k=1
∣∣uk(s)∣∣p j,k
∥∥∥∥∥
L
1
γ j (Rn)
ds
 C
{ t2∫
0
(1+ t − s)− 32 (1+ s)− 32 (p˜ j−1) ds +
t∫
t
2
(1+ t − s)− 32 γ j (1+ s)− 32 ds
}
‖u‖p˜ jX
 C(1+ t)− 32 ‖u‖p˜ jX .
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J2  C
t∫
0
e−
t−s
2 (t − s)
∥∥∥∥∥
m∏
k=1
∣∣uk(s)∣∣p j,k
∥∥∥∥∥
L∞(Rn)
ds
 C
t∫
0
e−
t−s
2 (t − s)
m∏
k=1
∥∥uk(s)∥∥p j,kL∞(Rn) ds
 C
t∫
0
e−
t−s
2 (t − s)(1+ s)− n2 p˜ j ds ‖u‖p˜ jX
 C(1+ t)− n2 p˜ j‖u‖p˜ jX .
The last term J2 decays faster than J1. Thus we have
(1+ t) n2 ∥∥Φ j[u](t)∥∥L∞(Rn)  C(‖a j‖W 1,1(Rn)∩W 1,∞(Rn) + ‖b j‖L1(Rn)∩L∞(Rn))+ C‖u‖p˜ jX . (3.13)
Observing (3.12) and (3.13) and by the assumption (3.4) for M , we have
∥∥Φ[u]∥∥X  C
(
m∑
j=1
(‖a j‖W 1,1(Rn)∩W 1,∞(Rn) + ‖b j‖L1(Rn)∩L∞(Rn))+
m∑
j=1
‖u‖p˜ jX
)
 M + C
m∑
j=1
(2M)p˜ j  2M, (3.14)
where we choose C0 > 0 for (3.3) and C1 > 0 for (3.4) as C in (3.14). Thus we have the desired
estimate (3.5).
Next, we prove the estimate (3.6). Let us u, v ∈ X . Observing that
Φ j[u](t) − Φ j[v](t) =
t∫
0
K1(t − s)
(
F j
(
u(s)
)− F j(v(s)))ds
=
t∫
0
(
K1(t − s) − e− t−s2 W1(t − s)
)(
F j
(
u(s)
)− F j(v(s)))ds
+
t∫
0
e−
t−s
2 W1(t − s)
(
F j
(
u(s)
)− F j(v(s)))ds
=: A1(t) + A2(t).
We claim that
∥∥Ar(t)∥∥L1(Rn)  C(2M)p˜ j−1‖u − v‖X , (3.15)∥∥Ar(t)∥∥ ∞ n  C(2M)p˜ j−1(1+ t)− n2 ‖u − v‖X (3.16)L (R )
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(3.16), we see
∥∥Φ j[u](t) − Φ j[v](t)∥∥L1(Rn)  C(2M)p˜ j−1‖u − v‖X , (3.17)∥∥Φ j[u](t) − Φ j[v](t)∥∥L∞(Rn)  C(2M)p˜ j−1(1+ t)− n2 ‖u − v‖X . (3.18)
Using the assumption (1.6), we see
∥∥F j(u(s))− F j(v(s))∥∥L1(Rn) 
∥∥∥∥∥
m∑
l=1
l−1∏
k=1
∣∣uk(s)∣∣p j,k m∏
k=l+1
∣∣vk(s)∣∣p j,k
× (∣∣ul(s)∣∣+ ∣∣vl(s)∣∣)p j,l−1∣∣ul(s) − vl(s)∣∣
∥∥∥∥∥
L1(Rn)
 C
m∑
l=1
l−1∏
k=1
∥∥uk(s)∥∥p j,kL∞(Rn)
m∏
k=l+1
∥∥vk(s)∥∥p j,kL∞(Rn)
× ∥∥(∣∣ul(s)∣∣+ ∣∣vl(s)∣∣)p j,l−1∣∣ul(s) − vl(s)∣∣∥∥L1(Rn)
 C
m∑
l=1
l−1∏
k=1
∥∥uk(s)∥∥p j,kL∞(Rn)
m∏
k=l+1
∥∥vk(s)∥∥p j,kL∞(Rn)
× (∥∥ul(s)∥∥p j,l−1L∞(Rn) + ∥∥vl(s)∥∥p j,l−1L∞(Rn))∥∥ul(s) − vl(s)∥∥L1(Rn)
= C(2M)p˜ j−1
m∑
l=1
(1+ s)− n2 (p˜ j−1)‖u − v‖X
 C(2M)p˜ j−1(1+ s)− n2 (p˜ j−1)‖u − v‖X . (3.19)
Thus when r = 1, by (2.3), we have
∥∥A1(t)∥∥L1(Rn)  C
t∫
0
∥∥F j(u(s))− F j(v(s))∥∥L1(Rn) ds
 C
t∫
0
(2M)p˜ j−1(1+ s)− n2 (p˜ j−1)‖u − v‖X ds
 C(2M)p˜ j−1‖u − v‖X , (3.20)
where p˜ j =∑mk=1 p j,k > 1+ 2n . Next, we show the estimate for r = 2,
∥∥A2(t)∥∥ 1 n  C(2M)p˜ j−1.L (R )
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∥∥A2(t)∥∥L1(Rn) = C
t∫
0
e−
t−s
2 (t − s)∥∥F j(u(s))− F j(v(s))∥∥L1(Rn) ds
 C
t∫
0
e−
t−s
2 (t − s)(1+ s)− n2 (p˜ j−1) ds (2M)p˜ j−1‖u − v‖X
 C(2M)p˜ j−1(1+ t)− n2 (p˜ j−1)‖u − v‖X . (3.21)
Combining the estimates (3.20) and (3.21), we conclude the claim (3.15) and we have (3.17). Analo-
gously, we see
∥∥A1(t)∥∥L∞(Rn) + ∥∥A2(t)∥∥L∞(Rn)  C(2M)p˜ j−1(1+ t)− n2 ‖u − v‖X ,
and the estimate (3.18). The estimates (3.17) and (3.18) yield
∥∥Φ[u] − Φ[v]∥∥X  C(2M)p˜ j−1‖u − v‖X  12‖u − v‖X , (3.22)
where we choose C2 > 0 for (3.4) as C > 0 in (3.22). 
Proof of Theorem 1, continued. Proposition 6 shows that for suﬃciently small initial data (a j,b j) ∈
W 1,1(Rn) ∩ W 1,∞(Rn) × L1(Rn) ∩ L∞(Rn) for j = 1,2, . . . ,m,
Φ : X → X
is a contraction mapping. By the Banach ﬁxed point theorem, there exists a ﬁxed point u ∈ X such
that
u j(t) = Φ j[u](t) = K (a j,b j) +
t∫
0
K1(t − s)F j
(
u(s)
)
ds (1 j m).
Hence we obtain the solution {u j(t)}mj=1 to the system (3.2) and {u j(t)}mj=1 satisﬁes
u j(t) ∈ C
([0,∞); L1(Rn)∩ L∞(Rn))
satisfying the estimates (1.10). 
4. Asymptotic behavior
To describe the asymptotic proﬁle of the solution of (1.1), we need some notation; For the solution
{u j(t)}mj=1 to (1.1), let {v j(t)}mj=1 be the solution of the nonhomogeneous linear heat equation
{
∂t v j − v j = F j(u), t > 0, x ∈Rn,
v j(0, x) = a j(x) + b j(x), x ∈Rn. (4.1)
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tion {u j(t)}mj=1 to (1.1): for 1 p ∞,
∥∥∥∥u j(t) − v j(t) − e− t2
(
W0(t)a j +
(
3
2
+ t
8
)
W1(t)(a j + b j)
)∥∥∥∥
Lp(Rn)
= O (t− n2 (1− 1p )−1) (4.2)
as t → ∞.
Remark. Proposition 7 states that the main term of the solution of (1.1) is asymptotically expressed
by v j(t). And we note that the decay order in (4.2) is optimal since it is well known that the decay
rate in the linear estimate (2.4) and (2.5) is best available.
Proof of Theorem 7. Noting that the solution of (4.1) is expressed as
v j(t) = et(a j + b j) +
t∫
0
e(t−s)F j
(
u(s)
)
ds (1 j m).
Using the linear estimates, we have
∥∥∥∥u j(t) − v j(t) − e− t2
{
W0(t)a j +
(
3
2
+ t
2
)
W1(t)b j
}∥∥∥∥
Lp(Rn)
 Ct−
n
2 (1− 1p )−1(‖a j‖W 1,1(Rn)∩W 1,∞(Rn) + ‖b j‖L1(Rn)∩L∞(Rn))
+
t∫
0
∥∥{(K1(t − s) − e− t−s2 W1(t − s))− e(t−s)}F j(u(s))∥∥Lp(Rn) ds
+
t∫
0
∥∥e− t−s2 W1(t − s)F j(u(s))∥∥Lp(Rn) ds. (4.3)
Let us
L1 :=
t∫
0
∥∥{(K1(t − s) − e− t−s2 W1(t − s))− e(t−s)}F j(u(s))∥∥Lp(Rn) ds,
L2 :=
t∫
0
∥∥e− t−s2 W1(t − s)F j(u(s))∥∥Lp(Rn) ds.
We recall the estimates (1.10) and we have for p˜ j =∑mk=1 p j,k ,
∥∥F j(u(s))∥∥ p n  C(1+ s)− n2 (p˜ j− 1p ). (4.4)L (R )
3106 T. Ogawa, H. Takeda / J. Differential Equations 251 (2011) 3090–3113Therefore, by Lemma 3,
L2 =
t∫
0
∥∥e− t−s2 W1(t − s)F j(u(s))∥∥Lp(Rn) ds
 C
t∫
0
e−
t−s
2 (t − s)(1+ s)− n2 (p˜ j− 1p ) ds
 C(1+ t)− n2 (p˜ j− 1p ). (4.5)
To estimate L1, we use the identity; for a, b, c ∈R,
a2 − b2 − c2 = (a − b − c)(a − b) + (a − b − c)c + 2(a − b)b.
Observing that all of the evolution operators K1(t), et and e−
t
2 W1(t) commute each other, it follows
L1 =
t∫
0
∥∥{(K1(t − s) − e− t−s2 W1(t − s))− e(t−s)}F j(u(s))∥∥Lp(Rn) ds

t∫
0
∥∥∥∥
{
K1
(
t − s
2
)
− e− 12 t−s2 W1
(
t − s
2
)}
×
{
K1
(
t − s
2
)
− e− 12 t−s2 W1
(
t − s
2
)
− e( t−s2 )
}
F j
(
u(s)
)∥∥∥∥
Lp(Rn)
ds
+
t∫
0
∥∥∥∥
{
K1
(
t − s
2
)
− e− 12 t−s2 W1
(
t − s
2
)
− e( t−s2 )
}
e(
t−s
2 )F j
(
u(s)
)∥∥∥∥
Lp(Rn)
ds
+ 2
t∫
0
∥∥∥∥e− 12 t−s2
{
K1
(
t − s
2
)
− e− 12 t−s2 W1
(
t − s
2
)}
W1
(
t − s
2
)
F j
(
u(s)
)∥∥∥∥
Lp(Rn)
ds
=: L1,1 + L1,2 + L1,3.
For L1,1, by the assumption p˜ j =∑mk=1 p j,k > 1+ 2n , the estimates (2.3), (2.8) and (4.4), we have
L1,1  C
t
2∫
0
(1+ t − s)−1
∥∥∥∥
{
K1
(
t − s
2
)
− e− 12 t−s2 W1
(
t − s
2
)}
F j
(
u(s)
)∥∥∥∥
Lp(Rn)
ds
+ C
t∫
t
(1+ t − s)−1
∥∥∥∥
{
K1
(
t − s
2
)
− e− 12 t−s2 W1
(
t − s
2
)}
F j
(
u(s)
)∥∥∥∥
Lp(Rn)
ds2
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t
2∫
0
(1+ t − s)−1− n2 (1− 1p )(1+ s)− n2 (p˜ j−1) ds + C
t∫
t
2
(1+ t − s)−1(1+ s)− n2 (p˜ j− 1p ) ds
 C(1+ t)−1− n2 (1− 1p ) + C(1+ t)− n2 (p˜ j− 1p ) log(1+ t)
 C(1+ t)−1− n2 (1− 1p ). (4.6)
The second term L1,2 is estimated as follows; using p˜ j =∑mk=1 p j,k > 1+ 2n and (2.8),
L1,2  C
t
2∫
0
(1+ t − s)−1∥∥e t−s2 F j(u(s))∥∥Lp(Rn) ds
+ C
t∫
t
2
(1+ t − s)−1∥∥e t−s2 F j(u(s))∥∥Lp(Rn) ds
 C
t
2∫
0
(1+ t − s)−1(t − s)− n2 (1− 1p )(1+ s)− n2 (p˜ j−1) ds
+ C
t∫
t
2
(1+ t − s)−1(1+ s)− n2 (p˜ j− 1p ) ds
 C(1+ t)−1− n2 (1− 1p ) + C(1+ t)− n2 (p˜ j− 1p ) log(1+ t)
 C(1+ t)−1− n2 (1− 1p ). (4.7)
For the third term L1,3, it follows from Lemma 3, (2.3) and Lemma 5 that
L1,3  C
t∫
0
e−
t−s
4 (t − s)
∥∥∥∥
{
K1
(
t − s
2
)
− e− 12 t−s2 W1
(
t − s
2
)}
F j
(
u(s)
)∥∥∥∥
Lp(Rn)
ds
 C
t∫
0
e−
t−s
4 (t − s)(1+ s)− n2 (1− 1p )(1+ s)− n2 (p˜ j−1) ds
 C(1+ t)− n2 (1− 1p )− n2 (p˜ j−1),
that is,
L1,3  C(1+ t)−
n
2 (1− 1p )−1. (4.8)
Combining (4.6), (4.7) and (4.8), we see
L1  C(1+ t)−
n
2 (1− 1p )−1. (4.9)
Thus, Proposition 7 is concluded by (4.3), (4.5) and (4.9). 
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n
2 (1− 1p ) , we note that the nonlinear terms F j(u)
are estimated by
∥∥F j(u(s))∥∥L1(Rn)  C(1+ s)− n2 (p˜ j−1). (4.10)
Then the proof of Theorem 2 is reduced to show the following:
lim
t→∞ t
n
2 (1− 1p )
∥∥∥∥∥
t∫
0
e(t−s)F j
(
u(s)
)
ds − Gt
∞∫
0
∫
Rn
F j
(
u(s)
)
dy ds
∥∥∥∥∥
Lp(Rn)
= 0, (4.11)
where Gt is the heat kernel deﬁned by Gt(x) := (4πt)− n2 e− |x|
2
4t . Without loss of generality, we consider
only the case t > 1. Changing the variable in the integral and we have
t
n
2 (1− 1p )
∥∥∥∥∥
t∫
0
e(t−s)F j
(
u(s)
)
ds − Gt
∞∫
0
∫
Rn
F j
(
u(s)
)
dy ds
∥∥∥∥∥
Lp(Rn)
= t− n2p
∥∥∥∥∥
t∫
0
∫
Rn
G(1−t−1s)
(
x− y√
t
)
F j
(
u(s)
)
ds − Gt
(
x√
t
) ∞∫
0
∫
Rn
F j
(
u(s)
)
dy ds
∥∥∥∥∥
Lp(Rnx)
 t−
n
2p
∥∥∥∥∥
t∫
0
∫
Rn
G(1−t−1s)
(
x− y√
t
)
F j
(
u(s)
)
ds − G1
(
x√
t
) t∫
0
∫
Rn
F j
(
u(s)
)
dy ds
∥∥∥∥∥
Lp(Rnx)
+ t− n2p
∥∥∥∥∥G1
(
x√
t
) ∞∫
t
∫
Rn
F j
(
u(s)
)
dy ds
∥∥∥∥∥
Lp(Rnx)

∥∥∥∥∥
t
3
4∫
0
∫
B
t
1
4
(0)
(
G(1−t−1s)
(
x− y√
t
)
− G1(x)
)
F j
(
u(s)
)
dy ds
∥∥∥∥∥
Lp(Rnx)
+
∥∥∥∥∥
t
3
4∫
0
∫
(c Bt1/4 (0))
(
G(1−t−1s)
(
x− y√
t
)
− G1(x)
)
F j
(
u(s)
)
dy ds
∥∥∥∥∥
Lp(Rnx)
+
∥∥∥∥∥
t∫
t
3
4
∫
Rn
(
G(1−t−1s)
(
x− y√
t
)
− G1(x)
)
F j
(
u(s)
)
dy ds
∥∥∥∥∥
Lp(Rnx)
+ t− n2p
∥∥∥∥∥G1
(
x√
t
) ∞∫
t
∫
Rn
F j
(
u(s)
)
dy ds
∥∥∥∥∥
Lp(Rnx)
=: K1 + K2 + K3 + K4. (4.12)
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t
1
4
(0),
we see
∣∣∣∣G(1−t−1s)
(
x− y√
t
)
− G1(x)
∣∣∣∣

∣∣∣∣G(1−t−1s)
(
x− y√
t
)
− G1
(
x− y√
t
)∣∣∣∣+
∣∣∣∣G1
(
x− y√
t
)
− G1(x)
∣∣∣∣.
By the mean value theorem, there exists some constant θ˜ ∈ [0,1] such that
∣∣∣∣G1
(
x− y√
t
)
− G1(x)
∣∣∣∣ Ct− 12
∣∣∣∣y · ∇G1
(
x− θ˜ y√
t
)∣∣∣∣ Ct− 14
∣∣∣∣∇G1
(
x− θ˜ y√
t
)∣∣∣∣. (4.13)
By the Minkowski inequality and (4.13), we have
K1 =
∥∥∥∥∥
t
3
4∫
0
∫
B
t
1
4
(0)
(
G(1−t−1s)
(
x− y√
t
)
− G1(x)
)
F j
(
u(s)
)
dy ds
∥∥∥∥∥
Lp(Rnx)

t
3
4∫
0
∫
B
t
1
4
(0)
∥∥∥∥G(1−t−1s)
(
x− y√
t
)
− G1(x)
∥∥∥∥
Lp(Rnx)
∣∣F j(u(s))∣∣dy ds
 C
t
3
4∫
0
∫
B
t
1
4
(0)
{∥∥∥∥G(1−t−1s)
(
x− y√
t
)
− G1
(
x− y√
t
)∥∥∥∥
Lp(Rnx)
+
∥∥∥∥t− 14 ∇G1
(
x− θ˜ y√
t
)∥∥∥∥
Lp(Rnx)
}∣∣F j(u(s))∣∣dy ds
=: K1,1 + K1,2.
Changing the integral variable in K1,1, we see
K1,1 = C
t
3
4∫
0
∫
B
t
1
4
(0)
∥∥G(1−θt−1s)(z) − G1(z)∥∥Lp(Rnz )∣∣F j(u(s, y))∣∣dy ds
 C
t
3
4∫
0
∥∥G(1−θt−1s)(z) − G1(z)∥∥Lp(Rnz )∥∥F j(u(s))∥∥L1(Rn) ds. (4.14)
Again, by the mean value theorem, there exists θ ∈ [0,1] such that
∣∣G(1−t−1s)(z) − G1(z)∣∣ Ct−1s∣∣(∂tG)(1−θt−1s)(z)∣∣.
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∣∣(∂tG)(1−θt−1s)(z)∣∣ C{(1− θt−1s)− n2−1 + (1− θt−1s)− n2−2|z|2}e− |z|24(1−θt−1s) ,
1− θt−1s > 1− t− 14 for s ∈ [0, t 34 ],
we have
‖G(1−t−1s) − G1‖Lp(Rn)  Ct−1s
(
1− θt−1s)− n2 (1− 1p )−1  Ct− 14 (1− t− 14 )− n2 (1− 1p )−1. (4.15)
Substituting (4.15) to (4.14),
K1,1  Ct−
1
4
(
1− t− 14 )− n2 (1− 1p )−1
t
3
4∫
0
(1+ s)− n2 (p˜ j−1) ds
 Ct− 14
(
1− t− 14 )− n2 (1− 1p )−1 → 0
as t → ∞. For K1,2, using the estimate (4.4), we estimate as follows:
K1,2  Ct−
1
4
t
3
4∫
0
‖∇G1‖Lp(Rn)
∥∥F j(u(s))∥∥L1(Rn) ds
 Ct− 14
t
3
4∫
0
(1+ s)− n2 (p˜ j−1) ds
 Ct− 14 .
We then estimate the second term K2 in (4.12). When 0< s < t
3
4 , we note that
∥∥∥∥G(1−t−1s)
(
x− y√
t
)∥∥∥∥
p
Lp(Rnx)
 C
(
1− s
t
)− n2 (p−1)
 C
(
1− t− 14 )− n2 (p−1). (4.16)
Thus, it follows from the Minkowski inequality, ‖G1‖Lp(Rn)  C and (4.16) that
K2 =
∥∥∥∥∥
t3/4∫
0
∫
(c Bt1/4 (0))
(
G(1−t−1s)
(
x− y√
t
)
− G1(x)
)
F j
(
u(s)
)
dy ds
∥∥∥∥∥
Lp(Rnx)
 C
{(
1− t− 14 )− n2 (1− 1p ) + 1}
t
3
4∫
0
∫
(c Bt1/4 (0))
∣∣F j(u(s))∣∣dy ds
 C
{(
1− t− 14 )− n2 (1− 1p ) + 1}
∞∫
0
∫
(c B 1/4 (0))
∣∣F j(u(s))∣∣dy ds → 0
t
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the Minkowski inequality that
K3 =
∥∥∥∥∥
t∫
t
3
4
∫
Rn
(
G(1−t−1s)
(
x− y√
t
)
− G1(x)
)
F j
(
u(s)
)
dy ds
∥∥∥∥∥
L1(Rnx)
 C
t∫
t
3
4
∥∥F j(u(s))∥∥L1(Rn) ds
 C
t∫
t
3
4
(1+ s)− n2 (p˜ j−1) ds
 C
(
1+ t 34 )− n2 (p˜ j−1)+1,
and
K3 → 0
as t → 0. On the other hand, when p = ∞,
∥∥∥∥G(1−t−1s)
(
x− y√
t
)∥∥∥∥
L1(Rny)
 Ct n2
and
∣∣∣∣∣
∫
Rn
G(1−t−1s)
(
x− y√
t
)
F j
(
u(s, y)
)
dy
∣∣∣∣∣
∥∥F j(u(s))∥∥L∞(Rn)
∥∥∥∥G(1−t−1s)
(
x− y√
t
)∥∥∥∥
L1(Rny)
 C(1+ s)− n2 p˜ j t n2 .
Therefore
K3 =
∥∥∥∥∥
t∫
t
3
4
∫
Rn
(
G(1−t−1s)
(
x− y√
t
)
− G1(x)
)
F j
(
u(s)
)
dy ds
∥∥∥∥∥
L∞(Rnx)
 Ct n2
t∫
t
3
4
C(1+ s)− n2 p˜ j ds +
t∫
t
3
4
∥∥F j(u(s))∥∥L1(Rn) ds
 Ct n2
(
1+ t 34 )− n2 p˜ j+1 + C
t∫
t
3
4
(1+ s)− n2 (p˜ j−1) ds
 Ct n2+ 34 (− n2 p˜ j+1) + C(1+ t 34 )− n2 (p˜ j−1)+1.
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p˜ j =
m∑
k=1
p j,k > 1+ 2n ,
that
n
2
+ 3
4
(
−n
2
p˜ j + 1
)
= n
2
+ 3
4
(
−n
2
m∑
k=1
p j,k + 1
)
< 0.
Hence,
K3 → 0
as t → 0. For the fourth term K4, by (4.10), we see
K4 = t−
n
2p
∥∥∥∥∥G1
(
x√
t
) ∞∫
t
∫
Rn
F j
(
u(s)
)
dy ds
∥∥∥∥∥
Lp(Rnx)
 C(1+ t)− n2 (p˜ j−1).
Namely, we have (4.11) and Theorem 2 is concluded. 
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