Reducing environmental impact, related regulations and potential for operational benets are the main reasons why companies share their returnable transport items (RTIs) among the dierent partners of a closed-loop supply chain. In this paper, we consider a producer, located at a depot, who has to distribute his products packed in RTIs to a set of customers. Customers dene a time window wherein the service can begin. The producer is also in charge of the collection of empty RTIs for reuse in the next production cycle. Each partner has a storage area composed of both empty and loaded RTI stock, as characterized by initial levels and maximum storage capacity. As deliveries and returns are performed by a homogeneous eet of vehicles that can carry simultaneously empty and loaded RTIs, this research addresses a pickup and delivery inventory-routing problem within time windows (PDIRPTW) over a planning horizon.
Introduction
Following the rst United Nations Conference on the Human Environment in 1972 and other summits on the subject, the paradigm of corporate environmental responsibility has taken on increasing importance among managers' top concerns. Companies are constantly looking for new innovative solutions to green their supply chains (Sarkis, 2006) . However, from the perspective of Guide and Van Wassenhove (2009) , environmental improvements cannot be a business goal by themselves; rather, improvements of this nature make sense with additional economical value. It has therefore been emphasized that companies experience increasing diculties in dierentiating from one another through traditional quality and cost factors.
Sustainable development thus represents an alternative to improve performance in one or both aspects (New Zealand Business Council for Sustainable Development, 2003) .
Increased concerns about the environmental impact of industrial activities and the search for economic advantages have given birth to the concept of a closed-loop supply chain (CLSC).
As described by Akçal and Çetinkaya (2011) , a closed-loop supply chain (Corbett and Van Wassenhove, 1993; Guide et al., 1999; Gungor and Gupta, 1999; Guide, 2000; consists of both traditional forward activities and additional return ow processes. A forward supply chain includes all activities from the extraction of raw materials to the distribution of the nished product to end customers. Return ow processes include (1) product acquisition from end-users; (2) reverse logistics to bring these back; (3) testing, sorting and disposition to determine the most economically attractive reuse option(s); (4) remanufacturing; and (5) remarketing to create and exploit new markets .
There are various areas of research and opportunities in the CLSC eld. In this context, researchers started gaining interest in regard to packaging activities. According to the Sustainable Packaging Coalition (2011), one of the criteria necessary in achieving sustainable packaging is the eective recovery of packaging at the end of their useful life, followed by subsequent reuse in industrial or biological cycles. To do so, end-of-life recovery systems must be designed to create closed-loop material chains. One of the means developed to achieve this goal makes use of returnable transport items (RTI). Alternate expressions used to label shared assets include Reusable Transport Items (IC-RTI, 2003) , Returnable/Reusable Logistical Packaging (Rosenau et al., 1996) or Reusable Transport Packaging (Kärkkäinen et al., 2004) . For consistency, the term returnable transport items (RTIs) will be used in reference to all such denominations throughout this paper.
RTIs consist of all means to assemble goods for transportation, storage, handling and product protection in a supply chain that returns goods for further usage (IC-RTI, 2003) .
Examples include pallets as well as all forms of reusable crates, trays, boxes, roll pallets, barrels, trolleys and pallet collars. As such, RTIs are packaging material as dened by the European Parliament and Council (2005) . While RTIs are often involved in secondary and tertiary packaging, it is worth noticing that some of them might also be used as primary packaging, as underlined by the IC-RTI (2003) . This is the case for the fruit juice glass bottles as long as they are not collected for recycling purpose (to turn glass-bottles into cullet).
RTIs have only arisen in the literature since the mid-1990s. The introduction of RTIs might rst be explained by a growing public awareness of the impact of industrial activities on the environment. Nevertheless, the real environmental benets provided by such assets raise doubts when considering production, management of return ows and disposal of RTIs.
Indeed, to prove their eciency, RTIs should have a less harmful impact on the environment than traditional transport items. Lammers et al. (1993) (cited by (Kroon and Vrijens, 1995) ) published a comparison of the ecological impacts of one-way and returnable transport items.
Based on four criteria (i.e., energy consumption, emission to the atmosphere, water consumption and pollution and solid waste), this report concludes that introducing RTIs allows for the achievement of environmental benets. However, this nding only holds true if RTIs are used to a certain extent, i.e., a minimal number of times.
A second explanation for the increasing utilization of RTIs lies in set of regulations. Regulations are especially extensive in European countries (Kärkkäinen et al., 2004) . The European directive about packaging and packaging waste (European Parliament and Council, 2005) outlines how companies should aim at minimizing their packaging production. The prevention of waste production remains the best way to address packaging management, even if reutilization, recycling and recovery are promoted as well. Moreover, producers are responsible for the entire life cycle of their packaging. The implementation of RTIs might be an answer to these issues.
Nevertheless operational benets remain a key driver when assessing the opportunities oered by RTIs. Kärkkäinen et al. (2004) argued that an RTI program decreases the need for packaging material, enables more ecient handling, improves the working environment, enables better optimization of shipping loads and provides better protection for packaged products.
Reducing environmental impact, related regulations and potential for operational benets are thus the main reasons why companies have developed provisions for sharing RTIs among the dierent organizations in a supply chain. However, the management of RTIs is an essential component in the performance of the entire supply chain. Indeed, a breakdown in the supply of RTIs would impact the overall ow of manufactured products; for instance, such a breakdown would lead to increased delivery times to customers, induced backlogging and storage costs. Moreover, many diculties arise when attempting to introduce or eciently manage an RTI program. The rst complication comes from the fact that, in most cases, RTI programs involve an important quantity of mobile items, which may be spatially scattered.
Secondly, these important RTI stocks might be managed by several actors, each of them being responsible for a dierent part of the process. Finally, the eective monitoring of movements among organizations in a supply chain and the control of RTI stock levels can turn out to be particularly complicated.
In this paper, we consider the case of a two stage supply chain composed of a main producer and multiple customers. The producer manufactures and distributes its products to customers using RTIs. Since some customers are only available a short period of time to receive the products, they may dene a time window during which the service can begin. The producer takes charge of the collection of empty RTIs for reuse. Each partner (i.e. producer or customers) has two main storage areas one dedicated to empty RTIs while the other serves for loaded RTIs storage. Each of these stocks is characterized by both initial levels and maximum storage capacity. This problem belongs to the family of vendor-managed inventory systems: a supplier develops a distribution strategy that minimizes the inventory holding costs and saves on distribution costs by being able to better coordinate pickups and deliveries to various customers. As deliveries and returns are performed by a homogeneous eet of vehicles that can carry simultaneously empty and loaded RTIs, we must solve a pickup and delivery inventory-routing problem within time windows (PDIRPTW) over a planning horizon.
The main goal of this paper is to propose a mixed integer linear program for the specic case of an inventory-routing problem (IRP). The validity of this model is tested on smallscale instances. The IRP is known to be NP-hard. To solve problems of a more realistic scale, a clustering algorithm is used to reduce the original problem scale before the execution of the branch-and-cut algorithm. This clustering algorithm gathers customers' considering factors (e.g., demand pattern and location) that could aect operating costs throughout the planning horizon. The number of clusters corresponds to the vehicle eet size. Afterward, the PDIRPTW is solved for each vehicle. As our approach is based on a mixed integer linear program, it can be handled by a standard optimization library. We rely here on IBM ILOG CPLEX 12.5 with the default parameters.
State of the art
As explained by Toth and Vigo (2001) , the vehicle routing problem (VRP) concerns the distribution of goods between depots and customers. Its goal is to nd a set of routes for a eet of vehicles wherein the objective function (e.g., total distance and routing costs) is optimized. In our problem, each customer requires a delivery and a pickup. It is assumed that each customer can only be visited exactly once. In the literature this problem class has been rst referred to as VRP with simultaneous delivery and pickup points by Min (1989) , the Traveling Salesman Problem (TSP) with Pickup and Delivery by Gendreau et al. (1999) , multivehicle case as VRP with simultaneous pickup and delivery by Angelelli and Mansini (2002) , simultaneous VRP with Pickup and Delivery by Nagy and Salhi (2005) Table 2 summarizes recent articles related to PDP published since the past 5 years. All the problems dealing with a vehicle eet; TSP with Pickup and Delivery such as Li et al. (2011), Ting and Liao (2013) or Gendreau et al. (2015) are not included. The rst column shows the references. According to the classication proposed by Berbeglia et al. (2007) , three problem structures (in the Struct. column) are dened: (1) one-to-one (1-1) problems: each request originates at one location and is destined for one other location; (2) one-to-many-to-one (1-M-1) problems: each customer receives a delivery originating at a common depot and sends a pickup quantity to the depot (widely used to deal with the issues in reverse logistics), and (3) many-to-many (M-M) : a commodity may be picked up at one of many locations, and also delivered to one of many locations. The third column (TW) is related to the time window.
Then, the PDP variants and the solution methods are provided.
Increasing importance of reverse logistics activities (Karlaftis et al. (2009) Zerhouni et al. (2013) ). Mathematical models developed for the VRPSPD can be found in Dethlo (2001)), Montané and Galvão (2006) and Nagy and Salhi (2005) day) of a given time horizon (e.g., one week) and how much to deliver to each one of them, whereas Bertazzi et al. (2008) explain that the inventory component arises because customers consume products over time and have a limited storage capacity. It adds a time dimension to the traditional special dimension of routing problems. This time dimension increases the complexity of routing decisions. Indeed, when determining the quantity to be delivered to a customer, truck and storage capacity have to be taken into consideration. Furthermore, IRPs have to address longer planning horizons, compared with VRP which are usually busy within a single day. In addition, decisions made on a single day can easily aect future situations.
Next, whereas out-of-stock items should not be experimented upon, keeping items in stock has a cost that impacts the objective function. The latter is to nd the inventory policy that minimizes total cost, in other words, that minimizes the sum of inventory holding and transportation costs while simultaneously allowing no stock out and satisfying storage and vehicle capacities. Therefore, it is logical to observe that the delivery frequency tends to be higher when holding is high.
IRP arises when vendor-managed inventory routing (VMI) is being used; that is, when decisions about deliveries (i.e., timing, sizing and routes) are determined by the supplier and not by the customer, as a result of mutual agreement. As such, there are no customer orders.
A supplier develops a distribution strategy that minimizes inventory holding costs and saves on distribution costs as he or she can coordinate pickups and deliveries to various customers.
Buyers also benet by not allocating eorts to inventory control. Traditionally, VMI has been in practice in gas and petrochemical industry distribution, though it is now becoming more common in retail businesses such as Walmart. pickups and deliveries problems within an IRP context have been studied since the paper of Christiansen and Nygreen (1998) . For these maritime IRPs, we refer to the survey paper by Christiansen et al. (2013) and to GeorgiaTech (2016) for the more recent papers. Regarding PDP, only one paper in Table 1 is related to an 1-M-1 with TW but, comparatively to our paper, Wang and Chen (2013) there are also some dierences due to characteristics of commodities. For instance, in their paper, commodities can be brought from and to the depot, as we do, but they can also being exchanged among customers; there is only one kind of commodities instead of two (loaded and empty RTIs); moreover, time windows are not considered.
Problem description
One of the main sources of diculties when managing an RTI program comes from the involvement of many dierent actors:
An RTI Supplier produces RTIs and sells them to the RTI Pool Owner.
RTI Pool Owner(s) manage(s) the whole (and/or part of the) RTI pool and make(s)
RTIs available for additional supply chain levels.
A supplier uses RTIs to distribute its goods. Suppliers ll empty RTIs they receive from an RTI Pool Owner and hand them over lled to Producers.
Producers receive lled RTIs from Suppliers, using these or other RTIs to distribute their own production. They make non-used RTIs available for collection.
Retailers receive lled RTIs, making them available for collection. When nal customers use the RTI, i.e., when RTIs are used as primary packaging, they have the same role as Retailers.
Logistics service providers (LSP) collect RTIs from Producers/Retailers to RTI Pool Owners, oering additional services such as cleaning or repair. Figure 1 illustrates the generic organization among these actors. Nevertheless, it is worth noting that depending on the strategic decisions made, one actor may take charge over several functions. For example, a single company may be both RTI Pool Owner and Supplier.
When involved in RTI management, companies have to make several decisions. RTIusing companies must decide for which purposes and how they will use returnable assets.
These two questions lead them to several basic management choices, mainly regarding the conguration and size of the RTI pool, as well as storage and collection modalities. In addition to the management of their own RTI-related operations, companies must also coordinate with their partners' operations. Moreover, the RTI Pool Owner is generally in charge of both the collection of empty RTIs and the redistribution of these items after the potential required maintenance operations. Finally, RTI-using companies have to assess the costs and benets when implementing an RTI program. Rosenau et al. (1996) provide a comprehensive list of cost factors that must be considered when RTIs are adopted, including packaging material Figure 1 : Generic view of RTI ows in a supply chain (LogicaCMG, 2004) cost, damage reduction, inbound transportation, outbound transportation, sorting, solid waste reduction, cubic eciency, tracking, labour, maintenance and line layout changes, in addition to ergonomics and safety. Mason et al. (2012) highlight that, in addition to all of these relevant issues, the notion of shrinkage (i.e., theft, misplacement or damage of RTIs) is key in the context of gas cylinders because many cylinders cost more to replace than the value of the gas contained within them.
The present paper addresses a specic organization of RTIs management system. It focuses on a two stage supply chain, described in Figure 2 , where a producer uses RTIs to pack and distribute its products to a set of customers. RTIs are either new ones bought from RTI suppliers or reused ones collected from customers. Each partner (either the producer or a customer) devotes two storage areas: one for the empty RTI stock (E) and one for the loaded stock of RTIs (L). Each of these stocks is characterized by both initial levels and maximum storage capacity. Deliveries and returns are made by a homogeneous eet of vehicles. A vehicle can carry simultaneously empty and loaded RTIs. Some customers require a time window. We must thus solve a pickup and delivery (1-M-1) inventory-routing problem within time windows over a planning horizon.
According to the survey conducted by Limbourg et al. (2016) , the RTI cost goes from few euros for plastic boxes to 1300 e for stillages (used to transport at glass for construction)
Figure 2: RTI ows passing through the intermediary cost of about 10 e per pallet. The maintenance cost goes from 0.12 e for pallets to 170 e for stillages. However, in their study, several RTIs can be reused without any maintenance operations.
If 30-foot trucks are considered which consist of a tractor, a trailer and a container; in total, 22 pallets may be placed inside a truck in two horizontal rows (Pollaris et al. (2014) ). More pallets can be loaded on these trucks when vertical stacking is allowed. The products have to be distributed in some urban areas which involve relatively low speed limits of more or less 50 km/h and a transportation cost around 1 e/km. As the fuel consumption depends on the truck weight (see for instance Demir et al. (2011) ), the cost component split separates the cost per kilometers from the costs per tonne.kilometer (express in km.item) and from the driving time.
We also have the realistic assumption that the capacity of the producer warehouse is greater than the customers' ones and, thus, allows a lower holding costs thanks to economies of scale. Moreover, as the capital tied-up is lower for empty RTIs compare to loaded RTIs, we also assume a lower holding cost for empty RTIs than for loaded RTIs. Production and consumption quantities depend on the product considered. Moreover, truck capacity and RTIs costs depend on the type of RTI used. That is why, based on the previous data, several scenarios are studied in section 6.4.
Mathematical programming formulation
The PDIRPTW problem is dened on a directed graph G = (N, A) where N is the set of nodes indexed by i, j ∈ {0, ..., n} and A = {(i, j) : i, j ∈ N, i = j} is the arc set. Node 0 represents the producer location and the set N 0 = N \{0} denotes the customer locations.
Each customer i has a demand u it at period t. q it loaded RTI quantity delivered to node i in period t;
r it empty RTI returned from node i in period t;
x ijt loaded RTI quantity transported from node i to node j in period t; z ijt empty RTI quantity transported from node i to node j in period t; p t RTI quantity lled from the producer in period t; n t new RTI quantity bought and lled from the producer in period t;
and the real variables are:
m ivt the arriving time of vehicle v to customer i in period t;
δ vt the time length of the route.
The inventory routing problem with Simultaneous Pickup and Delivery in a closed-loop (PDIRPTW) is then formulated as follows:
subject to:
The objective function (1) minimizing the total cost. The rst sum of the objective function corresponds to transportation costs, the second sum corresponds to the inventory costs of empty and loaded RTIs at both customer locations and the depot, the third sum is the maintenance cost, the fourth sum represents the cost to buy new RTIs, and the last term is the penalty cost due to the time length of the route. Constraints (2) state that the vehicle capacity is not exceeded. Constraints (3) state the inventory conservation condition for the loading of RTIs over successive periods: they dene the inventory in period t as the inventory held in period t − 1, plus the loaded RTI quantity delivered minus the demand. In the same way, constraints (4) state the inventory conservation condition for empty RTIs over successive periods: they dene the inventory in period t as the inventory held in period t − 1, minus the empty RTI quantity returned plus the demand. Constraints (5) ensure inventory conservation conditions for the loading of RTIs over successive periods at the depot: the inventory in period t as the inventory held in period t − 1, plus the RTI quantity lled from the producer minus the loaded RTI quantity delivered to customers. In the same way, constraints (6) ensure inventory conservation conditions for the empty RTIs over successive periods at the depot:
the inventory in period t as the inventory held in period t − 1, minus the RTI quantity lled from the producer, plus the newly bought RTIs plus empty RTIs returned from customers.
Constraints (7) and (8) dene the bounds on the inventory of loaded (7) and empty RTIs (8) held by each customer throughout all periods. Constraints (9) guarantee that the number of RTIs lled from the producer in period t do not exceed the number of empty RTIs held in the inventory in period t − 1 plus the number of bought RTIs. Constraints (10) indicate that loaded RTI quantities are delivered and constraints (11) that the empty RTIs are returned.
Constraints (12), (13), (14) and (20) (17) state that the quantity of empty RTIs returned to the producer is held in its inventory.
Constraints (18) state that the quantity of loaded RTIs delivered to the producer was held in the inventory in the previous period. Constraints (19) ensure that at each customer location, the vehicle arrives within the time window. Constraints (20) ensure that the arrival time at customer j has a greater value than arrival time at customer i in one route. Those constraints do not need to be satised when the vehicle v does not travel from node i to node j in period t.
Constraints (21) ensure that the time length of the route is less than the maximum arrival time and constraints (22), combined with the objective function, guarantee that the vehicle returns to the depot directly after serving the last customer. Based on Coelho and Laporte (2014) , the valid inequalities (23) are related to whether the demand of customer j for period [t 1 , t 2 ] is greater than its inventory capacity then a visit is required. These constraints (23) have a very positive impact on solving the ten instances included in Table 5 since the running time taken to prove optimality is reduced by half on average. This result corroborates the conclusion of Coelho and Laporte (2014) . Finally, constraints (24) and (25) dene non-negativity and binary conditions on the variables.
Counting all the variables and constraints described above, the number of variables is ((2n 2 +8n+8)+(n 2 +3n+3)v)p among which (n+1) 2 vp are binary variables and 2n 2 p+8np+8p
are integer variables. And the number of constraints is ((3n 2 + 18n + 15) + (n 2 + 4n + 6)v + n p−1 2 )p.
Computational experiments
We have tested our mathematical model on a set of small instances. The goal is to check the validity of the model and to get some insights that could help us to develop heuristics for 
Instances generation
Small instances have been randomly generated to test our mathematical model with parameters set as follows.
a set of n = 7 customers: i, j ∈ {0, ..., 7}; a planning horizon of 5 periods: t ∈ T = {1, ..., 5}; periods coincide with days, which together dene a workweek from Monday to Friday. We also test a planning horizon of 4 days, i.e., t ∈ T = {1, ..., 4};
a set of v = 2 vehicles: v ∈ V = {1, 2}; each vehicle has a capacity Q = 25 RTIs, a xed transportation cost α = 0.8 e/km, a variable cost β = 0.02 e/(km.item), we assume that the dierence between an empty RTI weighs and a loaded RTI is not signicant and each vehicle has an average speed s = 50 km/h; h L 0 = 0.015 e/(day.item); h E 0 = 0.01 e/(day.item); h L i = 0.035 e/(day.item) ; h E i = 0.03 e/(day.item); the maintenance cost is c = 0.02 e/item; the cost to buy a new RTI is b = 10 e; a penalty cost: ε = 0.01 e/min; the time needed at the customer's gate: g = 10 min.
For each instance, a new set of spatial coordinates of customers are randomly generated as integers in a square of 100 units, and the location of the depot is at (0, 0) in the centre of the square. Distances between depot and customers and between each customer are calculated as Euclidian distances. The customer's demand for each period t is a random number generated between 1 and 9. The capacities at the depot are
for the customers. The initial inventory levels of loaded RTIs are equal to the customers' demand for half of the customers and to the demand for the other customers doubled, whereas initial inventory levels of empty RTIs are equal to the demand. We assume that each driver can operate 420 min (7 h) per day and that the day begins at time 0. u 1t = 2; u 2t = 8; u 3t = 8; u 4t = 8; u 5t = 6; u 6t = 5; u 7t = 2 ∀t ∈ T.
Customers, denoted by C, do not require any time windows except customer 2 (C2):
[150, 250] and customer 6 (C6): [0, 100] . The distance matrix is described Table 2 .
Tours obtained for the four periods under consideration are the same as those represented in Figure 3 , wherein vehicle 1 and vehicle 2 can be interchangeable; the moments when customers are served are summarized in 
Variation among inventory capacities
Starting from the case described in section 5.2.1., four other cases are generated when the inventory capacities for empty and loaded RTIs at the customers correspond to (I) daily demand, (II) two (case of section 5.2.1), (III) three, (IV) four and (V) vefold demands. In Table 4 , dierent costs are compared. Case (I) is a VRP in which inventory capacities are equal to demands, with no extra inventories allowed. As expected, when inventory capacities increase, transportation costs are reduced and inventory costs increase up to case IV. Then, in case V, increasing the inventory capacity at customer locations does not improve the solution because there are no more possibilities for saving inventories in this case. The production cost is constant because the demand is constant, and new RTIs have to be bought to allow for a larger stock.
Additional cases
The good results presented above encourage us to conduct extra experiments to conrm the representativeness of the results and to evaluate the time needed to solve this problem.
To provide partial insights, we have solved ten cases of the same scale with dierent demand Table 4 : Total cost according to the inventory capacity patterns and distance matrix for two planning horizons of four and ve periods. Computational results are summarized in Table 5 , where row 8 for four periods corresponds to the cases presented in section 5.2.1. Column 1 shows the number of the instances while in the next six columns, we present respectively transportation cost, inventory cost, production cost, new RTI cost, the penalty cost and the total cost; in the last column we provide the computational time. All constraints are satised, and we always obtain optimal solutions. Instances, even small scale ones, can be time-consuming to solve.
Heuristic
To solve problems of realistic proportions, a clustering heuristic is used before executing the branch-and-cut algorithm. Clustering is the partitioning of a dataset into subsets, or clusters, in such a way that the nodes in each subset share some common characteristics and are therefore dierent from those in other clusters. The aim of a clustering heuristic is to reduce the time needed by the branch-and-cut algorithm by assigning a set of customers to each vehicle. One advantage is that customers can be served by a specic driver as the number of clusters corresponds to vehicle eet size.
Procedure
Our procedure is based on the multi-period clustering problem (MPC) described in Nananukul (2013) assuming that the number of clusters corresponds to vehicle eet size. 
The objective function (26) is to minimize the sum of the distances between customers in each cluster. Constraints (27) ensure that each customer is assigned to a cluster. Constraints (28) indicate that the total demand of each customer belonging to a cluster over the planning horizon must t into available capacity, tQ, for all clusters. Constraints (29)- (31) To speed up the clustering, the model MPCS is dened by including constraints (33) and (34) in MPC.
Constraints (33) force the closest nodes i and j ∈ N 0 to be in the same cluster if d ij ≤ γ 1 .
Whereas, constraints (34) force the furthest nodes, i.e. nodes i and j ∈ N 0 such that d ij ≥ γ 2 , to be in dierent clusters. In the following instances, γ 1 is the (0.1(1 − v/n)) th percentile and γ 2 is the (1 − (v − 1)/n) th percentile of the distance matrix. end if else In general, the optimality gap is dened as a percentage or ratio measure to investigate problem solving approaches and determine how close a solution is to the optimum value. As a performance measure, we consider the relative gap between the solution returned by our heuristic (H) and the optimal solution (S) which is included in Table 5 for the 10 instances.
For each instance, the value of the relative gap is computed as (H-S)/S and included in Table 6 .
A relative gap of zero means our heuristic resulted in the optimal solution. Even if the gap is quite large for some instances, all solutions were obtained within a few seconds (columns 4 and 7). This heuristic is thus a very promising constructive heuristic. From this table, we can see that CPLEX can nd a feasible solution within one hour for 6 instances out of 48 but it cannot nd any optimal solution within this time limit. However, except for one case in Table 7 , the heuristic always nd a feasible solution. But, as the considered clustering problem is a NP-Hard problem, the time needed to solve it becomes greater than one hour for four other tested instances including 30 customers with a demand for each period t that corresponds to a random number generated between 1 and 9. The average computational time for the solved instances is less than 360s and more than 50% of the instances are solved in less than 60s. It is rather reasonable and dramatically smaller than for the classical branch-and-cut CPLEX solver with the default parameters. holding costs are 10 times higher (2); transport costs are 2 times higher (3);
Results on realistic sized problems
RTI costs are higher (4); more tight TW are required by customers (5).
Increasing truck capacity from 25 to 50 RTIs allows a reduction of the total cost which is obtained by a more ecient clustering (in 9 out of 30 cases). Indeed, some customers close to each other cannot belong to the same cluster due to the capacity constraints (28). The latter are weakened as Q increases. Transportation costs are thus lowered and, in one case, fewer
RTIs are needed, resulting in lower buying costs. However, in 18 cases, more RTIs are bought;
this also enables to reduce the transportation cost since more products can be transported in a period while no or fewer customers are visited in the next period.
Holding costs 10 times higher lead to an increasing of the total cost (12.9% on average) and, in 8 cases, in a decreasing of the number of RTIs bought. In one case, c20d9-5 with 6 vehicles, one more RTI is bought, reducing the transportation costs in one cluster.
Whereas a doubling in the xed and variable transportation costs results in a signicant increasing of the total cost (87.7% on average). And, to permit to moderate the traveling distance, an increasing of the number of RTIs bought is also observed in 21 cases.
Face with the rising costs related to RTIs (the cost to buy a new RTI is set at 1300e and the maintenance cost at 170e), a strong decreasing of the number of RTIs bought is observed in all the examined cases. [0, 420] with a probability of 5/20. In 26 cases, the total cost increase often due to the time needed for the tours. In 12 cases, fewer RTIs are bought and in 3 cases more RTIs are bought.
The average computational time is still reasonable since for the reference scenarios it is 274s, 173s for scenarios (1), 155s for scenarios (2), 113s for scenarios (3), 115s for scenarios (4) and 100s for scenarios (5).
Reference The pickup and delivery inventory-routing problem within time windows over a planning horizon is a current problem encountered in closed-loop supply chains. This paper presents a mixed-integer linear program for PDIRPTW. This formulation addresses some constraints inherent in transport such as time windows and truck capacity constraints. Another distinctive feature is the objective function, which takes into account transportation costs, inventory costs of empty and loaded RTIs at customer sites and at the depot, production costs, costs to buy new RTIs and penalty costs related to the time length of the route. Our contribution develops a new mathematical model taking all these specicities into account. We have tested this formulation on small-scale instances and looked at some variants of the problem. A cluster rst-route second matheuristic is also developed to have a good solution for realistic instances.
The obtained results would help to test the more suitable techniques and new procedures combining heuristics and exact algorithms.
