Hopf bifurcations via zero sets  by Pelikan, Steve
JOURNAL OF 
COMPUTATIONAL AND 
APPLIED MATHEMATICS 
Journal of Computational and Applied Mathematics 52 (1994) 141-145 
Hopf bifurcations via zero sets 
Steve Pelikan * 
Department of Mathematical Sciences, University of Cincinnati, Cincinnati, OH 45221-0025, United States 
Received 17 February 1992 
have a 
can be 
Abstract 
This paper gives conditions under which certain two-dimensional systems of differential equations 
Hopf bifurcation. The systems studied are used as models in cell biophysics. The conditions required 
verified easily by numerical computation. 
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1. Introduction 
From an applied perspective, the importance of the Hopf bifurcation is that it provides a means of 
proving the existence of periodic solutions of differential equations. A system has a Hopf bifurcation 
as a parameter is changed if an equilibrium point of the system changes its stability characteristics 
and gives rise to a periodic motion. This paper describes a situation in which the existence of a 
Hopf bifurcation can be proved for a class of systems called “nested, two-compartment models”. 
The method relies on a simple “phase-portrait” analysis. Usually one uses a phase-portrait analysis 
to demonstrate that periodic solutions cannot exist in a particular system, so it is pleasing to find 
an instance in which, albeit under extra hypotheses, it is possible to prove the existence of periodic 
solutions by means of a phase-portrait analysis. 
The result presented here was developed to aid in the investigation of a model for the concentration 
of free calcium in a cell. The model is derived and analyzed numerically in [ 31. 
The systems we will consider are of the form 
x’ = -F(x, Y) + g(x, P> 1 (1) 
y’ = F(x, y>. (2) 
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In the context of [ 31, the quantities x and y are the concentrations of calcium in two compartments 
within a cell. The function F describes the calcium transfer between these compartments, while the 
function g describes the transfer of calcium between one of the compartments and the extra-cellular 
environment. 
Despite the fact that the system (I), (2) has a very special form, it can represent a wide variety 
of models with interacting compartments, one of which is connected to the outside world. Indeed, 
several other models with the form of ( 1)) (2) appear in the literature. A model of this form is 
proposed (and studied numerically) in [4]. For a good survey of recent results concerning calcium 
oscillations, see [ 11, the bibliography of which mentions many other publications in which models 
having the form ( 1) , (2) are discussed. 
There are two parts to this paper. The first contains a result about conditions that imply the existence 
of a Hopf bifurcation. The hypotheses of this proposition are concerned with the appearance and 
relative positions of the zero sets of the components of the vector field of the system. The second 
part analyzes a system which possesses the important geometric features of the model of [ 31. This 
analysis illustrates one way in which the hypotheses of Proposition 1 can be satisfied by a differential 
equation. It also indicates the essentials of the argument that would use Proposition 1 to establish the 
existence (at least for some parameter values) of periodic solutions for the specific model of [ 31. 
2. The general idea 
It is usually difficult to prove the existence of periodic solutions of nonlinear differential equations. 
One of the easiest means of verifying the existence of periodic solutions is to prove that the differential 
equation undergoes a Hopf bifurcation as a parameter is varied. This usually requires complicated 
analysis (or numerical analysis) to estimate the location of equilibria of the system, and estimate the 
linear part of the system at the equilibrium. The purpose of Proposition 1 is to be useful-to give 
conditions that imply the existence of a Hopf bifurcation and that can be easily veri$ed either by 
hand or with a minimum of computation. 
We will say that a parametrized system x’ = f(x, p) has a Hopf bifurcation at the parameter 
value PO if there is a path of equilibria depending smoothly on the parameter /3, if the linearization 
of the system at the equilibria has a pair of complex eigenvalues (with nonzero imaginary part), 
and if this pair of eigenvalues crosses the imaginary axis as p is changed past PO. Our use of the 
term “Hopf bifurcation” thus includes what some authors would call a “possibly degenerate Hopf 
bifurcation”. The standard “nondegeneracy” condition is the assumption that the eigenvalues cross the 
imaginary axis with nonzero speed as the parameter is changed. The results of [2] show that such 
a nondegeneracy assumption is not required in order to conclude that there exist periodic solutions 
converging to a Hopf bifurcation point. Since our concern here is primarily with the existence of 
periodic orbits, the weak notion of Hopf bifurcation will suffice. 
We will study the system ( 1)) (2) under the assumption that F,(x, y) # 0 for all x and y. 
The hypotheses of the proposition are in the form of assumptions on the way in which the curves 
x’ = 0 and y’ = 0 change in relation to each other as the parameter p is varied, so the assumption 
FY( x, y) # 0 is a natural one; it says that the equation F( x, y) = 0 determines y (locally, at least) 
as a smooth function of x. 
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Proposition 1. Assume that in the system ( 1) , (2) with FY # 0 the following conditions hold. 
(a) There is an interval [j?, , ,&I of p arameter values and a region in phase space so that in 
this region, and for p E [PI, Pz] the level curves x’ = 0 and y’ = 0 are given as graphs of smooth 
functions y = w(x) and y = I (x). These curves have a unique intersection p(p) = (pl (p), p2( ,G)) 
for each P E [P~,PzI~ and the curves and the equilibrium p(p) depend smoothly on p, 
(b) The derivative w’(p, (p) ) passes through the value - 1 as /? is changed from ,f3, to p2. 
(c) The derivative z’(p,(p)) is less that -1 and bounded away from -1 for p E [PI, &I. 
Then the system has a Hopf bifurcation for some value of /3 E [p, , &I. 
Remark 2. We will use conditions (b) and (c) to conclude that 
Z’(PI(P)) < -:(w’(PO)) - u27 
for each p E [PI, p2]. In order to do this, it may be necessary to “shrink” the interval of p’s under 
consideration. The estimate will always hold on some interval around the ,f3 for which w’(pl (p)) 
assumes the value - 1 since then the right-hand side of the inequality reduces to - 1 and, by hypothesis 
(c), we have z’(p,(p)) bounded below -1. 
The proof of Proposition 1 simply involves showing that the equilibrium p(p) changes stability, 
while the eigenvalues of the linear part of the vector field at p(p) have nonzero imaginary parts. 
Proof of Proposition 1. The linear part of the vector field is 
-F, +g’ -FY 
> Fx Fs. . 
Consequently, the eigenvalues of the linear part of the field are given by 
A = ; (F’,, - F, + g’ f (( F’y - F, + g’)2 - Jg’c,,) 1’2) . 
In the region of interest, the functions w and z are given implicitly by the relations - F( x, w(x) ) + 
g(x, ,G) = 0 and F(x, z (x)) = 0. Differentiating these relationships with respect to x shows that 
F,.w’ = g’ - Fx and Fxz’ = -F,. 
Using these relationships to rewrite the expression for the eigenvalues, we obtain 
A=;@+ w’)FJ f IFyI ((1 + w’)2 - 4( w’ - z’))“2) 
=; ((1 l tw’)&rt IFYI ((w’- 1)2+4z’)“2). 
Evaluate this expression for the eigenvalues at the equilibrium point p (p) and apply the assumptions 
(b) and (c). The eigenvalues are seen to have nonzero imaginary parts for each /? E [p,, &] 
because z ‘( pI (p) ) < -i ( w’( p1 (p) ) - 1) 2. In addition, the real part of the eigenvalues changes sign 
as w’(p,(p)) passes the value -1. 0 
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Fig. I. The function z(x). The point XI is defined by Z’(XI 1 = - 1. 
3. An example 
This section studies an example of a system to which Proposition 1 can be applied. This example 
illustrates the chief geometric features of the model in [3], but many simplifying assumptions have 
been made, primarily in the interest of easy exposition. The basic ideas of the argument given can be 
used in much more general settings. Indeed, the model in [ 31 can be treated along the lines indicated 
here. 
The system we study has the form 
x’ = -F(x, y) + p - kx, (3) 
Y’ = F(x, y>, (4) 
where k is a constant (fixed at a small, positive value), and p is the bifurcation parameter. The 
simplifying assumption which we make is that F has a form that permits us to solve the equation 
F = 0 explicitly for y as a function of X. That is, we assume that F has the form F(x, y) = z (x) - y, 
where z (x) has the following properties. 
(a) The function z is increasing on the interval [0, x~], decreasing on [x~, 001, and z (x) 3 0. 
(b) There exist x2 > X~ and y < -(l + k)/( x2 - xM) so that z”(x) < y for x E [x~, x2]. 
Fig. 1 illustrates the major features of the function z (x) . For convenience, we will use x1 to denote 
the point in the interval [x ,,,, x2] at which z ’ assumes the value - 1. 
The objective of the argument that follows is to show that the curve where x’ = 0 (in (3) ) is near 
to the graph of z (x) for small values of k, and that as p increases, this curve moves downward. 
When this happens, the equilibrium (the intersection of the curves x’ = 0 and y’ = 0) moves to the 
right. As p increases, the slope of the curve y’ = 0 at the equilibrium remains less than - 1, while 
the slope of the curve x’ = 0 passes through the value -1. This is illustrated in Fig. 2. 
Set w(x) = z (x) + kx - /?, so that the graph of w is the set of points where the right-hand side 
of (3) vanishes. When p = 0 and k > 0, the graph of w lies above the graph of z -and strictly so 
for x > 0. Moreover, w has a local maximum in the interval [x M, x2]. This is because the critical 
points of w are solutions of z ’ = -k. Note that z’ assumes the value 0 at xM, and a value smaller 
than (x2 - xIcI)y at x2 (by assumption, -k < Iyl(n2 - xM), so z/(x2) < -k). Hence there is some 
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Fig. 2. The appearance of the curves x’ = 0 and of y’ = 0 for two values of the parameter /3 which he on either side of the 
bifurcation value. 
point in the interval [x *, x2] where z’ assumes the value -k. The assertion about the concavity of 
w at the critical point follows from the fact that z” = w”. 
As ,L? increases, the graph of w is translated downward. Setting w = z yields the equation kx - /3 = 
0, so the graphs of z and w intersect at exactly one point, and this point has horizontal coordinate 
x = P/k. This intersection is the one equilibrium of the system (3)) (4). 
We can now see why the system (3)) (4) satisfies the hypotheses of Proposition 1 as p changes 
through the interval (kx, , kx2]. For these values of ,& the equilibrium is located in the region x1 < 
x < x2, and consequently the slope of the function z at the equilibrium is no greater than - 1. Indeed, 
since z” < y, we have that for values of p in any interval [a, kx2], with a > kx,, the slope is bounded 
below -1. When 0 = kxl the slope of w at the equilibrium is w’( P/k) = z/(x, ) = -1 + k > -1. 
When p = kxz, the slope of w at the equilibrium is z’(x2) + k < y(x2 - xM) + k. This value is 
less than -1 because we have assumed that y < -( 1 + k) /(x2 - xM) . This shows that w’(pr (p)) 
passes through the value -1 as p varies from kx, to kx *, and that when this happens, the derivative 
z’(p,(p)) is less than -1. 
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