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Resumo
Atualmente, a produção televisiva de eventos televisivos em direto de locais remotos é feita
com recurso a camiões e carrinhas de produção móveis, autênticos estúdios ambulantes que acar-
retam grandes gastos e investimentos, não só na sua aquisição como nos gastos com as ligações
satélite que requerem para transmissão das imagens.
Com o aumento da capacidade e velocidade das redes de internet, que possibilitam a transmis-
são fiável via IP de vídeo de alta definição, e o desenvolvimento da capacidade de processamento
em ambiente cloud, a indústria de broadcast procura cada vez mais soluções baseadas em software
que substitua o material de estúdio baseado em hardware.
Esta dissertação aborda a temática a partir de uma equipamento crucial na opereção de uma
produção televisiva: O Switcher de Produção, sendo a sua virtualização em software o foco prin-
cipal.
Pretende-se que o protótipo desenvolvido esteja preparado para receber frames provenientes
de várias fontes (diferentes câmaras e/ou diferentes locais) em tempo real, e terá como missão
fazer a mistura e processamento visual dessa essência de acordo com as operações conduzidas
pelo operador. Este protótipo simulará o modo de funcionamento de um Switcher de Produção
convencional, em que atualmente a comutação de canais e o processamento dos respetivos efeitos
visuais e funcionalidades é efetuado com recurso a hardware.
O intuito é que com esta virtualização seja possível num futuro próximo o funcionamento
desta operação de produção televisiva em ambiente cloud, beneficiando também de que muitos
dos conteúdos multimédia a produzir estejam já em redes baseadas em pacotes, uma vez que o
transporte e contribuição dos mesmos seja cada vez mais efetuado desse modo na indústria de
broadcast.
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Abstract
At present time, television live events production from remote locations is done using mobile
trucks and vans, authentic traveling studios that carry large expenditures and investments, not only
in their acquisition but also in the cost of satellite connections that the image transmission requires.
With the increase in the capacity and speed of Internet networks, enabling reliable high-
definition IP video transmission, and the development of cloud computing capacity, the broadcast
industry is looking for solutions based on Software witch could replace hardware-based studio
equipment.
This dissertation approaches the theme from a crucial equipment in the television production
operation: The Production Switcher, with its software virtualization being the main focus.
It is intended that the developed prototype be prepared to receive frames from various sources
in real time, and will have the task of mixing and processing visual effects on that essence, accor-
ding to the operations conducted by an operator. This prototype will simulate the operation mode
of a conventional Production Switcher, in which channel switching and processing of its visual
effects and functionalities are currently performed using hardware.
The intention is that with this virtualization, in the near future, the running of this television
production operation could be possible in the cloud environment. Also benefiting of the fact that
many of the multimedia content to be produced is already in packet-based networks, once the
transport and contribution is increasingly done this way in the broadcast industry.
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“It is paradoxical, yet true, to say, that the more we know, the more ignorant we become in the
absolute sense, for it is only through enlightenment that we become conscious of our limitations.
Precisely one of the most gratifying results of intellectual evolution is the continuous opening up
of new and greater prospects.”
Nikola Tesla
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Capítulo 1
Introdução
A produção de eventos televisivos em direto requer que vídeo e o áudio cheguem ao destino
com o mínimo atraso possível, mantendo os padrões de qualidade exigidos [1]. Atualmente, esta
produção é feita com recurso a camiões e carrinhas de produção móveis, autênticos estúdios ambu-
lantes que acarretam grandes gastos e investimentos, não só na sua aquisição como nos gastos com
as ligações satélite que requerem para transmissão das imagens [2]. Estes veículos são chamados
de OB vans (Outside Broadcasting van) [3].
Com o aumento da capacidade e velocidade das redes de internet é hoje possível a transmissão
fiável via IP de vídeo de alta definição [4]. Paralelamente está também com um grande aumento
de desenvolvimento a capacidade de processamento em ambiente cloud, que através do modelo
SaaS (Software as a Service) permite hoje um inúmero conjunto de potencialidades [1].
Com estes dois fatores, está hoje no horizonte a possibilidade de virtualizar em contexto cloud
estes estúdios móveis de produção televisiva, transformando-os em estúdios IP em que todo o
workflow é processado na cloud.
Um Estúdio de Produção Televisiva é uma infraestrutura muito complexa, podendo ser con-
siderado um "Sistema de Sistemas"que unem as áreas eletroténicas de IT com Computer Science
[2]. O equipamento central de um estúdio televisivo é o Switcher de Produção [2, 5].
1.1 Contexto e Enquadramento
A utilização da cloud nesta indústria tem-se focado essencialmente no armazenamento de con-
teúdo multimédia. Há no entanto algumas soluções protótipo que visam o transporte e transcoding
de informação multimédia via IP, mas à base de placas de hardware, não sendo esse processamento
efetuado na cloud.
Há já um conjunto de normas e arquiteturas que a indústria está a seguir de forma a atingir
este desenvolvimento de virtualização. O SMPTE 2022-6 é uma dessas normas, e a arquitetura
de referência desenvolvida é pela JT-NM, Joint Task Force on Networked Media, um conjunto
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formado pela European Broadcasting Union (EBU), Society of Motion Picture e Television Engi-
neers (SMPTE) e Video Services Forum. O objetivo desta equipa e destas normas é exatamente
a transição das transmissões baseadas em equipamento físico para uma lógica de transmissão em
redes baseadas em pacotes.
Este trabalho foi realizado em ambiente empresarial, na empresa MOG Technologies. Esta
empresa está no mercado de broadcast há mais de 10 anos e desenvolve soluções para ambientes
de pós-produção. Esta dissertação enquadra-se na área de investigação da empresa, com o intuito
de integrar esta nova linha no seu catálogo de produtos. Esta solução, baseando-se em software
com capacidade para correr na cloud, será única no mercado e é totalmente compatível e integrável
com os restantes produtos da empresa.
1.2 Motivação
Com este projeto pretende-se diminuir ou mesmo acabar com a utilização de camiões e car-
rinhas de exteriores, bem como as inerentes ligações por satélite e custos associados: não só os
custos de aquisição e manutenção destes equipamentos, mas também os custos de utilização da co-
municação via satélite [6]. Será também possível diminuir parcialmente ou até mesmo totalmente
a necessidade de recurso a hardware para introduzir transformações ao vídeo na cadeia de produ-
ção, ficando esse processamento a ser efetuado na cloud. Nesse sentido, esta dissertação aborda a
temática focando-se no Switcher de Produção, sendo a sua virtualização objeto de investigação e
desenvolvimento.
Pretende-se fazer essa substituição através de uma aplicação que poderá correr na cloud, supor-
tada pela transmissão de vídeo e áudio sobre IP e beneficiada pelo desenvolvimento e velocidade
que as redes de comunicação e das vantagens e capacidades de processamento que os serviços
cloud apresentam, como escalabilidade, capacidade de personalização ou os seus menores cus-
tos em relação às soluções atuais [1]. A aplicação receberá frames de vídeo de várias fontes e
terá a capacidade de as tratar em eventos em direto, fazendo operações de switching, efeitos nas
transições, inserção de oráculos e grafismos, bem como outras operações de keying, baseadas no
princípio de funcionamento de um Swticher de Produção.
1.3 Objetivos
O projeto desenvolvido parte de um estudo de impletamentação de software que visa a vir-
tualização da produção televisiva de eventos em direto, de maneira a reduzir-se a utilização dos
estúdios de produção remota construídos em OB vans. De toda diversidade de equipamentos que
estes estúdios possuem, a abordagem passa pela virtualização do Switcher de Produção.
Nesse sentido, definiram-se os seguintes objetivos:
• Estudo do modo de funcionamento de um Switcher de Produção e suas funcionalidades.
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• O software desenvolvido deverá ser integrável com os produtos e arquiteturas atuais da
empresa.
• Desenvolvimento de um módulo de switching que receba frames de várias fontes e comute
para o canal desejado.
• Desenvolvimento de módulos que apliquem efeitos de transição aquando a comutação de
canais.
• Desenvolvimento de módulos que apliquem funcionalidades de um Switcher de Produção,
como a inserção de overlays na imagem, capacidade de construção de cenários Picture-in-
Picure e Chroma Keying.
• Integração dos módulos desenvolvidos de modo a correrem segundo a lógica de funciona-
mento de um Switcher de Produção.
• Implementação de um protótipo que servirá de validação ao trabalho realizado. Este protó-
tipo construirá um cenário de utilização de um Switcher de Produção num evento em direto.
• Implementação de uma interface visual que represente o painel de comandos do Switcher e
comunique com a aplicação, de modo a que este seja controlado via browser.
1.4 Estrutura da Dissertação
Para além deste capítulo introdutório, esta dissertação está organizada da seguinte maneira:
• O Capítulo 2 abordará como é feita a Produção Televisiva Digital, desde a forma como são
representados os conteúdos, ao seu transporte de locais remotos para o centro de operações e
dentro do próprio, à organização da infraestrutura de produção e seus workflows de trabalho.
• O Capítulo 3 analisa o Switcher de Produção, peça central na Produção Televisiva. Apre-
senta uma descrição do seu modo de funcionamento e das suas principais funcionalidades.
• No Capítulo 4 descreve-se como a transição para IP está a ser conduzida na indústria de
broadcast e que soluções existem já no mercado tendo em conta essa evolução. É analisada
maneira é feito processamento remoto em cloud e de que maneira se pode tirar proveito
dessas tecnologias para desenvolvimento da indústria de produção televisiva.
• O Capítulo 5 terá a descrição de toda a implementação e arquiteturas do trabalho realizado.
Terá também descrita a construção do protópito e o cenário de utilização construído para
validação e teste da aplicação.
• No Capítulo 6 tiram-se conclusões sobre todo o projeto realizado e dos resultados obtidos.
Fala-se também do comprimento dos objetivos propostos e das possibilidades de trabalho
futuro.
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Capítulo 2
Produção Televisiva Digital
De modo a construir-se um projeto de virtualização da produção, atendendo às especificações
corretas, é necessário compreender e analisar como esta é feita.
Quando um programa é completamente produzido num local remoto, terá que ser transportado
até ao centro de operações, Broadcast Operations Center [2], tipicamente as instalações de bro-
adcast. Estando o sinal disponível nesta fase, serão adicionados anúncios publicitários, gráficos,
informações ou qualquer outro artefacto alheio ao programa em si. Paralelamente, estando este
clean feed disponível, pode ser enviado ao outros centros de broadcast. Um exemplo típico é na
transmissão de um evento desportivo, em que clean feeds são enviados para operadores de outros
países.
Neste capítulo falar-se-á sobre os conteúdos multimédia, de algumas das fases do seu ciclo
de vída, nomeadamente o seu transporte e a workflows da sua edição, bem como da arquitetura e
funcionamento das infraestruturas de produção.
Figura 2.1: Ilustração de Produção Televisiva
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2.1 Conteúdos Media Digitais
Os conteúdos são criados, editados, distribuídos e consumidos. É o chamado ciclo de vida
dos conteúdos [2]. Nas últimas décadas temos vindo a testemunhar uma revolução digital à qual a
área da multimédia não está obviamente alheia. Televisão e cinema evoluíram e hoje funcionam já
com conteúdos totalmente digitais [7]. Os mais variados dispositivos tecnológicos beneficiam
dessa representação digital dos conteúdos, sendo que aparelhos como computadores pessoais,
telemóveis ou tablets funcionam também como dispositivos de exibição e captura.
2.1.1 Resolução Espacial e Frame Rate
Uma imagem digital é representada por um conjunto de pontos, denominados de píxeis, que se
encontram distribuídos numa matriz de píxeis [8]. A maneira como as linhas de píxeis da matriz
estão representadas num espaço de memória é chamado de bitmap, ou “Mapa de Bits” [7]. O
bitmap identifica o endereço de memória inicial da linha, o número de píxeis por linha, o número
de linhas e o número de bits por píxel.
O vídeo digital é então definido como uma sequência de imagens digitais, em que cada uma
delas é denominada de frame. A perceção de vídeo contínuo é obtida fazendo variar de modo
rápido a frame em exibição [8]. O número de frames que são exibidos por segundo é designado
de Frame Rate [7].
Figura 2.2: Dimensões espaciais em imagens e vídeo digital [8]
Em televisão, o mais frequente é usarem-se valores na ordem das 25 e 30 frames por segundo,
dependendo do país em questão. Quando se trata de vídeo entrelaçado utiliza-se a notação 50i e
60i, uma vez que neste formato uma frame é constituída por dois planos, sendo que os recetores
recebem os 50 e 60 planos por segundo. Em vídeo progressivo a notação é 25p e 30p, indicando
que os recetores recebem a frame completa. Frame Rates de 50p e 60p são utlizadas para exibição
de vídeos em slow motion [7].
O número de píxeis por linha e o número de linhas por frame classifica o vídeo quanto à sua
definição. Em televisão, e como é ilustrado na figura 2.3, matrizes de 720x576 e 720x488 píxeis,
correspondentes a formatos PAL e NTSC, respetivamente, constituem a Definição Standard. Um
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vídeo Full HD já terá frames de uma resolução de 1920x1080 píxeis e definição Ultra HD já é
representada por frames de 3840x2160 píxeis.
Figura 2.3: Resolução Espacial [7]
2.1.2 Codificação de Cor
Imagens e vídeos a cores são capturados e reproduzidos em formato RGB [5], em que a luz é
dividida em três cores primárias: Vermelho, Verde e Azul (Red - Green - Blue). Cada píxel pode
ser representado por 8, 10 ou 12 bits, permitindo assim espectros de 256, 1024 e 4096 cores e
diferentes tonalidades, respetivamente.
Uma vez que o sistema visual do ser humano é menos sensível à variação de tonalidade de cor e
de detalhe (no domínio da alta frequência) [7, 9], do que a variações de brilho, é possível codificar
a cor num modelo de Luminância-Crominância. A conversão entre RGB e YCbCr, segundo a
ITU-R, é definida através das seguintes equações:
Y = 0.299R+0.587G+0.114B (2.1)
Cb =−0.169R−0.418G−0.0813B+128 (2.2)
Cr = 0.499R−0.418G−0.0813B+128 (2.3)
Este espaço de cor foi usado no desenvolvimento da televisão analógica [7], uma vez que
permite a compatibilidade com televisores a preto e branco. A componente de Luminância, repre-
sentada por Y, descreve o brilho da imagem numa escala de cinzentos. As componentes Chroma,
Cb e Cr descrevem o detalhe da cor.
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Figura 2.4: Representação de uma imagem digital nas suas componentes RGB e YCbCr [9]
A divisão das componentes de vídeo em valores de luma e de diferença de cor reduz a quan-
tidade de informação a ser transportada. As componentes Cb e Cr ocupam cerca de metade da
largura de banda que a componente luma e ainda proporcionam informação de cor suficiente à
percepção humana.
As componentes de cor podem então ser representadas em várias formatos, sendo essa repre-
sentação definida como Chroma Subsampling [10]. O formato mais comum em televisão é 4:2:2
em que a proporção das componentes da cor é metade em relação ao brilho e a sub-amostragem
é apenas feita horizontalmente. Permite assim utilizar apenas dois terços da largura de banda em
relação a 4:4:4 em vídeo não comprimido. Já no formato 4:2:0 a sub-amostragem de cor é feita
tanto horizontal como verticalmente.
Figura 2.5: Representação de Chroma Subsampling [10]
Na dissertação [11], Ricardo Sá constata a ambiguidade que existe quando se faz referência
ao que é um formato de vídeo digital, dada "a falta de uniformidade, às extenções do nome dos
ficheiros e a termos confusos de marketing". No entanto, neste âmbito é típico designarem-se
media containers como formatos de vídeo, mas também a codecs.
Um media container pode também ser referido como wrapper e pode conter vários tipos de
conteúdos media. É responsável pelo empacotamento, transmissão e reprodução destes, mas não
pela sua exibição, uma vez que não descreve a maneira como os dados estão codificados. Exem-
plos de media container são os formatos AVI, MKV, MP4, MXF ou MPEG TS, entre outras.
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A codificação e descodificação dos dados é feita por algoritmos denominados de codecs. Estes
são capazes de comprimir vídeo e descomprimi-lo aquando a sua reprodução. Escolher o codec
apropriado a cada situação depende de vários parâmetros, como a redução de tamanho, qualidade
de vídeo ou bit rates pretendidos. Existem variados codecs, cada um com as suas particularidades,
virtudes e defeitos. Atualmente o H.264 é o codec mais predominante na reprodução de vídeo em
aplicações web.
2.2 Transporte e Distribuição de Conteúdos
Redes de distribuição de conteúdos media podem ser divididos em duas categorias primárias:
para consumidores e comerciais [2]. Na indústria de broadcast, utiliza-se o termo contribuição
para transporte ao nível profissional, e distribuição para a emissão dos conteúdos (ver figura 2.6).
Os consumidores são o destino final dos conteúdos media e recebem-nos tanto de um modo wire-
less com tecnologias de transporte assentes em cabelagem física. Cada método tem os seus prós e
contras e soluções adaptadas a cenários distintos. Neste âmbito abordar-se-ão apenas de redes de
distribuição e transporte ao nível do broadcast comercial.
Em produção televisiva trabalha-se idealmente com vídeo digital não comprimido. No seu
transporte via IP, o formato mais adotado na indústria é o MPEG Transport Stream (MPEG TS)
[12], sendo que a comunicação intra-estúdio e entre os vários equipamentos é feita através de
cabos coaxiais e óticos com interface SDI [13]. O transporte pela rede dos conteúdos quando
produzidos ou capturados remotamente é conseguido através de uma Contribuição Backhaul [2] .
Figura 2.6: Processo televisivo [2]
2.2.1 Contribuição Backhaul
O termo Backhaul define o conceito de se transportar pacotes de dados na rede sendo que é
garantida uma largura de banda de valores comerciais suficiente para garantir uma qualidade de
serviço (Quality of Service, QoS) requerida [2]. O transporte para o estúdio conteúdos televisivos
originados remotamente é efetuado através de Backhaul na rede.
Dois métodos são geralmente usados em transmissões remotas. Um deles, ilustrado na figura
2.7, em que a sala de controlo de produção está no evento, na maioria das vezes um camião de
produção móvel, OB Van. Sendo essa produção efetuado no local, reencaminha-se essa transmis-
são para o centro de operações para que sejam adicionados anúncios publicitários, logos ou outras
informações. O outro, é uma técnica emergente em que é efetuado o Backhaul diretamente para o
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Figura 2.7: Interdependência da tecnologia ao longo do processo [2]
centro de operações de conteúdos capturados, sem qualquer edição, onde audio e video são assem-
blados numa sala de produção. Toda a produção do programa é então feita numa régie localizada
nas instalações centrais, apesar de o evento estar a acontecer noutro qualquer ponto geográfico.
Hoje, dada a quantidade de dados que requere uma contribuição de qualidade HD e ultra HD,
os sistemas de distribuição de conteúdos requerem um upgrade para 270Mbps ou mais. Algumas
soluções de Backhaul de vídeo HD IP são baseadas em compressão JPEG2000, uma tecnologia
de compressão que codifica cada frame individualmente e fornece a resolução 10 bits inerente a
HD-SDI. Usando esta compressão, o bit rate de 1.486 Gbps de HD-SDI pode ser reduzido para
60Mbps ou 200Mbps. Backhaul de locais remotos usam bit rates de 38Mbps a 220Mbps para HD
e 40Mbps para SD. São usados bit rates desta ordem de valores para que não se perca informação
de alta frequência com compressões e descompressões entre o local da captura e o centro de
operações. [2]
2.2.2 MPEG Transport Stream
Para transporte numa rede baseada em pacotes, os conteúdos têm que, naturalmente, ser divi-
didos e empacotados. Na indústria televisiva é vastamente utilizado o MPEG TS em contribuição
e distribuição [2], um media container que tem como funcionalidade a transmissão e armazena-
mento de conteúdos media, não só vídeo mas também áudio e outros metadados associados. [14].
Estes metadados podem ser timecodes, codec utilizado, número de canais de audio, câmara que
captou, valores de exposição da captura ou local da captura, entre outros.
Os pacotes TS têm um tamanho fixo de 188 bytes, sendo que 4 bytes são para o seu cabeçalho,
ficando o payload limitado a 184 bytes (ver figura 2.8 (a)). No cabeçalho de cada pacote haverá
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um campo denominado Packet ID (PID), onde irá a informação sobre o tipo de conteúdo que está
a ser transportado. Um conjunto de pacotes deste tipo constitui um stream MPEG TS. [15]
Para os streams MPEG TS serem transportados numa rede IP, encapsulam-se os pacotes TS no
payload de um pacote RTP (Real-Time Transport Protocol). É possível incorporar vários pacotes
TS no payload de um pacote RTP, uma vez que estes podem ter tamanhos variáveis, dependendo
da norma considerada. A norma [14] define que, para que não haja fragmentação, os pacotes RTP
não deverão ser maiores que o MTU da rede, tipicamente 1500 bytes. Como se pode observar na
figura 2.6 (b) os pacotes RTP recebem depois headers UDP e IP para transporte em rede IP.
Figura 2.8: Representação de pacotes MPEG TS (a) e o seu encapsulamento em RTP (b) [14]
2.2.3 Serial Digital Interface (SDI)
Serial Digital Interface é um conjunto de interfaces de vídeo digital disponível em equipa-
mentos profissionais de produção que permite o transporte de vídeo e áudio sem compressão ou
perdas [11]. Permite também o transporte de outro tipo informações associadas aos conteúdos
media, como timecodes, metadata ou teletexto.
O SDI foi criado através de normas da SMPTE e é, desde os anos 90, a interface standard para
produção televisiva, tanto através de cabelagem coaxial como ótica [13].
As diversas variantes permitem débitos desde 142Mbps com SD-SDI para vídeo SD, 1.486
Gbps com HD-SDI para vídeo de alta definição, até 24Gbps com 24G-UHD-SDI para conteúdos
de Ultra Alta definição, como 4K ou 8K.
Existe, no entanto, a desvatagem de haver a necessidade de se alterar e/ou adaptar estas inter-
faces no caso da introdução um novo formato de vídeo [1], tendo que se "reconstruir as infraestru-
turas de SDI já existentes".
2.3 Infraestrutura de Produção
Uma infraestutura de um centro de operações de broadcast integra dois dos maiores ramos
tecnlógicos do século XXI: Engenharia Eletrotécnica e Computer Science. Estes, ao fundirem-se
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Figura 2.9: Principais workflows de pré-transmissão [2]
com naturalidade, originaram uma diciplina que engloba elementos das duas áreas, podendo-se
designar de Engenharia de Sistemas Multimédia [2].
Antes desta fusão de competências, os sistemas de produção televisiva eram divididos por
funcionalidades e operavam relativamente isolados. Agora, conectam-se uns aos outros numa in-
fraestrutura IT, garantindo uma interoperabilidade que até então não existia [6]. Há então um
desafio técnico em construir-se uma infraestrutura de produção multiplatafoma integrada que su-
porta diversificadas tecnologias de distribuição, que apresente uma relativa facilidade de evolução
e adaptação com novas tecnologias e standarts que surjam.
Pode-se então considerar que uma infraestrutura de broadcast é um "sistema de sistemas"[2].
Alguns desses sistemas que devem funcionar integrados são: Criação e aquisição de conteúdos;
Produção (audio, video editing, graficos); gestão de conteúdos (storage e ingest aplications); Con-
trolo de produção para eventos em direto; Master control para automação da emissão, inserção de
anúncios publicitários e grafismos.
Atualmente, os estúdios televisivos são infraestruturas muito complexas, baseadas num grande
número de ligações ponto a ponto entre os diferentes dispositivos: câmaras, servidores de vídeo,
vídeo routers, microfones, audiomixers. Os sinais de vídeo são transmitidos da fonte de captura
para o switcher através de interfaces SDI, por cabos coaxiais ou ópticos [2]. Os streams de vídeo
e áudio são, geralmente, processados separadamente, sendo que os sinais de áudio seguem o seu
caminho separadamente até à mesa de mistura de áudio.
A origem dos programas pode ser divida em três categorias: remoto, estúdio e pré-produzido
[2]. A figura 2.9 ilustra estes três workflows e de que modo se interligam. A produção em estúdio é
efetuada numa sala de controlo, denominada de Program Control Room (PCR). O coração técnico
de uma PCR é o Switcher de Produção (ver figura 2.10), onde gráficos, clips guardados em disco
são também misturados. Sobre este dispositivo falar-se-á com mais detalhe no capítulo seguinte.
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Antes do programa ser emitido, passa ainda por um outro Switcher que opera numa Master
Control Room (MCR). A função principal da MCR é inserir spots publicitários, logos, informa-
ções ou closed-captions. Para um evento em direto, é necessário um operador nesta sala. Sendo
uma operação crítica, a inserção de elementos está assente numa estrutura redundante, para que,
se por algum motivo a transmissão falhar, se possam inserir anúncios publicitários ou outras infor-
mações importantes. Depois de adicionados estes elementos, o sinal prossegue para a compressão,
geralmente em MPEG-2 e Áudio AC-3, e é então emitido.
Os programas passam ainda por um processo de ingest, onde serão registados num Asset Ma-
nagement System, ao mesmo tempo que vão “para o ar”. Ingest é um termo técnico utilizado na
indústria de broadcast para definir o modo de preparação de conteúdos multimédia para serem
editados. Os sistemas de ingest podem produzir versões de baixa resolução, proxies de baixa Bit
Rate que permitem ver os elementos em tempo real numa rede.
Programas remotos são transportados para a estação central por redes de transmissão descri-
tas anteriormente. Audio, video e gráficos são editados e misturados no camião de produção,
comportando-se este como uma Program Control Room. Após a chegada deste sinal ao centro de
operações, resta adicionar anúncios publicitários, logos e outras informações na Master Control
Room. Se o conteúdo está comprimido, terá que ser descomprimido antes de ser tratado na Master
Control Room. A única diferença material para uma transmissão remota é que a sala de controlo
da produção não está localizada na estação central da emissora, estando o camião no local do
acontecimento.
Os programas pré-produzidos não requerem a intervenção do operador, sendo que podem ser
emitidos por sistemas automáticos de retransmissão.
Figura 2.10: Fontes e caminhos na produção [2]
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Capítulo 3
Switcher de Produção
O Switcher de Produção é o coração de qualquer estúdio de produção ou sala de controlo de
emissões televisivas [2, 5]. Este dispositivo é usado para escolher a imagem do canal a emitir, entre
as várias fontes disponíveis, misturar essas fontes e criar efeitos que constituem a linguagem fun-
damental da produção televisiva. O Switcher de Produção opera apenas sobre o sinal vídeo, sendo
que a componente áudio é tratada e misturada paralelamente numa mesa de mistura adequada.
Figura 3.1: Blackmagic Design ATEM 2 M/E Broadcast Panel [16]
3.1 Estrutura e Modo de Funcionamento
Tipicamente, os Switchers de Produção aparentam ser aparelhos de enorme complexidade de
utilização, uma vez que possuem um painel com infindáveis botões para inúmeras funcionalidades.
Porém, individualizando-se e explicando-se cada função, a sua utilização torna-se até bastante
intuitiva [5].
O conceito fundamental de funcionamento assenta sobre dois monitores: o Program e o Pre-
view. Este último, serve para o operador pré-visualizar a ação que quer tomar na emissão, sem
que interfira com a mesma, podendo explorar várias opções. Já o monitor Program ilustra a emis-
são que está a ser transmitida. Sendo a pré-visualização do agrado do operador e/ou realizador
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do programa, estas ações são comutadas para o canal Program, ficando então visíveis na emis-
são. O exemplo mais comum é quando se pretende mudar a câmara na emissão, utilizando algum
efeito de transição. A comutação de câmaras diretamente para a emissão, i.e canal Program, é
possível mas no entanto indesejável, uma vez que é preferível verificar se o sinal, ou qualquer
outro parâmetro do vídeo, está em perfeitas condições de ir para o “ar”. Switchers mais modernos
e complexos possuem mais canais de pré-visualização, denominados M/E (Mix/Effects). Estes
canais comportam-se como fontes virtuais, estando disponíveis para a emissão como qualquer ou-
tro canal real. São geralmente usados para preparar grafismos e Picture-in-Picture, conceitos que
serão abordados mais à frente neste capítulo.
Os botões estão agrupados segundo a sua finalidade. O grupo mais básico é denominado de
Bus e contém os vários sinais de entrada dos vídeos e canais disponíveis. Estes botões estão
alinhados verticalmente e costumam estar replicados para serem operados exclusivamente para
Preview e Program, na lógica descrita acima. Existe um terceiro Bus denominado de Key Bus,
que permite selecionar os grafismos e oráculos a inserir na imagem.
As transições podem ser feitas de duas maneiras. A primeira é automática, utilizando-se o
botão de transição automática, seguindo um tempo de transição definido pelo operador. A segunda
é manual, através de uma barra de deslize denominada de T Bar, de funcionamento mecânico
semelhante a um slide áudio de uma mesa de mistura. Junto com estes, existe também o botão de
Cut, que troca instantaneamente o canal sem recurso a qualquer efeito. A transição é então feita
entre os canais que estão selecionados no Program Bus e no Preview Bus.
O efeito visual da transição é aplicado tendo em conta a seleção feita no conjunto de botões da
transição: Uma dissolução Cross-fade, uma dissolução Dip ou um padrão Wipe. No caso de estar
selecionado o botão de padrão Wipe para a transição, há um outro grupo de botões para a seleção
do padrão desejado, sendo que no momento da transição será utilizado o padrão que estiver ativo.
3.2 Principais Efeitos de Transição
A seguir descrevem-se alguns dos principais efeitos de transição de um Switcher de produção.
Estes, são acionados quando o operador faz switching entre canais, sendo ativado o formato que
estiver selecionado pelo mesmo.
3.2.1 Cut
O efeito mais comum é o “Cut” [5, 17]. É a mudança instantânea de um canal para outro. A
razão pelo que é o mais comum é que, na maioria das vezes o mais apropriado é mudar a imagem
no decorrer do programa. Quando se aciona o botão Cut, instantaneamente se troca o canal entre
o que está no Preview para o Programa e vice-versa, no preciso momento. Esta ação pode também
ser acionada utilizando diretamente os botões do Program Bus, mudando automaticamente para o
canal do botão escolhido.
Pode parecer estranho o uso de um equipamento destes só para esta tarefa aparentemente tão
simples, mas esta constitui a ação fundamental e base a toda a produção de eventos em direto.
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O realizador terá presente que todo o equipamento à volta dele serve para um propósito crucial:
transmitir a informação à audiência sem qualquer tipo de de distração e confusão [5].
A figura 3.2 representa a transição do canal A para o canal B através do efeito de Cut.
Figura 3.2: Esquema de Transição Cut [17]
3.2.2 Mix
Sendo o Cut desprovido de qualquer efeito visual especial, o mais usado na produção televisiva
é o efeito de dissolução [5], conhecido como Mix Transition. Este efeito introduz na transição
um cross-fade gradual de uma imagem para outra, em que durante essa transição uma imagem é
sobreposta e se mistura suavemente com a outra. A velocidade desta dissolução gradual pode ser
determinada pelo realizador ou operador, tendo em conta as características do programa que está
a ser produzido.
Este efeito pode ter uso para várias finalidades, das mais objetivas às mais artísticas. Artistica-
mente, pode ser utilizado, por exemplo, para indicar a passagem do tempo ou a mudança do local
em programas de cariz dramático. Pode também ser usado numa transição de um ângulo aberto
para um close-up, enfatizando assim continuidade.
A figura 3.3 representa a transição do canal A para o canal B através do efeito de dissolução.
Figura 3.3: Esquema de Transição Mix [17]
3.2.3 Fade to Black
A transição Fade to Black, também nomeada pela sigla FTB, é outra das transições mais
importantes e utilizadas nas produções televisivas [5]. Esta transição, como o nome indica, é
uma transição de dissolução em que o canal de destino é de background preto. Pode então ser
considerado um caso particular do efeito de transição Mix.
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Esta transição é usada quando se inicia um programa, no seu fim ou até numa quebra para
publicidade. Este efeito tem também a particularidade de ser a última layer do Switcher, sendo
que todas as fontes de vídeo e grafismos em exibição terão a sua dissolução sincronizada.
3.2.4 Dip
Similar às Transições Mix, existe a denominada transição Dip [17]. Este efeito constitui uma
mistura gradual entre dois canais, tal e qual ao efeito anterior, mas, no entanto, esta transição
passa por um terceiro canal intermédio antes de se completar a transição para o canal desejado.
Este canal intermédio pode ser escolhido como um background de cor, um gráfico, ou até mesmo
outro canal em direto.
Um exemplo da utilização deste efeito de transição é, por exemplo, em produção de programas
em direto como a transmissão de desporto, fazer aparecer o logótipo ou uma animação gráfica de
um patrocinador aquando a mudança para repetições. Com o uso de um fundo branco ou preto,
permite ainda soluções criativas e artísticas.
A figura 3.4 representa a transição do canal A para o canal B através do efeito de dissolução,
passando por um canal intermédio C.
Figura 3.4: Esquema de Transição Cut Dip [17]
3.2.5 Padrões Wipe
A transição Wipe tem usos menos ambíguos que as anteriores. Quando um Wipe completo
ocorre, uma imagem é totalmente substituída por outra, como se estivesse e ser empurrada para
fora da frame. O padrão expande gradualmente a sua forma até que toda a imagem seja substituida
pela novo canal ou gráfico a exibir. Muitos Switchers oferecem um grande número de padrões
Wipe, incluindo horizontais, verticais, a partir das esquinas, círculos, quadrados, losangos, ha-
vendo já também vários padrões de distorção 3D.
Os Padrões Wipe são usandos em várias direções, ou até mesmo para inserir momentanea-
mente uma porção de imagem noutra, permitindo que o telespectador veja dois canais ao mesmo
tempo. Por vezes pode também ser usado da mesma maneira que os efeitos de dissolução, para
indicar a mudança de tempo ou de local.
A figura 3.5 representa a transição do canal A para o canal B através da aplicação de um efeito
de transição com um padrão Wipe.
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Figura 3.5: Esquema de Transição Wipe [17]
3.3 Efeitos Digitais em Vídeo
Para além dos efeitos visuais na transição entre canais, os Switchers de Produção permitem
também várias operações sobre vídeo, sendo elementos fundamentais na produção de programas
em direto.
3.3.1 Keys e Overlays
Em produção televisiva há dois métodos para inserção de gráficos, imagens ou legendas no ví-
deo: Downstream Keyer e Upstream Keyer [17]. As Upstream Keys são inseridas na produção do
Programa, juntamente com os efeitos de transição, sendo que serão visíveis nas seguintes fases da
cadeia. As Downstream Keys são inseridas já na imagem de output pronta a seguir para broadcast.
Tipicamente, nesta fase são inseridos logótipos do canal e legendas informativas. Dessa forma,
é possível separar o sinal que a própria estação vai transmitir, de o chamado clean feed, usado
para ceder sinal a ser retransmitido por outros canais, podendo estes adicionar os seus próprios
logótipos e grafismos.
Estes elementos gráficos são inseridos na imagem através de uma operação de overlay. Tipi-
camente, constrói-se um black background, que pode ser do tamanho da frame de vídeo onde o
elemento vai ser inserido (ver figura 3.6), ou do tamanho de um ROI que o operador defina. ROI é
acrónimo para Region of Interest, uma porção da imagem total que vai ser alterada. Nesta, vai ser
inserida a imagem tendo em conta o seu alpha-channel, isto é, ficarão visíveis todos os seus píxeis
que nao tenham total transparência. O black backgroud ou ROI vai ser misturado com a frame de
vídeo, sendo que os píxeis pretos darão lugar aos píxeis de vídeo na frame resultante.
Figura 3.6: Exemplo de overlay [17]
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3.3.2 Chroma Key
O Chroma Key é uma técnica amplamente utilizada tanto em programas de estúdio em direto
como na pós-produção para sobrepor imagens, vídeos ou grafismos como background de um outro
vídeo. É também conhecida por Color Keying, uma vez que tem a particularidade de substituir
uma área de uma certa tonalidade e saturação de cor, tornando-a transparente e construindo as-
sim o seu “sinal de key”, o que vai permitir que se insira na área selecionada um fundo de uma
fonte independente. Os fundos são tipicamente construídos digitalmente, podendo ser tão sim-
ples como uma imagem estática até animações gráficas bastante complexas e de altos recursos de
renderização.
Num cenário multi-câmaras em direto, é usual usar-se uma tecnologia de infra-vermelhos nas
câmaras para haver um registo espacial da localização das mesmas no estúdio. Dessa forma,
quando a realização comuta de câmara, o fundo mantém uma coerencia espacial e de aproximação
tendo em conta essa localização.
Nos eventos em direto o uso desta técnica é massivo em conteúdos noticiosos [2, 5] que, desta
forma, tomam partido desta tecnologia e constroem cenários virtuais, diminuindo assim consi-
deravelmente os custos da construção de um estúdio diferente para os vários programas. Em
pós-produção, esta técnica revolucionou a indústria de cinema e de video-jogos, possibilitando
também o uso de cenários virtuais, o que fez aumentar consideravelmente o realismo das produ-
ções, que de outra forma não teriam como garantir a mesma magnitude de produção com cenários
reais.
Para a construção destes cenários virtuais à custa da técnica de Chroma Key, é usual utilizarem-
se telas de uma certa tonalidade de verde ou de azul [5]. A escolha destas cores e das respetivas
tonalidades, deve-se ao facto de ser altamente improvável serem encontradas em tons de pele do
ser Humano e até mesmo nas suas roupas e dos objetivos que vão estar em exibição. Uma outra
razão é encontrada devido ao facto de o verde ser a cor RGB com mais altas gamas de luminância
[5], sendo dessa forma estas telas muito brilhantes, o faz com que o contraste entre o fundo e os
objetos seja maior em relação a outras tonalidades.
3.3.3 Picture-in-Picture
O Picture-in-Picture (PiP) é a funcionalidade que permite exibir vários canais ao mesmo tempo
no mesmo ecrã. Tecnicamente, o funcionamento é muito parecido ao dos Padrões Wipe, sendo
que neste caso não é uma exibição momentânea mas sim contínua. Aplicando-se um downsize aos
streams das várias câmaras, é possível fazer uma combinação de imagens das várias fontes numa
única imagem de output.
Esta funcionalidade é vastamente utilizada em programas informativos, tanto na passagem
para repórteres exteriores como em momentos de debate, exibirem simultaneamente os vários
intervenientes. Em transmissões desportivas é também utilizada para, por exemplo, exibição de
repetições.
3.3 Efeitos Digitais em Vídeo 21
Figura 3.7: Exemplo de Chroma Key [17]
Os vídeos podem ser inseridos tanto em cima de outros vídeos como de um fundo produzido
graficamente, garantindo-se dessa forma uma infindáveis possibilidades criativas na produção de
programas televisivos.
Figura 3.8: Exemplo de Picture-in-Picture [16]
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Capítulo 4
Transição da Produção para IP
O mundo é feito de mudanças e está em evolução constante. É assim praticamente em todas
as atividades e a indústria do broadcast não é exceção. Nas últimas décadas a indústria televisiva
tem sido alvo de duas grandes transições tecnológicas.
A primeira foi a transição do vídeo analógico para vídeo digital, estando agora praticamente
completa [18], considerando não só a produção mas também na distribuição ao cliente final. Já a
nível profissional, todos os equipamentos de produção lançados para o mercado são baseados em
digital.
A segunda é a transição de SD para HD. Esta já não se pode considerar tão completa, pelo
menos em Portugal, uma vez que ainda são escassos os canais que transmitem em Alta Definição.
No entanto, no que toca ao fabrico de produtos domésticos e de soluções para produção televisiva,
pode-se considerar completa. Qualquer equipamento equipamento no mercado já é compatível
com vídeo em HD.
Com estas transições já praticamente completas, colocam-se agora novos desafios e a indús-
tria de broadcast está neste momento a lidar com novas evoluções: a migração de infraestrutura
exclusivamente SDI para uma baseada em IP [18] e a substituição de hardware por software, apro-
veitando as potencialidades que sistemas em cloud já oferecem.
4.1 Tendências
Em Janeiro de 2015, as revistas TV Broadcast e Broadcast Engineering Extra conduziram um
inquérito [18] que visou a transição para tecnologia IP e também para tecnologia UHD/4k, tendo
obtido mais de 1500 respostas provenientes de profisssionais da área.
Wes Simpson, Presidente da consultura Telecom Product Consulting, escreveu [18] sobre a
sua análise e visão dos resultados do referido inquérito. No que diz respeito à transição para IP,
podem-se retirar alguns dados interessantes sobre a tendência atual. Listam-se de seguida alguns
deles:
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• As tecnologias IP estão associadas ao crescimento das tecnologias UHD/4k, uma vez que
fornecem meios práticos para transporte de sinais 4k. Larguras de banda de 10Gbps podem
transportar sinais 4k com pouca compressão, sendo que existe já um alargado leque de
equipamentos capazes de suportar larguras de banda de 40Gps a 100Gps em rede Ethernet.
Deste modo, é possível até transportar sinais 4k sem qualquer compressão.
• Broadcasters estão a adotar tecnologias IP a um rítmo elevado, mesmo em aplicações em
que atualmente não podem ter grande interoperabilidade. Desse modo estão a ser criadas
certas "ilhas"de interface IP em salas de produção, sendo que serão posteriormente ligadas
a outros equipamentos quando estes estiverem também migrados.
• A tendência parece não abrandar no futuro, uma vez que a grande maioria dos broadcasters
com instalações que ainda não têm qualquer migração, prevê iniciar esse processo num
futuro muito próximo.
• Foi identificado um vasto leque de aplicações onde implementar interfaces IP, ao nível do
transporte e monitorização intra-estúdio. Tecnologias de vídeo sobre IP estão já a ser imple-
mentadas mesmo ainda não tendo substituído o routing SDI em toda a cadeia de produção.
• O crescimento desta tendência aparenta também ser um reflexo dos cada vez mais baixos
preços praticados pelas operadoras em transporte em longas-distâncias por IP.
• Sinais de vídeo por IP são já muito populares em sistemas de multi-view, beneficiando
da flexibilidade e facilidade de transmissão de vídeo em redes IP, evitando assim despesas
maiores com routing de SDI.
• Aplicações baseadas em IP são já populares em redes para contribuição e aquisição vinda
remotamente, havendo já operações híbridas entre IP e Satélite.
• A flexibilidade e facilidade que há na redefinição de pontos de conexão em redes IP, traz
redução de custos. A complexidade que há na readaptação de todas as ligações por cabo
que existem numa infraestrutura de produção, contrasta com um switcher Ethernet, que
recebe todos os sinais no mesmo aparelho, podendo-se facilmente reorganizar ligações e
caminhos.
4.2 Vídeo sobre IP
Transporte de vídeo geralmente implica transportar sinais de vídeo por uma distância relati-
vamente longa, através de telecomunicações ou infraestuturas de fibra ótica onde atualmente tudo
funciona atráves de transporte baseado em pacotes [4]. Apenas nos locais mais remotos é utili-
zado satélite, mas, mesmo nesses locais, protocolos de internet são utilizados para encapsulação
de dados.
Uma vez que atualmente já há disponíveis larguras de banda de 10 Gb/s [4], serviços de trans-
porte podem garantir uma entrega de alta qualidade de feeds de contribuição de proveniência
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remota. Dentro das instalações de produção, conseguem-se larguras de banda ainda superiores,
de 40 Gb/s ou mesmo 100 Gb/s, sendo que múltiplos cabos coaxiais podem ser substituídos por
segmentos de rede, fazendo a ligação entre as variadas interfaces SDI.
Mapear vídeo de grande largura de banda numa infraestrutura IP, requer que se desonvolvam
standards que assegurem que o vídeo é gerido corretamente num equipamento IP genérico. Estes
são desenhados para lidar com dados estatísticos, em vez de streams de vídeo contínuos de grande
largura de banda.
O transporte em tempo real de conteúdos multimédia em redes IP é usualmente realizado
através do Protocolo RTP, Real Time Protocol [19]. Este, é um protocolo que atua na camada de
transporte do modelo OSI, nível 4, e utiliza o protocolo UDP para entrega dos pacotes. [11]. O
UDP é o protocolo mais indicado para aplicações que necessitam de uma transmissão rápida de
dados, uma vez que, contrariamente ao TCP, não é um protocolo orientado à conexão. Isto quer
dizer que não vai ser confirmada a receção dos pacotes antes de ser enviado o próximo, não se
garantindo a entraga de todos os pacotes nem pela ordem correta [1]. Essa ordenação fica a cargo
do protocolo RTP, uma vez que inclui no seu cabeçalho campos para guardar os timestamps de
vídeo e o número de sequência do pacote, permitindo assim a reconstrução da sequência correta
no recetor.
Uma vez que o transporte de dados na rede foge ao âmbito desta dissertação, estes protocolos
e implementações não vão ser aqui aprofundados. No entanto, tendo em conta a utilização da in-
terface SDI nas infraestruturas de produção, tal como descrito anteriormente, é importante realçar
o standart SMPTE 2022-6.
4.2.1 SMPTE 2022-6
O SMPTE 2022-6 [20]é um standard que descreve um modo de transporte de SDI em redes
IP através de pacotes RTP. Este standard foi publicado pela SMPTE (Society of Motion Picture
and Television Engineers) e veio permitir a utilização do IP na indústria de broadcast. É um
complemento à família de standards SMPTE 2022, que está em constante desenvolvimento.
Esta norma define o empacotamento do sinal SDI em pacotes de 1376 bytes, de forma a serem
encapsulados no payload de um pacote RTP (juntamente com um cabeçalho de 12 bytes) e este
num pacote IP. Assim, o sinal SDI empacotado pode ser transmitido numa rede Ethernet e ser
posteriormente reconstruído num equipamento recetor que utilize esta mesma norma [11].
Consegue-se garantir desta forma a interoperabilidade de equipamentos com interface SDI,
com a essência multimédia a ser transportada por IP na rede em alternativa aos cabos coaxiais.
4.3 Soluções atuais
Apesar da crescente vontade dos broadcasters na gradual substituição de hardware por so-
luções de software, estas soluções ainda não se encontram disponíveis para necessidades profis-
sionais. Alguns fabricantes vão apresentando já soluções híbridas, pese embora se note alguma
resistência destes em partir definitivamente para soluções virtualizadas.
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No que toca à utilização da cloud, as soluções que podem ser encontradas focam-se essenci-
almente no armazenamento de conteúdo multimédia. Há no entanto algumas soluções protótipo
que visam o transporte e transcoding de informação multimédia via IP [1], mas à base de placas
de hardware.
No computo geral, ainda não é possível encontrar uma solução no mercado que faça uso das
potencialidades destas duas áreas tecnológicas.
4.3.1 Produtos no mercado
No âmbito do Switcher de Produção, foram identificados exemplos de três fabricantes. Estes
exemplos são os mais aproximados do que se propõe uma virtualização da produção, sem no
entanto deixarem de recorrer a hardware.
4.3.1.1 Sony AWS-750 Anycast Touch
O Sony AWS-750 Anycast Touch [21] é Switcher de Produção bastante compacto e de di-
mensões reduzidas, podendo ser transportado facilmente para qualquer local. É uma solução de
relativo baixo custo, e permite dessa forma tornar a produção ao vivo acessível a qualquer pessoa
que necessite live broadcasting ou webcasting. É portanto mais vocacionada para utilizadores não
profissionais ou com pouca experiência em produção de eventos em direto.
As funcionalidades incluem um switching de vídeo, codificação de stream, gravação, mistura
áudio e realiza multiplos efeitos e wipes no vídeo. Permite a gravação de 10h de vídeo no seu
disco SSD interno, criar e adicionar gráficos às imagens e permite ainda o controlo de câmaras
remotas.
Possui entradas e saídas de vídeo para interfaces HD-SDI, HDMI e RGB, sendo que permite
também direto envio da emissão para rede IP.
As desvatagens prendem-se no facto de não possuir entradas de vídeo vindas de rede IP e do
processamento ser realizado no hardware do produto.
4.3.1.2 Blackmagic Design Production Switchers
A Blackmagic Design é um dos mais fores fabricantes de produtos para produção profissional.
Possuem um católogo [16] com soluções para todas as necessidades que possa haver num estúdio
de produção e numa OB van, desde a captura, switching de vídeo, edição de imagem, à gravação
e armazenamento de conteúdos multimédia.
Todas as suas soluções fucionam à base de hardware, no entanto, a razão pela qual se está aqui
a referir os seus produtos prende-se com um determinado software que oferecem. A Blackmagic
Design tem uma interface virtualizada que permite operar os seus Switchers de Produção a partir
de um computador, em substituição ou complemento aos seus completos e sofisticados painéis de
controlo (ver figura 3.1). Esse software apresenta a capacidade operar qualquer função que seja
possível realizar nos painéis.
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4.3.1.3 Livestream
A Livestream [22] oferece soluções em tudo semelhantes às descritas atrás sobre a Blackmagic
Design, com o processamento a tender para as suas GPU (Graphic Process Unity). Permitem
também o controlo através de um computador, em alternativa aos painéis físicos, oferecendo até
a possibilidade de se adquirir um teclado pintado de maneira especial de maneira a facilitar o uso
do software.
Têm é a particularidade de que este software possa funcionar inteiramente num computador,
não precisando de se recorrer às suas soluções de hardware. O processamento passa a ser realizado
com os recursos do próprio computador. Há, inclusivamente, uma versão gratuita do programa,
mas que apresenta várias limitações técnicas, como a limitação de inputs de vídeo e da quantidade
de gráficos que podem ser adicionaos ao vídeo.
Este software da Livestream, usado com as GPU ou num computador, faz um broadcast direto
para a internet, através de plataformas que possibilitem a reprodução de streams em direto. Permite
a transmissão para plataformas como Youtube, Ustream, Facebook ou Skype, entre outras.
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Capítulo 5
Virtualização do Switcher de Produção
Como já mencionado anteriormente, existem dois métodos para produção televisiva de eventos
em direto. A mais comum é fazendo deslocar um camião de produção móvel (Outside Broadcas-
ting Van) ao local do evento, sendo que este será uma Program Control Room [2]. Este camião
estará carregado de equipamento de produção como servidores, equipamento gerador de repe-
tições, Switcher de Produção, monitores, equipamento de correção de cor, etc. A este camião
estarão ligadas as câmaras de vídeo e microfones instalados estrategicamente em cima do aconte-
cimento a ser televisionado. Aqui, será feita toda a produção do programa, sendo o sinal resultante
enviado para o centro de operações, onde será então feito o seu broadcast.
A alternativa emergente é agrupar os sinais provenientes dos dispositivos de captura e enviá-los
diretamente para o centro de operações sem qualquer edição, sendo a produção feita remotamente
no estúdio onde estão montadas régies fixas.
Indo ao encontro da tendência atual da indústria de broadcast em cada vez mais procurar solu-
ções de software em substituição do hardware, é possível pensar-se em implementações baseadas
em IP que ajudem a reduzir custos e a aumentar a flexibilidade e personalização das soluções [23].
Com este pressuposto e com um cenário de produção em que os conteúdos são produzidos remo-
tamente, será possível aproveitar a essência estar já numa rede baseada em pacotes para se efetuar
a sua produção num ambiente distribuído na cloud [1].
Assim, pretende-se desenvolver uma aplicação que virtualize as funcionalidades de um Swit-
cher de Produção. Uma implementação que seja capaz de fazer não só o switching de vídeo na
cloud, atualmente efetuado em hardware, mas também o processamento gráfico das funcionalida-
des que este aparelho fornece para produção televisiva em direto.
5.1 Solução proposta
Como base à implementação deste projeto, utilizou-se como exemplo de partida o painel de
controlo do Switcher Model 110 da Grass Valley Group (ver figura 5.1). Este é um switcher
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analógico compacto, que apresenta todas as funcionalidades essenciais para a produção de um
programa televisivo.
Este modelo tornou-se num dos mais clássicos e saudosos swtichers da história da produção
televisiva, sendo ainda hoje muito utilizado na sua versão HD.
Figura 5.1: Grass Valley Group Model 110
5.1.1 Arquitetura
O esquema da figura 5.2 ilustra a arquitetura de uma aplicação cloud proposta por Miguel
Poeira na sua dissertação [1], uma abordagem de idealização de um "IP studio"de processamento
em ambiente distribuído em cloud.
O bloco Input Distributor tem como função receber streams da rede e distribuí-las a outros
blocos (indicados na figura) por multicast. O bloco Proxy Transcoder irá gerar uma versão proxy
(de baixa resolução) de cada stream, tanto de entrada como resultante das operações no bloco
Video Switcher. Estas versões têm um intuito de ser enviadas para o exterior para monitorização
facilitada e rápida. O bloco de Output recebe a stream resultante do Video Switcher também por
multicast, e terá como função enviar essa stream para o exterior com uma codificação específica à
definida pela aplicação da plataforma em questão.
Tendo como base esta proposta de aplicação, definiu-se uma implementação que assenta nos
blocos Video Switcher e Business Logic. No primeiro é possível construir a virtualização de um
Switcher de Produção, com todas as suas funcionalidades, integrado no workflow de estúdio virtual
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Figura 5.2: Proposta de Aplicação Distribuída [1]
proposto por Poeira. Parte-se também a partir do bloco Business Logic para o desenvolvimento e
implementação de um painel de controlo do switcher virtualizado que opere remotamente a partir
de um browser e comunique com este através de uma REST API.
Desta forma é possível, a partir desta arquitetura, prototipar uma implementação integrável
com os dois blocos anteriormente citados.
5.1.2 Bibliotecas
Esta proposta de virtualização do Switcher de Produção será implementada através de soft-
ware, com recurso a duas bibliotecas de funções: A biblioteca de processamento media da MOG
Technologies e a biblioteca OpenCV.
5.1.2.1 Bibliotecas MOG
A biblioteca de processamento media da MOG Technologies é de propriedade privada e utili-
zada nos seus produtos atualmente no mercado, contendo métodos e funcionalidades que otimizam
a gestão em espaço de memória e fluxo dos conteúdos media. Sendo os produtos da empresa mai-
oritariamente vocacionados para o ingest, esta biblioteca está otimizada para processar o fluxo
com a maior rapidez possível. Como na produção de eventos em direto, como em qualquer outra
operação em real-time, o atraso vai ser um dos parâmetros mais críticos na garantida da qualidade
de serviço. A utilização desta biblioteca é importante não só para minimizar o tempo de proces-
samento dos conteúdos como também para permitir uma compatibilidade imediata deste projeto
com os atuais produtos da empresa.
A estrutura fundamental é denominada de Element. Dentro de um Element estará um pedaço
de essência para um dado instante temporal, que pode ser uma frame vídeo, uma frame áudio
ou metadados associados. Junto com a essência está associado um descritor que contém toda a
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informação necessária. No caso de uma frame vídeo, algumas das indicações contidas no descritor
são resolução, espaço de cor ou chroma-subsampling.
5.1.2.2 OpenCV
O OpenCV (Open Source Computer Vision Library) é uma biblioteca open source de visão
computacional e machine learning [24]. Foi construída com o objetivo de fornecer infraestrutura
comum entre aplicações de visão computacional e acelerar a eficiência das máquinas em produ-
tos comerciais. Esta biblioteca possui mais de 2500 algoritmos otimizados, os quais com várias
funcionalidades para aplicações real-time. Possui também variadas interfaces, que permitem a sua
utilização em linguagens como C++, Python, Java ou Matlab, e o seu desenvolvimento e utiliza-
ção em sistemas operativos Windows, Linux, Android e Mac OS [24]. Sendo open source, todo o
código e funções podem ser totalmente acedidos e modificados, tendo em conta as necessidades.
O OpenCV tem uma estrutura modular. O módulo Core define estruturas de dados básicas,
incluindo os arrays Mat e funções básicas usadas por todos os outros módulos. A estrutura funda-
mental é então denominada de Mat. Esta, representa um array n-dimensional e multi-canal, que
pode ser usado para guardar matrizes e vetores de valores reais ou complexos e imagens digitais
a cor ou preto e branco, entre outros, fora do âmbito aqui tratado. O módulo de processamento
de imagem, imgroc, inclui filtros lineares e não linerares, conversões de espaço de cor, histogra-
mas ou transformações geométricas como redimensionamentos e transformações de perspetiva.
O módulo de análise de vídeo inclui algortimos de estimação de movimento tracking de objetos
ou subtração de background [25]. Estes três módulos foram os mais utilizados na implementação
deste projeto.
Estas bibliotecas e as da MOG Technologies podem então interoperar com relativa facilidade
e eficiência. Estando as frames representadas sob a forma de Elements, é possível construir uma
matriz Mat fornecendo-lhe o apontador para o início do espaço de memória dessa frame. Desta
maneira não é copiada e replicada informação, sendo que é inicializado apenas o cabeçalho da
matriz que aponta para os dados da frame. Assim, todo o processamento realizado é efetuado
diretamente no espaço de memória que foi alocado primeiramente pela biblioteca da MOG Tech-
nologies.
5.2 Protótipo
Para esta dissertação foi desenvolvido um workflow de funcionamento de um Switcher de Pro-
dução, partindo da arquitetura anteriormente descrita e das funcionalidades mais características do
aparelho. Os diversos módulos que aplicam os efeitos a processar nas imagens foram desenvolvi-
dos de forma independente, garantindo assim uma flexibilidade de uso em diferentes cenários de
processamento. Partindo dessa flexibilidade, esses módulos foram integrados e ligados de modo e
emular a lógica de funcionamento pretendida.
Este protótipo recebe frames de mais do que uma fonte e trata-as em função dos comandos
que recebe. É capaz de lançar as janelas para Program e Preview localmente, de comutar as fontes
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para essas janelas e aplicar os efeitos de transição que forem indicados. Incorpora também a
funcionalidade de inserir overlays de background e foreground.
Pretendeu-se também que, para além de prova de conceito, este protótipo pudesse servir para
posteriror validação do trabalho realizado, conduzindo-se uma série de testes e experiências tendo
em conta casos de uso reais.
5.2.1 Restrições
De maneira a agilizar o processo de desenvolvimento deste protótipo foram definidas as se-
guintes limitações técnicas:
• Serão instanciados 3 inputs, não obstante a implementação estar preparada para receber
mais entradas.
• Os vídeos de input estarão limitados a 25 frames, o equivalente a 1 segundo, sendo que
estarão em loop constante.
• Os vídeos de input estarão uniformizados em resolução Full HD (1920x1080), espaço de
cor YUV e Chroma-subsampling 4:2:2.
• Os overlays serão inseridos como downstream keys. Ou seja, estarão aplicados apenas na
frame de Program (output).
5.2.2 Implementação
O esquema geral da implementação do protótipo de switcher virtual está representado na figura
5.3, ilustrando todo o fluxo implementado. O módulo Switcher Loop está representado em mais
pormenor mais à frente na figura 5.4. Será feita de seguida uma descrição de implementação e
funcionamento de cada um dos módulos representados.
Figura 5.3: Esquema de implementação
5.2.2.1 Loop File Reader
O primeiro módulo é denomidado de Loop File Reader e o seu desenvolvimento tem dois
objetivos. O primeiro é ser usado para este protótipo com o intuito de simular um stream vídeo
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vindo do exterior. O segundo é ser posteriormente usado para a introdução de conteúdos pré-
produzidos na mistura com os live streams.
A sua implementação teve em conta já estes dois cenários. Este módulo carrega em memória
vídeos guardados em disco e fornece as suas frames, uma a uma, ao Switcher Loop, à medida
que são pedidas pelo mesmo. Uma vez que cada frame é libertada da memória pelo Switcher
Loop assim que processada, a restrição dos vídeos escolhidos para o protótipo estarem limitados
a 25 frames é com o intuito de simular a chegada contínua de essência, sem que o ficheiro seja
demasiadamente pesado. Emula-se assim um buffer com as 25 frames a serem fornecidas em loop
contínuo.
Estando as frames representadas em objetos Element, como explicado anteriormente, é criado
um vetor de Elements em que cada posição corresponde a uma fonte de sinal, ou a um conteúdo
guardado em disco.
5.2.2.2 Switcher Loop
O Switcher Loop tem como missão receber a lista de Elements, onde estão contidas as frames
de um dado instante de tempo, tratar essas frames em função dos comandos selecionados, reen-
caminhar para fora as frames pretendidas e descartar de memória todas as outras. É recebida a
lista de Elements de um dado instante de tempo, são escolhidas as posições da lista desejadas e
processam-se os dados de cada um dos Elements selecionados.
Terminado esse processamento, os Elements resultantes do Preview e do Program serão for-
necidos ao módulo seguinte, e a lista substituída pela lista de Elements referentes ao instante
seguinte, fornecida pelo Loop File Reader. No caso de integração com a aplicação cloud apresen-
tada, este módulo tem capacidade para depositar as frames resultantes em buffers, de modo a que
alimentem os seus Proxy Transcoders (para envio para a interface web do operador) e o Output,
no caso da frame de Program. Para este protótipo, porém, as frames do Program e Preview serão
encaminhadas para o módulo OCV Window, de modo a serem exibidas localmente.
Este loop é assíncrono e terá a duração do processamento das frames para um dado instante.
Neste cenário não se coloca o problema de não haver novas frames disponíveis em memória, uma
vez que o Loop File Reader garante essa continuidade.
Dentro do Switcher Loop estão definidos três grandes módulos: O Program Handler, o Preview
Handler e o Mixer.
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Figura 5.4: Implementação do módulo Switcher Loop
5.2.2.3 Preview Handler
O Preview Handler é o módulo responsável pelas frames que serão exibidas no Preview. Vai-se
comportar como um Bypass, deixando passar o canal selecionado pelo utilizador. Isto é, da lista
de Elements escolherá o Element da posição correspondente ao canal desejado.
Quando o utilizador comutar o Preview para outro canal, este selecionará a nova posição no
vetor de Elements referente ao instante seguinte, apresentando a frame correspondente ao novo
canal sem efeitos de transição. Estes serão apenas aplicados no fluxo do Program.
5.2.2.4 Program Handler
O Program Handler é então o módulo responsável por processar as frames que serão enviadas
para broadcast. À semelhança do Preview Handler, este módulo retira da lista de Elements aquele
da posição que contém a frame do canal a exibir, sendo que também se comporta como Bypass
quando não está a ser aplicado nenhum efeito de transição. A transição será sempre feita entre o
canal já em exibição e o canal presente no Preview.
A diferença para o Preview Handler prende-se então no momento em que é comutado o canal
a exibir. No caso do efeito de comutação selecionado ser o Cut, a transição faz-se de maneira
igual à do Preview Handler. Estando selecionado qualquer outro efeito de transição, o Program
Handler enviará para o Mixer a posição na lista dos Elements correspondentes ao canal que estava
em exibição e ao novo canal a exibir (a posição selecionada no Preview) e a indicação do efeito
que será aplicado. O módulo Mixer terá então acesso à lista de Elements e processará as duas
frames tendo em conta as referidas informações. A mistura processada é guardada no campo de
dados do Element correspondente ao canal ainda em exibição, sendo que será este que o Program
Handler continuará a enviar este para o módulo seguinte. No momento em que o módulo Mixer
der indicação que a transição está completa, o Program Handler não o voltará a chamar, passando
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a selecionar a posição do Element correspondente ao canal que está agora em exibição. Continua
o seu comportamento de Bypass até que nova transição seja ativada.
5.2.2.5 Mixer
O Mixer tem acesso à lista de Elements a partir do Program Handler e recebe as posições dos
canais a processar, a resolução das frames e a identificação do efeito a aplicar. Aqui são criados
duas matrizes Mat do OpenCV, uma para o canal atual e outra para o novo canal, em que os
dados da matriz serão os dados da frame contidos no objeto Element correspondente. Com esta
conversão aplica-se o processamento com recurso à biblioteca OpenCV. A mistura é efetuada na
matriz do canal atual, ficando esses dados guardados no Element correspondente com a conversão
inversa.
No caso do efeito de transição ser um Wipe, o padrão é obtido através de uma filtragem por
mascaramento. O padrão é construído na máscara definindo-se as coordenadas de acordo com
o padrão selecionado pelo utilizador. O padrão é iniciado com o mínimo de píxeis necessários
para representar a sua forma e vai aumentando o seu tamanho de frame para frame, até que ocupe
totalmente as dimensões da matriz (frame). Nesse momento a transição está completa e será
enviada essa informação ao Program Handler. A taxa de crescimento da forma é dependente do
tempo de transição definido, sendo essa percentagem calculada em função da resolução da frame
em questão. Assim, estando definida uma transição de 1 segundo, vão ser necessárias 25 frames
para que o padrão ocupe totalmente a matriz.
Foram implementados 10 padrões diferentes para uma transição deste tipo, escolhidos tendo
em consideração o Switcher de Produção que foi utilizado como exemplo de partida. A figura
5.5 apresenta as duas frames a comutar, a máscara com um padrão wipe de exemplo, e a frame
resultante da aplicação da máscara.
Figura 5.5: Frames a comutar; máscara durante a transição; Frame resultante
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No caso do efeito de transição ser qualquer uma das variantes de dissolução, a mistura vai
ser processada alterando-se os valores de alpha-channel das matrizes dos dois canais. A frame
resultante é obtida fazendo-se overlay das frames dos dois canais após a alteração do seu alpha-
channel. O alfa iniciará a transição com o valor de 1 e corresponderá ao valor do alpha-channel
da matriz do canal exibido atualmente. O alpha-channel do novo canal será representado por beta
e iniciará com valor 0. Isto quer dizer que no instante em que a transição é acionada, o canal atual
vai ter uma transparência nula e o novo canal uma transparência de 100%. A partir da frame do
instante seguinte, o alfa será decrementado e o beta incrementado. No resultado do somatório das
duas matrizes, já vai ser possível visualizar informação visual do novo canal. A taxa de incremento
e de decremento destes valores é dependente do tempo de transição definida. Estando definida uma
transição de 1 segundo, os valores serão incrementados e decrementados a 0,04, o que na prática
quer dizer que a transparência do canal atual aumenta 4% a cada frame e a do novo canal diminui à
mesma percentagem. A figura 5.6 representa a mistura de duas frames quando o valor o seu alpha
e beta é aproximadamente 0.5, isto é, a meio da transição. No instante em que o valor de alpha é
inferior ao valor de decremento, o Mixer dá a transição como concluída e dá essa informação ao
Program Handler.
Foram implementados três tipos diferentes de transição de dissolução: crossfade direto entre
os dois canais, uma dissolução Dip, passando por uma terceira frame intermédia, e o Fade to
Black. Para este protótipo, a frame intermédia da transição Dip é o canal preto, usado também
para transição Fade to Black.
Figura 5.6: Frame resultante quando o valor de alpha e beta é próximo de 0.5
5.2.2.6 Key Handler
O Key Handler tem como função primordial inserir imagens e gráficos em frames de vídeo.
Este módulo recebe a frame proveniente do Program Handler, uma lista com paths de imagens
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selecionadas, as coordenadas da posição da imagem na frame e o tamanho desejado. A frame
contida num Element será convertida para uma matriz Mat, assim como as imagens que estejam
no vetor. Estas últimas, serão ainda redimensionadas tendo em conta o tamanho determinado.
A inserção da matriz da imagem na matriz da frame é feita através de uma função de overlay
desenvolvida. Essa implementação tem em conta o alpha-channel da imagem, permitindo assim
que a imagem ou gráfico sejam inseridos com o recorte correto. A figura 5.7 mostra uma frame
em que o Key Handler inseriu três overlays diferentes.
Estando este processamento concluído, a frame é novamente convertida para Element e este
será encaminhado para o módulo seguinte.
Figura 5.7: Frame resultante após overlay de imagens
5.2.2.7 OCV Window
O módulo OCV Window foi desenvolvido com a finalidade de lançar localmente janelas para
monitorização e acompanhamento em tempo real do trabalho realizado no switcher. Neste protó-
tipo irá instanciar as janelas que vão exibir os conteúdos a referentes ao Program e ao Preview.
As frames são recebidas como Element e são convertidas para Mat do OpenCV, sendo exibidas
através de as funcionalidades desta biblioteca. Foi instanciado um delay de 40ms entre a exibição
de cada frame, garantindo assim a exibição de 25 frames por segundo. No caso de não se instanciar
este atraso, as frames seriam apresentadas à velocidade de processamento.
5.2.3 Interface Web
O desenvolvimento deste protótipo contemplou também a implementação de uma interface
web, de modo a que nesta esteja um painel capaz de controlar as operações no switcher virtuali-
zado.
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A interface será operada num browser, sendo que foi implementada em HTML e com recurso
a CSS para elementos visuais. A comunicação com o protótipo é feita através de um web service,
implementado com C++ REST SDK, uma biblioteca open source. Esta biblioteca é um projeto da
Microsoft para comunicação cliente-servidor, otimizada para ambiente cloud e em código nativo,
usando uma moderna API C++ assíncrona.
Pretendeu-se construir um painel que simule o de um Switcher de Produção (ver figura 5.8),
contendo os botões essenciais à operação de funcionalidades presentes no protótipo. Seguindo a
lógica destes aparelhos, os botões foram organizados pelos seguintes grupos:
• Preview Bus: Este grupo permite comutar os canais para Preview entre as 3 fontes imple-
mentadas no Loop File Reader e um canal totalmente preto.
• Grupo Actions: Este grupo contém os botões que permitem a comutação do canal em Pro-
gram. Com a ação Wipe, o canal em Program será substituido pelo que está em Preview,
sendo a transição um padrão Wipe. A ação Mix realizará essa transição com um dos efeitos
Mix selecionados. Já a ação Cut, comutará instantaneamente o canal atual para o presente
em Preview, sem qualquer efeito de transição. Finalmente, a ação FTB (Fade to Black)
dissolve a imagem em Program para preto.
• Grupo Mix Mode: Este grupo permite selecionar o efeito de Mix a operar quando for acio-
nada a ação de transição Mix.
• Grupo Wipe Patterns: Semelhante ao grupo Mix Mode, este grupo permite selecionar o
padrão Wipe a operar quando for acionada a ação de transição por Wipe.
• Transition Rate: Aqui é possível definir o número de frames necessárias para completar a
transição. 25 frames correspondem a uma transição de 1 segundo.
• Grupo Key Bus: Com os botões deste grupo é possível ativar os gráficos e logótipos a inserir
na imagem. Cada um destes elementos gráficos tem um destes botões atribuídos.
• Grupo Backgrounds: Neste grupo é possível escolher que background será usado quando
o Chroma Key está ativo, sendo que cada background disponível tem também um botão
associado.
• Grupo Chroma Key: Estes botões premitem adicionar Chroma Key ao canal desejado.
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Figura 5.8: Interface Web desenvolvida
5.3 Método de Validação
De modo a poder testar-se a implementação, definiu-se a simulação de um caso de uso real.
Desta maneira, é possível validar a aplicabilidade do protótipo e dos módulos desenvolvidos num
ambiente a que estaria sujeito na realidade.
O caso de uso escolhido foi a produção de um programa informativo, tipicamente um "Telejor-
nal". Na esmagadora maioria dos casos, um programa deste tipo é produzido em estúdio, pelo que
não necessitaria de recorrer a um estúdio móvel, a menos que seja conduzido num local remoto
por motivo de alguma ocasião especial. No entanto, é um cenário em que vão ser usadas todas
as funcionalidades de um Switcher de Produção que foram desenvolvidas para esta dissertação.
Alia-se a isto também o facto de que o equipamento presente num camião ou carrinha de produ-
ção remota, mais ou menos compacto, é em tudo semelhante ao que se encontra numa Program
Control Room localizada no estúdio.
Para esta simulação considera-se que as condições de transporte e largura de banda da rede
são ideais. Uma vez que o protótipo estará a correr localmente, os streams de entrada serão simu-
lados também localmente pelo Loop File Reader. Desta forma permite montar uma test bed para
protótipo sem que haja a possibilidade que o seu comportamento seja de certa forma contaminado
com fatores externos ao seu processamento.
5.3.1 User Case
Como referido, o caso de uso escolhido passa por um programa informativo. Programas deste
tipo são os que requerem mais funcionalidades de produção. Listam-se de seguida as principais
características da operação para programas deste tipo:
• Cenários virtuais. Os programas de cariz informativo recorrem com frequência a cenários
virtuais. Estes, são conseguidos através do uso de telas verdes ou azuis, sendo aplicado
Chroma Key em tempo real.
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• Artefactos gráficos. Estes programas possuem uma grande quantidade de gráficos e infor-
mações em cima da imagem para emissão. Exemplos passam pelo gráfismo que contém
as descrições da notícia em exibição, a inserção do texto das ditas descrições, legendas de
rodapé a conter informações ou relógio com as horas, entre outros.
• Diferentes proveniências de vídeos de entrada. A condução principal do programa passará
pela contribuição dada pela captura em estúdio. Frequentemente serão lançadas peças jor-
nalisticas que estão guardadas em disco, tipicamente nos servidores, e ligações em direto a
locais de reportagem. Estes requisitos por si só, não permitem teste no protótipo, uma vez
que os buffers de sinal de entrada em tempo real são simulados localmente, mas permite
testar a aplicabilidade de outras funcionalidades como o Picture-in-Picture e também os
efeitos de transição na troca entre as ditas fontes.
5.3.2 Resultados
Os resultados obtidos com este teste podem ser considerados muitos positivos. O programa
foi conduzido de início ao fim de acordo com o que estava previsto.
Todas as acções tomadas foram executadas com êxito, sendo que todas as transições funcio-
naram com o padrão e tempo de duração desejado.
No entanto, é de ter em conta o facto de que as imagens e gráficos para overlay foram forne-
cidas à aplicação de modo hardcoded, sendo que essa interação é do âmbito da implementação da
interface gráfica que irá estar associada no futuro.
Como já foi referido anteriormente, os vídeos de entrada tinham resolução Full HD 1920x1080.
Tendo sido lançadas apenas as janelas de output do Program e do Preview, e tomando em con-
sideração que o módulo Loop File Reader simula um buffer de 25 frames por cada um dos três
vídeos de entrada, toda a operação consumiu entre 300MB a 380MB de memória RAM, não tendo
havido necessidade de utilização de mais que 1 core do processador. Destas contas fica apenas de
fora o processamento de Chroma Key.
Estes números ajudam a prever que tipos de requisitos terá que ter um futuro ambiente cloud
para correr esta aplicação.
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Capítulo 6
Conclusões e trabalho futuro
Com este trabalho fez-se um estudo e investigação exaustiva do modo de funcionamento da
produção televisiva para eventos em direto e respetivas necessidades. Nesse sentido, definiu-se o
Swticher de Produção como foco principal no desenvolvimento de um protótipo.
Indo de encontro às soluções de mercado que a indústria de broadcast tem vindo a procurar,
pretendeu-se demonstrar que as funções de um Switcher de Produção podem ser conduzidas em
ambiente cloud. Dessa maneira, e tendo em conta condições ideais de rede, é possível produzir-se
um evento remoto a partir de qualquer parte do mundo. Paralelamente, é possível reduzir custos
inerentes à aquisição e utilização de equipamentos, sendo a sua virtualização capaz de oferecer
soluções mais vantajosas.
O protótipo desenvolvido pretendeu ser uma prova de conceito de que, do ponto de vista das
operações de o Switcher de Produção, é possível construir-se e desenvolver-se uma infraestrutura
de produção virtualizada que tenha facilidade escalabilidade e personalização tendo em conta as
necessidades de cada cenário em específico.
Uma das situções identificadas foi o facto de que um camião ou carrinha de produção móvel
conter sempre no seu interior grande parte de todos os equipamentos. Isto quer dizer que em mui-
tas situações para o qual é destacado, não fará uso de toda a diversidade de opções que possui,
embora grande parte dos custos acabem por ser os mesmos. Numa situação virtualizada, é pos-
sível construir um estúdio de produção personalizado, adequado a cada situação em específico,
contendo apenas as funcionalidades que vão ser necessárias. Dessa forma podem-se conseguir
reduções de custos associados a estes serviços.
Os módulos que constituem o protótipo aqui apresentado foram desenvolvidos individual-
mente, de maneira a terem interoperabilidade entre si e com outros produtos da MOG Technolo-
gies. Deste modo, podem não só ser atualizados e melhorados individualmente, como permitem
montar cenários de utilização específicos e ajustados a necessidades diferentes, tal como descrito
atrás.
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O protótipo foi testado simulando-se um caso de uso real. Definiu-se um programa informativo
como a escolha ideal de modo testar o funcionamento de todas as funcionalidades implementadas.
Embora este caso de uso não seja de uma produção remota, é um cenário que, ao longo do decorrer
do programa, faz uso de todas as capacidades implementas. Foi assim conduzido um programa
experimental fazendo uso da capacidade de processamento do software desenvolvido, sendo este
operado a partir de um browser, com o painel desenvolvido para o efeito.
Assim, espera-se que este protótipo se possa transformar num produto que possa ser lançado
no mercado num espaço de poucos meses. Vai de encontro à procura crescente da indústria de
broadcast em soluções de software que substituam gradualmente equipamentos que operam a
partir do seu hardware.
6.1 Satisfação dos objetivos
Praticamente todos os objetivos pretendidos com este trabalho foram alcançados com sucesso.
O estudo do modo de funcionamento de um Switcher de Produção permitiu perceber a sua
oferta de funcionalidades e quais as essenciais para a condução da produção de um programa
televisivo em direto.
Todos os módulos de efeitos visuais para a construção do protótipo de virtualização do Swit-
cher de Produção foram alcançadas com sucesso. A montagem e disposição dos módulos permitiu
que se simulasse a produção de um programa tendo em conta um caso de uso real, tendo sido esses
testes muito positivos.
Os módulos foram também construídos de forma a permitir a interoperabilidade entre si e
entre qualquer produto de software da MOG Technologies.
O único ponto não tão satisfatório prende-se com o facto do módulo que processa o efeito de
Picture-in-Picture não ter ficado integrado dinamicamente no workflow do protótipo, pese embora
esteja a funcionar quando testado individualmente. Para que tal fosse possível, era necessário
construir canais M/E (explicados no capítulo 3) de maneira a retroalimentarem as entradas do
Switcher Loop. Uma vez que levava a uma alteração de última hora na arquitetura do protótipo,
deixou-se de parte a sua integração.
6.2 Trabalho futuro
Tendo-se então feito prova de conceitos com a implementação desenvolvida, é ainda necessário
algum trabalho de desenvolvimento para que se possa lançar um produto no mercado com as
especificações que a indústria procura.
Chegada a esta fase de desonvolvimento testado localmente, é necessário agora integrar estas
funcionalidades na arquitetura geral da aplicação cloud proposta nas especificações do protótipo.
Estando este software a correr em ambiente cloud, podem-se estudar mecanismos que permi-
tam o aumento de eficiência do processamento. Uma ideia a ser explorada é a de ser possível
processar várias frames ao mesmo tempo em módulos semelhantes a operar em locais distintos.
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Dessa forma consegue-se processar mais frames na mesma unidade de tempo, podendo diminuir
o delay com que a imagem chega ao consumidor final.
Outro trabalho importante a ter em conta num futuro produto é a precisão com que as ações
tomadas pelo operador do switcher são processadas. Isto é, pese embora a imagem que o operador
tem para monitorização ser uma versão proxy de baixa resolução, há sempre atrasos inerentes a
esse transporte de sinal, e as frames que estão a ser processadas vão já em instantes de tempo
ligeiramente diferentes. Assim, é importante que o sistema seja frame-accurate, de forma a que a
ação tomada seja implementada a partir da frame exata que o operador estava a ver na tomada de
decisão.
Em relação aos padrões de efeitos desenvolvidos, vai ser necessário implementar também um
mecanismo de suavização das fronteiras. Todos os padrões desenvolvidos têm fronteiras rígidas,
passando de uma imagem para outra sem qualquer transição.
Por fim, os últimos pontos identificados para implementação futura predendem-se com a me-
lhor disposição dos módulos do protótipo de modo a que as ações de inserção possam funcionar
tanto em modo Upstream Key como Downstream Key, mas também com a possibilidade de as
imagens de foreground entrarem na imagem com os mesmos efeitos de transição usados para a
comutação de canais. Para o Picture-in-Picture terão que ser implementados canais M/E, módulos
idênticos ao Preview, com a diferença de o seu output ser depois considerado como input do par
de módulos de switch principais e implementados. No entando, a dinâmica destes casos prende-se
mais com o desenvolvimento da interface gráfica final, uma vez que os módulos estão preparados
para esses modos de disposição.
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