This paper studies the Principal Component Analysis (PCA) problem in the distributed and streaming models of computation. Given a matrix A ∈ R m×n , a rank parameter k < rank(A), and an accuracy parameter 0 < ε < 1, we want to output an m × k orthonormal matrix U for which
where A k ∈ R m×n is the best rank-k approximation to A. Our contributions are summarized as follows: 1. In the arbitrary partition distributed model of Kannan et al. (COLT 2014 ), each of s machines holds a matrix A i and A = s i=1 A i . Each machine should output U. Kannan et al. achieve O(skm/ε) + poly(sk/ε) words (of O(log(nm)) bits) communication. We obtain the improved bound of O(skm)+ poly(sk/ε) words, and show an optimal (up to low order terms) Ω(skm) lower bound. This resolves an open question in the literature. A poly(ε −1 ) dependence is known to be required, but we separate this dependence from m.
2. In a more specific distributed model where each server receives a subset of columns of A, we bypass the above lower bound when A is φ-sparse in each column. Here we obtain an O(skφ/ε) + poly(sk/ε) word protocol. Our communication is independent of the matrix dimensions, and achieves the guarantee that each server, in addition to outputting U, outputs a subset of O(k/ε) columns of A containing a U in its span (that is, for the first time, we solve distributed column subset selection). Additionally, we show a matching Ω(skφ/ε) lower bound for distributed column subset selection. Achieving our communication bound when A is sparse in general but not sparse in each column, is impossible.
3. In the streaming model of computation, in which the columns of the matrix A arrive one at a time, an algorithm of Liberty (KDD, 2013) with an improved analysis by Ghashami and Phillips (SODA, 2014) achieves O(km/ε) "real numbers" space complexity. We improve this result, since our one-pass streaming PCA algorithm achieves an O(km/ε) + poly(k/ε) word space upper bound. This almost matches a known Ω(km/ε) bit lower bound of Woodruff (NIPS, 2014) . We show that with two passes over the columns of A one can achieve an O(km) + poly(k/ε) word space upper bound; another lower bound of Woodruff (NIPS, 2014) shows that this is optimal for any constant number of passes (up to the poly(k/ε) term and the distinction between words versus bits).
4. Finally, in turnstile streams, in which we receive entries of A one at a time in an arbitrary order, we describe an algorithm with O((m + n)kε −1 ) words of space. This improves the O((m + n)ε −2 )kε −2 ) upper bound of Clarkson and Woodruff (STOC 2009 ), and matches their Ω((m + n)kε −1 ) word lower bound. Notably, our results do not depend on the condition number or any singular value gaps of A.
INTRODUCTION
In distributed-memory computing systems such as, for example, Hadoop [1] or Spark [3] , Principal Component Analysis (PCA) and the related Singular Value Decomposition (SVD) of large matrices is becoming very challenging. Machine learning libraries implemented on top of such systems, for example mahout [2] or mllib [4] , provide distributed PCA implementations since PCA is often used as a building block for a learning algorithm. PCA is useful for dimension reduction, noise removal, visualization, etc. In all of these implementations, the bottleneck is the communication; hence, the focus has been on minimizing the communication cost of the related algorithms, and not the computational cost, which is often the bottleneck in more traditional batch systems.
The data matrix corresponding to the dataset in hand, e.g., a term-document matrix representing a text collection, or the Netflix matrix representing user's ratings for different movies, could be distributed in many different ways [38] . In this paper, we focus on the following so-called arbitrary partition and column partition models. In the arbitrary partition Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. model, a matrix A ∈ R m×n is arbitrarily distributed among s machines. Specifically, A = s i=1 Ai where Ai ∈ R m×n is held by machine i. Unless otherwise stated, we always assume m ≤ n. In the column partition model, a matrix A ∈ R m×n is distributed column-wise among s < n machines: A = A1 A2 . . . As ; here, for i = 1 : s, Ai is an m × wi column submatrix of A with i wi = n. Note that the column partition model is a special case of the arbitrary partition model. Thus, it is desirable to prove upper bounds in the arbitrary partition model, and lower bounds in the column partition model. Both models have been adapted by traditional numerical linear algebra software libraries for distributed memory matrix computations [8] .
A recent body of work [24, 6, 33, 26, 30, 9] (see Section 2 for a comparison) has focused on designing algorithms which minimize the communication needed for each machine to output an m × k matrix U for which A − UU T A 2 F ≤ (1 + ε) · A − A k 2 F , where A k ∈ R m×n is the best rank-k approximation to A. Each machine should output the same matrix U which can then be used for downstream applications, such as clustering, where one first projects the data to a lower dimensional subspace (see, e.g., [6] ). The protocol should succeed with large constant probability. The model is such that each of the s machines communicates with one machine, called the "coordinator" (which we sometimes refer to as Server), but does not communicate with other machines. This is known as the coordinator model and one can simulate arbitrary point-to-point communication with a constant factor overhead in communication together with an additive O(log(mn)) bit overhead per message (see, e.g., [37] ).
Our Results

Distributed Models
In the arbitrary partition distributed model, the best upper bound is O((skmε −1 )+s·poly(kε −1 )) words (of O(log(mn)) bits) communication [30] , while the only known lower bound for this problem is in the arbitrary partition model and is Ω(skm) [30] . In high precision applications one may want to set ε to be as small as possible and the leading order term of O(skmε −1 ) is undesirable. A natural question is whether there is an O((skm) + s · poly(kε −1 )) word protocol. We note that there is a fairly simple known Ω(ε −2 ) bit lower bound [46] , so although one cannot achieve an O(log(1/ε)) dependence in the communication as one would maybe expect given iterative algorithms for regression with running time O(log(1/ε)) (see section 2.6 of [47] for an overview), an O((skm) + s · poly(kε −1 )) bound would at least separate the dependence of ε and m and allow for much smaller ε with the same amount of communication.
In the column-partition distributed model, there are many existing protocols using O(skmε −1 ) words of communication [24, 6, 33, 26, 30, 9] , and the protocols work in very different ways: that of [24, 6] is based on coresets, while that of [33, 26] is based on adapting a streaming algorithm to the distributed setting, while that of [30] is based on sketching, and that of [9] is based on alternating minimization and is useful only under some assumptions on the condition number (see Section 2 for a more detailed discussion of these protocols). It was thus natural to assume there should be a lower bound of Ω(skmε −1 ). Instead, we obtain a new upper bound in the arbitrary partition model and a matching lower bound (up to lower order terms) in the column partition model. THEOREM 1. (Restatement of Theorems 8 and 15) Suppose the matrix A ∈ R m×n is partitioned in the arbitrary-partition model (See Definition 1). For any 1 ≥ ε > 0, there is an algorithm which on termination leaves the same orthonormal matrix U ∈ R m×k on each machine such that
F holds with arbitrarily large constant probability. Further, the algorithm runs in polynomial time with total communication complexity O(skm + s · poly(kε −1 )) words each containing O(log(smnε −1 )) bits. Suppose the matrix A ∈ R m×n is partitioned in the columnpartition model (See Definition 2). For any positive 1 ≤ C ≤ O(poly(skm)), any algorithm which on termination leaves the same orthonormal matrix U ∈ R m×k on each machine for which
F holds with constant probability, requires Ω(skm log(skm)) bits of communication.
In some applications even an O(skm) word protocol may be too costly, as m could be very large. One could hope to do for communication what recent work on input sparsity algorithms [18, 35, 36, 12, 21] has done for computation, i.e., obtain protocols sensitive to the number of non-zero entries of A. Many matrices are sparse, e.g., Netflix provides a training data set of 100, 480, 507 ratings that 480, 189 users give to 17, 770 movies. If users correspond to columns in the matrix, then the average column sparsity is ≈ 200 non-zero elements (out of the 17, 770 possible coordinates).
Our second contribution is a distributed PCA algorithm in the column-partition model with communication complexity depending on the number of non-zero entries of A. The communication complexity of this algorithm is independent of the matrix dimensions. Denote by φ the maximum number of non-zero elements of a column in A. When we say that A is φ-sparse, we mean that every column of A has at most φ non-zero elements and nnz(A) ≤ φ · n. Our protocol has the additional feature of leaving on each machine the same subset C of O(k/ε) columns of A for which there exists an m × k orthonormal matrix U in the column span of C for which
F . This is known as the column subset selection problem, which is useful since C may be sparse if A is, and also it can lead to better data intepretability. To partially complement our protocol, we show our protocol is optimal for any protocol solving the column subset selection problem. THEOREM 2. (Restatement of Theorem 12 ) Suppose a φ-sparse matrix A ∈ R m×n is partitioned in the column-partition model (See Definition 2). For any 1 ≥ ε > 0, there is an algorithm which on termination leaves C ∈ R m×c with c = O(k/ε) columns of A and an orthonormal matrix U on each machine such that
holds with arbitrarily large constant probability. Further, the algorithm runs in polynomial time with total communication complexity O skφε −1 + sk 2 ε −4 words, each of which is specified by O(log(smnε −1 )) bits.
Streaming Models
A model closely related to the distributed model of computation is the streaming model of computation. The model we focus on is the so-called turnstile streaming model. In this model, there is a stream of update operations and each operation indicates that the corresponding entry of A should be incremented by a specific number.
Our first one-pass algorithm improves upon the best existing streaming PCA algorithm [33, 26] the space of [33, 26] is described in "real numbers" while our space bound (O(mk/ε + poly(k/ε)) -see Theorem 9) is in terms of words (we also bound the word size). This matches an Ω(km/ε) bit lower bound for one-pass algorithms in [45] , up to the distinction between words versus bits and a low order term poly(k/ε). Second, our algorithm can be applied in the turnstile streaming model which is stronger than the column update streaming model in [33, 26] .
THEOREM 3. (Restatement of Theorem 9) Suppose a matrix A ∈ R m×n is given by a stream of update operations in the turnstile streaming model (See Definition 7). For any 1 ≥ ε > 0, there is an algorithm which uses a single pass over the stream and on termination outputs an orthonormal matrix U ∈ R m×k such that
F holds with arbitrarily large constant probability. Further, the algorithm runs in polynomial time with space of total O mk/ε + poly(kε −1 ) words each containing O(log(smnε −1 )) bits.
A slight modification of the previous algorithm leads to a one-pass algorithm which can compute a factorization of a (1 + ε)-approximate rank-k matrix. The modified algorithm only needs O((n + m)k/ε + poly(k/ε)) words of space which improves the O((m + nε −2 )kε −2 ) upper bound in [17] and matches the Ω((n + m)k/ε) bit lower bound given by [17] , up to the low order term poly(k/ε). 
holds with arbitrarily large constant probability. Further, the algorithm runs in polynomial time with space of total O((m+n)k/ε+ poly(kε −1 )) words each containing O(log(smnε −1 )) bits.
We also show a two-pass algorithm which is an implementation of our distributed PCA protocol. It uses O((km) + poly(k/ε)) words of space, which up to the poly(k/ε) term and the distinction between words versus bits, is optimal for any constant number of passes. A "next natural goal" in [45] was to improve the lower bound of Ω(km) to a bound closer to the 1-pass Ω(km/ε) lower bound established in that paper; our upper bound shows this is not possible. . For any 1 ≥ ε > 0, there is an algorithm which uses two passes over the stream and upon termination outputs an orthonormal matrix U ∈ R m×k such that
F holds with arbitrarily large constant probability. Further, the algorithm runs in polynomial time with total space O mk + poly(kε −1 ) words each containing O(log(smnε −1 )) bits.
Technical Overview
Upper Bounds
The Arbitrary Partition Model.
Recall that the input matrix A ∈ R m×n is arbitrarily partitioned into s matrices Ai ∈ R m×n , i.e., for i = 1, 2, . . . , s:
Ai. Critical to our protocol is the recent notion of projection-cost preserving sketches [20] . These show that by sketching the matrix A on the left and right by two small random sign matrices S ∈ R O(k/ε 2 )×m and T ∈ R n×O(k/ε 2 ) , with O(sk 2 /ε 4 ) words of communication, the server can learñ A = SAT which is a "sketch" of A, and critically, that it suffices to compute the best rank-k approximationÃ k toÃ.
. Then the server can learn X = ATVÃ k by a second round of communication which needs O(skm) words. We then prove
where U is an orthonormal basis of span(X). Notice that rank(U) ≤ k. Thus U is exactly what we want. Section 4.3 gives details of the protocol.
A technical obstacle in the analysis above is that it may require a large number of machine words to specify the entries of VÃ k , even if each entry in A is only a single word. In fact, one can show (we omit the details) that the singular values ofÃ k can be exponentially large in k/ε, which means one would need to round the entries of VÃ k to an additive exponentially small precision, which would translate to an undesirable sm · poly(k/ε) bits of communication.
To counter this, we use the smoothed analysis of Tao and Vu [44] to argue that if we add small random Bernoulli noise to A, then its minimum singular value becomes inverse polynomial in n. Moreover, if the rank of A is at least 2k and under the assumption that the entries of A are representable with a single machine word (so we can identify them with integers in magnitude at most poly(nms/ε) by scaling), then we can show the additional noise preserves relative error approximation. To our knowledge, this is the first application of this smoothing technique to distributed linear algebra algorithms. Section 5 discusses the details of this approach.
On the other hand, if the rank of A is smaller than 2k, the smoothing technique need not preserve relative error. In this case though, we can learn a basis C ∈ R m×O(k) for the column span of A by multiplying by a pseudorandom matrix based on Vandermonde matrices. Since C has at most 2k columns, we can efficiently communicate it to all servers using O(skm) communication. At this point we set up the optimization problem min rank(X)≤k CXC T A − A F. The server cannot learn C T A and A directly, as this would be Ω(nm) words, but we can choose additional "sketching matrices" T lef t and T right to instead solve min rank(X)≤k
which is a generalization of the subspace embedding technique to "affine embeddings" [45] . Note that the server learns T lef t CXC T AT right and T lef t AT right , which are small matrices, and can be sent to each machine. Each machine locally solves for the rank-k solution X * minimizing the following quantity T lef t CXC T AT right − T lef t AT right F. Finally, each machine can find the same m × k orthonormal basis and output it without further communication.
Sparse Matrices in the Column Partition Model.
Our algorithm for sparse matrices is technically simpler than that in the arbitrary partition model. Section 7.2 presents Upper bounds Lower bounds One-pass turnstile, Def. 8
One-pass turnstile, factorization, Def. 9 O((n + m)kε −1 + poly(k, ε −1 )) (Theorem 10) Ω((n + m)kε −1 ) words [17] Two-pass turnstile, Def. 8 O(mk + poly(k, ε −1 )) (Theorem 11) Ω(mk) bits [45] a distributed PCA algorithm using O((φksε −1 )+poly(sk/ε)) words of communication. Our idea in order to take advantage of the sparsity in the input matrix A is to select and transfer to the coordinator a small set of "good" columns from each sub-matrix Ai. Specifically, we design an algorithm that first computes, in a distributed way, a matrixC ∈ R m×c with c = O(kε −1 ) columns of A, and then finds U ∈ span(C) using a distributed, communication-efficient algorithm developed in [30] . The matrixC is constructed using optimal algorithms for column sampling [13, 22] , extended properly to the distributed case.
As mentioned, our algorithm actually solves the distributed column subset selection problem. It builds on results for column subset selection in the batch setting [13, 22] , but gives a novel analysis showing that in the distributed setting one can find columns as good as in the batch setting. To the best of our knowledge, only heuristics for distributed column subset selection were known [23] . We also optimize the time complexity of our algorithm, see Table 4 .
Turnstile Streaming Model.
Our one-pass streaming PCA algorithm starts by generating two random sign matrices S ∈ R O(k/ε)×n and R ∈
The intuition of the above is as follows.
where A k is the best rank-k approximation matrix to A. Since X can be chosen as
As shown in [17] , S can provide a sketch for the regression problem with O(k/ ) rows. Thus,
Notice thatX is in the row space of SA and has rank k. Then we focus on the regression problem: min rank(X)≤k XSA−A 2 F . The main observation is that we can write this as min rank(Y)≤k YWSA− A 2 F , where WSA has the same row space asX and is a k × n matrix. By doing this, it follows that if R has O(k/ ) columns, we can again sketch the problem by multiplying by R on the right. Without this observation, note that R would have to have O(k/ 2 ) columns to apply the technique in [17] , since the matrix in the regression problem in [17] would have rank O(k/ ) instead of k. Analogously, Y is in the column span of AR. Thus we can optimize
which we can write as min rank(X)≤k ARXSA − A 2 F . One problem is that it is too expensive to store the entire matrix A. Thus, we sketch on the left and right by T lef t and T right . Since each of T lef t AR, SAT right and T lef t AT right can be maintained in small space,
can be constructed after one pass over the stream. Additionally, if AR is also maintained in the algorithm, we can get U ∈ R m×k of which columns are an orthonormal baUpper bounds Lower bounds 
Furthermore, if SA is also maintained, since it suffices to compute the SVD of X * = U X * Σ X * V T X * , T = T lef t ARU X * and K = V T X * SAT right can be constructed in O((n + m)k) words of space. Therefore, the algorithm can compute A * k = TΣ X * K = ARX * SA in O((n + m)k) words of space. The algorithm then can output A * k with total space O((n + m)k/ε + poly(k/ε)) words (see Theorem 10).
Our two-pass streaming PCA algorithm is just an implemententation of our distributed PCA algorithm in the streaming model. Table 3 summarizes the matching communication lower bounds that we obtain for distributed column-based matrix reconstruction. Theorem 16 proves a lower bound for the problem in Definition 5; then, a lower bound for the problem of Definition 6 follows immediately since this is a harder problem (see Corollalry 3).
Lower Bounds
Distributed Column Subset Selection.
Our most involved lower bound argument is in showing the tightness for the distributed column subset selection problem, and is given in Theorem 16. To illustrate the ideas, suppose k = 1. We start with the canonical hard matrix for column subset selection, namely, an m×m matrix A whose first row is all ones, and remaining rows are a subset of the identity matrix. Intuitively the best rank-1 approximation is very aligned with the first row of A. However, given only o(1/ε) columns of the matrix, there is not a vector in the span which puts a (1 − ε)-fraction of its mass on the first coordinate, so Ω(1/ε) columns are needed. Such a matrix has φ = 2.
Obtaining a lower bound for general φ involves creating a large net of such instances. Suppose we set m = φ and considerLA, whereL is formed by choosing a random φ × φ orthonormal matrix, and then rounding each entry to the nearest integer multiple of 1/poly(n). We can show that o(1/ε) columns ofLA do not span a rank-1 approximation toLA. We also need a lemma which shows that if we take two independently random orthonormal matrices, and round their entries to integer multiples of 1/poly(n), then these matrices are extremely unlikely to share a constant fraction of columns. The idea then is that if one server holdsLA, and every other server holds the zero matrix, then every server needs to output the same subset of columns ofLA. By construction of A, each column ofLA is the sum of the first column ofL and an arbitrary column ofL, and since we can assume all servers know the first column ofL (which involves a negligible O(sφ) amount of communication), this implies that each server must learn Ω(1/ε) columns ofL. The probability that random discretized orthonormal matrices share Ω(1/ε) columns is sufficiently small that we can choose a large enough net for these columns to identifyL in that net, requiring Ω(φ/ε) bits of communication per server, or Ω(sφ/ε) words in total. The argument for general k can be viewed as a "direct sum theorem", giving Ω(skφ/ε) words of communication in total.
Dense Matrices in the Column Partition Model.
Our optimal lower bound for dense matrices is technically simpler. It gives an Ω(skm) word communication lower bound in the column partition model for dense matrices. Theorem 15 argues that there exists an m × n matrix A such that for this A, any k ≤ .99m, and any error parameter C with 1 < C < poly(skm), if there exists a protocol to construct an m × k
F , with constant probability, then this protocol has communication cost at least Ω(skm) words. This lower bound is proven for a matrix A that has k fully dense columns. We should note that the lower bound holds even if each machine only outputs the projection of Ai onto U, i.e., UU T Ai, rather than U itself. Note that this problem is potentially easier, since given U, a machine could find UU T Ai. The intuition of the proof is that machine 1 has a random matrix A1 ∈ R m×k with orthonormal columns (rounded to integer multiples of 1/poly(n)), while all other machines have a very small multiple of the identity matrix. When concatenating the columns of these matrices, the best k-dimensional subspace to project the columns onto must be very close to A1 in spectral norm. Since machine i, i > 1, has tiny identity matrices, after projection it obtains a projection matrix very close to the projection onto the column span of A1. By choosing a net of m × k orthonormal matrices, all of which pairwise have high distance in spectral norm, each machine can reconstruct a random element in this net, which requires lots of information, and hence communication.
Our lower bound of Theorem 15 also implies a lower bound of Ω(skφ) words for matrices in which the column sparsity is φ (see Corollary 2) as a simple corollary.
Road Map
We discuss prior results on distributed PCA algorithms in Section 2. Section 3 introduces the notation and basic results from linear algebra that we use in our algorithms. Section 4 presents our distributed PCA algorithm for arbitrary matrices for Definition 3. The communication of the algorithm in this section can be stated only in terms of "real numbers". We resolve this issue in Section 5 where a modified algorithm has communication cost bounded in terms of machine words. Section 6 discusses space-optimal PCA methods in the streaming model of computation. Section 7 presents a distributed PCA algorithm for sparse matrices in the column partition model, while Section 8 extends this algorithm to a faster distributed PCA algorithm for sparse matrices. Section 9 presents communication lower bounds.
Proofs are omitted due to space constraints; we refer the reader to [16] for the full version of our paper.
RELATED WORK
Distributed PCA (or distributed SVD) algorithms have been investigated for a long time. One line of work, developed primarily within the numerical linear algebra literature, studies such algorithms from the perspective of parallelizing existing standard SVD algorithms without sacrificing accuracy. This approach aims at high accuracy implementations with the least possible communication cost. The distributed models of computation go typically beyond the column-partition model and arbitrary-partition model that we study in this paper [38] . An extensive survey of this line of work is out of the scope of our paper; we refer the reader to [29, 42, 28] and references therein for more details as well as to popular software for distributed SVD such ScaLAPACK [10] and Elemental [38] .
Another line of work for distributed PCA algorithms has emerged within the machine learning and datamining communities. Such algorithms have been motivated by the need to apply SVD or PCA to extremely large matrices encoding enormous amounts of data. The algorithms in this line of research are typically heuristic approaches that work well in practice but come with no rigorous theoretical analysis. We refer the reader to [39, 34, 5, 11] for more details.
Finally, distributed PCA algorithms in the column-partition model have been recently studied within the theoretical computer science community. Perhaps the more intuitive algorithm for PCA in this model appeared in [24, 6] : first, a number of left singular vectors and singular values are computed in each machine; then, the server collects those singular vectors and concatenates them column-wise in a new matrix and then it computes the top k left singular vectors of this "aggregate" matrix. It is shown in [24, 6] that if the number of singular vectors and singular values in the first step is O(kε −1 ), then, the approximation error in Frobenius norm is at most (1 + ε) times the optimal Frobenius norm error; the communication cost is O(skmε −1 ) real numbers because each of the s machines sends O(kε −1 ) singular vectors of dimension m; unfortunately, it is unclear how one can obtain a communication cost in terms of words/bits. A different algorithm with the same communication cost (only in terms of real numbers since a word/bit communication bound remained unexplored) is implicit in [33, 26] (see Theorem 3.1 in [26] and the discussion in Section 2.2 in [33] ). Kannan, Vempala and Woodruff proposed the arbitrary-partition model in [30] . They developed a (1 + ε) Frobenius norm error algorithm with communication O skmε
words. Bhojanapalli, Jain, and Sanghavi in [9] developed an algorithm that provides a bound with respect to the spectral norm. Their algorithm is based on sampling elements from the input matrix, but the communication cost is prohibitive if n is large. The cost also depends on the condition number of A. Moreover, to implement the algorithm, one needs to know A − A k F. Finally, [32] discussed a distributed implementation of the "orthogonal iteration" to compute eigenvectors of graphs. The model they consider is different, but perhaps their protocol could be extended to our model.
PRELIMINARIES DEFINITION 1.
(Arbitrary-partition model) An m × n matrix A is arbitrarily partitioned into s matrices Ai ∈ R m×n , i.e., for i = 1, 2, . . . , s:
Ai. There are s machines, and the i-th machine has Ai as input. There is also another machine, to which we refer to as the "server", which acts as the central coordinator. The model only allows communication between the machines and the server. The communication cost of an algorithm in this model is defined as the total number of words transferred between the machines and the server, where we assume each word is O(log(nms/ε)) bits.
Implicit in [33, 26] - Table 4 : Distributed PCA Algorithms in the column-partition model with s machines (see Definition 2). * indicates that the algorithm can also be applied in the arbitrary partition model (see Definition 1). A ∈ R m×n has rank ρ, U ∈ R m×k with k < ρ is orthonormal, 0 < ε < 1, and each column of A contains at most φ ≤ m non-zero elements. δ is the failure probability. Finally, for notational convenience let Γ :
i.e., for i = 1, 2, . . . , s: A = A1 A2 . . . As . Here, wi = n. There are s machines, and the i-th machine has Ai as input.
There is also another machine, to which we refer to as the "server", which acts as the central coordinator. The model only allows communication between the machines and the server. The communication cost of an algorithm in this model is defined as the total number of words transferred between the machines and the server, where we assume each word is O(log(nms/ε)) bits.
Ai, a rank parameter k < rank(A), and an accuracy parameter 0 < ε < 1, design an algorithm in the model of Definition 1 which, upon termination, leaves on each machine a matrix U ∈ R m×k with k orthonormal columns
, and the communication cost of the algorithm is as small as possible. (Distributed CSS -rank k subspace) Given an m × n matrix A partitioned column-wise into s arbitrary blocks Ai ∈ R m×w i (i : 1, 2, . . . , s): A = A1 A2 . . . As , a rank parameter k < rank(A), and an accuracy parameter 0 < ε < 1, design an algorithm in the model of Definition 2 that, upon termination, leaves on each machine a matrix C ∈ R m×c with c < n columns of A and a matrix U ∈ R m×k with k orthonormal columns with U ∈ span(C), m×n initially be zero. In the streaming model of computation, there is a stream of update operations such that the q th operation has the form (iq, jq, xq) which indicates that Ai q ,jq should be incremented by xq where iq ∈ {1, ..., m}, jq ∈ {1, ..., n}, xq ∈ R. An algorithm is allowed a single pass over the stream. At the end of the stream the algorithm stores some information regarding A which we call a "sketch" of A. The space complexity of an algorithm in this model is defined as the total number of words required to describe the information the algorithm stores during the stream including the sketch. Each word is O(log(nms/ε)) bits.
DEFINITION 8.
(The Streaming PCA Problem) Given an m × n matrix A, a rank parameter k < rank(A), and an accuracy parameter 0 < ε < 1, design a minimal space algorithm that finds a sketch of A in the streaming model (see Definition 7) and using only this sketch outputs U ∈ R m×k with k orthonormal columns
(The Streaming PCA Problem (factorization)) Given an m × n matrix A, a rank parameter k < rank(A), and an accuracy parameter 0 < ε < 1, design an algorithm that, using as little space as possible, first finds a sketch of A in the streaming model (see Definition 7) and then, using only this sketch outputs a factorization of A *
Notation.
A, B, . . . are matrices; a, b, . . . are column vectors. In is the n × n identity matrix; 0m×n is the m × n matrix of zeros; 1n is the n × 1 vector of ones; ei is the standard basis (whose dimensionality will be clear from the context): the ith element of ei is one and the rest are zeros. A (i) and A (j) denote the ith column and jth row of A, respectively. Aij is the (i, j)th entry in A.
Sampling Matrices.
Let matrix A = [A (1) , . . . , A (n) ] ∈ R m×n , and let matrix C = [A (i 1 ) , . . . , A (ic) ] ∈ R m×c consist of c < n columns of A. Note that we can write C = AΩ, where the sampling matrix is Ω = [ei 1 , . . . , ei c ] ∈ R n×c (here ei are the standard basis vectors in R n ). If D ∈ R c×c is a diagonal matrix, then AΩD contains c columns of A rescaled with the corresponding elements in D. We abbreviate S := ΩD, hence the matrix S ∈ R n×c "samples" and "rescales" c columns from A.
Matrix Norms.
The Frobenius and the spectral matrix-norms: If P is a symmetric projection matrix (i.e., P = P T and P 2 = P) then, PA ξ ≤ A ξ , for any A.
Singular Value Decomposition (SVD) and Moore-Penrose Pseudo-inverse.
The SVD of A ∈ R m×n with rank(A) = ρ is
Here, k < ρ. We will use σi (A) to denote the i-th singular value of A when the matrix is not clear from the context. The matrices U k ∈ R m×k and U ρ−k ∈ R m×(ρ−k) contain the left singular vectors of A, and, similarly, the matrices V k ∈ R n×k and V ρ−k ∈ R n×(ρ−k) contain the right singular vectors of A. It is well-known that
A is the inverse of Σ A ). By the SVD of A and
The Best Rank k Matrix within a Subspace.
Let A ∈ R m×n , let k < n be an integer, and let V ∈ R m×c with k < c < n. Π F V,k (A) ∈ R m×n is the best rank k approximation to A in the column span of V. Equivalently, we can write Π 
DISTRIBUTED PCA IN THE ARBITRARY PARTITION MODEL
This section describes a fast distributed PCA algorithm with total communication O(msk) + poly(sk/ ) words, which is optimal up to the typically lower-order poly(sk/ ) factor.
We first present the batch version of the algorithm which offers a new low-rank matrix approximation technique; a specific implementation of this algorithm offers a communicationoptimal distributed PCA algorithm. Before presenting all these new algorithms in detail, we present the relevant results from the previous literature.
Projection-cost Preserving Sketching Matrices
In this section, we recap a notion of sketching matrices which are called "projection-cost preserving sketching matrices". A sketching matrix from this family is a linear matrix transformation and it has the property that for all projections it preserves, up to some error, the difference between the matrix in hand and its projection in Frobenius norm. DEFINITION 10. (Projection-cost preserving sketching) We say that W ∈ R n×ξ is an (ε, k)-projection-cost preserving sketching matrix of A ∈ R m×n , if for all rank-k orthogonal projection matrices P ∈ R m×m , it satisfies
, where c is a nonnegative scalar which only depends on A and W. We also call AW an (ε, k)-projection-cost preserving sketch of A. LEMMA 1. (PCA via Projection-Cost Sketching [20] ) Suppose W ∈ R n×ξ is an (ε, k)-projection-cost preserving sketching matrix of A ∈ R m×n . LetP * = arg min rank(P)≤k AW−PAW 2 F . For allP, ε satisfying rank(P) ≤ k, ε ≥ 0, if
[20] also provides several ways to construct projection-cost preserving sketching matrices. Because we mainly consider the communication, we just choose one which can reduce the dimension as much as possible. Furthermore, it is also an oblivious projection-cost preserving sketching matrix. . For any A ∈ R m×n , with probability at least .99, W is an (ε, k)-projection-cost preserving sketching matrix of A.
Note, as pointed out to us, it is possible that the O(k)-wise independence can be improved, though the communication cost of our algorithm will still be O(msk) + s · poly(k/ ) after doing this, so we omit this optimization.
A Batch Algorithm for The Fast Low Rank Approximation of Matrices
In this section, we describe a new method for quickly computing a low-rank approximation to a given matrix. This method does not offer any specific advantages over previous such techniques [40, 19, 14] ; however, this new algorithm can be implemented efficiently in the distributed setting (see Section 4.3) and in the streaming model of computation (see Section 6); in fact we are able to obtain communication-optimal and space-optimal results, respectively. For completeness as well as ease of presentation, we first present and analyze the simple batch version of the algorithm. The algorithm uses the dense Johnson-Lindenstrauss matrix of Lemma 2 in order to reduce both dimensions of A, before computing some sort of SVD to a poly(k/ε) × poly(k/ε) matrix (see Step 2 in the algorithm below).
Consider the usual inputs: a matrix A ∈ R m×n , a rank parameter k < rank(A), and an accuracy parameter 0 < ε < 1. The algorithm below returns an orthonormal matrix U ∈
Algorithm 1. Construct two Johnson-Lindenstrauss matrices S ∈ R ξ 1 ×m and T ∈ R n×ξ 2 with ξ 1 = O(kε −2 ), ξ 2 = O(kε −2 ) (see Lemma 2).
2. ConstructÃ = SAT.
Compute the SVD ofÃ
Compute an orthonormal basis U ∈ R m×k for span(X) (notice that rank(X) ≤ k).
The Distributed PCA Algorithm
Recall that the input matrix A ∈ R m×n is partitioned arbitrarily as: A = s i Ai for i = 1 : s, Ai ∈ R m×n . The idea is to implement the algorithm in Section 4.2 in the distributed setting. Firstly, all the machines can agree with the same S and T in the step 1 of the batch algorithm. Then machine i computes SAiT locally, and sends it to the server. Thus the server can learnÃ = SAT and implement the step 3. Next, the server sends the VÃ k to all machines. Each machine then computes AiTVÃ k and returns the result to the server. Finally, the server can finish the algorithm and send U to all machines. Notice that S and T can be described using a random seed that is O(k)-wise independent due to Lemma 2. THEOREM 6. (main) The matrix U ∈ R m×k with k orthonormal columns satisfies w.p. .98:
The communication cost of the algorithm is O(msk+s·poly(k/ε)) "real numbers"; and the running time of the algorithm is of the order O nmkε −2 + mk 2 ε −4 + poly(kε −1 ) .
Notice that the communication cost is only given in terms of "real numbers". This is because the entries of VÃ k could be unbounded (see the discussion regarding the upper bounds in Section 1.2). We resolve this issue in the next section.
OBTAINING BIT COMPLEXITY FOR THE DISTRIBUTED PCA ALGORITHM
In this section, we describe how to obtain a communication upper bound in terms of words for the above protocol, where each word is O(log(mnsk/ε)) bits.
The basic idea is that we have a case analysis depending on the rank of the matrix A. If the rank of A is less than or equal to 2k, we follow one distributed protocol and if the rank is at least 2k we follow a different protocol. In Section 5.1 and Section 5.2, we describe the algorithm that tests the rank of a distributed matrix, and the PCA protocol for rank of A less than or equal to 2k, respectively. Then, in Section 5.3 and Section 5.4 we give the details of the overall algorithm and in Section 5.5 we give its analysis.
Testing the Rank of a Distributed Matrix
LEMMA 3. Given A ∈ R m×n and a rank parameter k < rank(A), there exists a distributed protocol in the arbitrary partition model to test if the rank of A is less than or equal to 2k using O(sk 2 ) words of communication and succeeding with probability 1 − δ for an arbitrarily small constant δ > 0. This is an immediate implementation of a streaming algorithm due to [17] for testing if an n × n matrix A has rank at least 2k. In that algorithm, there is a fixed O(nk) × n matrix H whose entries are integers of magnitude at most poly(n). The algorithm chooses 4k random rows from H. Letting H be the 2k × n matrix of the first 2k chosen rows, and H be the n × 2k matrix whose columns are the next 2k chosen rows, the algorithm just declares that A has rank at least k iff the rank of H AH is 2k. In the distributed model, since machine i can compute H AiH locally, the coordinator can learn H AH with O(sk 2 ) words of communication.
Distributed PCA when rank(A) ≤ 2k
Subsampled Randomized Hadamard Transform and Affine Embeddings
Our algorithms use a tool, known as "Subsampled Randomized Hadamard Transform" or SRHT for short, to implement efficiently fast dimension reduction in large matrices.
The next lemma argues that an SRHT matrix is a so-called "affine embedding matrix". The SRHT is one of the possible choices of Lemma 32 in [19] that will satisfy the lemma, and we just choose it for convenience. LEMMA 4. (Affine embeddings -Theorem 39 in [19] ) Suppose G and H are matrices with m rows, and G has rank at most r. Suppose T is a ξ × m SRHT matrix with ξ =Õ(r/ε 2 ). Then, with probability .99, for all X simultaneously:
Generalized Rank-constrained Matrix Approximations
Let M ∈ R m×n , N ∈ R m×c , L ∈ R r×n , and k ≤ c, r be integers. Consider the following optimization problem,
Then, the solution Xopt ∈ R c×r with rank(Xopt) ≤ k that has the minimum Xopt F out of all possible feasible solutions is given via
This result was proven in [25] (see also [41] for the spectral norm version of the problem).
The PCA Protocol
LEMMA 5. Suppose the rank ρ of A ∈ R m×n satisfies ρ ≤ 2k, for some rank parameter k. Then, there is a protocol for the Distributed Principal Component Analysis Problem in the arbitrary partition model using O(smk + sk 2 /ε 2 ) words of communication and succeeding with probability 1 − δ for an arbitrarily small constant δ > 0. The n × 2k matrix H chosen in the protocol of Lemma 3 satisfies that with probability 1 − δ, for an arbitrarily small constant δ > 0, the rank of AH is equal to the rank of A if ρ < 2k. Hence, as in the protocol of Lemma 3, the coordinator learns the column space of A, which can be described with O(km) words. The coordinator thus communicates this to all machines, using O(skm) total words of communication. Let C = AH , which is m × 2k. Since the rank of C and A are small, we can sketch on the left and right using affine embeddings T lef t and T right . Each machine can then solve the optimization problem min rank(X)≤k
each obtaining the same X * which is the optimal solution to Eqn (2). Due to Lemma 4, X * is a (1+O(ε))-approximation to the best solution to min rank(X)≤k CXC T A − A F. Finally, every machine outputs the same orthonormal basis U ∈ R m×k for CX * which satisfies
Perturbation Technique when rank(A) > 2k
The idea here is more involved than in the previous subsection and in order to describe the algorithm we need several intermediate results.
Lower Bounds on Singular Values of Integerperturbed Matrices
We describe a perturbation technique for matrices and provide lower bounds for the smallest singular value of the perturbed matrix. We start with a theorem of Tao and Vu. THEOREM 7. (Theorem 2.5 of [44] ) Let M be an n × n matrix with integer entries bounded in magnitude by n C for a constant C > 0. Let Nn be a matrix with independent entries each chosen to be 1 with probability 1/2, and −1 with probability 1/2. Then, there is a constant B > 0 depending on C, for which Pr[ (M + Nn)
COROLLARY 1. Let M be an n×n matrix with integer entries bounded in magnitude by n C for a constant C > 0. Let Nn be a matrix with independent entries each chosen to be 1/n D with probability 1/2, and −1/n D with probability 1/2, where D > 0 is a constant. Then, there is a constant B > 0 depending on C and D for which Pr[ (M + Nn)
LEMMA 6. Let M be an m × n matrix with integer entries bounded in magnitude by n C for a constant C > 0, and suppose m ≤ n. Let Nm,n be a matrix with independent entries each chosen to be 1/n D with probability 1/2 and −1/n D with probability 1/2, where D > 0 is a constant. Then, there is a constant B > 0 depending on C and D for which Pr[σm(M + Nm,n) < 1/n B ] ≤ 1/n, where σm(M + Nm,n) denotes the smallest singular value of M + Nm,n.
Description of the Whole Algorithm
We are now ready to describe a PCA protocol whose communication cost can be bounded in terms of machine words (not "real numbers"). As in the algorithm in Section 4.3, we let Bi ∈ R m×n denote the matrix that arises from A1 after applying the Bernoulli perturbation technique discussed above in Lemma 6, while ∀i > 1, Bi is equal to Ai. Using this notation, we have B := i Bi ∈ R m×n . Notice that B exactly arises from A after applying such a perturbation technique.
Use the protocol of Lemma 3 with δ = 0.01 to test if the rank of A is less than 2k.
If rank(A)
≤ 2k, use the protocol of Lemma 5 to find some orthonormal U ∈ R m×k .
If rank(A) > 2k,
(a) machine 1 locally and independently adds 1/n D with probability 1/2, and −1/n D with probability 1/2, to each of the entries of A 1 , where D is the constant of Lemma 6. Note that this effectively adds the matrix Nm,n of Lemma 6 to the entire matrix A. For notational convenience let B = A + Nm,n, B 1 ∈ R m×n be the local perturbed matrix of machine 1 and ∀i > 1, B i is just equal to A i .
(b) Machines agree upon two dense Johnson-Lindenstrauss matrices S ∈ R ξ 1 ×m , T ∈ R n×ξ 2 with ξ 1 = O(kε −2 ), ξ 2 = O(kε −2 ) (see Lemma 2).
(c) Each machine locally computesB i = SB i T and sends B i to the server. Server constructsB = iB i .
(e) Server rounds each of the entries in VB k to the nearest integer multiple of 1/n γ for a sufficiently large constant γ > 0. Let the matrix after the rounding beVB (h) Server computes an orthonormal basis U ∈ R m×k for span(X) (notice that rank(X) ≤ k), e.g., with a QR factorization.
(i) Server sends U to each machine.
Main Result
The theorem below analyzes the previous algorithm.
THEOREM 8. The matrix U ∈ R m×k with k orthonormal columns satisfies with arbitrarily large constant probability:
The communication cost is O(msk + s · poly(k/ε)) words and the running time is O nmkε −2 + mk 2 ε −4 + poly(kε −1 ) .
STREAMING PRINCIPAL COMPONENT ANALYSIS
In this section, we are interested in computing a PCA of a matrix in the turnstile streaming model. Specifically, there is a stream of update operations such that the q th operation has the form (iq, jq, xq) which indicates that the (iq, jq) th entry of A ∈ R m×n should be incremented by xq where iq ∈ {1, ..., m}, jq ∈ {1, ..., n}, xq ∈ R. Initially, A is zero. In the streaming model of computation, we are allowed only one pass over the update operations, i.e., the algorithm "sees" each update operation one by one and only once. Upon termination, the algorithm should return a matrix U with k orthonormal columns which is a "good" basis for span(A) . In Section 6.1.1 below, we describe an algorithm which gives a space-optimal streaming algorithm. Furthermore, we provide a variation of this algorithm in Section 6.1.2 which can output a factorization of a matrix A *
It meets the space lower bound shown in [17] . In Section 6.2, we relax the problem and we describe a two-pass streaming algorithm which is a version of the algorithm of Section 5.4. Notice that the space complexity of our algorithm is bounded in terms of bits.
Inputs to the algorithms in Section 6.1 and Section 6.2 are a stream of updates (i1, j1, x1) , . . . , (i l , j l , x l ), a rank parameter k < rank(A), and an accuracy parameter 0 < ε < 1.
6.1 One-pass Streaming PCA 2. Construct affine embedding matrices T lef t ∈ R ξ 3 ×m and
3. Initialize all-zeros matrices:
4. For (iq, jq, xq) := (i 1 , j 1 , x 1 ), ..., (i l , j l , x l ) (one pass over the stream of update operations)
Compute the SVD of X * = U X * Σ X * V T X * (U X * ∈ R ξ×k , Σ X * ∈ R k×k V X * ∈ R ξ×k ); then, compute T = DU X * .
8.
Compute an orthonormal basis U ∈ R m×k for span(T). THEOREM 9. The matrix U ∈ R m×k with k orthonormal columns satisfies w.p. 0.96:
The space complexity is O mk/ε + poly(kε −1 ) machine words, and the running time for each update operation is O(poly(kε −1 )). Furthermore, the total running time of the algorithm is of the order O l · poly(kε −1 ) + mk 2 ε −1 where l is the total number of updates.
A Variation which Outputs
We just slightly modify the previous algorithm in Section 6.1.1 to get the algorithm which can output a factorization of a ma-
F . All we need to do is to maintain a matrix C = SA. To achieve this, we only need to update C in each iteration of step 4 of the algorithm in Section 6.1.1. Additionally, in step 7, we compute a matrix K = V T X * C. Finally, we output A * k = TΣ X * K. THEOREM 10. With probability at least 0.96:
The space complexity of the algorithm is O (m + n)k/ε + poly(kε −1 ) words, and the running time for each update operation is O(poly(kε −1 )) and the total running time is of the order O l · poly(kε −1 ) + (m + n)k 2 ε −1 + mnk where l is total number of updates.
Two-pass Streaming PCA
We use the same idea as in the case of the distributed PCA algorithm in Section 5. This leads to a two-pass streaming algorithm for PCA. Again, as in the distributed case, we need to test if the rank of A is less than 2k, and then we use one approach if rank(A) < 2k and another approach if rank(A) ≥ 2k. Both of these approaches can be implemented with two passes. In the overall streaming PCA algorithm that we would like to design, we can not wait for the algorithm that tests the rank to finish and then start running one of the two PCA protocols, because this will lead to a three-pass algorithm (one pass to test the rank and two passes for the actual PCA protocol). To keep the number of passes to two, we just start running the PCA protocols in parallel with the protocol that tests the rank of the input matrix. In the end of the first pass over the stream of update operations, we already know which protocol to follow, and we just do this, disregarding the other protocol.
We already discussed the streaming version of the algorithm that tests the rank of the matrix in Lemma 3. Below, we describe separately the two streaming PCA protocols.
Streaming PCA Protocol when rank(A) ≤ 2k
The idea here is to implement a streaming version of the distributed PCA protocol in Lemma 5.
We first construct the matrix H and two affine embedding matrices T lef t and T right as in Lemma 5. In the first pass over the stream, we maintain a matrix C = AH . In the second pass, we maintain matrices T lef t C, C T AT right and T lef t AT right . Finally, we can solve the optimization problem: X * = argmin rank(X)≤k
and output an orthonormal basis U for span(CX * ).
Streaming PCA Protocol when rank(A) > 2k
The idea here is to implement a streaming version of step 3 of the algorithm in Section 5.4. We first construct sketching matrices S and T as in the algorithm in Section 5.4. In the first pass over the stream, we maintain a matrixB = SBT, where B arises from A after applying the perturbation. After the first pass, we compute the SVD ofB k = UB
Then, we round each of the entries of VB k to the nearest integer multiple of 1/n γ for a sufficient large constant γ > 0. Let the matrix after the rounding beVB k . In the second pass, we maintain a matrixX = BTVB k . We finally output an orthonormal basis U for span(X).
Main Result
The theorem below analyzes the approximation error, the space, and the running time of the previous algorithm.
THEOREM 11 . The matrix U ∈ R m×k with k orthonormal columns satisfies with arbitrarily large constant probability:
The space complexity of the algorithm is O mk + poly(kε −1 ) machine words, the running time of each update operation is O(poly(kε −1 )), and the total running time is of the order O l · poly(kε −1 ) + mk 2 where l is the total number of update operations.
PCA FOR SPARSE MATRICES IN COLUMN-PARTITION MODEL
Recall that in the problem of Definition 2 we are given 1) an m × n matrix A partitioned column-wise as follows: A = A1 A2 . . . As , with Ai ∈ R m×w i ( wi = n); 2) a rank parameter k < rank(A); 3) an accuracy parameter ε > 0. We would like to design an algorithm that finds an m × k matrix U with U T U = I k and, upon termination, leaves this matrix U in each machine of the network.
The high level idea of our algorithm is to find, in a distributed way, a small set -O(kε −1 ) -of columns from A and then find U in the span of those columns. To choose those O(kε −1 ) columns of A in a distributed way we implement the following three-stage sampling procedure:
1. Local sampling: Each machine samples O(k) columns using a deterministic algorithm from [13] .
2. Global sampling: The server collects the columns from each machine and down-samples them to O(k) columns using the same deterministic algorithm from [13] .
3. Adaptive sampling: the server sends back to each machine those O(k) columns; then, an extra of O(kε −1 ) columns are selected randomly from the entire matrix A using [22] .
We argue that ifC contains the columns selected with this three-stage approach, then, w.p. .99,
Though we could have used Π (A) to be the rank k matrix that approximates A, we are not familiar with any communication efficient computation of Π F C,k (A). To address this issue, using an idea from [30] , we compute U ∈ span(C) such that
this U can be calculated with small communication cost and it is sufficient for our purposes. Before presenting the new algorithm in detail, we discuss results from previous literature.
Background Material
Column Sampling Algorithms
Our distributed PCA algorithm in Section 7 samples columns from the input matrix in three stages. In the first two stages, we use a deterministic algorithm developed in [13] , which itself extends the Batson, Spielman, and Strivastava (BSS) spectral sparsification algorithm [7] . For the actual algorithm we defer the reader to Lemma 3.6 in [13] . Lemma 8 and Lemma 9 below present the relevant results. In the third sampling stage, we use an adaptive sampling algorithm from [22] . LEMMA 8. ( Lemma 3.6 in [13] ) Let V ∈ R w×k be a matrix with w > k and V T V = I k . Let E ∈ R m×w be an arbitrary matrix. Then, given an integer such that k < ≤ w, there exists a deterministic algorithm that runs in O wk 2 + mw time, and constructs a "sampling/rescaling" w × matrix S such that
Specifically, rank(V T S) = k. We denote this sampling procedure as S = BssSampling(V, E, ). [13] ) Given matrix G ∈ R m×α of rank ρ and a target rank k 1 , there exists a deterministic algorithm that runs in O αm min{α, m} + αck 2 time and selects c > k columns of G to form a matrix C ∈ R m×c with
LEMMA 9. ( Theorem 5 in
The algorithm in this theorem finds C as C = GS, where S = BssSampling(V, G − GVV T , c) and V ∈ R α×k contains the top k right singular vectors of G. We denote this sampling procedure as C = DeterministicCssF robenius(G, k, c).
LEMMA 10. (Adaptive sampling; Theorem 2.1 of [22] ) Given A ∈ R m×n and V ∈ R m×c 1 (with c1 ≤ n, m), define the residual matrix Ψ = A − VV † A ∈ R m×n . For j = 1, . . . , n, let pj be a probability distribution such that pj ≥ β Ψ contain the columns of V and C2. Then, for any integer k > 0,
Given A and C, this method requires O(c1mn) time to compute Ψ, another O(mn) time to compute the probabilities pj's and another O(n + c2) time for the sampling step -using the method in [43] . In total, the method requires O(c1mn + c2) time to compute C2. We denote this as C2 = AdaptiveCols(A, V, c2, β).
Distributed Adaptive Sampling
In our distributed PCA algorithm below, we also need to use a distributed version of the previous adaptive sampling procedure. We provide some preliminary results for that task in this section. LEMMA 11. Suppose that the columns of A ∈ R m×n are partitioned arbitrarily across the machines into matrices A1, . . . , As. Let C be an arbitrary m × r matrix. Consider the distribution p on n columns in which pj =
, where aj is the j-th column of A (j = 1 : n here).
LEMMA 12. O(log k + log log(mns/ε)) Suppose the coordinator has an m × r matrix C of columns of an m × n matrix A, where r = O(k). Suppose the entries of A are integers bounded by poly(mns/ε) in magnitude, and let the columns of A be partitioned arbitrarily across the servers into matrices A1, . . . , As.
There is a protocol using O(skm) machine words of communication for the coordinator to learn values β i so that for all i ∈ [s],
The original Theorem 5 in [13] has the assumption that k < ρ, but this assumption can be dropped having the result unchanged. The only reason the assumption k < ρ exists is because otherwise column subset selection is trivial.
Low-rank Matrix Approximations within a Subspace
The final stage of our distributed PCA algorithm below finds U ∈ span(C) such that the error of the residual matrix A − UU T A is "small". To implement this step, we employ an algorithm developed in [30] . LEMMA 13. Let A ∈ R m×n be the input matrix and V ∈ R m×c be the input subspace. We further assume that for some rank parameter k < c and accuracy parameter 0 < ε < 1 :
, each element of which is chosen i.i.d. to be {+1/ √ n, −1/ √ n} with probability 1/2. Let ∆ ∈ R c×k contain the top k left singular vectors of Ξ. Then, with probability at least
. Y, and ∆ can be computed in O(mnξ) time. We denote this procedure as
Detailed Description of the Algorithm
Input:
1. A ∈ R m×n partitioned column-wise A = A 1 . . . As ;
for i = 1 : s, A i ∈ R m×w i ; i w i = n. 
, where the matrix W satisfies W = W 1 W 2 . . . Ws ∈ R ξ×n is a random matrix each element of which is taking values {+1/ √ n, −1/ √ n} w.p. 1/2, and then they compute ∆ ∈ R c×k to be the top k left singular vectors of Ξ. Each machine computes U = Y · ∆ ∈ R m×k .
Discussion.
A few remarks are necessary for the last two stages of the algorithm. The third stage (adaptive column sampling), implements the adaptive sampling method of Lemma 10. To see this, note that each column in A (specifically the jth column in Ai) is sampled with probability gi · q The matrix U ∈ R m×k with k orthonormal columns satisfies with probability at least .98,
Let each column of A have at most φ non-zero elements. Then, the communication cost of the algorithm is O skφε −1 + sk 2 ε −4 machine words and the running time is O(mn min{m, n}+ mns· poly(k, 1/ε)).
FASTER DISTRIBUTED PCA FOR SPARSE MATRICES
One can modify certain steps of the distributed PCA algorithm in Section 7 to improve the total running time by using input sparsity sketches and related techniques in [18, 15] . 
LOWER BOUNDS
Lower Bounds for Distributed PCA on Dense Matrices
This section provides communication cost lower bounds for the Distributed PCA problem of Definition 4.
Preliminaries
We use the notation G k,m to denote the set of k-dimensional subspaces of R m , which we identify with corresponding projector matrices Q ∈ R m×m , with rank(Q) = k ≤ m, onto the subspaces, i.e., G k,m = {Q ∈ R m×m : Q 2 = Q, rank(Q) = k ≤ m.} We also need a description of a subset from G k,m : C k δ (P) = {Q ∈ G k,m : P − Q 2 ≤ δ}. 
Hard Instance Construction
Below, we describe a specific construction for a matrix A. First of all, we set δ = 1/(skm), the parameter to be used in Theorem 14. Next, fix a family N of subspaces of G k,m with the guarantees of Theorem 14. Let P R = RR T be a uniformly random member of N , where R ∈ R m×k has orthonormal columns. The entries of A1 are equal to the entries of R, each rounded to the nearest integer multiple of 1/B, where B = poly(skm) is a large enough parameter specified later. We denote this rounded matrix withR ∈ R m×k . Each Ai for i = 2, 3, . . . , s − 1 is 1/B times the m × m identity matrix. Finally, As is the m × t matrix of all zeros with t = n − THEOREM 15. Let A ∈ R m×n be the hard instance matrix described above and be distributed in s machines in the above way. Suppose n = Ω(sm), k ≤ .99m, and 1 < C < poly(skm). Assume that there is an algorithm (protocol) which succeeds with probability at least 2/3 in having the i-th server output QAi, for all i, where Q ∈ R m×m is a projector matrix with rank at most k such that A − QA F ≤ C A − A k F. Then, this algorithm requires Ω(skm log(skm)) bits of communication.
Further, the bound holds even if the input matrices Ai to the servers have all entries which are integer multiples of 1/B, for a value B = poly(skm), and bounded in magnitude by 1, and therefore all entries can be specified with O(log(skm)) bits.
Note that assuming a word size of Θ(log(skm)) bits, we obtain an Ω(skm) word lower bound. We denote the new sub-matrices withÂi ∈ R m×w i .
Assume that there is an algorithm (protocol) which succeeds with probability at least 2/3 in having the i-th server outputQÂi, for all i, whereQ ∈ R m×m is a projector matrix with rank at most k such that Â −QÂ F ≤ C Â −Â k F. Then, this algorithm requires Ω(skφ log(skφ)) bits of communication.
Note that assuming a word size of Θ(log(skφ)) bits, we obtain an Ω(skφ) word lower bound.
Lower Bounds for Distributed Column
Based Matrix Reconstruction
These lower bounds were outlined a bit in Section 1. Please see the full version [16] for details. THEOREM 16. Assume 2/ε ≤ φ and kφ ≤ min(m, n). Then, any, possibly randomized, protocol Π which succeeds with probability at least 2/3 in solving the Distributed Column Subset Selection Problem of Definition 5, under the promise that each column of A has at most φ non-zero entries which are integer multiples of 1/(mn) c and bounded in magnitude by 1, for a constant c > 0, requires Ω(sφk(log(mn))/ε) bits of communication. If the word size is Θ(log(mn)), this is Ω(sφk/ε) words.
COROLLARY 3. Assume 2/ε ≤ φ and kφ ≤ min(m, n). Then, any, possibly randomized, protocol Π which succeeds with probability at least 2/3 in solving the Distributed Column Subset Selection Problem -rank k subspace version (see Definition 6) , promise that each column of A has at most φ non-zero entries which are integer multiples of 1/(mn) c and bounded in magnitude by 1, for a constant c > 0, requires Ω(sφk(log(mn))/ε) bits of communication. This is Ω(sφk/ε) words of size Θ(log(mn)). 
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