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Abstract. In this paper we first establish the relation between the zeta-determinant
of a Dirac Laplacian with the Dirichlet boundary condition and the APS bound-
ary condition on a cylinder. Using this result and the gluing formula of the zeta-
determinant given by Burghelea, Friedlander and Kappeler with some assumptions,
we prove the adiabatic decomposition theorem of the zeta-determinant of a Dirac
Laplacian. This result was originally proved by J. Park and K. Wojciechowski in
[11] but our method is completely different from the one they presented.
§1 Introduction
LetM be a compact oriented m-dimensional Riemannian manifold and E →M
be a Clifford module bundle. Suppose that DM is a Dirac operator acting on
smooth sections of E . Then D2M is a non-negative self-adjoint elliptic differential
operator, which is called a Dirac Laplacian. From the standard elliptic theory it is
well-known that the spectrum of D2M is discrete and tends to infinity. We defind
the zeta function associated to D2M by
ζD2
M
(s) =
1
Γ(s)
∫ ∞
0
ts−1Tre−tD
2
M dt,
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which is holomorphic for Re(s) > m2 . ζD2M (s) admits a meromorphic continuation
to the whole complex plane having a regular value at s = 0. We define the zeta-
determinant by
DetD2M = e
−ζ′
D2
M
(0)
.
We suppose that Y is a hypersurface ofM such thatM−Y has two components
and N is a collar neighborhood of Y which is diffeomorphic to [−1, 1]×Y . Choose
a metric g on M which is a product metric on N . We now assume the product
structures of the bundle E and the Dirac operator DM in the following sense.
We first assume that E|N = p∗E|Y , where p : [−1, 1] × Y → Y is the canonical
projection. We also assume that DM is of the form on N
DM = G(∂u +B),
where G : E|Y → E|Y is a bundle automorphism, ∂u is the normal derivative to
Y in the usual direction and B is a Dirac operator on Y . Here, we assume that G
and B do not depend on the normal coordinate u and satisfy
G∗ = −G, G2 = −Id, B∗ = B and GB = −BG.
Then we have, on N ,
D
2
M = −∂2u +B2.
We denote by M1, M2 the closure of each component of M − Y so that M1 (M2)
contains the part [−1, 0]×Y ([0, 1]×Y ). We also denote by DM1 , DM2 the restric-
tion of DM to M1, M2, respectively. In this paper we discuss the decomposition
of DetD2M into contributions coming from M1, M2 and the hypersurface Y in the
adiabatic sense. To do this we consider the following adiabatic setting.
We denote by Mr the compact manifold without boundary obtained by attach-
ing Nr+1 = [−r − 1, r + 1] × Y on M − (−12 , 12) × Y by identifying [−1,−12 ] × Y
with [−r − 1,−r − 12 ] × Y and [ 12 , 1] × Y with [r + 12 , r + 1] × Y . We also de-
note by M1,r, M2,r the manifolds with boundary which are obtained by attaching
[−r, 0]× Y , [0, r]× Y on M1, M2 by identifying ∂M1 with Y−r := {−r} × Y and
∂M2 with Yr := {r} × Y , respectively. Then the bundle E → M and the Dirac
operator DM on M can be extended naturally to the bundle Er → Mr and the
Dirac operator DMr on Mr. We also denote by DM1,r , DM2,r (E1,r, E2,r) the
restriction of DMr (Er) to M1,r, M2,r, respectively and by D
2
Mi,r,D0
the Dirac
Laplacian D2Mi,r on Mi with the Dirichlet boundary condition on Y0 := {0} × Y ,
i.e., Dom(D2Mi,r ,D0) = {φ ∈ C∞(Mi,r) | φ|Y0 = 0}.
We define the operators Qi : C
∞(Y ) → C∞(Y ) (i = 1, 2) as follows. For
f ∈ C∞(Y ), choose φi ∈ C∞(Mi) satisfying D2Miφi = 0 and φi|Y = f . Then we
define
Q1(f) = (∂uφ1)|Y , Q2(f) = (−∂uφ2)|Y . (1.1)
We show in Proposition 4.5 that if both Q1 +
√
B2 and Q2 +
√
B2 are invertible,
then B is invertible for each r > 0 and DMr is invertible for r large enough. The
following is the main result of [9] given by the author.
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Theorem 1.1. Let M be a compact oriented Riemannian manifold having the
product structures near a hypersurface Y . We assume that both Q1 +
√
B2 and
Q2 +
√
B2 are invertible operators. Then :
lim
r→∞
{
logDet(D2Mr )− logDet(D2M1,r,D0)− logDet(D2M2,r,D0)
}
=
1
2
logDet(B2).
Remark : We denote M1,∞ =M1∪∂M1 [0,∞)×Y , M2,∞ =M2∪∂M2 (−∞, 0]×Y
and by DMi,∞ (i = 1, 2) the natural extension of DMi,r toMi,∞. Then we prove in
Proposition 4.5 that the invertibility of both Q1+
√
B2 and Q2+
√
B2 is equivalent
to the non-existence of extended L2-solutions (see Definition 4.4) of DM1,∞ and
DM2,∞ on M1,∞ and M2,∞.
The purpose of this paper is to establish a same type of formula as Theorem 1.1
with the Atiyah-Patodi-Singer boundary condition (APS condition) instead of the
Dirichlet boundary condition.
Recall that B is a Dirac operator on Y and its spectrum is distributed from
negative infinity to positive infinity. Denote by P< (P>), P≥ (P≤) the projections
from C∞(Y ) to negative (positive) and non-negative (non-positive) eigensections
of B, respectively. Then DM1,r,P< and DM2,r,P≥ are defined by the same operators
DM1,r , DM2,r with
Dom(DM1,r,P<) = {φ ∈ C∞(M1,r) | P<(φ|Y0) = 0},
Dom(DM2,r,P≥) = {φ ∈ C∞(M2,r) | P≥(φ|Y0) = 0}.
Similarly,D2M1,r,P< := (DM1,r,P<)(DM1,r,P<) andD
2
M2,r,P≥
:= (DM2,r,P≥)(DM2,r,P≥)
are defined by the same operators D2M1,r , D
2
M2,r
with
Dom(D2M1,r,P<) = {φ ∈ C∞(M1,r) | P<(φ|Y0) = 0, P≥((∂uφ+Bφ)|Y0) = 0},
(1.2)
Dom(D2M2,r,P≥) = {φ ∈ C∞(M2,r) | P≥(φ|Y0) = 0, P<((∂uφ+Bφ)|Y0) = 0}.
(1.3)
DMi,r,P> , DMi,r,P≤ , D
2
Mi,r,P>
and D2Mi,r,P≤ are defined similarly.
Put N−r,0 = [−r, 0]× Y and N0,r = [0, r]× Y . Then from the decomposition
M1,r = M1 ∪Y−r N−r,0, M2,r = M2 ∪Yr N0,r,
we have the following theorem, which we call Burghelea-Friedlander-Kappeler’s
gluing formula and refer to [9] for the proof (see also [4], [8]).
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Theorem 1.2. Suppose that k = dimKerB. Then :
(1) logDetD2M1,r,D0 = logDetD
2
M1,D−r
+ logDet(−∂2u +B2)N−r,0,D−r,D0
− log 2 · (ζB2(0) + k) + logDetRM1,r,D−r .
(2) logDetD2M2,r,D0 = logDetD
2
M2,Dr
+ logDet(−∂2u +B2)N0,r,D0,Dr
− log 2 · (ζB2(0) + k) + logDetRM2,r,Dr .
Here the Dirichlet-to-Neumann operators RM1,r,D−r : C
∞(Y−r) → C∞(Y−r) and
RM2,r,Dr : C
∞(Yr) → C∞(Yr) are defined as follows. For f ∈ C∞(Y−r) and
f˜ ∈ C∞(Yr), choose φ ∈ C∞(M1), ψ ∈ C∞(N−r,0), φ˜ ∈ C∞(M2), ψ˜ ∈ C∞(N0,r)
so that
D
2
M1
φ = 0, (−∂2u +B2)ψ = 0, φ|Y−r = ψ|Y−r = f, ψ|Y0 = 0,
D
2
M2
φ˜ = 0, (−∂2u +B2)ψ˜ = 0, φ˜|Yr = ψ˜|Yr = f˜ , ψ˜|Y0 = 0.
Then we define :
RM1,r,D−r(f) := (∂uφ)|Y−r − (∂uψ)|Y−r = Q1(f)− (∂uψ)|Y−r ,
RM2,r,Dr(f˜) := −(∂uφ˜)|Yr + (∂uψ˜)|Yr = Q2(f˜) + (∂uψ˜)|Yr .
The operator (−∂2u +B2)N−r,0,D−r,D0 is the Laplacian (−∂2u +B2) on N−r,0 with
the Dirichlet condition on Y−r, Y0 and (−∂2u +B2)N0,r,D0,Dr is defined similarly.
By replacing the Dirichlet condition on Y0 by the APS condition, we obtain the
following theorem, which can be proved by the exactly same way as Theorem 1.2
without any modification.
Theorem 1.3. Suppose that D2M1,r,P< and D
2
M2,r,P≥
are invertible operators and
k = dimKerB. Then :
(1) logDetD2M1,r,P< = logDetD
2
M1,D−r
+ logDet(−∂2u +B2)N−r,0,D−r,P<
− log 2 · (ζB2(0) + k) + logDetRM1,r,P< .
(2) logDetD2M2,r,P≥ = logDetD
2
M2,Dr
+ logDet(−∂2u +B2)N0,r,P≥,Dr
− log 2 · (ζB2(0) + k) + logDetRM2,r,P≥ .
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Here (−∂2u+B2)N−r,0,D−r,P< is the operator −∂2u+B2 on N−r,0 with the Dirichlet
boundary condition on Y−r and the APS condition P< on Y0, i.e.,
Dom((−∂2u +B2)N−r,0,D−r,P<) =
{φ ∈ C∞(N−r,0) | φ|Y−r = 0, P<(φ|Y0) = 0, P≥((∂uφ+Bφ)|Y0) = 0},
and (−∂2u +B2)N0,r,P≥,Dr is defined similarly. The operators
RM1,r,P< : C
∞(Y−r) → C∞(Y−r) and RM2,r,P≥ : C∞(Yr) → C∞(Yr), which are
the Dirichlet-to-Neumann operators with the APS condition on Y0, are defined as
follows. For f ∈ C∞(Y−r) and f˜ ∈ C∞(Yr), choose φ ∈ C∞(M1), ψ ∈ C∞(N−r,0),
φ˜ ∈ C∞(M2), ψ˜ ∈ C∞(N0,r) satisfying
D
2
M1
φ = 0, (−∂2u +B2)ψ = 0, φ|Y−r = ψ|Y−r = f,
P<(ψ|Y0) = P≥((∂uψ +Bψ)|Y0) = 0,
D
2
M2
φ˜ = 0, (−∂2u +B2)ψ˜ = 0, φ˜|Yr = ψ˜|Yr = f˜ ,
P≥(ψ˜|Y0) = P<((∂uψ˜ +Bψ˜)|Y0) = 0.
Then we define
RM1,r,P<(f) := (∂uφ|)Y−r − (∂uψ)|Y−r = Q1(f)− (∂uψ)|Y−r ,
RM2,r,P≥(f˜) := −(∂uφ˜)|Yr + (∂uψ˜)|Yr = Q2(f˜) + (∂uψ˜)|Yr .
Now we discuss a relation on the cylinder part between the zeta-determinant
with the Dirichlet condition and the APS condition. With the help of Theorem
1.2 and Theorem 1.3, it is enough to consider the terms coming from the cylinder
parts [−r, 0] × Y and [0, r] × Y . To describe the main result of this paper, we
define the operator Q(∂u+|B|),r : C
∞(Y0)→ C∞(Y0) in the following way, which is
suggested in [6]. For f ∈ C∞(Y0), choose φ ∈ C∞(N−r,0) satisfying
(−∂2u +B2)φ = 0, φ|Y−r = 0, φ|Y0 = f.
Then we define
Q(∂u+|B|),r(f) := (∂uφ+ |B|φ)|Y0.
We can check easily by direct computation that Q(∂u+|B|),r is a positive operator
(Lemma 4.1, (5)) and have the following theorem, which is proved in Section 2
and 3 by modifying the proof of Theorem 1.2.
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Theorem 1.4.
logDet(−∂2u +B2)N−r,0,D−r,P< + logDet(−∂2u +B2)N0,r,P≥,Dr −
logDet(−∂2u+B2)N−r,0,D−r,D0−logDet(−∂2u+B2)N0,r,D0,Dr = logDetQ(∂u+|B|),r.
Now we are ready to describe the main result of this paper. We prove in
Proposition 4.5 that if each Qi +
√
B2 (i = 1, 2) is invertible, then B, D2M1,r,P<
and D2M2,r,P> are invertible for each r > 0 and D
2
Mr
is invertible for r large enough.
Combining Theorem 1.1, 1.2 ,1.3 and 1.4 with the Remark after Theorem 1.1, we
have the following theorem, which is the main result of this paper.
Theorem 1.5. Let M be a compact oriented Riemannian manifold having the
product structures near a hypersurface Y . We assume that there are no extended
L2-solutions of DMi,∞ on Mi,∞ for i = 1, 2. Then :
lim
r→∞{logDetD
2
Mr
− logDetD2M1,r ,P< − logDetD2M2,r,P>} = − log 2 · ζB2(0).
Theorem 1.5 was proved originally in [11] by Park and Wojciechowski on an odd
dimensional compact oriented Riemannian manifold under the same assumption.
They used the fact that ζD2
M1,P>
(0) = 0 when KerB = 0 and dimM is odd
and then decomposed Tre−tD
2
Mr into contributions coming from M1,r, M2,r and a
cylinder part plus some error terms. They proved that the error terms tend to zero
as r →∞ and finally computed the contribution coming from the cylinder part as
r →∞. Recently they improved their result in [12] by deleting the assumption of
the non-existence of L2-solutions on Mi,∞ (i = 1, 2). For this work they strongly
used the scattering theory developed in [10].
In this paper we, however, take different approach for the proof of Theorem 1.5.
We are going to use Burghelea-Friedlander-Kappeler’s gluing formula established
in case of the Dirichlet boundary condition. The original form of this formula
contains a constant which can be expressed in terms of zero coefficients of some
asymptotic expansions ([4], [8]). Under the assumption of the product structures
near Y , it is shown by the author in [9] that this constant is − log 2 · (ζB2(0) +
dimKerB) and hence Theorem 1.2 and 1.3 are obtained. We are going to use this
result intensively. Finally we use Theorem 1.4 to compare the case of the Dirichlet
boundary condition with the APS boundary condition and use Theorem 1.1 to
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compute the adiabatic limit as r → ∞. One of the advantages for this approach
is that this method works in not only odd but also even dimensional manifolds.
§2 Proof of Theorem 1.4
In this section we are going to prove Theorem 1.4. Throughout this section
every computation will be done on the cylinders [−r, 0]× Y and [0, r]× Y .
First of all, one can check by direct computation that the spectra of
(−∂2u +B2)N−r,0,D−r,D0 , (−∂2u +B2)N0,r,D0,Dr , (−∂2u +B2)N−r,0,D−r,P< and
(−∂2u +B2)N0,r,P≥,Dr are as follows.
(1) Spec
(
(−∂2u +B2)N−r,0,D−r,D0
)
= Spec
(
(−∂2u +B2)N0,r,D0,Dr
)
=
{λ2 + (kπ
r
)2 | λ ∈ Spec(B), k = 1, 2, 3, · · · }.
(2) Spec
(
(−∂2u +B2)N−r,0,D−r,P<
)
= {µλ,l | λ ∈ Spec(B), λ ≥ 0, µλ,l > λ2} ∪
{λ2 + (kπ
r
)2 | λ ∈ Spec(B), λ < 0, k = 1, 2, 3, · · · }.
(3) Spec
(
(−∂2u +B2)N0,r,P≥,Dr
)
= {µλ,l | λ ∈ Spec(B), λ > 0, µλ,l > λ2} ∪
{λ2 + (kπ
r
)2 | λ ∈ Spec(B), λ ≥ 0, k = 1, 2, 3, · · · }.
In (2) and (3) µλ,l’s are the solutions of the equation√
µ− λ2 cos(
√
µ− λ2 r) + λ sin(
√
µ− λ2 r) = 0.
We next introduce the boundary condition ∂u + |B| on Y0 and consider the
Laplacian (−∂2u +B2)N−r,0,D−r,∂u+|B| with
Dom
(
(−∂2u +B2)N−r,0,D−r,∂u+|B|
)
=
{φ ∈ C∞(N−r,0) | φ|Y−r = 0, (∂uφ+ |B|φ)|Y0 = 0}.
Then the spectrum of this operator is :
(4) Spec
(
(−∂2u +B2)N−r,0,D−r,∂u+|B|
)
= {µλ,l | λ ∈ Spec(|B|), µλ,l > λ2},
where µλ,l’s are the solutions of the equation√
µ− λ2 cos(
√
µ− λ2 r) + λ sin(
√
µ− λ2 r) = 0.
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Hence from (1), (2), (3), (4), we have
ζ(−∂2u+B2)N−r,0,D−r,P< (s) + ζ(−∂2u+B2)N0,r,P≥,Dr (s)
− ζ(−∂2u+B2)N−r,0,D−r,D0 (s)− ζ(−∂2u+B2)N0,r,D0,Dr (s)
= ζ(−∂2u+B2)N−r,0,D−r,(∂u+|B|)(s)− ζ(−∂2u+B2)N−r,0,D−r,D0 (s). (2.1)
Now we are going to use the method in [6] and [8] to analyze
logDet((−∂2u +B2)N−r,0,D−r,(∂u+|B|))− logDet((−∂2u +B2)N−r,0,D−r,D0).
From now on, we simply denote (−∂2u + B2), ∂u + |B| by ∆, C and the bundle
E|N−r,0 by E. We first consider ∆l + tl for any positive integer l > [m2 ] and t > 0
rather than ∆ itself because under some proper boundary condition (∆l+ tl)−1 is
a trace class operator and in this case we are able to use the well-known formula
about the derivative of logDet(∆l+tl) with respect to t (c.f. (2.3)). For simplicity
we put l = m. Note that
∆m + tm =


∏[m−12 ]
k=−[m2 ](∆ + e
i 2kpi
m t), if m is odd∏[m−12 ]
k=−[m2 ](∆ + e
i
(2k+1)pi
m t), if m is even.
For −[m2 ] ≤ k ≤ [m−12 ], denote
α0 =
{
e−i
2pi
m
[m2 ], if m is odd
e−i
(m−1)pi
m , if m is even
and αk = α0e
i 2kpi
m (k = 0, 1, 2, · · · , m− 1).
Suppose that γ−r and γ0 are the restriction operators from C∞(E) to C∞(Y−r)
and C∞(Y0), respectively. Then the Dirichlet boundary conditions D−r and D0
on Y−r and Y0 are defined by the operators γ−r and γ0. We can check easily that
for each αk and t > 0,
(∆ + αkt)D−r,D0 : {φ ∈ C∞(E) | γ−rφ = γ0φ = 0} → C∞(E)
is an invertible operator and we can define the Poisson operator PD0(αkt) :
C∞(E|Y0)→ C∞(E), which is characterized as follows.
γ−rPD0(αkt) = 0, γ0PD0(αkt) = IdY0 , (∆ + αkt)PD0(αkt) = 0.
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Now we are going to define boundary conditions corresponding to the operator
∆m + tm. Define D−r,m(t), D0,m(t) and Cm(t) : C∞(E) → ⊕mC∞(E|Y0) as
follows.
D−r,m(t) =
(γ−r, γ−r(∆ + α0t), γ−r(∆ + α1t)(∆ + α0t), · · · , γ−r(∆ + αm−2t) · · · (∆ + α0t)) ,
D0,m(t) =
(γ0, γ0(∆ + α0t), γ0(∆ + α1t)(∆ + α0t), · · · , γ0(∆ + αm−2t) · · · (∆ + α0t)) ,
Cm(t) =
(γ0C, γ0C(∆ + α0t), γ0C(∆ + α1t)(∆ + α0t), · · · , γ0C(∆ + αm−2t) · · · (∆ + α0t)) .
Then the Poisson operator P˜D0,m(t)(t) : ⊕mC∞(E|Y0) → C∞(E) associated to
(∆m + tm, D0,m(t)) is given as follows (c.f. [4], [8]).
P˜D0,m(t)(t)(f0, · · · , fm−1) = PD0(α0t)f0 + (∆+ α0t)−1D−r,D0PD0(α1t)f1 + · · ·
+(∆+ α0t)
−1
D−r,D0
(∆ + α1t)
−1
D−r,D0
· · · (∆ + αm−2t)−1D−r,D0PD0(αm−1t)fm−1.
I.e. P˜D0,m(t)(t) defined as above satisfies the following properties.
D−r,m(t)P˜D0,m(t)(t) = 0, D0,m(t)P˜D0,m(t)(t) = Id⊕mC∞(E|Y0 ),
and (∆m + tm)P˜D0,m(t)(t) = 0.
Note that for i = −r, 0,
Di,m(0) = (γi, γi∆, · · · , γi∆m−1), Cm(0) = (γ0C, γ0C∆, · · · , γ0C∆m−1).
Put
Ω(t) =


1, 0, 0, ··· , 0, 0
−α0t, 1, 0, ··· , 0, 0
α20t
2, −t(α0+α1), 1, ··· , 0, 0
...
...
...
...
...
...
(−1)m−1αm−10 tm−1, (−1)m−2tm−2
∑m−2
k=0 α
m−2−k
0 α
k
1 , ··· , ··· , −t
∑m−2
i=0 αi, 1


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Then one can check by direct computation that
D−r,m(0) = Ω(t)D−r,m(t), D0,m(0) = Ω(t)D0,m(t) and Cm(0) = Ω(t)Cm(t).
Define PD0,m(0)(t) = P˜D0,m(t)(t)Ω(t)
−1. Then PD0,m(0)(t) is the Poisson operator
associated to (∆m + tm, D0,m(0)), which is characterized as follows.
D−r,m(0)PD0,m(0)(t) = 0, D0,m(0)PD0,m(0)(t) = Id⊕mC∞(Y0),
and (∆m + tm)PD0,m(0)(t) = 0.
Next we consider
(∆m+ tm)D−r,m(0),D0,m(0) : {φ ∈ C∞(E) | D−r,m(0)φ = D0,m(0)φ = 0} → C∞(E)
and
(∆m + tm)D−r,m(0),Cm(0) : {φ ∈ C∞(E) | D−r,m(0)φ = Cm(0)φ = 0} → C∞(E),
both of which are invertible operators and (∆m + tm)−1
D−r,m(0),D0,m(0)
and
(∆m + tm)−1
D−r,m(0),Cm(0)
are trace class operators. From the following identities
(∆m + tm){(∆m + tm)−1
D−r,m(0),Cm(0)
− (∆m + tm)−1
D−r,m(0),D0,m(0)
} = 0,
D−r,m(0){(∆m + tm)−1D−r,m(0),Cm(0) − (∆m + tm)
−1
D−r,m(0),D0,m(0)
} = 0,
D0,m(0){(∆m + tm)−1D−r,m(0),Cm(0) − (∆m + tm)
−1
D−r,m(0),D0,m(0)
}
= D0,m(0)(∆
m + tm)−1
D−r,m(0),Cm(0)
,
we have
(∆m + tm)−1
D−r,m(0),Cm(0)
− (∆m + tm)−1
D−r,m(0),D0,m(0)
=
PD0,m(0)(t)D0,m(0)(∆
m + tm)−1
D−r,m(0),Cm(0)
. (2.2)
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Hence, we have
d
dt
{logDet(∆m + tm)D−r,m(0),Cm(0) − logDet(∆m + tm)D−r,m(0),D0,m(0)}
= Tr{mtm−1
(
(∆m + tm)−1
D−r,m(0),Cm(0)
− (∆m + tm)−1
D−r,m(0),D0,m(0)
)
}
= mtm−1Tr{PD0,m(0)(t)D0,m(0)(∆m + tm)−1D−r,m(0),Cm(0)}
= mtm−1Tr{D0,m(0)(∆m + tm)−1D−r,m(0),Cm(0)PD0,m(0)(t)} (2.3)
We now define Q(∂u+|B|),r : C
∞(Y0)→ C∞(Y0) as in Section 1 by
Q(∂u+|B|),r = γ0(∂u + |B|)PD0(0).
and for simplicity we denote Q(∂u+|B|),r by Q. We also define Qm(t), Q˜m(t) :
⊕mC∞(Y0)→ ⊕mC∞(Y0) as follows.
Qm(t) = Cm(0)PD0,m(0)(t), Q˜m(t) = Cm(t)P˜D0,m(t)(t).
Then
Q˜m(t) = Ω(t)
−1Cm(0)PD0,m(0)(t)Ω(t)
= Ω(t)−1Qm(t)Ω(t), (2.4)
and hence Qm(t) and Q˜m(t) are isospectral and have the same determinants.
Now we are going to describe d
dt
Qm(t) = Cm(0)
d
dt
PD0,m(0)(t).
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Lemma 2.1.
d
dt
PD0,m(0)(t) = −mtm−1(∆m + tm)−1D−r,m(0),D0,m(0)PD0,m(0)(t).
Proof Differentiating (∆m + tm)PD0,m(0)(t) = 0, we have
(∆m + tm)
d
dt
PD0,m(0)(t) = −mtm−1PD0,m(0)(t). (2.5)
From the following identities
D−r,m(0)PD0,m(0)(t) = 0, D0,m(0)PD0,m(0)(t) = Id⊕mC∞(Y0),
we have
D−r,m(0)
d
dt
PD0,m(0)(t) = 0, D0,m(0)
d
dt
PD0,m(0)(t) = 0. (2.6)
From (2.5) and (2.6), the result follows. 
From Lemma 2.1 and (2.2),
d
dt
Qm(t) = −mtm−1Cm(0)(∆m + tm)−1D−r,m(0),D0,m(0)PD0,m(0)(t)
= mtm−1Cm(0)
(
(∆m + tm)−1
D−r,m(0),Cm(0)
− (∆m + tm)−1
D−r,m(0),D0,m(0)
)
PD0,m(0)(t)
= mtm−1Cm(0)PD0,m(0)(t)D0,m(0)(∆
m+tm)−1
D−r,m(0),Cm(0)
PD0,m(0)(t)
= mtm−1Qm(t)D0,m(0)(∆m+tm)−1D−r,m(0),Cm(0)PD0,m(0)(t).
As a consequence, we have
d
dt
logDetQm(t) = Tr
(
Qm(t)
−1 d
dt
Qm(t)
)
= mtm−1Tr
(
D0,m(0)(∆
m + tm)−1
D−r,m(0),Cm(0)
PD0,m(0)(t)
)
. (2.7)
From (2.3), (2.4) and (2.7), we have
d
dt
logDetQ˜m(t) =
d
dt
{
logDet(∆m + tm)D−r,m(0),Cm(0) − logDet(∆m + tm)D−r,m(0),D0,m(0)
}
. (2.8)
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SettingQ(∂u+|B|),r(αkt) = γ0CPD0(αkt) : C
∞(E|Y0)→ C∞(E|Y0) (brieflyQ(αkt)),
Q˜m(t) is of the following upper triangular matrix,


Q(α0t), γ0C(∆+α0t)
−1
D−r,D0
PD0 (α1t), ..., γ0C(∆+α0t)
−1
D−r,D0
...(∆+αm−2t)
−1
D−r,D0
PD0 (αm−1t)
0, Q(α1t), ..., γ0C(∆+α1t)
−1
D−r,D0
...(∆+αm−2t)
−1
D−r,D0
PD0 (αm−1t)
...
...
. . .
...
0, 0, ..., Q(αm−1t)


and hence we have
d
dt
(
logDetQ˜m(t)
)
=
d
dt
(
m−1∑
k=0
logDetQ(αkt)). (2.9)
Finally by (2.8), (2.9), we have
logDet(∆m + tm)D−r,m(0),Cm(0) − logDet(∆m + tm)D−r,m(0),D0,m(0) =
c˜+
m−1∑
k=0
logDetQ(αkt), (2.10)
where c˜ does not depend on t. It is known in [4] that logDet(∆m+tm)D−r,m(0),Cm(0),
logDet(∆m + tm)D−r,m(0),D0,m(0) and logDetQ(αkt) have asymptotic expansions
as t→∞ and the zero coefficients in the asymptotic expansions of logDet(∆m +
tm)D−r,m(0),Cm(0) and logDet(∆
m + tm)D−r,m(0),D0,m(0) are zeros ([8], [13]). De-
noting by ck the zero coefficient in the asymptotic expansion of logDetQ(αkt),
c˜ = −
m−1∑
k=0
ck.
Setting t = 0, we have the following theorem.
Theorem 2.2.
logDet∆D−r ,C − logDet∆D−r ,D0 = −c+ logDetQ(∂u+|B|),r,
where c = 1
m
∑m−1
k=0 ck.
Proof Setting t = 0 in (2.10), we have
logDet(∆m)D−r,m(0),Cm(0) − logDet(∆m)D−r,m(0),D0,m(0) =
c˜+m logDetQ(∂u+|B|),r.
From the fact that λ is an eigenvalue of ∆D−r ,D0 (∆D−r,C) if and only if λ
m is an
eigenvalue of (∆m)D−r,m(0),D0,m(0) ((∆
m)D−r,m(0),Cm(0)), the result follows. 
From (2.1) and Theorem 2.2, we have the following result.
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Theorem 2.3.
logDet(−∂2u +B2)N−r,0,D−r,P< + logDet(−∂2u +B2)N0,r,P≥,Dr −
logDet(−∂2u +B2)N−r,0,D−r,D0 − logDet(−∂2u +B2)N0,r,D0,Dr
= −c+ logDetQ(∂u+|B|),r.
In the next section, we are going to show that this constant c = 0 by using the
method in [13], which completes the proof of Theorem 1.4
§3 Computation of the constant term in Theorem 2.3
Recall that c = 1
m
∑m−1
k=0 ck, where ck is the zero coefficient in the asymptotic
expansion of logDetQ(∂u+|B|),r(αkt) as t → ∞. Note that for f ∈ C∞(Y ) with
Bf = λf ,
Q(∂u+|B|),r(αkt)f =
(√
λ2 + αkt + |λ|+ 2
√
λ2 + αkt e
−
√
λ2+αkt r
e
√
λ2+αkt r − e−
√
λ2+αkt r
)
f.
Here we take the negative real axis as a branch cut for square root of αk. Since
the asymptotic expansion of logDetQ(∂u+|B|),r(αkt) as t → ∞ is completely de-
termined up to smoothing operators (c.f. [4]), logDetQ(∂u+|B|),r(αkt) and
logDet(
√
B2 + αkt+|B|) have the same asymptotic expansions. Hence it’s enough
to consider the asymptotic expansion of logDet(
√
B2 + αkt+ |B|).
Since Re(αk) can be negative, to avoid this difficulty we choose an angle φk so
that 0 ≤ |φk| < pi2 and Re(ei(θk−φk)) > 0, where αk = eiθk . Then,
logDet(
√
B2 + αkt + |B|)
= logDet{ei φk2 (
√
e−iφkB2 +
√
e−iφkB2 + ei(θk−φk)t )}
= − d
ds
|s=0{e−i
φk
2 sζ(√
e−iφkB2+
√
e−iφkB2+ei(θk−φk)t
) (s)}
=
iφk
2
ζ(√
e−iφkB2+
√
e−iφkB2+ei(θk−φk)t
)(0) +
logDet
(√
e−iφkB2 +
√
e−iφkB2 + ei(θk−φk)t
)
. (3.1)
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Now put θ˜k = θk − φk and denote ζ(√
e−iφkB2+
√
e−iφkB2+ei(θk−φk)t
)(s) simply
by ζ(s). Then,
ζ(s) =
1
Γ(s)
∫ ∞
0
rs−1Tre
−r
(√
e−iφkB2+
√
e−iφkB2+eiθ˜k t
)
dr
=
∞∑
q=0
(−1)q
q!
1
Γ(s)
∫ ∞
0
rs+q−1Tr{
√
e−iφkB2
q
e−r
√
e−iφkB2+eiθ˜k t }dr.
Setting
ζq(s) =
1
Γ(s)
∫ ∞
0
rs+q−1Tr{
√
e−iφkB2
q
e−r
√
e−iφkB2+eiθ˜k t }dr, (3.2)
ζq(s) =
1
Γ(s)
∑
λj∈Spec(|B|)
√
e−iφkλ2j
q
z
s+q
j
∫ ∞
0
(rzj)
s+q−1e−rzjzjdr,
where zj =
√
e−iφkλ2j + eiθ˜k t. Consider the contour integral
∫
C
zs+q−1e−zdz for
Res > −q, where for arg(zj) = ρj ,
C = {reiρj | ǫ ≤ r ≤ R}∪{ǫeiθ | 0 ≤ θ ≤ ρj}∪{r | ǫ ≤ r ≤ R}∪{Reiθ | 0 ≤ θ ≤ ρj}
and oriented counterclockwise. Then one can check that∫ ∞
0
(rzj)
s+q−1e−rzjzjdr = Γ(s+ q), (3.3)
and hence we have
ζq(s) =
Γ(s+ q)
Γ(s)
∑
λj∈Spec(|B|)
√
e−iφkλ2j
q
√
e−iφkλ2j + eiθ˜k t
s+q .
Using the equation (3.3) again, we obtain that
ζq(s) =
Γ(s+ q)
Γ(s)
1
Γ( s+q2 )
∫ ∞
0
r
s+q
2 −1Tr{
√
e−iφkB2
q
e−r(e
−iφkB2+eiθ˜k t)}dr.
Putting rt = u,
ζq(s) =
Γ(s+ q)
Γ( s+q2 )Γ(s)
t−
s+q
2
∫ ∞
0
u
s+q
2 −1e−ue
iθ˜k
Tr{
√
e−iφkB2
q
e−
u
t
e−iφkB2}du.
(3.4)
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It is known in [7] (see also [3]) that as r → 0
Tr{
√
e−iφkB2
q
e−re
−iφkB2} ∼
∞∑
j=0
ajr
j−(m−1)−q
2 +
∞∑
j=0
(bj log r + cj)r
j. (3.5)
Hence, as t→∞,
ζq(s) ∼ Γ(s+ q)
Γ( s+q2 )Γ(s)
{
∞∑
j=0
aj
∫ ∞
0
u
s+j−(m−1)
2 −1e−ue
iθ˜k
du · t (m−1)−j−s2
+
∞∑
j=0
bj
∫ ∞
0
u
s+q
2 +j−1e−ue
iθ˜k
log u du · t− s+q2 −j
−
∞∑
j=0
bj
∫ ∞
0
u
s+q
2 +j−1e−ue
iθ˜k
du · t− s+q2 −j log t
+
∞∑
j=0
cj
∫ ∞
0
u
s+q
2 +j−1e−ue
iθ˜k
du · t− s+q2 −j}.
For q ≥ 1, the zero coefficients in the asymptotic expansions of ζq(0) and −ζ ′q(0)
as t→∞ can be obtained only from the term
Γ(s+ q)
Γ( s+q2 )Γ(s)
am−1
∫ ∞
0
u
s
2−1e−ue
iθ˜k
du · t− s2 . (3.6)
One can check by using (3.3) that∫ ∞
0
(ueiθ˜k)
s
2−1e−ue
iθ˜k
(eiθ˜k)du =
∫ ∞
0
r
s
2−1e−rdr = Γ(
s
2
).
Hence, the equation (3.6) can be simplied as
Γ(s+ q)Γ( s2 )
Γ( s+q2 )Γ(s)
e−i
θ˜k
2 sam−1t−
s
2 . (3.7)
Lemma 3.1. For each q ≥ 1, am−1 = 0. Therefore, the zero coefficients in the
asymptotic expansions of ζq(0) and −ζ ′q(0) as t→∞ are zero.
Proof We denote by β(s)
β(s) =
1
Γ(s)
∫ ∞
0
r
s+q
2 −1Tr{
√
e−iφkB2
q
e−re
−iφkB2}dr.
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Then from (3.5),
β(s) =
1
Γ(s)
∫ 1
0
r
s+q
2 −1Tr{
√
e−iφkB2
q
e−re
−iφkB2}dr
+
1
Γ(s)
∫ ∞
1
r
s+q
2 −1Tr{
√
e−iφkB2
q
e−re
−iφkB2}dr
=
N∑
j=0
aj
1
Γ(s)
∫ 1
0
r
s+q
2 −1r
j−(m−1)−q
2 dr +
1
Γ(s)
ΨN (s)
=
N∑
j=0
aj
1
Γ(s)
2
s+ j − (m− 1) +
1
Γ(s)
ΨN (s),
where ΨN (s) is holomorphic for Res > −q. Hence,
β(0) = 2am−1. (3.8)
On the other hand,
β(s) =
∑
λj∈Spec(|B|)
1
Γ(s)
∫ ∞
0
r
s+q
2 −1
√
e−iφkλ2j
q
e−re
−iφkλ2jdr.
One can check by contour integration (c.f. (3.3)) that
β(s) =
Γ( s+q2 )
Γ(s)
ζ
e
−i
φk
2 |B|
(s) = ei
φk
2 s
Γ( s+q2 )
Γ(s)
ζ|B|(s).
Since ζ|B|(s) is regular at s = 0, β(0) = 0 and hence from (3.8) am−1 = 0. 
From Lemma 3.1, it’s enough to consider ζ0(s) to compute the zero coefficients
in the asymptotic expansions of ζ(0) and −ζ ′(0) as t→∞. Recall that from (3.4)
ζ0(s) =
1
Γ( s
2
)
t−
s
2
∫ ∞
0
u
s
2−1e−ue
iθ˜k
Tr{e−ut e−iφkB2}du
Then, as t→∞,
ζ0(s) ∼
∞∑
j=0
dj
1
Γ( s2 )
t−
s
2
∫ ∞
0
u
s
2−1e−ue
iθ˜k
(u
t
) j−(m−1)
2
du
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=∞∑
j=0
dj
1
Γ( s
2
)
t−
s+j−(m−1)
2
∫ ∞
0
u
s+j−(m−1)
2 −1e−ue
iθ˜k
du
=
∞∑
j=0
dj
(
e−iθ˜k
) s+j−(m−1)
2 Γ(
s+j−(m−1)
2 )
Γ( s
2
)
t−
s+j−(m−1)
2 . (3.9)
Hence, the zero coefficients π0(ζ0(0)), π0(−ζ ′0(0)) in the asymptotic expansions of
ζ0(0) and−ζ ′0(0) as t→∞ come from only the term
dm−1
(
e−iθ˜k
) s
2
t−
s
2 , (3.10)
and hence,
π0(ζ0(0)) = dm−1. (3.11)
π0(−ζ ′0(0)) =
i
2
θ˜kdm−1 =
i
2
(θk − φk)dm−1. (3.12)
Therefore, from (3.1), (3.11) and (3.12) the zero coefficient ck in the asymptotic
expansion of logDet(
√
B2 + αkt + |B|) is as follows.
ck =
iφk
2
dm−1 +
i
2
(θk − φk)dm−1 = i
2
θkdm−1.
Since
dm−1 = ζe−iφkB2(0) + dimKer(e
−iφkB2) = ζB2(0) + dimKerB2,
dm−1 does not depend on e−iφk and hence
c =
1
m
∑
k
ck =
i
2m
dm−1
∑
k
θk = 0,
which completes the proof of Theorem 1.4.
§4 Proof of Theorem 1.5
In this section we are going to prove Theorem 1.5. We first assume that both
Qi +
√
B2 (i = 1, 2) are invertible operators. Then this implies that KerB = 0
( Proposition 4.5). From Theorem 1.2, 1.3 and 1.4 we have :
logDetD2Mr − logDetD2M1,r ,P< − logDetD2M2,r,P>
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= logDetD2Mr − logDetD2M1,r,D0 − logDetD2M2,r ,D0+
logDetD2M1,r,D0 + logDetD
2
M2,r,D0
− logDetD2M1,r,P< − logDetD2M2,r ,P>
= logDetD2Mr − logDetD2M1,r,D0 − logDetD2M2,r,D0
+ logDet(−∂2u +B2)N−r,0,D−r,D0 + logDet(−∂2u +B2)N0,r,D0,Dr
− logDet(−∂2u +B2)N−r,0,D−r,P< − logDet(−∂2u +B2)N0,r,P>,Dr
+ logDetRM1,r,D−r + logDetRM2,r,Dr − logDetRM1,r,P< − logDetRM2,r,P>
= logDetD2Mr − logDetD2M1,r,D0 − logDetD2M2,r,D0
+ logDetRM1,r,D−r + logDetRM2,r,Dr − logDetRM1,r,P< − logDetRM2,r,P>
− logDetQ(∂u+|B|),r.
From Theorem 1.1, we have :
lim
r→∞
{logDetD2Mr − logDetD2M1,r ,P< − logDetD2M2,r,P>}
=
1
2
logDet(B2)+ lim
r→∞
{− logDetQ(∂u+|B|),r+logDetRM1,r,D−r
+ logDetRM2,r,Dr − logDetRM1,r,P< − logDetRM2,r,P>} (4.1)
Now we describe the operators Q(∂u+|B|),r, RM1,r,D−r , RM2,r,Dr , RM1,r,P< and
RM2,r,P> in terms of Qi and B. One can check the following lemma by direct
computation.
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Lemma 4.1. Suppose that f ∈ C∞(Y ) with Bf = λf and KerB = 0. Then :
(1) RM1,r,D−r(f) = Q1(f)+
(
|λ|+ 2|λ|e
−|λ|r
e|λ|r − e−|λ|r
)
f.
(2) RM2,r,Dr(f) = Q2(f) +
(
|λ|+ 2|λ|e
−|λ|r
e|λ|r − e−|λ|r
)
f.
(3) RM1,r,P<(f) =
{
Q1(f) +
(
|λ|+ 2|λ|e−|λ|r
e|λ|r−e−|λ|r
)
f for λ < 0
Q1(f) + |λ|f for λ > 0 .
(4) RM2,r,P>(f) =
{
Q2(f) + |λ|f for λ < 0
Q2(f) +
(
|λ|+ 2|λ|e−|λ|r
e|λ|r−e−|λ|r
)
f for λ > 0 .
(5) Q(∂u+|B|),r(f) =
(
2|λ|+ 2|λ|e
−|λ|r
e|λ|r − e−|λ|r
)
f.
The following lemma can be also checked easily.
Lemma 4.2. Let A be an invertible elliptic operator of order > 0 and Kr be a
one-parameter family of trace class operators such that limr→∞ Tr(Kr) = 0. Then
lim
r→∞
logDet(A +Kr) = logDetA.
Applying Lemma 4.2, we have :
lim
r→∞
logDetRM1,r,D−r = lim
r→∞
logDetRM1,r,P< = logDet(Q1 + |B|). (4.2)
lim
r→∞
logDetRM2,r,Dr = lim
r→∞
logDetRM2,r,P> = logDet(Q2 + |B|). (4.3)
Note that
ζQ(∂u+|B|),r(s) =
∑
λ∈Spec(B)
(
2|λ|+ 2|λ|e
−|λ|r
e|λ|r − e−|λ|r
)−s
.
From Lemma 4.2 again, we have :
lim
r→∞{logDetQ(∂u+|B|),r} = log 2 · ζB2(0) +
1
2
logDetB2. (4.4)
Therefore from (4.1), (4.2), (4.3) and (4.4), we have
lim
r→∞{logDetD
2
Mr
− logDetD2M1,r ,P< − logDetD2M2,r,P>} = − log 2 · ζB2(0).
This completes the proof of Theorem 1.5.
Finally, we are going to discuss the invertibility conditions of both Q1 +
√
B2
and Q2 +
√
B2. For this purpose we need Green’s formula of the following form
(c.f. Lemma 3.1 in [5]).
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Lemma 4.3. Let φ and ψ be smooth sections on Mj (j = 1, 2). Then,
〈DMjφ, ψ〉Mj − 〈φ,DMjψ〉Mj = ǫj〈φ|Y , G(ψ|Y )〉Y ,
where ǫj = 1 for j = 2 and ǫj = −1 for j = 1.
Suppose that for f ∈ C∞(Y ), φj is the solution of D2Mj with φj |Y = f . Then by
Lemma 4.3
〈(Q1 + |B|)f, f〉Y = 〈DM1φ1,DM1φ1〉M1 + 〈(|B| −B)f, f〉Y , (4.5)
〈(Q2 + |B|)f, f〉Y = 〈DM2φ2,DM2φ2〉M2 + 〈(|B|+B)f, f〉Y . (4.6)
Hence we have
f ∈ Ker(Q1 + |B|) if and only if DM1φ1 = 0 and f ∈ ImP≥. (4.7)
f ∈ Ker(Q2 + |B|) if and only if DM2φ2 = 0 and f ∈ ImP≤. (4.8)
φ1 satisfying (4.7) can be expressed on the cylinder part by
φ1 =
k∑
j=1
ajgj +
∑
λj>0
bje
−λjuhj , (4.9)
where Bgj = 0, Bhj = λjhj and k = dimKerB. φ2 satisfying (4.8) can be
expressed in the similar way.
Definition 4.4. We denote M1,∞ := M1 ∪∂M1 Y × [0,∞) and by DM1,∞ , E1,∞
the natural extensions of DM1,r , E1,r to M1,∞. A section ψ of E1,∞ is called an
extended L2-solution of DM1,∞ if ψ is a solution of DM1,∞ which takes the form
(4.9) on the cylinder part [0,∞)× Y . In this case ∑kj=1 ajgj is called the limiting
value of ψ. We can define the same notions for DM2,∞ on M2,∞.
It is a well-known fact that if L is the set of all limiting values of extended
L2-solutions of DM1,∞ , L is a Lagrangian subspace of KerB and in particular
dimL = 12dimKerB (c.f. [1], [2], [5], [10]). From Definition 4.4, φ1 satisfying
(4.7) is the restriction of an extended L2-solution of DM1,∞ on M1,∞. We can say
similar assertion for φ2 and as a consequence we have the following proposition.
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Proposition 4.5. The invertibility of Q1+
√
B2 and Q2+
√
B2 is equivalent to the
non-existence of extended L2-solutions of DM1,∞ and DM2,∞ on M1,∞ and M2,∞.
Furthermore, this condition implies the invertibility of B, D2M1,r,P<, D
2
M2,r,P>
for
each r > 0 and the invertibility of D2Mr for r large enough.
Proof We need to prove the second assertion. KerB = 0 implies the invert-
ibility of B. Suppose that ψ ∈ KerD2M1,r,P< . By Lemma 4.3 and (1.2) we have
0 = 〈D2M1,rψ, ψ〉M1,r = 〈DM1,rψ,DM1,rψ〉M1,r − 〈(∂u +B)ψ|Y0, ψ|Y0〉Y0
= 〈DM1,rψ,DM1,rψ〉M1,r .
Hence, DM1,rψ = 0 and by (4.7) ψ|Y0 belongs to Ker(Q1 + |B|), which implies
that ψ = 0 and hence KerDM1,r,P< = 0. Since DM1,r,P< is a self-adjoint Fredholm
operator (c.f. Proposition 2.4 in [5]), DM1,r,P< is an invertible operator and so is
D
2
M1,r,P<
. We can use the same argument for D2M2,r,P> .
Now let us consider D2Mr . Since DMr is a self-adjoint Fredholm operator,
it’s enough to show that KerDMr = 0. From the decomposition Mr = (M1 ∪
M2) ∪(∂M1∪∂M2) N−r,r, we define the Dirichlet-to-Neumann operator
R−r,r : C∞(Y−r)⊕ C∞(Yr)→ C∞(Y−r)⊕ C∞(Yr)
as follows. For (f, g) ∈ C∞(Y−r) ⊕ C∞(Yr), choose φi ∈ C∞(Mi) (i = 1, 2),
ψ ∈ C∞(N−r,r) such that
D
2
Mi
φi = 0, (−∂2u +B2)ψ = 0,
φ1|∂M1 = ψ|Y−r = f, φ2|∂M2 = ψ|Yr = g.
Then we define
R−r,r(f, g) =
(
(∂uφ1)|Y−r − (∂uψ)|Y−r ,−(∂uφ2)|Yr + (∂uψ)|Yr
)
=
(
Q1f − (∂uψ)|Y−r , Q2g + (∂uψ)|Yr
)
.
If (f, g) ∈ KerR−r,r, then φ1 ∪Y−r ψ ∪Yr φ2 is a smooth section which belongs
to KerD2Mr and vice versa. Hence KerR−r,r = 0 if and only if KerD
2
Mr
=
KerDMr = 0. By direct computation (c.f. [9]), one can check that
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R−r,r
(
f
g
)
=
(
Q1 + |B| 0
0 Q2 + |B|
)(
f
g
)
+Ar
(
e−2r|B| −1
−1 e−2r|B|
)(
f
g
)
,
where Ar =
2|B|
e2r|B|−e−2r|B| . Then we have〈
R−r,r
(
f
g
)
,
(
f
g
)〉
L2(Y )
= 〈(Q1 + |B|)f, f〉+ 〈(Q2 + |B|)g, g〉
+ 〈Are−2r|B|f, f〉+ 〈Are−2r|B|g, g〉 − 〈Arg, f〉 − 〈Arf, g〉.
Note that each Qi + |B| is a non-negative operator by (4.5), (4.6). Let λ0 be the
minimum of the eigenvalues of Q1+
√
∆Y and Q2+
√
∆Y . Since limr→∞ ||Ar||L2 =
0, one can choose r0 so that for r ≥ r0, ||Ar||L2 < λ0. Then for r ≥ r0, R−r,r is
injective and this completes the proof of Proposition 4.5. 
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