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Abstract
Ocean circulation plays an important role in the global climate through the uptake and
transport of heat and CO2. Surface fluxes of buoyancy and momentum act as primary
energy inputs to the circulation, however the exact nature of the surface buoyancy contri-
bution and the effects of vertical convection are still not well understood. In this thesis we
examine a simple rectangular geometry and flow driven only by gradients of buoyancy or
buoyancy flux at a horizontal surface in a closed rotating basin: this is rotating horizon-
tal convection. We use laboratory experiments, direct numerical simulations and scaling
analyses to examine the effect of buoyancy and rotation on the mechanical energy budget
and to explore dynamical regimes. In one of these regimes the large-scale circulation is
coupled to deep ‘open ocean’ or ‘chimney’ convection.
The direct numerical simulations solve for flow in a rectangular box with a higher
temperature applied over half of the base and a lower temperature over the other half,
and a uniform Coriolis parameter. In contrast to past studies, the emphasis is on condi-
tions having buoyancy forcing strong enough to give a turbulent thermal boundary layer
and small-scale convection while having a fully resolved energy budget. The buoyancy
forcing and Coriolis parameter are varied to examine the roles of the two primary sinks
of mechanical energy: irreversible mixing (potential energy sink) and viscous dissipation
(kinetic energy sink). The results show that turbulent mixing and heat transport are
reduced by rotation, while viscous dissipation is independent of rotation rate. The re-
duction of heat transport is consistent with existing geostrophic boundary layer scaling,
and is inherently linked to the amount of mixing in the system. Even in the presence of
strong rotation, energy from surface buoyancy forcing mostly goes to mixing rather than
viscous dissipation. For a buoyancy-driven circulation in a basin comparable to the North
Atlantic we estimate that the total rate of mixing accounts for over 95% of the mechanical
energy supply, implying that buoyancy is an efficient driver of mixing in the ocean.
The laboratory experiments closely resemble the simulations, but have an imposed heat
flux boundary condition over the heated region. The experiments further demonstrate the
transition from non-rotating horizontal convection to circulation governed by geostrophic
boundary layer flow. The flow is well described by a convective Rossby number, which
compares the strength of horizontal convective accelerations to Coriolis accelerations, or
buoyancy and rotation, in the boundary layer. Experimental evidence also suggests that
for more rapid rotation the momentum budget is dominated by fluctuating vertical ac-
celerations in a chimney region of vertical plumes. This chimney convection limits the
geostrophic inhibition of basin-scale circulation, halting the increase of temperature dif-
ference across the basin (or decrease of Nusselt number) with decreasing Rossby number.
The North Atlantic Ocean is estimated to lie in the regime controlled by chimney convec-
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tion, which is evidence for deep convection in the ocean being an important limit on heat
transport in place of the geostrophic balance.
The experiments and simulations both show that buoyancy forcing produces basin-
scale gyres and strong boundary currents, features of mid-latitude ocean circulation often
attributed solely to wind stress. The simulations are used to examine the contribution
of boundary currents and various other flow structures to the heat transport. At the
Rayleigh numbers achievable, the turbulent viscous dissipation and irreversible mixing are
primarily constrained to the thermal boundary layer. These results can be extrapolated
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The ocean circulation uptakes and transports heat, CO2, and vital nutrients (Ferrari and
Wunsch, 2009; Marshall and Speer, 2012). It is responsible for 30% of the poleward heat
transport (Levitus et al., 2012) leading to a more uniformly temperate globe (Winton,
2003; Boe´ et al., 2009; Winton et al., 2013). In addition, the ocean has absorbed over 90%
of the excess warming of the Earth over the past 50 years (Trenberth and Caron, 2001)
and nearly 30% of anthropogenic CO2 emissions since 1750 (Khatiwala et al., 2013). The
ocean has a chief influence on climate, affecting climate variability on time scales from
decades to millennia (Rahmstorf, 2002; Stocker, 2000; Clark et al., 2002). To understand
the global climate system we need to understand the dynamics of ocean circulation, heat
transport and energy budget.
There are many complex processes that can influence ocean dynamics (Figure 1.1) in-
volving motion on scales ranging from millimetres to more than 10,000 km. Surface fluxes
(in the form of heat, salinity, momentum, etc.) and tides act as mechanical energy inputs
to the circulation. In the subpolar and polar regions, buoyancy fluxes of heat and salt
near the surface determine the formation of highly localised dense water leading to deep
convection and downwelling (Figure 1.2). Towards the North Pole, North Atlantic Deep
Water (NADW) forms and flows over a shelf before downwelling through the abyss and
feeding into the lower branch of an upper overturning cell. Around Antarctica, localised
regions of downwelling form some of the most dense water in the ocean, called Antarc-
tic Bottom Water (AABW), that feeds into the base of a lower overturning cell. The
Southern Ocean is characterised by strong westerly winds at the surface which help to
drive the eastward Antarctic Circumpolar Current, and also produce diverging northward
and southward flows via Ekman transport. The divergence in surface flow pumps water
upwards (see the wind-driven upwelling component in Figure 1.1) allowing outcropping of
surfaces of constant density known as isopycnals. Slow upwelling through the remainder of
the interior completes the circulation, with some studies predicting a governing influence
of mixing at depth (from internal waves breaking) on the upward flow (Munk, 1966; Munk
and Wunsch, 1998; Nikurashin and Ferrari, 2013). The variation in wind stress in the
meridional direction helps to drive basin scale horizontal gyres (Figure 1.2).
A range of different approaches are used to examine the circulation, heat transport
and energy budget of the ocean. Observations of the ocean circulation are reviewed in
§1.1 and the use of large-scale numerical models in §1.2. In §1.3, buoyancy-driven flows
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2 Introduction
[Refer to Figure 2 in Kuhlbrodt et al. (2007) which is not included here 
due to copyright concerns.]
Figure 1.1: Processes affecting the heat transport and energy budget in the Atlantic Meridional
Overturning Circulation where the colour shading shows the zonally averaged density from obser-
vational data (Levitus, 1982). The water is less dense near the surface through the highly stratified
thermocline and more dense with less stratification through the abyss. The aspect ratio has been
exaggerated: the meridional depth to length is approximately 1/5000. Figure is sourced from
Kuhlbrodt et al. (2007).
Figure 1.2: Gyre circulation in the Atlantic Ocean, where arrows demonstrate the surface flow
and shading shows the mean annual sea surface temperature. Stars show regions of observed deep
convection and downwelling. Figure is adapted from OBPG (2015).
§1.1 Observations 3
[Refer to Figure 3a in Buckley and Marshall (2016) which is not included 
here due to copyright concerns.]
Figure 1.3: Meridional ocean heat transports (OHT) in PW (1015 W). Positive is northward
heat transport; oceans shown are global (black), Indo-Pacific (green) and Atlantic (blue). Results
are from reanalysis (Trenberth and Caron, 2001) of atmospheric data from the National Centers
for Environmental Prediction-National Center for Atmospheric Research (NCEP-NCAR) (Kalnay
et al., 1996) or NCEP. Figure is sourced from Buckley and Marshall (2016).
are discussed with particular focus on geostrophic convective circulations. The structure
of the thesis and research direction is outlined in §1.4.
1.1 Observations
Measurements show that the Atlantic and Indo-Pacific Oceans move heat polewards in the
Northern Hemisphere by absorbing heat at the equator and losing it at higher latitudes
(Figure 1.3). In the southern hemisphere, the Indo-Pacific Oceans also move heat pole-
wards, while the Atlantic Ocean fluxes heat towards and across the equator, leading to a
transport of 0.5 PW into the northern hemisphere that increases the temperature of the
thermocline (by up to 3◦C) compared to the Pacific Ocean (Talley, 2003). The northward
flux of heat across the equator is attributed to the Atlantic Meridional Overturning Cir-
culation (AMOC; see Figure 1.1) and the flow of warm surface water northwards and cold
deep water (NADW) southwards. Analysis of hydrographic data finds that deep overturn-
ing is responsible for the bulk of the meridional heat transport into the North Atlantic
basin (Talley, 2003). Similar results are suggested by studies that separate the circula-
tion into zonal mean and fluctuating components (Bryan, 1962; Hall and Bryden, 1982;
Marsh et al., 2008; Buckley and Marshall, 2016). In the Pacific Ocean the heat is mainly
transported by the near-surface overturning cell in the subtropics and the horizontal gyre
circulation. In the Southern Ocean, observations show the strong eastward flow of the
Antarctic Circumpolar Current with a net southward heat transport of approximately 0.8
PW across 30◦S (Talley, 2003).
In the North, buoyancy loss from surface cooling leads to deep convection of dense
water to depths of 1000-2000 m, feeding into NADW and the downwelling leg of the upper
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overturning cell. This type of convection is a transient wintertime process and is often
referred to as deep or ‘open-ocean’ convection. The localised regions of observed deep
convection in the North Atlantic Ocean are shown in Figure 1.4a where they are charac-
terised by weak density gradients through the thermocline, known as a preconditioning
stage. Figure 1.4b shows the three stages of deep convection, starting with (i) the pre-
conditioning stage in which the thermocline is thinned and weakened on horizontal length
scales O(100 km). The preconditioning stage is not essential when the surface water is
sufficiently cold and dense, as seen in the Labrador and Irminger seas in the winter of
2007-2008 (V˚age et al., 2009). The second stage (ii) occurs in winter when a drop in at-
mospheric temperature facilitates buoyancy loss at the ocean surface, creating plumes of
dense water O(1 km) that fall through the depths. The third stage (iii) sees a horizontal
transfer of water into and out of the convective region via the formation of baroclinic
eddies on geostrophic scales O(10 km). Observations of the preconditioning and deep con-
vection stages are shown in Figures 1.4c,d. Convection overwhelmingly occurs in highly
isolated regions within marginal seas that then overflow into the ocean proper. While
some rare instances of open-ocean deep convection have been recorded in the Weddell Sea
near Antarctica (Killworth, 1983), the primary mechanism of dense water formation in
the Southern Ocean is via brine rejection during ice formation.
Open-ocean convection is influenced by surface processes that effect buoyancy uptake
and loss, such as diapycnal mixing which diffuses heat away from the ocean surface. Mixing
in the stratified ocean has large contributions from breaking and shear from internal waves
which are enhanced by topography and can be influenced the Coriolis parameter value, and
thus diapycnal mixing rates vary significantly depending on location. Estimates from ocean
data at 100-400 m depth indicate diapycnal diffusivities in the ocean pycnocline not much
greater than 10−5 m2s−1 (Kunze and Toole, 1997; Ledwell et al., 1998). Measurements at
depth (Figure 1.5) show that the diapyncal diffusivity is stronger over rough topography
compared to smooth regions (Polzin et al., 1997). The inherent difficulty and expense in
conducting measurements often leads to sparse datasets which further rely on interpolation
or reanalysis. Thus modelling approaches are also required to assist in interpreting the
observational data and understanding oceanic processes.
1.2 Ocean models
Most global ocean models resolve basin-scale processes such as horizontal gyres, boundary
currents and features of the large scale overturning (Figure 1.6). Recent high resolution
ocean models can also replicate medium-scale flow features, such as Argulas rings and
larger eddies, but typically the finest resolution is still O(100) km in the horizontal (where
the resolution is specified in terms of degrees latitude and longitude) and O(10) m (near
surface) to O(100) m in the vertical (Rosso et al., 2015). Parametrisations are required to
include the effects of sub-grid processes such as small-scale turbulence, mixing and deep
convection. Convective adjustment schemes are commonly used in ocean models, and
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Figure 1.4: (a) Regions of major deep convection in the North Atlantic Ocean are the Labrador
Sea (box a), the Greenland Sea (box b), and the western Mediterranean (box c) which contains
the Gulf of Lions. The potential density at 100 m depth in November is shown by the contours to
indicate the early winter preconditioning of water (climatological data from Levitus et al. (1994)
and Levitus and Boyer (1994)). (b) Diagram of the three stages of open-ocean deep convection:
(i) preconditioning, (ii) deep convection and (iii) lateral exchange and spreading. Arrows at the
surface show buoyancy uptake and loss, contours show density stratification and the shaded region
is water mixed by convection. (c-d) Sections through the Gulf of Lions (5◦E) in the meridional
direction taken in (c) the preconditioning stage (27-28 November) and (d) after deep convection
(20-22 February). Figures are sourced from Marshall and Schott (1999).
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Figure 1.5: Diapycnal diffusivity in the Brazil Basin from velocity microstructure observations.
Section shows depth-longitude from two quasi-zonal transects that have been combined disregard-
ing latitude. The white line shows the 0.8◦C surface. Figure is sourced from Polzin et al. (1997).
Figure 1.6: North Atlantic sea surface speed (m/s) from an eddy-resolving ocean model (0.1◦
resolution). The strong Western boundary current moves northwards along the coast of North
America before separating to form the Gulf Stream (the top leg of the North Atlantic Subtropical
gyre shown in Figure 1.2). Large eddies (100-300 km across) form off the current with a cold or
warm core. In the polar region, the Western boundary current near Greenland and Canada flows
southward as part of the Atlantic Subpolar Gyre. Figure is sourced from K. D. Stewart and A.
McC. Hogg at the Australian National University.
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represent convection as regions of enhanced mixing.
Ocean models have been used to examine where mixing is important in the ocean, with
some studies finding that abyssal mixing is a governing influence on the circulation and
resulting heat transport (Nikurashin and Ferrari, 2011, 2013), and others assigning less
importance to abyssal mixing (Saenko and Merryfield, 2005; Ferrari and Ferreira, 2011;
Wolfe and Cessi, 2011; Scott and Marotzke, 2002). Vreugdenhil et al. (2016b) finds that
both near-surface and abyssal mixing are important to the overall adjustment of the circu-
lation. However, this study also concludes that the link is complicated by the relationship
between the near-surface mixing and the convective adjustment scheme. Global ocean
models do not close the mechanical energy budget due to reliance on parameterisations.
Some studies have also addressed additional mechanisms that can direct energy, particu-
larly from geostrophic flow, to small scale turbulent dissipation (Dewar et al., 2011), but
it is not clear how much turbulent dissipation (which converts kinetic energy into internal
energy) is required to balance a given energy input.
Mechanisms that transport heat poleward have also been investigated using ocean
models. The net transport of heat by the model oceans follow similar trends in magni-
tude and distribution to that found by observations. Global ocean models predict that
a significant portion (40-60%) of heat transported in the North Atlantic occurs at the
surface through the large-scale gyres and associated boundary currents (Boccaletti et al.,
2005; Ferrari and Ferreira, 2011). The remaining heat is transported at depth by deep
convection and abyssal mixing. Marginal sea models (e.g. Figure 1.7) conclude that a bal-
ance between ocean eddy heat flux and atmospheric cooling determines the contribution
to the meridional overturning circulation (Spall, 2010, 2011). Some ocean model studies
also suggest that downwelling of dense water occurs near lateral boundaries, removed from
the deep convection taking place in the ocean interior (Marotzke and Scott, 1999; Spall,
2003; Pedlosky, 2003; Cessi and Wolfe, 2009). In the Southern Ocean, the heat transport
is largely determined by a balance between outcropping of isopycnals at the surface (in-
duced by westerly winds and Ekman pumping) and diapycnal eddy transport (Marshall
and Speer, 2012; Zika et al., 2013; Morrison et al., 2013, 2016). While global and other
large-scale ocean models are extremely useful in modelling the complex ocean system, one
drawback of global ocean models is the parameterisations required for sub-grid scale pro-
cesses, in particular the lack of lateral exchange with convective regions and the vertical
mass transport associated with convection (Marshall and Schott, 1999).
1.3 Buoyancy-driven flow
Buoyancy-driven flow occurs when an imposed buoyancy or buoyancy flux produces a
pressure difference that can drive flow. There are many types of buoyancy-driven flow that
are relevant to ocean circulation. Here we give an overview of open-ocean deep convection,
Rayleigh-Be´nard convection and horizontal convection, with a focus on geostrophic flows.
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Figure 1.7: A single-basin ocean model with bottom topography and low values of diffusivity is
used to examine interactions between surface buoyancy loss, eddies and boundary currents. (a)
Eddy kinetic energy (maximum ≈ 500 cm2s−1 and contour interval is 50 cm2s−1) with topogra-
phy shown by the thin white contours (interval 500 m). Zonal (top) and meridional (right) grid
spacings are also included. The Eastern boundary has an increased slope of topography, which
enhances instability and eddy formation in the boundary current, which is cyclonic (anticlockwise)
around the basin edge. There is buoyancy flux out of the surface of the main basin. Snapshots
of (b) temperature (contour interval 0.1◦C) and (c) relative vorticity (normalised by the Coriolis
parameter, contour interval is 0.24) at 50 m depth along the Eastern boundary. Warm, anticyclonic
eddies form along the boundary current that are encircled by patches of strong cyclonic vorticity.
Figure is sourced from Spall (2010).
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1.3.1 Open-ocean deep convection
Open-ocean type convection was briefly discussed in §1.1 ‘Observations’, but here we
focus on laboratory experiments and numerical simulations with buoyancy loss at the top
surface without the large-scale overturning circulation seen in the ocean. Open-ocean
deep convection can be placed in the context of dynamical regimes that depend on the
strength of buoyancy forcing compared to that of the rotation rate. The regimes are well
described by the Rossby number Ro∗ = U/fH∗ (where U is the horizontal velocity scale, f
is the rotation rate and H∗ is the depth scale of the convective region) which compares the
inertial and rotational accelerations associated with convection. Assuming an inviscid flow
forced by a sustained buoyancy flux out of the surface B, simple scaling arguments give the
natural Rossby number as Ro∗ = B1/2/f3/2H∗. Here we examine two regimes: (1) weak
rotation, inertially dominated (Ro∗ > 0.078) and (2) rotationally controlled (Ro∗ < 0.078)
where the Rossby number at the transition was determined using laboratory experiments
(Maxworthy and Narimousa, 1994).
For the inertially dominated regime (Ro∗ > 0.078) rotation does not directly affect the
plume scale in the convective region. The vertical mass transport of the falling plumes
is, to first order, replaced by water upwelling between the plumes. In this way, there
is little vertical mass transfer across the convective region, and the region becomes a
‘mixed patch’. Rotation can still influence the lateral interaction of the mixed patch
with the surrounding water, where the horizontal temperature gradient creates a cyclonic
rim current around the top of the patch via thermal wind balance (a balance between
the Coriolis parameter and the pressure gradient). Baroclinic instability forms along the
current, producing eddies that laterally stir water and scale as a function of Ro∗ (Jones
and Marshall, 1993; Maxworthy and Narimousa, 1994). The plume depth sets H∗ and
the convection velocity scales as (BH∗)1/3 (Deardorff, 1985; Jones and Marshall, 1993),
however the velocity scale of convection may also be modified by the lateral exchange of
fluid (Coates and Ivey, 1997).
In the rotationally dominated regime (Ro∗ < 0.078) the convective plumes are cyclonic
near the surface where there is radial convergence and vortex stretching (Figure 1.8). At
the plume base, they are anticyclonic with vortex compression as they push down into
the surrounding fluid. Rotation sets the plume lengthscale as (B/f3)1/2 and velocity
scale as (B/f)1/2. Again the horizontal gradient of temperature generates a cyclonic rim
current and baroclinic eddies can form off this current, laterally exchanging water with
the surrounds. When the plumes reach the base of the domain the outflow also forms
eddies that promote lateral spreading (Figure 1.8b). Numerical simulations find that
with time there is greater lateral mixing, due to increased buoyancy loss and therefore
greater horizontal differences in density available to drive baroclinic eddies and mixing
(Jones and Marshall, 1993; Send and Marshall, 1995; Marshall, 1997). On the scale of
the ocean, deep convection plumes are predicted to be three-dimensional and inertially
controlled with lateral mixing by baroclinic eddies (Jones and Marshall, 1993; Maxworthy
and Narimousa, 1994; Send and Marshall, 1995; Marshall and Schott, 1999).
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Figure 1.8: (a-b) Laboratory experiments of open-ocean deep convection with rotation (buoyancy
loss of B ≈ 6 × 10−6 m2s−3, Ro∗ = 0.03). A disc of ice is imposed at the surface of a rotating
homogenous fluid. (a) As the surface waters are cooled, they become dense and form downwelling
plumes. (b) After the ice has melted, where dye has been inserted into the conical base of eddies.
Experiments conducted by J. Whitehead and B. Racine in Woods Hole in 1991, and are described
in more detail in Marshall et al. (1994). (c-d) Large-eddy numerical simulation with buoyancy
loss out of the top surface (B = 4 × 10−7 m2s−3, Ro∗ = 0.32) where sub-grid turbulence is
parameterised as 3D. (We note that while Ro∗ = 0.32, the simulated system still appears to be
in the rotationally controlled region, which could be a result of the sub-grid parameterisation of
3D turbulence, see Maxworthy and Narimousa (1994) for further discussion.) (c) A slice through
the developing convective region showing temperature contours (interval 0.1 K) and velocity field
(arrows) and (d) an iso-surface of temperature. Figure (a-b) is sourced from Marshall and Schott
(1999) and (c-d) are sourced from Jones and Marshall (1993).
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1.3.2 Rayleigh–Be´nard convection
Convection driven by a temperature difference between top and bottom boundaries, which
is the classical form of Rayleigh–Be´nard convection (Chandrasekhar, 1953), is discussed
here to give further insight into the effects of rotation on convective plumes. Diffusive
thermal boundary layers form on the top and bottom boundaries, as do the rotationally
induced viscous Ekman layers. Transition from inertial to rotational control in rotating
Rayleigh–Be´nard convection is determined by the ratio of the relative thicknesses of the
thermal and the Ekman boundary layers (King et al., 2009). When the Ekman layer is
thinner than the thermal boundary layer, the plumes and heat transport become controlled
by rotation. At moderate rotation rates (0.2 < Ro∗∆T < 1, where the Rossby number is
defined as Ro∗∆T = g
′1/2/fH2, g′ is the reduced gravity and H is the domain depth) the
plumes are entirely cyclonic, even when they span the full depth of the domain (Boubnov,
1984; Boubnov and Golitsyn, 1986, 1990; Julien et al., 1996; Vorobieff and Ecke, 1998,
2002). Plume entrainment is suppressed by strong rotation, and replaced with stirring
between the vortical plumes that dilutes the plume buoyancy anomaly and reduces the
net heat transport (Legg et al., 2001).
At more rapid rotation (Ro∗∆T < 0.2) plumes with both cyclonic and anticyclonic ro-
tation are present (Vorobieff and Ecke, 2002). Four rapidly rotation regimes have been
identified that depend on the strength of buoyancy forcing and the Prandtl number (the
ratio of viscosity to diffusivity). As buoyancy forcing is increased, the regimes that may
appear are cellular, convective Taylor columns, plumes, and geostrophic turbulence (Boub-
nov, 1984; Boubnov and Golitsyn, 1986, 1990; Grooms et al., 2010; Julien et al., 2012a;
Stellmach et al., 2014). The cellular regime has densely packed columnar structures that
move fluid upwards and downwards. The convective Taylor column regime (Figure 1.9a) is
populated with columns of cyclonic and anticyclonic vorticity, each associated with a hot
or cold temperature and a sheath of opposite vorticity surrounding the column, which are
very efficient at transferring heat. The plume regime (Figure 1.9b) sees a break up of the
full-depth columns but still retains distinct plumes forming out of the thermal boundary
layers. In the geostrophic turbulence regime, the plumes become confined to the thermal
boundary layers and heat transport is less efficient. While rapidly rotating Rayleigh–
Be´nard convection has both cyclonic and anticyclonic plumes, these plumes tend to keep
the same sign of vorticity with height.
1.3.3 Horizontal convection
Flow driven by a buoyancy difference imposed along a surface, commonly known as ‘hori-
zontal convection’, includes a thermal boundary layer, deep convection and an overturning
circulation. A common setup has heating applied over one half of the base and cooling
applied over the other half (Figure 1.10) to act as an upside-down ocean where the ver-
tical coordinate has simply been inverted. A strongly stratified stable thermal boundary
layer forms adjacent to the cooled region, which is then drawn across to the heated region
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Figure 1.9: Temperature anomaly from direct numerical simulations of rotating Rayleigh–Be´nard
convection, normalised by the applied top-to-bottom temperature difference. (a) Convective Tay-
lor column and (b) plume regimes, where (b) has a significantly increased imposed temperature
difference than in (a). Both cases have no-slip boundary conditions and the same rotation rate.
Figure is sourced from Stellmach et al. (2014).
Figure 1.10: Circulation driven by a buoyancy flux difference imposed at the base (RaF =
2.2 × 1014; without rotation). (a) Side view of the full domain, showing the heated (destabilising
buoyancy input) and cooled (stabilising buoyancy input) regions. (b) Zoom in on the convectively
active thermal boundary layer that feeds into the endwall plume. Figure is adapted from Mullarney
et al. (2004) and Hughes and Griffiths (2008).
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Figure 1.11: A snapshot of horizontal convection from direct numerical simulations (Ra = 5.86×
1011; without rotation). Only the region above the heated half of the domain is shown, the
cooled half extends to the bottom-right of the snapshot. Two temperature iso-surfaces are shown
in the front panel, where Tˆ is non-dimensionalised by the imposed temperature difference. The
middle panel shows iso-surfaces of streamwise vorticity and the vertical plane shows the streamwise
velocity. Figure is sourced from Gayen et al. (2013a).
where the water parcels begin to warm and become relatively buoyant (Rossby, 1965).
When there is no planetary rotation, this warm layer feeds into an endwall plume that
upwells through the interior. The circulation is completed by slow downwelling of water
back through the depths and into the stable boundary layer. In (time-averaged) thermal
steady state there is zero net heat flux through each horizontal level of the fluid.
Early laboratory experiments recorded the asymmetric plume and large-scale over-
turning for Rayleigh numbers Ra = 107 − 1010, where Ra is a measure of the strength of
buoyancy forcing defined in terms of an along-tank length scale L (Rossby, 1965). This
study also presented a scaling analysis based on a viscous-buoyancy balance through the
thermal boundary layer that predicts the Nusselt number (the convective to the conduc-
tive heat transport) to scale as Nu ∼ Ra1/5. Laboratory experiments (Mullarney et al.,
2004) and direct numerical simulations (Gayen et al., 2013a, 2014) with stronger buoyancy
forcing (Ra > 1011) have since reported the presence of small-scale three-dimensional con-
vection in the heated region of the thermal boundary layer (Figure 1.11). This convection,
along with shear instabilities, forms a mixed region within the thermal boundary layer
that dominates the heat transport with the inviscid scaling Nu ∼ (RaPr)1/5, where the
Prandtl number Pr is the ratio of molecular viscosity to diffusivity (Mullarney et al., 2004;
Gayen et al., 2013a, 2014). The transition from the viscous to the inviscid regime occurs at
Ra = 1010− 1011 (Gayen et al., 2014). The scaling is given here for a boundary condition
of an imposed buoyancy (temperature) difference, but an alternative problem setup has an
uniform buoyancy flux imposed in the destabilising region. The resulting flow dynamics
remain similar, at least for the case without rotation, and an analogous scaling (in terms of
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a flux Rayleigh number RaF ) is consistent with laboratory experiments (Mullarney et al.,
2004; Griffiths et al., 2013).
The mechanical energy budget of horizontal convection is an important tool used to
characterise the flow and relate the results to the ocean (Hughes et al., 2009; Scotti and
White, 2011, 2014; Gayen et al., 2014). Of particular interest are the two energy sinks of
irreversible mixing and viscous dissipation, which together define the mixing efficiency η,
the conversion rate of mixing as a proportion of the total energy sink (Peltier and Caulfield,
2003). The Nusselt number is directly related to the conversion of available to background
potential energy by irreversible mixing (Hughes et al., 2009). Thus established scaling for
mixing efficiency takes the form η ≈ 1−(L/H)Nu−1 (where where H is the domain depth),
as confirmed by simulations of non-rotating horizontal convection at 1011 < Ra < 1015
(Gayen et al., 2013a, 2014). This scaling result implies η → 1 at large Nu and hence
large Ra (Scotti and White, 2011, 2014). In direct numerical simulations (DNS) without
rotation for Ra = 7.86 × 1011, the majority of the dissipation (> 71%) and irreversible
mixing (99.6%) is contained within the thermal boundary layer (Gayen et al., 2013a).
At much larger Rayleigh number, dissipation is predicted to occur mainly through the
interior as turbulent dissipation (Gayen et al., 2014; Rosevear et al., 2017). A laboratory
experiment using the stratifying element of salt (chosen because salt has a factor of 100
times smaller diffusivity than heat) and with a prescribed mechanical mixing through the
whole domain found that the mixing rate sets the stratification and circulation (Whitehead
and Wang, 2008; Stewart et al., 2014). A further set of experiments has since concluded
that mixing in the thermal boundary layer governs the equilibrated flow with little effect
of mixing at depth (Vreugdenhil et al., 2016b).
A key step in relating horizontal convection results to the ocean is understanding
the effects of rotation. The transition of horizontal convection from a non-rotating into a
rotationally dominated regime was first studied by Hignett et al. (1981), who described the
transition in terms of Q, the ratio of the thermal to the Ekman boundary layer thickness.
This study identified the following dynamical regimes, i) non-rotating (Q = 0), ii) very
weak rotation (Q Pr−1  1), iii) weak rotation (Pr−1  Q 1), iv) medium rotation
(Q ∼ 1), v) strong rotation (Q 1 with thermal boundary layer thinner than the domain
height, the geostrophic boundary layer regime) and vi) extreme rotation (Q  1, where
there is no thermal boundary layer and conduction is dominant). Hignett et al. (1981)
explored these regimes with laboratory experiments (Ra = 109) of an annulus radially
heated and cooled at the base, and since then DNS (at similar Ra) has also demonstrated
several of these regimes in an axisymmetric geometry (Figure 1.12).
In the strong rotation regime, an inviscid geostrophic balance is predicted to domi-
nate the large-scale flow in the thermal boundary layer (Robinson and Stommel, 1959;
Robinson, 1960; Bryan, 1987; Winton, 1996; Park and Bryan, 2000). The geostrophic
balance inhibits the flow in the direction of the imposed temperature gradient, thicken-
ing the thermal boundary layer and reducing the heat transport and Nusselt number as
Nu ∼ (RaE)1/3 (where the Ekman number E increases with decreasing rotation rate).
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Figure 1.12: Rotating horizontal convection in a cylinder with axisymmetric basal forcing (Ra =
109). A meridional slice of temperature stretches from the cylinder centre (left side of frames) to
the edge of the domain (right side of frames). (a) Rotation is weak to medium (Q = 1) with a
thermal boundary layer and circulation very similar to the case without rotation, (b) rotation is
strong (Q = 4) with thickening thermal boundary layer, and (c) extreme rotation (Q = 60) with no
distinct thermal boundary layer and heat transport is dominated by conduction. Figure is sourced
from Sheard et al. (2016).
In the case of a rotating rectangular basin, side wall boundary currents tend to break
the geostrophic constraint and allow greater transport. Experimental results (Ra ≈ 1011)
with heating and cooling applied to regions of the base at opposite ends of a basin show
domain-scale gyres (Figure 1.13). The gyre over the cooled region is anticyclonic near
the base and cyclonic through the interior, consistent with vortex stretching near the
base being balanced by compression through the interior. The laboratory experiments
are broadly consistent with the geostrophic boundary layer scaling (Park and Whitehead,
1999). An alternative theory includes a frictional term and results in scaling more strongly
dependent on Coriolis parameter (Stern, 1975), which may be applicable to the annulus
or re-entrant channel geometries (Hussam et al., 2014; Sheard et al., 2016). Work on the
rotating annulus and re-entrant channel geometries has previously considered the stability
of the flow (Colin de Verdie`re, 1988; Quon, 1987; Winton, 1996; Sheard et al., 2016), and
some potential vorticity dynamics (Zhang et al., 2016). Laboratory experiments of an oval
basin with cooling imposed at the surface being replenished with hot water via a channel
show that downwelling occurs at the sidewall boundaries, with the width of the down-
welling varying with the Rossby radius of deformation (Cenedese, 2012). These findings
raise questions regarding the location of the vertical mass transport in rotating horizontal
convection.
In terms of the energetics in rotating horizontal convection, the geostrophic scaling
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Figure 1.13: Flow pattern and gyres of rotating horizontal convection in a rectangular basin with
basal forcing (Ra = 1.1 × 1011, strong rotation Q = 39 and geostrophic boundary layer regime).
Viewed from above, the cooled region is towards the top of each frame. A dye line is placed at (a)
just above cooled base inside the stable thermal bounder layer, (b) along the centre, just above
the base, and (c) along the centre, a little below mid-depth. (d) Schematic of flow, where the solid
line is cold water flow near the base, the broken line is warm water flow above. Figure is sourced
from Park and Whitehead (1999).
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predicts a decrease in the Nusselt number with increasing rotation rate and, as η ≈
1−(L/H)Nu−1 is expected to hold even under strong rotation, the mixing efficiency is also
predicted to decrease. A numerical study of horizontal convection in a zonally re-entrant
channel found that rotation substantially decreased the mixing efficiency, however this
circulation did not have small-scale convection (Ra ≈ 108) or resolve Ekman layers (Barkan
et al., 2013). The mixing efficiency scaling has not been examined in the geostrophic
boundary layer regime, and requires testing for the case with large Ra when small-scale
convection is thought to govern the heat transport. Although rotation is predicted to
decrease the heat transport, we still expect large Nusselt number and thus high mixing
efficiency at very strong buoyancy forcing (large Rayleigh number) relating to the ocean
circulation.
1.4 Research direction
A geostrophic buoyancy-driven circulation is used to examine ocean dynamics by fully
resolving convection coupled to the basin-scale overturning. Direct numerical simulations
and laboratory experiments investigate strongly buoyancy forced (large Rayleigh number)
horizontal convection in a rotating rectangular basin. The focus is on exploring the dy-
namical regimes, heat transport and energy budget. The layout of this thesis is based
around three scientific papers, presented in full in Chapters 2-4, with concluding remarks
in Chapter 5.
The numerical simulations are presented in Chapter 2 with emphasis on the two sinks in
the mechanical energy budget of irreversible mixing and viscous dissipation. Circulation
is driven by a hot temperature imposed over half of the base and a cold temperature
imposed over the other half. The strength of buoyancy forcing versus rotation is discussed
in terms of the thickness of the Ekman compared to that of the thermal boundary layer,
and the data are compared to established geostrophic boundary layer scaling. The results
(including calculated mixing efficiencies) have implications for the mechanical energy input
by surface buoyancy forcing and the total amount of mixing in the ocean.
The laboratory experiments in Chapter 3 are used to further examine dynamical
regimes, in particular two new regimes in which chimney convection plays a dominant
role in the flow and heat transport. The experiments have the same set-up as the nu-
merical simulations, except with a uniform heat flux input imposed over the destabilising
half of the base. A range of measurement techniques are used, including dye visualisation,
direct temperature measurements and particle tracking velocimetry. The results include
adjustment timescales, Nusselt number, velocity fields and power spectra, which are tested
against the different scaling regimes.
In Chapter 4, the numerical simulations are revisited to further consider the heat
transport through the interior and the flow dynamics. We analyse the full-depth plume
convection, baroclinic eddies, boundary currents, and mean geostrophic boundary layer
flow. The spatial decomposition of the mechanical energy budget sinks are found, at
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the Rayleigh numbers available here, to be primarily in the thermal boundary layer. We
draw comparison between our results and the flow dynamics and heat transport in ocean
circulation. The findings of the thesis are summarised in Chapter 5 along with a discussion
of future work in geostrophic buoyancy-driven circulation with convection.
Chapter 2




Turbulent mixing and energy dissipation have important roles in the global circu-
lation but are not resolved by ocean models. We use direct numerical simulations
of a geostrophic circulation, resolving turbulence and convection, to examine the
rates of dissipation and mixing. As a starting point, we focus on circulation in
a rotating rectangular basin forced by a surface temperature difference but no
wind stress. Emphasis is on the geostrophic regime for the horizontal circulation,
but also on the case of strong buoyancy forcing (large Rayleigh number), which
implies a turbulent convective boundary layer. The computed results are con-
sistent with existing scaling theory that predicts dynamics and heat transport
dependent on the relative thicknesses of thermal and Ekman boundary layers,
hence on the relative roles of buoyancy and rotation. Scaling theory is extended
to describe the volume-integrated rate of mixing, which is proportional to heat
transport and decreases with increasing rotation rate or decreasing temperature
difference. In contrast, viscous dissipation depends crucially on whether the
thermal boundary layer is laminar or turbulent, with no direct Coriolis effect
on the turbulence unless rotation is extremely strong. For strong forcing, in the
geostrophic regime, the mechanical energy input from buoyancy goes primarily
into mixing rather than dissipation. For a buoyancy-driven circulation in a basin
comparable to the North Atlantic we estimate that the total rate of mixing ac-
counts for over 95% of the mechanical energy supply, implying that buoyancy is
an efficient driver of mixing in the oceans.
2.1 Introduction
The mechanical energy budget of the ocean is a governor for the dynamics of the global
circulation (Ferrari and Wunsch, 2009; Marshall and Speer, 2012). There are two energy
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sinks in the budget: viscous dissipation (predominantly in turbulence) removes kinetic
energy and irreversible mixing of the density field is a sink of available potential energy
(Hughes et al., 2009; Nikurashin and Ferrari, 2011; Nikurashin et al., 2013). Mixing
converts available potential energy into background potential energy that is no longer
available to drive motion (Winters et al., 1995). Kinetic energy is produced by wind stress
and tides, and by conversion of available potential energy to motion, notably in internal
waves, baroclinic instability and convection. The available potential energy is generated by
surface buoyancy forcing (and effects of the non-linear equation of state). In steady state
and neglecting geothermal fluxes, the rate of energy going to mixing must match the rate of
generation of available potential energy by surface buoyancy forcing (Hughes et al., 2009;
Tailleux, 2009). This statement holds irrespective of the cause of the mixing, whether it be
wind stress, tides, convection or any other source of mechanical energy. However, global
ocean models do not close the mechanical energy budget, instead using a local diapycnal
mixing rate that is either prescribed or based on an empirical parameterisation, and do
not explicitly consider the dissipation of energy.
The conversion of available to background potential energy by irreversible mixing rel-
ative to the total mechanical energy sink, referred to as the mixing efficiency (Peltier and
Caulfield, 2003), has implications for the total amount of mixing in the oceans. It also
has implications for the relative importance of surface buoyancy forcing to other energy
inputs such as winds and tides, and for the amount of dissipation that must be achieved
by a range of mechanisms. Some studies have downplayed the importance of surface buoy-
ancy forcing (Wunsch and Ferrari, 2004; Kuhlbrodt et al., 2007; Nycander et al., 2007),
whereas others find evidence that the mechanical power input to the oceans from surface
buoyancy forcing is comparable with that from wind stress (Saenz et al., 2012; Zemskova
et al., 2015) or show that key components of the global circulation involve a substantial
influence of buoyancy (Morrison et al., 2011, 2015). Other studies have addressed ad-
ditional mechanisms that can direct energy, particularly from geostrophic flow, to small
scale turbulent dissipation (Dewar et al., 2011), but it is not clear how much turbulent
dissipation is required to balance a given energy input.
The strong tie between mixing rate and surface buoyancy forcing, coupled with the
knowledge that differential surface buoyancy fluxes are a necessity for maintaining a strat-
ified ocean, means that a purely buoyancy forced flow is the obvious case with which to
begin an examination of the fully resolved mechanical energy budget of geostrophic cir-
culation. Wind and other energy sources will generally influence the surface buoyancy
forcing through a variety of complex coupling mechanisms worthy of further investigation
(Saenz et al., 2012), as well as introducing additional kinetic energy and the consequent
viscous dissipation. However, this does not alter the fact that the domain integrated rate
of mixing must equal the rate of available potential energy input. The buoyancy forced
case also allows unambiguous identification of the energy pathway from buoyancy forcing
to viscous dissipation.
Scaling theory for flow with laminar boundary layers indicates that the dynamics of a
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rotating, buoyancy-driven circulation is dependent on the ratio of the thermal and Ekman
frictional boundary layer thicknesses adjacent to the forcing boundary, as shown in a
cylinder with a radial temperature gradient on a horizontal surface (Hignett et al., 1981).
The importance of the ratio of boundary layer thicknesses for the transition from non-
rotating to strong rotational effects has also been shown for turbulent Rayleigh–Be´nard
convection (King et al., 2009). In both cases, when rotation is weak, the thermal boundary
layer lies well within the Ekman layer and rotational effects in the thermal boundary layer
are secondary to the non-rotating momentum balance, which for small Rayleigh numbers
(where the laboratory Rayleigh number is a measure of the magnitude of the buoyancy
forcing along the domain length to diffusion and viscous effects at a molecular level)
reduces to the viscous-buoyancy balance (Rossby, 1965). The heat transport remains
largely unaffected by the Coriolis control on flow in the bulk of the domain outside the
Ekman layer. With rapid rotation, frictional effects are confined to an Ekman layer much
thinner than the thermal boundary layer. The largest scales of horizontal motion in
the thermal boundary layer are influenced by rotation and are governed by an inviscid
geostrophic balance, as proposed in many scaling analyses for the basin scale of ocean
circulation (Robinson and Stommel, 1959; Robinson, 1960; Bryan, 1987; Winton, 1996;
Park and Bryan, 2000). The geostrophic constraint on flow reduces advection of heat in
the direction of the applied temperature gradient, thickens the thermal boundary layer
and decreases the vertical temperature gradient at the boundary.
The scaling theory for the geostrophic regime is consistent with general circulation
models (Winton, 1996; Park and Bryan, 2000), as well as with laboratory experiments in
a rectangular basin with differential heating (as an imposed flux) and cooling (as an ap-
plied temperature) along the base at Rayleigh number Ra ≈ 1011 (Park and Whitehead,
1999). Given the presence of meridional sidewalls (parallel to the applied temperature
gradient) heat transport is achieved by baroclinic eddies and boundary currents. In addi-
tion a regime transition from viscous to inertial scaling has been shown to occur in direct
numerical simulations of the non-rotating case at Ra > 1011 (Gayen et al., 2014). In the
inertial regime small-scale three-dimensional convection and shear instabilities develop a
convective mixed layer adjacent to the destabilising boundary flux and within the thermal
boundary layer, and come to dominate the heat transport (Mullarney et al., 2004). The
scaling analysis for rotating flow has not been tested in the context of a turbulent thermal
boundary layer.
In the absence of Coriolis effects and wind stress a buoyancy-driven overturning circu-
lation forced by a surface temperature gradient (non-rotating horizontal convection) shows
a mixing rate much greater than the rate of dissipation of kinetic energy at large Rayleigh
numbers (Gayen et al., 2013a, 2014; Scotti and White, 2011, 2014). Scaling theory for this
case predicts that the mixing efficiency η (again defined as the conversion rate of mixing as
a proportion of the total energy sink, the sum of turbulent dissipation and mixing, Peltier
and Caulfield (2003)) takes a simple form irrespective of whether the system is rotating
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(Gayen et al., 2013a, 2014):
η ≈ 1−A−1Nu−1, (2.1)
where A is the height-to-length basin aspect ratio and Nu, a Nusselt number, is a measure
of the convective heat flux compared to a scale for conductive heat flux in the absence of
flow. This scaling was confirmed by simulations of non-rotating horizontal convection at
1011 < Ra < 1015 and implies η → 1 at large Nu (Gayen et al., 2014). In this kind of flow
the forcing is therefore very efficient at producing mixing, and the amount of energy that
must be dissipated by turbulent motions is relatively small. However, the theory has not
been tested in the geostrophic regime, particularly at very large Ra for which convective
turbulence is expected to be active and to control the heat transport. Although rotation
and geostrophy tend to inhibit heat transport, large Nu and high efficiency are again
likely to occur at the very large Rayleigh numbers relevant to geophysical conditions. One
study has reported a significant reduction of mixing efficiency for circulation in a zonal
re-entrant channel model in the presence of rapid rotation, but in the laminar boundary
layer regime (Ra ≈ 108) and without resolved Ekman layers (Barkan et al., 2013). Ex-
trapolation to ocean conditions demands examination of the rotating circulation under
turbulent conditions and our purpose here is to fully resolve such a flow. Our hypothe-
sis for the geostrophic regime is that the relatively small-scale turbulence and dissipation
remain largely unchanged by Coriolis effects, as does the relationship between the heat
transport and mixing efficiency. This leaves mixing as the dominant energy sink account-
ing for the power input from surface buoyancy forcing and thus heat can be transported
through the system with minimal dissipation of kinetic energy.
In §2.2 we discuss the scaling theory applicable to a set of dynamical regimes, focus on
the geostrophic scaling regime and then derive scaling relations for mixing and dissipation.
The methodology for direct numerical simulations (DNS) to fully resolve turbulence and
dissipation in a buoyancy-driven circulation in a rectangular basin are given in §2.3. In
§2.4 we present the computed results in light of the geostrophic scaling for the thermal
boundary layer, heat flux and mechanical energy budget with further discussion in §2.5.
The scaling relations for mixing, dissipation and mixing efficiency are applied to a idealised
ocean basin with realistic thermal forcing and dimensions in §2.6. Concluding remarks are
given in §2.7.
2.2 Scaling theory
We consider a rectangular basin of length L, width W and water depth H, with Cori-
olis parameter f , as shown in Figure 2.1. The horizontal base has an applied uniform
temperature Tc over half of the length and a higher temperature Th over the other half.
This buoyancy forcing is designed to be consistent with past laboratory experiments and
numerical studies in non-rotating horizontal convection (Mullarney et al., 2004; Griffiths
et al., 2013; Gayen et al., 2014) and is analogous to an upside-down ocean: the vertical
coordinates have simply been inverted. The fluid has constant and uniform properties,
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Figure 2.1: Geometry of DNS set-up with buoyancy forcing at the base. Inset temperature field
from the Ra = 7.4×1011, Q = 5.9 case taken at y/W = 0.5. The highly stratified thermal boundary
layer is present over the cooled region.
including viscosity ν, thermal diffusivity κ and expansion coefficient α, specific heat cp and
variable density ρ. The governing parameters are Rayleigh, Ekman and Prandtl numbers,

















respectively, where g is gravity and ∆T = Th − Tc is the applied temperature difference
(Rossby, 1965, 1998). The resulting heat transport is described by the Nusselt number
Nu = FL/(ρrcpκ∆T ), where F is the input heat flux per unit area and ρr is a reference
density.
2.2.1 Non-rotating scaling
In horizontal convection without rotation (E−1 = 0) (Rossby, 1998; Mullarney et al., 2004;
Gayen et al., 2014) a stable thermal boundary layer forms on the cooled region of the base
and flows across to the heated region, where it warms and feeds an endwall plume. The
circulation is closed by broadly distributed downwelling outside the plume and into the
stable boundary layer. In a thermally equilibrated (and time-averaged) state there must
be zero net heat flux through every horizontal level of the domain.
Established scaling for the non-rotating case gives thermal boundary layer thickness
δ0, Nusselt number Nu0 and boundary layer velocity U0, where the zero subscript specifies
the non-rotating case. In the laminar viscous regime (Rossby, 1965) these become:
δ0ν = c1νLRa
−1/5, Nu0ν = c2νRa1/5,
U0ν ∼ (κ/L)Ra2/5, (2.3)
where the subscript ν indicates the viscous regime and the prefactors ci are evaluated from
experiments or simulations (c1ν = 2.50 and c2ν = 0.37; velocity prefactors are omitted
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because they will not be used here). For the non-rotating inviscid regime, dominated by
an inertia-buoyancy balance (Hughes et al., 2007; Gayen et al., 2014), the scaling gives:
δ0 = c1L(RaPr)
−1/5, Nu0 = c2(RaPr)1/5,
U0 ∼ (κ/L)(RaPr)2/5, (2.4)
where c1 = 3.39 and c2 = 0.37. The momentum and thermal boundary layers have the
same thickness.




where u is the velocity vector, x is the displacement vector, the subscripts i and j are
orthogonal directions, V is the volume and summation is implied. In the time-averaged
thermally equilibrated state and in the absence of wind stress, ε must equal the rate of
production of potential energy from diffusion of heat down the mean vertical temperature
gradient, Φi (Paparella and Young, 2002; Hughes et al., 2009). DNS for the non-rotating
case (Gayen et al., 2013a) has confirmed this equality and the scaling
ε0 = c3ρrκ
3WRaPr/(2L2), (2.5)
which indicates that the dissipation scales directly with Rayleigh number and hence with
the strength of buoyancy forcing. The prefactor c3 is determined by DNS for each Ra; for
large Ra, c3 → 1. The dissipation in the system is limited to a maximum value εmax given
by (2.5) with c3 = 1 (Paparella and Young, 2002). DNS also shows that this dissipation
is overwhelmingly within the boundary layer in the laminar regime, but is increasingly
distributed through the depth for increasing Rayleigh number in the turbulent regime
(Gayen et al., 2014).
The rate of available potential energy lost to background potential energy by irre-
versible mixing is Φd = −g
∫
V κ(dz
∗/dρ)(∂ρ/∂xi)2dV , where z∗ is the height associated
with each water parcel if it were adiabatically re-ordered along with all other water parcels,
into the rest state of gravitational equilibrium. In a time-averaged flow, Φd is equal to
the flux of available potential energy due to buoyancy forcing at the boundary and can be
written as Φd = −κg
∮
z∗(∂ρ/∂xi)dS (Tailleux, 2009; Hughes et al., 2009; Gayen et al.,
2013a, 2014). Noting that the buoyancy forcing is only applied at the base, and approxi-
mating the surface integral of z∗ by a step function which predicts that the water parcels
adjacent to the heated region will to rise to z = H while the water parcels at the cooled
region remain at z = 0, we find the relation Φd ≈ κgHWL/2|dρ/dz| where |dρ/dz| is the
(spatially averaged) vertical buoyancy gradient applied at the heated boundary. A mea-
sure for the Nusselt number is Nu = |dρ/dz|/(∆ρ/L) which, coupled with the assumption
of a linear equation of state ∆ρ/ρr = α∆T and the definition of εmax, gives the scaling
Φd0/εmax = c4Nu0A, (2.6)
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where c4 = 0.89 for the laminar viscous regime and c4 = 0.68 for the inviscid regime
(Gayen et al., 2014). This relation holds in both the viscous and inviscid cases and, along
with (2.3) and (2.4), shows that the mixing rate increases with the strength of buoyancy
forcing.
The mixing efficiency η for the steady state surface buoyancy-forced circulation, where
Φi = ε, can be written as
η =
Φd − Φi
Φd − Φi + ε = 1− ε/Φd, (2.7)
regardless of the presence or absence of rotation (Hughes et al., 2009; Gayen et al., 2013a).
The relation (2.7) reduces to (2.1) on assuming that the dissipation approaches the max-
imum dissipation limit (ε ≈ εmax), which is the case in non-rotating DNS for the inviscid
regime, and applying (2.6) without the prefactor. The relation (2.1) has been shown to
agree with non-rotating DNS for Ra > 1011 (Gayen et al., 2014).
2.2.2 Geostrophic scaling
The role of rotation depends on the ratio of the thermal boundary layer thickness to the
Ekman layer thickness, δE = (ν/f)
1/2 = LE1/2. Hignett et al. (1981) defined the relevant
dimensionless parameter for the laminar case,
Qν = Ra
−2/5E−1, (2.8)
which is the square of the ratio of boundary layer thicknesses (but using the non-rotating
scaling for the thermal boundary layer thickness) and is proportional to the rotation rate.
Here we also consider Q ∼ (δ0/δE)2 for the large Rayleigh number regime and, using the
scaling for the non-rotating inviscid thermal boundary layer thickness, we define
Q = (RaPr)−2/5E−1. (2.9)
Thus our hypothesis is that one parameter Q is not sufficient to delineate flow regimes, and
the Rayleigh number additionally determines whether instabilities modify the dependence
on Rayleigh and Prandtl number.
The dynamical regimes identified by Hignett et al. (1981) are i) non-rotating (Q = 0),
ii) very weak rotation (Q Pr−1  1), iii) weak rotation (Pr−1  Q 1), iv) medium
rotation (Q ∼ 1), v) strong rotation (Q  1 and δ < H, the geostrophic regime) and
vi) extreme rotation (Q  1, no thermal boundary layer and conduction dominant).
The strong rotation regime (v) is of primary focus here, as this is the geostrophic regime
that is expected to be relevant to the ocean (see §2.6 for further discussion on the ocean
application).
In the geostrophic regime a thermal wind balance is assumed for horizontal flow which,
along with a balance of vertical advection and diffusion in the thermal boundary layer
(Robinson and Stommel, 1959; Robinson, 1960; Bryan, 1987; Winton, 1996; Park and
Bryan, 2000), leads to the scaling
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δ ∼ L(RaE)−1/3, Nu ∼ (RaE)1/3,
U ∼ (κ/L)(RaE)2/3. (2.10)
It is useful to normalise these by the inviscid (i.e. inertia-buoyancy dominated) non-
rotating scales and express the results in terms of Q to show the significance of the bound-
ary layers. Thus for the turbulent boundary layer regime the geostrophic scaling expected





Note that at smaller Ra the laminar flow in the thermal boundary layer transitions (at
Qν = O(1)) from the viscous non-rotating regime to inviscid (but most probably still
laminar) geostrophic flow as rotation is increased. Irrespective of the Rayleigh number,
the geostrophic regime is expected to give way to a conductive regime when δ > H, which
occurs under extremely rapid rotation (Hussam et al., 2014).
In the geostrophic regime, rotation decouples the Ekman frictional layer from the ther-
mal boundary layer. When the geostrophic regime has a laminar boundary layer flow (at
smaller Ra), the viscous dissipation is confined to the thin Ekman layer and the total dissi-
pation integrated over the volume of the Ekman layer scales as εν ∼ (ρrνWL)U2/δE . Writ-
ing the dissipation in the corresponding non-rotating case (where dissipation is confined
to the thermal boundary layer) as ε0ν ∼ (ρrνWL/2)U20ν/δ0ν and using the geostrophic




which implies that dissipation is smaller for more rapid rotation (at a fixed Ra). The
result also predicts that the effect of a given rotation rate is smaller for stronger buoyancy
forcing (ie. smaller Q, within the laminar range of Ra). At large Ra, on the other hand, we
postulate that the dissipation is dominated by small turbulent scales and spread through
the convecting thermal boundary layer, and potentially also into the interior flow. It
remains uncertain how these small scales can be affected by rotation, simply because they
are turbulent and this makes it very difficult to predict a scaling relation. We do note
that it would take a strong rotation rate to influence the very smallest scales in the flow
and, even if the dissipation were to be influenced, the upper limit on the maximum total
dissipation in the system (εmax) must hold.
For both the laminar and turbulent boundary layer cases, the irreversible mixing re-
lationship with the Nusselt number (2.6) is expected to hold in the geostrophic regime.
This is because the assumptions made to derive this relation do not change with the in-
troduction of rotation. Using (2.6) with the large Ra turbulent geostrophic scaling (2.12)
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for heat flux implies a mixing rate of
Φd/Φd0 = c8(QPr)
−1/3. (2.14)
A similar relation can be derived for the small Ra laminar geostrophic scaling, except with
the Pr term removed because (2.3) and (2.8) are used instead of (2.4) and (2.9). Thus the
mixing rate in the geostrophic regime is predicted to decrease with increasing rotation.
Considering the mixing efficiency (2.7) in the turbulent range of the geostrophic regime,
we assume that dissipation is not affected by rotation ε ≈ ε0 (which is likely true at rotation
rates that are not large enough to influence the smallest turbulent scales in the system)
and (2.14), and find
η ≈ 1− ε0
c8(QPr)−1/3Φd0
. (2.15)
Hence the mixing efficiency under strong buoyancy forcing is expected to decrease with
increasing rotation (which increases Q) but to increase with increasing buoyancy forcing
(which both decreases Q and increases the ratio Φd0/ε0 of mixing and dissipation rates
for the relevant non-rotating case).
Finally, as (2.6) is expected to hold for the geostrophic case, the definition of the mixing
efficiency (2.7) reduces to (2.1), on assuming ε ≈ εmax and dropping prefactors. The
prediction is not valid when the dissipation ε is significantly smaller than the upper limit of
dissipation εmax, either according to (2.13) for the laminar case where rotation decreases
the dissipation, or potentially when extremely rapid rotation influences the turbulence
scales. Dissipation will also decrease, irrespective of Rayleigh number, when δ > H, the
bottom-to-top temperature difference decreases and extreme rotation shifts the flow into
the conductively dominated regime.
2.3 Methodology
The incompressible, non-hydrostatic Navier–Stokes momentum equation in a rotating co-
ordinate frame and in the Boussinesq approximation with a linear equation of state, along







= ∇2uˆ +RaTˆk− E−1k× uˆ,
∇ · uˆ = 0, DTˆ
Dtˆ
= ∇2Tˆ , (2.16)
are solved using direct numerical simulations. Here the hats signify non-dimensionalised
values, bold font indicates vectors, the velocity is uˆ = (u, v, w), tˆ is time, pˆ is the pressure
deviation from the hydrostatic, Tˆ = (T − Tc)/∆T is the temperature and k is the unit
upward vector. The variables have been non-dimensionalised by length L, time L2/κ,
mass ρrL
3 and temperature difference ∆T .
All governing parameters (2.2) other than the Ekman number are chosen to take the
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Ra E Q,Qν δ/δ0 Nu/Nu0 η
7.4×1011 1.6×10−5 0.59 0.97 0.926 0.94
7.4×1011 1.6×10−6 5.9 1.51 0.715 0.91
7.4×1011 4.0×10−7 23 2.39 0.553 0.88
7.4×1011 6.4×10−8 147 4.54 0.286 0.78
7.4×108 1.6×10−5 18 1.76 0.810 0.64
7.4×108 1.6×10−6 177 2.58 0.277 0.51
7.4×108 6.4×10−8 4422 2.74 0.086 0.97
Table 2.1: Conditions for DNS and the computed values of boundary layer thickness, Nusselt
number and mixing efficiency. The Rayleigh number is varied by changing gα∆T (which changes
the buoyancy) and the Ekman number is varied by changing the Coriolis parameter f .
same values as in existing DNS studies of the non-rotating case (Gayen et al., 2013a,
2014) and to model laboratory experiments in a rectangular basin (Mullarney et al., 2004;
Stewart et al., 2011; Griffiths et al., 2013). Likewise, all boundary conditions are the same.
The basin geometry is defined by aspect ratios A = 0.16 and Ay = 0.24. All boundaries
are impermeable and non-slip, and all except the base are adiabatic. The temperature
applied at the base is a tanh profile in the x direction (the long dimension of the basin)
with the gradient confined to within 0.06L of the centre point xˆ = 1/2. Table 2.1 outlines
the simulation conditions: the laminar and turbulent boundary layer regimes are obtained
by using two different Rayleigh numbers (Ra = 7.4×108 and Ra = 7.4×1011 respectively),
and at each of these the effects of rotation are examined by a range of Ekman numbers.
The larger of the Rayleigh numbers is the maximum practical for DNS given computational
capacity and the number of solutions required. Prandtl number is Pr = 5 for all cases.
As usual, the problem is non-dimensionalised in the interests of dynamical interpretation
and application of the results to any experimental or oceanic case.
The solution grid for the larger Ra is 768 × 256 × 256 cells, clustered to resolve top
and bottom Ekman layers and Stewartson boundary layers on the vertical walls. In an
additional run (with the maximum rotation E = 6.4× 10−8) the grid is 1536× 512× 512
cells and this run confirmed the solution is well resolved. For the smaller Ra the grid is
384 × 128 × 128. The grid resolution ∆x,y,z was compared to the Batchelor microscale
ηb = (ν
3/∗)1/4Pr−1/2 (where ∗ is the local dissipation rate) to ensure the resolution
criterion [∆x,∆y,∆z]max ≤ piηb is satisfied and the smallest scales of motion are accurately
resolved everywhere (Stevens et al., 2010; Gayen et al., 2014). Most importantly, adequate
resolution was confirmed by accurate closure of the mechanical energy budget (Gayen et al.,
2014).
The solutions were initialised with a uniform water temperature of Tˆ = 0.66, chosen
such that a net increase in temperature was required to reach thermal equilibrium, thus fa-
cilitating the most rapid equilibration (Griffiths et al., 2013). Once in thermal equilibrium,
simulations were continued for an additional period of 320 and 10 buoyancy timescales
L/(gα∆TH)1/2 for Ra = 7.4 × 108 and 7.4 × 1011, respectively, in order to time average
the unsteady flow.
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Figure 2.2: Snapshots of DNS solutions, shown for 0 < xˆ < 0.6: (a) Ra = 7.4 × 108, Qν = 18,
(b) Ra = 7.4 × 108, Qν = 4422, (c) Ra = 7.4 × 1011, Q = 5.9, (d) Ra = 7.4 × 1011, Q = 147.
Vertical panels show vertical velocity w normalised by fL (upwards in red, downwards in blue) on
the plane y/W = 0.91; location of the plane is shown by the green arrow and white broken line at
the base in (a). Horizontal planes show kinetic energy 0.5(u/fL)2 (on a logarithmic scale) on the
plane z/H = 0.075, which is within the thermal boundary layer in all cases. Most kinetic energy is
found above the heated region of the base with little of interest above the cooled region. Gravity
is directed downwards through the horizontal plane, rotation is anticlockwise and shown solutions
are in the large-time thermal equilibrium state.
2.4 Results
2.4.1 Dynamics
At the smaller Ra the boundary layer is laminar at all rotation rates. At Qν = 18 (Figure
2.2a) this Ra gives upwelling both in an endwall plume and in the interior above the
heated boundary, within quasi-steady, basin-scale horizontal gyres. For extreme rotation
(Qν = 4422; Figure 2.2b) the vertical velocities and kinetic energy are trivially small and
slow horizontal motion is largely parallel to contours of applied temperature on the base,
focused around the large temperature gradient at the centre of the basin, and consistent
with the predicted extreme rotation regime in which heat transport is predominantly by
conduction (Hignett et al., 1981).
At the larger Ra and Q = 5.9 (Figure 2.2c and temperature inset in Figure 2.1) the
stably stratified thermal boundary layer is laminar over the cooled region of the base but
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caps a mixed layer of small-scale convection over the heated region, as in the non-rotating
case. Rotation does not strongly influence the boundary layer instabilities, which occur
near the ‘leading edge’ of the heated region as two-dimensional rolls aligned parallel to
the local boundary layer flow velocity and subsequently break up into three-dimensional
turbulent convection within the mixed layer. These small scales are largely de-coupled
from geostrophic eddies in the interior flow. However, rotation leads to deep upwelling in
the interior above the heated boundary, in plumes that are cyclonic vortices of larger scale
than the boundary layer instabilities. We refer to these deep convective vortices distant
from the side boundaries as ‘chimneys’ (after Killworth (1979)). There is also evidence of
basin-scale gyres, with a particularly strong gyre near the mid-point of the domain but
slightly offset toward the heated end. At Q = 147 (Figure 2.2d) the chimneys extend
coherently through the interior and boundary layer. The chimneys are unsteady features
with lifetimes of order 10 rotation periods and there are a greater number present with
increasing rotation rate. In time-averaged flow (not shown here) at Q = 147 there are
signs of basin-scale gyres that are more difficult to discern over the many stronger but
short-lived structures in the instantaneous flow.
The result that small-scale instabilities occur in the rotating flow at the larger Ra much
as in the non-rotating case implies that turbulent dissipation may be similar and that our
hypothesis, that dissipation may be insensitive to rotation, may be correct. In contrast, the
absence of small-scale turbulence at the smaller Ra is consistent with laminar dissipation
overwhelmingly within the viscous Ekman layer, which suggests that the dissipation in
that regime is smaller at larger rotation rates, where the Ekman layer is thinner.
2.4.2 Boundary layer thickness and heat transport
We define the thermal boundary layer thickness as encompassing 90% of the bottom-to-
top temperature difference (horizontally averaged in yˆ at xˆ = 0.75). In Figure 2.3a the
boundary layer thickness has been normalised by the domain length, as suggested by the
scaling (2.10), and plotted against the inverse Ekman number so that the horizontal axis
displays increasing rotation rate. The boundary layer is thinner for stronger buoyancy
forcing, and it thickens with increasing rotation for both Rayleigh numbers. For the larger
Ra the thickening is consistent with the geostrophic scaling (2.10) once the rotation rate is
greater than 1/E > 105. The thickening in δ is also consistent with the previous laboratory
measurements (Park and Whitehead, 1999) at a slightly smaller Rayleigh number. For
the smaller Ra used here, and 1/E > 106 (given the vertical aspect ratio of the domain
chosen in this study), the boundary layer thickness approaches the water depth (H =
0.16L, noting also that the definition of δ would place it at 0.9H for a linear temperature
gradient). The strong stratification throughout the depth demonstrates that the conditions
are approaching the conduction regime predicted for extremely rapid rotation.
The dimensionless heat transport, or Nusselt number, is calculated as Nu =
(dT/dz)/(∆T/L), where dT/dz is the vertical temperature gradient at the boundary hori-
zontally averaged over the heated region (Gayen et al., 2014), the latter coinciding exactly
§2.4 Results 31

































Figure 2.3: The DNS results for (a) thermal boundary layer thickness δ and (c) Nusselt number
Nu as functions of inverse Ekman number. These results are also expressed in (b) and (d) plotted
against Q, which serves as a measure of rotation rate. The values are normalised by the correspond-
ing non-rotating values obtained from (2.3) and (2.4); these non-rotating values are also indicated
by the arrows in (a) and (c). Measurements of Park and Whitehead (1999) are shown, but are for
a fixed heat flux boundary condition, and are normalised by scaling for the non-rotating inertial
regime with applied flux and prefactors from Mullarney et al. (2004). In (a) the horizontal lines
indicate the normalised fluid depth H/L and in (b) the normalised fluid depth is H/δ0 for each
Ra (solid line for the larger Ra). Solid lines indicate the geostrophic scaling predictions (2.11) and
(2.12) fitted to the DNS results for Ra = 7.4×1011 at fixed Pr = 5 with prefactors c5 = 0.50±0.01
and c6 = 2.4± 0.3.
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with the region of negative temperature gradient and heat input. Figure 2.3c shows that,
at the larger Ra, the computed Nusselt number decreases with increasing rotation in a
manner that is again consistent with the geostrophic scaling (2.10). A similar decrease
is not entirely reflected in the earlier laboratory measurements, at least in part because
a constant heat flux boundary condition was used in the experiments and this requires
a modified definition of the Nusselt number (Park and Whitehead, 1999). Those mea-
surements are therefore shown here for completeness and indicate a reasonable level of
consistency allowing for the different boundary conditions. At the smaller Rayleigh num-
ber the heat transport is smaller and similarly decreases with increasing rotation rate.
In order to more directly compare the influence of rotation at the different strengths
of buoyancy forcing, Figures 2.3b,d (see also Table 2.1) show the present DNS results
normalised by the non-rotating scaling (2.3) or (2.4) established from equivalent DNS
for non-rotating flow, and plotted against Qν or Q. This normalisation removes the
previously established Rayleigh number dependence of the non-rotating flow, revealing
both the influence of rotation and any difference in the Rayleigh number dependence
in the rotating cases. It also shows the significance of the ratio of rotation effects to
buoyancy forcing, as indicated by the ratio of boundary layer thicknesses. At Q < 1
(and Qν) rotation has negligible effect on either thermal boundary layer thickness or heat
transport, independent of Ra. At 1 < Q < 102 (and 1 < Qν < 10
2) the boundary layer
thickens and heat transport decreases with increasing Q (Qν) in the manner predicted by
the geostrophic scaling (2.11, 2.12) (so long as δ < H). Fitting the scaling law to these
results for the larger Ra provides estimates of the numerical prefactors (c5 = 0.50± 0.01,
c6 = 2.4±0.3) for the turbulent boundary layer regime. At Qν > 102 the thermal boundary
layer thickness for the smaller Rayleigh number is again seen to approach the water depth
and the flow approaches the conduction regime, a transition that occurs at a value of Q
(Qν) which depends on both Ra and the aspect ratio A. The Nusselt number for the largest
Qν may appear to support geostrophic scaling (Nu/Nu0ν ∼ Q−1/3ν ). However, both the
large boundary layer thickness and the small value of the Nusselt number (Nu < 2) belie
this interpretation.
The results confirm that the boundary layer flow and heat transport under rotation
depend strongly on Q. They also confirm that the separate scaling for laminar and turbu-
lent cases serves to largely collapse the results. However, at Qν ≈ 20, it can be seen that
rotation has a lesser influence for the smaller Ra than it does at the larger Ra, particu-
larly in the Nusselt number. This results from an enduring influence of the viscous term
in (2.16) for the smaller Ra, relative to the buoyancy and Coriolis terms, which shifts the
approach to geostrophic balance in the boundary layer flow to somewhat larger Qν (Stern,
1975; Hignett et al., 1981).
2.4.3 Dissipation, mixing, and mixing efficiency
Figure 2.4 shows the computed rates of viscous dissipation ε and irreversible mixing Φd

























Figure 2.4: The DNS results for (a) dissipation rate ε and (b) mixing rate Φd as functions of Q,
a measure of rotation rate. In (a) the non-rotating dissipation ε0 is calculated using (2.5) with
c3 = 0.75 for the smaller Ra case and c3 = 0.93 for the larger Ra case, based on the results in
Gayen et al. (2014). The horizontal dotted line in (a) indicates values equal to the non-rotating
result. The broken line shows the dissipation scaling (2.13) for smaller Ra (matched to the case
Qν = 177 to find c7ν = 20). In (b) the solid line shows the geostrophic scaling prediction (2.14)
fitted to the results for Ra = 7.4× 1011 at fixed Pr = 5 to find c8 = 2.7± 0.2.
results of Gayen et al. (2014)) for each of the two Rayleigh numbers and plotted against
Q or Qν . The dissipation and mixing rates were computed from the primitive expressions
(§2.2.1), the mixing rate requiring extensive computation of the adiabatic reordering of
fluid parcels to their gravitation equilibrium positions at every time step over a lengthy
time period and then averaging over time. The production of available potential energy by
the boundary heat fluxes (−κg ∮ z∗(∂ρ/∂xi)dS) was also computed at each time step and
again averaged over time. There were no significant differences between the mixing rate
and surface buoyancy forcing flux, consistent with the non-rotating case, confirming that
the energy budget was closed in all cases. The dissipation (Figure 2.4a) remains unaffected
by rotation (ε ≈ ε0) up to a value of Q that depends on Rayleigh number: indeed for the
larger Ra the dissipation remains largely unchanged by rotation in all our solutions. For
34 Mixing and dissipation in a geostrophic buoyancy-driven circulation
the smaller Ra it decreases rapidly with Qν at Qν ≥ 102. The latter result is consistent
with the dissipation scaling for laminar flow (2.13) and the former is consistent with our
hypothesis that rotation does not substantially alter dissipation rates when dissipation is
predominantly through small-scale turbulent convection.
The mixing rate (Figure 2.4b) decreases with increasing rotation rate for sufficiently
large Q, where they support the geostrophic scaling (2.14). For the turbulent case Ra =
7.4× 1011, the geostrophic regime begins at approximately Q = 1 and a fit of the scaling
prediction to the three results at 5.9 ≤ Q ≤ 147 provides the prefactor c8 = 2.7 ± 0.2.
As noted for the heat transport, the mixing rate shows evidence of a greater influence of
viscous stress at moderate Qν , which shifts the onset of geostrophic balance to slightly
larger Qν . The mixing rates are almost identical to the normalised Nusselt numbers (with
only a slight vertical shift for different Ra cases), as expected from the similar form of the
expressions for surface buoyancy forcing and Nusselt number, and supports the assumption
that the relation (2.6) applies in the geostrophic regime. Thus the reduction of mixing
rate by Coriolis effects is in line with the reduction in total heat transport through the
system.
Finally the mixing efficiencies (Table 2.1 and Figure 2.5a) were calculated directly
from (2.7). In the laminar flow at the smaller Ra the mixing efficiencies decrease with
increasing rotation, up to Qν ≈ 200, owing to a greater reduction in mixing relative to
the decrease in dissipation. However, at larger Qν the efficiency increases steeply and
is close to 100% for the conduction dominated solution at Qν = 4422. The minimum
in η is expected to occur as the conditions approach the transition from the advection
dominated geostrophic regime, in which Coriolis effects control boundary layer flow and
decrease heat transport and mixing rate, to the extremely rapid rotation regime under
which flow is very slow (ε→ 0), heat transport is by conduction (Nu→ O(1)) and η → 1
at Q→∞. The turbulent, large Rayleigh number cases similarly show mixing efficiencies
decreasing with increasing rotation, and these are well described by the scaling prediction
for the geostrophic regime (2.15).
The mixing efficiencies for the non-rotating and strongly rotating (geostrophic)
regimes, for both laminar and turbulent cases, all collapse reasonably close to the sin-
gle curve (2.1) in terms of the heat transport (Figure 2.5b). Although the flow at the
smaller Ra does not fully satisfy the assumptions of the the large Rayleigh number scaling
prediction, the mixing efficiency lies close the theoretical scaling (2.1) for all cases having
NuA > 2, which relates to a thermal boundary layer thickness much less than the water
depth. The minimum in mixing efficiency for the smaller Ra occurs at NuA ≈ 1. The
corresponding transition from geostrophic to conduction regimes for the larger Ra is not
practically accessible with DNS.
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Figure 2.5: The DNS results for mixing efficiency as a function of (a) the Q parameter and (b)
the Nusselt number (multiplied by aspect ratio). In (a) the arrows show the non-rotating values
corresponding to each Ra, and the curve is the geostrophic scaling prediction (2.15) shown for
large Ra at fixed Pr = 5 with c8 = 2.7 ± 0.2 (from Figure 2.4b). In (b) symbols indicate the
solution keyed to Q and Qν , where Q = 0 and Qν = 0 are the non-rotating cases for each Ra, and
the curve shows the theoretical prediction (2.1) for large Ra.
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2.5 Discussion
Viscous dissipation in horizontal convection in the absence of rotation occurs largely
through turbulence if Ra > 1011, and is due primarily to small scale convection within
the boundary layer for conditions in the range 1011 < Ra < 1013, with shear instability
in both the boundary layer and interior becoming more important at Ra > 1014 (Gayen
et al., 2014). The geostrophic flows at the two Rayleigh numbers considered here show
laminar and turbulent boundary layers in accord with the non-rotating cases. Thus for
Ra = 7.4 × 1011 dissipation occurs predominantly through turbulent convection in the
thermal boundary layer. The effects of rotation in the geostrophic regime do not directly
influence the relatively small scales of turbulent motion, and dissipation rates can be
influenced only through the increase of thermal boundary layer thickness or decrease of
boundary layer velocity scale with increasing rotation according to the geostrophic scaling.
In the absence of a theoretical scaling for the turbulent dissipation rates, we speculate that
the dissipation remains independent of rotation to a first approximation, unless rotation is
so rapid that a Rossby number for the turbulence scales is of order one or less, where the
turbulent motions will tend to become coherent in the direction of the planetary rotation
vector (Bardina et al., 1985; Jacquin et al., 1990). The conditions at which the turbulent
dissipation begins to decrease substantially with further increase of rotation will then give
the minimum mixing efficiency. This minimum occurs because, even though the rate of
irreversible mixing continues to decrease with increasing rotation and acts to decrease the
mixing efficiency throughout, the dramatic reduction in dissipation at extreme rotation
comes to dominate the mixing efficiency calculation, causing it to increase once again.
One approximation to find the minimum mixing efficiency is to consider the largest
scales of turbulent motions in the boundary layer, of order δ, and evaluate a turbulence
Rossby number RoT ∼ U/(fδ) ∼ Pr−1RaE2 using the geostrophic scaling (2.10). Rota-
tion will influence boundary layer turbulence at RoT < 1 (which is in dimensional terms
f > (gα∆T/L)1/2). This condition is exceeded for the larger Ra at the maximum rotation
rate examined (Q = 147, RoT ≈ 6 × 10−4), for which the flow solutions already indicate
strong vertical coherence of small scale vortical motions and a very small reduction of
dissipation rate.
The above criterion may over-estimate the effect of rotation on the dissipation scales
of the turbulence, hence under-estimating the value of Q at which the minimum mixing
efficiency occurs. A criterion that likely under-estimates the Coriolis effect on turbulent
dissipation is the microscale Rossby number RoD ∼ uD/(flD) ≈ 1, where lD ∼ (ν3/ε∗)1/4
and uD ∼ (ε∗ν)1/4 are the Kolmogorov length and velocity scales of turbulence based
on the dissipation rate per unit mass ε∗. This condition implies that rotation affects
the Kolmogorov scale at f ≈ (ε∗/ν)1/2. As most (approximately 80%) of the dissipation
remains confined to the boundary layer at the modestly large Ra used here, the volume
integrated dissipation rate is ε ≈ ε∗ρrδWL/2 and the geostrophic scaling (2.10) gives the
Rayleigh number, Ram, or Ekman number Em, at minimum mixing efficiency along with
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the corresponding Nusselt number, Num:
Ram ∼ k1Pr3/2E−7/4m , Num ∼ k2Ra1/7m Pr2/7, (2.17)
where k1 = 0.0048 and k2 = k
4/21
1 = 0.36 are merely estimates of upper bounds on the
prefactor values, given the observation that dissipation at Q = 147 has not significantly
decreased from the non-rotating case. The minimum efficiency from (2.1) is then ηm ≈
1 − 1/(k2Ra1/7Pr2/7A), from which we see that ηm → 1 for Ra1/7Pr2/7A  1. For
Ra = 7.4× 1011, we find ANum ≈ 4.5 and ηm ≈ 0.78, values that are consistent with the
DNS results; however this is unsurprising as the scaling was fitted to this strong rotation
case. At rotation rates larger than that at the locus (2.17) of η = ηm for a given buoyancy
forcing, the decreasing dissipation in (2.7) increases η with increasing rotation rate and in
the limit of extremely rapid rotation η → 1.
For the smaller buoyancy forcing, Ra = 7.4 × 108, the minimum mixing efficiency
given by the DNS is η = 0.51 at Qν = 177 (Table 2.1). A smaller efficiency, η = 0.17, was
reported for Ra ≈ 108 in a rotating re-entrant channel model (Barkan et al., 2013) but
this is in part due to an increase in the reported viscous dissipation, by almost a factor
of two, with the introduction of rotation. It remains unexplained why the dissipation
undergoes such a large increase (for the same heat input) when the mechanical energy
budget must be closed. However, we speculate that the larger dissipation may be a result
of the periodic boundary conditions or the parameterised boundary friction used in that
study.
A regime diagram (Figure 2.6) serves to summarise the dominant flow dynamics and
predictions for the mixing efficiency. The dynamical regimes indicated are based largely
on the results (discussed in §2.2) of Hignett et al. (1981) for rotating circulation and Gayen
et al. (2014) for the non-rotating case. Also indicated are the conditions for the present
simulations and previous studies having a vertical aspect ratio A close to the present study
(and Pr ≈ 5). As the transition to the conduction regime lies at larger Ra for smaller
A, the inner frame of the diagram shows the predicted regime boundaries for A = 0.16
and the outer section shows the transitions for the aspect ratio of an ocean basin (see
§2.6). Contours of mixing efficiency in the non-rotating and weakly rotating regime are
taken from the non-rotating DNS results for laminar and turbulent cases (Gayen et al.,
2014), extrapolated to join contours in the geostrophic regime at Q > 1 given by (2.15),
recalling that both non-rotating and geostrophic contours involve prefactors obtained from
the DNS results. The diagram illustrates the asymptotic behaviour, η ≈ 1, at very strong
buoyancy forcing irrespective of rotation rate, and a trough (dashed line) of reduced mixing
efficiency within the geostrophic regime. The reduction of efficiency in the trough becomes
less significant for stronger buoyancy forcing. The mixing efficiency at conditions to the
right of the trough are unknown apart from the prediction that η → 1 in the conduction
regime. The only previous examination of the mechanical energy budget with rotation
(but for a re-entrant channel) (Barkan et al., 2013) lies in the laminar geostrophic regime
at conditions where the present results predict η ≈ 0.7.
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Figure 2.6: Regime diagram for rotating horizontal convection for A = 0.16, Pr ≈ 5 (inner frame)
and A = 10−3, Pr ≈ 1 (outer region), showing that the relative roles of rotation and convection are
important. Transitions are described in the text. Contours of mixing efficiency η are from (2.1)
and (2.4) (non-rotating) and (2.1) and (2.12) (geostrophic); broken line shows the approximate
location (2.17) of the bottom of a trough of smaller η within the geostrophic regime. Efficiency
η → 1 at very large Ra and in the conduction regime. Included are the conditions for the present
DNS (solid squares) and previous non-rotating DNS for the same geometry (open squares; Gayen
et al. (2014)), laboratory experiments of Park and Whitehead (1999) for A = 0.12 (crosses) and
DNS of Barkan et al. (2013) for A = 0.125 and 0.25 (triangles). Estimated ocean conditions are
shown (purple bar, indicated by arrow).
2.6 Ocean application
In order to relate the results to the ocean it is necessary to evaluate A, Pr, Ra and E.
The variables f ≈ 4 × 10−5 rad s−1, g = 10 m s−2, L ≈ 6 × 106 m and ∆T ≈ 30◦C are
straightforward. The coefficient for thermal expansion relevant to an ocean basin that
extends to high latitude sinking regions, such as in the North Atlantic, is α ≈ 5 × 10−5
◦C−1, noting that the density differences important to both surface mixed layer convection
and to deep, large scale circulation are those at temperatures in the regions of destabilising
surface cooling and deep sinking (Hughes et al., 2007). The relevant kinematic viscosity
and buoyancy diffusivity are those governing friction and heat transport in the surface
Ekman and thermal boundary layers. Previous analyses of the surface Ekman layer give a
turbulent viscosity ν = O(10−2) m2s−1 (Price et al., 1987; Chereskin, 1995; Schudlich and
Price, 1998), from which E = O(10−11) and Ekman layer thickness δE ≈ 20 m.
It is important that the near-surface ocean turbulence is largely energised by wind,
an independent energy input, and the parameters E and Ra must be evaluated on a
consistent basis. We therefore consider that the small-scale wind driven turbulence sets
not only the effective viscosity for the Ekman layer, but also the diffusivity for buoyancy.
Molecular values play no significant role in determining the transport of momentum and
heat within the water column. However, the Ekman layer diffusivity (taking Pr ≈ 1) and
the geostrophic scaling (2.10) would give a thermal boundary layer thickness δ > 2000 m,
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which is too large to allow an assumption that the surface diffusivity applies through
the entire boundary layer thickness. We therefore consider a range of somewhat smaller
turbulent diffusivities κ = O(10−4 − 10−3) m2s−1, in line with commonly assumed values
and those inferred from ocean data (Polzin et al., 1997; Ledwell et al., 2000), and here
intended to bracket the likely average over the thermal boundary layer thickness. With
Pr ≈ 1 these values give Ra ∼ 1024 − 1026. An ocean depth of 4000 m gives aspect ratio
A ≈ 7× 10−4. These ocean conditions are indicated by the bar on Figure 2.6, where the
outer region shows the predicted regime transitions for an ocean basin with A = 10−3.
Notwithstanding the strong buoyancy forcing implied by the very large Rayleigh
number, the values above place the ocean in the ‘strong rotation’ regime (from (2.9)
Q ≈ 4− 22). The geostrophic scalings (2.11,2.12,2.14) with (2.4) predict δ ≈ 80− 300 m,
Nu ≈ (3 − 12) × 104 and total irreversible mixing rate Φd ≈ (2 − 4) × 1012 W (assuming
ε ≈ ε0). For a comparison, an independent estimate of Nu can be found from previ-
ous estimates of meridional heat transport (1 PW) in the Atlantic from ocean data. The
value corresponds to an average flux F ≈ 70 W m−2 through the cooling area of the sur-
face. It can be shown from the nature of the mixing term Φd in the mechanical energy
budget that this approach to evaluating Nu must be based on a volume averaged diffu-
sivity. Using κ = 10−4 m2s−1, ρr = 103 kgm−3, and cp = 4× 103 Jkg−1K−1, we again find
Nu = FL/(ρrcκ∆T ) ≈ 3× 104. The mixing efficiency (2.1) becomes η ≈ 0.95− 0.99, and
we emphasise that this describes the total rate of mixing relative to the total mechanical
energy supplied to the ocean by the surface buoyancy forcing. Thus it does not include
the dissipation of kinetic energy derived from other forcing.
The value η ≥ 0.95 indicates that the ocean buoyancy forcing is efficient at driving
mixing, which in turn means that heat can be transported through the system with min-
imal dissipation of the mechanical energy input from buoyancy fluxes. In addition to the
energy considerations, the simulations in the geostrophic regime show a boundary layer
structure, a convective mixed layer, ‘open ocean’ convection in the form of small-scale
convection chimneys, a field of mesoscale baroclinic eddies, and basin-scale mean gyre cir-
culation, all somewhat similar to oceanic features. In the simulations all of these features
result from buoyancy forcing alone. The large-scale gyres are of particular note for fu-
ture study, as the mid-latitude oceanic gyres are generally considered to be predominantly
driven by wind stress, despite buoyancy playing a crucial role in the geostrophic scaling
for the large-scale circulation. The convection associated with buoyancy forcing, manifest
at scales from those in the mixed layer to the global overturning, services to maintain the
stratification and the results here support the view that it also plays a key role in the
energy budget.
2.7 Conclusions
Simulations of buoyancy-driven circulation in a rectangular basin confirm that rotation
decouples the viscous and thermal boundary layers. Increasing rotation confines viscous
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flow to a thinner Ekman layer, leaving the thermal boundary layer governed by geostrophic
balance, which inhibits mean flow. The thermal boundary layer thickness is then increased,
hence decreasing the total heat transport across the boundary layer and into the interior.
The simulations are consistent with the geostrophic scaling Nu/Nu0 ∼ (QPr)−1/3. The
rate of irreversible mixing, closely related to the heat transport, similarly decreases with
increasing rotation in the geostrophic regime.
In contrast to the mixing rate, viscous dissipation is controlled by the small scales of
flow. Under strong buoyancy forcing (Ra > 1011), dissipation is dominated by small scale
turbulence. For conditions practical for current DNS, this turbulence is predominantly
produced convectively and largely confined to the thermal boundary layer (rather than
by shear production which is increasingly distributed through the flow at still larger Ra).
The turbulent dissipation in this regime is unaffected by rotation. As a result the mixing
efficiency in the geostrophic regime is reduced by rotation solely due to the reduced heat
transport and mixing, and is consistent with the theoretical prediction (2.1) that also
applies to non-rotating convection. However, very rapid rotation pushes the flow into
a conductive regime having much smaller dissipation and larger mixing efficiency. The
smallest possible mixing efficiency is maintained close to 100%, irrespective of rotation
rate, by very strong buoyancy forcing.
Extrapolation of the results to circulation in an idealised ocean basin suggests that
the ratio of the total irreversible mixing rate to the input of available potential energy
supply by surface buoyancy forcing is η ≥ 0.95. Hence less than 5% of the mechanical
energy supply from buoyancy is lost to viscous dissipation. The high efficiency implies
that convection has a greater chance of influencing circulation in an ocean with multi-
ple sources of mechanical energy, including wind and tides. In this first study we have
not included contributions from surface wind stress, which may increase heat transport,
or the variation of Coriolis parameter with latitude and steering of the geostrophic flow
by bottom topography. However, the Nusselt number obtained independently from the
measured ocean heat transport lends support to the high mixing efficiency, and the un-
accounted effects are unlikely to significantly alter our conclusions. Sources of turbulent
kinetic energy other than buoyancy add to, and likely dominate, viscous dissipation in the
oceans but do not change the relation between total mixing rate and boundary buoyancy
forcing. Nevertheless, wind-induced Ekman pumping along with strong coupling between
the input of available potential energy by surface buoyancy fluxes and the work done by
wind stress imply that further examination of the energy sinks under combined wind and
buoyancy forcing is required. The principles discussed here could also be useful for un-
derstanding turbulent Rayleigh–Be´nard convection in the earth’s outer core (Kageyama
et al., 2008; King et al., 2009; Hulot et al., 2010), where the mechanical energy budget in
the geostrophic regime may have implications for the maintenance of the earth’s magnetic
field.
Chapter 3
Geostrophic and chimney regimes
in rotating horizontal convection
with imposed heat flux
Abstract
Convection in a rotating rectangular basin with differential thermal forcing at
one horizontal boundary is examined using laboratory experiments. The exper-
iments have an imposed heat flux boundary condition, are at large values of the
flux Rayleigh number (RaF ∼ O(1013 − 1014) based on the box length L), use
water with Prandtl number Pr ≈ 4 and have a small depth to length aspect ra-
tio. The results show the conditions for transition from non-rotating horizontal
convection governed by an inertial-buoyancy balance in the thermal boundary
layer, to circulation governed by geostrophic flow in the boundary layer. The
geostrophic balance constrains mean flow and reduces the heat transport as
Nu ∼ (RaFRo)1/6, where Ro = B1/2/f3/2L is the convective Rossby number, B
is the imposed buoyancy flux and f is the Coriolis parameter. Thus flow in the
geostrophic boundary layer regime is governed by the relative roles of horizontal
convective accelerations and Coriolis accelerations, or buoyancy and rotation, in
the boundary layer. Experimental evidence suggests that for more rapid rota-
tion there is another transition to a regime in which the momentum budget is
dominated by fluctuating vertical accelerations in a region of vortical plumes,
which we refer to as a ‘chimney’ following related discussion of regions of deep
convection in the ocean. Coupling of the chimney convection in the region of
destabilising boundary flux to the diffusive boundary layer of horizontal convec-
tion in the region of stabilising boundary flux gives heat transport independent
of rotation in this ‘inertial chimney’ regime, and the new scaling Nu ∼ Ra1/4F .
Scaling analysis predicts the transition conditions observed in the experiments,
as well as a further ‘geostrophic chimney’ regime in which the vertical plumes are
controlled by local geostrophy. When Ro < 10−1, the convection is also observed
to produce a set of large basin-scale gyres at all depths in the time-averaged flow.
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3.1 Introduction
Differential heating applied at the horizontal surface of a basin of water results in a convec-
tive circulation, termed ‘horizontal convection’ (Rossby, 1965, 1998; Hughes and Griffiths,
2008). The motion involves a stratified diffusive boundary layer at the surface and an
overturning circulation extending the length of the basin between the coldest and hottest
parts of the surface. At large geophysical scales Coriolis accelerations resulting from plan-
etary rotation are expected to have a strong influence, and several flow regimes have been
identified in the case of a rotating annulus with a radial temperature gradient applied
to the base (Hignett et al., 1981). In particular, under strong rotation the transport is
controlled by geostrophic balance in the thermal boundary layer. In the case of a rotating
rectangular box, side wall boundary layers tend to break the geostrophic constraint and
allow greater transport. However, experimental results with heating and cooling applied
to regions of the base at opposite ends of a box, are again somewhat consistent with the
geostrophic boundary layer scaling (Park and Whitehead, 1999). Work on the rotating an-
nulus or re-entrant channel models has considered stability of the flow and the mechanical
energy budget (Colin de Verdie`re, 1988; Quon, 1987; Winton, 1996; Barkan et al., 2013;
Sheard et al., 2016), and potential vorticity dynamics (Zhang et al., 2016).
Existing analyses, laboratory experiments and simulations of rotating horizontal con-
vection have considered only conditions at which the thermal boundary layer is laminar,
excepting recent direct numerical simulations for a rectangular basin (Vreugdenhil et al.,
2016a). Those simulations, with a temperature difference applied over two halves of the
base, showed flow controlled by a turbulent thermal boundary layer at large Rayleigh
numbers, Ra > 1011, in line with results for the non-rotating case (Mullarney et al., 2004;
Hughes et al., 2007; Gayen et al., 2014). They also showed that the vertical heat transport
into the interior takes place in columnar vortices over some of the area of destabilising
boundary flux. The turbulence has implications for the mechanisms for dissipation, and
the columnar vortices potentially imply additional dynamical regimes in which the heat
transport is not controlled by the boundary layer. Here we report laboratory experiments
at similarly large Rayleigh numbers.
Early conceptual formulations of ocean circulation described the subtropical thermo-
cline and meridional overturning in simple form, for a basin such as the North Atlantic,
in terms of a geostrophic balance within the quasi-horizontal and strongly stratified upper
boundary layer. This was coupled to upwelling of cold water through the thermocline and
matching downward turbulent diffusion of heat (Robinson and Stommel, 1959; Robinson,
1960; Bryan, 1987; Winton, 1996; Park and Bryan, 2000) in order to find a simple scaling
for the transport as a function of the surface temperature difference and vertical diffu-
sivity. The scaling is similar to that predicted in the geostrophic boundary layer regime
of horizontal convection in an rotating annulus. The closure of the circulation through
sinking of cold water into the abyssal ocean at high latitudes was not included, and this
part of the flow has been treated somewhat separately in other simple theories.
The sinking leg of the ocean overturning occurs at high latitudes, where the sea surface
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buoyancy flux is destabilising and produces areas of deep convection, which cools the
water to depths of 1000-2000 m. These areas of convection, termed ‘chimneys’, have been
analysed in terms of regional inflow near the surface and outflow at depth constrained by
geostrophic balance, but with the heat transport enhanced by baroclinic instability. The
chimneys are hundreds of kilometres across, within which vertical convection in the form
of cyclonic plumes at the scale of 1-2 km is predicted to be three-dimensional, inertially
controlled and free of geostrophic constraints (Jones and Marshall, 1993; Maxworthy and
Narimousa, 1994; Send and Marshall, 1995; Marshall and Schott, 1999). Assuming an
inviscid flow forced by a sustained buoyancy flux B out of the sea surface it was argued
that the convection depends on the convective Rossby number Ro∗ = B1/2/f3/2H∗, where
f is the Coriolis parameter andH∗ is the depth of convection. ForRo∗ > 0.078 experiments
suggest that rotation is unimportant, H∗ constrains the lengthscale of convective eddies,
and the convection velocity scales as (BH∗)1/3 (Deardorff, 1985; Jones and Marshall,
1993). For Ro∗ < 0.078 rotation strongly affects the convective plumes, setting their
lengthscale L∗ ∼ (B/f3)1/2 and velocity scale U∗ ∼ (B/f)1/2, independent of the depth.
The conditions for ocean convection were placed in the non-rotating convection regime at
Ro∗ > 0.078 (Klinger and Marshall, 1995). The deep convection relates to the sinking leg
of the overturning in that it cools a large fraction of the water column and produces dense
water, which then sinks to larger depths as dense currents on the sloping bottom. However,
these studies do not show how deep convection is coupled to a large-scale overturning
circulation and whether it controls transport. Although the circulation involves many
other factors, including wind stress, Sverdrup flow, potential vorticity dynamics and the
bathymetry, the buoyancy forcing is an important component (Saenz et al., 2012). In this
chapter we examine the dynamics of a buoyancy-driven circulation in a simple rectangular
basin.
Boundary layer analysis of non-rotating horizontal convection leads to scaling that is
robust to the strength of the buoyancy forcing. A horizontal momentum balance between
buoyancy and viscous stress, coupled to an advection-diffusion balance in the vertical
(Rossby, 1965) gives the non-dimensionalised heat transport, or Nusselt number, Nu ∼
Ra1/5 (where Ra is the Rayleigh number based on the applied temperature difference
and the horizontal scale over which the temperature difference is applied). This result
has been supported by experimental results and numerical simulations at Ra ≤ 109, a
range of Prandtl numbers and various imposed temperature distributions along the base
(Rossby, 1998; Wang and Huang, 2005; Gayen et al., 2014). At much larger Rayleigh
numbers (Ra > 1011), using piecewise uniform boundary conditions of imposed heat flux
on the base of a long box, experiments show that much of the heated part of the boundary
layer is turbulent as a result of small-scale convection (Mullarney et al., 2004; Stewart
et al., 2011). Direct numerical simulations (DNS) of the same arrangement but with
imposed temperature difference show that the flow is governed by a turbulent Reynolds
stress (Gayen et al., 2014). The results again give Nu ∼ Ra1/5, as predicted by scaling
theory based on an inertial-buoyancy balance in the boundary layer. At the intermediate
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Rayleigh numbers there is a stronger dependence of Ra due to a sequence of stability
transitions, and therefore no dynamical similarity regime can be applied.
Analysis of horizontal convection in a rotating annulus also has assumed boundary
layer control and laminar flow. The effects of rotation were delineated in terms of the
ratio Q of the thermal boundary layer thickness to Ekman layer thickness (Hignett et al.,
1981). When rotation is strong the Ekman layer is thin, leaving the bulk of the thermal
boundary layer decoupled from boundary stress and governed by a geostrophic balance,
with velocities U ∼ (κ/L)(RaE)2/3 and boundary layer thickness δ ∼ L(RaE)−1/3, where
L is the basin length scale, E is the Ekman number and κ is the molecular diffusivity.
Although an alternative theory includes a frictional term that results in scaling more
strongly dependent on Coriolis parameter (Stern, 1975), the laboratory experiments with a
rectangular basin (adjusted for an imposed heat flux boundary condition and corrected for
Ekman transport) gave results consistent with the frictionless case (Park and Whitehead,
1999). The experiments also showed large scale horizontal gyre circulation that extended
throughout the depth. Physically, the flow in the direction of the temperature gradient
is inhibited by geostrophic balance, leading to smaller velocities, thicker boundary layer
and smaller heat transport for larger rotation rate or smaller buoyancy forcing. Numerical
modelling of horizontal convection in a rotating re-entrant channel with imposed flux
showed that heat transport is primarily by baroclinic eddies (Barkan et al., 2013), which
was also found for the axisymmetric case with sidewall forcing (Read, 1986, 2003). For
very large Rayleigh numbers, scaling analysis indicates that it is appropriate to use an
inviscid parameter QPr (where Pr is the Prandtl number) in place of Q (Vreugdenhil
et al., 2016a), and DNS for turbulent conditions has provided the condition (QPr ≈ 10)
for the transition between non-rotating and geostrophic boundary layer regimes. The DNS
also showed that strong rotation does not affect the total dissipation of kinetic energy in
the flow until the conditions are so extreme that Coriolis accelerations change the turbulent
dissipation at scales smaller than the boundary layer thickness. Consistent with previous
work (Sheard et al., 2016) a transition to a conduction-dominated regime was identified
at extremely rapid rotation.
Here we report laboratory experiments with rotation, using a closed rectangular basin
and Rayleigh numbers large enough to ensure turbulent inertial-buoyancy regimes in both
the non-rotating and geostrophic regimes. A heat flux boundary condition is used, rather
than an imposed temperature difference, as the imposed uniform flux case avoids compli-
cated in situ measurements of heat flux and its distribution over the heated area, and hence
allows more accurate measurements of the Nusselt number. Perhaps more significantly,
the case of imposed temperature difference with large Rayleigh number can be studied by
direct numerical simulation, whereas the imposed heat flux case (for which the thermal
equilibration times are longer than for the case with an imposed temperature difference
by a factor of four) has proved too demanding for current supercomputer capacities (Grif-
fiths et al., 2013; Gayen et al., 2013a, 2014; Vreugdenhil et al., 2016a). As insights from
both boundary conditions are likely to be relevant to the oceans, the absence of computer
































































































Figure 3.1: The laboratory arrangement with heating as a uniform flux imposed through half of
the base and cooling imposed as a uniform temperature over the other half. The back-drop shows
the measured time-averaged (over 12 h) temperature in the flow at y/W = 0.67 for RaF = 6.5×1014
and f = 0.4 s−1 (Ro = 5.6× 10−3).
simulations with imposed flux motivate these experiments. In §3.2 scaling analyses are
presented for non-rotating, geostrophic boundary layer and ‘chimney convection’ regimes,
and it is argued that the convective Rossby number based on the imposed buoyancy flux
is the most appropriate parameter to use in describing the changes in flow dynamics from
weak rotation to geostrophic regimes. The apparatus and methods are outlined in §3.3,
and tests of the approach to thermal equilibrium and the equilibration timescale are shown
in §3.4. Observations from flow visualisation are given in §3.5, while §3.6 reports measure-
ments of the boundary layer flow with comparison to the scaling theories, §3.7 presents
data for the velocity and overturning transport in the bulk of the fluid, and §3.8 gives in-
formation on the frequency spectra of temperature fluctuations. The results are discussed
in §3.9 with conclusions in §3.10.
3.2 Theoretical analysis
We consider the flow in a rotating rectangular basin having length L, width W and height
H, with all boundaries no-slip. All boundaries excepting the base are insulating. The base
has a uniform heat flux per unit area F , corresponding to a uniform buoyancy flux per
unit area B, applied over half its length (Figure 3.1). The other half of the base is held
at a uniform temperature Tc. The temperatures in the flow besides those at the cooled
boundary are free to adjust until a thermal equilibrium state is reached, at which time
the (time averaged) heat withdrawn by the cooled section of the base must be equal to
the (constant) heat input.
The governing parameters are the flux Rayleigh number, the Prandtl number, the

















where ν is molecular viscosity, κ the thermal diffusion coefficient of the fluid, f is the
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Coriolis parameter (assumed uniform here) and where all parameters involving lengthscale
are defined in terms of the forcing lengthscale L. Assuming a linear equation of state
B = gαF/ρ0cp where g is the gravitational acceleration, α is the thermal expansion
coefficient, ρ0 is a reference density and cp is the specific heat capacity. This assumption
is a simplifying convenience that ensures that conservation of heat implies conservation of
buoyancy and that there is zero net buoyancy flux in a thermally equilibrated state.
The Nusselt number, measuring the convective heat transport relative to purely con-





where ∆T = Th − Tc is the temperature difference between the measured highest tem-
peratures in the heated base and the imposed temperature of the cooling boundary. An
alternative estimate based on the highest temperature measured at mid-depth and the
cooling boundary temperature gave Nusselt number values that were not significantly dif-
ferent. Thus the Nusselt number serves as a dimensionless expression of the temperature
difference maintained by the flow in providing the buoyancy forces necessary to achieve
the imposed heat transport. The flux Rayleigh number is related to the Rayleigh number
(Ra = gα∆TL3/νκ) based on the temperature difference, by the expression RaF = NuRa.
In this chapter we consider only very large Rayleigh numbers (by which we mean Ra >
1011 or RaF > 10
13, for the particular distribution of heating and cooling considered here)
and Pr ≈ 4− 5, rather than the moderate Rayleigh numbers (Ra < 1010 or RaF < 1012)
examined in most studies and for which the flow is viscous (Rossby, 1965, 1998; Paparella
and Young, 2002; Wang and Huang, 2005). Non-rotating experiments in a box like that
described above and with RaF = O(10
12 − 1014) (Mullarney et al., 2004; Stewart et al.,
2011) showed that a stably stratified, cold boundary layer is maintained adjacent to the
cooled boundary. The cold water flows horizontally in a boundary layer having thickness
0.05− 0.1H, to the heated region, where it warms from the bottom and spatial instability
leads to streamwise rolls near the leading edge of the heated region of the base, developing
into small-scale turbulent convection in the boundary layer after a short distance. The
small-scale convection forms a spatially developing convectively mixed layer, capped over
most of the length of the heated area by the stable density gradient in the remaining
upper region of the cold boundary layer. The thermal boundary layer feeds into an end
wall plume that penetrates the depth of the box and forms a lateral outflow along the
top of the box. Elsewhere in the interior (the bulk of the fluid) the average flow is a slow
downward motion back into the cold boundary layer. When the box is rotating, the flow
involves more complicated horizontal circulations. The Coriolis accelerations will tend to
inhibit flow and heat transport along the box, while the side boundaries will break that
constraint and allow a greater transport than expected in an annulus.
Predictions for the flow dynamics can be obtained by scaling analysis, working from the
Navier–Stokes momentum equation in a rotating coordinate frame in the incompressible
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= ∇2uˆ +RaF Tˆk− E−1k× uˆ, (3.3)
∇ · uˆ = 0, DTˆ
Dtˆ
= ∇2Tˆ . (3.4)
The bold font signifies vectors, the hats indicate dimensionless variables, uˆ = (uˆ, vˆ, wˆ) is
the velocity, tˆ is time, pˆ is the pressure deviation from the hydrostatic, Tˆ = T (κgα/BL)
is the temperature deviation, and k is the unit upward vector. The variables have been
non-dimensionalised by length L, time L2/κ, mass ρ0L
3, and a scale BL/κgα for the
temperature difference.
3.2.1 Non-rotating scaling
The non-rotating scaling for very large Rayleigh numbers is briefly reviewed here for the
purpose of comparison with rotating cases. After neglecting rotation and eliminating the




(u · ∇u) ∼ ∂
∂x
gαT. (3.5)
Taking vertical gradients in the boundary layer much larger than horizontal gradients
and scaling terms in (3.5) with U for horizontal velocity, δm for the turbulent momentum
boundary layer thickness, L for horizontal length and ∆T for temperature, this becomes
U2/δmL ∼ gα∆T/L. (3.6)
The viscous scaling of (Rossby, 1965, 1998) was based on momentum and thermal
boundary layers of similar thickness, and we argue that the same result holds for the
turbulent scaling. The stable thermal boundary layer is sustained by diffusion over the
cooled region, which sets up a horizontal temperature gradient and leads to advection in
the boundary layer towards the heated region of the boundary. In the turbulent case the
drag is dominated by Reynolds stress produced by the small scale convective turbulence
(Gayen et al., 2013a, 2014), and this is confined to a layer within, or beneath, the stably
stratified thermal boundary layer, growing to the full thermal boundary layer thickness
toward the end of the box. Hence the momentum boundary layer is within the thermal
boundary layer and follows the same scaling, δ ∼ δm. This is strongly supported for
the inertial-buoyancy regime by DNS and large eddy simulations (LES) in the ranges
[1012 < RaF < 10
15, Pr = 5] and [RaF ≈ 1012, 0.1 < Pr < 20] respectively (Gayen
et al., 2014). Matching thermal diffusion in the vertical within the thermal boundary
layer against vertical advection of heat (again as in the previous viscous scaling), and
matching the vertical mass transport to the horizontal transport by continuity, the heat
equation (3.4) gives
U/L ∼ w/δ ∼ κ/δ2, (3.7)
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where w is the mean vertical velocity into the stable regions of the boundary layer. The
flux boundary condition implies
∆T/δ ∼ B/gακ. (3.8)
Solving (3.6), (3.7) and (3.8) gives
U0 ∼ (BL)1/3, δ0/L ∼ (κ/L)1/2(BL)−1/6, Nu0 ∼ (L/κ)1/2(BL)1/6, (3.9)
where the zero subscript is added to denote the non-rotating case. The Nusselt number
can also be written as Nu0 ∼ L/δ0. As L/δ0  L/H, the Nusselt number is assured to
be large when L/H > 1. The scaling (3.9) can alternatively be expressed in terms of the
external parameters defined in (3.1):
U0L/κ = c1(RaFPr)
1/3, δ0/L = c2(RaFPr)
−1/6, Nu0 = c3(RaFPr)1/6, (3.10)
where ci are constant prefactors of O(1). There is no dependence on viscosity. The volume
transport in the boundary layer, Ψ0 ∼ U0δ0W , becomes Ψ0 ∼ (κL)1/2W (BL)1/6, or
Ψ0 ∼ κW (RaFPr)1/6. (3.11)
Previous non-rotating laboratory experiments with imposed flux for 1012 < RaF <
1014 and Pr ≈ 4 (Mullarney et al., 2004) are consistent with the inertial scaling (3.10)
and give c1 = 0.29, c2 = 2.1 and c3 = 0.65. The solution (3.10), including a successful
theoretical prediction of the prefactors, was alternatively derived from a heuristic inviscid
model coupling a turbulent plume to the interior through turbulent entrainment, and as-
suming a vertical advection-diffusion balance in the interior throughout the depth (Hughes
et al., 2007). Entrainment into the plume increases the overturning transport by adding to
that passing through the boundary layer (3.11). The inertial-buoyancy scaling (when ex-
tended to the case of an applied temperature difference) is also supported by DNS (Gayen
et al., 2014).
3.2.2 Geostrophic boundary layer scaling
With background rotation the Coriolis term in (3.3) can be large, causing the boundary
stress to be confined to an Ekman layer of thickness δE . For strong rotation the Ekman
thickness is much less than the thickness of the thermal boundary layer, leaving the bulk
of the thermal boundary layer free of boundary stress and in geostrophic balance (Hignett
et al., 1981). Following derivations by Robinson and Stommel (1959), Robinson (1960),
Bryan (1987) and Winton (1996) we assume a regime in which the mean horizontal flow
(having length scales comparable to the basin length L) within the thin boundary layer is
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where u and v are velocity components in x and y, respectively. In the boundary layer the
strongly stratified flow is then quasi-geostrophic. In the interior the net mass transport
through any vertical plane at a fixed x must be equal and opposite to that in the thin
thermal boundary layer and the interior flow is therefore characterised by relatively small
velocities, for at least the large lengthscales. We therefore follow the early geostrophic
ocean modelling and assume that the dynamics of the faster boundary layer flow governs
the overall transport. The presence of sidewalls may play a significant role in the circu-
lation and heat transport through formation of boundary currents that allow geostrophic
flow along the box (in the x-direction) that would otherwise be prevented by geostrophy,
and temperature gradients to be established in the y-direction (these would be, respec-
tively, the ‘meridional’ and ‘zonal’ directions in a planetary context). In the boundary
layer the strongly stratified flow is then quasi-geostrophic. In the interior the net mass
transport through any vertical plane at a fixed x must be equal and opposite to that in
the thin thermal boundary layer and the interior flow is therefore characterised by rela-
tively small velocities, for at least the large lengthscales. We therefore follow the early
geostrophic ocean modelling and assume that the dynamics of the faster boundary layer
flow governs the overall transport. From (3.12) Vg/Ug ∼W/L and
fUg/δ ∼ αg∆T/W, (3.13)
where Ug, Vg characterise the geostrophic velocities in the thermal boundary layer in the x
and y directions, respectively. Previous derivations have proceeded assuming Vg ∼ Ug, but
the effect of the horizontal aspect ratio Ay = W/L is retained in the following derivation.
Assuming the scalings (3.7) and (3.8) for the vertical advection-diffusion balance in
the stable region of the boundary layer and the boundary flux condition are unchanged
by rotation effects, they are solved with (3.13) to give
Ug ∼ (BL/fW )1/2 , δg ∼ (κL)1/2(BL/fW )−1/4, Nu ∼ (κL)−1/2(BL/fW )1/4. (3.14)
Rewriting (3.14) in terms of the dimensionless parameters defined in (3.1) yields a familiar
form (Park and Whitehead, 1999):
UgL/κ ∼ (RaFE/Ay)1/2, δg/L = c4(RaFE/Ay)−1/4, Nu ∼ (RaFE/Ay)1/4, (3.15)
where a dependence on horizontal aspect ratio is retained and the prefactor c4 will be
evaluated from experiments.
Previous work identified dynamical regimes in terms of Q = (δ0/δE)
2. Transition
from the viscous non-rotating regime to the (laminar) geostrophic boundary layer regime
was predicted at Q  1 (Hignett et al., 1981). A similar boundary layer control depen-
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dent on Q has been shown for rotating Rayleigh–Be´nard convection (King et al., 2009,
2012). DNS of horizontal convection in a rectangular basin with very large Rayleigh
number and turbulent thermal boundary layer (under an applied temperature difference,
Vreugdenhil et al., 2016a) showed the transition at QPr ≈ 10, where inclusion of the
Prandtl number removes dependence on viscosity. For the imposed flux case considered
here QPr ∼ (RaFPr)−1/3(PrE−1). However, the decoupling of the thermal boundary
layer from boundary friction when the Ekman layer thickness is very much smaller than
the thermal boundary layer thickness implies that the dynamics in the geostrophic flow
are more appropriately considered in terms of a comparison of the local horizontal ad-
vection accelerations in (3.3) to the Coriolis acceleration, hence in terms of a convective
Rossby number Ro = U/fL, where U is a characteristic convection velocity produced by
the buoyancy forcing. By dimensional analysis the Rossby number can be defined in terms
of the velocity scale (B/f)1/2 (Maxworthy and Narimousa, 1994; Klinger and Marshall,
1995). This was also shown to be the case for rotating Rayleigh–Be´nard convection in
the geostrophic regime (Boubnov, 1984; Boubnov and Golitsyn, 1986, 1990), where the
characteristic velocity can be expressed in terms of the rate of dissipation of kinetic energy,
 = αgF/ρcp, with U ≈ 2(/f)1/2. Thus
Ro = B1/2/f3/2L. (3.16)
In the geostrophic boundary layer regime of horizontal convection this is equivalent to
Ro = (RaFE
3)1/2/Pr or Ro = (QPr)−3/2. As the motion is driven by buoyancy, the
Rossby number (3.16) is a measure of the relative importance of buoyancy forcing and
rotation.
The geostrophic boundary layer scaling (3.14) can be rewritten in the form
UgL/κ ∼ A−1/2y (RaFPrRo)1/3 , δg/L ∼ A1/4y (RaFPrRo)−1/6 , Nu ∼ A−1/4y (RaFPrRo)1/6 .
(3.17)
Focusing on the effect of rotation relative to buoyancy in (3.17), it is useful to normalise




1/3, δg/δ0 = c6A
1/4
y Ro
−1/6, Nu/Nu0 = c7A−1/4y Ro
1/6. (3.18)





where ci are constants that will be evaluated from experimental results.
The transition to the geostrophic boundary layer regime is predicted at
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At Ro  Rocrit and δ  H the Ekman layer is much thinner than the thermal
boundary layer and the thermal boundary layer is thin compared to the depth of the
basin. Geostrophic balance then begins to govern the largest scale L (the mean flow)
and for smaller Ro geostrophic balance extends to smaller scales. However, for extremely
strong rotation the boundary layer is thick (δg > H at Ro ≤ (c2c6/A)6A3/2y (RaFPr)−1)
and the boundary layer analysis does not apply. For these extreme conditions, DNS for
an applied temperature difference has shown that advection is greatly reduced and heat
transport is primarily by conduction (Sheard et al., 2016; Vreugdenhil et al., 2016a). In the
following we discuss the potential for additional regimes, in which transport is controlled
by vertical convection rather than the boundary layer.
3.2.3 Chimney regimes
The laboratory observations reported in §3.5 will show that at sufficiently rapid rotation
rates vertical convection in the area of destabilising boundary buoyancy flux forms cy-
clonic vortical plumes that penetrate through any remaining stratification of the thermal
boundary layer. The vortical plumes become more numerous with increasing f and be-
come columnar structures extending through the full depth of the laboratory box. We
adopt the ocean modelling term ‘chimney’ for this region of plumes (Marshall and Schott,
1999) and aim to describe the way in which the chimney convection is maintained within,
and coupled to, a larger basin-scale circulation.
Inertial chimney regime
The buoyant plumes within the chimney region are assumed to involve small-scale motions
and rapid, large-amplitude fluctuations on time scales comparable to or shorter than the
inertial period, and it is assumed that the momentum equation (3.3) admits a solution
in which a mean flow is dominated by the geostrophic balance but with the transport
governed by fluctuations (or eddy transport). For fluctuations having a large eddy Rossby
number, the dominant balance is taken to be that between buoyancy and local vertical
accelerations associated with vertical convection, which scales as
w2e/δ ∼ gα∆T, (3.21)
where we represents the local vertical plume velocities and ∆T represents the temper-
ature difference driving the plumes as they ascend from the heated boundary through
the cooler boundary layer and into the interior. This amounts to assuming the chim-
ney is a homogeneous patch of Rayleigh–Be´nard convection with the familiar inertial
scaling Nu ∼ (RaFPr)1/4 for imposed flux (or (RaPr)1/3 for the case of applied tem-
perature difference) and in which the vertical velocity is we ∼ (κB)1/4 independent of
the depth of the convection. Thus the chimney region is seen as dynamically equivalent
to rotating Rayleigh–Be´nard convection at Rayleigh numbers large enough and rotation
weak enough to place Rayleigh–Be´nard convection in the inertial, effectively non-rotating,
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regime (Julien et al., 2016; Plumley et al., 2016), while recalling that in the present prob-
lem the vertical motion in the columnar vortices must penetrate through both the stably
stratified thermal boundary layer stratification and the mean stable stratification of the
interior.
In the stable regions of the boundary layer the vertical advection-diffusion balance is
unchanged, as is the balance of the vertical advection and (large-scale) horizontal advection
of heat in the boundary layer (at velocity U), leaving (3.7) unchanged. Similarly, the
scaling for the integral flux boundary condition over the stabilising region (3.8) remains
unchanged. Matching the boundary layer heat transport to vertical transport in the
chimney, under the assumption that the horizontal area of the chimney scales as LW ,
gives
weL∆T ∼ Uδ∆T. (3.22)
Solving (3.7), (3.8), (3.21) and (3.22) gives the scaling for the horizontal boundary
layer velocity, boundary layer thickness (in the area of stabilising boundary flux) and the
overall Nusselt number:
U ∼ L(B/κ)1/2, δ ∼ (B/κ3)−1/4, Nu ∼ L(B/κ3)1/4, (3.23)
This will be referred to as the ‘inertial chimney’ regime. The solution gives the three-
dimensional velocity we ∼ (Bκ)1/4 in the chimney. Note that the large-scale boundary
layer velocity U is influenced by both we and the diffusion velocity scale κ/L stemming from
the basin-scale circulation. Expressed in terms of the Rayleigh number (3.23) becomes
UL/κ ∼ (RaFPr)1/2, δ/L ∼ (RaFPr)−1/4, Nu = c9(RaFPr)1/4, (3.24)
and normalising (3.24) by the non-rotating scaling (3.10) gives
U/U0 ∼ (RaFPr)1/6, δ/δ0 ∼ (RaFPr)−1/12, Nu/Nu0 ∼ (RaFPr)1/12. (3.25)
An alternative to (3.21) is to assume the inertial-buoyancy balance scales as w2e/H ∼
gα∆T , which is equivalent to assuming the ‘ultimate’ state of non-rotating Rayleigh–
Be´nard convection within the chimney, in which transport is independent of diffusiv-
ity. The solution for the Rayleigh–Be´nard problem gives the plume velocity we ∼
(gα∆TH)1/2 ∼ (BH)1/3, as assumed in Maxworthy and Narimousa (1994). The
coupled horizontal convection solution based on this full-depth scaling becomes U ∼
(L/κ)(BH)2/3, δ ∼ κ(BH)−1/3 and Nu ∼ (ARaFPr)1/3. Although this non-diffusive
scaling of three-dimensional convection was assumed in the previous modelling of chimney
convection, and might prove relevant to large-scale geophysical conditions, it remains un-
known whether such a regime can be realised. In any case, we consider that it is unlikely
to be appropriate for comparison with the laboratory experiments because the ultimate
regime is not achieved at laboratory conditions in experiments with Rayleigh–Be´nard con-
vection. The coupled inertial chimney solution (3.24) is thus a modification of the inertial
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geostrophic scaling for deep convection (Maxworthy and Narimousa, 1994; Marshall and
Schott, 1999), with diffusivity entering indirectly through boundary layer lengthscale in
(3.21). Dependence on diffusivity and the basin length scale L also arises from the addi-
tional coupling of the vertical convection to the large scale, horizontal thermal forcing and
the diffusive boundary layer in the region of stabilising boundary flux.
Transition between the inertial chimney regime (3.24) and the geostrophic boundary
layer regime (3.15) is predicted at
E = (c9/c3c6)
4AyPr. (3.26)
This lies at a fixed rotation rate, given that the dependence of the flow on buoyancy
flux in the inertial chimney regime is the same as in the geostrophic boundary layer
regime. However, the flow becomes independent of further increases in rotation rate in
the chimney regime. Increased vertical convection in vortical plumes represents a short-
circuit of the large scale mean transport, which is increasingly constrained by geostrophic
balance at larger rotation rates. The plumes and eddies break the mean flow geostrophic
balance. Additionally, the gyre circulations of the mean flow tend to trap stably stratified
boundary layer water in the area of destabilising boundary flux, keeping it closer to the
centre of the basin until the water is hot enough to ascend in plumes. This represents a
‘pre-conditioning’ of the water column that enhances vertical convection and the role of
vertical accelerations.
It follows from (3.20) and (3.26) that the geostrophic boundary layer regime does not
occur for values of the flux Rayleigh number greater than RaF ≈ (c3c6/c7c9)12Pr−1 (which
will be found in §9 to be larger than the values of RaF achieved in the laboratory). At
greater RaF a transition directly from the non-rotating regime to the chimney regime is
predicted. As the chimney regime cannot develop at Ro  1, we hypothesise that this
transition occurs at a critical Ro of order one, but the condition remains uncertain.
Geostrophic chimney regime
Under very strong rotation conditions the Coriolis accelerations are expected to control
motion at the relatively small scale of individual vortical plumes and thereby potentially
influence the large scale transport. Under these conditions the flow dynamics within the
chimney region has similarities to the geostrophic boundary layer regime of Rayleigh–
Be´nard convection under rapid rotation conditions (Julien et al., 2016; Plumley et al.,
2016), in which there is a leading order geostrophic balance at the plume scale. This
is also the dominant balance assumed in the geostrophic chimney regime for ocean deep
convection (Maxworthy and Narimousa, 1994). However, it is important to again recall
that the mean flow and stable mean density stratification of the boundary layer and interior
in horizontal convection differ from the zero mean flow and unstable density gradient
of Rayleigh–Be´nard convection. The Coriolis accelerations fue produced by horizontal
eddy velocities ue are expected to be comparable to that experienced by the box-scale
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flow, fU . However, as in the inertial chimney regime, we assume that instability of the
mean geostrophic flow (to both vertical convection and baroclinic instability) leads to a
dominant eddy transport. If the eddies are assumed to be columnar vortices extending
throughout the depth H with geostrophic balance at the eddy lengthscale Le, the thermal
wind equation (3.12) scales as
fue/H ∼ gα∆T/Le. (3.27)
Matching the rate of heat supply from diffusion into the stable regions of the boundary
layer to the lateral eddy transport of heat in the chimney (using an eddy diffusivity ueLe)
gives
κ∆T/δ2 ∼ ueLe∆T/L2 (3.28)
and matching the heat transport also to the large-scale horizontal advection in the bound-
ary layer, as in (3.7), yields
κ∆T/δ2 ∼ U∆T/L. (3.29)
Solving (3.27), (3.28), (3.29) along with the boundary condition (3.8) leads to
U ∼ (κ/L)−1/3(BH/fL)2/3, δ ∼ (κL)2/3(BH/f)−1/3, Nu ∼ (BHL/κ2f)1/3, (3.30)
or in terms of Rayleigh and Ekman numbers
UL/κ ∼ (ARaFE)2/3, δ/L ∼ (ARaFE)−1/3, Nu ∼ (ARaFE)1/3. (3.31)
When expressed in terms of the Rossby number and normalised by the non-rotating scaling
(3.10), (3.31) becomes
U/U0 ∼ A2/3(RaFPr)1/9Ro4/9, δ/δ0 ∼ A−1/3(RaFPr)−1/18Ro−2/9,
Nu/Nu0 ∼ A1/3(RaFPr)1/18Ro2/9. (3.32)
This scaling will be referred to as the ‘geostrophic chimney’ regime. When compared to
the geostrophic boundary layer regime (Nu ∼ E1/4 ∼ Ro1/6; 3.15, 3.17), it has a stronger
dependence on rotation rate (with Nu ∼ E1/3 ∼ Ro2/9), as well as a stronger dependence
on buoyancy flux.
Transition from the inertial chimney regime to the geostrophic chimney regime is pre-
dicted at RaF ∼ c129 Pr3(AE)−4. Alternatively, transition into the geostrophic chimney
regime may, in principle, take place from the geostrophic boundary layer regime at the
boundary RaF ∼ (c3c7)12A−4A−3y E−1. However, for the present experimental arrange-
ment the latter transition would occur only at very small values of RaF , where effects of
viscosity become dominant, and is not relevant to the inertial flows considered here.
The regime boundaries will be discussed further in §3.9 in the light of the experimental
results. However, the proposed regimes are most likely to be distinguished in the labora-
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Exp. F (Wm−2) f (s−1) α (K−1) RaF Pr E Ro
1 2896 0 4.47× 10−4 6.2× 1014 4.42 ∞ ∞
2 2896 0.04 4.50× 10−4 6.2× 1014 4.42 9.8× 10−6 1.7× 10−1
3 2896 0.16 4.56× 10−4 6.3× 1014 4.42 2.4× 10−6 2.2× 10−2
4 2896 0.4 4.72× 10−4 6.5× 1014 4.42 9.8× 10−7 5.6× 10−3
5 2896 1.0 4.90× 10−4 6.8× 1014 4.42 3.9× 10−7 1.4× 10−3
6 2896 1.6 4.84× 10−4 6.8× 1014 4.42 2.4× 10−7 7.1× 10−4
7 847 0 3.37× 10−4 1.3× 1014 4.36 ∞ ∞
8 847 0.04 3.41× 10−4 1.3× 1014 4.36 9.8× 10−6 8.1× 10−2
9 847 0.16 3.46× 10−4 1.4× 1014 4.36 2.4× 10−6 1.0× 10−2
10 847 0.4 3.54× 10−4 1.4× 1014 4.36 9.8× 10−7 2.6× 10−3
11 847 1.0 3.59× 10−4 1.4× 1014 4.36 3.9× 10−7 6.7× 10−4
12 847 1.6 3.58× 10−4 1.4× 1014 4.36 2.4× 10−7 3.3× 10−4
13 148 0 3.21× 10−4 2.1× 1013 4.26 ∞ ∞
14 148 0.4 3.26× 10−4 2.1× 1013 4.26 9.8× 10−7 1.0× 10−2
15 148 1.6 3.26× 10−4 2.1× 1013 4.26 2.4× 10−7 1.3× 10−4
Table 3.1: Summary of experimental conditions. The applied heat fluxes F give buoyancy fluxes
B = gαF/ρ0cp (for g = 9.8 m s
−2, ρ0 ≈ 1025 kgm−3, and cp = 4179 Jkg−1K−1). The properties
are from Ruddick and Shirtcliffe (1979) and derived from the polynomial interpolation of values
given in Appendix 1 of Batchelor (1967).
tory at the largest possible Rayleigh number (and large aspect ratio A). The thickness
of the thermal boundary layer with strong rotation (Ro  1) increases throughout the
geostrophic boundary layer regime. Hence the boundary layer is thin relative to the depth
of the basin when Ro A−6A3/2y (RaFPr)−1. Contrasting this to the onset of geostrophic
flow at Ro  A3/2y gives the range of conditions that may support the three rotating
regimes: in terms of rotation rates Ra
−1/3
F AyPr
2/3  E  Ra−1F A−4Ay. This range
becomes much wider for increasing buoyancy flux (or larger aspect ratio A = H/L).
3.3 Experiments
3.3.1 Apparatus
The laboratory experiments were carried out with a rectangular acrylic box of dimensions
L×W ×H = 1.25× 0.3× 0.2 m (Figure 3.1) with a rigid lid. The same box was used in
previous studies (Stewart et al., 2011; Griffiths et al., 2013). Except for the base, all sides
were triple-glazed with Argon gas in the gaps minimising heat loss to the room. When
temperatures alone were to be measured, 0.1 m of expanded polystyrene foam was placed
around the box. The base was a 10 mm thick copper plate, the upper surface of which was
levelled, in both the x and y directions, to within 0.5 mm/m. One half of the base was
heated by an electrical resistance heater (0.600 × 0.305 m2), which was supplied with an
electrical power held constant by a controller to within ±0.1 W. The heater was designed
to give a uniform heat flux. Experiments used three values of the power input (530, 155,
and 27 W) giving the heat fluxes and three Rayleigh numbers 2× 1013− 6× 1014 listed in
Table 3.1. The other half of the base was cooled using a heat exchanger coupled to a water
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bath held at a fixed temperature Tc between 9 and 22
◦C. Insulation 50 mm wide was placed
between the heat source and cooler to ensure that the heat transfer by conduction along
the base was negligible. Room temperature was held at 26◦C (± 2◦C). Heat loss from the
tank, estimated from calorimetry tests (Stewart et al., 2011; Griffiths et al., 2013), was
1 − 4% of total heat input depending on the bulk temperature in the box, which in turn
was dependent on the applied heat flux. The convecting fluid was de-aerated water with
a small amount of dissolved salt. The Prandtl number listed in Table 3.1 was based on
the molecular values for water at the bulk temperature in the thermal equilibrium states,
with diffusivity κ weakly dependent on water temperature and viscosity assumed constant
at ν = 6.11× 10−7 m2s−1.
The apparatus was set on a rotating table, with the exception of the constant temper-
ature water bath, which was connected to the experiment via rotating fluid connections.
Rotation was anticlockwise and rotation rates covered the range Ω = 0 − 0.8 radians
s−1 and the Coriolis parameter f = 2Ω = 0 − 1.6 radians s−1 (Table 3.1). This range
was limited by the paraboloidal curvature of surfaces of constant potential resulting from
centrifugal acceleration. Isopotential surfaces are of the form η − η0 = f2r2/8g, where
η0 is the height of a surface at the axis of rotation and r is the radius about the axis.
For illumination purposes described below, the position of the tank was offset from the
axis of rotation by 0.195 m. The across-tank height difference was in all cases negligible.
The difference across the largest radius (r = L/2) can become significant near the end
walls at the largest rotation rates used and a small correction will be applied (discussed
in §3.6). However, rotation rates were kept within the range for which this maximum
isopotential surface height difference was less than the thermal boundary layer thickness,
η(x = 0, L)− η0(x = 0) < δ and f2 < (32g/L)(RaFPrRo)−1/6 using (3.17), ensuring that
the planar base of the tank did not act effectively as a topographic barrier to the stably
stratified, cold boundary layer.
The temperature of the hot and cold boundary regions was monitored by four ther-
mistors set into the copper plate, two near the hot end (x/L = 0.08, y/W = 0.25, 0.75;
of type Thermometrics P60DB163M) and two near the cold end (x/L = 0.92, y/W =
0.25, 0.75; Thermometrics P60DB472M). In some experiments the hot plate thermistor at
y/W = 0.25 malfunctioned.
Vertical profiles of temperature in the water were obtained from an array of 8 – 12
fast response thermistors (Thermometrics Fastip FP07DA103N) that were mounted on
2 mm diameter rods passing through holes in the lid. The thermistor array was traversed
downward by a SmartMotor through the box at a speed 4 mm s−1 (a 50 s transit time
through the depth) with a sampling time interval 2 × 10−3 s. Readings were averaged
over 20 consecutive samples and values recorded at a time interval 0.04 s. The vertical
resolution, limited by the resolution of the SmartMotor output, was 0.2 mm. In order to
protect the thermistors from damage, the temperature profiles stopped 2 mm from the
base, except for one case in which the closest approach to the base was set at 1.5 mm.
Vertical temperature profiles were generally taken every 2 min for 24 h after the flow had
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reached thermal equilibrium, and time-averaged to obtain the final profile.
Experiments generally began with a new fill of water at uniform temperature, spun up
to the desired rotation rate and brought to thermal equilibrium. A series of additional runs
(not included in Table 3.1) were designed to examine the equilibration adjustment in more
detail. The convection was first brought to thermal equilibrium with heat input F = 2623
Wm−2 (effectively a 10% decrease in each RaF for Exps 1-6 in Table 3.1) for a certain
rotation rate. The heat input was then increased to F = 2896 Wm−2 (corresponding to the
stated values ofRaF in Table 3.1) and the adjustment of the interior temperature over more
than 12 h was recorded at x/L = 0.08 and x/L = 0.92, with y/W = 0.5 and z/H = 0.5.
Thus the adjustment was to a modest perturbation of the thermal forcing conditions while
the choice of the largest heat flux afforded maximum temperature differences in the flow.
3.3.2 Dye visualisation experiments
In separate runs red and blue dyes were released slowly into the tank at selected locations
using 1 mm metal tubes. The locations, shown in Figure 3.3, were chosen such that the
tracer advection most effectively revealed the flow patterns. The releases were generally
within 1 mm of the base, in the stably stratified boundary layer, where the tracer was first
carried in the boundary layer flow before entering the interior in vertical convection above
the heated region of the base and subsequently advected back toward the cooled end in the
interior flow. The density of the dye was carefully matched to that of the boundary layer
water by adding salt to the dye. For these runs the polystyrene insulation around the tank
was removed to allow illumination and visibility. Two Sony HDR-HC7E video cameras
(1920×1080 pixels) mounted in the rotating reference frame 2 m above the convection box
recorded the tracer motions in planform. Another two video cameras mounted 1 m from
the side wall recorded the flow from the side. Each camera recorded one half the length of
the domain. Given the complex three-dimensional flow the dyes provided qualitative but
invaluable insight into the structure of the convection.
3.3.3 Particle tracking velocimetry
Horizontal flow velocities relative to the rotating frame were measured in three horizontal
planes using particle tracking velocimetry (PTV). A Light Emitting Diode (LED) source
(1 m long by 0.1 m wide) was placed 1 m away from the side wall and the light passed
through horizontal slits to create a horizontal sheet of light (10 mm thick in the vertical).
The light sheet was adjusted to three different heights, z/H = 0.15, 0.5 and 0.85. The
cameras mounted above the tank were focused on the height of the light sheet. PTV
could not be utilised in the bottom thermal boundary layer due to uncertainty in the
vertical position of illuminated particles, resulting from the large vertical temperature
gradient near the base and strong refraction of light as rays crossed the relatively large
width of the box, as well as from the thickness of the light sheet. PTV was not possible
in the region closest to the walls (5 mm at y/W = 0, 1 and 12.5 mm at x/L = 0, 1) due
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to refraction of light near the edges of the triple-glazed lid. Visibility constraints also
prohibited simultaneous use of temperature profiling and PTV.
The PTV used Pliolite resin particles suspended in the water. In order to make the
particles neutrally buoyant, NaCl was added to achieve a density ρ ≈ 1025 kg/m3 at
21◦C. Once thermal equilibrium was reached 10 ml of water containing the particles was
slowly added to the tank at several locations. The system was then left for 2 h while the
convection stirred the particles throughout the box, after which the flow was recorded for
3 h at one image per second. The population of particles in suspension decreased over
time, limiting the useful measurement period to 3 h, which is approximately one diffusive
time unit based on diffusion through the boundary layer (τ ∼ δH/κ as defined in §3.4).
The particles settled on the top and bottom surfaces decreasing the visibility of suspended
particles and meaning that a fresh fill of water was required for each of the three light
sheet heights. As it took a significant amount of time to refill the tank and bring the
system to a thermally equilibrated state, PTV was reserved for the largest RaF cases only
(Exps 1-6 in Table 3.1).
The video was processed (using Streams 2.01 software; Nokes (2014)) to obtain hor-
izontal fields of the horizontal velocity. Instantaneous horizontal velocity fields at each
level were obtained as averages over 10 frames (10 s) with a vector calculated in each of
4000 windows, each window representing 12.25 mm × 7.25 mm of the area of the box.
This combination ensured an accurate representation of the fluctuating velocity field for
length scales greater or equal to than the PTV window. The 3 h measurement period
proved sufficient for computation of reliable time-averaged velocity fields that converged
with increasing averaging times and captured the frequencies of significant fluctuations.
3.4 Thermal equilibration
The discussion of dynamical scaling in §3.2 considered flow in a state of thermal equi-
librium, for which there is no net heat input when integrated over the whole area of the
forcing boundary. In the non-rotating case the adjustment of the system to this equi-
librium state provided additional information on the dynamics (Griffiths et al., 2013),
showing that conduction in the stable cold boundary layer is the limiting process govern-
ing the flow adjustment under imposed heat flux boundary conditions, whereas advection
of heat away from the heated boundary by the circulation governs the flow adjustment
under an imposed temperature difference. The equilibration is also influenced by the sign
of the net buoyancy change required between initial and equilibrium states. In this chapter
we use only a net warming to approach the equilibrium states, in which case circulation
is maintained throughout the depth of the box, and we expect that an imposed heat flux
boundary condition leads to an exponential adjustment on a timescale governed by con-
duction through the stable boundary layer. The bulk temperature T (the average over the
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≈ e−t/τ , (3.33)
where T1 and T2 are, respectively, the bulk temperatures at time t = 0 and in the large
time equilibrated state (T1 < T (t) < T2), and τ is the adjustment timescale. For the
non-rotating case a simple theoretical model predicted τ = τ0 ≈ 2δH/βκ, where β ≈ 1.4
is a constant evaluated from direct numerical simulations (Griffiths et al., 2013). Using
the scaling (3.10) for boundary layer thickness gives
τ0 ≈ 2c2(RaFPr)−1/6LH/βκ. (3.34)
Importantly, and as confirmed by experiments, the equilibration timescale depends on δ
and is therefore much smaller than the time for diffusion of heat through the depth H
of the box. No further adjustment occurs on the diffusion timescale H2/κ because the
heat transport through the bulk of the domain is by convection, and interior stratification
is maintained in the same manner as the classic ‘filling box’ stratification of Baines and
Turner (1969).
Assuming that the stable conductive regions of the boundary layer in strong rotation
cases exercise a similar control on the net rate at which buoyancy is extracted from the
domain, and using the geostrophic boundary layer scaling (3.15) for the boundary layer
thickness, the adjustment timescale in (3.33) for flows in the geostrophic boundary layer
regime becomes
τg/τ0 ≈ c10A1/4y Ro−1/6, (3.35)
which has been normalised by the non-rotating timescale and where c10 is a constant
prefactor. This prediction assumes that the initial and final states have reasonably similar
conditions such that the boundary layer thickness does not change substantially during
the adjustment.
The adjustment was measured in dedicated experiments, outlined in §3.3.1, in which
the flux Rayleigh number was increased by 10%, from which the boundary layer thickness
predicted by (3.15) would decrease by 2%. In order to achieve the most turbulent con-
ditions, as well as maximum dynamic range for temperature measurements, the detailed
equilibration measurements were carried out for only the largest (final) Rayleigh numbers
in Table 3.1.
The temperature equilibration in rotating experiments took the same exponential form
(3.33) as previously found for the non-rotating case (Figure 3.2a). Approximately 99% of
the overall temperature change is shown in Figure 3.2a, and the exponential describes more
than 95% of that adjustment. At larger times the difference between the time dependent
interior temperature T and the final, time-averaged interior temperature T2 was smaller
than the interior temperature fluctuations. The fluctuations at a single measurement
position in the interior in the equilibrium states involved a spectrum of frequencies (see
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Figure 3.2: Thermal equilibration for RaF ≈ 6× 1014. (a) Time records of bulk temperature (at
x/L = 0.92, y/W = 0.5 and z/H = 0.5), where temperature relative to the final time-averaged
interior T − T2 is normalised by the total difference T1 − T2 between final and initial states, and
time is normalised by H2/κ. Solid black lines are the exponential relation (3.33) fitted to the
non-rotating (f = 0; red curve) and the most rapidly rotating (f = 1.6 s−1, Ro = 7.1× 10−4; blue
curve) cases, giving timescales τ0 = 1.44 × 104 s and τ = 2.71 × 104 s, respectively. Broken line
indicates the value corresponding to 95% of the complete adjustment to the final temperature. (b)
Rossby number dependence of measured equilibration timescales normalised by the non-rotating
scaling (3.34) with c2 = 2.0 (from fit of (3.10) to measured boundary layer results over the cooled
region in equilibrium state, see Figure 3.7). The triangle shows the measured adjustment timescale
in the non-rotating case. Broken line is the geostrophic boundary layer scaling (3.35) and solid
blue line is the geostrophic boundary layer scaling with a correction for isopotential curvature (3.47
in Appendix 3.11.1), both with fitted prefactor c10 = 0.89.











Figure 3.3: Plan view image showing the positions at which dye tracer was released on the
base, along with an example of the initial paths of the tracer while it was largely in the bottom
boundary layer. The photograph is from Experiment 4 (Table 3.1; RaF = 6.5× 1014, f = 0.4 s−1,
Ro = 5.6 × 10−3). Base heating is on the left-hand side and cooling on the right-hand side. At
positions 1 and 2 blue dye was released, at position 3 red dye was released, within 1 mm from the
base. System is in the geostrophic boundary layer regime (as discussed in §3.6). See Figure 3.4 for
side view.
§3.8), with amplitudes around 1% to 3% of the maximum temperature difference ∆T in
the final state, and they were largest in the rotating cases owing to unsteady vortical
plumes, geostrophic eddies and basin-scale gyres.
For strong rotation (Ro < 10−1) the adjustment timescales were larger (Figure 3.2b).
The Rossby number dependence was not as strong as that predicted by the geostrophic
boundary layer scaling (3.35), but the difference can be attributed to the transitional be-
haviour of the Nusselt number (ie. higher interior temperatures) with significant Ekman
transport in the equilibrium states for Ro > 10−3, and a change over to Nusselt numbers
larger than predicted by the geostrophic boundary layer scaling (i.e. smaller interior tem-
peratures) at Ro < 10−3 (see §3.6). As an estimate of the equilibration timescales, we
simply report that a best fit of the geostrophic boundary layer scaling (3.35) to the data
in the range 10−3 < Ro < 10−1 gives the prefactor c10 ≈ 0.9, and note that all of the
measured timescales indicate τ < 0.1H2/κ.
3.5 Flow visualisation
An example of the flow patterns revealed by the tracer advection in the rotating cases (and
which will be shown to be an example of the geostrophic boundary layer regime) is shown
in Figure 3.3. There is video online with a side view of the box for this experimental run,
RaF = 6.5× 1014 and Ro = 5.6× 10−3 (Experiment 4; still photos shown in Figure 3.4),
and at stronger rotation, RaF = 6.8 × 1014 and Ro = 7.1 × 10−4 (Experiment 6; stills in
Figure 3.5). As shown in Figure 3.3, the blue tracer released at position 1 (marked on the
image), which was on the cooled base, remained close to the wall (y/W = 1), as it was
carried towards the end wall (x/L = 1). It continued around the box against the end wall
to the opposite ‘western’ sidewall (y/W = 0) and then along the wall towards the heated
region. (We use the terms ‘western’ or ‘eastern’ here for convenience, and they are based
on the northward direction of the net boundary layer flow in a northern hemisphere ocean
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basin, with west on the left, despite there being no mechanism similar to the planetary
β-effect to provide east-west asymmetry in these experiments.) The dyed water released
at position 2 near the ‘western’ sidewall showed the same flow pattern, the tracer being
carried directly along the side wall, with the wall on its left, to the heated region. Thus the
flow in the cooled region of the boundary layer was a large scale anticyclonic (clockwise)
gyre. The boundary layer flow in this region was always laminar, and relatively slow
compared to that over the heated region of the base.
Tracer released in the centre of the base at position 3 was carried toward the heated
region. Both the red and blue streams were diverted to the right of their direction of motion
and across to the sidewall (y/W = 1) over the heated base. In particular, the streamlines
of cold boundary layer water entering the heated region near the wall y/W = 0 (with
blue dye) crossed the box on average about halfway along the heated region (under the
conditions of this experiment). The boundary layer was unstable, stream-parallel rolls
appearing a short distance from the leading edge of the heated region of the base and then
breaking up into three-dimensional turbulent convection within the boundary layer around
100 mm further along in the direction of flow. In the region x/L < 1/4 the flow showed
large variability. The mean flow tended to form a cyclonic (anticlockwise) gyre having
approximately equal length and width, filling the width of the box. In this region the
boundary layer continued to warm as it circulated, and the water then ascended into the
interior in vertical convection that appeared to be dominated by cyclonic vortical plumes.
More detail of the three-dimensional flow pattern could be seen in simultaneous side
(or oblique) views such as those shown in Figure 3.4, which are from the same experiment
as that in Figure 3.3. The thin streams of tracer over the cooling region of the base are
testament to the strong density gradient there. The roll instability and three-dimensional
small scale convection in the boundary layer stir and mix the tracer through a larger
fraction of the boundary layer thickness. The stream of red dye reveals vertical convection
at the end wall under the conditions in this experiment, particularly at the far corner
(x/L = 0, y/W = 1). However, strong vortical plumes formed elsewhere over the heated
region and most commonly in the area where the stream of cold boundary layer water
(with blue dye) crossed the box near x/L ≈ 1/4 adjacent to the warming cyclonic gyre.
The variability was such that at times the cold stream warmed sufficiently that the vortical
plumes carried only the blue dye upward out of the boundary layer (Figure 3.4b) and at
other times the stream carrying the red dye along near the far side wall was diverted into
the middle of the heated region of the base and the vortices carried the red dye upward
(Figure 3.4c). This fluctuation in the larger scale circulation occurred every 20-30 min.
There were generally one or two plumes at a time. Each vortical plume remained coherent
for several minutes before breaking up. The vortical plumes could generally be seen all
the way to the lid of the box. In the interior the tracer carried up by plumes became
broadly dispersed and on average they (and the tracer) migrated toward the cooled end of
the box. The tracer was stirred laterally until it eventually filled the whole of the interior.
As a result of these relatively rapid motions, it was not possible to determine from the
§3.5 Flow visualisation 63
Figure 3.4: Side view images from Experiment 4 (as in Figure 3.3) with dye tracer and showing
only the heated half of the box (RaF = 6.5× 1014, f = 0.4 s−1, Ro = 5.6× 10−3) at (a) 19 mins,
(b) 23 mins and (c) 57 mins, respectively, after dye release began. System is in the geostrophic
boundary layer regime (as discussed in §3.6). Video available online.
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Figure 3.5: Side view images from Experiment 6 with dye tracer and showing only the heated
half of the box (RaF = 6.8× 1014, f = 1.6 s−1, Ro = 7.1× 10−4) at (a) 18 mins, (b) 22 mins and
(c) 22 mins 40 s, respectively, after dye release began. System is in the inertial chimney regime (as
discussed in §3.6). Video available online.
dye any further detail of larger scale mean horizontal circulation in the interior.
At larger rotation rates some aspects of the flow pattern changed. The strongly stable
boundary layer over the cooled half of the base again formed a large scale anticyclonic
gyre. As shown in Figure 3.5, the current along the near (western) wall (y/W = 0) was
diverted across the box towards the far wall at a position closer to the leading edge of
the basal heating when compared to smaller rotation rates at around the same Rayleigh
number. Over the heated area of the base the boundary layer was again unstable to small
scale convection. It tended to flow to the left near the far wall and there was again a
tendency for a cyclonic gyre circulation filling the width of the box at the heated end.
However, under the more rapid rotation there were many more vortical plumes and these
occurred over a larger area. We will refer to this region of vortical plumes as a convection
‘chimney’, borrowing previous ocean modelling terminology for regions of open ocean deep
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convection. In this case less tracer made it all the way to the end wall (x/L = 0), and
there was little evidence of tracer being carried upward by vertical convection adjacent to
the end wall. Most of the tracer was instead carried upward in the vortical plumes in the
chimney over the central region of the heated area. The vortical plumes extended through
the full depth of the box, from the base to the lid.
The red dye also revealed the cone-like structure in the right-hand half (x/L = 0.4,
y/W = 0.5) of Figures 3.5b,c. This cone was at the base of a vortical plume in the
interior, but in this case the tracer did not flow further up through the interior, implying a
persistent stable stratification within that vortical plume, above the boundary layer. The
cone moved with a velocity that was decoupled from the underlying mean boundary layer
flow, and migrated towards the cooled region of the base where it slowly dispersed.
While convection in the chimney region at small values of the convective Rossby num-
ber involves vortical plumes similar to flow structure seen in rotating convection above
a uniformly heated plate or in rotating Rayleigh–Be´nard convection between two hori-
zontal boundaries (Chandrasekhar, 1953; Boubnov, 1984; Boubnov and Golitsyn, 1986,
1990; Julien et al., 2012b; Aurnou et al., 2015), it is important to recall that the two
cases are crucially different. In the state of thermal equilibrium studied here, horizontal
convection must involve a balance between the large scale lateral flow and the vertical
convection above the heated region that is crucial to the flow achieving zero net buoyancy
flux through any level. This coupling of lateral and vertical transport leads to a stably
stratified thermal boundary layer, as well as to a gravitationally stable mean stratifica-
tion throughout the interior volume. Gravitationally unstable stratification is found only
locally in the plumes and in a sub-layer at the heated base (very much thinner than the
main thermal boundary layer). In contrast, Rayleigh–Be´nard convection achieves a bal-
ance of heat input through the base and heat withdrawn through the upper boundary,
with thermal boundary layers and interior volume that are gravitationally unstable. As-
sociated with these differences in buoyancy flux and stratification is a large difference in
rates of viscous dissipation, as previously demonstrated for non-rotating horizontal and
Rayleigh–Be´nard convection at large Rayleigh numbers (Gayen et al., 2013a,b; Hughes
et al., 2013) and which have been shown to be little affected by rotation until extreme
rotation rates are reached (Vreugdenhil et al., 2016a).
3.6 Scaling comparison
Vertical profiles of temperature, shown for the region above the cooled end of the base
in Figure 3.6a, reveal a strongly stratified region (the thermal boundary layer) at the
base and a relatively weak stratification through the remainder of the depth. In the
range 10−1 > Ro > 10−3 the interior temperature is larger and the boundary layer is
thicker for larger rotation rates. Noting that T − Tc ≈ ∆T ∼ Nu−1 for imposed heat
flux, these changes are consistent with the geostrophic boundary layer regime (3.17).
These trends are also consistent with the laboratory experiments of Park and Whitehead
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Figure 3.6: Profiles of (a) temperature and (b) squared buoyancy frequency N with depth for
RaF ≈ 6×1014 and different rotation rates. Shown are time-averaged profiles from the equilibrium
state measured above the cooled region of the base (x/L = 0.92, y/W = 0.5). In (a) the profiles
are linearly interpolated (broken lines) between z/H = 0.0075 and the temperature Tc measured
in the cooled end of the base. Temperatures are relative to Tc and are normalised by the overall
difference ∆T0 = (Th−Tc)0 along the base in the non-rotating case; N2 is normalised by the fixed
value of N20 = gα∆T0/H based on the measured ∆T0 in the non-rotating case.
(1999). The interior temperature remains in the range T − Tc = (0.88 − 0.95)∆T . The
buoyancy frequencies (Figure 3.6b) calculated from the temperature profiles reveal a near-
base portion of the boundary layer in which rotation does not change the stratification, or
slightly reduces it. In contrast, in the outer boundary layer the effects of rotation increase
the buoyancy frequency. The stratification in the bulk of the fluid similarly increases with
increasing rotation rate. Indeed the density gradient in the interior was almost an order of
magnitude greater for weak rotation (Ro = 1.7×10−1) than for the non-rotating case, and
was a further order of magnitude greater at rapid rotation (Ro ≈ 10−3). At Ro < 10−3 the
behaviour is different: the boundary layer continued to thicken with increasing rotation
rate, whereas the interior temperature trends are reversed, with the interior cooling slightly
and becoming less stratified for more rapid rotation. Further details of the boundary layer
behaviour, Nusselt number and mass transport are given below.
3.6.1 Boundary layer thickness
The boundary layer thickness is defined here as the height from the base containing 90%
of the top-to-bottom buoyancy difference. The thickness varies with location as a result
of geostrophic horizontal flow, including the circulation gyres on the scale of the box and
sidewall boundary currents. It also varies with distance from the axis of rotation due to
parabolic curvature of isopotential surfaces (Appendix 3.11.1). Over the cooled region the
boundary layer is thinner for larger Rayleigh numbers and thicker for more rapid rotation
(Figure 3.7a). Rotation begins to influence the boundary layer at E < 10−5 given the
other experimental conditions. The effect of rotation is seen more clearly in Figure 3.7b,
where all thickness measurements are normalised by the thickness given by the scaling law









































Figure 3.7: (a) Boundary layer thickness near the cooled end (at x/L = 0.92, y/W = 0.5) against
Ekman number and (b) the boundary layer thickness normalised by the non-rotating scaling against
Rossby number for three different RaF . Triangles show the measured boundary layer thicknesses in
non-rotating cases, with the same colour key. In (a) the broken lines are the geostrophic boundary
layer scaling (3.15) and the solid curves are that scaling with a correction for isopotential curvature
(3.45 in Appendix 3.11.1), both with c4 = 1.96. The horizontal dotted line indicates the box height.
In (b) the normalisation uses the non-rotating scaling (3.10) for δ0 fitted to the three non-rotating
results (triangles), which give c2 = 2.0. The broken line is the normalised geostrophic boundary
layer scaling (3.18) and the solid curves are that scaling with the isopotential curvature correction
(3.46), all with prefactor c6 = 0.97. In (a) the non-rotating RaF ≈ 6× 1014(blue triangle) case lies
underneath the RaF ≈ 1× 1014(red triangle) case.
(3.10) for the non-rotating case. When comparing the measured thickness at this location
near the ends of the box with theoretical predictions, a correction is added to the predicted
thickness scaling in order to account for the parabolic curvature of isopotential surfaces
(Appendix 3.11.1). In Figure 3.7b the geostrophic boundary layer scaling (3.18) with the
correction for isopotential curvature matches the measured boundary layer thicknesses in
the range Ro < 10−1. The data are consistent with past experimental results at smaller
Rayleigh number (Park and Whitehead, 1999). The transition to the geostrophic boundary
layer regime starts at Ro ≈ 10−1.
The boundary layer becomes more variable with increasing rotation rate. Figure 3.8
shows the normalised boundary layer thicknesses at three locations across the mid-section
(x/L = 0.5) of the box. The boundary layer is asymmetric in the presence of rotation and
the thickness trends depend on the cross-stream location. Near the ‘western’ wall (left
hand side when looking in the direction of net boundary layer flow; y/W = 0.027) the
boundary layer thickness remains unchanged by rotation until Ro < 10−3, and at stronger
rotation it becomes thinner. At the centre point of the box (y/W = 0.5) the boundary
layer is thicker for stronger rotation if Ro > 10−3 but becomes thinner at Ro < 10−3.
Near the ‘eastern’ wall (y/W = 0.973) the thickness monotonically increases for stronger
rotation, in a manner consistent with the geostrophic boundary layer scaling (3.18). Thus
the boundary layer thickness is again largely consistent with the geostrophic boundary
layer scaling at 10−3 < Ro < 10−1 , but there is more complex behaviour at Ro < 10−3.
























































































Figure 3.8: Boundary layer thickness on the mid-section of the domain (x/L = 0.5) at (a)
y/W = 0.027, (b) y/W = 0.5 and (c) y/W = 0.973. Boundary layer thickness is normalised by the
non-rotating scaling (3.10) fitted to the non-rotating results (triangles), which give c2 = 1.7 for all
cases. The solid line is the geostrophic boundary layer scaling (3.18) with prefactors (b) c6 = 1.26
and (c) c6 = 1.09. The averaged thickness across the width at x/L = 0.5 is shown in Figure 3.11c.
3.6.2 Nusselt number
In the case of imposed heat flux the (inverse) Nusselt number (3.2) serves as the dimen-
sionless measure of temperature differences in the flow. The Nusselt number is measured
as the time-averaged temperature difference ∆T between the heated (where Th was from
the single functioning thermistor) and cooled (where Tc was the mean of two thermistors)
regions of the plate. The Nusselt number, shown normalised by non-rotating values for
each Rayleigh number in Figure 3.9, is smaller for smaller heat flux or more rapid ro-
tation, and hence for smaller Rossby number. However, the dependence is weaker than
predicted by the geostrophic boundary layer scaling (3.18). Across the full range of con-
ditions achieved, the dimensionless temperature difference required to drive the imposed
heat flux increased by only 20%. A similar trend was found by Park and Whitehead (1999),
over a small range of Coriolis parameter, and it was argued that the simple geostrophic
boundary layer scaling requires a correction to account for the volume and heat trans-
port in the Ekman layer (which we extend to the present Rossby number expressions in
Appendix 3.11.2). The Ekman transport correction is negligible at very small Ro and
becomes large when the Ekman layer approaches the thickness of the thermal boundary
layer (at Q ≈ 1 or Ro ≈ 10−1) and there is no longer a significant geostrophic part of
the boundary layer. Thus in Figure 3.9 the Ekman corrected geostrophic boundary layer
scaling (3.49) is shown up to Ro ≈ 5 × 10−2 beyond which its formulation is invalid.
The correction provides an estimate of the expected flow in transitional conditions (the
weak rotation regime of Hignett et al. (1981)) between the non-rotating regime and the
strong rotation (geostrophic) regime. The present results place the transitional regime
at 10−2 < Ro < 10−1, although the magnitude of the Ekman correction to the scaling
remains significant (compared with the data uncertainties) for Ro < 10−3. A correction
for thickening of the thermal boundary layer toward the end of the box (Figure 3.7) re-
sulting from the curvature of isopotential surfaces decreases the predicted Nusselt number
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Figure 3.9: Nusselt number as a function of Rossby number, where the Nusselt number is based
on ∆T and normalised by the non-rotating scaling (3.10) fitted to the three non-rotating results
(triangles), which gives c3 = 0.47. Both the broken curve and the dotted curve are the geostrophic
boundary layer scaling (3.18) with different prefactors; the unbroken black curve is the geostrophic
boundary layer scaling corrected for Ekman transport (3.49; Park and Whitehead (1999)); the
coloured solid curves for three different RaF are the stress-free geostrophic boundary layer scaling
corrected for effects of curvature of isopotential surfaces (3.48). The prefactor c7 = 1.6 is used for
all rotating scaling, excepting the dotted curve geostrophic boundary layer scaling (3.18) which has
c7 = 1.45. Error bars are dominated by the heat flux uncertainty, which is shown as the fraction
(at most 4%) of heat input lost from the box to the room and is estimated from calibrations of
the heat loss (Stewart et al., 2011). Since the error is always a heat loss, the bars only extend
downward. The vertical and horizontal axes are both logarithmic.
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(as Nu ∼ δ−1 averaged over the area of the cooling boundary). The results show that the
dynamics in the laboratory basin follow the geostrophic boundary layer scaling over only
a small range of Rossby numbers, within 10−3 < Ro < 10−2.
The Nusselt number results become largely independent of Rossby number at Ro <
10−3, meaning that the temperature difference required to drive the imposed heat flux
was approximately constant at larger rotation rates. For the largest heat flux the interior
temperature was even observed to be smaller at the largest rotation rate (hence Nu/Nu0
is larger) compared with the second largest f , as is also seen from the profiles in Figure 3.6.
This strong deviation of the Nusselt number from the geostrophic boundary layer scaling
is in the opposite direction from Ekman transport or isopotential curvature effects and
inhibits the net transport of heat. The data are, on the other hand, consistent with the
behaviour predicted for the inertial chimney regime (3.24, 3.25), specifically the absence
of a dependence of Nusselt number on rotation rate. An estimate of the prefactor in (3.24)
from the data is c9 ≈ 2×10−2. The deviation from the geostrophic boundary layer scaling
at Ro ≈ 10−3 is consistent with the sudden change in behaviour of the boundary layer
thickness (Figure 3.8), which decreased rapidly with further increases in Ro across at least
the ‘western’ half of the box width at the mid-section, leaving only the ‘eastern’ portion
of the boundary layer continuing to increase in the manner predicted by the geostrophic
boundary layer scaling.
3.6.3 Thermal wind and boundary layer transport
For the rotating cases with Ro < 10−1 a geostrophic balance is assumed to dominate much
of the flow field, especially in regions with a strong vertical buoyancy gradient that inhibits
vertical motion and sustains quasi-horizontal motion. Geostrophy may break down where
convection drives strong vertical motion, in strong vortices having large relative vorticity,
and at the small scales of turbulence, for which a local Rossby number is large. Thus
the larger scales of the flow in the thermal boundary layer through the mid-section of
the box (x/L = 0.5) are expected to be closely approximated by geostrophic balance and
we use the thermal wind equation to find the geostrophic velocities and the net boundary
layer transport through this section. This transport serves as a measure of net overturning
transport given that all of the boundary heat input to the box is on one side of this section,
and all of the heat withdrawal is on the other side.
There were five thermistors at x/L = 0.5 spanning the cross-stream y-direction. The









and profiles of the velocity component u in the x-direction were calculated from




§3.6 Scaling comparison 71
0 0.05 0.1 -0.05 -0.1 0 0.005 0.01 -0.005 -0.01 0 0.0005 0.001 -0.0005 -0.001 

















































Figure 3.10: Vertical profiles of horizontal geostrophic velocity u through the mid-section of the
domain (x/L = 0.5) assuming thermal wind balance for RaF ≈ 6×1014 and three different rotation
rates: (a) f = 0.04 s−1, Ro = 1.7 × 10−1, (b) f = 0.4 s−1, Ro = 5.6 × 10−3 and (c) f = 1.6 s−1,
Ro = 7.1 × 10−4. Locations in the key are halfway between the thermistor profiles. In (c)
only four thermistors worked, giving only three velocity profiles. Positive u indicates movement
from the heated end to the cooled end. Uncertainty bars are propagated from measurement
errors σ∆T = 0.02
◦C, σ∆y = 0.005 m and σz = 0.001 m. It is uncertain whether thermal wind
approximates the horizontal velocity field in the interior above the cooled boundary, as vertical
and horizontal velocities may be comparable there; nonetheless the computed profiles are shown
through the full depth.
where z0 is a reference level. A suitable reference level is one for which we have the best
approximation of the velocity u(z0). The no-slip condition at the base was not useful
because temperature profiles stopped at a distance 0.01H (2 mm) from the base, which
was greater than the Ekman layer thickness (δE < 0.01H for Ro < 10
−1). Another option
could be to assume a velocity reversal at the top edge of the thermal boundary layer,
which may apply on average, but a reversal is not required at each location in the presence
of horizontal recirculation and the resulting thermal wind velocities were not consistent
with velocity fields obtained from particle tracking velocimetry (see §3.7.1). Hence the
particle tracking velocimetry (PTV) measurements of horizontal velocities were used to
reference the thermal wind profiles, choosing the PTV velocity field closest to the base
(in the plane z/H = 0.15; see §3.7.1), and to obtain the best estimate of the boundary
layer transport. The calculated geostrophic velocities at x/L = 0.5, shown in Figure 3.10
for the largest Rayleigh number and three rotation rates, thus include a reference velocity
u(z0 = 0.15H). The time-averaged temperature profiles were used. The three-dimensional
results are complex. For example, the time-averaged geostrophic velocities close to the
base near the ‘eastern’ side wall (y/W = 0.903) change from negative (toward to heated
end) for weak rotation (Figure 3.10a), to positive for strong rotation (Figure 3.10b), and
then back to negative for extreme rotation (Figure 3.10a). The velocities near the ‘eastern’
and ‘western’ walls tend to be of opposite sign through most of the depth of the box, but
on average across the transect the boundary layer velocities are negative and the interior
velocities are positive. There is generally no indication of a decrease in velocity towards
zero at the base, consistent with the Ekman layer lying entirely within the region for which
there is no data.
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The geostrophic volume transport through each segment, Ψi, was found by integrating
the thermal wind velocity over the (local) boundary layer depth and multiplying by the





where i = 1, n is the segment number and δi is the average boundary layer thickness in each
segment. The net boundary layer transport through x/L = 0.5 is the sum of the segment
transports Ψ =
∑
i=1,n Ψi. The thermistors closest to the sidewalls were at y = 0.0027W
and y = (1 − 0.0027)W (ie. 0.8 mm from the walls) and the transport in this region was
not included. However, this neglects only a very small fraction of the total width and
much of this is expected to be within a viscous sidewall boundary flow with zero velocity
at the walls.
The net transport can be written as Ψ = UavδavW , where the average boundary layer






The transport in this problem is expressed in terms of the volume flux in preference
over a volume flux per unit width of the box (as commonly used for the non-rotating
horizontal convection problem) in view of both the three-dimensionality of the circulation
and a possible dependence on the aspect ratio W/L (which is not investigated in the
experiments). The average velocity Uav across the section is Uav = Ψ/δavW , after taking
W ≈∑i=1,n ∆yi.
The calculated thermal wind transport and average velocities in the boundary layer,
and the average boundary layer thickness at the mid-section of the domain are shown
in Figure 3.11, where the uncertainties include propagation of the uncertainties from the
thermal wind profiles (coloured error bounds on Figure 3.10) and allowances for the missing
regions at the base and at the sidewalls. The transports include a correction using a
simple linear interpolation of the velocity profiles to the base from its value at z/H = 0.01
to zero at the boundary. The uncertainty estimate includes the difference in transport
between this assumption and an alternative simple linear extrapolation of the velocity to
a maximum at the edge of the Ekman layer (at δE = LE
1/2) and a linear decrease through
the Ekman layer to zero velocity at the base. In most cases these extrapolations add to the
net transport and therefore the uncertainty is asymmetric, the upper error bars in Figure
3.11a,b being larger than the lower bars. The result at the smallest Rossby number has
a larger uncertainty because this case had the thinnest Ekman layer and the temperature
profiles do not extend as close to the expected height of the maximum velocity. All of the
results are reasonably described by the geostrophic boundary layer scaling in the range
10−3 < Ro < 10−1. As foreseen from Figure 3.11, the average boundary layer thickness
at this mid-section deviates strongly from the scaling at Ro < 10−3. However, the data
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Figure 3.11: (a) The net volume transport (3.38) and (b) average geostrophic velocity in the x-
direction calculated from the thermal wind equation for the mid-section of the box for RaF ≈ 6×
1014, and (c) average boundary layer thickness (3.39) across the box at the mid-section (x/L = 0.5)
for three Rayleigh numbers. The non-rotating transport used to normalise Ψ in (a) is given by
(3.11) with numerical coefficient set to one given that the actual coefficient has not been evaluated.
The velocity in (b) is normalised by the non-rotating scaling (3.10), with c1 = 0.29 taken from past
results (Mullarney et al., 2004), as the thermal wind balance cannot be used for the non-rotating
case. The boundary layer thickness in (c) is normalised by the non-rotating scaling (3.10) fitted
to the three non-rotating experiments (triangles), which give c2 = 1.7. The solid lines are the
geostrophic boundary layer scaling (3.19 and 3.18) with (a) c8 = 0.44, (b) c5 = 0.80, and (c)
c6 = 1.09.
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for geostrophic transport and velocity were obtained only for a sequence of runs with the
largest heat flux and are not sufficient to determine the behaviour of the average boundary
layer velocity and transport at very small Ro.
3.7 Interior velocity fields and overturning transport
3.7.1 Interior horizontal velocities
The PTV velocity fields obtained at 1 s intervals during the thermally equilibrated state
indicated large amplitude, low frequency fluctuations consistent with those inferred quali-
tatively from the dye tracer observations. Time-averaged velocity fields were obtained by
averaging the instantaneous fields over periods of 20, 60 and 180 min after tracer particles
were introduced and the results were approximately independent of the averaging period.
As an additional test of whether the length of the averaging period was sufficient, one
experiment (with RaF = 6.5× 1014 and Ro = 5.6× 10−3) was repeated with a new fill of
the tank and the two time averaged velocity fields (from 3 h periods) taken at mid-depth
were compared. To quantify the standard deviation between the two time averaged veloc-
ity fields at mid-depth, we calculate the spatial average of the difference between the two
velocity fields u1(x, y) and u2(x, y) as a fraction of the maximum speed in the u2 field,
σm =
∑
i,j |u1i,j − u2i,j |
max|u2i,j | , (3.40)
where i, j are the PTV windows in the field. The data give σm = 0.1, meaning that the
two fields match to within 10%. Thus we confidently use averages over 3 h (and 10800
frames) as faithful representations of the time-averaged horizontal flow.
For ‘weak rotation’ (Ro = 1.7×10−1) a weak and basin-scale cyclonic gyre (having cir-
culation in the same sense of the anticlockwise background rotation) occupied much of the
domain, as shown in Figure 3.12a (where the u component at mid-depth is plotted along
with contours of the two-dimensional horizontal streamfunction derived from the horizon-
tal velocity field). At mid-depth the mean velocities on the ‘western’ side of the basin
(y/W < 0.5) in this gyre were largely in the opposite direction to those in the underlying
thermal boundary layer (where they are largely negative, Figure 3.10a), whereas on the
‘eastern’ side of the gyre the velocities were in the same direction as the boundary layer.
However, when averaged across the box width at the mid-section of the box, the net flow
was towards the heated end (in the same direction as the boundary layer transport). This
became a more uniform motion toward the end wall in the region x/L < 0.2. A nearly uni-
form velocity u tended to be maintained up to very close to the end wall, consistent with a
significant vertical convection in a narrow region against the end wall. There was a second
but much smaller region of cyclonic circulation above the ‘western’ corner of the heated
region. The magnitude of the velocities at this Rossby number was everywhere less than
0.1fL, and not much smaller than the calculated geostrophic boundary layer speeds (Fig-
ure 3.10a). These observations are largely consistent with the (substantially less accurate)
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Figure 3.12: Velocity component u in the x-direction measured by PTV at mid-depth (z/H = 0.5)
and contours of calculated streamfunction for RaF = 6.2×1014 and Ro = 1.7×10−1 (f = 0.04 s−1):
(a) time averaged (u) over 3 h and (b) an instantaneous field. The velocities are normalised by fL
(scale shown by colour bar); positive velocities (red) indicate flow to the right toward the cooled
region. The streamfunction contours have equal spacing ∆ψ = 4 × 10−5 m3s−1 per unit depth:
white contours indicate cyclonic (anticlockwise) circulation and grey is the zero contour.
thermal wind calculations for the interior flow in Figure 3.10a. They are also similar to
the circulation at mid-depth in the non-rotating experiments and in corresponding direct
numerical simulations of the non-rotating case (Gayen et al., 2014). At this moderately
large value of the Rossby number, the internal radius of deformation characterising the
boundary layer flow, λ ≈ (gα∆Tδ)1/2/f , or the inertial radius λ = U/f , is of the same
order as the domain width (λ/W = RoL/W ≈ 0.7). Hence this natural lengthscale is not
available to determine the size of geostrophically balanced flow structures.
In contrast to the flow at mid-depth, the time average near the top of the domain
(z/H = 0.85) shows a net flow through the mid-section directed towards the cooled end.
This is similar to the return flow that closes the overturning circulation through the upper
half of the depth in the non-rotating case. Adapting the measure defined in (3.40) to
compare the time-averaged velocity fields at different depths we set u1 = u(z/H = 0.85)
and u2 = u(z/H = 0.5) and replace σm by σz. We find σz = 0.7 for Ro = 1.7×10−1. Hence
the velocities in the upper and mid-depth planes show that the flow varied substantially
with height, although less so than that in the non-rotating case (in which we find σz = 1.5).
The variability in the velocity field under these conditions is a significant fraction of the
time average, but the general characteristics of the circulation described above reflect the
instantaneous flow fields at nearly all times, as in the instantaneous field shown in Figure
3.12b. In particular there was no evidence of vortical plumes extending through the height
of the box.
At a small value of the Rossby number (Ro = 5.6 × 10−3), for which the boundary
layer data in §3.6 place the flow in the geostrophic boundary layer regime, the interior
circulation was more substantially influenced by rotation: there were five basin-wide gyres
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Figure 3.13: Velocity component u from PTV at mid-depth and horizontal streamfunction con-
tours for RaF = 6.5×1014 and Ro = 5.6×10−3 (f = 0.4 s−1): (a) time-averaged over 3 h and (b-d)
instantaneous fields (time interval from (b) to (c) is 3.7 min; (c) to (d) is 16.1 min). Velocities are
normalised by fL; note that velocity colour scale is an order of magnitude smaller than in Figure
3.12. Streamfunction contour spacing is ∆ψ = 4 × 10−5 m3s−1 per unit depth: white contours
indicate cyclonic (anticlockwise) circulation, grey is the zero contour and black is anticyclonic
circulation.
along the length of the domain (Figure 3.13a). The time-averaged flow field, shown here
for the PTV plane at mid-depth, in this ‘strong rotation’ case was much the same at all
three PTV levels (σz = 0.13). The mean velocity fields were also mostly consistent with
the time-averaged velocities calculated from thermal wind balance in the interior (Figure
3.10b) (although there were several discrepancies that may relate to uncertainties in the
thermal wind calculation with very small horizontal temperature differences). Above the
cooled region of the base there was a very weak anticyclonic gyre (indicated here only
by the grey Ψ = 0 contour) that was largely overshadowed by two stronger cyclonic
gyres. Above the heated region of the base there was a weak cyclonic region at the end
of the box and a strong anticyclonic gyre, the latter having circulation comparable to
the adjacent cyclonic gyre above the cooled base. Thus the mean horizontal circulation
was concentrated in the central half of the basin, nearest the imposed gradient of thermal
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Figure 3.14: Velocity component u from PTV at mid-depth and horizontal streamfunction con-
tours for RaF = 6.8 × 1014 and Ro = 7.1 × 10−4 (f = 1.6 s−1): (a) time-averaged velocity over
3 h and (b-d) instantaneous fields (time interval from (b) to (c) is 5.2 min; (c) to (d) is 9.3 min).
Velocities are normalised by fL; note the velocity colour scale is 1/4 of that used in Figure 3.13;
streamfunction contour spacing is ∆ψ = 4× 10−5 m3s−1 per unit depth.
boundary conditions.
Instantaneous interior velocity fields at this small Rossby number (Figure 3.13b-d)
show that the flow above the heated base experienced larger fluctuations compared to
the ‘weak rotation’ case of Figure 3.12. The strong anticyclonic gyre varied in shape and
maximum transport, but was always present. The weak cyclonic gyre near the heated end
of the basin was more variable, shifting its location and often splitting into two (cyclonic
and anticyclonic) parts. Vertical convection (as seen with tracer advection in Figure
3.4 and with the advection of fluoroscein dye tracer in other runs with the PTV sheet
illumination) can be linked to many of the smaller structures, which were also relatively
short-lived. In this experiment the Rossby radius of deformation was much smaller than
the domain width (λ/W ≈ 0.02) and could influence the size of flow structures, whether
they were eddies formed by baroclinic instability or vortical plumes generated by vertical
convection events. Above the cooled base the flow was less variable, although there was
some fluctuations of the gyre structures.
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At very strong rotation (Ro = 7.1× 10−4) the time-averaged velocity fields from PTV
(shown for mid-depth in Figure 3.14a) show only two dominant gyres. The flow was
again approximately independent of depth (σz = 0.07) and mostly consistent with the
interior thermal wind results of Figure 3.10c. Circulation above the cooled half of the
base was again predominantly cyclonic, but in this case formed a single gyre having larger
lateral extent and smaller transport. The largest time-averaged interior velocities were
associated with a large, strong anticyclonic gyre centred at x/L ≈ 0.4 above the heated
base but extending across the mid-section of the box. This anticyclonic gyre is therefore
expected to provide an important contribution to the measured change in Nusselt number
trend, as this mean flow will tend to transport heat more directly than the time-averaged
flow pattern in Figure 3.13. The mean flow was relatively weak near the end of the box
above the heated base, consistent with the hypothesis that chimney convection above a
large area of the heated base shifts the site of vertical heat transport away from an end
wall plume and into an ‘open ocean’ chimney, despite the uniform heat flux boundary
condition.
Instantaneous PTV velocity fields (illustrated in Figure 3.14b-d) show that the strong
anticyclonic gyre at such rapid rotation was present at all times, although it fluctuated very
substantially in position, size and maximum transport (the transport varying in time by
by almost 50%). Associated with these fluctuations were large changes in a transient, even
more variable, cyclonic gyre close to the end wall. The fluctuations were of relatively high
frequency, with time scales of a few minutes or 40-60 inertial periods. Smaller structures in
the velocity field, such as the two or three small cyclonic eddies and two small anticyclonic
eddies in Figure 3.14b, are consistent with a snap-shot of vortical plumes penetrating
through the depth of the box and the very small deformation radius (λ/W ∼ 2 × 10−3).
The greater variability and smaller eddy scales at smaller values of the Rossby number
are expected to contribute to lateral heat transfer in the chimney regime.
3.7.2 Overturning transport from PTV
An overturning transport was defined in §3.6.3 as the net volume transport through the
mid-section x/L = 0.5 in the boundary layer and was estimated from temperature profiles
assuming thermal wind balance. An independent estimate of the overturning is obtained
from the interior velocity measurements, specifically from the horizontal divergence of
velocity on any of the three PTV measurement planes. From the continuity equation (3.4)
the vertical velocity w and horizontal divergence satisfy
∂w
∂z
= −∇h · (u, v) (3.41)
and invoking the Taylor–Proudman theorem in the interior for strong rotation, giving (u,
v) independent of depth, (3.41) is integrated to find the velocity
w(z)− w(z0) = −(z − z0)∇h · (u, v), (3.42)
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Figure 3.15: Overturning volume transport calculated from the horizontal divergence of the
horizontal velocity fields from PTV at three vertical levels, normalised by the non-rotating scaling
(3.11) with prefactor of one. The line shows the geostrophic boundary layer scaling (3.19) with
prefactor c8 = 0.44 and is the same line as in Figure 3.11a.
where z0 is a reference height. At the edge of the Ekman layer on the upper boundary,
zE = H − δE = H −
√






∇h × (u, v). (3.43)
Hence we take z0 = zE at the upper boundary (which avoids the stratified bottom bound-
ary layer) and (3.42) becomes
w(z) = (H − δE − z)∇h · (u, v) + 1
2
δE∇h × (u, v). (3.44)
The vertical velocity was computed using (3.44) and the time averaged horizontal veloc-
ity field on each of the three PTV measurement planes (z/H = 0.15, 0.5 and 0.85) for each
experiment at the largest heat flux (RaF ≈ 6× 1014). The positive values of w were inte-










0 wneg(z)dxdy. On Figure 3.15 are plotted the average of the two Ψvert,
and any difference between them is shown as an estimate of the uncertainty. In order
to allow comparison with the boundary layer transport from thermal wind calculations
(Figure 3.11a), Ψvert is again normalised by the scaling for the boundary layer transport
in the non-rotating case (3.11). The values obtained from PTV on the upper plane are
within 10% of the boundary layer estimates, while those at mid-depth are approximately
twice as large, consistent with a significant fraction of the vertical transport passing lat-
erally from one end to the other at levels below z/H = 0.85, or an increased amount of
local vertical motion both upwards and downwards. Much larger vertical transports are
estimated from PTV on the lower plane and this is attributed to some of the boundary
layer being included in that plane of illumination, which can cause the Taylor–Proudman
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approximation assumed in the method to break down. The depth-dependence of horizon-
tal velocities in the interior as indicated by the thermal wind calculations in Figure 3.10,
suggests that the approximation may already be inaccurate in the interior. However, the
vertical overturning results are again reasonably described by the geostrophic boundary
layer scaling (3.19) at all vertical levels. At mid-depth the results give a prefactor for
(3.19) of c8 ≈ 0.75.
A further independent estimate of the overturning transport, which would measure
the same quantity as the net boundary layer transport, could in principle be obtained
by integrating the u component of velocity from PTV over the area of the vertical mid-
section x/L = 0.5. However, this required an extrapolation of the time-averaged u fields
measured at z/H = 0.85 and z/H = 0.5, through the depth of the fluid outside the
boundary layer, given a contamination of the velocities at z/H = 0.15 by boundary layer
flow. The uncertainties in the method proved too large for it to be of use.
3.8 Temperature fluctuations
Three additional experiments were carried out specifically to measure temperature fluctu-
ations with high temporal resolution (we used 400 readings per second to give 20 samples
per second with each sample being an average over 20 readings) at fixed positions in the
boundary layer and mid-depth interior. Figure 3.16 shows dimensionless frequency spec-
tra of the temperature for the largest heat flux and for three rotation rates. Results for
smaller Rayleigh numbers were less useful for frequency spectral analysis due to a smaller
dynamic range of the temperature fluctuations, which meant that fluctuation amplitude
at the smallest RaF was only one order of magnitude larger than that of the instrumental
noise in the thermistor temperature measurements. In the non-rotating case the scalar
frequency spectra are similar in shape to the spatial wavenumber spectra (taken in the y
direction) reported from direct numerical simulations at a comparable Rayleigh number
and an imposed temperature difference (Gayen et al., 2014). In particular, at frequencies
near 10(B/L2)1/3 the spectrum from the boundary layer in the non-rotating case (orange
line in Figure 3.16a) has approximately −5/3 slope, as previously found in direct numeri-
cal simulations for the same problem but with imposed temperature boundary conditions
(Gayen et al., 2014; Vreugdenhil et al., 2016a) and consistent with an inertial turbulent
energy cascade from large to small length scales. Whereas the interior fluctuations in that
case (orange line in Figure 3.16b) show much smaller power throughout the frequency
range, consistent with observations indicating that the small-scale motions in the interior
at this Rayleigh number are relatively weak.
Under strong rotation (Ro = 5.6 × 10−3, in the geostrophic boundary layer regime;
green lines in Figure 3.16) the frequency spectrum in the boundary layer on the heated
region of the base shows greater power at low frequencies ω < (B/L2)1/3 (which in this
experiment corresponds to ω < 0.03f), implying either an increased input of kinetic energy
directly from available potential energy to motion at larger scales or an up-scale transfer
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Figure 3.16: Dimensionless frequency spectra of temperature for RaF ≈ 6 × 1014 in (a) the
thermal boundary layer above the heated base (at x/L = 0.012, y/W = 0.5, z/H = 0.025) and
(b) the interior at mid-depth above the heated base (at x/L = 0.24, y/W = 0.9, z/H = 0.5).
Spectra are shown for f = 0 (orange), f = 0.4 s−1 (Ro = 5.6 × 10−3, green) and f = 1.6 s−1
(Ro = 7.1 × 10−4, blue). Vertical broken lines show the inertial frequency f for the two rotating
cases (colour-coded to the data). Frequencies are normalised by (B/L2)1/3 for buoyancy-driven
advection and the power spectrum is normalised by ∆T 2(L2/B)1/3. The black lines show a −5/3
power law fitted to the boundary layer (solid line) and interior (broken line) spectra for the case
with largest rotation rate, and the two lines are shown in (b) to assist comparison of the boundary
layer and interior data.
of kinetic energy from small to large length scales. There is also a decrease of power in
the range 1 < ω(L2/B)1/3 < 30 (0.03f < ω < f). The spectrum at ω < 10(B/L2)1/3
(or ω < f) has slope close to −5/3. From Figure 3.16a the power in the boundary layer
fluctuations at ω > 30(B/L2)1/3 (which is also ω > f), and hence in small length scales, is
not affected by rotation. In contrast, the spectrum of interior fluctuations above the heated
base (Figure 3.16b) is greatly influenced by rotation, the power at frequencies less than
10(B/L2)1/3 increasing by three orders of magnitude at this Rossby number. Thus the
geostrophic boundary layer regime involves a turbulent boundary layer in which only scales
of motion much larger than the boundary layer thickness are controlled by rotation, along
with an interior flow in which essentially all scales of variability are controlled by rotation.
The temperature variability in the interior can be attributed largely to unsteadiness of
the gyre circulations and to intermittent and migratory vortical plumes, which lead to
much greater temperature variability in the interior in the rotating case, although the
power remains approximately 30-50 times smaller than in the boundary layer. The −5/3
spectrum at low frequencies suggests upscale transfer of kinetic energy.
For the strongest rotation rate used in the experiments (Ro = 7.1 × 10−4, in the
chimney regime; blue lines in Figure 3.16) there was only a small additional increase in
scalar fluctuation power in the boundary layer (somewhat uniformly by a factor of two at
ω < 10(B/L2)1/3, or ω < 0.1f) relative to the rotating case discussed above. The increase
is likely due to the greater number of unsteady vortical plumes in the chimney regime, and
to stronger coupling of the boundary layer and interior in the convective vortex flow. The
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boundary layer spectrum is again well described by the −5/3 power law over two orders of
magnitude in frequency (in this case at ω < 0.1f). In the interior above the heated base
(Figure 3.16b) the spectrum for very strong rotation shows no significant difference from
the geostrophic boundary layer regime excepting a small decrease of power at the largest
frequencies. The data for the different rotation rates show that the temperature fluctuation
statistics scale with the buoyancy frequency rather than with the inertial frequency.
3.9 Discussion
The regime diagram (Figure 3.17) is created by matching the Nusselt number scalings
across each of the transitions between the regimes outlined in §3.2, except for the transi-
tion into the conduction regime, which is delineated by the disappearance of the thermal
boundary layer, δ = H. The numerical prefactors for the transitions from non-rotating
to geostrophic boundary layer and from geostrophic boundary layer to inertial chimney
regimes were calculated from the fits of the scaling solutions to the experimental data
in those regimes. As no empirical prefactors are available for the geostrophic chimney
and conduction regimes, the prefactors have been set to one (transitions shown as broken
lines). The locus of the transition from viscous to inertial non-rotating convection is simi-
larly uncertain and is estimated from both the experiments of Mullarney et al. (2004) and
conversion of the transition found for the case of applied temperature difference (Gayen
et al., 2014). We also regard the condition for transition from the non-rotating to the
inertial chimney regime as uncertain, but hypothesise that it lies near the conditions for
the horizontal flow to become organised into basin-scale gyres that promote formation of
vortical plumes over much of the region of destabilising boundary flux, and therefore near
the critical Rossby number Rocrit (3.20; dotted line).
The experimental data spans the non-rotating, geostrophic boundary layer and inertial
chimney regimes. No empirical evidence is available for the geostrophic chimney regime
(predicted to appear only at rotation rates beyond the practical limits set by curvature
of the isopotential surfaces in the experiments), nor for the conduction regime predicted
for very much faster rotation. The predicted regime boundaries are also dependent on
the aspect ratios and Prandtl number, a factor to be considering when extrapolating the
results to ocean parameter values. The boundary conditions too are likely to influence
the regime boundaries, noting that the appropriate boundary conditions at the sea surface
are a combination of imposed buoyancy flux (the radiative heat input), and temperature-
dependent evaporative and sensible heat fluxes, all having smoother latitude dependence
than the piece-wise uniform conditions used in the experiments, along with a fixed mini-
mum temperature due to freezing.
Rotating horizontal convection in the chimney regimes involves vortical convection
within the chimney region and we have proposed (following Maxworthy and Narimousa,
1994) that the two dominant regimes found in rotating Rayleigh–Be´nard convection

























Figure 3.17: Regime diagram based on the scaling solutions in §3.2 plotted for Pr = 4.4, A = 0.16
and Ay = 0.24. The experimental conditions from Table 3.1 are shown (black circles) with non-
rotating runs on the left-hand axis. For the two key transitions (non-rotating to geostrophic
boundary layer to inertial chimney) the loci are plotted with numerical prefactors evaluated from
the experiments. Transitions indicated with a broken line are less certain as a result of one or
more unknown numerical prefactors (which are therefore set to one), and the dotted line indicates
that the condition for transition is uncertain. Prefactors taken from §3.6 are c3 = 0.47, c6 = 0.97,
c7 = 1.45 and c9 = 2× 10−2.
chimney dynamics. At weak rotation or large Rayleigh numbers both Rayleigh–Be´nard
and the convection within the chimney region are dominated by local accelerations, with
the heat transport independent of rotation, despite the columnar vortex structure. Un-
der rapid rotation both Rayleigh–Be´nard and the chimney in horizontal convection are
dominated by geostrophic control at the plume scale, However, details such as the roles of
Ekman pumping and the interaction of the plumes with the stable density stratification
and mean flow warrant further investigation using Direct Numerical Simulations of hori-
zontal convection, allowing comparison with rotating Rayleigh–Be´nard and the convection
under temperature boundary conditions.
Finally, some comparison can be made with previous DNS of a rotating rectangular
basin with an imposed temperature difference, in which heating and cooling temperatures
were each uniform over one half of the base (Vreugdenhil et al., 2016a). The observed
flow structure is qualitatively the same, showing basin scale gyres and cyclonic vertical
plumes in a chimney region associated with the destabilising boundary heat flux. The
chimney convection in both systems becomes a more prominent feature for larger rotation
rates. The DNS results are also consistent with the geostrophic boundary layer scaling
solution at Ro  1 (or QPr  1) and give a consistent condition for the non-rotating
to geostrophic transition. However, in that study the geostrophic boundary layer scaling
appears to hold even for very small values of the Ekman number (E ≈ 6× 10−8) with no
evidence of transition to the chimney regime at conditions where that regime is predicted
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by the equivalent scaling analysis for the case of applied temperature difference. Hence it
is not clear whether the chimney dominated regime occurs for piece-wise uniform applied
temperatures, and the existing DNS results are too sparse to resolve the question.
3.10 Conclusions
Laboratory experiments with horizontal convection in a rotating rectangular box, along
with theoretical scaling, provide the condition for transition from the effectively non-
rotating convection regime, for imposed buoyancy flux and basin scales large enough that
the thermal boundary layer is turbulent, to a geostrophic boundary layer regime. This
regime is equivalent to that previously predicted for a rotating annulus and utilised in an
early conceptual description of circulation in an ocean basin. Measurements of the bound-
ary layer thickness, volume transport, temperature differences and adjustment times in the
geostrophic boundary layer regime are consistent with the scaling solution for convection
dominated by geostrophic constraints on the basin-scale horizontal circulation within the
thermal boundary layer. The regime is re-interpreted here as that in which the convection
is controlled by the relative magnitude of horizontal advective and Coriolis accelerations.
Under strong rotation, where the Ekman boundary layer transport becomes small, there
is a simple dependence of the flow and temperature differences on the convective Rossby
number Ro (over the range 10−1 > Ro > 10−3) and the dynamics are no longer influ-
enced by viscous stress or determined by the relative thickness of the Ekman and thermal
boundary layers. Geostrophic flow inhibits transport, which becomes restricted to bound-
ary currents and eddies, and gives Nusselt number values relative to the non-rotating case
Nu/Nu0 ∼ Ro1/6. While the transport is governed by the thermal boundary layer dy-
namics the time-averaged circulation throughout the box takes the form of a set of large
gyres extending throughout the depth and having horizontal scales comparable to the box
width.
When E < 10−6 (corresponding to Ro < 10−3) for the value of Prandtl number and the
basin geometry used here, the experiments show evidence for an inertial chimney regime,
as is predicted for convective circulation controlled by vertical accelerations in a field of
vortical plumes over the region of destabilising boundary heat flux. In this regime the
local plume dynamics are similar to those predicted to hold in oceanic deep convection
chimneys, with no dependence on rotation and boundary stress. Coupling of the non-
rotating chimney dynamics to the basin-scale circulation and the diffusive boundary layer
produced in the region of stabilising boundary heat flux does not change these aspects
of the solution. We speculate that observed gyre structures in the measured circulation
contribute to holding stable boundary layer water adjacent to the destabilising boundary
flux for longer, and further from the end wall of the box, at larger rotation rates, thereby
promoting stronger chimney convection removed from the end wall and side boundaries.
The experiments do not reach conditions, at even stronger rotation relative to buoyancy
forcing, for which a further chimney regime is predicted to involve convection controlled
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by geostrophic flow at the plume scale and heat transport returning to a dependence on
rotation rate.
3.11 Appendix
3.11.1 Effects of curvature of isopotential surfaces
Surfaces of constant potential owing to the centrifugal acceleration are paraboloidal sur-
faces centred on the axis of rotation. The surfaces are described by η−η0 = f2r2/8g, where
η0 is the height of a potential surface at the axis and r is the radius about the axis. The
height differences across the box width W are small compared to those along the length of
the box and the maximum difference is characterised by η(r = L/2)− η(0) = f2L2/32g.
Through buoyancy-driven flow the top of the thermal boundary layer tends to relax
toward an isopotential surface (a planar and horizontal surface in the non-rotating case).
Geostrophic balance maintains lateral gradients in boundary layer thickness. However, if
it is assumed that on averaging across the box width W the top of the boundary layer
remains approximated by an isopotential surface, then the parabolic shape of the surface
represents a physical barrier to flow of the coldest boundary layer water, equivalent to the
bottom boundary being higher at the mid-section of the box (x = 0) than at the ends.
The coldest water will tend to accumulate near the cooled end, and the boundary layer
will be thicker near the cooled end and thinner at the mid-section.
The measured boundary layer thickness can be expressed as δ(x) = δn +
f2(x − L/2)2/8g, where the geostrophic boundary layer scaling (3.15) gives δn/L ∼
(RaFE/Ay)
−1/4. Writing the centrifugal term as a function of the Ekman number gives
for the geostrophic boundary layer regime
δg(x)/L ≈ c4(RaFE/Ay)−1/4 + (ν2/8gL3)(x/L− 1/2)2E−2. (3.45)
Normalising (3.45) by the non-rotating scaling (3.10) and expressing the result in terms
of the Rossby number,
δg(x)/δ0 ≈ c6A1/4y Ro−1/6 + c−12 (ν2/8gL3)(x/L− 1/2)2(Ra5FPr−7Ro−8)1/6. (3.46)
The adjustment timescale (3.35) is predicted to be dependent on the average boundary
layer thickness over the cooled region. Hence a correction to (3.35) for isopotential curva-
ture gives
τg/τ0 ≈ c10A1/4y Ro−1/6 + c−12 (ν2/96gL3)(Ra5FPr−7Ro−8)1/6. (3.47)
The heat transport through the boundary layer is fixed by the imposed boundary flux
and the Nusselt number is given by Nu ∼ L/δ, where δ is the thermal boundary layer
thickness averaged over the cooled region. For the geostrophic boundary layer regime the
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predicted Nusselt number (3.18) with centrifugal correction becomes
Nu/Nu0 ≈ c7/(A1/4y Ro−1/6 + c3c−17 (ν2/96gL3)(Ra5FPr−7Ro−8)1/6). (3.48)
3.11.2 Ekman correction to the geostrophic boundary layer
With rotation the boundary friction at the base is apparent only within an Ekman layer,
which is thinner than the thermal boundary layer for Q > 1. For Q ∼ O(1), or weak
rotation, the Ekman layer contributes to the total mass and heat transport. Following the
assumption of Park and Whitehead (1999) that the Ekman layer transport is separable
from the buoyancy-forced transport of the thermal boundary layer, the corrected scaling
for the Nusselt number (adding the Ekman layer contribution to 3.15, expressing in terms
of Ro and normalising by the non-rotating scaling 3.10) becomes
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Ocean circulation plays a crucial role in the Earths climate by transporting heat
and mass through chimney convection, baroclinic eddies, boundary currents and
gyres. Several of these components, particularly those associated with small-scale
motion, are difficult to observe and are poorly represented in large-scale ocean
models. We use fully resolved direct numerical simulations of buoyancy-driven
circulation to investigate the transport of mass and heat in a rectangular basin
with uniform planetary rotation. Our main focus is on the geostrophic ther-
mal boundary layer regime, along with strong buoyancy forcing (large Rayleigh
number, Ra ≈ 1012−1013) which drives turbulent convection. Various transport
mechanisms are examined, where the strength of buoyancy forcing relative to ro-
tation is well represented by a convective Rossby number, Ro∆T . Vertical convec-
tion changes from an endwall boundary plume at weak rotation (Ro∆T > 10
−1)
to interior chimney convection plus mean vertical flow in side wall boundary
layers under strong rotation (Ro∆T < 10
−1). Transports are insensitive to the
velocity boundary conditions (free- or no-slip) imposed on the vertical side walls.
The overall heat uptake remains controlled by the horizontal geostrophic flow in
the thermal boundary layer. We relate the present results at small Rossby num-
ber to buoyancy-driven circulation on the scale of an ocean basin, where vertical
heat transport into the interior is dominated by both chimneys and boundary
currents, while vertical mass transport takes place predominantly within side
boundary currents.
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4.1 Introduction
The ocean circulation plays a major role in the uptake and transport of heat, CO2 and
the distribution of vital nutrients (Ferrari and Wunsch, 2009; Marshall and Speer, 2012).
Circulation involves a wide range of length scales, including small-scale convection at high
latitudes, sub-mesoscale eddies and fronts, mesoscale westerly-propagating Rossby waves
and large-scale gyre recirculation across the width of the basin. In the North Atlantic,
an overturning circulation with a mean poleward surface flow of warm water and an
equatorward deep flow of cold water transports 0.6 PW of heat poleward, intermediate
water formation accounts for a further 0.3 PW poleward heat transport, while subpolar
gyres, boundary currents and eddying motions carry 0.1–0.4 PW (Talley, 2003; Boccaletti
et al., 2005; Ferrari and Ferreira, 2011). Upwelling of water in the deep ocean is thought
to be balanced by abyssal mixing across density surfaces (Munk, 1966; Munk and Wunsch,
1998; Kuhlbrodt et al., 2007; Nikurashin and Ferrari, 2011; Nikurashin et al., 2013). In the
northern subpolar region of the Atlantic ocean, buoyancy loss at the surface produces cold
dense water and deep chimney convection to depths of 1000-2000 m, which contributes to
the downwelling limb (Killworth, 1983). The transport by chimneys compared to that by
boundary currents and other mechanisms is not well constrained, and questions remain
on the influence of surface buoyancy forcing and convection on ocean circulation.
The downwelling limb includes a convectively mixed layer, eddies and plume structures
(Jones and Marshall, 1993; Maxworthy and Narimousa, 1994; Send and Marshall, 1995;
Coates and Ivey, 1997; Marshall and Schott, 1999). Inside the convectively mixed layer,
the sinking of small-scale plumes is mostly balanced by upwelling around the plumes,
giving small net vertical mass flux and creating a mixed patch with horizontal scale of
order 100 km. The horizontal gradient between the mixed patch and surrounding water
can produce a cyclonic surface current via the thermal wind balance, driving baroclinic
instability and eddies of order 10 km. Plume structures of order 1 km horizontally are
affected by Coriolis accelerations, with radial convergence near the surface leading to
cyclonic motion and eventual divergence at depth producing anticyclonic motion (Helfrich,
1994; Maxworthy and Narimousa, 1994; Marshall and Schott, 1999). Observations of deep
convection regions (known as ‘chimneys’) in the ocean are sparse due to the remote and
often harsh conditions in the subpolar regions. Hence a variety of approaches are required
to develop understanding of the mechanisms governing ocean dynamics.
Ocean models find that surface buoyancy forcing is an input in the mechanical energy
budget and an important driver of ocean circulation, particularly in the downwelling and
deep overturning limb (Marshall and Speer, 2012; Morrison et al., 2011, 2015), potentially
providing as much energy to the ocean as wind (Saenz et al., 2012; Zemskova et al.,
2015). A balance between ocean eddy heat flux and atmospheric cooling is observed to
determine the downwelling limb and the meridional heat transport in marginal sea models
(Spall, 2010, 2011). Some studies also find that downwelling of dense water occurs near
lateral boundaries, removed from the deep convection taking place in the ocean interior
(Marotzke and Scott, 1999; Spall, 2003; Pedlosky, 2003; Cessi and Wolfe, 2009). However,
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large-scale and regional ocean models do not fully resolve small-scale convection or close
the mechanical energy budget. Ocean modelling has faced a particular challenge, that of a
vast range of lengthscales in the circulation. The models truncate the range at the scale of
the numerical solution grid, adopting parameterisation schemes to describe sub-gridscale
flow. It is also difficult for any single computer model or laboratory experiment to reliably
represent all the mechanisms across the enormous range of length and timescales, and
their contributions to the heat transport and mechanical energy budget.
An alternative approach, that can explore the flow dynamics and complement ocean
models, is to scale the mechanisms operating at large length scale while fully resolving
the small-scale flow, in a manner that allows all mechanisms to operate within a compu-
tationally feasible range of resolution (Scotti and White, 2011, 2014; Gayen et al., 2014).
Many studies have been carried out to investigate the dynamics of circulation forced by
buoyancy without the effects of planetary rotation (Rossby, 1965; Mullarney et al., 2004;
Scotti and White, 2011; Gayen et al., 2013a, 2014). The boundary layer, that forms adja-
cent to the forced buoyancy, becomes convectively turbulent when the buoyancy forcing is
sufficiently strong (large Rayleigh number Ra > 1011; Mullarney et al., 2004; Gayen et al.,
2014). With the introduction of planetary rotation the flow field changes significantly,
with several flow regimes, first examined by Hignett et al. (1981), that require investiga-
tion on the path to applying these results to the ocean. Scaling theory predicts a regime
governed by a geostrophic balance in the thermal boundary layer in which rotation inhibits
the flow and transport of heat (Robinson and Stommel, 1959; Robinson, 1960; Stommel,
1962; Rossby, 1965; Winton, 1995; Park and Whitehead, 1999). Direct numerical simula-
tions (Vreugdenhil et al., 2016a) and laboratory experiments (Park and Whitehead, 1999;
Vreugdenhil et al., 2017) of the buoyancy driven circulation in a rotating rectangular basin
are consistent with the geostrophic boundary layer scaling. Strong rotation (convective
Rossby number Ro < 10−1) can also affect the turbulent convection, forcing it into vortical
plumes. Evidence for further regimes, where transport through these vortical plumes in
a chimney region governs the flow, has also been found for stronger rotation rates and
imposed surface flux conditions (Park and Whitehead, 1999; Vreugdenhil et al., 2017).
A model of flow in a rotating re-entrant channel with relatively weak buoyancy forcing
and parameterised friction found that baroclinic eddies dominate the lateral and vertical
heat transport (Barkan et al., 2013). However, the heat transport breakdown is also likely
to be different in the case with meridional sidewalls and strong buoyancy forcing (large
Ra), which can support gyres, boundary currents, and small-scale convection (Park and
Whitehead, 1999; Vreugdenhil et al., 2016a, 2017).
We use fully-resolved direct numerical simulations (DNS) to investigate the various
transports by chimneys and gyres in buoyancy-driven circulation in a rotating rectangular
basin. The focus of this paper is investigating buoyancy-driven circulation in the presence
of turbulent convection. As a starting point, we only look into the effect of buoyancy
forcing without wind stress, which will influence the kinetic energy input and may alter
the flow dynamics. The governing parameters for the system and the methodology for
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Figure 4.1: Geometry of DNS set-up, where half of the base is heated and the other half cooled
to a uniform temperature, and snapshot panels of the Ra = 7.4×1012 and Ro∆T = 1.1×10−3 flow
taken at yˆ = 0.45. Panels show (a) the vertical velocity w/
√
g′L where g′ = gα∆T is the reduced
gravity, and (b) the temperature Tˆ with colour scale chosen to highlight the plume structure and
interior stratification; there is additional stratification present throughout the darkened region.
the DNS are outlined in §4.2. The results are presented in §4.3 in terms of the different
modes of heat transport, the strength of the overturning circulation, and the distribution
of dissipation and mixing in the system. Discussion and ocean implications are in §4.4
and concluding remarks given in §4.5.
4.2 Methodology
4.2.1 Parameters and regimes
The rectangular basin of length L, width W and height H (Figure 4.1) has a higher
temperature Th imposed over half of the base and a lower temperature Tc imposed over
the other half, to provide a temperature difference ∆T = Th − Tc (Mullarney et al., 2004;
Griffiths et al., 2013; Gayen et al., 2014; Vreugdenhil et al., 2016a). The system acts
as an upside-down ocean; the vertical coordinates have been inverted in order to have
the same orientation as previous work on the same system. The fluid has temperature
dependent density ρ, uniform viscosity ν, thermal diffusivity κ and expansion coefficient
α, and specific heat cp. The governing parameters are the Rayleigh, Ekman and Prandtl


















respectively, where g is gravity and f is the imposed Coriolis parameter, chosen here to
be spatially uniform (Rossby, 1965, 1998; Vreugdenhil et al., 2016a).
A stable thermal boundary layer forms over the cooled half of the base and is drawn
across to the heated region where it warms (Rossby, 1965; Mullarney et al., 2004; Hughes
and Griffiths, 2008). As in the DNS studies of Gayen et al. (2014) and Vreugdenhil
et al. (2016a), and in an experimental study of the corresponding system with an imposed
flux boundary condition (Vreugdenhil et al., 2017), we use Rayleigh number large enough
(Ra > 1011) to place the system in an inertial regime which includes the formation of
small-scale turbulent convection in a mixed layer adjacent to the heated (destabilising
buoyancy flux) region (Gayen et al., 2014). When there is no rotation (E−1 = 0) the
thermal boundary layer feeds into an endwall plume that penetrates into the interior, with
slow downwelling return flow into the stable boundary layer completing the circulation
(Rossby, 1965; Mullarney et al., 2004; Scotti and White, 2011; Gayen et al., 2013a). In
time-averaged thermal steady state there is zero net heat flux through each horizontal
level of the fluid.
As planetary rotation is increased, the system transitions from the inertial non-rotating
regime into a regime dominated by geostrophic balance in the thermal boundary layer.
This transition has been described in terms of the ratio Q ∼ (δ0/δE)2 (Hignett et al.,
1981) which compares the thermal boundary layer thickness in the case without rotation
δ0 ∼ L(RaPr)1/5 (Hughes et al., 2007; Gayen et al., 2014) to the Ekman layer thickness
δE ∼ LE1/2, and so Q = (RaPr)−2/5E−1. When Q = 0, the system is in the non-rotating
regime and when Q  1 and δ < H it is in the strong rotation regime (Hignett et al.,
1981), also known as the geostrophic boundary layer regime.
In the geostrophic boundary layer regime, the Ekman layer is very thin and the bound-
ary layer flow is inertial. Thus it is physically more meaningful to describe the flow in
terms of a Rossby number Ro∆T ∼ U/fL where U is the boundary layer velocity scale
U ∼ (κ/L)(RaE)2/3 (Vreugdenhil et al., 2016a, 2017). When a temperature difference is
imposed, the Rossby number becomes
Ro∆T = Ra
2/3E5/3/Pr. (4.2)
When Ro∆T > 10
−1 the system is in the weak rotation regime and the non-rotating
scaling describes the circulation, and when Ro∆T < 10
−1 the system is in the geostrophic
boundary layer regime (Vreugdenhil et al., 2017).
4.2.2 Model setup
The setup and procedure is the same as that presented in Vreugdenhil et al. (2016a), with
the exception of the largest Rayleigh number run outlined below. We have included a
brief summary of the methodology here, but refer the reader to the previous paper for
further details. Direct numerical simulations solve the incompressible, non-hydrostatic
Navier–Stokes momentum equation in a rotating coordinate frame and in the Boussinesq
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Ra E Side boundary Q Ro∆T δ/L Nu η
7.4×1012 3.2×10−7 No-slip 12 1.1× 10−3 1.26× 10−2 140 0.93∗
7.4×1011 1.6×10−5 No-slip 0.59 1.6× 10−1 1.01× 10−2 112 0.94
7.4×1011 1.6×10−6 No-slip 5.9 3.6× 10−3 1.58× 10−2 86 0.91
7.4×1011 4.0×10−7 No-slip 23 3.6× 10−4 2.49× 10−2 67 0.88
7.4×1011 4.0×10−7 Free-slip 23 3.6× 10−4 2.44× 10−2 66 0.89
7.4×1011 6.4×10−8 No-slip 147 1.7× 10−5 4.74× 10−2 35 0.78
Table 4.1: Conditions for DNS, where the Rayleigh number is varied by changing gα∆T (to
change the buoyancy) and the Ekman number is varied by changing the Coriolis parameter f . The
boundary condition imposed on all vertical side boundaries was either no-slip or free-slip. The
square ratio comparing the thickness of the thermal boundary layer to the Ekman layer, Q, and
the Rossby number, Ro∆T . Results include boundary layer thickness δ/L, Nusselt number Nu,
and mixing efficiency η (where the starred value indicates that this solution is in quasi-equilibrated
state).




+∇pˆ) = ∇2uˆ +RaTˆk− E−1k× uˆ,
∇ · uˆ = 0, DTˆ
Dtˆ
= ∇2Tˆ . (4.3)
The bold font shows vectors and the hats denote values that have been non-dimensionalised
by length L, time L2/κ, temperature difference ∆T , or mass ρrL
3 where ρr is the reference
density. The velocity is uˆ = (u, v, w), time is tˆ, the pressure deviation from the hydrostatic
is pˆ, the temperature is Tˆ = (T − Tc)/∆T and the unit upward vector is k.
The basin geometry (Figure 4.1) has aspect ratios A = 0.16 and Ay = 0.24 chosen to
match past laboratory experiments (Mullarney et al., 2004; Stewart et al., 2011; Griffiths
et al., 2013). In all runs Prandtl number Pr = 5. The boundaries are impermeable and
all but the base are adiabatic. A no-slip condition was imposed on all boundaries for all
runs, excepting an additional run designed to have free-slip conditions on the vertical side
walls. The temperature profile imposed along the base is a tanh function in the x direction
with the gradient confined to length 0.06L and centred around xˆ = 1/2. Two values of the
Rayleigh number, Ra = 7.4 × 1011 and Ra = 7.4 × 1012, and a range of Ekman numbers
(outlined in Table 4.1) are examined.
The solution grid is 768 × 256 × 256 (Ra = 7.4 × 1011) and 1536 × 512 × 512 (Ra =
7.4× 1012) cells, clustered to resolve the top and bottom Ekman layers δE = (2ν/f)1/2 =
L(2E)1/2 and the side wall Stewartson boundary layers δS = (2νL
2/f)1/4 = L(2E)1/4.
Stewartson layers are rotationally induced viscous layers that form on the vertical bound-
aries and bring the velocity in the along-boundary directions to zero, satisfying the fric-
tional constraint of the no-slip boundary condition (Stewartson, 1957, 1966; Van Heijst,
1983; Kunnen et al., 2011). Adequate resolution was confirmed by closure of the mechan-
ical energy budget (Gayen et al., 2014) and through comparison of the grid resolution
∆x,y,z to the Batchelor microscale ηb = (ν
3/∗)1/4Pr−1/2 (where ∗ is the local dissipation
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rate) to satisfy the criterion [∆x,∆y,∆z]max ≤ piηb (Stevens et al., 2010; Gayen et al.,
2014).
The DNS were initialised with a uniform water temperature of Tˆ = 0.66, and run until
reaching thermally equilibrated state, which occurs on the e-folding timescale τe = βδH/κ
where δ is the thickness of the thermal boundary layer and the prefactor β = 1.4 from
non-rotating DNS (Griffiths et al., 2013). The thermal steady state of Ra = 7.4 × 1011
and E = 4.0 × 10−7 was used to initialise the additional run with free-slip conditions
imposed on the side walls (with all other imposed parameters unchanged) which was
run until reaching a new thermal steady state. The simulations were then continued for
600 buoyancy timescales τ = (L/gα∆T )1/2 to allow for the decomposition of the mean
and fluctuating components. Another timescale of importance to the system is the inertial
timescale, τf = 1/f , where the ratio of buoyancy to the inertial timescale can be expressed




1/3, with the diffusive timescale
τκ = κ/L
2 unchanged for the cases considered here (Table 4.1). The Ra = 7.4 × 1012
case was very computationally expensive to bring to a thermally equilibrated state, and
thus only one rotation rate was conducted for this Rayleigh number. As both Rayleigh
numbers are large enough to ensure small-scale convection is present, the Ra = 7.4× 1011
results are used to define trends in the system, which are then tested by the expensive
Ra = 7.4× 1012 case.
4.2.3 Heat transport terms
Heat is fluxed vertically through a horizontal plane by the diffusion of heat κ∂T/∂z and
the advection of water parcels wT . As the base is impermeable, heat enters the system
through the heated region and leaves through the cooled region by diffusion alone. Thus a
good measure of the total heat transported through the system is the integrated diffusive
heat flux in through the heated region κ
∫
(∂T/∂z)dAhot, where the overbar signifies time
averaging and Ahot ≈ WL/2 is the area of the heated region. A measure of the total
heat transport through the system by convection compared to that by conduction is the
Nusselt number Nu = FL/ρrcpκ∆T (where F is the input heat flux per unit area and ρr
is a reference density) measured here as Nu =
∫
(∂T/∂z)dAhot/(∆TW/2). The diffusive
component of the heat transport is also important in the stable part of the thermal bound-
ary layer where there is a large vertical temperature gradient. For the Ra considered here,
the stable boundary layer is laminar and the mean vertical advection of heat by water
moving into the layer is balanced by the diffusion of heat across the layer. In other regions
of the flow, fluctuating time-dependent structures can also advect heat.
The advective term wT is broken into components associated with the mean wT and
fluctuating w′T ′ flow. The total advective heat transport across an entire horizontal plane
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(∂T/∂z)dA because there must be zero net heat
flux across each horizontal level of the fluid.
Spatially decomposing the mean and fluctuating components into different regions,
such as currents that form along boundaries, interior mean flow, and chimney regions of
fluctuating vortical plumes, allows us to examine the heat transported by the mechanisms
in these regions. However, spatially decomposing the mean flow component requires the
temperature in the heat transport term to be defined in relation to a reference temper-
ature Tref , otherwise the magnitude of the mean heat transport in a region can be very
large (positive or negative) compared to the fluctuating term. To achieve an appropri-
ate spatial decomposition of the heat transport associated with the mean flow we define
a reference temperature Tref of the average temperature across the whole plane. Other
definitions of the reference temperature were also considered, such as the total volume
averaged temperature or the temperature halfway between the imposed maximum and
minimum temperatures. Here Tref was chosen because it is simple to interpret: positive
heat transport is either due to upwelling of water that is relatively warm compared to
the other water parcels at the same horizontal level, or it is due to downwelling of water
parcels that are relatively cool compared to the surrounding water, and vice versa for
the negative heat transport. Heat transport through the horizontal plane by the mean
flow (broken spatially into interior and boundary current regions) is then
∫
wT ∗dA where
T ∗ = T − Tref , and by the fluctuating component is
∫
w′T ′dA.
4.2.4 Energy budget terms
There are two sinks in the mechanical energy budget: viscous dissipation and irreversible
mixing. Viscous dissipation converts kinetic energy into internal energy (Winters et al.,
1995; Peltier and Caulfield, 2003; Hughes et al., 2009). The volume-integrated viscous dis-
sipation rate is ε = ρrν
∫
(∂ui/∂xj)
2dV , where ρr is the reference density, u is the velocity
vector, x is the displacement vector, the subscripts i and j are orthogonal directions, V is
the volume and summation is implied. In the time-averaged thermally equilibrated state,
the energy budget must be closed and ε = Φz = Φi, where Φi = −gκWL(〈ρ〉H − 〈ρ〉0) is
the rate of production of potential energy from vertical diffusion of heat, and 〈ρ〉H and
〈ρ〉0 are the average densities at the top and bottom boundaries respectively (Paparella
and Young, 2002; Hughes et al., 2009).
Irreversible mixing transfers available potential energy into background potential en-
ergy (Winters et al., 1995; Peltier and Caulfield, 2003; Hughes et al., 2009). The volume-
integrated irreversible mixing rate is Φd = −g
∫
V κ(dz
∗/dρ)(∂ρ/∂xi)2dV , where z∗ is the
height of the water parcel if all the water parcels in the system were adiabatically re-
ordered into the rest state of gravitational equilibrium. In the time-averaged thermally
equilibrated flow, irreversible mixing must equal the flux of available potential energy due
to buoyancy forcing at the boundary (Tailleux, 2009; Hughes et al., 2009; Gayen et al.,
2013a, 2014).
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The volume-integrated irreversible mixing is reduced by rotation consistent with
geostrophic boundary layer scaling predictions, while dissipation is unchanged by plan-
etary rotation at large Rayleigh number (Vreugdenhil et al., 2016a). The energy sink
results also give a mixing efficiency which compares the mixing rate to the total energy
sink in the system, defined as η = 1− ε/Φd (Hughes et al., 2009; Gayen et al., 2013a). For
the Ra = 7.4 × 1011 cases, η > 0.78 even at very strong rotation, indicating that mixing
remains the dominant energy sink (Vreugdenhil et al., 2016a). For the first time, we re-
port the mixing efficiency for the Ra = 7.4 × 1012 case, and further examine the spatial
distribution of the energy sinks when the rotating system has a convectively turbulent
thermal boundary layer.
Associated with the the heat transport is the energy that is transferred from available
potential energy to kinetic energy at a rate Φz = g
∫
wρdV by the reversible buoyancy






w′ρ′dV components of the flow (Winters et al., 1995; Hughes et al.,




The simulations are allowed to reach thermally equilibrated state where there is zero net
heat transport through each horizontal level of the fluid including the base. The Ra =
7.4×1012 solution is classified as being in a quasi-equilibrated state because the dissipation
ε is still approaching Φi (larger by 12%) and thus the energy budget is not technically
closed. This simulation could not be continued further due to the large computational
cost, however we note that all other aspects of the solution are consistent with being in
thermally equilibrated state. Flow is unsteady for strong buoyancy forcing Ra = 7.4×1012
and relatively rapid rotation Ro∆T = 1.1 × 10−3, as shown in the vertical velocity and
temperature snapshots in Figure 4.1. Over the heated region, small-scale convection is
visible at xˆ = 0.3 − 0.5 and larger full-depth plumes at xˆ < 0.3 where these features
are associated with strong upward velocities (Figure 4.1a) and increased temperatures
(Figure 4.1b). Above the cooled region xˆ > 0.5 there is weak net downwelling into the
highly stratified stable thermal boundary layer.
The influence of rotation on various scales of motion is illustrated in Figure 4.2 for
slightly weaker buoyancy forcing Ra = 7.4 × 1011. When rotation is weak with Ro∆T >
10−1 (Figure 4.2a) the flow characteristics are similar to that seen in the non-rotating case
with formation of organised coherent rolls at the edge of the heated region, which further
break into three-dimensional convective turbulence and feed into the endwall plume. These
counter-rotating streamwise rolls evolve from two-dimensional instability and have been
previously reported for the buoyancy forced circulation without rotation (Mullarney et al.,
2004; Gayen et al., 2014). At more rapid rotation (Ro∆T = 3.6 × 10−3; Figure 4.2b) the
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Figure 4.2: Snapshots of vertical velocity for Ra = 7.4 × 1011 and Rossby number (a) Ro∆T =
1.6 × 10−1, (b) Ro∆T = 3.6 × 10−3, and (c) Ro∆T = 3.6 × 10−4 (no-slip). Iso-surfaces show
upwards (grey) and downwards (green) velocities of magnitude (a) w/
√
g′L = 3.2 × 10−3, (b)
w/
√
g′L = 1.6× 10−3 and (c) w/√g′L = 3.2× 10−4. Only the region above the heated half of the
base is shown; the cooled half extends to the right.
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onset of three-dimensional convection occurs closer to the edge of the heated region, with
only a very restricted region of convective rolls. Along the heated region at xˆ < 0.3
the small-scale convection converges into vortical plumes that upwell water through the
full depth. There is no longer a distinct endwall plume but there is upwelling of water
mass against each wall. At this moderate rotation, flow is also influenced by a large-
scale anticyclonic gyre which forms over the edge of the heated region region (and will be
discussed later in this section). With increasing rotation (Ro∆T = 3.6×10−4; Figure 4.2c)
the vortical plumes become more numerous and organised, while evidence of convective
rolls disappears and small-scale convection is confined to an even smaller region. Other
features of the flow include a weak, disorganised downwelling around the vortical plumes.
While it is not clear in Figure 4.2c, being only a qualitative snapshot of vertical velocity
contours, there is still upwelling of water mass at the sidewalls which becomes evident
when taking time-averaged fields (as shown in § 4.3.3).
Additional aspects of the flow dynamics are captured in snapshots of relative vorticity
and temperature for Ra = 7.4 × 1011 and Ro∆T = 3.6 × 10−4 in Figure 4.3, with a
particular focus on features inside the thermal boundary layer. A current of cold water
along the Western boundary (yˆ = 0, which we refer to as the Western boundary despite
having uniform f and so there are no Rossby waves) flows towards the heated region
(Figure 4.3b). Near the basin centre (xˆ = 0.6) the current separates from the boundary
and crosses the domain to the Eastern boundary (yˆ = 1). The mean geostrophic current
across the basin is primarily constrained by a local thermal wind balance associated with
the imposed temperature gradient in the x direction. The current continues further along
the Eastern boundary towards the Northern end wall (xˆ = 0) where is tightly held against
the boundary by Coriolis acceleration. Similar currents are seen in all simulations with
Ro∆T < 10
−1, although with increasing rotation the current along the Eastern boundary
(yˆ = 1) is weaker and does not propagate as far across the heated region. The additional
free-slip case with Ra = 7.4×1011 and Ro∆T = 3.6×10−4 (parameters that match the no-
slip case in Figure 4.3) has a narrower side wall boundary current with a greater maximum
velocity, but otherwise there is little difference between the flow dynamics resulting from
free- and no-slip conditions on the vertical walls.
A significant amount of cold water, associated with the cold current, is drawn across
the heated region where it warms at the base forming convective rolls, and within a
short distance 0.4 < xˆ < 0.5 these structures break up into small-scale convective plumes
(Figures 4.3a and 4.3b). The small-scale convective plumes in the simulations slowly (at
the velocity of the mean flow) migrate towards the Northern end wall (xˆ = 1), continuing
to warm and upwell further into the interior. Plumes have a distinct signature in the
temperature field, where the base of the plume is hot compared to the surroundings
(Figure 4.1b and schematic in Figure 4.3c). Radial convergence of warm water into the
plume base and stretching of the water column from upward flow lead to positive relative
vorticity (Figure 4.3a,b,c). Higher in the water column there is radial divergence and
vortex compression, which both lead to negative vorticity (Helfrich, 1994; Maxworthy and
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Figure 4.3: Vertical relative vorticity ω/f = ∇ × (u, v) for the case with Ra = 7.4 × 1011
and Ro∆T = 3.6 × 10−4 (no-slip) where (a) the vertical panel is taken at yˆ = 0.2 and (b) the
horizontal panel is taken at zˆ = 0.01 (within the thermal boundary layer, outside the Ekman
layer). Contours correspond to iso-surfaces of vertical velocity with upward w/
√
g′L = 3.2× 10−4
(white) and downward w/
√
g′L = −3.2× 10−4 (black) motion. Black arrows show the direction of
the main current (under thermal wind balance) from the cooled to the heated region. White arrows
show the general direction of propagation for full-depth plumes. (c) Zoom in on the plume in the
white rectangle in (a). Colour contours show temperature Tˆ , white contour shows iso-surface of
upward vertical velocity (w/
√
g′L = 3.2 × 10−4) with water flowing upward through the plume,
blue arrows indicate direction of vorticity. (d) Zoom in on the side wall boundary current in the
white rectangle in (b), with the vertical plane taken at yˆ = 0.96. Colour shows temperature Tˆ but
with different colour axis to (c). Large black arrows show the direction of the boundary current
near the base, thin arrows show the current around the eddy.
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Narimousa, 1994; Marshall and Schott, 1999). The switch in sign of vorticity with height
is seen in Figure 4.3a and the schematic in Figure 4.3c. With more rapid rotation, the
horizontal scale of the plumes decreases in a manner largely consistent with the decreasing
Rossby radius of deformation (defined here as λ = Ro∆TL).
The buoyancy current along the Eastern boundary (yˆ = 1) becomes baroclinicly un-
stable and produces cold, anticyclonic eddies surrounded by filaments of cyclonic relative
vorticity (Figure 4.3d). The baroclinic eddies propagate slowly in the opposite direction
to the mean boundary current and toward the mid-section (xˆ = 0.5) where they disap-
pear into the co-flowing motion of the anticyclonic gyre. At the same time as the eddies
form over the heated region, the enhanced boundary heat input causes a breakdown of
the stable temperature gradient and small-scale vortical convection forms that penetrates
through the overlying cold water. The small-scale convection preferentially forms in the
most weakly stratified, anticyclonic regions of the baroclinic waves. All solutions with
strong rotation (Ro∆T < 10
−1) show evidence of baroclinic eddies forming off the side
wall current, with the size of the eddies decreasing with increasing rotation rate, although
not at the same rate as that predicted by Rossby radius of deformation λ = Ro∆TL. For
example, moving from Ro∆T = 3.6× 10−4 to Ro∆T = 1.7× 10−5, λ predicts a twentyfold
decrease in eddy size but only a fourfold decrease is observed here. A different definition of
the Rossby radius of deformation, λc ≈ Ro∆Thc, where hc is height of boundary current,
predicts a tenfold decrease in eddy size, which is closer to the fourfold measured. Baroclinic
eddies are also generated from the geostrophic current crossing the basin near the mid-
section, and these contribute to lateral transport of water and heat through this section.
However, this is a more energetic site of eddy activity, resulting in a mix of geostrophic
eddy turbulence and vortical convection, where there is a lack of scale separation between
these features under the present conditions.
4.3.2 Overturning streamfunction
The zonal mean overturning circulation changes substantively with increasing rotation
rate, as illustrated for Ra = 7.4× 1011 in Figure 4.4 by the zonally (and temporally) aver-
aged x component of velocity and the two-dimensional streamfunction Ψ (m2s−1) defined
as (u,w) = (∂Ψ/∂z,−∂Ψ/∂x). Time averaged quantities were computed by averaging
over 600 buoyancy timescales τ which in all cases includes numerous inertial periods τf .
The main upwelling leg of the circulation occurs adjacent to the end wall for weak rota-
tion (Ro∆T > 10
−1), but with more rapid rotation (Ro∆T < 10−1) the upwelling moves
to the centre of the heated region. For the strongest rotation with Ra = 7.4 × 1011 and
Ro∆T = 1.7 × 10−5 (Figure 4.4d) a stagnant region and a weak counter-rotating cell ap-
pears at xˆ < 0.25. In contrast, rotation does not significantly modify the pattern of the
return leg of the overturning over the cooled region. Apart from this mean overturning
in the vertical plane, lateral transfer of mass and heat can take place within the main
overturning cell by horizontal gyres and other three-dimensional flows.
The magnitude of the mean horizontal velocity and overturning streamfunction de-
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Figure 4.4: Zonally averaged x direction velocity u/
√
g′L (colour contours) and overturning
streamfunction Ψ/
√
g′L3 (line contours) for Ra = 7.4×1011 and Rossby number (a) Ro∆T = 1.6×
10−1 (streamfunction increment ∆Ψ/
√
g′L3 = 2 × 10−5), (b) Ro∆T = 3.6× 10−3 (∆Ψ/
√
g′L3 =
1 × 10−5), (c) Ro∆T = 3.6 × 10−4 (no-slip; ∆Ψ/
√
g′L3 = 5 × 10−6), and (d) Ro∆T = 1.7 × 10−5
(∆Ψ/
√
g′L3 = 2 × 10−6). Results have been time averaged over 600 buoyancy timescales. Black
lines show clockwise overturning, thick white line is the zero contour and thin white lines are
anticlockwise.
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Figure 4.5: Maximum overturning streamfunction normalised by the scaling for the non-rotating
streamfunction (4.5) with c0 = 1.0. Closed symbols are for Ra = 7.4× 1011 cases (where triangle
is the free slip case), open symbol is the Ra = 7.4× 1012 case. Broken curve shows the geostrophic
boundary layer scaling (4.6) Ψ/Ψ0 = c1Ro
1/5
∆T with c1 = 1.0. Solid curve shows best fit to the
Ro∆T < 10
−1 (no-slip) data, Ψ/Ψ0 = 2.0Ro0.3∆T .
creases significantly with increasing rotation rate, as summarised in Figure 4.5 by plotting
the maximum two-dimensional streamfunction Ψmax as a function of Ro∆T . Non-rotating
scaling for the overturning streamfunction, Ψ0, gives
Ψ0 = c0κ(RaPr)
1/5, (4.5)
where c0 is a prefactor of O(1) (Rossby, 1965; Mullarney et al., 2004; Hughes et al., 2007;
Gayen et al., 2014). When rotation is strong, geostrophic balance controls the thermal
boundary layer flow and established theory (Robinson and Stommel, 1959; Robinson, 1960;
Stommel, 1962; Rossby, 1965; Winton, 1995) predicts that the overturning streamfunction




where c1 is a prefactor of O(1). Rotation inhibits the overturning circulation in a manner
broadly consistent with the geostrophic boundary layer scaling (shown in Figure 4.5),
although a better fit to the Ro∆T < 10
−1 (no-slip) data is Ro0.3∆T . The minor deviation
from this scaling is likely due to the zonal averaging over the increasingly three-dimensional
unsteady flow at more rapid rotation. The Ra = 7.4 × 1011 free-slip case shows a slight
decrease in the overturning streamfunction compared to the corresponding no-slip case.
4.3.3 Heat transport
Snapshots of vertical velocity, temperature and heat flux on the mid-depth (zˆ = 0.5)
section are shown for Ra = 7.4 × 1012 and Ro∆T = 1.1 × 10−3 in Figure 4.6. While















Figure 4.6: Snapshots for the case with Ra = 7.4 × 1012 and Ro∆T = 1.1 × 10−3 taken at
mid-depth (zˆ = 0.5). (a) Vertical velocity w/
√
g′L, (b) temperature Tˆ , and (c) vertical heat flux
(per unit area) through the horizontal section wT ∗/κ(∂T/∂z)hot, where κ(∂T/∂z)hot is the average
diffusive heat flux (per unit area) into the heated region of the base.
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these results are shown for this very large Ra only, similar features are noted for the other
solutions at smaller Ra with Ro∆T < 10
−1 (including the free-slip case). Here mid-depth
is chosen, rather than the depth a little above the boundary layer, because the thermal
boundary layer thickness is spatially and temporally dependent with increasing asymmetry
at stronger rotation rate. Under this rapid rotation there are strong upwelling velocities
associated with the warm vortical plumes, which are distributed through the region xˆ < 0.3
as shown in Figure 4.6a. These upward vortical plumes are often surrounded by downward
motion, but the peak values for the downward motion are relatively small compared to
the upwelling. There is also a some upwelling of warm water through boundary currents
against the Northern, Eastern and (partially along the) Western walls at xˆ < 0.5.
Time averaged results for vertical velocity, temperature and heat flux on the mid-
depth (zˆ = 0.5) section are shown for Ra = 7.4 × 1012 and Ro∆T = 1.1 × 10−3 in Figure
4.7. However, the lifetime of the vortical plumes is much longer than both the buoyancy
timescale and the inertial period, as they are slowly carried towards the end of the basin
by the mean flow. The averaging period of 600 buoyancy timescales does not remove the
signature of the individual vortical plumes and tends to reveal their advection paths. It
represents a compromise between a true long time average and available computational
resources.
The upwelling at the walls is shown clearly in the time-averaged vertical velocity section
in Figure 4.7a, which also outlines the typical width of the current that forms adjacent
to the walls. The current width is defined as the distance away from the wall where the
vertical velocity has decreased to 90% of the maximum measured current velocity. The
width was measured at three locations above the heated region (shown in Figure 4.7a)
with the average width shown against Ro∆T in Figure 4.8a. For the weakly rotating case
Ra = 7.4 × 1011 and Ro∆T = 1.6 × 10−1, there were no distinct currents on the Eastern
and Western side walls and therefore the measurement is solely based on the thickness of
the endwall plume that formed adjacent to the Northern boundary. The current width
decreases with increasing rotation, but at a faster rate than that predicted for the rotation-
induced viscous Stewartson layer. Thus the current is not a viscous Stewartson layer, but
is instead formed as part of the overturning circulation, forming the edge of a larger scale
cyclonic gyre over the heated region. This is further shown by the free-slip case in Figure
4.8a which only sees a small decrease in current width compared to the no-slip case.
The net time-averaged upwelling primarily occurs in the side wall boundary currents
(Figure 4.7a). At Ra = 7.4×1011 and Ro∆T = 3.6×10−3, a cool anticyclonic gyre formed
across the full width associated with a weak increase in downwelling (not shown). When
rotation was increased this anticyclonic gyre reduced in width, with no clear anticyclonic
gyre present by Ro∆T = 1.7× 10−5. In contrast, the weakly rotating case (Ro∆T > 10−1)
has an upward heat transport dominated entirely by an endwall plume over the heated
region. The temperature fields (Figures 4.6b and 4.7b) at mid-depth show warmer waters
associated with the full-depth plumes forming over the heated region at xˆ < 0.3.
Vertical profiles of temperature that have been averaged in yˆ at xˆ = 0.92 (over the



















Figure 4.7: Time averaged results for the case with Ra = 7.4 × 1012 and Ro∆T = 1.1 × 10−3
taken at mid-depth (zˆ = 0.5) and averaging over 600 buoyancy timescales. (a) Vertical velocity
w/
√
g′L, (b) temperature Tˆ , (c) and (d) time averaged vertical heat flux (per unit area) through
the horizontal section associated with, respectively, the mean wT ∗/κ(∂T/∂z)hot and fluctuating
w′T ′/κ(∂T/∂z)hot components of the flow. As in Figure 4.6, κ(∂T/∂z)hot is the average diffusive
heat flux (per unit area) into the heated region of the base. In (a) the arrows show the locations
where the boundary current width is measured, the broken line shows the average of the three
measured widths.
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Figure 4.8: (a) Side boundary current width as a function of Rossby number. The Ra = 7.4×1011
cases are shown as closed symbols (where the triangle shows the no-slip case) and the Ra =
7.4×1012 case as the open symbol. The broken curve demonstrates the Stewartson layer thickness
δS/L = (2E)
1/4 (which scales as δS/L ∼ Ro3/20∆T ) and the solid curve (0.22Ro1/3∆T ) is the best fit
to the Ra = 7.4 × 1011 (no-slip) data with Ro∆T < 10−1. (b) Vertical profiles of temperature
taken over the cooled region at xˆ = 0.92 and averaged in space in the spanwise direction for
Ra = 7.4× 1011 (no slip; solid curves) and Ra = 7.4× 1012 (broken curve) cases with line colour
indicating Ro∆T . (c) Heat transport (per unit time) as a function of Rossby number through
the x − y horizontal section at mid-depth by the mean flow ∫ wT ∗dA (as shown in Figure 4.7c),
broken spatially into interior (blue circles) and boundary current (cyan circles) contributions,
and the fluctuating component
∫
w′T ′dA (red triangles; as shown in Figure 4.7d). The subplot
shows the diffusive component of the vertical heat transport κ
∫
∂T/∂zdA. Results are given as a
fraction of the total diffusive heat transport in through the heated region κ
∫
(∂T/∂z)dAhot. The
Ra = 7.4×1011 cases are shown as closed symbols (where the no-slip cases are linked by the broken
line) and Ra = 7.4× 1012 case as the open symbol. All results have been time averaged over 600
buoyancy timescales.
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cooled region) are illustrated in Figure 4.8b and show the stratified thermal boundary
layer, which thickens with increasing rotation (Vreugdenhil et al., 2016a, 2017). Here the
thermal boundary layer, defined as the zonally averaged thickness containing 90% of the
top-to-bottom (gravitationally stable) density difference at xˆ = 0.75, has values included in
Table 4.1. The temperature profiles also show that the interior stratification significantly
increases for rapid rotation.
The mean flow upwells heat through the boundary currents adjacent to the vertical
walls at mid-depth above the heated region (Figure 4.7c). Note that, as in Figure 4.7a,
the boundary current width is defined as the as the distance away from the wall where the
vertical velocity has decreased to 90% of the maximum measured current velocity (rather
than being determined by, for instance, the Stewartson layer thickness). In contrast, the
fluctuating component of the flow upwells heat across the whole of the domain width at
xˆ < 0.3 with the help of full-depth plumes as shown in Figure 4.7d, with similar results
observed for all Ra = 7.4×1011 cases with Ro∆T < 10−1. The case with Ro∆T = 3.6×10−3
has an additional weak transport of heat downwards that takes place inside the anticyclonic
gyre.
The net vertical heat transport through the mid-depth section associated with fluctu-
ating and mean components are shown against Ro∆T in Figure 4.8c. The heat transport
by the mean flow is spatially decomposed into the contributions from the side wall bound-
ary currents and through the bulk interior. The vertical heat transport associated with
the fluctuating component of the flow is primarily by plumes through the interior region,
and so this component has not been spatially decomposed. The heat transport through
mid-depth by all possible (advective and diffusive) modes is small compared to the total
diffusive heat into the domain through the heated base, as the majority of the lateral
heat transport occurs within the thermal boundary layer. The total heat transport into
the system decreases with increasing rotation rate consistent with geostrophic boundary
layer scaling, as expressed by the decreases in Nusselt number in Table 4.1. The diffu-
sive component through the mid-depth plane transports heat downwards consistent with
a stable temperature gradient. For Ro∆T > 10
−1 the diffusive component is very small;
with increasing rotation the diffusive component increases in magnitude because there is
greater stratification through the interior with the thickening thermal boundary layer (see
Figure 4.8b and Table 4.1). The remaining components must compensate the increase
in diffusive downward heat flux to ensure that there is zero net heat flux through each
horizontal level of the fluid.
The heat transport by the mean flow through the side wall layers increases with more
rapid rotation, while the mean flow component through the interior does not change
significantly, remaining close to zero. One exception is for the Ra = 7.4 × 1011 and
Ro∆T = 3.6×10−3 case where the interior mean flow is responsible for a significant potion
of the downwelling of heat due to motion within a strong anticyclonic gyre near the centre
of the basin. The fluctuating component, which primarily participates in upwelling heat,
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Figure 4.9: Snapshots of (a) dissipation and (b) mixing for the case with Ra = 7.4 × 1012 and
Ro∆T = 1.1 × 10−3 taken above the base at zˆ = 0.0055 (within the thermal boundary layer, just
outside of the Ekman layer). The dissipation and mixing presented are point values calculated
respectively as ρrν(∂ui/∂xj)
2 and −gκ(dz∗/dρ)(∂ρ/∂xi)2, as a fraction of Φi/HWL. Note that
the colourbar shows logarithmic scales.
plumes. Circulation in a zonally re-entrant channel has suggested that the heat transport
is controlled by eddies in the thermal boundary layer Barkan et al. (2013). However,
at larger Ra and with meridional sidewalls, the global heat transport was found to be
governed by geostrophic mean flow in the thermal boundary layer (Vreugdenhil et al.,
2016a), and vertical heat transport through the interior is shown here to be dominated by
chimneys and gyres.
4.3.4 Buoyancy flux, dissipation and mixing
The lateral distribution of dissipation and irreversible mixing are shown within the ther-
mal boundary layer at zˆ = 0.0055 for Ra = 7.4 × 1012 and Ro∆T = 1.1 × 10−3 in Figure
4.9. The snapshots have been normalised by energy transfer rate of diffusion down the
mean temperature gradient Φi, which is a common choice for the normalisation value in
horizontal convection (Gayen et al., 2013a, 2014). Even though the colourbar scales are
the same in Figure 4.9 for both dissipation and mixing, the volume-integrated mixing is
significantly larger (by an order of magnitude) than the dissipation. This is because the
majority of mixing lies beneath the zˆ = 0.0055 plane, much closer to the base. Data show
significant spatial variability in both the dissipation and mixing field. There is strong
dissipation around the mid-section of the domain associated with small-scale convection
and energetic boundary layer flow crossing the basin from West to East, and along the
Eastern boundary (yˆ = 1). In addition, a moderate amount of dissipation appears as
isolated patches related to the rotating plumes over the heated base. Unlike the dissipa-
tion distribution, baroclinic instability of the cold boundary current against the Eastern
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boundary (yˆ = 1) and the main temperature front near the mid-section contribute to the
enhanced mixing observed in the thermal boundary layer. The mixing within the thermal
boundary layer, and thus in the basin, is also dominated by the small-scale vertical con-
vection. Elevated amounts of irreversible mixing from baroclinic instability frontal regions
is also reported for a buoyancy driven circulation in a zonally re-entrant channel under
planetary rotation (Barkan et al., 2013).
At the present conditions, the majority (79-82%) of the total dissipation in the basin is
confined to the thermal boundary layer above the base (Figure 4.10a) where we define the
thermal boundary layer δ as the zonally averaged thickness measured at xˆ = 0.75 (Table
4.1). This definition assumes that the thermal boundary layer is a similar thickness along
the length of the domain, which is not the case for stronger rotation rates when the
thermal boundary layer becomes more asymmetric. Thus some of the total boundary
layer dissipation may be attributed to the interior region, which is defined as that outside
the thermal boundary layer. To examine the spatial decomposition further we have also
calculated the dissipation contribution in the Ekman layer at the base (which thins with
increasing rotation but is assumed to be of uniform thickness) as shown in Figure 4.10a.
With more rapid rotation, dissipation changes from being mostly in the Ekman layer to
being outside the Ekman layer but still mostly within the thermal boundary layer (which
thickens with increasing rotation). The free-slip case has increased dissipation in the
Ekman layer because flow in the side boundary currents is less inhibited and thus there
is an increase in flow in these regions and an increase in Ekman transport. Dissipation is
also mainly (> 70%) found in the thermal boundary layer in the non-rotating results with
Ra ≈ 1012, although this boundary layer region actually excluded some of the dissipation
inside the endwall plume (Gayen et al., 2013a). In non-rotating circulation forced by
differential heating varying in both horizontal directions, turbulent dissipation through
the interior is the dominant source of dissipation (Griffiths and Gayen, 2015; Rosevear
et al., 2017). However, this regime has not yet been achieved in the present set-up with
unidirectional buoyancy forcing over the domain scale, even at Ra = O(1015) in the non-
rotating large-eddy simulations by Gayen et al. (2014).
The irreversible mixing is in all cases overwhelmingly (≥ 98%) confined to the base of
the thermal boundary layer where it is predominantly associated with large mean temper-
ature gradients where the diffusion of heat is also large (not shown here). This is similar to
the non-rotating case, where a large fraction (99.6%) of mixing is observed in the thermal
boundary layer for Ra ≈ 1012 (Gayen et al., 2013a). Thus the mixing is largely insensitive
to rotation, at least for the Ra considered here. Finally, the mixing efficiency calculated
for the present cases is shown in Table 4.1. The mixing efficiency decreases with increasing
rotation rate, with more detailed descriptions found in Vreugdenhil et al. (2016a). For our
largest Rayleigh number case Ra = 7.4× 1012 the mixing efficiency is slightly lower than
predicted because the quasi-equilibrated nature of the solution leads to an overestimate
of the dissipation. If Φi (which does not change significantly in the final approach to
equilibrated state) is used as an estimate for dissipation, the mixing efficiency is slightly
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Figure 4.10: (a) Spatial decomposition of viscous dissipation as a fraction of the total volume-
integrated value ε plotted as a function of Rossby number. Regions are the thermal boundary
layer εT (green triangles), Ekman layer εE (blue circles) and interior εI (red squares). Note
that the thermal boundary layer includes the Ekman layer thickness in all runs. (b) Volume-
integrated buoyancy flux associated with the mean Φz (black inverted triangles) and fluctuating
Φ′z (pink diamonds) flow as a fraction of the total buoyancy flux Φz plotted as a function of Rossby
number. In (a) and (b) the results have been time averaged over 600 buoyancy timescales, and
both Ra = 7.4× 1011 (closed symbols) and Ra = 7.4× 1012 (open symbols) cases are shown. The
Ra = 7.4× 1011 no-slip cases are linked by the broken curve, with the free-slip case shown as the
single points at Ro∆T = 3.6× 10−4. In a time-averaged sense ε ≈ φz.
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larger η = 0.94, in line with scaling predictions (Vreugdenhil et al., 2016a).
The volume-integrated reversible buoyancy fluxes in the energy budget, which are fur-
ther decomposed into mean and fluctuating components, are shown in Figure 4.10b. While
the values are volume integrated, the reversible buoyancy flux term is largely dominated
by thermal boundary layer flow, consistent with the results observed in Figure 4.8c. The
weak rotation Ro∆T = 1.6 × 10−1 solution is similar to that for the non-rotating DNS
of buoyancy driven circulation Gayen et al. (2014). The component of buoyancy flux
associated with mean motion initially increases with the introduction of rotation, likely
due to an increase in the transport from large-scale Ekman boundary layer flow along
with gyre motion and boundary currents. The mean flux eventually decreases with more
rapid rotation when the motion, particularly in large-scale flow, begins to be inhibited by
rotation while fluctuating phenomena such as vortical plumes transport more buoyancy
flux. The Ra = 7.4×1011 and Ro∆T = 3.6×10−4 free-slip case has a larger buoyancy flux
associated with the mean flow along the vertical boundaries meaning that less fluctuations
are required to flux the buoyancy.
4.4 Discussion
In order to compare the results to the ocean we need to calculate the Rossby number.
Values of gravity g = 10 m s−2 and rotation f ≈ 4 × 10−5 s−1 (here assumed to be
spatially uniform) are straightforward. The typical length scale of the North Atlantic
basin is L ≈ 6 × 106 m, the measured difference in surface temperature is ∆T ≈ 30◦C
and the thermal expansion of heat in the region of deep convection is α ≈ 5× 10−5 ◦C−1.
The diffusivity of relevance is that through the thermal boundary layer, for the ocean
we take this as the thermocline region to find the diffusivity range κ = O(10−3 − 10−4)
m2s−1 (Polzin et al., 1997; Ledwell et al., 2000). The Rossby number (4.2) written in
terms of these parameters becomes Ro∆T = [(gα∆T )
2κ/f5L4]1/3, which gives the range
Ro∆T ≈ (0.6 − 1.2) × 10−4 for an ocean basin. This places the ocean in the geostrophic
boundary layer regime with the large-scale circulation affected by rotation, as reported in
past DNS (Vreugdenhil et al., 2016a).
The results close to the ocean Rossby number show a zonally averaged overturning
with broad regions of vertical mass transport throughout the destabilising region, rather
than a distinct endwall plume at the Northern boundary. The meridional breakdown of the
time-averaged circulation finds substantive heat transport, but only a small amount of net
vertical mass transport, by vortical plumes away from the sidewalls. While these plumes
transport water out of the thermal boundary layer and through the depths (downwelling in
the ocean), they are surrounded by the slow movement of water travelling in the opposite
direction. In a time-average sense, this transport largely cancels out and leaves only
a residual movement of water out of the thermal boundary layer by plumes. Much of
the net vertical mass transport instead occurs through mean flow at the side boundaries,
which also carries a significant amount of heat (on the order of that carried by the plumes).
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This is consistent with ocean model (Spall, 2003, 2010, 2011; Marotzke and Scott, 1999;
Pedlosky, 2003; Cessi and Wolfe, 2009) and laboratory experiments (Cenedese, 2012) which
show that most vertical mass transport is at the side boundaries. However, several of
these studies also conclude that the Rossby radius of deformation (Cenedese, 2012) or
the buoyancy boundary layer (Spall, 2003; Pedlosky, 2003) set the width of the vertical
transport, whereas we find that it is neither of these effects. Nor can the viscous Stewartson
layer account for the width of the vertical transport against the sidewalls; it remains an
open question of the factors setting this thickness. The return flow back through the
depths and into the stabilising part of the boundary occurs throughout the remaining
domain.
Baroclinic instability forms in the thermal boundary layer resulting in the formation
of eddies along the stable current at the side wall and the frontal region at the edge of
the destabilising region. However, these eddies do not control the global heat transport
which is dominated by the basin-scale geostrophic flow in the thermal boundary layer
(Vreugdenhil et al., 2016a). This is in contrast to results from a numerical ocean model
(with parametrised convection) that found eddies to be important for the global heat
and mass transport (Spall, 2010). Here the baroclinic instability is on the boundary
current which, in the ocean, is similar to the Norwegian Coastal current (flowing north)
or the Greenland Coastal Current (flowing south), or the Labrador Current. Baroclinic
instability has also been discussed in the context of open-ocean convection forced by
buoyancy loss at the ocean surface, where the instability is driven by the temperature
gradient at the outer (geostrophic) rim of convective patches. Baroclinic eddies break this
geostrophy and allow spreading. This is quite different to the sequence of events we see
in the present case, where the current excites baroclinic eddies, resulting in regions with
larger vertical density gradients that enhance the convection.
The ocean has a much greater separation of length scales (from the basin-scale to the
small-scale convection) than can be achieved in the fully-revolved simulations. Assuming a
turbulent viscosity of ν = O(10−2) m2s−1 as found in analyses of the surface Ekman layer
(Price et al., 1987; Chereskin, 1995; Schudlich and Price, 1998) gives an oceanic Rayleigh
number of Ra ≈ 1024 − 1026. In the present simulations, the maximum Rayleigh number
Ra ≈ 1013 case is at the limit of present computing capabilities and shows much richer
flow dynamics than the cases with an order of magnitude smaller Ra. While achieving
larger Rayleigh number and greater separation of scales is important, there are many other
interesting aspects of this system which require further investigation. Imposing wind is
expected to influence the circulation significantly by allowing greater uptake of heat and
influencing the gyre formation and other flow dynamics. Coriolis parameter varying with
latitude allows Rossby waves to form, which can further influence the convection and
overall circulation.
The type of buoyancy boundary condition may also play a role in the flow dynamics.
Past laboratory experiments of rotating horizontal convection with a uniform heat flux
for the destabilising buoyancy condition (forced from the base) find evidence for dynam-
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ical regimes governed by chimney transport (Vreugdenhil et al., 2017). While rotation
decreases flow velocity in the thermal boundary layer, there is still a constant amount of
heat flux is going into the layer at all locations. Thus the water continues to increase
in temperature and the formation of convective plumes occurs across the whole heated
region, with the resulting chimney having a dominating influence on the circulation. The
imposed flux forces stronger chimney convection because the water parcels next to the
plate have to pass the imposed flux at every point. In comparison, for the imposed tem-
perature profile case considered here, the destabilising region is an imposed uniform hot
temperature. A smaller heat flux is allowed (notably where the boundary layer is hotter),
and this is likely to be in the centre of gyres, so in the chimney region and hence there
might be less inertial and more geostrophic control. Water (from the stable boundary
layer) increases significantly in temperature at the edge of the heated region and forms
convective plumes. But water continuing to move across the heated region cannot get
much hotter, as it is already close to the maximum limit set by the imposed temperature.
The ‘stagnant’ region at the heated end in the zonally averaged overturning at very rapid
rotation (Figure 4.4d) could not be sustained in the flux case, where all this water would
quickly heat. In the absence of rotation, the type of boundary condition was found to have
a strong influence on horizontal convection flow dynamics over a sill (Stewart et al., 2011)
and the adjustment to thermally equilibrated state (Griffiths et al., 2013). Alternatively,
the system has not yet reached the chimney regime in the imposed temperature profile
case, or Ra needs to be larger to allow for greater range of values in the geostrophic regime.
4.5 Conclusions
Buoyancy-driven circulation in a rotating basin is investigated using fully-resolved simu-
lations brought to thermally equilibrated (or quasi-equilibrated) state. By using strong
buoyancy forcing (Ra ≈ 1012 − 1013), the present study captures various fluid motions
at a large range of length scales, including a basin-scale gyre and geostrophic current,
baroclinic eddies and deep convection. Convection occurs above the destabilising heated
region of the base with the full-depth vortical plumes (which are cyclonic just above the
base and anticyclonic through the interior) forming a chimney region. At large Ra the
flow dynamics is governed by a convective Rossby number. There was little difference
in flow dynamics between the solutions with no-slip and free-slip boundary conditions on
the vertical walls, with the free-slip case having narrower boundary currents with slightly
larger velocities.
With decreasing Rossby number (Ro∆T < 10
−1) the circulation changes from an end-
wall plume to the formation of full-depth convective plumes in a chimney region, as ob-
served in the overturning streamfunction results. For Rossby number comparable to that in
the ocean, planetary rotation inhibits the large-scale circulation in line with the geostrophic
boundary layer scaling that predicts overturning streamfunction Ψ/Ψ0 ∼ Ro1/5∆T . While
the full-depth convective plumes contribute to upwelling water through the interior, the
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majority of mean upwelling occurs through boundary currents away from the end wall re-
gion. The heat transport through the interior is small compared to the global heat uptake,
with the mean geostrophic current in the boundary layer providing the majority of the
lateral heat transport. Heat is upwelled from the boundary layer over the destabilising
base into the interior through boundary currents and chimney convection. At the present
Ra, the thermal boundary layer region contains the majority of dissipation (>79%), which
is associated with the large-scale geostrophic currents. The amount of irreversible mixing
is predominantly inside the thermal boundary layer for whole rage of Ro∆T examined here.




The effects of convection in a geostrophic buoyancy-driven circulation are examined using
both direct numerical simulations and laboratory experiments. The circulation is driven
by heating imposed over half of the base and cooling over the other half in a rotating
rectangular basin. Numerical simulations use a destabilising boundary condition of an
applied hot temperature, while the laboratory experiments use an imposed heat flux. In
both approaches a board range of flow characteristics, including basin-scale geostrophic
flow in a thermal boundary layer, gyres, boundary currents and full-depth convective
plumes forming a chimney region, are observed. We place particular focus on exploring
various dynamical regimes, the heat transport and the energy budget.
The numerical simulations fully resolve all aspects of the flow down to the smallest
scales of turbulent convection (as outlined in Chapter 2). Two Rayleigh numbers are con-
sidered in Chapter 2, Ra ≈ 109 and Ra ≈ 1012, in the viscous and inertially dominated
regimes of the non-rotating case, respectively. A range of rotation rates are examined, with
the strength of buoyancy forcing compared to rotation described by the ratio of thermal
boundary layer to Ekman layer thickness. The transition from the non-rotating regime to
a regime in which rotation can strongly influence the circulation occurs when the thermal
boundary layer is thicker than the Ekman layer. The net heat transport through the
thermally equilibrated system is governed by geostrophic flow in the thermal boundary
layer and decreases with increasing rotation rate in a manner consistent with established
scaling. At extreme rotation, an additional regime is identified in which the advection
is extremely small and heat is transported mainly by conduction. The two sinks in the
mechanical energy budget, irreversible mixing and viscous dissipation, are also investi-
gated in the geostrophic bounder layer regime. The mixing rate decreases with increasing
rotation rate according to geostrophic boundary layer scaling, although the mechanical en-
ergy input by surface buoyancy forcing still goes almost entirely into irreversible mixing.
At large Ra, viscous dissipation is mainly associated with small scale turbulence within
the thermal boundary layer and remains unchanged with rotation. Mixing efficiency is
reduced by rotation, in line with the decreasing mixing rate, however the reduction is
modest for Ra > 1011. A buoyancy-driven circulation on the scale of the North Atlantic
Ocean lies in the geostrophic boundary layer regime, but despite this the mixing efficiency
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remains large at η ≥ 0.95. Thus energy from surface buoyancy forcing mostly goes to
mixing rather than viscous dissipation, signalling that surface buoyancy forcing is efficient
at transferring heat and is likely a driver of ocean circulation.
The laboratory experiments (Chapter 3) also find evidence for a geostrophic ther-
mal boundary layer regime. The strength of the surface buoyancy forcing (flux Rayleigh
number RaF ≈ 1013 − 1014) is roughly equivalent to that in the numerical simulations
(of Ra ≈ 1012) in Chapter 2. In this chapter, we reinterpret the transition from the
non-rotating to the geostrophic boundary layer regime in terms of a horizontal convec-
tive Rossby number. In the geostrophic boundary layer regime (10−3 < Ro < 10−1) the
convective to conductive heat transport (the Nusselt number) decreases, consistent with
established scaling. At smaller Rossby number, an additional inertial chimney regime is
identified, in which the plume dynamics are similar to that observed in deep convection
chimneys in the ocean. We present scaling for this regime that couples chimney convec-
tion to the basin-scale circulation and the advection-diffusion balance in the stable region
of boundary layer. In line with this scaling, the Nusselt number is largely unaffected by
rotation in the inertial chimney regime. At even stronger rotation (characterised as the
geostrophic chimney regime) we predict that rotation can influence the plume scale and
heat uptake will again decrease with increasing rotation rate.
Flow characteristics are further examined in Chapter 4 using the numerical simulations,
which include an additional run with Ra ≈ 1013 in order to achieve results more relevant to
the ocean circulation. Through the geostrophic boundary layer regime there is no distinct
endwall plume, instead upwelling occurs in boundary currents and individual vortices
(although these are surrounded by weak downwelling). The overturning streamfunction
decreases with increasing rotation in a manner consistent with geostrophic boundary layer
scaling. The convective plumes occur in a chimney over the heated region and each have
positive vorticity near the base, switching to negative vorticity higher in the domain. The
mean geostrophic current inside the stable thermal boundary layer feeds into a cold current
along the Eastern sidewall of the heated region. Both the cold current and the frontal
region across the centre of the domain are baroclinicly unstable resulting in the formation
of eddies, and at the same time vertical convection also forms in these regions. Heat making
its way into the interior is small compared to that transported by the thermal boundary
layer. The vertical heat transport through the interior occurs via chimney convection and
mean side boundary flow, with little difference between cases with no-slip and free-slip
boundary conditions on the vertical walls.
5.2 Future work
The results in this thesis motivate further work on the effects of convection in a geostrophic
circulation. There are ongoing questions regarding the observed regimes for cases with
imposed heat flux at the destabilising region compared to cases with applied temperature.
While both cases show a geostrophic boundary layer regime, the cases with imposed heat
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flux (the laboratory experiments) also provide evidence for an inertial chimney regime,
with a further geostrophic chimney regime predicted at even stronger rotation. No evidence
of either of the chimney regimes has been observed in the applied temperature case (the
numerical simulations) even though they have been conducted at similar Rayleigh and
Rossby numbers. We have discussed possible reasons for the presence or lack of chimney
regimes in Chapter 4, however a full investigation was outside the scope of this thesis.
Future work could use numerical simulations with an imposed heat flux, although this
case is predicted to be computationally expensive due to the increased adjustment time
required to reach thermally equilibrated state.
Wind stress can be imposed in the numerical simulations to examine its influence
on the Ekman pumping and heat uptake. Adding wind forcing is likely to increase the
surface velocities and dissipation. Regardless of the presence of wind stress, in a thermally
equilibrated ocean we still expect the energy input by surface buoyancy forcing to equal
that going into irreversible mixing (Tailleux, 2009; Hughes et al., 2009). However it is
uncertain how wind stress will influence the uptake of buoyancy and the effects of stress-
induced versus convective turbulence. Numerical simulations that resolve convection are
required to properly understand the effect of both wind stress and buoyancy forcing on
gyre formation, circulation and energetics in the ocean.
All the results in this thesis use a Coriolis parameter that is uniform across the domain,
but to approach ocean conditions the Coriolis parameter should be varied with latitude to
model curvature of the Earth. The spatially varying Coriolis parameter could influence the
gyre pattern and the point at which the main surface current splits from the wall, affecting
the whole geostrophic circulation. Planetary Rossby waves would also be present. Rossby
waves within the boundary layer could influence its thickness and thus the uptake of
heat at the surface and the formation of convective plumes. An in depth study could
examine the influence of Rossby waves on communicating changes in buoyancy forcing or
wind stress through the system and whether adjustment timescales are influenced by the
propagation of these waves.
The location of convection is another topic worthy of future research. Convective
plume formation in the ocean is highly localised and occurs in isolated regions in marginal
seas that then overflow into the main ocean basin at points in the North Atlantic and
the Weddell Sea. In laboratory experiments or direct numerical simulations of rotating
horizontal convection the area of destabilising flux could be restricted to certain regions
of the basin. In particular the influence of convection formation near the boundaries and
across the open ocean could be examined. A sill could be introduced to model convec-
tion in marginal seas when planetary rotation is present, designed following laboratory
experiments conducted with a sill without rotation (Stewart et al., 2011). In taking steps
towards ocean conditions the addition of topography will also effect the circulation by
steering or diverting the flow. Mixing in the stratified ocean has large contributions from
breaking and shear from internal waves which are enhanced by topography and can be
influenced by the Coriolis parameter value (Shakespeare and Taylor, 2016).
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Another step toward ocean conditions is to examine time dependent fluctuations in
forcing. In the ocean, convection is a transient wintertime process and some addition of
periodicity in the buoyancy forcing could model the annual cycle. This topic has been
touched on for the case without rotation (Griffiths et al., 2011) but there is a still lot of
scope to investigate the influence of rotation and other more realistic ocean conditions.
Similarly, tidal forcing could be introduced however this should be coupled with the pres-
ence of topography to achieve breaking internal waves.
Other geometries are also of interest, such as the re-entrant channel case, possibly with
topography and at larger enough Rayleigh number to achieve convective plumes. Some
work has been done on the axisymmetric case, but at smaller Rayleigh number and without
topography (Hignett et al., 1981; Sheard et al., 2016). Finally, a full analysis of potential
vorticity in the buoyancy-forced circulation with convection should be completed, as this
is an important topic that would help relate rotating horizontal convection to the ocean.
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