Abatrad-Based on a Hilbert space point of view, we proposed in our previous work a novel objective function for training new hidden units in a constructive feedforward neural network. Moreover, we proved that if the hidden unit functions satisfy the universal approximation property, the network so constructed incrementally, using the proposed objective function and with input weight freezing, still preserves the universal approximation property with respect to Lz performance criteria. In this paper, we provide experimental support for the feasibility of using this objective function. Experiments are performed on two chaotic time series with encouraging results. In passing, we also demonstrate that engineering problems are not to be neglected in practical implementations. We identify the problem of plateau, and then show that by suitably transforming the objective function and modifying the quickprop algorithm, significant improvement can be obtained.
responding average values over all patterns. After the new unit is added, all the weights between the input and hidden units as well as thocse among the hidden units are held constant, allowing only the hidden-to-output weights to change. This heuristic was referred to as input weight freezing. By employing this heuristic and the cascade-correlation architecture together, Fahlman and Lebiere obtained fast learning under all the cases tested.
However, the design of the function Sc,,co, is rather ad hoc. Moreover, although references like [8] proved that neural networks can be universal approximators, it is unclear whether this property can still be preserved when input weight freezing is used.
In [12] , we formulated the problem of learning in constructive neural networks as constructive approximation in a Hilbert space. Using a greedy approach, we proposed the following objective function, S, for training new hidden units in networks with linear output units:
The resultant network construction algorithm is similar to the cascade-correlation architecture. Moreover, we proved that if the hidden unit functions satisfy the universal approximation property, the network so constructed incrementally, with input weight freezing, still preserves the universal approximation property with respect t o L2 performance criteria.
This paper presents experimental results in using the proposed objective function (1) for learning chaotic time series. The network so constructed has a single hidden layer, as in [17] , with sigmoidal hidden units and linear output units. Section I1 describes problems in practical optimization of S. Section I11 describes two time series that are used in this experiment, with simulation results in section IV. The last section gives some concluding remarks.
PRACTICAL PROBLEMS
The network construction algorithm described in [12] consists of two phases. The first phase selects the new hidden unit that is to be installed in the network, by maximizing S with respect to the weights that are connected from all input units to the new hidden unit. The second phase adjusts all the hidden-to-output weights after the hidden unit is installed. Because the output units are linear, this phase may be done by computing the pseudo-inverse exactly. The first phase, however, is a nonlinear optimization problem, and is thus more problematic.
This optimization process may end up in local optima. Although [12] showed that the universal approximation property of the resultant network is not affected by these local optima, in real applications we may still want to have local optima that are not too bad. The reason is that we want to have fewer hidden units in the network; too many hidden units may degrade the generalization performance.
A . Problem with the Objective Function
Denoting the parameters associated with the candidate hidden unit by II, and differentiating S in (1) with respect to II, we obtain a better hope of further maximizing S. Hence, in this experiment] quickprop [5] is used to implement this optimization. However, the problem is still not solved completely.
B. Problem with Quickprop
The quickprop algorithm [5] is a second-order method. It assumes that the function, S , to be optimized is locally quadratic with respect to each weight, and the Hessian matrix of S in weight space is diagonal. Although these assumptions are quite "risky", the technique works well in practice [5, 111.
Denoting e by Si, the change for weight w, at time t is given by:
where Awi[t -11 is the weight update at time t -1, while S,l[t] and S;[t -11 are the derivatives at times t and t -1 respectively.
There are cases when weight update by (3) is not used. For example, since quickprop changes weights based on what happened during the previous weight update, (2) is used to compute the first step.
Another situation is when the current slope with respect to w; is in the same direction as that of the previous slope, and the magnitude is decreasing but still comparable, i.e.
S,![t]S,[t -11 > 0, (4) c c EPOVIIH,) -c c E P O H P ) ( C HPVIIffPNl3
P P P IS,[t -111 > ISi[t]l > AlSi[t -131, x < 1. (5) AII[t] = pAII[t -11, p > 1.
(6)
and similarly for OhS.
In this case, the next weight step is given by As learning proceeds] hidden units are added to the network, and the residual errors Epols decrease with time. Observe that S, V n S and VhS are continuous with respect to E,,, and Although the aim of this restriction is to improve the stability of the algorithm, it may be problematic
when one is exploring in a plateau' in the weight space. Consider the wi direction in the weight space.
Taking the gradient ascent step in (2) at t = 0, when all the EPo7s are zero. Hence, 
where q is the learning rate. As V n S is small, learnrithms that use second-order information, we have 'We define a plateau as a region where the first and second derivatives of the function to be optimized with respect to all the ing to a By using ascent parameters are nearly zero.
where Sil) denotes 3. 
which satisfies conditions (4) and (5). The next weight step, using (6) and (7), is
movement in the weight space is thus very slow. This problem, however, is usually not that severe. Although the next weight step is small, and even if conditions (4) and ( 5 ) continue to be satisfied, it can build up gradually given a sufficient number of training epochs. This can be seen clearly by applying (6) repeatedly,
Thu,s, the difference between Si[t] and Si[t -11 will finally be large enough for the quadratic approximation to be applied.
However, in constructive neural network alga rithms such as [l, 6, 121, training is usually limited by a patience parameter, which means that the function to be optimized has to improve by a certain fraction within a certain number of training epochs. Patience helps to end each learning phase when progress is excessively slow, thus it saves time and is also experimentally shown to be able to improve generalization [16] . However, the value of this patience parameter is usually small. Hence, waiting for the weight slopes to slowly build up is not practical under such situations, and more drastic action is needed to get out of the plateau in limited time. This situation is particularly acute in our case, as we have shown in the last section that when the residual errors are small, both the first and second derivatives of the objective function are likely to be small.
C. Remedies
To alleviate the problems mentioned above, we aim at increasing the slope of the objective function to be optimized when the residual errors are small, such that the region to be searched is less likely to be a plateau. On the other hand, if we are so unfortunate that quickprop really searches in a plateau, we aim at finding a better method to get out of it quickly.
To avoid the first problem, Fahlman [5] suggested to adjust V n S by adding a small offset, to the values of VnH,. However, this distorts the true value of VnS, and as noted by Crowder [2] and verified experimentally by some of our preliminary results, this ''confuses the correlation machinery" 121, and cannot solve the problem. 
This amounts to scaling up the S dimension, or equivalently increasing the learning rate r] in (2).
However, increasing 7 too much may cause oscillation, while increasing only a little may not be useful in improving the situation. Another simple choice is
Thus, the slope is scaled up when S is small, and the smaller the S, the larger the scaling factor (figure 1). Experimentally, (11) almost always holds (except for the first few hidden units). Hence, the resulting to dynamically alter the slope of the objective function during learning. This is similar to the idea of adaptive learning rate in back-propagation [lo, 111.
However, we demonstrate here that a simple change in the objective function to be optimized can achieve the same goal, without requiring modification to the learning algorithm or continual updating of the learning rate which incurs additional computational burden.
Figure 1: Plot of several choices of f.
C.2. Modification t o Quickprop
For the second problem of enabling a faster escape from the plateau, a simple solution is to take large steps [15] . From section II.B, we saw that the problem arises from always using the gradient ascent step when conditions (4) and (5) 
IV. SIMULATION
For the logistic series, the numbers of training and testing samples are both 200. The network is trained until 30 hidden units are installed, and repeated for 30 trials. For the Mackey-Glass series, the numbers of training and testing samples are both 500, with a maximum of 100 hidden units. 100 trials are performed. Both RMS error and error index2 (quoted in brackets) are reported. These are taken when the maximum allowable number of hidden units is installed, and averaged over all trials. As over-training may have occurred, the average of the best generalization performance for each trial is also reported. Besides, Student's t-test is performed on the results to assure that the differences are statistically significant with a confidence level of at least 95%.
Tables l p n d 2 compare the results of using S in (1) versus S in (10) as the objective function, using the modified quickprop algorithm. Tables 3 and 4 compare the results of using the original quickpzop algorithm versus the modified algorithm, with S as the objective function. Table 5 compares the r_esults of using S with the original quickprop versus S with the modified quickprop. Clearly both the training and testing performances get improved when using
The curves in each plot basically overlap, illustrating that the network has learnt the mapping accurately. 
V. CONCLUSION
In [12], we proved that if the hidden unit functions satisfy the universal approximation property, the network so constructed incrementally, using the proposed objective function (1) and with input weight freezing, still preserves the universal approximation property with respect to L2 performance criteria. In this paper, we provide experimental support for the feasibility of using this objective function. It even outperforms the cascade-correlation architecture in predicting the Mackey-Glass time series.
In passing, we also demonstrate that engineering problems are not to be neglected in practical implementations. A simple transformation of the objective function to be optimized, although theoretically identical to the original, may lead to significantly different results in the numerical optimization process. Moreover, we also improve quickprop in the handling of plateau, which is especially important for constructive neural network algorithms using the patience parameter. 
