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Abstrakt
Záměrem této bakalářské práce je rozšířit a rozvinout techniku měření pomocí elipsometrie Mu-
ellerovy matice. V rámci této práce byla navrhnuta původní metoda měření optické aktivity a
exkluzivně přes širokou spektrální oblast mezi 400–900 nm byla vypočtena specifická optická
stáčivost cukerných roztoků. K ověření správnosti této metody bylo použito Lu-Chipmanova
rozkladu. Značný důraz byl v této práci kladen na pěstování monokrystalů sacharózy a ko-
krystalů butandiových kyselin metodou pomalé evaporace. Výsledkem jsou kvalitní krystaly,
jejichž monokrystalická struktura byla potvrzena užitím polarizačního mikroskopu. Za účely
budoucího výzkumu byla elipsometricky změřena optická spektra minerálů pyritu a kasiteritu,
přičemž jejich dielektrické tensory byly vypočítány užitím modelů splňující Kramers-Kronigovy
relace. Jeden z cílů této práce je také charakterizace difrakčních struktur. Přenastavením a
změnou hardwarové konfigurace RC2 elipsometru společnosti Woollam bylo dosaženo možnosti
automaticky a efektivně charakterizovat blejzované difrakční mřížky, za účelem stanovení jejich
difrakčních účinností.
Klíčová slova: blejzovaná difrakční mřížka, butandiové kyseliny, dielektrický tensor, difrakční
účinnost, elipsometrie Muellerovy matice, Lu-Chipmanův rozklad, optická aktivita roztoků, spe-
cifická optická stáčivost, pěstování a růst monokrystalů
Abstract
This bachelor thesis is focused on the developement and extension of the Mueller matrix spectro-
scopic ellipsometry measurement techniques. A novel method of optical activity measurement
was developed and specific rotatory powers of the saccharides solutions were calculated exclu-
sively over spectral range of 400–900 nm. Lu-Chipman decomposition of according experimental
Mueller matrix was conducted to confirm the corectness of the method. Particular emphasis
was placed on the growth of sucrose monocrystal and butanedioic acid cocrystals using slow
evaporation method. Good-quality monoctystals were grown as was verifyed using polarization
microscopy. For the purpose of future research, pyrite and cassiterite minerals were measured
ellipsometrically, and their dielectric tensor spectra were determined using Kramers-Kronig con-
sistent models. The one of this thesis goals is also to characterize the diffraction structures. We
rearrange the standard Woollam RC2 ellipsometer reflection configuration used for the measure-
ments, to acquire the possibility of extended and automated characterization of blazed diffraction
gratings, in order to calculate the diffraction efficiencies of these diffraction structures.
KeyWords: blazed diffraction grating, butanedioic acids, monocrystal growth, dielectric tensor,
diffraction efficiency, Lu-Chipman decomposition, Mueller matrix ellipsometry, optical activity
of solutions, specific rotation power
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List of symbols and abbreviations
Symbols and abbreviations used throughout the thesis are defined and alphabetically ordered
here. Symbols with only local meaning are defined close to where they are used, and are not
included here.
g – normal vector to the grating surface
k – wave vector
n – normal vector to the grating facet
r – radius vector
uˆ – unit vector u
D – electric displacement
Dm – diattenuation vector
E – electric field
E˜ – complex amplitude of Electric field
H – magnetic field
J – Jones matrix
J – Jones vector
J∗ – complex conjugate of J
JT – transposed J
J† – Hermitean adjoint of J
M – Mueller matrix
MD – Diatenuattion Mueller matrix
MJ-M – Jones-Mueller matrix
MNCS – Mueller matrix of the NCS system
MR – Retardance Mueller matrix
M∆ – Depolarization Mueller matrix
S – Stokes vector
Pm – polarizance vector
ae – lattice parameter along a-axis
be – lattice parameter along b-axis
c – concentration
ce – lattice parameter along c-axis
cim – impurity concentration in solution
d – grating period
e – Euler number
gi – i-fold symmetry axis
i – imaginary unit
k – imaginary part of the refractive index
ki,t – tangential component of the incident wave vector
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km,t – tangential component of the wave vector diffracted in the order m
kB – Boltzmann constant
l – length of cuvette
m – plane of symmetry
m – mass
mij – Mueller matrix components
n – refractive index
nm – ammount of substance
p – pressure
r – radius
rc – critical radius of sphere embryo
rs,p – Fresnel reflection coefficients of s and p-polarized wave
rss,pp – Fresnel reflection coefficients with no polarization conversion
rsp,ps – Fresnel reflection coefficients with polarization conversion
t – time
v – light speed in medium with refraction index n
vc – speed of light in vacuum
vω – angular frequency
A – Cauchy dispersion parameter
B – Cauchy dispersion parameter
C – centre of the symmetry of the crystal
C – Cauchy dispersion parameter
D – diatenuattion
E – photon energy
Gim – face growth rate in the presence of impurity
G(l) – absolute Gibbs energy of liquid
Rp – face growth rate in pure solution
G(s) – absolute Gibbs energy of solid
∆G – Gibbs free energy
∆Gmax – Gibbs energy value related with rc
∆GV – Gibbs energy of volume of the nucleus
∆H – change of the enthalpy
Ix,y – intensity of the wave in x and y direction
I45 – intensity of the wave in direction 45◦ from the x(y) axis.
ILCP,RCP – intensity of the LCP and RCP wave
K – Langmuir adsorption isotherm constant
L – separation of active sites available for impurity adsorption
M – molar mass
P – Cauchy principal value
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P∆ – depolarization index
R – retardance
Rim – step velocity in the presence of impurity
Rp – step velocity in pure solution
S – entropy
Sc – surface area occupied by one crystallizing molecule
Ssubstance – solubility of the substance
V – volume
α – angle of rotation of the Cartezian coordinate system
αe – Euler angle between be and ce
αobs – observed angle of optical rotation
[α]Tλ – specific rotatory power at wavelength λ and temperature T
βe – Euler angle between ae and ce
γe – Euler angle between ae and be
δ – absolute phase
ε1,2 – real and imaginary part of pseudodielectric function
εr – relative permittivity
εˆ – permittivity tensor
ζ – effectiveness factor of an impurity
θB – blaze angle
λ – wavelength
λi – eigenvalue
µ – permeability
µi – chemical potential of i-th substance
µr – relative permeability
ξ – angle between the 3rd phase surface and (l)-(s) interface surface
tension component
π – Ludolph’s number
ρ – rp and rs ratio
σ – surface tension
φ – angle of incidence
ψ – ellipsometric angle
ω – frequency
∆ – ellipsometric angle
∆p – depolarizance
Ξ – relative supersaturation
Ω – fractional surface coverage of the crystal surface impurities
P (Pc, r) – Poincaré sphere with centre Pc and radius r
tr (M) – trace of M
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⊗ – Cronecker product
f = f(x) – function of variable x
df – total differential of function f
df(x)
dx – derivation of f with respect to x
∂f(x,y,...)
∂x – partial derivation of f with respect to x
DNA – Deoxyribonucleic acid
IR – Infrared
LCP – Left cirucular polarization
LTA – L-tartaric acid
RCP – Right circular polarization
SCA – Succinic acid
USA – Urea-succinic acid cocrystal
XRD – X-Ray Diffraction
13
1 Introduction
Nowdays, the Mueller matrix spectroscopic ellipsometry is a very widespread optical and
nondestructive method suitable for complex description of the optical response of matter [1].
The Mueller matrix ellipsometers analyze the change of the polarized light properties after the
interaction with the matter. The change of the polarization state between incident and reflected
beam is particularly sensitive to many physical phenomena within the sample. Therefore, the
Mueller matrix spectroscopic ellipsometry is very powerful method, how to describe broad variety
of the samples, from very simple isotropic thin films [2], through liquids [3] and anisotropic
crystals [4], to very complex biological structures, e.g. butterflies [5], human tissues [6, 7, 8, 9].
In fact, the latter are practically optically indefinable, and special sample preparation and data
analysis must be performed. Currently, Mueller matrix decompositions [10, 11, 12, 13] represent
the most promising method, how to deal with these structures. If performed correctly, it can be
further determined, if such a tissue is cancerous or not [14]. Author of this work further considers
this fact to be the most important and crucial application of Mueller matrix ellipsometry and
therefore as an incentive to write this work.
The goal of my bachelor thesis is to bring new characterization techniques of anisotropic
samples, develop the new and extend the standard techniques of the Mueller matrix ellipsometry
measurements, and to bring a new insight into the field of the ostensibly explored phenomenons.
The secondary objective of this work is to provide a introductory, but comprehensive view into
the analysis of the most complicated samples measurements through characterizing various types
of anisotropic, but less chaotic and more descriptive samples.
In the first part of this work, the optical activity of saccharides solutions is shown. The
often used simple chemical spectrometers are spectraly limited using monochromatic source
only. The specific rotatory power is therefore broadly tabulated for a single wavelength 589 nm.
We propose a novel method, how to efficiently measure the optical activity parameters in the
spectral range from 193 nm to 1700 nm using the Woollam RC2 Mueller matrix spectroscopic
ellipsometer. The great advantage and a big potential of our method is the ability to measure
also mutarotation effects and reaction kinetics.
The second part of this work is focused on the growth and measurement of the anisotropic
crystals. Great emphasis is laid on the growth of the monocrystals and their preparation for
the ellipsometric measurements. The organic molecular crystals of tartaric acid, D-(+)-sucrose
and 2:1 Urea-Succinic acid cocrystal are in the field of this study, due to the presence of the
hydrogen bonds in their structure. According to their vibration spectra, they can act as a
potential source in the nonlinear applications, e.g. terahertz lasers. Ellipsometric measurements
of the anisotropic crystals are treated on pyrite and cassiterite minerals, and their dielectric
tensor spectra are calculated.
Apart from the Mueller matrix measurements, we further extend the ability of the Woollam
RC2 ellipsometer to measure diffraction efficiencies of the diffraction structures. Arranging the
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ellipsometer into special reflection configuration, the blazed diffraction grating with a period of
1000 nm was measured in order to obtain absolute diffraction efficiencies as the dependances of
the reflected angle and the wavelength. Our configuration offers a viable way how to measure
even more complicated structures e.g. safety holograms.
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2 Properties and measurement of the polarized light
In electromagnetism, in general, and in optics in particular, rigorous description of every
physically reliable phenomena can be treated by solving the Maxwell’s equations [15]. In this
Chapter, we derive the polarization properties of the light from the Maxwell’s equations in order
to introduce the Jones and Mueller formalism and discuss their physical meaning, applicability
and measurements.
2.1 Maxwell’s equations
The following equations show Maxwell’s equation in well-known differential form:
∇ ·D = ρ (2.1)
∇ ·B = 0 (2.2)
∇×H = j + ∂D
∂t
(2.3)
∇×E = −∂B
∂t
(2.4)
Now, it is possible to solve any problem using these equations describing the most complex
variant of any particular problem. Despite the fact we always obtain very correct solution by
treating with these equations, it comes out, that the actual math on them could be needlessly
difficult and unnecessary. For purposes of this Bachelor thesis, it is sufficient to assume reduced
form of the equations.
Consider homogenous linear insulator with no surface carriers and no electrical conductivity.
We get reduced Maxwell’s equations:
∇ ·D = 0 (2.5)
∇ ·H = 0 (2.6)
∇×H = ∂D
∂t
(2.7)
∇×E = −µ∂H
∂t
(2.8)
Please make note, that just shown equations desribe also anisotropic media, in other words,
D = εˆE. (2.9)
For derivation of the polarization properties of the light, we are free to consider the isotropic
media – we deal with the dielectric tensor εˆ as with scalar ε. If we substitute (2.8) into (2.7) and
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use some vector algebra, we obtain the wave equation for homogenous, isotropic, linear media
with no charge and conductivity [16],
∇2E − µε∂
2E
∂t2
= 0. (2.10)
2.2 Jones calculus
The partial differential equation (2.10) is satisfied for the wave with the amplitude E˜ prop-
agating along direction given by radius vector r with frequency ω and absolute phase δ:
E(r, t) = Re
{
E˜(r)eiωt
}
= E˜ cos(ωt− k · r + δ) (2.11)
Now, the wave can be decomposed into the superpostition of two mutually orthogonal modes
propagating along directions given by its unit vectors uˆi [17]:
E(r, t) =
[
E˜u1 cos(ωt− k · r + δ1)
]
uˆ1 +
[
E˜u2 cos(ωt− k · r + δ2)
]
uˆ2 (2.12)
Vectors uˆ1 and uˆ2 can be chosen to be the unit vectors along the x and y direction in the
Cartezian coordinate system oriented with z-axis the wave propagation, therefore the superposi-
tion (2.12) completely determines the polarization state of the wave. It is possible to get rid off
the summation, rewriting (2.12) into the vector form
(
[E(r, t)]x , [E(r, t)]y
)T
. From geometry of
the problem, it is easy to see, that xˆ·yˆ = 0 ∧ xˆ·zˆ = 0, so we can write
(
[E(z, t)]x , [E(z, t)]y
)T
.
Note, that the frequency of the wave is invariant with the time, therefore ωt in (2.12) can be
supressed. The polarization state of the wave remains the same in every point of the space,
so without loss of generality, the spatial information of the wave can be dropped by simply
chosing z = 0. The resulting vector is called the Jones vector and it completely determines
the polarization state of the wave:
J =
(
|Ex| eiδx
|Ey| eiδy
)
(2.13)
The intensity of the wave is given by multiplying the Jones vector by its Hermitian adjoint J†,
I = J†J . (2.14)
If we consider a wave of unit intensity, we call the wave to be normalized. The Jones vector of
such a wave is normal too.
Every pair of two orthonormal Jones vectors generates two-dimensional linear space. This
pair is called a set of basis vectors. Because the basis vectors are linearly independent, every
vector in the linear space can be expressed as a linear combination of the set of basis vectors [18].
In matrix form, this linear combination is represented by 2 × 2 transformation matrix. For
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example, transformation of the Jones vector upon rotation in xy plane by the angle α is expressed
as follows: (
Ex+α
Ey+α
)
=
(
cosα sinα
− sinα cosα
)(
Ex
Ey
)
(2.15)
The matrix, which describes the transformation of the Jones vector by a polarization optical
component is called the Jones matrix J,
J ′ = JJ . (2.16)
2.3 Mueller calculus
Altough the Jones calculus is very effective and elegant mathematical way, how to describe
totally polarized light and its transformations, it is impossible to use this formalism when treating
with unpolarized light. Beside this extremes of totally polarized and totally unpolarized light,
we very often have to deal with partially polarized light. In order to do so, we have to implement
more complex formalism and define the Stokes vector S [1, 17, 19]:
S =
⎛⎜⎜⎜⎜⎜⎝
Ix + Iy
Ix − Iy
I45 − I-45
ILCP − IRCP
⎞⎟⎟⎟⎟⎟⎠ , (2.17)
where Ix, Iy, I±45, denotes the wave intensities along the x, y, ±45◦ directions, respectively. ILCP
and IRCP defines the intensities of left-circular polarized (LCP) and right-circular polarized light
(RCP), respectively.
In order to find the transformation matrix of the arbitrary optical system between input and
output Stokes vectors, let us define the coherence vectorC =
(
⟨ExE∗x⟩ ,
⟨
ExE∗y
⟩
, ⟨EyE∗x⟩ ,
⟨
EyE∗y
⟩)T
.
The relation between C and S is given:⎛⎜⎜⎜⎜⎜⎝
S0
S1
S2
S3
⎞⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎝
1 0 0 1
1 0 0 −1
0 1 1 0
0 −i i 0
⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎝
⟨ExE∗x⟩⟨
ExE∗y
⟩
⟨EyE∗x⟩⟨
EyE∗y
⟩
⎞⎟⎟⎟⎟⎟⎠ (2.18)
We often call S0–S3 parameters to be the Stokes parameters. The 4 × 4 matrix in Eq. (2.18)
is widely known as the A matrix. In the most general case, when partially depolarized light
interacts with depolarizing optical system, the transformation between input and output C is
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given by
C ′ = FC = ⟨J⊗ J∗⟩C, (2.19)
where F is the coherence matrix, and symbol ⊗ stands for a Cronecker product. Substituting
(2.19) into (2.18), we get
S′ = A ⟨J⊗ J∗⟩A−1S. (2.20)
The transformation matrix of the polarization system between input and output Stokes vectors
is called the Mueller matrix and is defined as follows:
S′ =
⎛⎜⎜⎜⎜⎜⎝
S
′
0
S
′
1
S
′
2
S
′
3
⎞⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎝
m11 m12 m13 m14
m21 m22 m23 m24
m31 m32 m33 m34
m41 m42 m43 m44
⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎝
S0
S1
S2
S3
⎞⎟⎟⎟⎟⎟⎠ ≡MS. (2.21)
Finally, comparing (2.21) with (2.20), the Mueller matrix can be calculated using
M = A ⟨J⊗ J∗⟩A−1. (2.22)
More detailed discussion about understanding and interpretation of the Mueller matrix, ge-
ometrical interpretation of Stokes vector, and the cases of partially polarized light are presented
in the following sections.
2.4 Interpretation and physical meaning of the Mueller matrix
2.4.1 Jones-Mueller matrix
When speaking about ellipsometry, arbitrary orthogonal set of unit vectors in (2.12), is
replaced with axes oriented along the directions perpendicular (s-polarization) and parallel (p-
polarization) to the plane of incidence. If we consider nondepolarizing plane anisotropic sample,
Eq. (2.16) can be rewriten in terms of the reflection coefficients as follows [19],
(
Eouts
Eoutp
)
=
(
rss rsp
rps rpp
)(
Eins
Einp
)
. (2.23)
Note, that equation bellow reffers to reflection configuration, but it is correct also for trans-
mission, when calculating with tramsission coefficients. The non-diagonal elements determines
the conversion between polarizations. This phenomenom is very common, when speaking about
anisotropic samples, e.g. non-cubic crystals. For example, rps describes how much intensity of
p-polarized wave is reflected into s-polarized wave. In Section 2.3 was shown, that from every
Jones vector can be derived corresponding Stokes vector. Using Eq. (2.22), the same procedure
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can be done when transforming Jones matrix to Mueller matrix. The calculated Mueller matrix
can be abstractly divided into the quadrants, and the elements of the first and third quadrant
(m13, m14, m23, m24, m31, m32, m41 and m42) are connected with anisotropic phenomena of the
sample.
Conversion (2.24) can be done for any Jones matrix – every Jones matrix has physically
relieable Mueller matrix, but not every Mueller matrix has appropriate Jones matrix. The
inverse conversion can be formaly done always for non-depolarizing optical system, otherwise,
the operation would lead to the unphysical result. The non-depolarizing Mueller matrix is
called the pure Mueller matrix or the Jones-Mueller matrix. Several necessary conditions were
algebraicaly derived, however the sufficient condition was proposed by Cloud: The coherency
matrix must be definite positive – all eigenvalues are non-negative and one must be strictly
positive. [21]
The depolarization abillity of the Mueller matrix can be derived from necessary condition
tr
(
MTM
)
= 2m00 and is given by the depolarization index [20]:
P∆ =
√
tr
(
MTM
)
−m211
√
3m11
∈ ⟨0; 1⟩ (2.24)
Note, that the most general form of the Mueller matrix is reduced into the block-diagonal
form in the case of isotropic and nondepolarizing sample.
MNCS =
⎛⎜⎜⎜⎜⎜⎝
1 −N 0 0
−N 1 0 0
0 0 C S
0 0 −S C
⎞⎟⎟⎟⎟⎟⎠ , (2.25)
where
N = cos 2ψ (2.26)
C = sin 2ψ sin∆ (2.27)
S = sin 2ψ cos∆. (2.28)
The ellipsometric angles ψ, ∆ will be discussed in Section 2.5.
2.4.2 Mueller matrix decomposition
We showed, that calculation of the Jones matrix from the Jones-Mueller matrix is straight-
forward. To obtain corresponding Jones matrix from a depolarizing Mueller matrix, calculation
based on a Mueller matrix decomposition is needed. Mueller matrix decompositions are devided
into 2 cathegories – the sum and the product decomposition.
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Cloud derived, that any Mueller matrix can be decomposed on the sum of 4 Mueller matrices,
each multiplied by eigenvalue of related coherency matrix.
M = λ1M1 + λ2M2 + λ3M3 + λ4M4 (2.29)
Considering a nondepolarizing sample, the closest Jones-Mueller matrix is given by MJ-M ≈
λ1M1, while the rest is related with the noise [21].
Apart from the sum decompositions, the product decompositions are very advantagenous
for understanding particular physical phenomena of given experimental Mueller matrix. Lu-
Chipman decomposition is a great tool for obtain the Mueller matrices each describing only one
attribute (depolarization∆, retardance R and diattenuationD, respectively) of the experimental
matrix [11]:
M =M∆MRMD (2.30)
For following purposes, it is convinient to define polarizance Pm and diatenuattion vectorsDm.
Pm =
1
m11
⎛⎜⎜⎝
m21
m31
m41
⎞⎟⎟⎠ (2.31) Dm = 1m11
⎛⎜⎜⎝
m12
m13
m14
⎞⎟⎟⎠ (2.32)
It allows us to rewrite Mueller matrix in the partitioned form:
M = m11
(
1 DTm
Pm m
)
, (2.33)
where m is 3x3 Mueller submatrix. It is obvious, that retardance and diatenuattion is basically
described with given experimental matrix. Calculation of depolarization matrix leads to the
eigenvalue problem. From these matrices, qualitative parameters retardance, depolarization
and diatenuattion are defined:
∆ = 1− |tr (M∆)− 1|3 (2.34)
R = arccos
[tr (MR)
2 − 1
]
(2.35)
D =
√
m212 +m213 +m214 (2.36)
Note, that this technique was further developed mostly by Ossikovski (e.g. in [12]), where
one of the possible (physically meaningfull) way, how to the Mueller matrix is decomposed, is
into product of two retardation, two diatenuattion and one depolarization matrix, respectively.
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2.4.3 Geometrical representation of polarization states and depolarization
For certain applications and for better visualisation, any polarization state of the light given
by the Stokes vector can be represented by a point on the spherical surface – Poincaré sphere
P, see Fig. 2.1. [17].
Figure 2.1: Poincaré sphere and Stokes parameters. Vector u on the picture describes general
elliptical polarization state [22].
Stokes parameters are related to longitude (ellipticity) χ and latitude (azimuth) φ as follows:
S1 = cos 2χ cos 2φ (2.37)
S2 = cos 2χ sin 2φ (2.38)
S3 = sin 2χ (2.39)
It is easy to see, that the equator represents the linear polarization states of the light (χ = 0◦),
while the south and north poles represent LCP and RCP states, respectively (2χ = 90◦). The
hemispheres are related with the elliptical states. The parameter S0 is connected with the radius
of the sphere. For totally polarized Stokes vector, all polarization states are represented by the
points on the surface of sphere P (0, 1). In the case of depolarizations, the sphere is shrinked
intoP
(
0, 1√
S21+S22+S23
)
. The unpolarized light is represented by the centre of the sphere. Using
this representation, one can express every Stokes vector as a restriction of P.
For a deeper understanding of the meaning of the experimental Mueller matrices, let us
describe the geometrical meaning of the Lu-Chipman decomposition as shown in Fig. 2.2. The
Poincaré spheres show the Stokes vectors after transformation by given Mueller matrix. The
transformation of the Stokes vector after interaction with the sample characterized byM =M∆
maps the sphere onto centered ellipsoid, according to the degree of depolarization (Fig. 2.2 left).
If the sample is partially depolarizing retardation element characterized by M = M∆MR, the
Poincaré sphere is shrinked and rotated (Fig. 2.2 centre) and for arbitrary optical element given
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by M = M∆MRMD moreover displaces the ellipsoid from the origin of the Poincaré sphere
(Fig. 2.2 right). Note, that the order of multiplication between the matrices must be respected.
Figure 2.2: Poincaré sphere of the Stokes vector transformed by Left: a pure depolarizer,
M = M∆. Centre: depolarizer followed by retarder, M = M∆MR. Right: depolarized
followed by retarder and diattenuator. M =M∆MRMD [22].
For further reading, kindhearted reader will find more in [22].
2.5 Spectroscopic ellipsometry
Whenever we are able to measure the change of the polarization property1 of the light
after interaction with measured sample, we call this measurement ellipsometry. In order to do
that, there are 2 basic types of ellipsometers – rotating optical elements and phase-modulation
ellipsometers. For purposes of this thesis, only rotation elements ellipsometers will be briefly
described in following paragraphs.
The essential optical elements of every ellipsometer are polarizer and analyzer. Rotating-
analyzer ellipsometers measure transmitted light intensity as the dependence on the instanta-
neous rotation of the analyzer. This function is measured in the form of Fourier series, where
the Fourier coefficients must also be periodical functions. Therefore calculation of S0–S2 pa-
rameters is straightforward. However, LCP and RCP light intensities show the same angular
dependence and can’t be separated of each other – S3 parameter cannot be calculated. This
insufficiency can be eliminated by adding other optical component – a retarder, in the terms of
ellipsometry usually called a compensator. It was shown, that placing the compensator in front
of the rotating analyzer or behind the rotating polarizer is suitable way, how to measure also S3
parameter, but still not all 16 elements of the Mueller matrix [1, 19].
First theoretical prediction of the full Mueller matrix ellipsometry was in 1973 by fixing the
analyzer and the polarizer and addition of two rotating compensators before and after them,
respectively. It was derived how the Mueller matrix can be obtained by direct analysis of the
signal, further pointing out, that for the Fourier analysis of the signal, the ideal vω ratio between
1 The change of the polarization state of the reflected beam must be compared to apriori known polarization
state of the incident beam. Then, elements of the Mueller matrix can be calculated. Polarizaton state can be
understood in terms of Stokes parameters, Poincaré representation, even in terms of change of ellipticity as plane
projection of two eigenstates given by Jones basis vectors. But always, you must pay attention to the physical
meaning of actual particular case you are treating with.
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the compensators is 5:1 [23]. By further investigation of the intensity-angle dependances, 4.4–
5:1, 2.5:1 and 3.5:1 ratios are equivalent – ideal [24]. Appart from that, classic PA ellipsometers
are most likely set to vωA/vωP ratio 3:1 [25]. The optical configurations and related measurable
quantities are described in Fig. 2.3.
Figure 2.3: Optical configurations for rotating element ellipsometry. Subscripts R denotes the
rotating element. Mueller matrix elements of the sample are denoted by dots, large dots represent
measurable elements [1].
With respect to Eq. (2.23), for isotropic media, there is no cross-polarization (polarization
conversion) and measurement of the change of polarization state is expressed in terms of the
ellipsometric angles ψ = |rp||rs| and ∆ = δp − δs.
ρ = rp
rs
= tanψ ei∆ (2.40)
It was already shown, that analysis of experimental Mueller matrix can lead to well-argumented
description of the sample. However, we are often interested in the determination of the material
properties of the sample itself. Optical material characteristics are usually given by dielectric
tensor of the medium and it is treated in Chapter 5.2. At the end of this chapter, please, make
note, that for isotropic, semi-infinite plane and perfectly smooth samples with no depolarization,
analytical expression of dielectric function can be derived from Eq. (2.40) as the function of the
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ellipsometric angles and the angle of incidence φ.
ε = sin2 φ
[
1 + tan2 φ
(1− ρ
1 + ρ
)2]
(2.41)
This function can be mathematically calculated for any, generally anisotropic media with surface
roughness, but it contains only negligible physically reliable information about sample. There-
fore, we usually call this pseudodielectric function. However, even this distorted information (for
example artificial absorptions when measuring transparent sample) can give us basic preview,
overlook, and hints and tips, if our measurement is well-performed.
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3 Optical activity of organic solutions
Optical activity is the abillity of a molecule to rotate the plane of linearly polarized light
clockwise or counterclockwise. It has been known for a long time. Louis Pasteur is considered
to be the pioneer in the field [26]. Optical activity is directly connected with the structure of
chemical compounds and molecules. We focus on description of the origin of optical rotation in
following section. The absolute goal of this chapter is to describe a method, how to measure
optical activity using Mueller matrix ellipsometer.
3.1 The origin of optical activity
Optical activity of the molecule is conditioned by existence of the chirality (formerly chiral)
centre. A chirality centre is an atom, that has 4 groups bonded to it in such a manner, that it
has a nonsuperimposable mirror image. Usually, a chirality centre is easily recognizible, because
each of the bonded groups are different and in most cases, the centre is located at carbon atom.
We call this atom the chiral carbon. Of course, there may be exceptions, some molecules have
its chirality centers in quaternary N, tetravalent P or sulfoxidic S [27].
If we arrange the molecule as shown in Fig. 3.1, we can construct its mirror image. If we
rotate the mirror image of CHFClBr by 180◦, and try to superimpose these two molecules,
we can immediately see, that these molecules are different, despite the fact, that the chemical
composition of the molecule is exactly the same. Thus, CHFClBr is a chiral molecule. If the
molecule and its mirror image are exactly the same, this molecule is achiral. It can be done
with ones hands. If one do the same procedure, one will find out, that ones hands are chiral.
Therefore, we sometimes talk about the handeness of molecules.
Figure 3.1: Prove of the chirality of the CHFClBr. By convention, solid lines represent bonds
in the plane of the paper, bold lines are bonds that come out of the paper towards the reader,
and dashed lines lie behind the paper. If we superimpose the CHFClBr molecule with its mirror
image, we can see, that this molecule is surely chiral.
The most simple chiral molecule contains only one chirality centre. This molecule is logically
always chiral. However, chiral molecules, which contains two or more chirality centers would not
be always chiral. To understand this, we need to introduce formal nomenclatures. Right-handed
and left-handed forms of molecules are most often described as D-molecule (from lat. Dexter)
and L-molecule (from lat. Laevus). To be more precise, by further investigation it was shown,
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that the D-form and L-form may not correspond to the side, in which the plane of the polarized
light is rotated. To describe also this phenomenon, signs (+) for clockwise rotation and (−)
for counterclockwise rotation were added as correction prefices before the molecule names. The
letters D and L were left for the description of spatial structure of compounds. To avoid the
confusion of using too many symbols, the most correctly we have to consider the configuration
of chirality centers itself. With respect to the direction of the increase of bonded groups molar
mass and their chemical priority, R (lat. rectus – right) and S (lat. sinister – left) chiral centres
are distinguished. If there are as many R centers as S centers in the molecule, this molecule
possesses no optical activity [28, 29], see Fig. 3.2.
Figure 3.2: Geometrical interpretation of tartaric acid optical activity using R,S nomenclature.
The chiral centers are carbons C2 and C3. (R,R) and (S,S)-tartaric acids are chiral, while
(R,S) and (S,R) forms are achiral. Mixing equimolar ammount of (R,R) and (S,S)-tartaric acid
solutions, we get achiral solution as well, known as racemic mixture.
Despite the fact RS system is formaly the most correct, in practice, letter-(sign)-molecule
nomenclature was established for historical reason and simplicity.
3.2 Quantifying optical activity
Consider aqueous solution of sugar in a cuvette. When defined (angle of rotation α is known)
linearly polarized light passes through the cuvette, its angle of polarization is changed. It is not
difficult to think, that the amount of change is dependent on the path the light traveled – length
of the cuvette l. Optical activity is caused by each chiral molecule in the solution, therefore the
more molecules, the greater rotation. This is quantified as the concentration of the solution c.
Concluding, the measured quantity is called specific rotation power for which an intuitive formula
is defined [30]:
[α]Tλ =
αobs
lc
(3.1)
Note, that the specific rotation is wavelength and temperature dependent. Subscript λ and
superscript T specify the values at which the measurements are conducted.
There are slightly different construction types of spectrometers used for optical activity of
solutions measurement, however the principle is the same and we present here the simplified
description of such a polarimeter. It contains of the light source followed with monochromator.
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The light passes through a polarizer into the tube (usually 10–30 cm long) filled with measured
solution, in which the polarization azimuth is rotated. Using analyzer followed with the detector
(photodiode), the specific rotatory power can be calculated according to the Malus’s law [31].
This simple polarimeter works perfectly for every compound, due to the length of the tube,
even low-concentrated solutions are well measurable. Unfortunatelly, only one wavelength of
light can be measured at a time. Even modern polarimeters use Sodium lamps only, or Mercury
lamps ocassionaly. Tabulated data from lots of experiments can be therefore found most often
for the wavelength of 589 nm (D-line of Sodium lamp) and for 436, 546 and 579 nm, respectively.
Transmission ellipsometric measurement using RC2 Woollam Mueller matrix spectroscopic
ellipsometer seems to be very convinient method, how to measure optical rotation of specific
organic solutions without so strict spectral limitation. According to the rotation matrix from
Eq. (2.15), corresponding Mueller matrix can be derived using Eq. (2.22):
M = 12
⎛⎜⎜⎜⎜⎜⎝
1 0 0 1
1 0 0 −1
0 1 1 0
0 i −i 1
⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎝
cos2 α sinα cosα sinα cosα sin2 α
− sinα cosα cos2 α − sin2 α sinα cosα
− sinα cosα − sin2 α cos2 α sinα cosα
sin2 α − sinα cosα − sinα cosα cos2 α
⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎝
1 1 0 0
0 0 1 −i
0 0 1 i
1 −1 0 0
⎞⎟⎟⎟⎟⎟⎠
(3.2)
Performing the indicated calculation, the transmission Mueller matrix for opticaly active solu-
tions is derived:
M =
⎛⎜⎜⎜⎜⎜⎝
1 0 0 0
0 cos 2αobs sin 2αobs 0
0 − sin 2αobs cos 2αobs 0
0 0 0 1
⎞⎟⎟⎟⎟⎟⎠ (3.3)
3.3 Saccharides structure and optical activity
Every monosaccharide (monosugar) is formed by six-membered (pyranose) or five-membered
(furanose) rings (as shows Fig. 3.3). Attaching these rings to each other in some manner will
form disaccharide and so on. The rings exists in its α and β anomers. From now, we will talk
about glucose (α/β-D-glucopyranose) and fructose (α/β-D-fructofuranose) only. The α anomer
has hydroxyl group attached to C1 carbon with respect to C6 hydroxyl group antiperiplanary,
while the β anomer is synperiplanar conformer. C1 atoms are chirality centers, therefore α and
β tauntomers possesses different optical activity [32].
Melting five-membered β anomer, we get equilibrum solution of all other anomers, even the
six-membered ones. For example, the equilibrum state of water solution of D-fructose is 70 %
β-pyranose, 2 % α-pyranose, 23 % β-furanose, 5 % α-furanose and 0.7 % of open-chain form 4
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Figure 3.3: α, open-chain and β anomers of glucose and fructose. Pay attention about C1–C6
hydroxyl groups conformation. Disaccharide sucrose is formed, when we bond the six-membered
ring of glucose with five-membered ring of fructose together via the oxygen atom.
[28]. This effect is called the mutarotation. Fortunately, when measuring optical activity of sugar
solution in water at constant temperature, we obtain always the same values of specific rotatory
powers, because the conversion is fast enough. The mutarotation is temperature dependent
as well. For example, melting α-lactose at temperature higher then 93.5◦C, the solution is
composed only of β-anomers [33].
3.4 Hydrolysis of sucrose
Basic idea of the hydrolysis is that the water acts as an acid. When the molecule of water
dissociates, it produces H+ proton and OH− anion. H+ proton attacks the oxygen bond and
therefore two different molecules of D-(+)-Glucose and L-(−)-Fructose are formed (Fig. 3.4).
However, only a small amount of water molecules spontaneously dissociate and it causes very
low efficiency of the hydrolysis. The reaction must be therefore catalyzed by surplus of achiral
and non-reactive Brønsted acid (source of H+ kations) and conducted under higher temperature
or conducted and stirred for a long time. If we use Citric acid, which is commercialy available,
it dissociates to hydrogen kations and citrate anions in the solution.
The oxygen bonding is the most vulnerable part of the molecule, so when exposed to protones,
the decomposition occurs and D-(+)-Glucose and L-(−)-Fructose are formed. When there are
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Figure 3.4: Mechanism of the hydrolysis of D-(+)-Sucrose.
no more D-(+)-Sucrose molecules left, citrate anions react with the remaining hydrogen kations
forming the Citric acid again. The product is usually called inverted sugar syrup2.
Now we can see, why the product of the hydrolysis of sucrose is called Inverted Sugar. [α]20589
of D-(+)-Sucrose is dextrorotatory, while [α]20589 of Inverted Sugar is laevorotatory. It is caused by
the dominant effect of the D-(−)-Fructose specific rotation over D-(+)-Glucose specific rotation.
Note, that [α]20589 of the inverted Sugar is given by arithmetic mean of D-(+)-Glucose and L-(−)-
Fructose specific rotations. Tabulated data of [α]20589 for particular saccharides are summarized
in Tab. 3.1.
Table 3.1: Specific rotations of sugars
Compound [α]20589 [◦ · ml · dm−1 · g−1] [34]
D-(+)-Glucose 52.70
D-(−)-Fructose -92.00
D-(+)-Sucrose 66.37
Inverted Sugar -19.65
2Hydrolysis of sucrose also takes place in nature. Apis mellifera uses enzyme called invertase when producing
honey and it has the same effect on the sucrose, as it was decomposed acidically [35].
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4 Optical activity ellipsometric measurements of the sugar so-
lutions
This chapter’s goal is to measure the optical activity of the differently concentrated sugar so-
lutions ellipsometrically, show and discuss the precision of the method, and verify the correctness
of the measurements and calculations on the sugar inversion reaction.
4.1 Preparation of the experiment
The optical rotation experiments were applied on sugar solutions of accurate concentrations.
Lach:Ner analytical grade purity D-(+)-Glucose, D-(−)-Fructose, D-(+)-Sucrose and Dr. Oetker
Citric acid were used. Saturated solutions were prepared according to the saturation curves
given in Fig. 4.1. The c = 0.25 mol/l ≡ 0.25 M solutions were prepared using fundamental
equation (4.1), that attaches the mass m of the substance needed for preparation of the solution
of concentration c and volume V , and M represents the molar mass:
m = cMV (4.1)
Figure 4.1: Saturation curves for dif-
ferent sugars [36]. Numerical data
were obtained using Engauge Digitizer
software [37].
Table 4.1: List of the pre-
pared solutions:
Solution M [g/mol] m [g]
12 ml of saturated D-(+)-Glucose 180.16 12.9500
8 ml of saturated D-(−)-Fructose 180.16 32.2000
8 ml of saturated D-(+)-Sucrose 342.30 20.1700
100 ml of 0.25 M D-(+)-Glucose 180.16 4.5040
100 ml of 0.25 M D-(−)-Fructose 180.16 4.5040
100 ml of 0.25 M D-(+)-Sucrose 342.30 8.5575
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4.2 Determining the ideal parameters of the measurements
All measurements were done using RC2 Woollam Spectroscopic Ellipsometer. Only glass
cuvettes with the length of l = 49.97 mm were used. Each measurement was held for acquisition
time of 80 s. Physically relevant results were obtained only within the wavelength range from
400 nm to 900 nm. Other wavelengths were dropped due to UV absorptions of the glass cuvette
and IR excited vibrations of the organic molecules. Laboratory temperature was 23 ◦C.
First of all, 0.25 M solutions were measured. Figure 4.2 shows the Mueller matrix spectra
for D-(+)-Glucose and D-(−)-Fructose solution, Fig. 4.3 shows the spectra for D-(+)-Sucrose
solution.
Figure 4.2: Mueller matrix of D-(+)-Glucose solution (purple lines) and D-(−)-Fructose solution
(blue lines).
Figure 4.3: Mueller matrix of D-(+)-Sucrose solution.
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Experimental matrices on Figs. 4.1 and 4.2 can be compared to theoretical model given by
Eq. (3.3), however parasite effects within m24, m34, m44, m42, m43 elements are noticed.
Figure 4.4: Mueller matrix spectra of empty cuvette (purple lines), cuvette filled with Distilled
Water (blue lines) and cuvette filled with Citric Acid (cyan lines).
From the measurement of the empty cuvette, cuvette filled with distilled water, and cuvette
filled with citric acid solution, two conclusions are obvious: First, the parasite effects are caused
by the glass cuvette and they does not afflict the m22, m23, m32, m33 elements. Second, it is
clear, that distiiled water nor citric acid does not possess the optical activity. The deviations
from the theoretical Mueller matrix model are negligibly small. Therefore, the optical activity
measurements are not distorted by both possible cases.
From now, we will show only these Mueller matrix elements, that are in the field of the
interest (m22, m23, m32, m33 elements). Figures 4.5 and 4.6 compare the Mueller matrix spectra
of D-(+)-Glucose, D-(−)-Fructose solutions and equimolar mixture of these solutions.
Figure 4.5: The m22, m23, m32, m33 elements of two different experimental Mueller matrices.
Left: Cyan line shows the experimental Mueller matrix of the equimolar solution of saturated
D-(+)-Glucose and D-(−)-Fructose. Right: Equimolar (cyan) mixture of 0.25 M solutions.
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Figure 4.6: More detailed comparison of equimolar solutions. Mixture of saturated solution is
drawn with the purple lines, 0.25 M mixtures are the blue lines.
It comes up, that saturated or very concentrated solutions are not very suitable for the
optical activity measurements. The correct qualitative behaviour of the m23 and m32 elements
are the blue ones, because sinus is a odd function, and we know, that equimolar solution of
D-(+)-Glucose and D-(−)-Fructose is artificially prepared inverted sugar – we know the sign of
the optical rotation. Morover, m22 and m33 elements show unphysical results in the case of the
saturated mixtures. These deviations are the most probably caused due the preparation itself.
The saccharides are generally extremely soluble, and it is difficult to dissolve such a quantity
without the heating. Even very small evaporation from a sealed beaker may cause crucial
concentration changes. The differency between the concentrations and mixing the solutions will
result in very inappropriate results. Following measurements and calculations will be done using
0.25 M solutions only for mentioned reasons.
At the end of this section, we emphasize again the temperature dependence of optical activity
and mutarotaion effects. The solutions must be measured after some time (2 hours) and after
serious tempering.
4.3 Specific rotatory power calculations
The observed angles of optical activity – the values over which the plane of polarized light is
rotated – can be calculated according to measured Mueller matrices from m22, m23, m32, m33
elements. To avoid deviations caused by the noise from the measurements, the data were fitted
with Cauchy dispersion model
n(λ) = A+ B
λ2
+ C
λ4
. (4.2)
This model is sufficient enough, because we are fitting transparent, non-absorbing sample, dom-
inantly over visible region of light. For the fitting and upcoming calculations, only m23 and m32
elements were chosen. We expect that the observed angles are very small, due to the nature
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of the solutions. Therefore, m23 and m32 sine-dependent elements are the most sensitive, so
the most accurate, as the sinus function has inflection point at the zero, while m22 and m33
cosine-dependent elements are less sensitive.
Figure 4.7: Experimental and modeled data of fitted elements of the experimental Mueller
matrix for D-(+)-Glucose solution.
All other fitted dependences are at the same quality, therefore only one demonstrative Fig. 4.7
is shown. The observed optical activity for each solution were determined over measured spectra:
Figure 4.8: The observed optical activity of the sugar solutions. The angles show the deflection
of the axis of linearly polarized light.
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According to the angles shown in Fig. 4.8, the specific rotatory powers were calculated using
Eq. (3.1). Figures 4.9 and 4.10 show the specific rotatory powers [α]23λ for monosaccharide
solutions over spectral range of 400 to 900 nm and [α]23λ for hydrolyzed 0.25 M sucrose solution
compared to artificially prepared inverted solution, respectivelly.
Figure 4.9: Specific rotatory powers [α]23λ of D-(+)-Glucose, D-(−)-Fructose and D-(+)-Sucrose.
The qualitative shape of the functions are in good agreement with the assumption.
Figure 4.10: Specific rotatory powers [α]23λ of inverted sugar prepared by catalyzed hydrolysis of
D-(+)-Sucrose compared to "artificially" prepared inverted sugar by simple mixture of 0.25 M
solutions of D-(+)-Glucose and D-(−)-Fructose.
Using Lu-Chipman matrix decompostion given by Eq. (2.28), it is possible to achieve a
pure retarder matrix, from which the observed optical activity, thus specific rotatory power of
each solution can be calculated. Furthemore, diatennuation and depolarization effects of the
experimental Mueller matrix can be determined as the possible source of the deviations.
For example, 0.25 M D-(+)-Sucrose experimental Muller matrix for 589 nm is decomposed
as follows:
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⎛⎜⎜⎜⎜⎜⎝
1 0.0008 0.0002 −0.0012
−0.0003 0.9939 −0.0987 −0.0026
0.0000 −0.0995 0.9939 −0.0208
−0.0025 0.0012 0.0217 1.0003
⎞⎟⎟⎟⎟⎟⎠ =
⎛⎜⎜⎜⎜⎜⎝
1.0000 0.0000 0.0000 0.0000
−0.0003 0.9987 −0.0003 0.0004
0.0000 −0.0003 0.9991 0.0003
−0.0025 0.0004 0.0003 1.0005
⎞⎟⎟⎟⎟⎟⎠×
×
⎛⎜⎜⎜⎜⎜⎝
1.0000 0.0000 0.0000 0.0000
−0.0008 0.9951 0.0992 −0.0030
−0.0001 −0.0992 0.9948 −0.0212
0.0016 0.0009 0.0213 0.9998
⎞⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎝
1.0000 0.0008 0.0002 −0.0016
0.0008 1.0000 0.0000 −0.0000
0.0002 0.0000 1.0000 −0.0000
−0.0016 −0.0000 0.0000 1.0000
⎞⎟⎟⎟⎟⎟⎠
(4.3)
From the Lu-Chipman decomposition, the retardation, depolarizance and diattenuation param-
eters were calculated according to (2.32)–(2.34). The obtained parameters are summarized in
Table 4.2.
Table 4.2: Qualitative parameters values for 589 nm of each sugar solution calculated from the
matrices given by Lu-Chipman decomposition.
Solution Retardance [◦] Depolarization [%] Diattenuation [%]
D-(+)-Glucose 2.8082 0.0492 0.0492
D-(−)-Fructose 4.2738 0.0421 0.1375
D-(+)-Sucrose 5.8253 0.0543 0.1787
Inverted sugar artificial 1.5719 0.0449 0.0377
Inverted sugar hydrolyzed 3.7693 0.1160 0.1146
All calculated values were compared to commonly tabulated data for 589 nm [34].
Table 4.3: Comparison of calculated specific rotatory powers [α]23589 from Cauchy model and
Lu-Chipman decomposition with the tabulated data [α]20589.
Solution Cauchy Lu-Chipman Tabulated [34]
D-(+)-Glucose 53.79 62.44 52.70
D-(−)-Fructose -88.67 -95.03 -92.00
D-(+)-Sucrose 65.02 68.09 66.37
Inverted sugar artificial -17.68 -34.95 -19.65
Inverted sugar hydrolyzed -22.39 -87.99 -19.65
From the Tab. 4.3, we see, that the calculations of specific rotatory powers directly from the
measured spectra lead to the relatively meaningful values with respect to the tabulated data.
However, certain deviations are observed.
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Specific rotatory powers of monosaccharide solutions deviations are caused mainly, because
of using ceramic weigh boats. D-(+)-Glucose and especially anhydrous D-(−)-Fructose is in
the form of fine powder. The attractive electrostatic forces make impossible to put the whole
weighted mass into the beaker. Even these small concentration changes significantly affect the
rotation power of the solution. On the other side D-(+)-Sucrose is commonly supplied in the
crystalline form, so the weighing error is not so significant. Despite the fact the beakers were
sealed, the concentration was possibly increased due to the evaporation. The most significant
discrepancies in the case of inverted sugars are caused both by weighing errors and additional
concentration changes. For artificially prepared inverted sugar, these were caused by inaccurate
prepapartion of both of the mother solutions, while for hydrolyzed sugars, we must take into
account also strong evaporation during the hydrolysis and different melting points between glu-
cose and fructose. It may happened, that glucose immediately started to decompose3, therefore
the optical activity of fructose was favorized.
Lu-Chipman decomposition showed, that all the solutions have only negligible depolarization
and diatenuattion effect. However the values of specific rotatory power are not in very good
match with the tabulated data. For monosaccharide solutions, they can serve as the indicative
comfirmation of the measurement corectness, however for inverted sugar solutions, the data are
unusable. More research on this field is needed, however we expect, that the order of the Mueller
matrices decomposed according to the Lu-Chipman algorithm, does not reflect the reality (the
sample), and one of the other decompositions would fit better. Moreover, it is convinient to say,
that any Mueller matrix decomposition is unnecessarily strong tool for the data analysis, for
which we have a simple theoretical model.
Note, that for each case, we still have to expect the mutarotation effect. The mutarotation
rate constants are not tabulated for majority of the samples, so we don’t know the reaction
kinetics, therefore the optical activity affliction.
3This is other reason to use low concentrations of the solutions. If we hydrolyze saturated sucrose solutions,
strong decomposition occurs just after reach of the boiling point. This process is commonly known as the
caramelization.
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5 Anisotropic crystals: Description and growth
All anisotropic structures, which are discussed in this bachelor thesis, have one more quali-
tative attribute, which si very specific for each of the structures – the periodicity. Let us take a
look around the nature and let us forget the theory of the quantum electrodynamics for a while
– despite the fact, that the probability amplitude of some event can be described by periodic
function, on that scale, it is only the formalism, that is periodic [38]. Now, if we slightly zoom
out, the periodicity can be found even on the atomic scale. Way, how the electrons fill the atomic
shells, is periodical problem, and was predicted by Mendeleev in 1869. In 1980, the periodicity of
the DNA was determined [39], and from the atoms of the DNA, it is only small step to describe
the peridocity occuring in the whole living nature, even in the macroscopic meaning.
Everything, what does not meet the biological definition of the life, belongs to non-living
nature. If we make an analysis (e.g. XRD) of some common example of some common average
rock, we very likely find out, that our rock has no atomic periodicity. We call these structures
to be amorphous. If we take a grain of kitchen salt and do the same procedure, we will see,
that the atoms are grouped together in a cube. On the other side, XRD of the quartz gives us
a Lauegram with a hexagon symmetry.
Sorting the crystals to the groups according to the specific rules is work of the special part of
the geology – mineralogy, more precisely, descriptive mineralogy and descriptive crystallography.
The adequate description of the crystals and their properties follows in the next paragraphs.
5.1 Descriptive crystallography
The crystal can be defined as the homogenous anisotropic discontinuum [40]. This is the most
compact form of the definition, where the word homogenous is connected with the periodicity of
the crystal, while the word anisotropic forces us to describe all physical and chemical properties
of crystals as the function of the direction. Every discontinuum is spatially limited by its own
surface and to ensure the existence of the crystal, it must satisfy the Euler’s equation, valid for
every convex polyhedron [41]
V + F = E + 2, (5.1)
where V is number of vertices of the crystal, F number of its faces and E number of its edges.
The basic building unit of the crystals is the unit cell or the elementary cell. The elementary
cell is clearly defined by 3 mutually linearly independent vectors called translation vectors and
3 angles between them. In some cases, these angles are called Euler angles. The origin of the
vectors lyes at one of the cell point. Translating the whole cell along the direction of 1, 2 or along
each of the vectors, the final crystal structure – with spatial limitation according to Eq. (5.1) –
is formed and we call this structure crystal lattice.
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The length of the vectors and values of the Euler angles directly affect the aspect ratio of
the elementary cell, therefore they were chosen to be the fundamental parameters of the cell –
lattice parameters. Using only these parameters, 7 crystallographic (crystal) systems are defined
in Tab. 5.1.
Table 5.1: Lattice parameters of crystallographic systems
Symmetry Euler angles Crystal axes
Triclinic αe ̸= βe ̸= γe ̸= 90◦ ae < be < ce
Monoclinic αe = γe = 90◦, βe ̸= 90◦ ae < be < ce
(Ortho)rhombic αe = βe = γe = 90◦ ae < be < ce
Trigonal αe = βe = 120◦, γe = 90◦ ae1 = ae2 = ae3 ̸= ce
Tetragonal αe = βe = γe = 90◦ ae = be ̸= ce
Hexagonal αe = βe = 120◦, γe = 90◦ ae1 = ae2 = ae3 ̸= ce
Cubic αe = βe = γe = 90◦ ae = be = ce
The crystallographic systems are based on the fact, that every crystal is symmetric in some
manner. We define well-known symmetry elements: Symmetry axis (2-fold g2, 3-fold g3, 4-
fold g4, and 6-fold g6), symmetry plane (m), inversion centre (C), and inversion symmetry axis
(gn). According to the geometry of the crystal, maximal element symmetry for each crystal
system can be found and each crystal system belongs to the low, medium or high cathegory of
symmetry [40].
Table 5.2: Maximal symmetry of crystal belonging to particular crystallographic system.
Order Symmetry Maximal crystallographic symmetry
low Triclinic C
low Monoclinic g2, m, C
low (Ortho)rhombic 3g2, 3m, C
medium Trigonal g3, 3g2, 3m, C
medium Tetragonal g4, 4g2, 5m, C
medium Hexagonal g6, 6g2, 7m, C
high Cubic 3g4, 4g3, 6g2, 9m, C
In crystallography, it is crucial to define the habit (external shape) of the crystal. We are
not going to describe all possible external shapes, but for practical reasons, we define the basic
shapes of the crystal planes – crystal forms. Every crystal habit is some particular combination
of these then [40].
• Pedion – formed by one, unique plane.
• Pinacoid – two equivalent parallel and opposite faces symmetrical to 2-fold axis, symmetry
plane or inversion centre.
• Sfenoid – two nonparallel equivalent faces symmetrical to 2-fold symmetry axis.
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• Doma – two nonparallel equivalent and opposite faces symmetrical to symmetry plane or
2-fold axis and symmetry plane.
• Prism – three or more equivalent planes intersecting in parallel edges.
• Pyramid – three or more equivalent planes intersecting in common apex.
Now, we have defined crystal symmetries (microscopic parameters) and forms (macroscopic
parameters). All possible combinations of microscopic parameters form 230 space groups, with-
out translation components 32 point groups (Tab. 5.3). Every crystal is fully described with its
point group and habit [40, 42].
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Table 5.3: 32 symmetry classes. Every crystal belongs to one of these.
Crystal system Hermann-Maugin symbol (point group) Class (dominant habit)
Triclinic 1 Pedial1¯ Pinacoidal
Monoclinic
2 Sphenoidal
m Domatic
2/m Prismatic
Orthorombic
222 Rhombic-Disphenoidal
mm2 Rhombic-Pyramidal
2/m 2/m 2/m (mmm) Rhombic-Dipyramidal
Tetragonal
4 Tetragonal-Pyramidal
4¯ Tetragonal-Disphenoidal
4/m Tetragonal-Dipyramidal
422 Tetragonal-Trapezohedral
4mm Ditetragonal-Pyramidal
4¯2m Tetragonal-Scalenohedral
4/m 2/m 2/m (4/mmm) Ditetragonal-Dipyramidal
Trigonal
3 Trigonal-Pyramidal
3¯ Rhombohedral
32 Trigonal-Trapezohedral
3m Ditrigonal-Pyramidal
3¯ 2/m (3¯m) Hexagonal-Scalenohedral
Hexagonal
6 Hexagonal-Pyramidal
6¯ Trigonal-Dipyramidal
6/m Hexagonal-Dipyramidal
622 Hexagonal-Trapezohedral
6mm Dihexagonal-Pyramidal
6¯m2 Ditrigonal-Dipyramidal
6/m 2/m 2/m (6/mmm) Dihexagonal-Dipyramidal
Cubic
23 Tetaroidal
2/m3¯ Diploidal
432 Gyroidal
4¯3m Hextetrahedral
4/m 3¯ 2/m Hexoctahedral
5.2 Crystallographic-optical symmetry analogy
Crystallographic symmetry elements can be mathematically described using transformation
matrix formalism. Every crystallographic symmetry operation can be understood as an opera-
tion that transforms a set of points or a point on itself. According to the Neumann’s principle,
if any crystal is invariant to certain symmetry operations according to the crystal symmetry
it belongs to, any physical property must also be invariant with respect to these symmetry
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operations [43].
If we take into account Eq. (2.9), we are looking for the derivation of the dielectric tensor
shape describing any crystal of any symmetry. Derivation of particular dielectric tensor describ-
ing 422 tetragonal crystal is shown as an example: We apply rotation matrix of g4 axis along ce
on the most general form of the dielectric tensor εˆ′:
εˆ′ = R(90◦) εˆR(90◦)−1 =
⎛⎜⎜⎝
0 −1 0
1 0 0
0 0 1
⎞⎟⎟⎠
⎛⎜⎜⎝
ε11 ε12 ε13
ε21 ε22 ε23
ε31 ε32 ε33
⎞⎟⎟⎠
⎛⎜⎜⎝
0 1 0
−1 0 0
0 0 1
⎞⎟⎟⎠ =
⎛⎜⎜⎝
ε22 −ε21 −ε23
−ε12 ε11 ε13
−ε32 ε31 ε33
⎞⎟⎟⎠
(5.2)
Now, the elements of the general expression of dielectric tensor can be compared with elements
of the resulting tensor, which leads to:
ε11 = ε22
ε21 = −ε12 ⇒ ε21 = ε12 = 0
ε13 = ε23
ε13 = −ε23 ⇒ ε13 = ε23 = 0
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
⎛⎜⎜⎝
ε11 0 0
0 ε11 0
0 0 ε33
⎞⎟⎟⎠ ≡
⎛⎜⎜⎝
εo 0 0
0 εo 0
0 0 εe
⎞⎟⎟⎠ (5.3)
Dielectric tensor forms derivation for other symmetry groups is analogical. Notice the analogy
between tensor forms in Tab. 5.4 and lattice parameters in Tab. 5.1.
Table 5.4: Dielectric tensors forms for each crystal symmetry.
Symmetry Dielectric tensor Symmetry Dielectric tensor
Triclinic
⎛⎜⎝ε11 ε12 ε13ε21 ε22 ε23
ε31 ε32 ε33
⎞⎟⎠ Uniaxial positive εo < εe
⎛⎜⎝εo 0 00 εo 0
0 0 εe
⎞⎟⎠
Monoclinic
⎛⎜⎝ε11 ε12 0ε21 ε22 0
0 0 ε33
⎞⎟⎠ Uniaxial negative εo > εe
⎛⎜⎝εo 0 00 εo 0
0 0 εe
⎞⎟⎠
Orthorombic
⎛⎜⎝ε1 0 00 ε2 0
0 0 ε3
⎞⎟⎠ Cubic ε
⎛⎜⎝1 0 00 1 0
0 0 1
⎞⎟⎠
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From crystallographic point of view, the symmetries are divided into the orders. Optically
speaking, we define isotropic, uniaxial and biaxial crystals, with respect to how many optic
axes crystals exhibit. Because n =
√
ε, it is obvious, that the light travels with different speed
along each crystallographic axis, since n = vc/v. The effect caused by this phenomena is called
the birefrigence. However, there are 1 or 2 directions called optical axes, along which the light
travels with constant speed. According to the number of the optical axis, we define uniaxial and
biaxial crystals. The optical axis lye on the intersection of the ellipsoids describing the relative
value of wave vector along the crystal axes. In the case of uniaxial crystals, the intersections is
between ellipsoid and sphere.
5.3 Wave equation solution for anisotropic media
Maxwell’s equations for anisotropic media with no charges and no currents:
k ×H + ωε0εˆE = 0 (5.4)
k ×E − ωµ0H = 0 (5.5)
Assuming µr = 1, the wave equation for the anisotropic media can be derived substituting (5.4)
into (5.5).
(k ·E0) · k − k2 ·E0 + k20 εˆE0 (5.6)
Assuming k = kxxˆ+ kyyˆ + kzzˆ ≡ k0 (Nxxˆ+Nyyˆ +Nzzˆ) and rewriting the wave equation into
the matrix form leads to:⎛⎜⎜⎝
ε11 −N2y −N2z ε12 ε13
ε21 ε22 −N2z ε23 −NyNz
ε31 ε32 +NzNy ε33 −N2y
⎞⎟⎟⎠
⎛⎜⎜⎝
E0x
E0y
E0z
⎞⎟⎟⎠ = 0 (5.7)
Equation (5.7) has nontrivial solution for Nz if and only if determinant of 3× 3 matrix is equal
zero. This leads to the solution in the form of the quartic function:
aN4z + bN3z + cN2z + dNz + e = 0
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
a = ε33
b = 2ε23Ny
c = ε213 + ε223 − ε33(ε11 + ε22) + (ε22 + ε33)N2y
d = (2ε12ε13 − 2ε11ε23)Ny + (ε223 + ε23)
e = 2ε12ε13ε23 − ε213ε22 − ε212ε33+
+(ε223 + ε212 − ε22ε33 − ε11ε21)N2y + ε22N4y
Ny = n0 sin θ
(5.8)
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Solving the equation for Nz will result in calculating the propagating eigenmodes in triclinic
media with respect to the orientation of crystal.
The equation reduces as the symmetry of the crystal increases. For orthorombic case, xˆ,
yˆ-perpendicular to the incidence plane propagating eigenmodes can be derived:
Nz1,2 = ±
√
ε11 −N2y (5.9)
Nz3,4 = ±
√
ε22
ε33
(ε33 −N2y ) (5.10)
(5.11)
For uniaxial crystals:
Nz1,2 = ±
√
εo −N2y (5.12)
Nz3,4 = ±
√
εo
εe
(εe −N2y ) (5.13)
Here, εo and εe denotes the ordinary and the extraordinary dielectric constant, respectivelly.
Using Yeh’s matrix formalism [44], propagating eigenmodes can be used for the Fresnel coef-
ficients calculations. For example, reflection coefficients of uniaxial crystals can be calculated
analytically in terms of ordinary and extraordinary refraction indexes no and ne, respectivelly
and angle of incidence φ.
rss =
cosφ−
√
n2o − sin2 φ
cosφ+
√
n2o − sin2 φ
(5.14)
rsp = 0 (5.15)
rps = 0 (5.16)
rpp =
n2e − sin2 φ− n
3
o
ne
cosφ
√
n2o − sin2 φ
n2o − sin2 φ+ none cosφ
√
n2e − sin2 φ
(5.17)
5.4 Crystallization by slow evaporation, cooling and seeding method
Crystal growth method in industry are mainly based on the crystallization from high tem-
perature solutions – from melts. Good example is Czochralski process [45] or zonal melting
method [46]. Very high quality monocrystals without defects4 are produced and usually used in
semiconductor industry, which requires extreme purity of the materials.
We will focus on the slow evaporation and cooling method. Both methods are based on the
crystallization from low temperature solution, e.g. water or also commonly used are alcohols
4Actually, absolutely perfect monocrystal is only hypothetical structure. Even the most perfect monocrystals
(whiskers) have at least 2 crystallographic defects – its own surface and screw dislocation along which the crystal
grows, usually called the growth spiral.
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and aliphatic hydrocarbons. Both methods require very accurate preparation of the mother so-
lution. If we crystallize a single compound monocrystal, a simple solubility curve of appropriate
compound is needed, however for cocrystal growth, ternary, quaternary and higher dimension
diagrams are used. The saturation curve (e.g. Fig. 6.1 in the following Chapter) is concentration
on temperature dependance and represents saturated state of the system. The area below the
curve is the undersaturated region, no nucleation occurs, crystal dissolves; area above the curve
is the supersaturated region, the spontaneous nucleation is observed.
To achieve the spontaneous nucleation, the equilibrum must be shifted. If we let the solution
to slightly evaporate, concentration of analyte increases. The solution is getting slightly over-
saturated and nucleation occurs. The same effect has lowering the temperature of the prepared
solution. As the temperature decreases, the ammount of analyte needed for the preparation
of saturated solution decreases as well, therefore we obtain the supersaturated solution again,
depending on the temperature difference, and the nucleus may form.
The best controlled method is the seeding method. The goal is to keep the concentration
just on the saturated level and insert the seed crystal. The thermodynamic equilibrum shifts
according to the Le Chatelier’s principle and the seed crystal grows. The growth rate can be
controlled by changing the temperature or allowing the solution to evaporate. Therefore, most
commonly, the combination of all three methods is used.
In following sections, thermodynamics and kinetics of most important processes is discussed.
5.5 Temperature and concentration dependences of nucleation as the effects
on the solubility curve shape
The crystal preparation in this thesis is based on the slow evaporation method from the water
solution. The growth of the crystal is initiated by the embryo formation and it can be described
from a thermodynamic point of view. Let’s consider a thermodynamic system consisting only of
solid and liquid phase. We does not include the existence of inpurities or presence of the beaker.
Therefore, we are talking about homogenous nucleation.
At the temperatures lower then the melting point of the solid phase, the thermodynamic
potential of solid phase G(s) becomes lower, then the potential of liquid phase G(l). When
the temperature is lowered below the melting temperature, the melt becomes unstable and
solidification occurs.
When a spherical nucleus is formed, its radius r is very small, therefore we can write:⏐⏐⏐⏐43πr3∆GV
⏐⏐⏐⏐ < 4πr2σ, (5.18)
where ∆GV denotes change of the volume Gibbs energy and σ the surface tension. The total
Gibbs energy ∆G is in the form,
∆G = 4πr2σ − 43πr
3∆GV. (5.19)
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Figure 5.1: Left: The Gibbs energy bilantion. The nucleation is energetically disadvantageous,
so the crystallization occurs, once the embryo reaches the critical radius. Right: Basic scheme
of the nucleation and crystal growth [47]
.
The maximum of the curve (Fig. 5.1) given by equation (5.19) can be determined:
d (∆G)
dr = 0 (5.20)
Solving (5.20), critical radius rc of the nucleus is given by condition:
rc =
2σ
∆GV
(5.21)
Substituting (5.21) into (5.19), ∆Gmax is given:
∆Gmax =
16π
3
σ3
∆GV
(5.22)
Now, with ∆Gmax known, we can derive the dependence on the overcooling ∆T = Tm − T ,
where Tm is the melting temperature and T the temperature of surroundings. Because the
volume V , pressure p, temperature T and entropy S are the state functions, the Gibbs energy
can be rewritten dependent on these [48].
dG = V dp− SdT (5.23)
For slow evaporation crystallization method under normal condition, we can consider the isobaric
process, therefore
dG = −SdT. (5.24)
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From (5.19), we know, that the change of the volume Gibbs energy is given by the Gibbs energy
of the solid phase and the liquid phase, respectively, as follows: ∆GV = G(s) −G(l), therefore
d
(
G(s) −G(l)
)
= −
(
S(s) − S(l)
)
dT. (5.25)
Integrating (5.24), we get the temperature dependence in terms of enthalpy H and Tm:
∆GV =
∫ Tm
T
∆SdT =
∫ Tm
T
∆H
Tm
dT = ∆H
Tm
∆T (5.26)
Now, we substitute (5.26) into (5.22) and all constants include into single constant K,
∆Gmax =
16π
3
σ3
(∆H)2
T 2m
(∆T )2
= K
(∆T )2
. (5.27)
To show the concentration effect, we need to define the chemical potential of i-th element µi
with respect to the change of the ammount of substance dn [49].
µi =
(
∂G
∂ni
)
T,p,nj ̸=ni
(5.28)
For isothermic and isobaric change of the Gibbs energy of N -element system applies:
∆Gmax =
N∑
i=1
(∆G
∆ni
)
T,p,nj ̸=ni
(5.29)
For further discussion, let be (5.27) and (5.29) equal:
N∑
i=1
(∆G
∆ni
)
T,p,nj ̸=ni
= K
(∆T )2
(5.30)
From (5.27), it is obvious, that the lower the temperature of solution is, the higher energy
for embryo formation is required. From Eq. (5.30), we further see, that the temperature is con-
centration dependent. However, this change of the Gibbs energy with concentration of the solid
phase can be either positive or negative. Depending on the energy change, the saturation curves
possesses positive or negative slope. In practice, most of chemical compounds has positive slope
of the saturatuon curve (for example Fig. 6.1) – the higher concentration, the lower temperature
for crystallization is needed. Discussed equations above describe homogenous nucleation. De-
scription of heterogenous nucleation is exactly the same, but we must come out from Eq. (5.19)
as a function of angle between the interface (beaker, seed crystal) and liquid-solid surface tension
component ξ.
∆G =
(
4πr2σ − 43πr
3∆GV
)
f(ξ) (5.31)
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5.6 Effect of impurities on the crystal growth
The purity of the mother solution is reasonable requirement, when growing crystals. For
this purpose, the analytical grade chemical compounds are often repeatedly recrystallized to
achieve the most pure substance as possible. In fact, it is only barely possible to get perfectly
pure solution in common chemical laboratory. Therefore, impurities effect on the crystallization
process was studied.
The most simple model describing the impurities kinectics is based on well-known Langmuir
adsorption isotherm [50]. It expects the physisorption or chemisorption of impurity particles
layer by layer on the surface of crystallizing solvent. The ammount of sorbed particles directly
affects the crystal growth rate and ratio between step velocity of the pure Rp and in the presence
of impurity Rim [51].
Rim
Rp
= 1− Ω (5.32)
The growth is stopped, when the Langmuir factor Ω = 1, however, complete surface coverage
differs also with shape, size and orientation of the impurity particles. Therefore, effectivness
factor (weight parameter of the function Ω) ζ is included.
Rim
Rp
= 1− ζΩ (5.33)
The factor Ω is expressed in terms of the impurities concentration in the solution – Langmuir
isotherm, where K is the Langmuir absorption isotherm constant, and cim the concentration of
the impurities.
Rim
Rp
= 1− ζ Kcim1 +Kcim (5.34)
Relative step velocity is proportional to the relative face growth rate of the crystal:
Gim
Gp
= 1− ζ Kcim1 +Kcim (5.35)
To determine the influence of ζ, geometry of the problem must be discussed. Kindhearted reader
will find detailed derivation in [52], we simply state, that the derivation is based on the relation
of the impurity molecule geometry (rc) and separation of active sites available for adsorption
(L) with impurity molecule spacing ratio on the surface.
Gim
Gp
= 1− rc
L
Kcim
1 +Kcim
(5.36)
Using Eq. (5.21), the Gibbs-Helmholtz equation and substituting into (5.36), we get,
Gim
Gp
= 1− σSc
kTΞL
Kcim
1 +Kcim
, (5.37)
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where Sc is the are occupied by one crystallizing molecule, and Ξ the relative supersaturation.
Finally, we can see, that ζ decreases as the supersaturation increases. It is crucial statement
for the crystal growth, because we are working with supersaturated solutions only. Martins
et. al. proposed competitive adsorption model [53] as an extension of just described model,
where Gim/Gp ratio is morover function of affinity. For sucrose, ζ = 0.9, therefore the kinetics
impurity effect is low. Please, make note, that the presence of impurities affects the principle of
the nucleation, because with respect to the affinity of impuritiy particle to dissolved compound,
the system exhibits homogenous or heterogenous nucleation.
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6 Growth of sugar, butanedioic acid and its derivatives monocrys-
tals
Hydroxyl group substituited butandeioic acids and saccharides monocrystals are structures
forming hydrogen bonds between molecules. If any monocrystal of such organic compounds
exhibits particularly benefiting infrared (IR) spectra, they can be potentionally used in nonlinear
optics applications, for example pump-probe laser techniques.
In following paragraphs, monocrystals growth and characterization techniques are presented.
Selected information crucial for crystallization and following processes about the compounds are
discussed within each section. Table 6.1 contains basic information about used chemicals.
Table 6.1: Crystallographic symmetries of grown crystals
Compound Producer Symmetry Euler angles
L-tartaric acid LachNer monoclinic P21 β = 100.13◦ [54]
Succinic acid LachNer monoclinic P21/c β = 91.5◦ [55]
2:1 Urea-Succinic acid Mach, LachNer monoclinic P21/c β = 96.7◦ [56]
D-sucrose LachNer monoclinic P21 β = 102.9◦ [57]
Substance masses and water volumes for solution preparation are shown in Tab 6.2 in Sec-
tion 6.5.
6.1 L-tartaric acid
L-tartaric acid (LTA) is a butandioic acid with 2 hydroxyl groups substitued in the secondary
carbons. Structural name of this molecule with 2 chirality centres is (S,S)-2,3-dihydroxybutanedioic
acid.
Due to the presence of the hydroxyl groups, the acid is greatly soluble in water. Saturated
water solutions were prepared according to appropriate solubility curves. The most well-known
solubility data were obtained by Dalman [58] and Apelblat [59], see Fig. 6.1. There are certain
deviations between the data of these authors, however, on the basis of my emphirical study,
better results were achieved using Dalman’s analytical expression of the solubility curve.
SLTA = 0.2643T + 51.8573 (6.1)
Temperature of the laboratory was thermostated at constant temperature of approximatelly
23 ◦C. First, slightly supersaturated solution was prepared in order to obtain seed crystals. This
was achieved by changing the concentration of the solution by preparing the solution saturated
at temperature of approximatelly 28 ◦C. The solution was stirred well for 1 hour at constant
temperature, filtered using Whatman filtration papers, covered with perforated aluminum foil
and left undisturbed. The seed crystals started to grow after 2-3 days. A seed with no optical
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Figure 6.1: Dalman’s and Apelblat’s LTA solubility curves.
cracks and with well-defined crystalographic shape was dessicated and added into the new freshly
prepared mother solution. Due to the transparency of the solution, the growth was controlled
by eye – after 10 days of growth, several optically perspicuous polycrystal phases started to
grow on the surface of the monocrystal, therefore the growth was interrupted. Good-quality
and well-oriented 15× 15 mm LTA monocrystal was obtained (Fig. 6.2A).
Figure 6.2: A: 15× 15 mm LTA monocrystal after crystalization. The bar length is 8 mm. B:
LTA monocrystal fixed in the Specifix-40 Kit resin. C: Surface of the crystal after crystalization.
The bar length is 80µm. D: Surface of the crystal after grinding and polishing. The bar length
is 80µm.
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The (001) and (001¯) planes are crystallographically the most developed ones, therefore the
most suitable for ellipsometric measurements. To get as little distorted ellipsometric information
as possible, the crystal was fixed into polymeric resin Struers Specifix-40 Kit (Fig. 6.2B) and
grinded with Metalimex grinder to flatten the surface of the crystal. P60, P400 and P1500
Hermes waterproof abrasive papers were used in the order (compare Figs. 6.2C and 6.2D).
Flat, but still rough surface, was then dry polished for 4 minutes at 250 rpm using Struers
LaboPol-25 polishing machine with 1 µm polishing cloth mounted. The polishing could not be
further supported by a diamond abrassive suspension, because they are water or alcohol-based,
therefore LTA dissolving.
Unfortunatelly, the polished surface of the crystal (Fig. 6.2D) remain untouched for tenths
of minutes only. By further literature analysis, it was found that LTA is moderately hygro-
scopic [60], because of the presence of the hydroxyl groups. The surface is completely covered
with thin film of amorphous and non-reflective Tartaric acid hydrate in the manner of minutes
to hours. The measurement is therefore hardly repeteable or even achiveable.
6.2 Succinic acid
The succinic acid (SCA) is butanedioic acid with no chirality centre. Absence of the hydroxyl
groups causes comparatively lower solubility then in case of the LTA, but in advance, there is
no reason for the hygroscopicity [60].
The monocrystal growth was initiated by inserting the seed crystal of SCA into saturated
solution prepared according to Apelblat data [59]. Despite the fact, the beakers were hold in
temperature controlled water bath with 0.5 ◦C temperature-control accuracy, after few days,
all grown crystals were full of cracks and with opaque milk-like turbidity spreading from the
geometrical centre of the crystal as the crystal grows up. The turbidity is signalizing presence of
the polycrystalline phases. Succinic acid monocrystal growth is possibly temperature fluctuation
or vibration extremely sensitive, therefore urea-succinic acid (USA) cocrystals growth was found
to be more viable alternative.
6.3 2:1 Urea-Succinic cocrystals
Urea-organic acid salts are commonly grown cocrystals [61, 62, 63, 64]. Urea in the structure
of organic acid may cause change of the crystal symmetry, in the case of the hydroxyl-substituted
butanedioic acids, the crystal symmetry remains monoclinic, however the space group differs due
to change of the lattice parameters. This change also causes optical properties change (dielectric
tensor) of the monocrystal.
The growth method is based on the slow evaporation method again. As in the previous
cases, monocrystal growth was started using the seed crystal inserted into the mother saturated
solution of the U2S salt. Saturated solution was prepared at the temperature of 30 ◦C according
to the Urea-Succinic acid-Water phase diagram [64] (Fig. 6.3).
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Figure 6.3: Ternary phase diagram of Urea-Succinic acid-Water system at 30◦C. The solubility
curve for water-U2S salt is the solid curve between I and IV region. I is unsaturated region, II
crystalline region of SCA, III crystalline region of SCA and U2S, IV crystalline region of U2S,
V crystalline region of U2S and urea, VI crystalline region of urea [64].
U2S monocrystals grow very fast (approximatelly 2 mm per day), despite of the fact, when
good-quality seed was used, grown monocrystal possesses well-grown habitus, no optical cracks
or inhomogenities, nor polycrystalline phases.
Hygroscopicity of SCA was discussed in previous section, urea is hygroscopic only when the
relative humidity of the air is very high [65]. All bonds of the salt are saturated, therefore U2S
is neither hygroscopic – stabile under normal conditions.
6.4 Sucrose
In contrast with butanedioic acids crystals preparation, sucrose monocrystal growth demands
quite different aproach. As usual, the seed crystals were prepared from supersaturated solution
according to the solubility curve [36]. However, sugars generally are extremely soluble even in
small ammount of water. Typical example is wild honey, as supersaturated solution of inverted
sugar. The solubility curve shown in Fig. 6.4 does not work very well for monocrystal growth.
During the experiments, the excessive solubility has manifested and it becames clear, that the
curve is very inacurrate, but it still can be used for orientation purposes.
The solution was prepared at 50 ◦C, the seed crystal was inserted and was observed carefully
within 10 minutes period, if it dissolves, grows or overcrystalizes. In most cases, polycrystalic
phases started to grow almost immediately, therefore the temperature of bath was gradually
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increased up to approximately 58 ◦C. The parasite polycrystals started to dissolve and the seed
crystal started to grow. In all cases, the temperature had to be regulated as needed to keep
the crystal grow and the experiment was interrupted after 2 to 6 hours, as the polycrystaline
phases on the crystal surface started to grow again. The temperature regulation was no longer
effective possibly due to the insufficient 1 ◦C accuracy of the heater. Fortunately, the growth
process of the sucrose is very fast. The whole process was conducted repeatedly for 15 times
until surprisingly high-quality monocrystal was obtained, see Fig. 6.5.
Figure 6.4: Solubility curve of sucrose. Wide metastable region is shown [36].
Figure 6.5: Sucrose single crystal.
.
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6.5 Monocrystal analysis
For spectroscopic ellipsometry, it is crucial to determine, if the grown crystals contain only
1 monocrystalic phase. Standart X-ray diffraction analysis on monocrystal is very reliable tech-
nique, however it can be done only on crystals with size up to 0.5× 0.5 mm. For ellipsometric
purposes, it is recommended to grow crystals of size at least 3×3 mm. If the XRD measurement
was conducted on 0.5 × 0.5 mm seed monocrystal, there is no guarancy, that the same crystal
will be monocrystal after a week of growth.
Fortunately, crystals of all mentioned compounds are transparent in visible spectrum of light,
so it is possible to use transmission polarized light optical microscopy. If light travels through
linear polarizer, it is blocked when goes through polarizer with its axis oriented perpendicular
to the first one. The anisotropic sample is situated between the cross-polarizers. When we
rotate with the sample, the intensity of trasmitted light changes according to Malus’s law,
therefore, we can find intensity minima and maxima. If we measure a monocrystal, we surely
find position, where the sample is homogenously bright (light is fully transmitted) or dark (light
is blocked by the second polarizer)5. The same effect is observed, when the sample stays still
and the polarizator axis rotates. If the sample is fixed in the resin already, we can no longer
use the trasmission microscopy. For this purposes, the analysis was done using Bruker Hyperion
microscope in the reflection configuration with two polarizers mounted.
Figure 6.6 confirms the validity of the described technique. If we observe two mutually
perpendicular oriented Cu(1,3-diaminopropane)Cl2 monocrystals under the polarization micro-
scope and rotate the axis of one of the polarizers, we observe the extinction effect perfectly as
described above. Further, if we analyse surely polycrystal, we can see (Fig. 6.7), that many
different undulatory extinctions occur, each for the particular monocrystalic phase. As shown
in Fig. 6.8, the grown USA cocrystal is perfectly monocrystalic (despite the lamelar habit) with
noticeable polycrystalic phases on its surface, however we can easily grind them off. The sucrose
crystals possesses perfect habit as well. It consists of two perfectly parallel monocrystalic phases
with visible sharp-shaped boundary (Fig. 6.9, upper half). After the grinding and the polishing,
the whole volume of the sample is homogenous and monocrystalic (Fig. 6.9, lower half.).
Table 6.2: Mass and volume ammounts best for the crystallization process.
Crystal Water [ml] LTA [g] SCA [g] Sucrose [g] Urea [g]
LTA 8.000 10.899 — — —
SCA 10.000 — 0.675 — —
Sucrose 8.000 — — 20.169 —
USA 8.000 — 0.316 — 1.828
5Crystallographicaly speaking, we call this effect the undulose (or undulatory) extinction [66]. The polarization
microscopy diagnosis is very popular method among the crystallographers.
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Figure 6.6: Demonstrative figure: Observation of two mutually orthogonally oriented Cu(1,3-
diaminopropane)Cl2 monocrystals under polarization microscope Bruker Hyperion, polarization
axis is rotated. Left: Configuration polarizer-analyzer 0◦-0◦. Right: Configuration polarizer-
analyzer 0◦-90◦.
Figure 6.7: LTA crystal under polarization optical microscope Olympus BX60. The geometrical
centre of the crystal is macroscopically turbid, using polarization microscopy, it is due to the
polycrystallic character of the sample.
Figure 6.8: USA crystal under polarization optical microscope Olympus BX60. It is obvious,
that the sample is monocystalic with a few parasite crystals of different orientation on the
surface.
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Figure 6.9: Upper half: Sucrose single crystal under polarization microscope Olympus BX60
before grinding and polishing. The crystal consists of two paralell monocrystals. The surface
is greatly messy, because it is covered by remains of the sucrose viscous solution. Lower half:
Sucrose polished monocrystal under polarization microscope Bruker Hyperion in reflection con-
figuration. The monocrystal morphology is strictly homogenous.
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7 Determining dielectric tensor spectra of anisotropic crystals
Following paragraphs describe ellipsometric measurements and anisotropic response model-
ing of two different natural crystals – minerals. First, cubic pyrite FeS2 is treated as a most
simple case in the field of crystal ellipsometry. Second, uniaxial cassiterite SnO2 dielectric ten-
sor is calculated. This chapter is intended as an introduction to the ellipsometry of particularly
complicated organic molecular crystals grown in Chapter 6. More research is required due to
their optical activity and much less perfect surface and crystal habit.
7.1 Pyrite
Pyrite is a FeS2 (iron pyrite) mineral belonging to pyrite-marcasite subclass of sulfidic min-
erals. It possesses 2/m3¯ diploidal symmetry, therefore the mineral belongs to cubic crystal
system.6 Pyrite is one of the most common minerals on Earth. Formerly, pyrite was used as a
source of sulfuric acid, nowdays it is ocassionaly used in battery industry. The main mineralogic
attributes are shown in Table 7.1 [40].
Table 7.1: Special mineralogic parameters of Pyrite.
Color Pale brass-yellow
Crystal habit Cube, very often pyritohedral, sometimes octahedral
Luster Metallic, glistening, dull on tarnished spots
Tenacity Brittle
Mohs scale 6–6.5
The ellipsometric measurements were conducted on the (100) plane of 15 × 15 × 15 mm
perfectly cubic mineral, see Fig. 7.1.
The ellipsometric measurement using Woollam RC2 Mueller matrix spetroscopic ellipsometer
is considered to be mostly demonstrative, for the purpose to show the difference between Mueller
matrix spectra of the isotropic and anisotropic sample.
In the nature, it is quite common, that the minerals are not perfect monocrystals, despite the
fact, they possesses perfect crystal habit. Therefore, to determine, if the sample is monocrystalic,
for all measurements, angle of incidence 65◦ was chosen in order to provide sufficient sensitivity.
The sample was fixed on the azimuthal rotation sample holder using vacuum. Azimuthal angles
0◦ to 360◦ with step 10◦ were measured. The experimental Mueller matrix on angle of rotation
dependance is showed in Fig. 7.2.
6In some textbooks of solid state physics we can see that the term crystal refers only to anisotropic solids.
This erroneous use is misleading, because crystallographic definition of a crystal can also be met by isotropic
substances.
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Figure 7.1: Pyrite single crystal placed on the microscope slide and fixed with double-side
adhesive tape.
Figure 7.2: Rotation spectra of experimental Mueller matrix for E = 2.431 eV.
Ideally isotropic sample has all physical quantities as a function of direction. From Fig. 7.2
is obvious, that the Mueller matrix elements do not change with the rotation and our sample
is therefore truly isotropic. Fig. 7.3 shows, that the sample is negligibly depolarizing, therefore
Eq. (2.39) and Eq. (2.40) are valid.
The experimental data were simultaneously modeled in CompleteEASE software using B-
spline function [67]. B-splines are a basis set of polynomial splines. The experimental ε2 spectra
are segmented to the knots – points, between which the curve transitions from one polynomial
segment to another and for each, the basis function Bki is calculated. The resulting curve is
weighted sum of the basis functions then. To keep the physical meaning, B-splines are Kramers-
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Kronig consistent and the dispersion spectra ε1 are calculated as follows:
ε1, BS(E) = ε1(∞) +
n∑
i=1
ci
2
π
P
∫ ∞
0
ωBki (ω)
ω2 − E2 dω (7.1)
Figure 7.3: Depolarization spectra of pyrite compared to model. Azimuthal rotation of 140◦
B-splines also assumes the existence of the transparent region and band-gap energy calcula-
tions. The model includes surface rougness compensation. The fit optimality is quantified with
MSE (mean squared error) value and according to the CompleteEASE software, it is calculated
as follows:
MSE = 1000
√ 1
3n−m
n∑
i=1
[(NE −NM )2 + (CE − CM )2 + (SE − SM )2] (7.2)
where n is number of wavelengths, m number of fitted parameters, and subscripts E and M
denotes experimental and modeled data, respectively. Best fit parameters are shown in Tab. 7.2.
Table 7.2: Best fit parameters of B-spline function model.
Eg 0.970 eV
surface rougness = 2.220 nm
MSE = 1.356
The band-gap energy was not set as the fitting parameter in the classical meaning, because
it must be known, when treting with B-spline model. The value was manually changed until the
MSE minimum value was obtained. The band-gap energy is similar as in [68]. Fig. 7.4 shows
the measured and the modeled data for ψ and ∆ and the isotropic Mueller matrix elements N ,
C, and S.
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Figure 7.4: Left: Ellipsometric angles ψ and ∆ compared to the model. Right: Isotropic
Mueller matrix elements compared to model.
Fig. 7.5 shows the rotation spectra compared to the model for E = 2.431 eV. The off-diagonal
elements are nonzero, however the deviations are related to the noise.
Figure 7.5: Rotation spectra for E = 2.431 eV compared to the model. Note the small deviations
within off-diagonal elements, which correspond to noise of separately fitted spectra.
Based on the described model, pyrite dielectric function and refraction index were obtained,
respectively. The spectra agree with [69].
Figure 7.6: Left: Dielectric function of the pyrite. Right: Refractive index and absorption
coefficient of the pyrite.
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7.2 Cassiterite
Cassiterite is a SnO2 (tin oxide) mineral belonging to MeO2 class and rutil subclass of oxides.
It possesses 4/mmm Hermann-Maugin point group, therefore, it has tetragonal symmetry and
uniaxial positive anistropy. SnO2 is economically the most important tin ore and significant
source of Niobium (Nb) and Tantalum (Ta). Naturally, cassiterites contain a broad variety of
intermixtures (Ti, Fe, Nb, Ta, Mn...). Depending on the type of the mixture, the color of the
crystal is directly affected. The pure form of the Cassiterite is colorless. The main mineralogic
parameters are shown in Tab. 7.3 [40].
Table 7.3: Special mineralogic parameters of Cassiterite.
Color Black, gray, brown, yellow, rarely colorless
Crystal habit Pyramidal, dipyramidal, rarely prismatic
Luster Adamantine metallic, splendent, low-quality minerals greasy
Tenacity Brittle
Mohs scale 7
The ellipsometric measurements were conducted on the {110} cut of 8 × 5 mm colorless
monocrystal with splendent and perfect luster. The sample contains a lot of mixtures, therefore
the overall color is brown mostly. The {110} plane was chosen to keep the optical axis of the
crystal in the plane of the cut.
The ellipsometric measurements were conducted using Woollam RC2 Mueller matrix spec-
troscopic ellipsometer. For all measurements, the angle of incidence 50◦ was chosen, because
the elliptic beam spot was completely within the surface of the sample, therefore no focusing
optics was needed. The sample was fixed on the azimuthal rotation sample holder using vacuum.
First, the position of the optical axis had to be determined. For this purpose, azimuthal rotation
dependent measurements were conducted between angle of 0◦ to 180◦ with step 10◦. All partial
measurements were done separatelly, each was manually adjusted to maximize the correctness
of the information. It wasn’t necessary to conduct 180◦ to 360◦ measurements, due to the sym-
metry. If the optical axis is alligned perfectly the same, as the coordinate axis, off-diagonal
elements of Mueller matrix vanish – no polarization conversion occurs. The optical axis position
was found to be around azimuth angle 70◦. Additional fine measurements were done between
angles 68◦ and 72◦. The position of the optical axis was found to be at 71◦ of azimuthal rotation
(Fig. 7.7).
Therefore, the coordinate Euler angles, which distinguish the general orientation of the
coordinate system related with the sample with respect to the laboratory coordinate system,
were determined to be φ = 0◦ and θ = 0◦ due to the symmetry defined by the cut along the
{110} plane. The correctness of this fact was confirmed modeling the spectra of two orthogonal
azimuthal rotations: 71◦ (φ = θ = 0◦) and 160◦ (φ = θ = 89◦), respectively.
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Figure 7.7: Determining the position of the optical axis.
Figure 7.8: Experimental and modeled data for orthogonal orientation of the sample. Both cases
reflect the allignment of the optical axis in the coordinate axis.
Now, having the sample oriented, to determine the dielectric functions of the crystal, all 18
azimuthal orientations from 0◦ to 180◦ were fitted (see fig 7.10) simultaneously using double
Tauc-Lorentz oscillator [70],
ε2, TL(E) =
⎧⎪⎨⎪⎩
1
E
AE0C(E−Eg)2
(E2−E20)2+C2E2
for E > Eg
0 for E ≤ Eg
(7.3)
where A is amplitude, C broadening term of the peak, E photon energy, E0 peak central energy,
and Eg is band gap energy. The data were fitted in the CompleteEASE software. First, the
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imaginary part of the dielectric function was determined, and in the second step, the real part
was calculated using Kramers-Kronig dispersion relations, where P is Cauchy principal value.
ε1, TL(E) = ε1(∞) + 2
π
P
∫ ∞
Eg
ωε2(ω)
ω2 − E2 dω (7.4)
The model includes surface rougness compensation. Best fit parameters are shown in Tab. 7.4.
Table 7.4: Best fit parameters of double Tauc-Lorentz oscillator.
ordinary TL1 TL2
A1 95.774 101.069
C1 8.404 1.853
E01 11.022 4.142
Eg1 3.714 3.714 (coupled)
extraordinary TL1 TL2
A2 184.198 13.306
C2 6.320 0.855
E02 6.235 5.635
Eg2 4.033 4.033 (coupled)
ε1(∞) 1.722 —
ε1(∞) — 3.148
surface rougness = 3.740 nm
MSE = 11.318
The band gap energy is in a good agreement with literature, despite the fact the publicated
values differs between 3.6 eV [71], through 3.8 eV [72] up to 4.1 eV [73]. The deviations may be
caused by the effect of impurities in the sample.
Figure 7.9 shows the measured and the modeled data for ψ and ∆ and the isotropic Mueller
matrix elements N , C, and S.
Figure 7.9: Left: Measured and modeled data of ψ and ∆. Right: Measured and modeled
data of N , C, S isotropic components.
Figure 7.10 shows the best fit for 18 azimuthal rotations. The deviations between measured
and modeled data especially within m13, m14, m23, and m24 elements are mainly caused by the
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imperfectness of the sample surface and small discrepancies, when adjusting was done separately
for each measurement. The experimental Mueller matrix should be symmetric, but it is not and
it causes the imperfectness of the fit.
Figure 7.10: Mueller matrix spectra of all 16 measurements compared to the model.
Based on the described model, the dielectric tensor components were obtained. Figure 7.11
shows the ordinary and extraordinary elements separately, Fig. 7.12 both together.
Figure 7.11: Left: Ordinary and extraordinary refraction index of the cassiterite. Right:
Ordinary and extraordinary absorption coefficients of the cassiterite.
The ordinary and extraordinary dielectric tensor componenets ε1, ε2 are shown in the left part
of Fig. 7.12. Right part shows ordinary and extraordinary indexes of refraction and related
absorption coefficients.
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Figure 7.12: Left: Ordinary and extraordinary dielectric functions (dielectric tensor components
spectra) of the cassiterite. Right: Complex refractive indexes of the cassiterite.
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8 Diffraction efficiency: Principles and measurements
Diffraction gratings are special optical structures that are commonly used in many disci-
plines and devices, from analytical chemistry spectrometers, through x-ray diffraction analysis
or stellar observations [74], to chirped laser pulse amplification [75]. The diffraction efficiency
characteristics represent the direct quantitative and qualitative parameter of particular diffrac-
tion grating. In following paragraphs, the principle of diffraction gratings is briefly introduced.
Next, diffraction efficiency is discussed, and novel method of diffraction efficiency measurements
using spectroscopic ellipsometer is proposed.
8.1 Blazed diffraction gratings
Diffraction gratings are structures with periodically modulated surface. This modulation
directly affect the amplitude and phase of the incident wave, resulting in the interference of the
reflected or transmitted wave. Generally, there are two different types of diffraction gratings.
Transmission gratings are periodically modulated with very thin slits, while reflection gratings
are often made of periodically modulated substrate coated with a thin metal film. From now,
we will talk about reflection gratings only.
If we seek for the phase condition of the constructive interference, two approaches can be
employed. From the wave optics, the boundary conditions must be satisfied, therefore, tangential
component of the wave vector must be continuous, which leads to
km,t = ki,t +mK (8.1)
where m is an integer number corresponding to the diffraction order, ki,t is the tangential
component of the incident wave vector, which is transformed discreetly by the grating vector
K = 2π/d. The reflected wave vector is therefore irradiated into special directions only. If the
interface is in the xy plane, the incidence plane is parallel to the grating modulation and the
grating is periodic in one dimension (called the diffraction order) only, the grating equation can
be derived:
d(sinφ+ sin β) = mλ (8.2)
where β is the diffraction angle, φ denotes the angle of incidence, and d is the grating period.
Another way to derive the grating equation is to calculate total phase difference between two
rays reflected from two neighboring grooves [76]. If performed correctly, we get the left side of
the Eq. (8.2). The right side of the Eq. (8.2) comes from the constructive interference condition.
Note, that we have been talking about general periodic modulation so far, because the
Eq. (6.2) is universally valid, if the conditions from the discussion are met. However, variety
of differently modulated gratings exist, the most common are rectangulary modulated, blazed
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(roofed, sometimes called echelette7 gratings) and sinusoidal. This thesis is focused on the
study of the blazed diffraction gratings, which are designed to reflect the incident light into one
specific order only, while minimizing the reflection into other orders, especially into the specular
reflection [77]. The geometrical meaning of the quantities from Eq. (8.2) is shown in Fig. 8.1.
Figure 8.1: The grating with groove period d and blaze angle θB. φ is the angle of incidence of
the incoming ray (i) measured from the normal g of the grating. β defines the direction of the
diffracted ray (r).
Figure 8.2 shows the principle of diffraction grating. The sign convention of the angle β and
integer m is defined. The angle β is negative, if the reflected order lyes in the same halfplane as
the incident wave.
Figure 8.2: Incident ray (i) is reflected into the diffraction orders given by the grating equations.
The 0 order is specularly reflected, so β = φ. The sign convention of m and β is given.
7From French, échelle, meaning ladder. The groove shape of these gratings is optimized for use at high
diffraction orders.
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8.2 Absolute diffraction efficiency measurements
Diffraction efficiency is an ammount of intensity of the light diffracted by a grating, with
respect to the energy of the incident light. According to [78], we distinguish between absolute
diffraction efficiency and relative diffaction efficiency. The absolute diffraction efficiency is the
ratio of the diffracted light intensity of a given order, relative to the intensity of the incident
light. The relative diffraction efficiency is the ratio between the intensity of the diffracted light
into all diffraction orders, and the intensity of the incident light.
For diffraction efficiency measurements, we extend here the measurement abillity of the
Woollam RC2 spectroscopic ellipsometer. Standart measurements in the reflection configuration
are designed for the specular reflection detection at given angle of incidence, set by the pair of
coupled stepper motor drivers (see Fig. 8.3).
Figure 8.3: Woollam RC2 Mueller matrix spectroscopic ellipsometer scheme. 1 – source; 2 –
mobile receiver arm; 3 – sample stage; 4 – sample stage stepper motor unit; 5 – receiver stepper
motor unit [79]
.
Diffraction efficiency measurements were done as follows. First, the intensity baseline was
measured, then angle of incidence was set. Disconnecting the sample stage stepper unit, the
receiver arm was mobile independent of the sample stage. Edmund Optics blazed diffraction
grating with the period d = 1000 nm and blaze angle 17.45◦ was placed on the sample stage.
Allignment target mounted on the receiver arm and intenisty pre-measurements ensured us, that
the diffraction orders lye perfectly within the plane of the incidence. Diffracted intensities of
the diffraction orders within the range of 38◦ to 180◦ from the source were measured with step
of 0.2◦.
One must pay attention when orienting the grating. Depending on the way, how the facets of
the blazes (defined by blaze angle θB) are oriented at given angle of incidence φ. Fig. 8.4 shows
the case, when only the longer one of the facets is illuminated, and the shorter (shadowed) ones
do not contribute to the overall phase difference of the diffracted light.
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Figure 8.4: One of the possible orientation of the grating. The red lines represent the shadowed
facets, the line segment between points A and B shows the illuminated area of the longer facet.
The length of AB is dependent of the angle of incidence φ.
Depending on the angle of incidence φ, the length of the illuminated line segment AB changes.
For θB ≤ φ < 90◦, only the longer facet is illuminated. For φ < θB, whole grating is illuminated,
and this case must be treated separatelly. The same situation comes to the scene, when we 180◦
rotate the grating (see Fig. 8.5).
Figure 8.5: Grating rotated by 180◦. For any φ ̸= 90◦ − θB, the whole grating is illuminated,
and the incident light is multiple reflected.
The incident beam is multiple reflected for any given φ ̸= 90◦ − θB, and the phase difference
between the reflected rays must be calculate separatelly.
Therefore, we used the configuration defined by Fig. 8.4 and to keep the shadowing effect
active, the angle of incidence φ = 45◦ was set, when the blaze angle is θB = 17.45◦. The
measurement was done as is described above. The spectral dependance of the intensity were
measured and according to Eq. (8.2), angular dependances were calculated. The resulting
absolute diffraction efficiency of the diffraction grating for unpolarized light is shown in Fig. 8.6.
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Figure 8.6: Spectral and angular dependances of the absolute diffraction efficiency for the d =
1000 nm blazed diffraction grating.
The first diffraction order exhibits the highest intensity distribution, even higher then the
specular order, which is in perfect match with the principle of the ideal diffraction gratings,
however it is clear, that the measured grating is far away from the idealty.
From Fig. 8.6 there are further obvious the intensity sharp peaks and drops, especially
within the specular reflection. This phenomenom was first observed by Wood [80], and is so
called the Wood anomally. They occure only for p-polarized wave (the wave vector lyes in the
plane perpendicular to the grating grooves profile), and the wavelength differs with the type of
the metal used for a coating of the grating. Fano [81] proposed, that the p-polarized wave do
excite surface plasmon propagating normal to the grating grooves. Figure 8.7 exhibits strong
Wood’s anomalies, see the specular order. Note, that for s-polarized wave, no Wood anomaly
occurs, see Fig. 8.8.
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Figure 8.7: Spectral and angular dependances of the p-polarized light absolute diffraction effi-
ciency for the d = 1000 nm blazed diffraction grating.
Figure 8.8: Spectral and angular dependances of the s-polarized light absolute diffraction effi-
ciency for the d = 1000 nm blazed diffraction grating.
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Figure (8.6) can be rearranged for the better orienation, so the z-axis lyes towards the reader
– top view of Fig. (8.9).
Figure 8.9: Spectral and angular dependances of the absolute diffraction efficiency for the d =
1000 nm blazed diffraction grating. Specular reflection is given by β = φ = 45◦ condition, m ̸= 0
orders satisfy Eq. (8.2).
The specular reflection corresponds to the angle of incidence, so β = φ = 45◦. The m ̸= 0
diffracted orders angular distribution differs with the wavelength according to the Eq. (8.2).
Theoretically, the negative orders distribution continues above β = 90◦, however they are sup-
pressed by the dimension of the grating, but for the rigorous theoretical treatment [82], it is
necessary to consider even the orders propagating along the surface of the grating. These orders
are called evanescent.
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9 Conclusion and perspective
One of the main goals of this thesis was to improve current techniques of the measurements
using Mueller matrix spectroscopic ellipsometry, and to propose new measurement techniques,
that can act as an advatageous substitution of currently existing techniques.
The main original results are:
• The new original method of chiral solution optical activity measurement was proposed.
The method, using Mueller matrix ellipsometer, offers precise specific rotation power cal-
culations over much more extended spectral range, then in the case of the classic chemical
spectrometers. As shown in Tab. 4.3, the calculated values for the wavelength of 589 nm
are in very good match with the tabulated values.
• The monocrystals of different chemical compounds were grown by the slow evaporation
method. Despite the fact, that this method is not perfectly accurate and stabile, very
good quality monocrystals were grown after gaining advanced know-how (see Figs. 6.8,
and 6.9). The optimal parameters for the growth were empirically determined, so the
method is well repeatable then. The optical characterization of these crystals would bring
more insight into the further applications, as they can be potentially used as the sources
for the terahertz lasers.
• The dielectric tensor spectra determination was calculated on pyrite and cassiterite min-
erals. The basic characteristics and the behaviour of the crystals were verified, the per-
mittivity tensors were calculated using Kramers-Kronig consistent models.
• Another new and original method is based on the hardware reconfiguration of the Wool-
lam RC2 spectroscopic ellipsometer, so the measurements of the diffraction structures is
accurate and fully automated. The diffraction efficiencies of the blazed diffraction gratings
were calculated. This method is sensitive enough to register even the 6th diffraction order,
as shown in Fig. 8.6.
The perspective and the goal of my upcoming work is:
• to get more practice and experiences on the field of the crystallization techniques and
great focus will lay on the improvement of fine crystal preparation for the ellipsometric
measurements. Dielectric tensor spectra of the grown crystals will be calculated.
• to understand the optical activity phenomena within the bulk samples (anisotropic crys-
tals) and to study the optical activity in infrared and terahertz spectra. My recent plans is
to measure the tempertaure dependances of the optical activity of the chiral solution. This
measurements will form the basis for the mutarotation kinetics study and rate constants
calculations.
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• to extend the diffraction efficiency measurements to the much more complicated structures,
e.g. safety holograms and to compare the diffracted intensities with RCWA or Fourier-
transform based calculations.
• to extract the diffraction efficiency information from the Mueller matrix spectra.
• to understand Mueller matrix decompositions into very detail and effectivelly use them on
particularly complicated biological structures.
My very first work was aimed on the Mueller matrix spectroscopic ellipsometry and dielec-
tric tensor determination of one-dimensional antiferromagnet Cu(1,3-diaminopropane)Cl2 single
crystal, and was presented at the poster section on the NanoOstrava 2017 conference [83].
The measurements and calculations of the specific rotatory power and optical activity tem-
perature dependances will be presented at the 21st Czech-Polish-Slovak optical conference on
wave and quantum aspects of contemporary optics in a form of the oral presentation.
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