Abstract. Following the same method of [BM17] and [Zha19], we calculate the (g, K) module structure for the principal series representation of Sp(4, R). Furthermore, we introduced a hypergeometric generating function together with an inverse Mellin transform technique as an improvement to the method to calculate the intertwining operators. We have shown that the matrix entries of the simple intertwining operators for Sp(4, R)-principal series are Hahn polynomials, and the matrix entries of the long intertwining operator can be expressed as the constant term of the Laurent expansion of some hypergeometric function.
An Introduction to the Results
The intertwining operators for principal series representation was defined in [KS80] and discussed in [VW90] . [KZ76] and [Mui09] applied intertwining operators to study the decomposition of certain classes of principal series representations. In this paper, we have shown the following new result for long intertwining operator for the minimal principal series of Sp(4, R): Theorem 1.1. If the induction parameter δ of Sp(4, R) principal series satisfies δ ∈ {(0, 0), (1, 1)} and n−m 1 ≡ δ 1 and n+m 2 ≡ δ 2 mod 2 for i ∈ {1, 2}, the matrix entries [A(λ)] ; t 1 2 F 1 −j−m2, 
+1
; t The real Lie algebra of the symplectic group is g = sp(4, R) = {X ∈ sl(4, R)|X t J + JX = 0}.
A root space decomposition for the complexified Lie algebra g C and its Chevalley basis are determined by the following choice of data:
(1) A Cartan subalgebra h C generated by H 1 = E 1,1 − E 3,3 , H 2 = E 2,2 − E 4,4 ; (2) The simple roots α 1 and α 2 sending t 1 H 1 + t 2 H 2 to α 1 (t 1 H 1 + t 2 H 2 ) = t 1 − t 2 , α 2 (t 1 H 1 + t 2 H 2 ) = 2t 2 (3) The simple corootsα 1 andα 2 sending t 1 H 1 + t 2 H 2 tǒ α 1 (t 1 H 1 + t 2 H 2 ) = t 1 − t 2 ,α 2 (t 1 H 1 + t 2 H 2 ) = t 2 (4) The fundamental weights ̟ 1 and ̟ 2 in h * C satisfying ̟ i ,α j = δ ij ; (5) The set of positive roots ∆ + (g C , h C ) = {α 1 , α 2 , α 1 + α 2 , 2α 1 + α 2 }; (6) ρ C = 1 2 α∈∆ + (g C ,h C ) α = 4α1+3α2 2 = ̟ 1 + ̟ 2 ; (7) A basis for positive root spaces g α for α ∈ ∆ + (g C , h C )
to the 4 infinitesimal generators γ 0 , γ 1 , γ 2 , γ 3 of u(2): where the Levi-Civita symbol ǫ ijk takes value 1 if (ijk) is an even permutation of (123), −1 if (ijk) is an odd permutation of (123), and 0 if two or more elements in {i, j, k} are equal.
The Cartan Subgroups of Sp(4, R).
2.2.1. The Maximally Compact Cartan Subalgebra. A Cartan subalgebra of K ∼ = U (2) is t = R(U 0 + U 3 ) ⊕ R(U 0 − U 3 ). The basis vectors U 0 ± U 3 are deliberately chosen so that they can be related to H α1 and H α2 by Cayley transforms. Let the the simple roots β 1 , β 2 act on an element t 1 (U 0 + U 3 ) + t 2 (U 0 − U 3 ) ∈ t C by β 1 (t 1 (U 0 + U 3 ) + t 2 (U 0 − U 3 )) = i(t 1 − t 2 ), β 2 (t 1 (U 0 + U 3 ) + t 2 (U 0 − U 3 )) = 2it 2 .
In the Vogan diagram (see [Kna16, Section VI.8]), the shorter root is named to be the compact root. In this situation, all roots are imaginary:
We can decompose the set of positive roots ∆ + (g C , t C ) into the union of the set of compact roots and noncompact roots: ∆ + c (g C , t C ) = {β 1 } ∆ + nc (g C , t C ) = {β 2 , β 1 + β 2 , 2β 1 + β 2 }; The compact root vectors are
These roots are displayed in the following picture, where the gray color stands for noncompact roots, and the light gray color stands for compact roots:
The subspace t C ⊕ g β1 ⊕ g −β1 of g C generated by the vectors {v β1 , v −β1 , U 0 + U 3 , U 0 − U 3 } is isomorphic to gl(2, C). The embedding of this Lie subalgebra into g C corresponds to the embedding of U (2) into G as K.
The -1 eigenspace p C for θ is generated by the following noncompact root vectors:
v ±(2β1+β2) = 1 2 (H 1 ± i(X 2α1+α2 + X −2α1−α2 )) (2.1) v ±β2 = 1 2 (H 2 ± i(X α2 + X −α2 )) (2.2) v ±(β1+β2) = 1 2 (X α1+α2 + X −α1−α2 ∓ i(X α1 + X −α1 )). x x
Consider the Cayley transforms c β = Ad exp( π 4 (v β − v β )) for a noncompact root β, when β = β 2 or 2β 1 + β 2 , the Cayley transform is nontrivial:
The two Cayley transforms c β2 and c 2β1+β2 commute with each other. If we start from the real Cartan subalgebra t, the other real Cartan subalgebras of Sp(4, R) can be obtained by applying the Cayley transforms c β2 and c 2β1+β2 :
This diagram shows how the generators of the Cartan subalgebras are mapped to each other by the Cayley transforms shown in the diagram (2.4). We define the maximally noncompact Cartan subalgebra a = RH 1 ⊕ RH 2 ⊂ p. The roots α i acts on h C = a ⊗ R C, and they can be related to the roots β i on the compact Cartan subgroup by
Moreover, we can apply the composite Cayley transform on the root vectors v β :
2.2.3. Weyl Group. From the embeddings Φ α1 , Φ α2 of SL(2, R) into Sp(4, R) given by the simple roots α 1 , α 2 , the simple Weyl reflections corresponding to these two roots are:
The Lie algebra k has basis {X α − X −α } α∈∆ + , and the relationship between this basis and the basis {U i } is:
Therefore, the simple reflections w αi can be expressed as
Under the basis {α 1 , α 2 }, the actions of the simple reflections on an element n 1 α 1 + n 2 α 2 ∈ h * C are:
If we represent λ ∈ h * C by (λ 1 , λ 2 ), the actions of w αi on (λ 1 , λ 2 ) where
The action of the simple reflections on the nilpotent radical satisfies:
2.2.4. Harish-Chandra isomorphism. Since sp(4, C) is rank 2, there are two Casimir elements Ω 2 and Ω 4 with degree 2 and degree 4 respectively. They generate the center Z(g C ) of the complexified universal enveloping algebra. Consider the adjoint representation ad on g C , then the corresponding element in the center is [Yan11] :
where {X i } is a dual basis of the basis {X i } of g C under the Killing form on g. The central element Ω 4 corresponding to the standard representation is a quartic element in U (g C ) which we will only write down the U (h C ) part explicitly:
Since ρ = ̟ 1 + ̟ 2 , the Harish-Chandra homomorphism γ ′ will map each H i to:
The image of Ω 2 and Ω 4 under the Harish-Chandra isomorphism γ ′ are:
Iwasawa decomposition on the group level
We would like to compute the Iwasawa decomposition kman of an element n ∈ N . For a root α with χ −α (t) = exp(tX −α ) ∈ N , the corresponding Lie group SL(2, C) embedded into G C has generators:
In terms of these matrix generators of SL(2, C), the Iwasawa decomposition of
is an element in the maximal compact subgroup K 0 ∼ = SO(2, R). In general, for any simple real root α for G = Sp(4, R), we would like to study at the embedding φ α of a Lie algebra sl(2, R) into g, and the corresponding homomorphism of a Lie group Φ α : SL(2, R) −→ G. The image of Φ α is fixed by θ, and the embedding for the Lie algebra satisfies:
We can see that the homomorphisms Φ α and φ α respect the Cartan involution: if we denote θ ′ as the Cartan involution on SL(2, R) and sl(2, R), we can see that
Recall that under any simple reflection w αi , there is a root vector X −αi such thatn ∩ w −1 αi nw αi = RX −αi . We can factor the nilpotent group w
Using this factorization of the group w −1 αi N w αi , we can find a coordinate system on w −1 αi N w αi which is consistent with the Iwasawa decomposition. Namely, for any n ∈ N , there is a t ∈ R and n ′ ∈ N ′ such that
Parabolic Subgroups of Sp(4, R)
4.1. Minimal Parabolic Subgroup and Jacobi Parabolic Subgroup. Denote P 0 as the minimal parabolic subgroup of Sp(4, R), with the Lie algebra having a Levi decomposition:
For any real root α of ∆(g C , h C ), consider the homomorphism φ α : sl(2, R) −→ g, which exponentiates to a homomorphism Φ α : SL(2, C) −→ G C . Letting γ α be the image of
Recalling the statements in [Kna13, Section VII.4], every nonidentity element of the centralizer M of a in K has order 2, and is generated by γ α for all real roots α. In the case of Sp(4, R),
The generators γ α2 , γ 2α1+α2 of M can also be expressed in terms of U i :
The minimal parabolic subgroup P 0 has a Levi decomposition P 0 = M A 0 N 0 M is the centralizer of a in K, and A 0 and N 0 are the analytic subgroups formed by exponentiating a and n 0 , respectively. There are two proper standard parabolic subgroups that contain P 0 . The parabolic subgroup P 1 with an abelian nilpotent radical is called a Siegel subgroup. The Levi decomposition P 1 = M 1 N 1 has the form:
Their Lie algebras have restricted root space decompositions:
There is another class of parabolic subgroup called the Jacobi (or Heisenberg and in some literature also called Klingen) parabolic subgroup P 2 = M 2 N 2 , having a Levi decomposition:
The Lie algebras of each subgroup have restricted root space decompositions:
Thus n 2 = α∈{α1,α1+α2,2α1+α2} RX α . Since the root vectors X α satisfy the commutation relations
the group N 2 is isomorphic to the Heisenberg group H 3 .
4.2.
Induction from the Minimal Parabolic Subgroup. In this section consider the minimal principal series obtained by induction from the minimal parabolic subgroup P 0 . Consider the Cartan involution θ(g) = (g t ) −1 on Sp(2n, R), which acts on the split Cartan subalgebra
by sending all elements to their negatives. In this case, θ = −id on the root lattice X. Therefore,
and -1 eigenspace of θ on X is X −θ = X. The discrete character δ and the continuous character λ can thus be determined by two vectors
If all of the λ i 's are integers satisfying λ i ≡ δ i mod 2, then there exists an integral character χ δ,λ = n i=1 λ i ̟ i such that δ is the image of χ in the quotient X/(1 − θ)X, and λ = 1−θ 2 χ.
In the case of Sp(2n, R), a minimal principal series representation I P0 (χ δ,λ ) of Sp(4, R) is determined by the following data:
(1) A continuous character λ : a −→ C represented by the pair (λ 1 , λ 2 ) with λ i = λ(H i ). This character can be extended linearly to a character on a ⊗ C = h, also denoted by λ; (2) A character δ : M −→ {±1} represented by a pair (δ 1 , δ 2 ) where δ i ∈ {0, 1} such that δ(γ If the numbers λ i are integers, with δ i ≡ λ i mod 2, the parameters defined in (4.1)-(4.2) combine to an algebraic character χ δ,λ on the complex Cartan subalgebra
The exponential map from a to the split torus A 0 is a bijection. Every element a ∈ A 0 can be written as a = exp H a for some H a ∈ A 0 . For any ν ∈ X, we introduce the notation a ν = exp ν(H a ). The algebraic character χ δ,λ exponentiates to a character χ δ,λ :
We define the principal series representation I P0 (δ, λ) induced from the minimal parabolic subgroup P ⊂ G as the following vector space of functions on G:
The action π P0 (χ δ,λ ) of G on f ∈ I P0 (χ δ,λ ) is given by the left regular representation
The (g, K)-module of the principal series representation I P0 (χ δ,λ ) embeds into the space
This space is isomorphic to the space of smooth global sections of the line bundle K ⊗ M C δ , where C δ is the vector space on which M acts by δ −1 . To get a basis for the space C δ (K) from the Wigner D-functions, we consider the right action by m ∈ M on an arbitrary function f ∈ C δ (K). f can be written as the finite linear combination of Wigner D-functions with coefficients a (j,n) m1,m2 :
The action by m ∈ M on the right gives
Recall that the Wigner D-functions are matrix coefficients of U (2)-representations. Their values on the product of two elements km come from the multiplication of two matrices:
The action of a general element
on the Wigner D-functions is diagonal:
Therefore, f (km) can be written as
Because of the linear independence of different Wigner D-functions, the equality
holds for all k ∈ K if and only if j, n, m 1 , m 2 satisfy the compatibility condition
Therefore, the space C δ (K) can be written as the direct sum
in which the two sets of admissible j, n, m 1 , m 2 are defined as:
Similarly to the case of SU (2, 1), for each (j, n) ∈ KTypes(δ 1 , δ 2 ), we can denote
(4.7)
as the K-isotypic subspace of I P0 (δ, λ) which decomposes into copies of irreducible K-representations of highest weight (j, n). The restriction of the (g, K)-module of the principal series I P0 (δ, λ) to K can be decomposed as a direct sum of the K-isotypic spaces τ (j,n) :
The different copies of irreducible K-representations are distinguished by the index m 2 , and the action of u(2) raising and lowering operators U 1 ± iU 2 moves each m 1 to m 1 ± 1. For each K-isotypic space τ (j,n) , the cardinality of the set M(j, n; δ 1 , δ 2 ) is equal to the multiplicity of K-types with highest weight (j, n). In fact, if we assume
and its cardinality is
We will make use of these facts to calculate the long intertwining operator for the principal series of Sp(4, R). 
We define the vectors u β ∈ p C by multiplying the v β defined in (2.1)-(2.3) by a factor:
Under this normalization, the Lie algebra Iwasawa decomposition of the basis vectors u β is:
The representation of K = U (2) on p C decomposes into two irreducible subrepresentations p
The u β 's are the normalized weight vectors on which the adjoint action by U 1 ± iU 2 acts as ad(
where the coefficient q β,β±β1 turns out to be
5.2.
Left Action of p C . For any noncompact root β, define two integers:
Each weight β is uniquely determined by the pair of integers (m β , n β ) specified in the following chart: Table 1 . Correspondence between (m β , n β ) and noncompact roots By embedding the principal series representation I(χ δ,λ ) into C δ (K) (compare to the identical method in [BM17] and the SU (2, 1) case in Section 5), we would like to understand the action of
. By the definition of the principal series in (4.3), the right action on any vector f ∈ I(χ δ,λ ) by H i is always a scalar multiplication by
and the right action by any element from N annihilates f . We can therefore use the decomposition (5.1)-(5.3) and the differential operators (A.7)-(A.9) in g C of u β to calculate the right action of u β on the basis vectors W (j,n) m1,m2 of I(χ δ,λ ). Also, recall from 6.1.1 that ρ(H 1 ) = 2, ρ(H 2 ) = 1, we have
(5.8)
Recalling the correspondence between the weight β and (m β , n β ) discussed in (5.4)-(5.5) and Table 1 , since the irreducible constituents of p ± C have highest weights (j, n) = (1, ±1) respectively, the right action of u β with β ∈ ∆ ± nc can be transferred to the left by observing
Based on the correspondence in Table 1 between the weights of u β and the pair of integers (m β , n β ), it is clear that the left action of u β for β ∈ ∆ ± nc on the Wigner D-functions W (j,n) m1,m2 ∈ C δ (K) can be written explicitly as follows,
(5.10) According to (5.7)-(5.9), we apply the right action dr(u β ) to W (j,n) m1,m2 and get
(5.11)
We can replace the products of Wigner D-functions by a linear combination of Wigner D-functions with Clebsch-Gordan coefficients as described in formula (A.10) of Section A. The left action of u β for β ∈ ∆ ± nc on Wigner D-functions can thus be expressed as
(5.12)
After computing all the Clebsch-Gordan coefficients using the formulas listed in Table 2 , the action of weight vectors u β of p C on the left when β ∈ ∆ ± nc can be expressed as the following linear combination:
(5.13)
with the coefficients given in the tables:
The (g, K)-action on Sp(4, R) principal series I(χ δ,λ ) is completely determined by formula (5.13) and the four tables above.
Intertwining Operators
The longest element w 0 = w α2 w α1 w α2 w α1 in the Weyl group of Sp(4, R) corresponds to the long intertwining operator:
Applying the Langlands' Lemma on factorization of intertwining operators in [Sha10] , A(w 0 , χ δ,λ ) can be factored into 4 intertwining operators corresponding to simple reflections:
Since there is an embedding of the Harish-Chandra module of I(χ δ,λ ) into the space C δ (K), we can express any function f (k) in the principal series under such embedding as a linear combination of Wigner D-functions:
Therefore, it is sufficient to compute the matrix coefficients of the intertwining operator on the basis W (j,n) m1,m2 of the space C δ (K):
and the matrix coefficients of the intertwining operator A(w, δ, λ) are given by the formula
We will use this formula to compute the intertwining operators explicitly for the group Sp(4, R) in this section. Combining the Langlands' Lemma and (6.2), we have the following proposition:
Proposition 6.1. Let w 0 = w α2 w α1 w α2 w α1 be the longest element in the Weyl group W of Sp(4, R). The matrix for the long intertwining operator A(w 0 , χ δ,λ ) under the basis W
If we define
and let
where N j,n m1,m3 is the inverse matrix of M j,n m1,m3 , with
then the operators A i (λ) act as
(6.5)
We will prove the Proposition 6.1 in the following two sections 6.1 and 6.2.
Remark 6.1. The simple reflection w α1 sends the character δ = (δ 1 , δ 2 ) on M to (δ 2 , δ 1 ). For the w α1 intertwining operator, it is important to recall that the parity condition M(j, n; δ 2 , δ 1 ) of m 3 restricts the allowed Wigner D-functions W .7) and (4.8).
6.1. Rank 1 Intertwining Operators. Starting from any character λ on a C , the rank 1 intertwining operator A(w α , µ) associated to a simple reflection w α can be written as
By the Iwasawa decomposition of exp(tX −α ) given in (3.1),
where κ α (t) = exp (arctan(−t)(X α − X −α )). If f is any vector in the principal series representation I(χ δ,λ ), the action of exp(tX −α ) on the right is
Denoting by θ(t) = arctan(−t), since X α1 −X −α1 = 2U 2 , X α2 −X −α2 = U 0 −U 3 , and recalling from (2.5) the expressions of simple reflections w αi in terms of Euler angles, the action of exp(tX −α1 ) and exp(tX −α2 ) on a Wigner
Therefore, the simple intertwining operators A(w α1 , λ)W (j,n) m1,m2 and A(w α2 , λ)W
can be expressed in terms of integrals involving Wigner D-functions:
Observe that θ(t) is an odd function. It is important to mention that, from the formula of the Wigner D-function (A.3), we have
If 2j + m 3 − m 2 ≡ 1 mod 2, the integrand of (6.10) is an odd function, which makes the integral (6.10) zero. If W (j,n) m1,m2 ∈ I P0 (χ δ,λ ), we must have 2j ≡ δ 1 + δ 2 mod 2 and m 2 ∈ M(j, n; δ 1 , δ 2 ). The set M(j, n; δ 1 , δ 2 ) has been defined in (4.6). In order to make the integral (6.10) nonzero, the function d (j,n) m3,m2 (−π − 2θ(t)) must be an even function. In this case, the exponent 2j + m 3 − m 2 ≡ 0 mod 2. Therefore, 2j + m 3 − m 2 ≡ δ 1 + δ 2 + m 3 − m 2 ≡ 0 mod 2. (6.12) Thus, if m 2 satisfies n − m 2 ≡ δ 1 mod 2 and n + m 2 ≡ δ 2 mod 2, by (6.12), we must have
Thus the parity condition m 3 is given by the set M(j, n; δ 2 , δ 1 ), with δ 1 and δ 2 flipped from the parity condition of m 2 . In particular, A(w α1 , λ)W (j,n) m1,m2 lies in the space I P0 (w α1 χ δ,λ ). Hence the sum in (6.10) is in fact a sum over m 3 ∈ M(j, n; δ 2 , δ 1 ):
(6.13)
Note that the Wigner D-function W (j,n) m3,m2 (0, 0, −π − 2θ(t), 0) in (6.8) and (6.13) has a nonzero U 2 −Euler angle. In the following section, we will diagonalize the matrix of Wigner D-functions and transform the U 2 −Euler angle to a U 3 − Euler angle in order to compute the intertwining operators more easily.
6.2. Diagonalization of the intertwining operators. From the commutation relation of Pauli matrices, U 2 and U 3 can be related in the following way: (6.14)
We can use this relation to diagonalize the action of
appearing in the Iwasawa decomposition of exp(tX −α1 ) of the Wigner D-functions. By the multiplicativity of the Wigner D-function, we have
We define the function S
Change-of-basis matrix. Similarly to the relation (6.14) between U 2 and U 3 , we can relate U 1 and U 2 by conjugating a multiple of U 3 : 
Among the two equivalent definitions (A.5) from [AS67] and (A.6) in [Res08] , for the sake of simplicity in expressions we choose the definition (A.6) using hypergeometric functions 
These Jacobi polynomials have a generating function [SM84]
The Singular Integrals. In (6.2), we have described the procedure of calculating the matrix entries
of the intertwining operator A(w, λ). The right hand side of (6.27) is independent of m 1 . The calculation of simple intertwining operators reduces to the calculation of integrals (6.13) and (6.11). Combining the diagonalized operator (6.15) with (6.10) and (6.11), the problem of the calculation of the intertwining operators A(w, λ) reduces to the following two integrals:
Recall from the definition of Wigner D-functions and their values on Euler angles that W (j,n) m1,m2 (ζ, ψ, 0, 0) = e inζ+im1ψ δ m1,m2 .
The Wigner D-function part of the integrands of the above two integrals (6.28) and (6.29) are
The integral
s2 dt is convergent for Re(s 1 + s 2 ) < −1, and can be meromorphically continued to the whole complex plane as
We can use (6.30) to express the two integrals (6.28) and (6.29) in terms of Γ-functions. Thus the integral (6.28) becomes
and the integral (6.29) is
We have defined the function Q(z, n) = π2 2−2z Γ(2z−1) Γ(z+n)Γ(z−n) in (6.3), so the integrals (6.28) and (6.29) can be expressed as: 
. By collecting the results from (6.18) and (6.31), it turns out that the S ′(j,n) m3,m2 (z) defined in (6.16) and (6.23) is exactly the same as the S (j,n) m3,m2 (z) in Proposition 6.1:
Therefore, by (6.13), the simple intertwining operator A(w α1 , λ) acts on Wigner D-functions by
From (6.11) and (6.32), we can see that the simple intertwining operator A(w α2 , λ) acts by
By the Langlands' lemma (6.1)
we can replace λ in the formula above by w α1 λ, w α2 w α1 λ and w α1 w α2 w α1 λ to calculate the other stages in the composition of simple intertwining operators. Recall that if we express λ by the pair (λ 1 , λ 2 ) as in Section 6.1.1, where λ i = λ(H i ), the composition of actions by the Weyl group action will send the pair (λ 1 , λ 2 ) to:
The pairing of λ + ρ with the corootsα 1 andα 2 are given by
Therefore, we can conclude that the matrix coefficients for the simple intertwining operators are
A(w α1 , w α2 w α1 λ)W (j,n) m1,m2 = m3∈M(j,n;δ2,δ1)
A(w α2 , w α1 w α2 w α1 λ)W (j,n)
Collecting the above result with the change-of-basis matrix defined in (6.18), we have finished the proof of the Proposition 6.1.
Expression of S
j,n m1,m4 (z) as Hypergeometric Functions. In this section, we assume (δ 1 , δ 2 ) = (0, 0) or (1, 1), in which case j, n are integers. We also introduce the rising factorial or the Pochhammer symbol
Definition 6.1. Part I of [Obe12] .
(1) The Mellin transform of a function f (x) is formally defined as
(2) Consider a function F (z) of one complex variable z = σ + iτ , such that (a) F (z) is holomorphic on the strip S = {z ∈ C|a < σ < b}, such that F (z) → 0 uniformly in the strip S ǫ = {z ∈ C|a + ǫ < σ < b − ǫ} for arbitrarily small ǫ > 0, and
We define the inverse Mellin transform of the function F (z) as
for x > 0 and some fixed γ ∈ (a, b). It satisfies the property that
The function F (z) to our interest is the ratio of Γ-functions
) .
We would like to calculate the integral (6.37) 1 2πi
along some well chosen contour on which the integral converges. Though this integral doesn't satisfy the assumption on F (z) above, we still can take the inverse Mellin transform of this function, resulting in a M −1 (F (z))(x) with discontinuities. We refer to [Bat55, Page 49, Section 1.19] for a general Mellin-Barnes integral 
and y = Im(z). Our integral (6.37) satisfies α = β = 0 and λ = − 1 2 , ρ = 2, falling into the fourth type in the description on the convergence of the Mellin-Barnes integral in [Bat55] , which states that the integral (6.37) conditionally converges to an analytic function in x on the intervals |x| < 2 and |x| > 2, with points of discontinuity at x = ±2. In [Obe12, Section II, (5.21)], for Re(z) > 0, we have an explicit formula for (6.37):
In the rest of this chapter, we will only interchange finite sums with this conditionally convergent integral, and thus there are no analytic issues justifying the calculation in the remaining portion of this thesis. In (6.3) we have defined the function Q(z, n) = π2 2−2z Γ(2z−1) Γ(z+n)Γ(z−n) . We would like to compute the inverse Mellin transform M −1 (Q(z, m 3 ))(x) of Q(z, m 3 ):
If we define the Heaviside step function θ(x) = 0 x<0 1 x>0 , the result above can be written as
Therefore, the inverse Mellin transform M −1 (S j,n m1,m4 (z))(x) of the matrix entries of intertwining operators S j,n m3,m2 (z) is 
where s, t are formal variables, we define
c j m1
If we denote by [σ i (s, t)] 0,0 for the constant term in the Laurent series expansion of σ i (s, t), then (6.42) can be expressed as
To make the calculation simpler, and since we only care about the constant term of the Laurent series σ i (s, t), we can feel free to make change of variables so that σ 1 (s, t) and σ 2 (s, t) have the same denominators. Two such choices are 
After taking the constant Laurent series coefficient of the function σ 1 (−s, 2/t) + σ 2 (s, 2t), we will get the following expression for M −1 (S j,n m1,m4 (z)):
Notice that in the Laurent series expansion of the function in s, t in (6.48), the exponent of t in the Laurent expansion of the second term
in the parentheses is always strictly greater than 0. Therefore it does not contribute to the zeroth Laurent series coefficient in the expansion of (6.48):
(6.50)
The summations over κ 1 and κ 2 can be expressed as hypergeometric values
The sum in (6.50) becomes
(6.53)
Again, by writing the values of hypergeometric function 2F 1 at -1 in terms of Jacobi polynomials, we have
(0), (6.55) the sum (6.50) is equal to 0≤q≤2j,q∈Z
Again by (6.24), (6.50) is the constant term of the Laurent seris expansion of the following function in s and t
(6.57)
For simplicity of notations, we set
The parenthesis of (6.57) can be reorganized as
(6.58) Therefore, the constant term of (6.57) can be rewritten into a sum involving multinomial coefficients, noting that 2j + m 1 − m 4 + ν 1 − ν 4 = 2j:
(6.59)
Reorganizing,
We can observe that the function in the summation above can be simplified to the zeroth Laurent coefficient of a function in one variable u:
Plugging the formula above back into (6.50), (6.62) and recall that j, m 1 , m 4 ∈ Z and m 1 − m 4 is even, we finally have
From the generating function of Jacobi polynomials which we introduced in (6.24), this inverse Mellin transform is in fact
c j m4 
Applying these two formulas to (6.64), we get
c j m4
(1 − 2x) (6.67) According to formula 9.43 in [Obe12] , we can apply the Mellin transform M on the Jacobi polynomials, According to 07.27.17.0042.01 of [Res08] , we have the following transformation property of 3 F 2 value at 1: ; 1 .
We also need to consider that m 1 and m 4 satisfy the same parity condition, that m 1 , m 4 ∈ M(j, n; δ 2 , δ 1 ), and therefore The meromorphic function η(w 0 , χ δ,λ ) factor into rank-one factors:
Moreover, these η δ,α (z)'s factor into meromorphic functions γ δ,α (z):
In terms of the long intertwining operator A(w 0 , w 0 χ δ,λ ) corresponding to w 0 , it is related to the adjoint of the intertwining operator corresponding to w 0 :
We can thus normalize the intertwining operator A(w 0 , χ δ,λ ) by dividing it by the meromorphic factor:
We denote the new normalized intertwining operator by
In the case of Sp(4, R) principal series, according to (6.72) and (6.73), there is a normalization factor γ(w α1 , λ) of the intertwining operator entries S j,n m1,m4 (z), such that the operator A(w α1 , λ) has the property
We define the normalized intertwining operator as A ′ (w α1 , λ) = 1 γ(wα 1 ,λ) A(w α1 , λ). Since we have assumed that (δ 1 , δ 2 ) ∈ {(0, 0), (1, 1)}, the j and n are integers. We can check that for m 1 , m 3 ∈ M(j, n; δ 2 , δ 1 ), m2∈M(j,n;δ2,δ1) Taking into account the condition δ 1 = δ 2 ∈ {0, 1} and and its consequence that m 3 , n ∈ Z, we can expand the terms 1 + (−1)
Since W (j,n) m2,m2 (0, −π, 0, 0) = e im2π , by (6.14) and the definition (6.19) and (6.20) of M j,n m2,m5 and N j,n m4,m2 , we have m2∈M(j,n;δ2,δ1)
The sum (6.75) can thus be written as m2∈M(j,n;δ2,δ1)
and the sum (6.74) becomes m2∈M(j,n;δ2,δ1)
(6.76)
We observe that the product of the Q-functions are simply products of Γ-functions:
hence the formula (6.76) is in fact m2∈M(j,n;δ2,δ1)
(6.78) Therefore, it is natural to consider be the action of the intertwining operators on the K-types with j = 0:
and set the normalization factor γ(w α , λ) to be
The matrix entries of the normalized intertwining operator A ′ (w α1 , λ) are given by the function 
; t (6.84)
; t . (6.85) 6.5. Computing the Product Matrix. In this section we compute the product of the four matrices:
when δ = (0, 0) or (1, 1). We would also like to normalize each individual matrices A i (λ) such that they satisfy the condition:
Recalling the parity conditions (4.5) and (4.6) satisfied by j, n, m 1 , m 2 , since (δ 1 , δ 2 ) ∈ {(0, 0), (1, 1)}, the pair (j, n) are integers, and m 1 , m 2 satisfy n−mi+δ1≡0 n+mi+δ2≡0 mod 2.
Despite the difficulty of calculating the product of the 4 matrices, a lot of terms in the sum can be reduced using the parity condition. We replace the function T n m1 (z) by the normalized function defined by
The matrix entry [A ′ (λ)] j,n m1,m2 of the normalized intertwining operator can be expressed as the constant term of the Laurent series in t 1 , t 2 of the sum:
(6.86) Plugging (6.84) and (6.85) into (6.86), we have
; t 2 × m3∈M(j,n;δ1,δ2)
Based on the parity of j − m 3 , we can separate the calculation into two cases:
6.5.1. Summation when j − n ≡ δ i mod 2. In the situation that j − n ≡ δ i mod 2, the set of m 3 ∈ M(j, n; δ 2 , δ 1 )'s are:
where p ∈ {0, 1, 2, . . . , j}.
Thus we can replace m 3 by j − 2p, and the sum reduces to a sum of finitely many Pochhammer symbols: ; t 2 × γ ′j,n m1,m2 (λ; t 1 , t 2 ), (6.96) .
(6.99)
The −j's as parameters to the function 5 F 4 don't necessarily cancel since they are non-positive. They play an important role in making the function 5 F 4 rational. . 
