We introduce a class of discrete velocity BGK type approximations to multidimensional scalar nonlinearly di usive conservation laws. We prove the well-posedness of these models, a priori bounds and kinetic entropy inequalities that allow to pass into the limit towards the unique entropy solution recently obtained by Carrillo. Examples of such BGK models are provided.
Introduction
Consider the Cauchy problem for the possibly degenerate parabolic equation x Istituto per le Applicazioni del Calcolo \M. Picone", Consiglio Nazionale delle Ricerche, Viale del Policlinico 137, I{00161 Roma, Italia. E{mail: natalini@iac.rm.cnr.it 1 i) to have the same framework in both the hyperbolic (B 0 0) and the parabolic (B 0 > 0) regime; ii) to converge to the weak solutions to problem (1.1), and when it is needed also to the admissible solutions in the sense of Carrillo 11] . In this regards we recall that, even for smooth initial data, it is well known that a weak solution can lose its Lipschitz continuity (respectively, continuity) in nite time if B 0 = 0 at a given point (respectively, on some open interval). It is very important to design theoretical and numerical approximations which are able to take into account this kind of singularities; iii) to keep the monotonicity and comparison properties, which are typical of equation (1.1).
Some other features seem to be advisable for a good approximation:
iv) an easy numerical implementation, even in the multidimensional case and in more complicate situations (source terms, variable coe cients...); v) possibility to improve numerical schemes by using high order algorithms and di erent methods ( nite di erences, nite volumes...); vi) a natural extension to general (strongly coupled) systems of di usive conservation laws.
In the present paper we do not consider these three last issues, which will be investigated in 3] for numerical purposes and from an analytical point of view in 24] for the last point.
Let us now introduce our general kinetic BGK framework. Consider the following class of semilinear systems of conservation laws with source, f i (x; t); (1.5) In order to prove the convergence we make the following assumptions on the parameters ij ; ij and on the function M on some xed interval I: It is easy to see that if the sequence u converges to some limit function u in a suitable (strong) topology, then the limit function is a weak solution to equation (1.1). The rigorous proof of this fact will be given below (see Theorems 3.1 and 4.1). Here we prefer to give a more intuitive, although formal, justi cation. Setting v j :
ik ij f i = 1 ?
A j (u ) ? v j ;
for j = 1; : : : ; d. Therefore we deduce that
and in the limit, using the condition (M 3 ), we nd equation ( Maxwellian functions satisfying this will be called monotone Maxwellian functions (MMF).
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We will prove that if M is a MMF on I = fu 2 R : juj ku 0 k 1 g and f 0 (x) = M( ; u 0 ) then fu g converges in C( 0; 1); L 1 loc (R d )) to the unique entropy solution to (1.1)-(1.2). By the way we obtain a new proof of existence of entropy solutions to (1.1)-(1.2) in the sense of 11], see also Section 4 below. The same tools as in 33] are involved, but we need here to take care of the singular linear transport term.
Let us recall now some basic facts about nonlinear parabolic and hyperbolic problems. It is well-known that these problems are in general not well{posed since, if the di usion coe cient is not uniformly parabolic, i.e. B 0 (u) = 0 for some values of u, the solutions can lose their regularity in nite time and general continuations in the weak sense do not need to be unique. Nevertheless if the di usion coe cient is not too degenerate, that is when measfuj B 0 (u) = 0g = 0, the weak solutions are in general continuous and unique, see 40] . Another case where uniqueness of weak solutions can be established without any additional assumption, is when the rst order terms A j are identically equal to zero, as proved in 10].
On the other hand, when there exists some positive measure set where B 0 (u) = 0, the problem becomes strongly degenerate, solutions are in general discontinuous and there is no uniqueness in the class of bounded measurable solutions. In this case, following the ideas by S.N. Kru zkov we have to add some supplementary conditions, the so{called entropy conditions, in order to select a unique solution, with \good" mathematical properties.. This program has been carried out successfully by Kru zkov himself for the pure hyperbolic case B 0 in 21], but for many years the general parabolic case was not completely solved. Actually it is quite easy to prove existence of entropy solutions to problem (1.1)-(1.2 by the arti cial viscosity method 38], nonlinear semigroup methods 6] or monotone nite di erence schemes 14]. On the contrary, uniqueness has been proved only recently by Wu and Yin 39], for BV solutions in the one dimensional case and nally by Carrillo 11] in the general setting.
In the last years a lot of papers were devoted to the study of the zero relaxation limit of various hyperbolic systems 27, 13, 20, 32, 33] , see 34] and references therein. A general framework for discrete velocities approximations was proposed in 20, 2] to build numerical schemes for systems of conservation laws. Entropy conditions have been studied in 7] and a proof of convergence for systems with a convex invariant domain has been done in 37].
As concerning the nonlinear parabolic problems in a kinetic setting, the rst idea is just to add a linear di usion term in the transport equation, to have a sort of parabolic BGK approximation, see 9, 25] for some continuous velocities model and, more recently, 16] for a discrete velocities model.
Here we consider a quite di erent scaling to approach (quasilinear) parabolic problems by means of (semilinear) hyperbolic ones. On a physical ground this scaling corresponds to a \parabolic" scaling of the (x; t) variables, like ( x ; t p ), in the kinetic equations, see for example 12], Ch. 11, and references therein for a discussion of the di usive limits of the Boltzmann equation. Actually in our approach we are able to obtain in the limit both the hyperbolic and parabolic problems. Here, we just give an incomplete list of papers where di usive limits have been investigated, see 13, 18, 19, 5, 28, 29] .
For discrete velocities model, theoretical investigations start with the papers 22, 30] for the di usive limit of Carleman equations. The general theory of convergence to equilibrium for two velocities models can be found in 26]. For some recent numerical investigations we refer to 23, 31, 15] .
The paper is organized as follows. In Section 2 we obtain existence, L 1 ?bounds independent of and comparison theorems for solutions to problem (1.3)-(1.4). The condition (1.7) will be crucial. In Section 3 we prove the compactness of the sequence ff g and then in Section 4 the convergence result with the entropy inequalities. Finally, in Section 5 we present di erent examples of relaxation approximations to equation (1.1).
Global existence and uniform estimates
In this section we shall prove that if M is a Monotone Maxwellian Function on a suitable interval I, depending on the L 1 norm of the initial data, then the Cauchy problem (1.3)-(1.4) has a globally bounded solution. We observe that to prove the results of this section we do not need assumptions (M 3 ) and (M 4 ). Actually these results were already proved in 33] and are reported here to make the paper selfcontained.
First let us recall some general results concerning semilinear diagonal hyperbolic systems 17]. Consider the Cauchy problem To have monotonicity properties of the system (2.1) we require the quasimonotonicity of the source term G 17, 36, 35] , which is one of the main tools in the present paper. Proof. The claim in (a) can be obtained as in the previous proof, by using Proposition In this section we prove the convergence, as ! 0, of a subsequence of u = P N i=1 f i to a weak solution u to the Cauchy problem (1.1)-(1.2). Moreover we prove that the function f = lim !0 f is a Maxwellian distribution, M(0; u) = f. The proof of the convergence theorem will follow after some preliminary results.
As a direct consequence of Theorem 2.2 we have the following proposition. As regard to equicontinuity in t, we prove the following two propositions. and the claim follows. u t
The following proposition gives an estimate of the deviation from the equilibrium in the L 1 norm. for suitable C 1 ; C 2 and C. Here we used Proposition 3.1. Then, by density arguments we obtain the claim. u t
Now we can prove our convergence theorem. Proof. From Propositions 3.1 and 3.3 we obtain the relatively compactness of the sequence ff g in C( ; 1 ; L 1 loc (R d ) N ), for every > 0.
In order to prove that the convergence holds also around t = 0, we consider a sequence fu 0n g C 1 0 (R d ) converging to u 0 in L 1 (R d ) and the corresponding solutions u n and f n . We have
where c 1 is a suitable constant. For every < 1, we choose n = ? 1 4 in the following inequality The last result of our statement, namely the weak consistency of our approximation, will follow from Theorem 4.1 in the next section. u t
Consistency with entropy inequalities
This section is devoted to the proof that the limit u of the relaxation system obtained as ! 0 is indeed the right entropy solution to (1.1). We have the following result. 1)-(1.2) . Therefore, by uniqueness, it is not necessary to extract any subsequence, the whole family u converges to u.
Proof of Theorem 4.1. In what follows, the notation g (x; t) = O( ) (4.4) for some 2 R has to be understood in the sense of distributions in (x; t). More explicitly, it means that for any ' which is convex in f and has a Lipschitz constant independent of . In order to simplify technical discussions, we are going to make rst a simplifying assumption. The modi cations for the general case will then be indicated.
Non degenerate case. Let us assume that M i ( ; ) is strictly increasing in I = fu 2 R : juj ku 0 k 1 g; (4.14) and let us consider only entropies 2 C 2 . In any case, we can let tend to a Kru zkov entropy at the end and recover "irregular" entropies. Now for such C 2 entropies, (4.14)
ensures which can be seen by computing H 0 i 00 (M i (0; u)) by di erentiating (4.15) . This term is the one that should stand in the right-hand side of (4.1) for smooth solutions to (1.1).
Examples
This section is devoted to present some examples of relaxation systems of kind (1. 
