Fuzzified optimization based data clustering is one of the important data mining tool which is active research of real world problems. This paper proposed Fuzzified Particle Swarm Optimization and K-Harmonic Means algorithm (FPSO+KHM) for clustering the electrical data systems. The partitioned clustering algorithms are more suitable for clustering large datasets. The K-Harmonic means algorithm is center based clustering algorithm and very insensitive to the selection of initial partition using built in boost function, but easily trapped in global optima. The proposed algorithm uses Fuzzified PSO and KHarmonic means to generate more accurate, robust , better clustering results. This algorithm can generate the solution in few number of iterations, and get faster convergence when compare to K-Harmonic Means and hybrid PSO+ K-Harmonic Means algorithms. This algorithm is applied for two different set of IEEE standard electrical bus data systems.
INTRODUCTION
In Electrical Power systems, there is a specific and growing interest towards electrical bus data organization especially from the point of distribution side [1] . The emerging trend towards unbundling the distribution and supply services, as well as new degrees of freedom enabled by the legislation for location up dedicated tariff offers, specific customer group which provides new opportunities to the supply operators for introducing a advanced metering technologies by receiving several data from the field, optimally by quality and dedicated Clustering algorithms.
Clustering is a basic operation used in unsupervised document organization, automatic topic extraction [2] , and information retrieval [3] etc., Clustering involves dividing a set of objects into a specified number of clusters [4, 5] . In recent years, partitioned clustering technique [6 -8] is well suited for clustering a large document dataset due to their relatively low computational requirements. The time complexity of the partitioning technique is almost linear, which makes it widely used. The best-known partitioning clustering algorithm is the K-means algorithm and its variants [9 -11] , because it can be easily implemented and is the most capable one in terms of the execution time. The major disadvantage of this algorithm is that it is sensitive to the selection of the initial partition and may converge to local optima. To overcome this difficulty used K-harmonic Means algorithm [12, 13] with built in boost function for initial cluster, but it easily convergence in local optima. To overcome this drawback used globalised Particle Swarm Optimization (PSO) algorithm [14] . This PSO algorithm can be used to generate good initial cluster centroids for the KHarmonic Means. The popularity of Particle Swarm Optimization is due to its significant property of dealing with the optimization problems without any restrictions on the structure or type of the function to be optimized and due to the ease of computation. However, a critical problem in PSO is the large number of iterations or high computation time required to obtain the near global optimum. Thus, an amendment in classical PSO technique is incorporated using fuzzy logic strategy for obtaining a faster convergence and fuzzy logic have emerged [15] as a balancing artificial tool to conventional deterministic mathematical methods called Fuzzified Particle Swam Optimization (FPSO)
K-HARMONIC MEANS ALGORITHM
The K-Harmonic Means algorithm (KHM) is the improvement of K-means algorithm which uses the Harmonic Averages (HA) of the distances from each point to the centers. K-Harmonic means takes the sum over all data points of the harmonic function. Let x = , the data to be clustered. M= be K centers. Then the membership function is defined by the proposition of data point that belongs to center In KHarmonic Means, the quality of the result is measured by the sum of a function d(x, M) over all x, using equation (1).
The d(x,M) is calculated using equation (2) = (2) The Harmonic average of K numbers is defined as equation (3).
= (3)
The harmonic average is small if one of the is small. Therefore HA() behaves more like the MIN() function . This desired property need for defining performance fitness function for measuring clustering quality function. The K-Harmonic Means performance fitness function measured by the given equation (4 
1.
Randomly choose the initial centers. 2. Calculate performance fitness function using equation (4) with weighted function p, where p>2. 
5. For each center ,recomputed its location from all data points according to their membership and weights by using equation (7) (7) 6. Repeat step 2 to 5 predefined number of iterations or until change significantly. 
PSO BASED K-HARMONIC MEANS ALGORITHM
In recent clustering analysis, Particle Swarm Optimization (PSO) is being widely implemented due to its simplicity and efficiency [16] when, compared with the techniques like means, Fuzzy C-means [17], K-Harmonic means and other traditional clustering approaches. In general, the PSO algorithm produces better results with reference to inter-cluster and intracluster distances [18] , while having quantization errors comparable to the other algorithms. PSO was originally developed by Eberhart and Kennedy in 1995 [19, 20] , and was inspired by the social behavior of a bird flock. In the PSO algorithm [21, 22] the birds in a flock are emblematically represented as particles. These particles can be considered as simple agents "flying" through a problem space. A particle's location in the multi-dimensional problem space represents one solution for the problem. When a particle moves to a new location, a different problem solution is generated. This solution is evaluated by a performance fitness function that provides a quantitative value of the solution's utility. The velocity and location of each particle moving along each dimension of the problem space will be altered with each generation of movement. In combination, the particle's personal experience, pbest and its neighbor's experience, gbest influence the movement of each particle through a problem space. The random values, rand 1 and rand 2 , are used for the sake of completeness, that is, to make sure that particles explore wide search space before converging around the optimal solution. The values of c 1 and c 2 control the weight balance of pbest and gbest in deciding the particle's next movement velocity. For every generation, the particle's new location is computed by adding the particle's current velocity, V-vector, to its location, X-vector. Mathematically, given a multi-dimensional problem space, the i th particle changes its velocity and location according to the following equations (8, 9)
Where k is the constriction factor [13] . (10) where c 1 + c 2 = c and c > 4 .The acceleration constants c 1 and c 2 pulls each particle toward pbest and gbest positions. and are the current position and velocity of the i th particle; pbest is the location of the particle that experiences the best fitness value; gbest is the location of the particles that experience a global best fitness value; rand 1 , rand 2 are random values in the range of (0, 1); ω denotes the inertia weight factor [23] is given in the following equation (11) (11) is the maximum number of iterations or generations. and are the upper and lower limit of the inertia weight [24] . The inertia weight balances global and local explorations and it decreases linearly from 0.9 to 0.4 in each run. The value of inertia weight is computed based on the iteration (t & tmax) alone (independent of the problem being solved). Equation (8) requires each particle to record its current coordinate its velocity that indicates the speed of its movement along the dimensions in a problem space, and the coordinates pbest and gbest where the best performance fitness values were computed. The best performance fitness values are updated at each generation, based on equation (12), = (12) Where the symbol denotes the performance fitness function in equation (4); pbest stands for the best fitness values and the coordination where the value was calculated; and t denotes the generation step. The basic PSO algorithm is given in the flow chart as shown in figure 1.
Fig.1. The general flowchart of PSO
A single particle in the swarm represents one possible solution for clustering the document collection. Therefore, a swarm represents a number of candidate clustering solutions for the document collection. Each particle maintains a matrix X i = (m 1 , m 2 , …, m i ,.., m k ), where, m i represents the i th cluster centroid vector and k is the cluster number. At each iteration, the particle adjusts the centroid vector position in the vector space according to its own experience and those of its neighbors. The harmonic average distance between a cluster centroid and a document is used as the performance fitness value to evaluate the solution represented by each particle. The performance fitness value is measured by the equation (13).
= (13)
The algorithm for PSO based K-Harmonic means is given below.
Step 1. Initialize the parameters for PSO and K-Harmonic means (KHM) with swarm size n, acceleration coefficient c1 , c2 , , and .
Step 2. Create a swarm with P particles .
Step 3. Initialize x i , v i , pbest for each particle and gbest for the swarm.
Step 4. PSO algorithm: (module 1) 4.1 Calculate the cluster centers for each particle. 4.2 Calculate the fitness value of each particle. 4.3 Calculate pbest for each particle. 4.4 Calculate gbest for the swarm. 4.5 Update the velocity and position for each particle.
Step 5. If the terminating condition of PSO is not met, go to step 4.
Step 6. K-Harmonic Means (KHM) algorithm. (Module 2) 6.1 Randomly choose the initial centers. 6.2 Calculate performance fitness function using equation (4) 
Step 7. If KHM terminating condition is not met, go to step 6.
Step 8. If PSO+KHM terminating condition is not met, go to step 4.
FUZZIFIED PSO
The proposed fuzzified PSO is one of the fastest growth algorithm for clustering of large dataset. Fuzzy logic provides a mathematical framework where the entire range of the data lies in between 0 and 1. Fuzzy based PSO [25] is easier to implement than evolutionary algorithms because it only involves a single operator for updating solutions.
In traditional PSO technique the value of inertia weight factor ω [26] is computed completely based on iteration count (t and t max ) and it is independent of the problem being solved which leads to slow and premature convergence [27] . Hence there is a need for an adaptive inertia weight. The convergence depends on the relative performance fitness function value as equation (14) . (14) where is the maximum fitness value in the present swarm. The relative performance fitness function value f is an essential factor which has a major influence in the convergence process. If the relative performance fitness value f is lower then the corresponding inertia weight should small and vice versa. The other factor that influences the convergence is the search range (x j max -x j min ) which is a constant throughout the whole search process rather a self adaptive search range would be more appropriate. Thus these two factors need a certain control to obtain a better convergence. Moreover the relationship between them seems arbitrary, complex and ambiguous to determine, hence fuzzy logic strategy would be more appropriate than a crisp relation.
The various sequential steps involved in the FPSO based algorithm are same as that in section 3 except the calculation of inertia weight factor in the velocity updating process as follows, (i) The fuzzy logic inputs and output are decided and their feasible ranges are declared. The two fuzzy inputs are as follows:
Input 1 = f based on equation (15) Input 2= Max {(X i max t -X i t i iter ) ( X i t i iter X i min t ) } (16)
The Input 1 is the first essential factor and Input 2 is an active search range determined as the maximum search distance or range pertaining to each distance of the vector in the present iteration from any of its corresponding limits (maximum or minimum). The output of the fuzzy logic strategy is the inertia weight ω.
(ii) Fuzzification of inputs and output using triangular membership function. Five fuzzy linguistic sets have been used for each of the inputs and output as shown in Figure 2 .
Fig. 2. Fuzzy Membership Function
(iii) The fuzzy rule base in Table 1 is formulated for all combinations of fuzzy inputs based on their ranges. iv) Defuzzification of output using Centroid method.
C = (17)
here is the mid-point of each fuzzy output set and is its corresponding membership function value. The centroid C is scaled (multiplied by range of inertia weight) ω max -ω min to obtain inertia weight value of each element in the particle. This fuzzified PSO base K-harmonic means algorithm also has two modules. 1. Fuzzified PSO module 2. K=Harmonic Means module. First apply this Fuzzified PSO module for the initialization of the data. Then this module is transferred to the K-harmonic means modules for the faster convergence. Usually K-harmonic means algorithms are faster than PSO algorithm . Because of both hybrid algorithm it can get advantage of fuzzy based PSO and K-harmonic means algorithm. The algorithm of this proposed method is same as PSO based K-Harmonic Means algorithm with the fuzzification of ω in PSO.
Step 1. Initialize the parameters for PSO and K-Harmonic means (KHM) with swarm size n, acceleration coefficient c1 , c2 , , and ,and initial cluster.
Step 4. FPSO algorithm: (module 1) 4.1 Calculate the cluster centers for each particle. Step 6. If KHM terminating condition is not met, go to step5. Step 7. If FPSO+KHM terminating condition is not met, go to step 4. 
EXPERIMENTAL DATA SETS AND PROPOSED RESULTS
The proposed algorithm is tested on two different data sets of IEEE 300 bus and IEEE 118 electrical bus data system. The IEEE 118 bus line diagram is shown in figure 3 and the sample data set are given in 
DATA SET Number of Buses

Number of Data
Number of Classes
IEEE 300 bus system 300 2100 5
IEEE 180 bus system 180 1260 3 Similarly the quality of clustering is evaluated using KHM, PSO+KHM and FPSO+KHM for IEEE 118 Bus system are shown in Table 6 . The results show superior performance in terms of less Harmonic mean, Standard deviation, Iterations and CPU time when compared to PSO+KHM and KHM. Figure 6 shows the convergence characteristics of Fuzzy PSO based K-Harmonics Means and it is observed that the mean value converges smoothly to the optimum (minimum) value without any abrupt oscillations approximately with 60 iterations due initialization and adaption of inertia weight produce fast convergence. Figure 7 shows the convergence characteristics of FPSO+KHM , PSO+KHM and KHM and it is observed that , by fuzzified PSO proposed algorithm the mean value converges smoothly to the optimum (minimum) value without any abrupt oscillations and convergences quickly when compared to PSO+KHM and KHM algorithms.
Thus ensuring convergence reliability of proposed FPSO+KHM algorithm. And further it is observed that the FPSO has less number of iterations than KHM and PSO+KHM based algorithms. 
CONCLUSION
