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There are many different methods of filtering that have been
known to provide better results than basic Sample-Matrix-Inversion
(SMI). Providing a well-conditioned covariance matrix to these fil-
ters will provide a higher Signal to Interference plus Noise Ratio
(SINR) than SMI filtering when there are large numbers of receiver
element and interference signals. The available number of coherent
snapshots that will be used for filter estimation is “not large enough”
with respect to the array dimensionality. Common techniques to deal
with this situation is to use Krylov or Singular Value Decomposition
(SVD) reduced rank filtering. Auxiliary Vector (AV) filtering with the
CV-MOV and J Divergence methods of choosing a termination index
is improved upon by the hybrid estimation technique JMOV. When
the Signal to Noise Ratio (SNR) is below 0 [dB] the signal of inter-
est is buried in noise and estimation of the total number of signals
present in a system is poor. If we fix the eigenvalues to be constant
for eigenvectors that are not thought to correspond to signals, we use
the eigenvector information that we have already went through the
effort of performing SVD for. Sometimes the Eigenvalue Fixing (EIF)
filtering produces better results than reduced rank filtering alone.
The performance of the aforementioned filters when utilizing mod-
ern covariance matrix estimates is analyzed by varying parameters
of the system model.
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The proliferation of internet enabled devices has caused our commu-
nication infrastructure to becoime congested. Many of the 5G com-
munication systems are experiencing more interference generated by
themselves and outside sources. Current communication standards
require the use of large antenna arrays in order to estimate a signal
of interest Honig and Golstein, 2002; Nadakuditi and Edelman, 2008.
Large arrays are important for quickly communicating substantial
amounts of information over massive distances.
The standard method to estimate the weighting which should
be applied to each array element is known as Sample Matrix Inver-
sion (SMI) Carlson, 1988. SMI is known to attain low performance
when experiencing the case of limited training data. In forming a co-
variance matrix estimate we want the number of training samples N
to be significantly greater than the sampled array size D. When the
number of samples available for filter estimation is low with respect
to the filter length (i.e., the size of the array), estimation with an in-
terference suppressive filter becomes a challenging problem. When
there is not a large enough data set to come close to estimating the
true covariance matrix, this is known as "small-sample-support," and
it constitutes the practical application scenario when the array size is
very large and the environment reasonably varying across time –the
case becomes even more pronounced when the environment changes
fast, e.g., in urban setups. In this case the duration of the coherence
interval does not allow for the collection of enough samples for the
array’s high dimensionality.
Approaches to filtering in this region include diagonal load-
ing Carlson, 1988; Du, Li, and Stoica, 2010; Ledoit and Wolf, 2004;
Chen et al., 2010, subspace filtering (also known as "reduced rank")
by means of Eigen-Decomposition Strobach, 1996, Krylov-subspace
filtering with a multi-stage Wiener filter Honig and Golstein, 2002;
Chapter 1. Introduction 2
Lamare and Sampaio-Neto, 2007, and maximum likelihood covari-
ance estimation filters Abrahamsson, Selen, and Stoica, 2007; Culan
and Adnet, 2016; Coluccia, 2015. Arguably, one of the most suc-
cessful methods for interference suppression under "small-sample-
support" is auxiliary-vector (AV) filtering Pados and Karystinos, 2001.
Novel contributions of this thesis will include choosing an im-
proved termination index for Auxiliary Vector (AV) filtering which
can be found in Chapter 2. Introduction of Eigenvalue Fixing (EIF)
filtering produces better results than reduced rank filtering in Chap-
ter 3. These improved filters show significant reduction of error rate
than the current standards. The performance of the aforementioned
filters and other filters is analyzed when utilizing modern covariance
matrix estimates by varying parameters of the system model to de-
termine what the best filter and covariance estimate to use would for
any given situation found in Chapter 9.
1.2 System Model
At this point it will be of benefit to review the construction of a co-
variance matrix. We will assume a random vector y of length D is
drawn from a random distribution. y =
[
y1 · · · yD
]T . From this we
may determine the mean vector of the distribution, this vector gives
insight of the class of the distribution which may vary in either in
variance or in the mean vector. the mean vector represents the av-
erage value for each of the individual D dimensions in the sample
space. µ = E[y]. Where µ is the mean vector of random vector y.
The covariance matrix is a matrix whose element in the i, j position
is the covariance between the ith and jth elements of a random vec-
tor. Σ = E[(y−E[y])(y−E[y])T ]. Where Σ is the Covariance matrix
of random vector y.
Many adaptive filtering problems want to solve a problem of
the form w = Σ−1h in order to obtain a weighting vector w. Con-
sider the scenario of a base-station with very a large number of anten-
nas that needs to apply max-Signal to Interferance plus Noise Ratio
(SINR) and Minimum Mean Squared Error (MMSE) filtering for in-
terference suppression. We consider a single-input multiple-output
(SIMO) uplink system where the source transmit symbols from some
complex alphabet A in the presence of colored complex Gaussian
disturbance. The transmitted signal is collected by the reciever with
an array of length D. The i-th down-converted and pulse-matched
received-signal vector is of the form
yi = hbi + ii + ni ∈ CD, (1.1)
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where bi is the i-th communicated symbol, transmitted with energy
E = E{|bi|2}, ii is a random complex, zero-mean Gaussian interfer-
ence vector with autocorrelation ΣI , and ni is the additive white
Gaussian noise (AWGN) vector, distributed by CN (0D, σ2ID), in-
dependently of bi and ii. The receiver applies filter w and detects
b̂i = Q(w
Hyi), where Q(·) is a thresholding function pertinent to the
symbol alphabet A (e.g., for A = {±1}, Q(·) = sgn<{·}). Ideally,
wHyi is exactly equal to bi at the receiver. Practically, the receiver
will minimize the mean squared error (MSE) J(w) = E{|bi−wHyi|2},
using the standard MMSE filter wMMSE = Σ−1h, where
Σ = E{yyH} = E{hhH}+ ΣI + σ2ID (1.2)
as shown in Trees, Bell, and Tian, 2013. It is known that wMMSE also
maximizes the post-filtering SINR.





Where σ2 is the variance of the AWGN present at the receiver, and Ps
is the power of the signal of interest. In this paper for simplicity we
will use the same recieved interference power PI for each interferer
so our interferance covariance matrix will be
ΣI = DPIHH
H . (1.4)
Where H is the matrix composed of interference channels.
1.3 Standard Filtering Options
If interference from other signals is do not have large power content
a lot of the time the best filter to use is the matched filter. This filter
just sets the weights of the filter to the estimate of the channel
wMATCHED = ĥ. (1.5)





where bp ∈ ANp is a vector of pilot symbols carried in Yp, such that
Yp = [yp1,yp2, . . .ypN ] and yp corresponds with bp. In subsequent
sections, we assume that h is estimated as in (1.6). In general the
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matched filter can be improved upon using a good covariance matrix
estimate.
In practice, Σ is unknown and commonly estimated by the sam-






where snapshot matrix Y = [y1,y2, . . .yN ]. Assumes N chorent re-
cieved signal vectors that follow the model of (1.1). When Yp is also




−1Ypbp is formed Lee, Morf, and Friedlander, 1981.
Using estimate (1.7), the receiver can estimate wMMSE by the standard




This will set the filter weights to values that will null undesired in-
terference. Σ̂SCM and wSMI together are known to perform poorly
when N is short, with respect to the array dimensionality D –even if
N is greater than D and Σ̂SCM is invertible. When dimensionality is
greater than the number of samples SCM becomes singular and the
SMI fails. The SCM also has an over dispersed variance when operat-
ing with "small-sample-support." We can no longer use conventional
estimation techniques due to the limited number of samples while
there are a large number of features available. A method to increase
output performance of the filter is to use a better conditioned covari-
ance matrix estimate.
When the available number of coherent snapshots that will be
used for filter estimation is “not large enough” with respect to the ar-
ray dimensionality due to the large numbers of receiver element and
interference signals we must rely on other estimation methods. Some
common methods used to estimate the MMSE filter are the Singular-
Value-Decomposition (SVD) Reduced Rank (RR) filter Honig and
Golstein, 2002, Krylov filter Lamare and Sampaio-Neto, 2007, and
the Auxiliary Vector (AV) filter Pados and Karystinos, 2001; Qian and
Batalama, 2003.
1.4 Reduced Rank Filters
A common method of combating signal interference is to use a Re-
duced Rank filter Honig and Golstein, 2002; Lamare and Sampaio-
Neto, 2007; Strobach, 1996 which will maximize the filters output
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SINR. For RR filters the number of signals present in a system K
must be known to estimate the filter weights. Modern techniques
have been developed using analysis of the Wishart distribution to
estimate the number of signals that a receiver sees Nadakuditi and
Edelman, 2008. These techniques are not ideal when the number of
available samples is small compared to the number of signal sources
and the issue is exacerbated when sample vectors have very large di-
mensions. When using reduced rank filtering the filter will not use
eigenvectors and eigenvalues that contain low power.
In the case of Strobach, 1996 rank reduction will act upon the
principle eigenvalues of the system’s covariance matrix. To use this




= QΛQH . (1.9)
Where Λ is the matrix whose diagonal entries contain the ordered
set of eigenvalues which means that the eigenvalues are placed in
descending order (λ1 > λ2 > ... > λD ) Dey and Srinivasan, 1985;
Takemura, 1984 and Q is the matrix created from the corresponding
eigenvectors. Inversion of the SCM under systemic interference is
improved upon in SVD reduced rank filtering where we will con-
sider the inversion of Λ on the subspace containing of the first K
eigenvalues to be close enough. If Q̄ and Λ̄ represent the matrices
containing the first K ordered eigenvectors and eigenvalues respec-
tivley then we have
wSVD = Q̄Λ̄
−1Q̄Hĥ ≈ Σ̂−1SCMĥ. (1.10)
If the number of pertinent signal sources is unknown this reduced
rank filter requires the use of estimation techniques forK as in Nadaku-
diti and Edelman, 2008.







QKRLV = [ĥ, Σ̂SCMĥ, Σ̂
2
SCMĥ, . . . , Σ̂
X
SCMĥ]. (1.12)
Here, X will denotes the rank of the Kyrlov filter there has been
much prior work in properly choosing X that will provide the high-





Auxiliary-vector filtering, introduced in Pados and Karystinos, 2001;
Batalama, Medley, and Pados, 2000 is an iterative algorithm that
initializes filter wieghts to the matched filter and, operating on the
standard SCM, converges to the SMI filter Karystinos et al., 2008;
Markopoulos, Kundu, and Pados, 2013. Most importantly, prior to
convergence, AV that is carried out without matrix memory deliv-
ers a sequence of filters that attain superior SINR performance than
SMI. This is particuarly pronounced in "small-sample-support." Thus
the need to identify a preferred termination index for the AV to dis-
play good SINR performance is a point of significance in the AV lit-
erature. Two approaches, cross-validation and J-divergence, have
been proposed in Qian and Batalama, 2003. Because AV iterations
converge to SMI without any explicit matrix inversion it makes AV
particularly appealing for applications where the array size is very
large. Matrix inversion being cubic with respect to the autocorre-
lations matrix size Strassen, 1969, together with its superior "small-
sample-support" performance, arguably render AV a preferred filter
for interference suppression in large arrays. Based upon the previ-
ous relizations, AV filtering seems to be emerging as a preferred ap-
proach Sklivanitis et al., 2018. We seek to further improve the perfor-
mance of AV by proposing a new criterion for AV iteration termina-
tion that is at least as accurate as current methods which can show
improvement when experiencing moderate levels of interference.
2.2 Selection of Termination Index
We now steer our focus onto the selection of a termination index
d, so that wd exhibits high SINR and low-MSE. In Qian and Bata-
lama, 2003, for standard AV, authors presented two methods cross
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Algorithm 1 : AV Algorithm
Input: Σ̂, h, wHh = 1, dMAX




2: for d = 1 to dMAX
3: gd = Σ̂wd−1 − ĥĥ
H
‖ĥ‖2 Σ̂wd−1





7: wd = wd−1 − ζdgd
8: return w0, w1, w2, . . . , wdMAX
FIGURE 2.1: The AV filter generates a sequence of vec-
tors that produces the final filter wieghts, first pro-
posed in Pados and Karystinos, 2001.
validated minimum output variance (CV-MOV) estimation and J-
Divergence estimation. CV-MOV estimation attempts to minimize











We observe that the CV-MOV method does not perform optimally
when the estimate of the channel is not ideal and performance is not
optimum in a high SNR setting. The weights analyzed when using
CV-MOV should not be normalized or otherwise scaled after being
generated from Algorithm 1 as this can bias the minimum output
variance. The J-Divergence estimate leverages the SNR of received




















mi = |<{wHd yi}|. (2.3)
When the SNR of the signal of interest is at or below 0 [dB] or when
the amount of interference becomes very large the CV-MOV’s esti-
mate will provide better output SINR than J-Divergance. For these
reasons, in this work we propose an intermediate, hybrid criterion.
Elegantly combining the CV-MOV and J-Divergence estimates it will
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Algorithm 2 : JMOV Algorithm
Input: Y, ĥ, dMAX
Output: dJMOV
Initialization:
1: Σ̂1 = Covariance Estimate (Y)
2: [wJ0,wJ1,. . . ,wJdMAX ] =AV Algorithm(Σ̂1, ĥ, dMAX)
3: for i = 1 to N
4: Σ̂2 = Covariance Estimate (Y/i)
5: [wMOV0/i,wMOV1/i,. . . ,wMOVdMAX/i] = AV (Σ̂2, ĥ, dMAX)
6: LMAX = − inf
7: for d = 1 to dMAX
8: c1 = 0 , c2 = 0 , c3 = 0
9: for i = 1 to N
10: mi = |<{wHJdYi}|
11: c1 ← c1 +mi/N
12: c2 ← c2 +m2i /N





15: if LMAX > L
16: LMAX ← L
17: dJMOV ← d
18: return dJMOV
FIGURE 2.2: A termination index for the AV filter is
determined by the proposed JMOV technique.
be shown that the JMOV estimate will provide close to if not the best
estimation in any given system. The criterion are combined such that
the J-Divergence and the inverse CV-MOV (JMOV) are maximized.


























The pseudocode of the proposed JMOV is presented in detail in Al-
gorithm 2. We observe that the proposed method simultaneously
attempts to maximize the blind J-Divergence while minimizing the
leave one out cross validated output variance. This estimate pro-
vides the most resilience to changes in system parameters.
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2.3 Numerical Studies
All interference channels are uniformly distributed between 80 de-
grees and 100 degrees out of phase with the channel of the signal of
interest. In the model used for numerical studies interference power
experienced at the receiver is equal for all interference sources. Simu-
lations in this chapter are repeated 5000 times for each plot and a new
realization of signal channels is generated each repetition. When
generating the figures the channel of the signal of interest is esti-
mated with half of the snapshots used as pilot snapshots and the BER
is calculated from the remaining snapshots. The maximum number
of AVs generated is dMAX = 500.
2.4 Results
2.4.1 Post-Filtering SINR and BER vs N
For our first numerical study shown in figures 2.3 and 2.4, we set
SNR= 8 [dB], K = 5, interference to noise ratio (INR) = 8 [dB] per
interfering source, D = 40 and evaluate the post-filtering SINR for
various values ofN , for 5000 realizations of noise and interference. In
Fig. 2.3, we plot the Post-Filtering SINR vs N , and in Fig. 2.4 we plot
the Bit-Error-Rate BER vsN . We observe that the JMOV estimation is
nearly as effective as CV-MOV with low sample support but becomes
the best for finding the termination index as J-Divergence begins to
achieve positive post-filtering SINR.
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FIGURE 2.3: Post-Filtering SINR [dB] vs N with SNR=
−8 [dB], K = 5, INR= 8 [dB] per interfering source,
D = 40.
FIGURE 2.4: BER vs N with channel estimated from
half of the snapshots and BER calculated with remain-
ing snapshots, SNR= −8 [dB], K = 5, INR= 8 [dB] per
interfering source, D = 40.
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2.4.2 Post-Filtering SINR and BER vs SNR
In the next numerical study shown in figures 2.5 and 2.6, we fix N =
50, K = 5, INR= 8 [dB], D = 40 and evaluate the post-filtering SINR
for varying SNR. We plot the Post-Filtering SINR vs SNR and BER vs
SNR respectively. The J-Divergence is sabotaged when the SNR< 0
[dB] however this has minimal effect upon the JMOV estimate which
partially depends on CV-MOV.
FIGURE 2.5: Post-Filtering SINR [dB] vs SNR [dB]
with N = 50, K = 5, INR= 8 [dB] per interfering
source, D = 40.
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FIGURE 2.6: BER vs SNR [dB] with channel estimated
from half of the snapshots and BER calculated with re-
maining snapshots, N = 50, K = 5, INR= 8 [dB] per
interfering source, D = 40.
2.4.3 Post-Filtering SINR and BER vs K
Next in Fig. 2.7 and Fig. 2.8, we fix SNR= −8 [dB], N = 50, INR= 8
[dB], D = 40 and vary the number of system signals K while evalu-
ating the SINR and BER. We notice that, except when there is at least
a moderate number of interferers, JMOV offers improvement. The
CV-MOV estimate performs the best when there are relatively low
numbers of interferers and as K increases J-Divergence becomes a
better technique.
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FIGURE 2.7: Post-Filtering SINR [dB] vs K with N =
50, SNR= −8 [dB], INR= 8 [dB] per interfering source,
D = 40.
FIGURE 2.8: BER vs K with channel estimated from
half of the snapshots and BER calculated with remain-
ing snapshots, N = 50, SNR= −8 [dB], INR= 8 [dB]
per interfering source, D = 40.
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2.4.4 Post-Filtering SINR and BER vs INR
Then in Fig. 2.9 and Fig. 2.10, we fix SNR= −8 [dB], N = 50., K = 5,
D = 40 and vary the INR. We plot SINR vs INR in Fig. 2.9 and BER
vs INR in Fig. 2.10. The figures show using JMOV offers the best
performance. It is of note that at the extreme of almost no interfer-
ence power J-Divergence performs very well and CV-MOV becomes
a better estimator than J-Divergence as the INR increases. This plot
shows that relative performance of JMOV is minimally affected by
INR.
FIGURE 2.9: Post-Filtering SINR [dB] vs INR [dB] with
N = 50, SNR= −8 [dB], K = 5, D = 40.
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FIGURE 2.10: BER vs INR [dB] with channel estimated
from half of the snapshots and BER calculated with re-
maining snapshots, N = 50, SNR= −8 [dB], K = 5,
D = 40.
2.4.5 Post-Filtering SINR and BER vs D
In figures 2.11 and 2.12, we fix SNR= −8 [dB], N = 50, K = 5,
INR= 8 [dB] and we plot SINR and BER as we vary the dimension-
ality of the array D. Like CV-MOV, the JMOV estimate has good
performance across all D. J-Divergence improves as the dimension
size increases.
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FIGURE 2.11: Post-Filtering SINR [dB] vs D with N =
50, SNR= −8 [dB], K = 5, INR= 8 [dB] per interfering
source.
FIGURE 2.12: BER vs D with channel estimated from
half of the snapshots and BER calculated with remain-
ing snapshots, N = 50, SNR= −8 [dB], K = 5, INR= 8
[dB] per interfering source.
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2.4.6 PDF vs Estimation Error
In Fig. 2.13 the Probability Density Functions (PDFs) are plotted of
the index estimation error e in estimated termination indices d̂ from
the ideal Oracle termination index dO with e = d̂− dO. CV-MOV has
the largest spread for error centered around -5 followed by the much
tighter hybrid JMOV technique centered at -1 and has the smallest
total estimation error, the J-Divergence estimation has a very tight
spread centered 0.
This experiment is run with the maximum number of AVs gen-
erated dMAX = 5000 and where we fix SNR= −8 [dB], N = 50, K = 5,
INR= 8 [dB], D = 40.
FIGURE 2.13: Post-Filtering SINR [dB] vs termination
index d (0-5000) with N = 50, SNR= −8 [dB], K = 5,




3.1 Benefits of EIF Filter
A common technique to deal with interference is to use SVD reduced
rank filtering. When SNR of the signal of interest is low SVD reduced
rank filtering does not attempt to consider the noise power contained
in the system which is a large component of the SINR. When the es-
timation of the total number of signals present in the system is not
correct the reduced rank filter does not operate optimally and one of
the signals in the system could be buried in what is considered to be
noise. If we fix the eigenvalues to be constant for eigenvectors that
are not thought to correspond to pertinent signals, we can at least
use the SCM’s eigenvector information that we have already went
through the effort of obtaining through SVD. The Eigenvalue Fix-
ing (EIF) filtering method presented here uses the eigenvectors that
were not being taken advantage of in SVD reduced rank filtering,
This allows for better compensation for AWGN in the system. EIF
produces better results than SVD reduced rank filtering alone when
SNR is below 0 [dB].The J-Divergence method currently used to es-
timate the number of AVs to use in an AV filter is used to improve
estimation techniques of the EIF filter. A survey of the use of the
EIF filter with different parameter estimation methods is performed
varying the system model across various parameters.
3.2 Proposed Eigenvalue Fixing Method
The EIF filter we intend to explore will use the calculated AWGN
eigenvectors we already have from performing SVD and utilizing
them by fixing their associated eigenvalues to a fixed scalar value.
This will flatten the ordered eigenvalues past K. The filter estimates
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where α is a constant we have the covariance matrix estimate
ΣEIF = QΛ̃Q
H . (3.2)
Begining with normalized covariance matricies we can calculate the
MSE of our estimate from the ideal estimate as
MSE = ‖ΣMMSE −ΣEIF‖2 (3.3)
= ‖QMMSEΛMMSEQHMMSE −QΛ̃QH‖2 (3.4)
Assuming QMMSE ≈ Q and Λ̄MMSE ≈ Λ̄ we have
MSE = ‖Q̄(Λ̄MMSE − Λ̄)Q̄H + Q̄′(βI− αI)Q̄′H‖2 (3.5)
= (β − α)2‖Q̄′Q̄′H‖2. (3.6)
Here Q̄′ represents the ordered eigenvectors after the first K. Or-
dered eigenvalues after the first K of the MMSE covariance matrix
represent the noise Nadakuditi and Edelman, 2008; Strobach, 1996
and are constant, β is the scaled variance of the AWGN present at
the receiver. If α is 0 the EIF filter becomes the SVD based reduced
rank filter. It is of note for a normalized matrix that as
lim
SNR→∞




β = λK . (3.8)
This means as the SNR decreases the value chosen for α will have
an important cancellation effect with β in reducing the MSE from the
ideal covariance matrix.
3.3 Selection of α
In order to produce filter weights that will yield a high SINR a good
value for α must be selected.
3.3.1 Kth Eigenvalue
Using the Kth ordered eigenvalue for α usually provides good re-
sults and involves the least amount of computation. This actually
does not involve any more calculation then when using the reduced
rank filter.
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3.3.2 J-Divergence
The J-Divergence criterion derived in Qian and Batalama, 2003, will
choose an α that will minimize the error a filter by finding the filter
weights that will maximize the difference between symbol interpre-
tation of different bits. The criterion is based upon maximizing the
Kullback–Leibler divergence of snapshots. The method estimates the





















mi = |<{wHα yi}|. (3.10)
The above blind J-Divergence criterion will pick the value of α to use
relatively close to that of the ideal EIF filter. This technique is much
slower than just choosing the Kth eigenvalue as the filter weights
need to be calculated multiple times. When the SNR of the signal
of interest is at or below 0 [dB], when the amount of interference
becomes large, and when the number of snapshots is relatively low
the J-Divergence estimate of α will degrade.
3.4 Numerical Studies
Simulations have been performed using the aforementioned system
model. All interference channels in H are uniformly distributed be-
tween 80 degrees and 100 degrees out of phase with the channel of
the signal of interest. Simulations are repeated 5000 times for each
plot and a new realization of signal channels is generated each time.
For each figure the Krylov filter using the K = 5 for subspace size
Lamare and Sampaio-Neto, 2007, and SVD reduced rank filter are
shown. The EIF-Kth Eigenvalue filter is using α = λK . The channel
of the signal of interest is estimated from half of the total snapshots
used to generate the covariance matrix.
3.5 Results
3.5.1 Post-Filtering SINR and BER vs N
Figure 3.1 shows that as sample support decreases the better the EIF
filter performs when compared to the RR filter. As sample support
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increases the better the J-Divergence selection criterion performs. Fig
3.2 shows that the BER of the normal EIF filter is nearly ideal across
all N .
FIGURE 3.1: Post-Filtering SINR [dB] vs N with SNR=
−10 [dB], K = 5, INR= 5 [dB] per interfering source,
D = 40.
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FIGURE 3.2: BER vs N with channel estimated from
half of the snapshots and BER calculated with remain-
ing snapshots, SNR= −10 [dB], K = 5, INR= 5 [dB]
per interfering source, D = 40.
3.5.2 Post-Filtering SINR and BER vs SNR
Figures 3.3 and 3.4 show that as SNR decreases the better the EIF fil-
ter performs when compared to the SVD reduced rank filter. As SNR
increases the better the J Divergence selection criterion performs.
Also SNR increases the performance of the EIF filter and reduced
rank filter converge. When SNR< 0 [dB] there is a definite perfor-
mance increase using the EIF over using the SVD reduced rank filter.
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FIGURE 3.3: Post-Filtering SINR [dB] vs SNR [dB]
with N = 50, K = 5, INR= 5 [dB] per interfering
source, D = 40.
FIGURE 3.4: BER vs SNR [dB] with channel estimated
from half of the snapshots and BER calculated with re-
maining snapshots, N = 50, K = 5, INR= 5 [dB] per
interfering source, D = 40.
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3.5.3 Post-Filtering SINR and BER vs Number of Sig-
nals
Figures 3.5 and 3.6 show that as the number of signals in the sys-
tem increases the EIF filter performance increases in comparison to
the SVD reduced rank filter. For small numbers of interferers the
J-Divergence criterion performs close to the ideal EIF filter.
FIGURE 3.5: Post-Filtering SINR [dB] vs K with N =
50, SNR= −10 [dB], INR= 5 [dB] per interfering
source, D = 40.
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FIGURE 3.6: BER vs K with channel estimated from
half of the snapshots and BER calculated with remain-
ing snapshots, N = 50, SNR= −10 [dB], INR= 5 [dB]
per interfering source, D = 40.
3.5.4 Post-Filtering SINR and BER vs INR
Figures 3.7 and 3.8 show that the EIF filter and reduced rank filter
perform relatively consistently for different power levels of INR. The
J-Divergence criterion performs better for low values of INR.
Chapter 3. Eigenvalue Fixing Filtering 26
FIGURE 3.7: Post-Filtering SINR [dB] vs INR [dB] with
N = 50, SNR= −10 [dB], K = 5, D = 40.
FIGURE 3.8: BER vs INR [dB] with channel estimated
from half of the snapshots and BER calculated with re-
maining snapshots, N = 50, SNR= −10 [dB], K = 5,
D = 40.
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3.5.5 Post-Filtering SINR and BER vs D
Figures 3.9 and 3.10 show that as the number elements in the system
decreases the better the EIF filter performs when compared to the
Reduced Rank filter. For small numbers of elements the Kth eigen-
value method coverges to the ideal EIF filter. For large numbers of
elements the J-Divergence criterion converges to the ideal EIF filter.
FIGURE 3.9: Post-Filtering SINR [dB] vs D with N =
50, SNR= −10 [dB], K = 5, INR= 5 [dB] per interfer-
ing source.
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FIGURE 3.10: BER vs D with channel estimated from
half of the snapshots and BER calculated with remain-
ing snapshots, N = 50, SNR= −10 [dB], K = 5,
INR= 5 [dB] per interfering source.
3.5.6 Eigenvalues vs Index
Figures 3.11 and 3.12 show that the true eigenvalues for the covari-
ance matrix are fixed after the Kth value, this is because the remain-
ing eigenvalues represent the noise in the system. When using the
SCM matrix as an estimate a spread between eigenvalues occurs.
As the SNR is decreases the relative spread between eigenvalues be-
comes less dramatic between the Kth and Kth +1 eigenvalue thus
increasing the relative importance of the signal of interest in the sys-
tem.
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FIGURE 3.11: Eigenvalues vs Index with N = 50, K =
5, INR= 5 [dB] per interfering source, D = 40.
FIGURE 3.12: Eigenvalues vs Index (Zoomed) with





4.1 Reason for Diagonal Loading
In previous sections we have explored how to perform filtering by
finding ways to set our weights given a sample set, now we turn
our attention to methods of improving our covariance matrices that
are fed into our different filter types. We must develop estimation
techniques to mitigate estimation error under "low sample support".
Typically systems will require fast estimation algorithms which the
benefit the final estimate more from the computational speed in place
of taking more samples. This is why the diagonal loading estimate is
commonly used with small N . When we do not have enough sam-
ples to create a nonsingular sample covariance matrix we can make
our estimate approach a positive definite matrix so we will be able
to invert it. A given matrix F, will always be invertable if it consists
of only positive diagonal elements with zeros elsewhere. For any
real invertible matrix F, the product FTF is a positive definite ma-
trix. From this result we see that adding F to any other matrix will
cause the final matrix to come closer to being positive definite. Our
DL covariance matrix Carlson, 1988; Du, Li, and Stoica, 2010; Ledoit
and Wolf, 2004; Chen et al., 2010 will appear as
Σ̂DL = Σ̂SCM + ρF. (4.1)
Where ρ is a shrinkage coefficient and positive definite matrix F is
our shrinkage target. F is commonly the identity matrix and we can
find our DL wieghts as
wDL = (Σ̂SCM + ρI)
−1ĥ. (4.2)
4.2 Ledoit-Wolf Shrinkage Estimate
In Ledoit and Wolf, 2004 a widely implemented shrinkage estimate
that uses diagonal loading is derived. In order to form this estimate
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we begin with the intention of minimize the MSE
E[‖Σ̂−Σ‖2F] (4.3)
using the estimator
Σ̂ = (1− ρ̂)Σ̂SCM + ρ̂F̂. (4.4)
Here ρ̂ is the estimated shrinkage coefficient and the SCM is used as
a low bias estimate of the true covariance matrix. Here the shrinkage
target F̂ = Tr(ΣSCM)
D
I is a low variance estimate which will correct the
SCM. We derive the optimal Shrinkage coefficient from the MSE. For
this we need the following definitions
µ = 〈Σ, I〉, (4.5)
α2LW = ‖Σ− µI‖2, (4.6)
β2LW = E[‖ΣSCM −Σ‖2], (4.7)









E[‖Σ̂−Σ‖2F]s.t.Σ̂ = ρ1Σ̂SCM + ρ2I. (4.10)














An estimate is derived for optimal shrinkage by estimating each op-
timal parameter as
µ = 〈Σ, I〉 ≈ µ̂ = 〈Σ̂SCM, I〉, (4.12)
δ2LW = E[‖Σ̂SCM − µI‖2] ≈ d2 = E[‖Σ̂SCM − µ̂I‖2], (4.13)
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α2LW = ‖Σ− µI‖2 ≈ a2LW = d2LW − b2LW. (4.16)








µ̂I = (1− ρ̂LW)Σ̂SCM + ρ̂LWF̂. (4.17)
The LW shrinkage coefficient is
ρ̂LW =
∑N






4.3 Rao-Blackwell Ledoit-Wolf Shrinkage Es-
timate
The Rao-Blackwell Ledoit-Wolf (RBLW) Estimator found in Chen et
al., 2010 builds upon the LW estimate. Beginning with the LW shrink-
age coefficient we evaluate the previous expectations using the Rao-
Blackwell Theorem. The Rao-Blackwell theorem states estimate g(X)
given sufficient statistic T (X) is never worse than estimate g(X) on
its own. So If all samples are Gaussian then we can assume LW is












4.4 Oracle Shrinkage Estimate
The ideal Diagonal Loading technique is shown in Chen et al., 2010.
This is the best result diagonal loading can achieve as an estimator.
The idea is again to minimize the MSE,
E[‖Σ̂i −Σ‖2F] (4.20)
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using estimator Σ̂i. The Oracle Estimator specifies the optimal shrink-
age coefficient for the Gaussian distribution and will be used as a
benchmark to see how well algorithms could perform. The optimal
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4.5 OAS Shrinkage Estimate
The OAS estimator Chen et al., 2010 uses an iterative approach to







(N + 1− 2
D
)Tr(Σ̂jΣ̂SCM) + (1− ND )Tr2(Σ̂j)
(4.23)
where the covariance estimate iterates as
Σ̂j+1 = (1− ρ̂j+1)Σ̂SCM + ρ̂j+1F̂. (4.24)
In order to obtain a closed form expression under Gaussian assump-














In each of these algorithms assume ρ̂∗ = max(min(ρ̂, 1), 0) and use ρ̂∗





If the random variables of a system follow a known probability dis-
tribution one may attempt to correct a covariance matrix by solving
a maximum likelihood equation. The most common type of distribu-
tion solved is the Wishart distribution which is formed by multivari-
ate Guassian random variables. The Wishart Distribution is a gen-
eralized χ2-distribution i.e. W1(σ2, ν) = σ2χ2ν . In Coluccia, 2015 the
covariance matrix is estimated using Empirical Bayes (EB) by find-
ing the shrinkage coefficient of estimate as in chapter 4 to optimize
diagonal loading. For this technique we consider a zero-mean multi-










Assuming the conjugate prior is a Wishart distribution with the pa-
rameter matrix Ψ and ν degrees of freedom makes Σ have an inverse
Wishart distribution with N + ν degrees of freedom. The estimate is
calculated as









N + ν −D
. (5.4)
The maximum of the likelihood function of f(Y|Ψ, ν) is calculated
to obtain the ML estimate of the parameter matrix
Ψ̂ = νΣ̂SCM. (5.5)
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The EB estimate utilizing the ML parameter matrix is





N + ν −D
Σ̂SCM. (5.6)
A performance metric for covariance estimation includes the Kullback-







is a measure of dissimilarity between probability distributions. This
metric gives an idea of how much the model has yet to learn.
5.2 Diagonally Loaded Empirical Bayes
In Coluccia, 2015 we add a diagonal loading constraint to the mean
F = µID. The idea is to allow weighting the shrinkage target inde-
pendent of sample matrix Σ̂SCM. The EB estimate with the DL con-
straint is
Σ̂EB-DL = (1− ρ)Σ̂SCM + ρµ̂ID (5.8)









where λ1, · · · , λD are the eigenvalues of Σ̂SCM.
5.3 Haff’s Empirical Bayes
In Haff, 1980 an important Empirical Baysian Estimator was devel-













In the case D > N we have µ̂EBH = 〈Σ̂SCM, I〉. An interesting fea-
ture of this estimate is that shrinkage coefficients do not depend on
samples, only on D and N .
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5.4 Regularized Partial Covariance Estimation
In Culan and Adnet, 2016 the maximum likelihood estimate of el-
liptical distributions are performed. Reguralized Partial Estimation
(REGPCG) uses a partial estimation technique that identifies and ig-
nores outlier samples. The regularized estimates are purposely bi-
ased towards a prior distribution representing initial knowledge of




∨Ni=1 Σi) ∨ ((1− γ)Σ̂prior). (5.12)
Here γ ∈ [0; 1] is a measure of how much one trusts the prior esti-
mate, Σi is the covariance for a given sample and Σ̂prior is the prior
estimate. Guassian distribution estimates have a relative entropy
corresponding to the KL metric. The likelihood function for such
this estimate is











The ML estimate can be shown to be is
ΣML = (1− γ)Σ̂prior + γΣ̂SCM (5.14)
Partial Estimation can be used as we wish to restrict the samples un-
der consideration to those not contaminated by outliers. We use a
subset of our samples Y such that our distribution of the set is
S(Y) ≥ (1− γ) + γβREGPCG. (5.15)
Here β ∈ [0; 1] is the order of partial estimation. In our results we
will use Σ̂prior = Σ̂SCM, γ = 0.5, and βREGPCG = 0.75. Algorithm 3
shown below is used to calculate the REGPCG estimate.
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Algorithm 3 : REGPCG
Input: Σ̂prior, Y, γ, ε, zMAX, βREGPCG
Output: Σ̂REGPCG
1: Σlast = Σ̂prior
2: Σnext = (1− γ)Σ̂prior + γNYY
H
3: Σlast = Σnext
4: for z = 1 to zMAX
5: for i = 1 to N




7: τo,i =order values ascending(τi − 12 ln(τi))
8: S = 1
1− γ
2D



























last − I)2) ≤ ε
11: break
12: Σ̂REGPCG = Σnext
13: return Σ̂REGPCG
FIGURE 5.1: The Reguralized Partial Complex Gaus-
sian (REGPCG) algorithm attempts to improve upon a




6.1 A Minimum Loss Estimate
The minimax estimator will estimate the Covariance Matrix Perron,
1992 will minimize loss during the worst case loss scenario. Typically
one will want to minimize the KL divergence when forming this es-
timate. The minimax covariance matrix estimation will shrink the
eigenvalue spread of the SCM while keeping the eigenvectors consis-
tent. The estimate begins with SVD of the SCM as found in equation
1.9. Squeezing values in Λ together will correct overdispersion from
the multivariate normal matrix that occurs in individual samples. To
accomplish this the eigenvalues will be intelligently weighted based
upon their energy content.
6.2 Stein Minimax Estimate
A well known minimax estimate explored in Ledoit and Wolf, 2004 is
the Stein Minimax Estimator. As in other minimax estimates the pro-
cess depends on matrix diagonalization and altering the eigenvalues
of a given prior matrix and attempts to minimize Stein’s Loss (SL)
for a Wishart distribution. Stein’s Loss is a scale invariant measure






N +D + 1− 2i
(6.2)
is the ith altered eigenvalue of Φ.
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6.3 Improved Minimax Estimate
In Dey and Srinivasan, 1985, an attempt to mathematically improve
covariance matrix estimation under SL has been made. A mathmati-

















25(N +D − 1)2
, (6.6)
and
0 < τ(uIM) <
12(D − 2)
5(N +D − 1)2
. (6.7)
τ(uIM) is monotone nondecreasing in uIM and E[τ(uIM)] < inf. In Dey
and Srinivasan, 1985 it is proven that the SL of the improved estimate
is less than the loss of Stein’s Minimax estimate (i. e. SL[Σ̂IM,Σ] −
SL[Σ̂SM,Σ] < 0).
The improved minimax estimate runs into trouble when eigen-
values of the Σ̂SCM are zero or negative due to the use of ln(λi) these
are values are ignored in our estimates.
6.4 LWd Estimate
The LWd minimax estimate that has been developed in Perron, 1992
is of the form
Σ̂LWd = QΛWdQ
H . (6.8)
Here W and d are the approximate weights needed to shrink the
eigenvalues for a minimax solution. The weight matrix W is ap-
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The expressions above can be found recursively for i, j = 1, 2, . . . , D
as







ai,j = bj − λiai,j−1. (6.12)
The optimal choice of weight vector d is
d̄i =
1
N +D + 1− 2i
(6.13)
where d̄i is the ith element of d and corresponds to the KL diver-
gence.
6.5 Stein-Haff Estimate
The Stein-Haff estimate Stein, 1977 builds upon the previous Stein
minimax estimate Ledoit and Wolf, 2004 and the Haff Empirical Bayes




The eigenvalues are individually altered by
φi =
λi










Here, If λj = λi the value is ignored. An issue inherent with esti-
mating eigenvalues in this manner is that the Φ matrix becomes un-
ordered and can include negative eigenvalues which can make the
Stein-Haff estimate non-positive definite and thus uninvertible. A
technique to isotonize the estimation of Φ will be employed and can
be found in Lin and Perlman, 1985. This is more commonly known
as the adjacent pools violators algorithm. This involves averaging
eigenvalues that violate the ordering condition of the Stein-Haff es-
timate with the eigenvalue immediately above it placing it into a
“pool” that will become the new eigenvalue to be used. This method
is also used to remove negative eigenvalues by placing them into
another averaged “pool” of eigenvalues. By repeating through this
pooling algorithm as necessary Stein-Haff eigenvalues will have or-
dering restored and all negative eigenvalues will be smoothed out.
Isotonization will introduce a small amount of error into the final
Stein-Haff estimate.
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YYH ; [Λ̂S,Q]←SVD(Σ̂SCM); z = 0
2: for i = 1, 2, . . . , D
3: c1, c2 = 0
4: for j = 1 : i− 1
5: c1 ← c1 + λiλj−λi
6: for j = i+ 1 : D
7: c2 ← c2 + λjλi−λj
8: αi = N +D − 2i+ 1 + 2c2 − 2c1
9: z ← z + 1; i ∈ p1z; i ∈ p2z
Remove Negative Eigenvalues:
10: while α < 0
11: for i = 2 : D
12: if αi < 0 and αi 6= αi−1
13: i ∈ pa; (i− 1) ∈ pb
14: z ← z + 1; pa ∪ pb ∈ p1z







; φk = λkαk
Order Eigenvalues:
17: z = D
18: while φj+1 > êj∀j
19: for i = D − 1 : 1
20: if φi+1 > φi and φi+1 6= φi
21: i ∈ pa; (i+ 1) ∈ pb
22: z = z + 1; pa ∪ pb ∈ p2z
23: rα = 0; rλ = 0
24: for k = p2z
25: rα = rα + αk; rλ = rλ + λk;




28: Σ̂SH = QΦQ
29: return Σ̂SH
FIGURE 6.1: Isotonization of the Stien-Haff Covari-
ance Estimation as proposed in appendices of Lin and
Perlman, 1985.
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6.6 QuEST Estimate
Recently in Ledoit and Wolf, 2017, a recursive estimate is formed
in an attempt to do away with the required isotonization procedure
for the Stein-Haff Estimate. The "Quantized Eigenvalues Sampling
Transform" (QuEST) assumes the is a limiting spectral sample distri-
bution
∀x ∈ R, Fn(x)
a.s.−−→ F (x) (6.16)
with which we can find a unique solution in the set
{m ∈ C : −1− c
z
+ cm ∈ C+} (6.17)
to the equation
∀z ∈ C+,mF (z) =
∫
1
τ [ 1− c− czmF (z)] − z
dH(τ). (6.18)
Here τ is the set of population sample eigenvalues. This set also
supports the Stieltjes Transform of G












Im[mG(ξ + iη)] dξ. (6.20)
The QuEST estimate has the form
Σ̂QuEST = QΦQ
H . (6.21)
































When D < N we find a good estimate of mF (0) as
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Our eigenvalues are now individually altered by
























A family of structured estimates exist that will affect the individ-
ual elements of a covariance matrix with weighting or threshhold-
ing such that the final estimate will better fit a predetermined ma-
trix’s shape. These estimates will take advantage of the knowledge
of array location to assign a better indexed dimension or the signal
strength experienced to set a threshold that will carve some of the
noise in a system out of our estimate.
7.2 Banding Estimate
In Bickel and Levina, 2008b, estimates are obtained with an algo-
rithm which assumes dimensions that are closer in their index have
a larger covariance. The Banding Algorithm is performed upon the
sample covariance matrix
Σ̂B = [σi,j1(|i− j| ≤ k)] . (7.1)
Where the indicator function is
1(x) =
{
1 x = true
0 x = false
(7.2)
In order to perform the banding as above we need to choose a
banding parameter k so that the estimate will have the least risk R
which for banding is the frobenious norm
Rk = E[‖Σ̂−Σ‖F]. (7.3)
The samples will be randomly split into two groupsM times for cross
validation. Let Σ̂B,1,k,ψ be a banded SCM using k comprised from




) samples in the ψth split. Let Σ̂SCM,2,ψ be a SCM com-
prised of N2 = N −N1 samples in the ψth split. We estimate banding
parameter k as
k̂ = arg min
0≤k≤kMAX
R̂k. (7.4)






‖Σ̂B,1,k,ψ − Σ̂SCM,2,ψ‖F. (7.5)
The maximum value for k is
kMAX =
{
N − 1 D > N
D − 1 D ≤ N (7.6)
7.3 Thresholding Estimate
In Bickel and Levina, 2008a, a thresholding algorithm is proposed as
a variable permutation-invariant method of covariance regulariza-
tion. In the thresholding algorithm individual entries in the SCM are
kept if above threshold k, the thresholding matrix is formed as
Σ̂T = [σi,j1(|σi,j| ≥ k)]. (7.7)
A drawback of thresholding is that the process does not preserve
positive definiteness for all matrices. To choose a threshold parame-
ter one must find k that will cause the estimate to have the least risk.
The risk function for thresholding will minimize MSE
Rk = E[‖Σ̂−Σ‖2F]. (7.8)
As in banding the samples will be randomly split into two groups
M times for cross validation. Let Σ̂T,1,k,ψ be a thresholded SCM com-
prised of N1 = N − N2 samples in the ψth split. Let Σ̂SCM,2,ψ be a
SCM comprised of N2 = round( Nln(N)) samples in the ψth split. We
now estimate k as
k̂ = arg min
0≤k≤kMAX
R̂k. (7.9)






‖Σ̂T,1,k,ψ − Σ̂SCM,2,ψ‖2F. (7.10)
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7.4 POET Estimate
In Fan, Liaoz, and Mincheva, 2013, a modified thresholding algo-
rithm is introduced that thresholds principal orthogonal complements.
We apply SVD to the SCM and obtain the ordered eigenvalue matrix






i + Σ̂PC. (7.11)
Here qi is the eigenvector corresponding to the ith eigenvalue. The







where K is the number of diverging eigenvalues of Σ which is also
the same as the number of relevent signals in our system model.
Now that we have the principle eigenvalues sorted we perform Prin-
cipal Orthogonal complEment Thresholding (POET). We threshold




σ̂PC,i,j i = j
si,j(Σ̂PC,i,j)1(|Σ̂PC,i,j| ≥ τi,j) i 6= j
(7.13)
Here we have si,j(.) as generalized shrinkage function as in Cai and
Lui, 2011











Here parameter k may be found through sample splitting as in sec-













[ (yl,i − ȳi)(yl,j − ȳj))− σi,j] 2. (7.17)
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where τ > 0 is chosen by cross validation as in Bickel and Levina,










8.1 Estimates of Multiple Types
It can be seen in the previous chapters that there is individual bene-
fits of each type of estimator. Certain types of estimates do not work
well in situations that another estimate may represent better. In this
chapter we will explore efforts into creating estimators that combine
the benefits of two or more different estimates.
8.2 NERCOME Estimate
In Lam, 2016, the Nonparametric Eigenvalue-Regularized Precision
or Covariance Matrix Estimator (NERCOME) is created. This esti-
mator should only be applied when the eigenvectors are not of pri-
mary interest as in Principle Component Analysis (PCA). We split












Lam shows that asymptotically for
i ∈
[
1, 2, . . . D
]
,qH1,iΣ̂SCM,2q1,i  qH1,iΣq1,i. (8.3)
We now consider minimizing the frobenious loss
minΦ‖Q1ΦQH1 −Σ‖F, (8.4)
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The given samples are permuted so that are split samples contain
different combinations and then the result is averaged for better per-







We also use m as the split location of the samples and we use cross

















Cross validation could again be used to determine M to obtain fur-
ther improved results.
8.3 Integrated Estimate
Another hybrid estimate found in Lam and Feng, 2017 combines reg-
ularized covariance estimates. The intention of this estimate is to be
able to take advantage of both structural estimators Bickle08 and
Fan, Liaoz, and Mincheva, 2013 as well as diagonalized estimators
Lam, 2016 using shrinkage estimators as in Ledoit and Wolf, 2004.
Again we split the sample data into 2 independent classes to form
our estimate. The estimator with a single regularized matrix is
Σ̂INT = (1− ρ)Q1ΦQH1 + ρF. (8.11)
Here Φ is a diagonal matrix, ρ is a shrinkage coefficient, and F is a
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The estimator which integrates two regularized matrices is
Σ̂INTD = (1− ρ1 − ρ2)Q1ΦQH1 + ρ1F1 + ρ2F2, (8.16)
where ρ1 the first shrinkage coefficient, and F1 is the first shrink-
age target based on the sample data of the first class, ρ2 the second
shrinkage coefficient, and F2 is the second shrinkage target based on
the sample data of the first class. To find ρ1, ρ2, and Φ we consider
















The optimum is achieved when
Φ =
diag(QH1 Σ̂SCM,2Q1)
1− ρ1 − ρ2
− ρ1diag(QH1 F1Q1)− ρ2diag(QH1 F2Q1),
(8.20)
ρ1 =
Tr[(F1 −ΣF1)Σ̂SCM,2]Tr[(F2 −ΣF2)2]− ηTr[(F2 −ΣF2)Σ̂SCM,2]





Tr[(F2 −ΣF2)Σ̂SCM,2]Tr[(F1 −ΣF1)2]− ηTr[(F1 −ΣF1)Σ̂SCM,2]
Tr[(F2 −ΣF2)2]Tr[(F1 −ΣF1)2]− η2
.
(8.22)
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Here we have












1 + ρ1(F1 −ΣF1) + ρ2(F2 −ΣF2).
(8.25)
We permute the samples given so that are split samples contain








We will use cross validation to find the best m where m is the split


















Cross validation could also be used to determine M for even better
results.
8.4 LOOC
The type of estimate described in this section is used for classification
of different types of data. this differentiation between the origin of
samples can lead one to make the best decision of which covariance
estimate to use. The Gaussian maximum likelihood decision rule in
Hoffbeck and Landgrebe, 1996 will decide the class of a given data
sample (i.e. a binary PSK signal experiencing 0 [dB] interference or
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20 [dB] interference). For this we decide the class n ∈ [1 · · ·L], where









(Y − µn)TΣ−1n (Y − µn)]. (8.30)













(yn,j − µi)(yn,j − µn)H . (8.32)
When we are exploring data of different classes (different data types,
different mean values different Σs) The Common Covariance Ma-
trix (CCM) estimate can have higher classification accuracy than the
SCM. this estimate essentially combines the samples of all classes







The important question arises of when the CCM is better to use than
SCM. In order to classify a data point the Leave One Out Covariance
Estimate (LOOC) Hoffbeck and Landgrebe, 1996 is used for estima-
tion of the covariance.
Σ̂LOOC,n = αn,1diag(Σ̂SCM,n) + αn,2Σ̂SCM,n + αn,3Σ̂CCM + αn,4diag(Σ̂CCM)
(8.34)
The estimate consists of mixtures of SCM, CCM, and diagonal load-
ing. To reduce computation one will only consider only the follow-
ing mixtures: the diagonal of the SCM and the SCM αn,3, αn,4 = 0, the
SCM and the CCM αn,1, αn,4 = 0, the CCM and the diagonal of the
CCM αn,1, αn,2 = 0. consideration of these mixtures allow for a well-
conditioned estimate that will have a better chance of being positive
definite. To find appropriate mixing parameters αn one will choose
the combination of values which will maximize the leave-one-out
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likelihood (LOOL). This is computed with the following simple pro-
cess remove a sample, estimate the mean and covariance matrix from
the remaining samples then the average log likelihood is computed





















cn = (Yn/k −mn/k)TG−1(Yn/k −mn/k). (8.37)
Assuming
diag(Σ̂SCM,n) ≈ diag(Σ̂SCM,n/k) (8.38)
when αn,1, αn,4 = 0, then
kn = [
αn,2Nn
(Nn − 2)(Nn − 1)
+
αn,3Nn









]Σ̂SCM,n + αn,3Σ̂CCM. (8.40)
If the parameters now have αn,3, αn,4 = 0 then,
kn =
αn,2Nn
(Nn − 2)(Nn − 1)
, (8.41)
and




Finally when the parameters αn,1, αn,2 = 0 we calculate
kn =
αn,3Nn
L(Nn − 2)(Nn − 1)
(8.43)
and
Gn = αn,3[Σ̂CCM +
1
L(Nn − 2)
Σ̂SCM,n] + αn,4diag(Σ̂CCM) (8.44)
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8.5 RDA
Regularized Discriminant Analysis (RDA) Friedman, 1989 is the pre-
decessor of the LOOC technique of covariance estimation that in-
cludes optimization over mixtures of the SCM, CCM, and the iden-
tity matrix times a scalar (DL). The RDA estimate is defined as fol-
lows:


























Wn(λ) = (1− λ)Nn + λLNn. (8.49)
Comparing the RDA with LOOC we can see the the LOOC con-
siders diagonal forms of SCM and CCM, whereas RDA considers the




9.1 Comparison of Covariance Performance
The covariance matricies described in previous chapters are quanti-
tatively compared while varying different system parameters. Simu-
lations have been performed using the system model used through-
out this paper. All interference channels in H are uniformly dis-
tributed between 80 degrees and 100 degrees out of phase with the
channel of the signal of interest. Simulations are repeated 1000 times
for each point on the plots, a new realization of signal channels is
generated each time. For each figure the Krylov filter using theK = 5
for subspace size Lamare and Sampaio-Neto, 2007, and SVD reduced
rank filter are shown. There are 50 auxiliary vectors created for AV
filtering. The channel of the signal of interest is estimated from half
of the total snapshots used to generate the covariance matrix and the
BER is calculated from the remaining snapshots.
When considering the common filtering techniques in figure 9.1
we can see that there is room for improvement when experiencing
moderate interference. Figure 9.2 shows the SCM will be improved
most by the AV filter when SNR is high, SVD RR when there is mod-
erate SNR and EIF will provide the best SINR if SNR is low.
There appears to be minimal improvement between different
types of diagonal loading, however the RBLW and OAS techniques
are improved in high SNR situations unlike LW. Diagonal loading
suffers greatly in situations with high INR.
EB-DL, Haff’s EB, and REGPCG work well with SVD RR and
EIF with high INR. Probability based filters also do well in high SNR
situations.
Stein’s Minimax, the improved Minimax, and QuEST work well
with Krylov filtering when SNR is low. LWd, Stein-Haff, and QuEST
work well with EIF and SVD RR filtering when there is low SNR.
The Minimax family of estimates perform reasonably well in all sit-
uations.
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Thresholding and Banding work very well with the EIF tech-
nique for all high INR situations. The POET estimate works well
with SVD RR when there is high INR and with AV filtering in all
situations.
NERCOME works very well with Krylov filtering when INR is
high. The INT Banding, POET, and double work well with EIF in
High interference and will improve filters other than AV when SNR
is high.
The figure 9.21 is used to illustrate where the BER has been av-
eraged for tables 9.1-9.3. These sections have been selected as the
utility of various estimation parameters change when operating in
these separate areas. In these tables the top 3 filters for each section
will be shown in red and the top covariance estimate for each applied
filtering technique will be shown in bold.
Table 9.1 shows when SNR ≥ INR typically the best perform-
ing filter is AV. Diagonally loaded and Minimax estimates excluding
LWd will improve results when the system is operating in this area.
Table 9.2 shows when SNR ≤ 0 [dB] the best performing filter
is EIF. Minimax estimates such as Stein-Haff, LWd, and QuEST op-
erate the best in this area as expected since the system is drowned
in AWGN. The NERCOME estimate also appears to work well with
Krylov filtering in this section.
Table 9.3 shows when SNR < INR the best performing filter is
SVD RR followed closely by EIF. The SCM works well in this high
interference area with rank reduction however Probabalitic and Min-
imax techniques cannot be discounted. Again the NERCOME filter
works well with Krylov here.
In Table 9.4 covariance matrix classification is performed with
3 different classes the first has SNR = −15 [dB] and INR = 15 [dB],
the second has SNR and INR = 0 [dB], the last has SNR = 15 [dB]
and INR = −15 [dB] these locations are shown in figure 9.21. This is
performed with 50 training samples where covariance matrices were
classified 300 times over 5000 separate trials. LOOC and Euclidean
classification succeed in classification 2 times out of 3 however the
standard deviation of LOOC is very low.
Chapter 9. Numerical Studies 57
9.2 Normal Filtering
FIGURE 9.1: Common Estimation: Post-Filtering SINR
[dB] vs SNR [dB] vs INR [dB], N = 50, K = 5, D = 40.
FIGURE 9.2: SCM Estimation: Post-Filtering SINR [dB]
vs SNR [dB] vs INR [dB], N = 50, K = 5, D = 40.
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9.3 Diagonal Loading Filtering
FIGURE 9.3: Ledoit-Wolf Estimate: Post-Filtering
SINR [dB] vs SNR [dB] vs INR [dB], N = 50, K = 5,
D = 40.
FIGURE 9.4: Rao-Blackwell Ledoit-Wolf Estimate:
Post-Filtering SINR [dB] vs SNR [dB] vs INR [dB],
N = 50, K = 5, D = 40.
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FIGURE 9.5: OAS Estimate: Post-Filtering SINR [dB]
vs SNR [dB] vs INR [dB], N = 50, K = 5, D = 40.
9.4 Probability Based Filtering
FIGURE 9.6: EB-DL Estimate: Post-Filtering SINR [dB]
vs SNR [dB] vs INR [dB], N = 50, K = 5, D = 40.
Chapter 9. Numerical Studies 60
FIGURE 9.7: Haff’s Empirical Baysian Estimate: Post-
Filtering SINR [dB] vs SNR [dB] vs INR [dB], N = 50,
K = 5, D = 40.
FIGURE 9.8: Regularized Partial Covariance Estima-
tion: Post-Filtering SINR [dB] vs SNR [dB] vs INR
[dB], N = 50, K = 5, D = 40.
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9.5 Minimax Filtering
FIGURE 9.9: Stein Minimax Estimate: Post-Filtering
SINR [dB] vs SNR [dB] vs INR [dB], N = 50, K = 5,
D = 40.
FIGURE 9.10: Improved Minimax Esimate: Post-
Filtering SINR [dB] vs SNR [dB] vs INR [dB], N = 50,
K = 5, D = 40.
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FIGURE 9.11: LWd Esimate: Post-Filtering SINR [dB]
vs SNR [dB] vs INR [dB], N = 50, K = 5, D = 40.
FIGURE 9.12: Stein-Haff Esimate: Post-Filtering SINR
[dB] vs SNR [dB] vs INR [dB], N = 50, K = 5, D = 40.
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FIGURE 9.13: QuEST Estimate: Post-Filtering SINR
[dB] vs SNR [dB] vs INR [dB], N = 50, K = 5, D = 40.
9.6 Structured Filtering
FIGURE 9.14: Banding Estimate: Post-Filtering SINR
[dB] vs SNR [dB] vs INR [dB], N = 50, K = 5, D = 40.
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FIGURE 9.15: Thresholding Estimate: Post-Filtering
SINR [dB] vs SNR [dB] vs INR [dB], N = 50, K = 5,
D = 40.
FIGURE 9.16: POET Estimate: Post-Filtering SINR
[dB] vs SNR [dB] vs INR [dB], N = 50, K = 5, D = 40.
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9.7 Hybrid Filtering
FIGURE 9.17: NERCOME Estimate: Post-Filtering
SINR [dB] vs SNR [dB] vs INR [dB], N = 50, K = 5,
D = 40.
FIGURE 9.18: Integrate Banding Estimate: Post-
Filtering SINR [dB] vs SNR [dB] vs INR [dB], N = 50,
K = 5, D = 40.
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FIGURE 9.19: Integrate POET Estimate: Post-Filtering
SINR [dB] vs SNR [dB] vs INR [dB], N = 50, K = 5,
D = 40.
FIGURE 9.20: Integrate Double Estimate: Post-
Filtering SINR [dB] vs SNR [dB] vs INR [dB], N = 50,
K = 5, D = 40.
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9.8 Average BER
FIGURE 9.21: Pertinent sections of System Model
which are averaged in following tables.
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TABLE 9.1: The average BER of various covariance
matricies when SNR≥ INR from the grid shown in the
above figure 9.21. Here N = 50, K = 5, and D = 40
BER % SMI KRLV AV RR EIF
SCM 25.24 6.03 0.93 1.04 1.16
LW 5.95 2.72 0.92 1.01 1.10
RBLW 1.46 1.61 0.92 1.02 1.08
OAS 1.44 1.59 0.92 1.06 1.07
EB-DL 2.51 1.93 0.93 1.02 1.13
EB Haff 19.01 5.75 0.93 1.04 1.16
REGPCG 27.25 4.76 0.94 1.08 1.13
Stein Minimax 2.37 2.17 0.93 1.01 1.12
Improved Minimax 1.74 1.60 0.93 0.99 1.07
LWd 73.61 31.80 1.01 45.79 63.81
Stein-Haff 5.58 4.19 0.93 1.16 1.23
QuEST 9.61 4.13 0.93 1.08 1.17
Thresholding 22.63 6.59 0.95 1.80 1.02
Banding 20.22 4.70 1.02 1.89 1.03
POET 39.94 9.28 1.03 1.09 1.13
NERCOME 17.08 14.11 0.97 1.68 1.84
INT-Banding 17.90 11.56 1.03 1.26 1.24
INT-POET 25.13 15.94 0.97 1.43 1.45
INT-Double 18.07 11.90 0.99 1.44 1.45
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TABLE 9.2: The average BER of various covariance
matricies when SNR ≤ 0 [dB] from the grid shown in
the above figure 9.21. Here N = 50, K = 5, and D = 40
BER % SMI KRLV AV RR EIF
SCM 34.81 35.53 33.11 19.94 18.44
LW 33.93 36.24 35.01 34.30 36.21
RBLW 35.39 36.93 36.03 35.82 37.80
OAS 35.45 36.96 36.08 35.88 37.86
EB-DL 20.71 34.99 33.43 20.60 19.35
EB Haff 30.49 35.46 33.12 19.97 18.49
REGPCG 35.83 43.13 33.24 20.42 18.64
Stein Minimax 20.42 23.62 33.20 20.28 18.90
Improved Minimax 20.63 23.74 33.13 20.42 19.13
LWd 63.57 33.42 33.63 17.38 16.93
Stein-Haff 19.47 23.96 32.00 19.73 17.23
QuEST 22.78 34.89 32.42 19.28 17.63
Thresholding 38.89 40.10 34.52 37.41 27.14
Banding 31.45 41.08 37.19 44.81 31.13
POET 41.50 36.44 33.90 21.98 20.32
NERCOME 25.07 18.13 32.71 23.98 19.33
INT-Banding 40.48 39.05 35.53 43.47 30.78
INT-POET 33.09 22.30 33.22 29.41 21.37
INT-Double 33.90 29.56 34.93 36.07 23.41
Chapter 9. Numerical Studies 70
TABLE 9.3: The average BER of various covariance
matricies when SNR < INR from the grid shown in the
above figure 9.21. Here N = 50, K = 5, and D = 40
BER % SMI KRLV AV RR EIF
SCM 24.47 35.89 7.75 0.05 0.06
LW 7.95 35.43 10.16 7.91 8.54
RBLW 10.44 35.18 11.85 10.41 11.11
OAS 10.54 35.16 11.94 10.51 11.20
EB-DL 1.54 35.84 7.75 0.05 0.06
EB Haff 15.33 35.86 7.75 0.05 0.06
REGPCG 26.59 43.35 7.75 0.10 0.11
Stein Minimax 3.08 10.98 7.73 0.10 0.11
Improved Minimax 3.22 10.55 7.69 0.11 0.12
LWd 74.28 36.80 8.95 0.18 0.33
Stein-Haff 8.08 10.39 7.09 0.13 0.14
QuEST 13.45 34.36 7.38 0.13 0.15
Thresholding 19.19 36.81 9.74 19.35 3.10
Banding 16.31 36.59 15.13 31.98 4.64
POET 43.19 36.50 9.87 2.44 1.53
NERCOME 26.74 4.37 10.08 3.30 3.35
INT-Banding 16.53 18.11 13.40 27.85 4.24
INT-POET 28.09 6.37 10.64 7.35 3.13
INT-Double 21.72 7.71 10.89 11.55 2.64
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9.9 Classification
TABLE 9.4: The classification accuracy of common
classification techniques with 3 different classes for 50
training samples the covariance matrices were classi-
fied 300 times over 5000 separate trials
CCM CCM Euclidean LOOC RDA
Accuracy 45.02 51.68 66.16 66.61 33.76




10.1 What Type of Filter to Use
It is often the case that we do not have enough samples to build a
full rank covariance matrix using the SCM however the algorithms
shown have proven to be fine ways of circumventing this issue. Most
of the explored covariance estimates will attempt to optimize a pos-
itive semi-definate covariance matrix when sample size N < D. In
the case of SNR≤ 0 [dB] one would want to use a minimax estimates
such as Stein-Haff, LWd, or QuEST with EIF filtering. In the case of
SNR ≥ INR OAS DL with AV filtering or a matched filter will work
best. In the case of SNR < INR one would use SVD RR or EIF filtering
with a SCM, Probabalistic, or minimax estimate.
10.2 Filter Performance
DL is a well rounded estimation technique for our situation and is
useful when we do not have extremely large interference or extremely
small signal strength. The DL algorithms were not intended to ac-
count for non-Guassian interference and using the identity matrix
as the shrinkage target causes the inaccuracies. The OAS algorithm
will usually perform better than the other DL algorithms. LW, RBLW,
OAS, EB-DL, Integrated estimates, LOOC, and RDA, will all use a
shrinkage target in an attempt to make the algorithm’s estimate pos-
itive definitee however the shrinkage target used for DL only affects
the variance of Σ̂SCM
We will typically want to used probability based filtering when
N is very large and when SNR is moderate. We will only use SMI
with probabilistic techniques when INR is negligible as these esti-
mate are optimized in terms of a zero mean Gaussian distribution.
SVD RR and EIF are much better for using with this technique in the
presence of interference. If the degrees of freedom ν of the Wishart
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prior is known beforehand the EB-DL is very easy to compute and
will typically give the best results of all of the probabilistic approaches.
When our noise components are very large Minimax estimators
dominate, they are useful in this case with extremely high interfer-
ence levels as well. LWd, Stein’s minimax, the improved minimax,
and Stein-Haff all diagonalize the SCM and attempt to squeeze the
eigenvalues on the diagonal closer as eigenvalues are overdispersed.
Minimax Filtering can be very slow to order the eigenvalues and then
perform the isotonic regression required by the new eigenvalues de-
pending on the method used. During diagonalization of the SCM
these algorithms will only operate correctly when eigenvalues are
ordered. The QuEST algorithm requires optimization but does not
require isotonization and can be faster than Stein-Haff estimation.
Structured estimates will be used when N ≈ D as there is a
small amount of excess variance which can be corrected by these al-
gorithms. Banding relies on ordering of variables and assume vari-
ables that are far apart in the ordering are supposed to be weakly
correlated. It is suggested here that using a Banding estimate in con-
junction with one of the other estimates will in many cases improve
results as oftentimes we may we have a component of inter-symbol-
interference. The structured estimators take time to perform cross
validation within the available samples for choosing the optimal pa-
rameters. The POET algorithm will work in most cases but will take
a long time to execute without a large parallelization effort.
For small sample sizes the NERCOME technique and other in-
tegrated algorithms do not minimize BER as well as other algorithms.
The NERCOME technique is not intended to be used when we are
interested in Σ’s Eigenvectors and achieves minimal benefits over
Σ̂SCM if N < D. The integration technique takes the longest to per-
form of any of the algorithms so far and we find the hybrid estimates
always suffer from the poorly performing estimates. We can typi-
cally expect acceptable performance from a hybrid estimate as it is
better than using the SCM alone. The Integration technique always
uses the NERCOME estimate as a baseline and uses regularized esti-
mates such as Fan’s POET for Thresholding and Banding such as in
Bickel and Levina. These shrinkage targets are not typically the best
performing algorithms.
Classification algorithms are explored in terms of data classi-
fication (sampled vectors have different covariance classes). CCM
combines data classes to obtain more samples often ensuringN > D.
For LOOC and RDA we must pick mixing coefficients beforehand,
there is no equation to calculate optimal mixing parameters. The
LOOC and RDA technique can be relatively slow since it is required
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to invert matrices and create a search grid for coefficients. LOOC is
very accurate in determining the class of data samples performing
the best having a classification accuracy of about 66 percent with less
than 1 percent standard deviation when classifying differing com-
munication system models. This means we can use a trained LOOC
algorithm in order to determine our region and what the best filter
and covariance matrix type would be best to use for a given received
signal.
The estimator JMOV, appears to outperform current estimation
techniques in regions of interest and at least perform comparably to
the J Divergence and CV-MOV estimates under the extreme condi-
tions in which each thrives. Future work could include a method
to improve the scaling of the CV-MOV technique with the limited
samples to estimate the channel available h as this would improve
JMOV.
A survey of the EIF and reduced rank filters under various
channel interference loading conditions has been performed, it has
been shown that when SNR is less than 0 dB it is of benefit to use the
EIF filter over the SVD based reduced rank filter to improve output
SINR. Reduced Rank filtering relies on the estimation of the number
of interferers making it prone to error when sample size is limited
however it has been shown to be the best option in many cases, it is
hoped that the EIF algorithm can be used to push the performance of
the SVD based reduced rank filter further as it attempts to mitigate
the errors that arise due to low SNR systems and misclassification of
the number of signals in the system by considering all of the eigen-
vectors available. The J Divegence selection criterion appears to give
better results for the EIF filter than merely using the Kth eigenvalue
when SNR is larger than 0dB.
Future work may include the minimization of MSE under as-
sumptions other than Gaussian, fitting the various covariance esti-
mates to forms that use data from different classes (i.e. CCM), taking
advantage of natural ordering as in the structured estimates while
using DL or Minimax Estimates, finding a better method of cross
validation for picking α as the ideal EIF filter always seems to out-
perform the SVD based reduced rank filter.
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