A software artieulatory synthesizer, based upon a model developed by P. Mermelstein [J. Aeoust. Soe. Am. 53, 1070-1082 (1973)], has been implemented on a laboratory computer. The synthesizer is designed as a tool for studying the linguistically and pereeptually significant aspects of artieulatory events. A prominent feature of this system is that it easily permits modification of a limited set of key parameters that control the positions of the major artieulators: the lips, jaw, tongue body, tongue tip, velum, and hyoid bone. Time-varying control over vocal-tract shape and nasal coupling is possible by a straightforward procedure that is similar to keyframe animation: critical vocal-tract configurations are specified, along with excitation and timing information. Articulation then proceeds along a directed path between these key frames within the time script specified by the user. Such a procedure permits a sufficiently fine degree of control over articulator positions and movements. The organization of this system and its present and future applications are discussed. 
INTRODUCTION
Articulatory synthesis has not usually been considered to be a research tool for studies of speech pereeption, although many perceptual studies using synthetic stimuli are based upon artieulatory premises. In order to address the need for a research artieulatory synthesizer, this paper provides a brief description of a software articulatory synthesizer, implemented on a laboratory computer at Haskins Laboratories, that is presently being used for a variety of experiments designed to explore the relationships between perception and production. A related paper, by Abramson et al. (1979) , describes in greater detail some of these experiments, which focus on aspects of velar control and the distinction between oral stop consonants and their nasal counterparts. The intent of the present paper is to provide an overview of the actual design and operation of this synthesizer, with specific regard to its use as a research tool for the perceptual evaluation of artieulatory gestures.
Briefly, the artieulatory synthesizer embodies several submodels. At its heart are simple models of six key artieulators.
The positions of these artieulators determine the outline of the vocal tract in the midsagittai plane. From this outline the width function and, subsequently, the area function of the vocal tract are determined.
Source information is specified at the acoustic, rather than artieulatory, level, and is independent of the artieulatory model. Speech output during each frame is obtained after first calculating, for a particular vocal-tract shape, the acoustic transfer function for both the glottal and frieative sources, if they are used. For voiced sounds the transfer function Although the synthesizer is capable of producing short segments of quite natural speech with a parsimonious input specification, its primary application is not based on these characteristics.
The most important aspect of its design is that the artieulatory model, though simple, captures the essential ingredients of real articulation.
• Thus, synthetic speech may be produced in which artieulator positions or the relative timing of artieulatory gestures are precisely and systematically controlled, and the resulting acoustic output may be subjected to both analytical and perceptual analyses. Real talkers cannot, in general, produce utterances with systematic variations of an isolated articulatory variable.
Further, for at least some artieulatory variables mfor example, velar elevation and the corresponding degree of velar port opening--simple variations in the artieulatory parameter produce complex acoustic effects. Thus, the synthesizer can be used to perform investigations that are not possible with real talkers, or investigations that are difficult, at best, using acoustic synthesis techniques.
I. THE MODEL
The model that we are using was originally developed by Mermelstein (1973) and is designed to permit simple control over a selected set of key artieulatory parameters. The model is similar in many respects to that of Coker (Coker and Fujimura, 1966; Coker, 1976 ), but was developed independently. The two models emphasize different aspects of the speech production proeess; Coker's implementation stresses synthesis-byrule, while the focus of the present model is on interactive and systematic control of supraglottal artieulatory configurations and on the acoustic and perceptual consequences of this control. The particular set of parameters employed here provides for an adequate description of the vocal-tract shape, while also incorporating both individual control over artieulators and physiologically constrained interaction between artieulators. 3 ). This form was previously found to be most natural in perceptual tests (Rosenberg, 1971). Optionally, the glottal pulse can be specified in the frequency domain as the impulse response of a two-pole filter. In this case, the two input parameters specify the pole frequencies. However, the time domain description is preferred because its input parameters seem more natural and its output produces perceptually better results.
For fricative excitation, the amplitude and place of insertion of pseudorandom noise must be specified. Optionally, the location of the noise source can be automatically set anterior to the tube section with minimum area. Direct control of frication amplitude is admittedly unnatural, and it has also proven difficult to use in practice.
Automatic control of the onset and amplitude of frication in terms of aerodynamic parameters would clearly be preferable.
Such A. Control by graphical modification Figure 1 shows the graphical display provided by the synthesizer system that permits the user to simply modify the midsagittal vocal-tract shape. The user selects one of the indicated six key parameters, moves a set of cross-hair cursors to specify its new position, and the resultant vocal-tract outline is immediately calculated and displayed on the graphics terminal.
After the positions of the key articulators have been provided as input, the program fleshes out this framework as a midsagittal section of the vocal tract, as was seen in Fig. 1 , and displays this shape. Next, the width function and corresponding area function are calculated (as described above). When the determination of area values is completed, the vocal-tract transfer function is computed (Mermelstein, 1971 (Mermelstein, , 1972 ) and displayed.
Speech output is then generated, at a sampling rate of 20 kHz, by feeding the source waveform through the digital filter representation of the transfer function.
The resulting speech signal is obtained by concatenating the responses to individual pitch pulses of varying durations. Acoustic energy is usually propagated between pitch pulses, but may optionally be set to zero at the onset of every pulse. Output is generally produced within 20-60 times real time, which permits the kind of interactive use necessary for hypothesis-and-test research. Further, in the manual mode of control the user can obtain feedback at a number of different stages, in the form of displays of the vocal-tract outline, the cross-sectional area array and the acoustic transfer function. These varying forms of feedback information are extremely useful for providing the user with complementary descriptions of the particular articulatory shape being examined. In addition, they provide him with the opportunity to return to the manual adjustment stage if changes in the articulatory configuration are required.
B. Synthesis-by-script
The articulatory synthesizer, in its manual mode, provides an excellent means for examining vowel quality as a result of the excitation of the static vocaltract shape. The use of the synthesizer in this mode, however, does not allow for the dynamic simulation necessary to model actual continuous speech. Therefore, another procedure has been implemented to provide for time-varying control over the movements of the articulators.
The approach used is similar to keyf•'ame animation' the framework for a desired dynamic articulation is represented by a series of configurations of the vocal tract. The actual path of articulation is obtained by interpolating between these key frames. In essence, the user provides the synthesizer with a script, in the form of a table of 
III. CONCLUSION
The design and implementation of the articulatory synthesizer is intended, as previously noted, to provide researchers with a flexible interactive tool for examining relationships between speech perception and production. Input parameters to the synthesizer are the positions of a limited set of major articulators and excitation and timing information. An important aspect of this model's design is that speech sounds can be generated using controlled variations in timing or position parameters, and used in formal perceptual tests. Another important aspect is that the synthesis procedure is fast enough to make on-line interactive research practical.
One present application of the synthesizer is an investigation of detailed relationships between velar control and the perceptual oral-nasal distinction. Here, an important attribute of the synthesizer is its ability to produce complex variations in the acoustic output from a simple, and natural, variation of a single articulatory parametermas contrasted with the more complicated procedures necessary to generate oral-nasal series by acoustic synthesis methods. In another application (Raphael et al., 1979) , the articulatory synthesizer has been used to test hypotheses about articulation made on the basis of physiological (EMG) evidence on one hand, and acoustic evidence on the other hand. Additional future applications include a series of experiments intended to study the perceptual effects of variatiohs in the relative timing of articulatory movements. Such investigations address the nature of the underlying organization of the speech act in terms of its dynamic "units." A planned technical improvement will be the development of a flexible display system that can function like a stop-frame projector. Due to our current hardware and software limitations, a number of sacrifices have been made in modeling that, however, permit a level of computational ability that is sufficient for the use of this synthesizer as an adequate research tool. The nature of these sacrifices, it is felt, still leave us with a model that captures the essentials of articulation.
As we gain further insight into the anatomy and physiology of speech production, we would like to incorporate this additional knowledge into the model. Future modifications will be considered if the constraint of adequate speed for a research tool is not violated and, additionally, if they provide a mode of control that remains both flexible and articulatorily natural. The articulatory synthesis system, as described in this paper, already serves as a powerful research tool for examining perception-production re-lationships. We expect that the synthesize r's usefulness will grow as the system evolves and as we refine the issues to be investigated with its aid. 
To begin the transfer-function calculation, the source impedance or the radiation impedance (and gain) at the end of each branch of the vocal tract must be known and expressed as a ratio of polynomials in z. These are then used to determine the Q and P polynomials at the external end of the branch, using Eq. (A3), and the iterative equations (A4) and (A5) are applied one section at a time until P and Q at the other (internal) end of the branch are determined.
Lumped losses can also be introduced during these iterations. Both the impedance and gain can then be calculated, using Eqs. ( 
