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Abstract
The Rasch model is commonly used to calibrate multiple choice items. However, the
sample sizes needed to estimate the Rasch model can be difficult to attain (e.g., consider
a small testing company trying to pretest new items). With small sample sizes, auxiliary
information besides the item responses may improve estimation of the item parameters.
The purpose of this study was to determine if incorporating item property information
(i.e., characteristics of the items related to item difficulty) in a random effects linear
logistic test model (RE-LLTM) would improve estimation of item difficulty. A
simulation study was conducted that varied sample size, number of items, distribution of
the item easiness parameters, percentage of variance explained by the item properties,
type of item property, and treatment of the fixed effects slopes. Results showed that in
certain circumstances (i.e., long tests with small sample sizes), the inclusion of item
properties improved estimation of the item difficulties. Results for other parameters in the
model are also discussed.
Keywords: Rasch model, item properties, linear logistic test model, sample size,
simulation
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Chapter 1. Purpose of Study
Both computerized adaptive testing (CAT) and automated test assembly (ATA)
require well-estimated item parameters and large item pools to function appropriately
(Thompson & Weiss, 2011; Veldkamp, Matteucci, & de Jong, 2012). Many testing
organizations pretest items to establish initial estimates of the item parameters (e.g., item
difficulty and discrimination) by having examinees taking an operational test also provide
answers to new, pretest items. Either classical test theory (CTT) or item response theory
(IRT) can be used to estimate item difficulty and discrimination, though they do so in
slightly different ways. IRT is advantageous over CTT because IRT estimates of item
parameters are sample independent, meaning they will not differ depending on the
sample of responses used for calculation (up to a linear transformation and if the model
fit the data; Hambleton & Jones, 1993). However, IRT is more complex than CTT and
requires specialized software to implement.
In addition to concerns of interpretability and ease of implementation, testing
organizations must balance the cost of item pretesting against required sample sizes.
Acquiring large pretesting samples can be difficult for a variety of reasons. For example,
some testing organizations administer highly specialized tests that only a few examinees
take each year. In addition, testing organizations with large examinee pools (e.g., College
Board and the SAT) may choose to administer multiple forms of pretest items. Doing so
reduces the burden on examinees because a shorter overall test can be administered, and
it reduces the potential for security breaches. Testing organizations want as many
examinees to take an item as possible without overburdening examinees with long test
forms. However, as sample size decreases, accuracy of the item parameter estimates also
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decreases. Consequently, there is a need for small sample size methodology that provides
unbiased parameter estimates with small standard errors.
The Rasch model (Rasch, 1980) is the IRT model that requires the smallest
sample sizes to function well. Guidelines for minimum sample requirements for the
Rasch model are typically around 100 to 200 (Davey & Pitoniak, 2006, p. 565; de Ayala,
2009, p. 43; Downing, 2003; Linacre, 1994; Parshall et al., 1997; Reeve & Fayers, 2005,
p. 71; Wang & Chen, 2005; Wright, 1977). Most literature examining the Rasch model
does so with sample sizes of 100 and larger. Indeed, there has been a general call for
more studies examining the Rasch model at sample sizes less than 100 (Houts, Edwards,
Wirth, & Deal, 2016). In answer to this call, more recent research has suggested that
much smaller sample sizes (e.g., 10 to 25) are acceptable for estimating examinee ability
(Dwyer & Furter, 2017; Furter & Dwyer, 2018; Peabody, O’Neill, & Gregg, 2018).
However, estimation of examinee ability is more dependent on the number of test items
than the sample size (de Ayala, 2009, chapter 2); random errors in the item parameter
estimates cancel out over the full set of items administered to an examinee and do not
adversely affect the examinee ability estimate. Conversely, estimation of item parameters
depends on sample size far more than test length. Yet, few studies have examined item
parameter estimation at small sample sizes. Van de Vijver (1986) found no bias but large
root mean squared errors (RMSE) for short tests with few examinees (10 items and 25
examinees). Sauder, Kopp, and Jones (2020) showed the Rasch model could be used for
item pretesting at sample sizes as small as 50 if the data fit the Rasch model well. In more
realistic data, they found that sample sizes of 100 to 200 were more appropriate.
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Given that previous research shows that the Rasch model is appropriate with
sample sizes smaller than 100 only in atypical situations (e.g., very good fit to the Rasch
model), a modified model is needed for such small sample sizes that includes auxiliary
information. One source of auxiliary information that could be incorporated into item
estimation comes from the item properties. Properties such as item length, lexical
difficulty, or whether the item has a graph or reading passage can provide information
about item difficulty. Incorporating this information into a psychometric model can be
done by simply predicting item difficulties from item properties within the model. This
model is called the linear logistic test model (LLTM; Fischer, 1973). The disadvantage of
this model is that it assumes that item difficulties are estimated from the item properties
without error. That is, variance in difficulties is entirely due to the item properties.
Because this assumption is too strong and unlikely to be met in practice, the LLTM rarely
fits real data.
A simple modification to the LLTM is to include a random error term (De Boeck
& Wilson, 2004; Mislevy, 1988). Doing so results in a random effects LLTM (RELLTM; Janssen, Schepers, & Peres, 2004) with two random effects (examinee ability and
item difficulty). The RE-LLTM, also called the LLTM with error (De Boeck, 2008) falls
under a broader class of models called crossed random effects models. These types of
models are often used when the effects of item properties are of primary interest in item
explanatory models. Item explanatory models, a subset of explanatory item response
models, are developed to determine how different item properties interact with item
difficulty1 (e.g., Cho, Gilbert, & Goodwin, 2013; Debeer & Janssen, 2013; Fox &
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Item explanatory models may also feature person predictors, but these models are not of interest in this
study.
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Verhagen, 2011; Stevenson, Hickendorff, Resing, Heiser, & de Boeck, 2013). For
instance, a researcher may want to know if items with reading passages are more difficult
than items without, and by how much. Further, more in-depth analysis of examinee
response processes also can use item explanatory models. In general, item explanatory
models have primarily been used when the slopes (i.e., the coefficients) of the item
properties are of interest rather than item difficulties or examinee ability estimates.
By incorporating a random error term in the LLTM for the items, the item
difficulty parameters are treated as a combination of the item property fixed effects and
the error random effect (hence, the RE-LLTM). De Boeck (2008) suggests three main
reasons to treat items as random. First, the items given on a specific test can theoretically
(or literally in the case of huge item pools) be viewed as simply a sample of the possible
items that could have been administered to the students. Second, treating items as random
can be used in differential item functioning (DIF) detection (e.g., Cho & Cohen, 2010;
Frederickx, Tuerlinckx, De Boeck, & Magis, 2010; Verhagen & Fox, 2013) by adding
group by item effects into the model to predict item easiness parameters. Third, by
treating items as random, we can add item-level predictors to the model to determine the
predictors’ effects on the item easiness. With these models, item properties must be
identified and included in the model.
Additionally, some researchers have suggested using item explanatory models to
improve estimation of item difficulties (De Boeck, 2008; Mislevy, 1988). Mislevy (1988)
showed that when item properties explain a large percentage of variance in the item
difficulties (e.g., about 50 percent), estimation of item difficulties improves. Although
this percentage of explained variance seems high, research has shown that values
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anywhere between 17 percent and 94 percent are typical in real data (Mislevy, Sheehan,
& Wingersky, 1993). The effects of the item properties are often estimated using the RELLTM. Whether the RE-LLTM is effective in improving recovery of item difficulty with
smaller proportions of explained variance has yet to be determined.
An added complication to the LLTM and RE-LLTM is the estimation of the fixed
effects (i.e., the slopes of the item properties). It is possible that estimating the fixed
effects introduces enough error into the model that the corresponding reduction in
estimation inaccuracies of the difficulties is irrelevant. In other words, there may be some
tradeoff between accurately estimating the fixed effects and accurately estimating the
random effects2. An alternative model would fix the slopes of the item properties to
previously estimated values. This could be a realistic procedure for large testing
organizations that have huge item banks. By fixing the effects of the item properties,
there is no additional error introduced into the model and the potential increase in item
difficulty accuracy can be fully realized.
The purpose of the study is to determine the effectiveness of the RE-LLTM to
produce reasonable item parameter estimates in small-sample pretesting scenarios.
Ideally, the model will be able to provide accurate estimates of item difficulties with
small sample sizes. The general idea is a simple one: use auxiliary item property
information to help estimate item difficulties when fewer examinees are available to
provide item responses.

2

In preliminary analyses, the bias in the fixed effects portion of the model composed of the item properties
was negatively correlated with the empirical Bayes estimates of the item random effect (i.e., the error). As
the bias in the fixed effects became more negative, the empirical Bayes estimates of the random effect
became more positive (and vice versa), such that the total bias for an item was not very different from using
no item properties.

Chapter 2. Literature Review
In this chapter, I introduce the model used in the study, the random effects linear
logistic test model (RE-LLTM) and the possible sources of item property information that
could be used in the RE-LLTM. Next, I discuss how item families and item shells can be
used to provide item properties and how they can be included in the RE-LLTM. Then, the
existing literature on the use of the RE-LLTM in both real-data empirical studies and
simulation studies is discussed. The chapter ends with a presentation of the research
questions.
From Rasch to RE-LLTM
The RE-LLTM is a one-step procedure to include the effects of item properties in
a Rasch measurement model. Thus, to develop the RE-LLTM, we must first begin with
the basic Rasch model and the LLTM. In the Rasch model, two types of parameters are
estimated: an examinee location parameter (i.e., examinee ability) called θ and an item
difficulty parameter called b. The logistic form of the model is
𝑃(𝑋𝑖𝑗 = 1) =

𝜃 −𝑏
𝑒 𝑖 𝑗
𝜃 −𝑏
1+𝑒 𝑖 𝑗

(1)

where 𝑃(𝑋𝑖𝑗 = 1) is the probability of getting item j correct for examinee i given ability
estimate 𝜃𝑖 and item difficulty 𝑏𝑗 (de Ayala, 2009). The Rasch model assumes all items
have the same discrimination which is equivalent to setting them all to one if the variance
of θ is a free parameter. Not estimating discrimination allows for much smaller sample
sizes to be used (Parshall, Kromrey, & Chason, 1997). To identify the Rasch model,
either the mean of the bs or the mean of the θs is set to 0. If the mean θ is set to 0, the
outputs from the Rasch model are a b estimate for each item and the variance of the θs.
Typically, the θs are assumed to follow a normal distribution.
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The LLTM (Fischer, 1973) is formulated as
𝐾

𝑃(𝑋𝑖𝑗 = 1) =

𝜃 −∑
𝛽 𝑥
𝑒 𝑖 𝑘=1 𝑘 𝑗𝑘
𝐾

𝜃 −∑
𝛽 𝑥
1+𝑒 𝑖 𝑘=1 𝑘 𝑗𝑘

(2)

where 𝛽𝑘 is the effect for item property k, 𝑥𝑗𝑘 is the value of the item j on property k (e.g.,
50 words, 1 for graph present and 0 for graph absent), and K is the total number of item
properties. Comparing Equations 1 and 2, it is evident that the LLTM is simply an
extension of the Rasch model wherein the item difficulties (b’s) are replaced by a
predicted difficulty based on a linear combination of the item properties included in the
model. If each item property is instead a dummy code indicating which item a response is
provided for, the LLTM is equivalent to the Rasch model with fixed items.
One disadvantage of the LLTM is that the item properties must perfectly explain
the item difficulties for the model to fit. As Mislevy (1988) noted, “rigorous tests of fit
almost always reject the LLTM” (p. 284). Instead, Mislevy (1988) suggested
incorporating Bayesian techniques into the LLTM to allow for error in the estimation of
item difficulties from item properties. Practically, this resulted in a model where the item
difficulties, in addition to the person ability estimates, were treated as random effects.
Mislevy’s model was estimated in steps; first, the item difficulties were estimated in the
typical Rasch model. Second, point estimates of the fixed effects of the item properties
were estimated using the EM algorithm. Third, final estimates of the item difficulties
were estimated by combining the information from the first two steps, weighted by
precision.
Mislevy (1988) demonstrated this model with three examples based on real data
from a 20-item fractions test. Six or seven dummy-coded item properties (depending on
the example) related to how the item was solved (e.g., addition, subtraction, etc.) were
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included in three models. The model for the first example simply used the same prior
distribution for all item difficulties and did not include any item properties in the
estimation. The second model included six item properties, and the third model included
an additional seventh property with slightly modified items and item properties (i.e., two
items were deleted and several item property values were changed) to better represent the
data. For the first model, shrinkage of the item difficulty estimates towards the mean was
minor. For the second model, each item difficulty shrunk toward the mean predicted from
its item properties instead of toward the same mean for all items and the estimated
standard error was smaller. In other words, including item properties improved estimation
over simply treating item difficulty as random. Mislevy (1988) suggested using the model
in an exploratory manner where the slopes of the item properties are examined and noted
that the model results in “increased precision and diagnostic capabilities” (p. 294). The
RE-LLTM takes the spirit of Mislevy’s model, but estimates the model in a single step.
The extension of the LLTM to the RE-LLTM incorporates a random error term
and an inversion of the sign of the item difficulty parameter which results in modeling
item easiness parameters instead. The inversion of the sign has no impact on the
estimation and item easiness estimates can be transformed back to item difficulties
simply by reversing the sign. The RE-LLTM is
𝐾

𝑃(𝑋𝑖𝑗 = 1) =

𝜃 +(∑𝑘=1 𝛽𝑘 𝑥𝑗𝑘 +𝜖𝑗 )
𝑒 𝑖
𝐾

𝜃 +(∑𝑘=1 𝛽𝑘 𝑥𝑗𝑘 +𝜖𝑗 )
1+𝑒 𝑖

(3)

where 𝜖𝑗 is the error associated with predicting item easiness for item j from the item
properties and is assumed to follow a normal distribution with a mean of 0 and variance
of 𝜎𝜖2 . Removing the item properties from Equation 3 results in the Rasch model with
items treated as a random effect as opposed to a fixed effect.
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Only the variance of the examinee abilities and the variance of the 𝜖𝑗 s are estimated along
with the fixed effects of the item properties in the RE-LLTM. Empirical Bayes estimates
of the person ability estimates and 𝜖𝑗 s can be obtained in a separate step. Empirical Bayes
estimates of the 𝜖𝑗 s are provided by first integrating over the distribution of the ability
estimates. This results in the likelihood of the observed item responses being a function
of the fixed effects of the item properties and the single random effect of the item error.
This likelihood is multiplied by the estimated distribution of the item residual parameters
(used as a prior distribution), and the point corresponding to the maximum of the
resulting posterior distribution is the item’s estimated 𝜖𝑗 .
Estimation of the model
The RE-LLTM can be estimated using the lme4 package (Bates, Maechler,
Bolker, & Walker (2015) in R (version 3.5.1; R Core Team, 2019). The glmer function
uses a Laplace approximation for the estimation of the model (Doran, Bates, Bliese, &
Dowling, 2007), which has also been applied to models with nested random effects
(Raudenbush, Yang, & Yosef, 2000) and extended to a multivariate approximation
(Harding & Hausman, 2007). A number of studies have examined the performance of the
Laplace approximation for a variety of models incorporating random and fixed effects. In
general, the Laplace approximation has been found to be biased when estimating small
variance components for binary data (Breslow & Lin, 1995; Lin & Breslow, 1996), but
this bias appears minimal when variance components are large and the cluster size (in a
hierarchical model) is large (Joe, 2008). The variance components in a typical application
of the model to testing should be fairly large for both items and examinees, so the bias
introduced by near-zero variance components should be nonexistent. For example, IRT-
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based simulation studies often use standard normal distributions with a variance of one
for both items and examinees.
Sources of item property information
Mislevy, Sheehan, and Wingersky (1993) identified possible sources of item
property information (which they termed collateral information). Citing a variety of
articles, they noted that item property information can come from expert raters (i.e.,
trained raters predict items’ difficulties), test specifications, and cognitive processing
requirements (e.g., cognitive demand, cognitive processes). The variance explained in
item difficulties by each of these sources varied widely. In some cases, only 17% of the
variance was explained; in others, 94% of the variance was explained (Mislevy et al.,
1993). Typical values of explained variance, though, ranged between 40% and 90% (e.g.,
De Boeck, 2008; Hartig, Frey, Nold, & Klieme, 2012). These values are close to the 50%
that Mislevy (1988) indicated was sufficient to improve item difficulty estimation.
Typical examples of item properties used in item explanatory models include item
length (Board & Whitney, 1972; Davey, 1988), lexical complexity (Beretvas, Cawthon,
Lockhart & Kaye, 2012; Cho, Gilbert, & Goodwin, 2013; Goodwin, Gilbert, Cho, &
Kearns, 2014; Hartig et al., 2012), item position (Debeer & Janssen, 2013; Ong, 2019)
and whether or not a graph or figure is included in the item. Examples of more unique
properties include the number of blocks tapped in a pattern repeating exercise (Green &
Smith, 1987), the country wherein the item was administered (Fox & Verhagen, 2011),
the number of rotations of a spatial span task (Stevenson et al., 2013), and whether or not
the item requires integration of information from several locations in a provided text
(Hartig et al., 2012). Note that item properties can take the form of continuous variables
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(e.g., lexical complexity) or categorical variables (e.g., whether or not a reading passage
is included with the item), and both are frequently used in item explanatory models.
Item families and item shells
Other uses of item properties can be found within the concepts of item families or
item shells. Under the item families framework, items consist of two types of features:
item radicals and item incidentals (Irvine, 2002). Item families are defined as a set of
items that share the same radicals but have different incidentals. Item radicals are features
of the item that are directly related to the method needed for solving the item. For
example, an item radical for an item designed to assess a student's knowledge of Z-scores
could be whether or not the item includes a Z-score table with area under the curve.
These item radicals are assumed to be predictive of item difficulty. Item incidentals are
surface-level characteristics of the item that can be freely swapped without changing the
radicals inherent to the item or the psychometric properties of the item (e.g., item
difficulty). For example, with the Z-score item, the scenario given in the item can differ
without changing the way a student needs to solve the item.
Identifying item families has benefits for automated item creation (Geerlings,
Glas, & van der Linden, 2011) wherein computers can create items within a family by
simply changing the incidentals. Geerlings et al. (2011) noted: “In principle, if the family
parameters [effects of item radicals] have been estimated from a previous sample of items
with enough precision, newly generated items would not have to be calibrated at all,
because their parameters can simply be assumed to be drawn from the known family
distributions” (p. 338). This could happen in large testing organizations where a large
pool of items has been pre-calibrated and new items are developed that fall within item
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families. In this case, the effects of the item properties (i.e., the item radicals) may be
treated as known.
Focused more on aiding item writers, item shells (Haladyna, 1999) consist of
syntactic structures useful for writing items belonging to a similar type. A simple
example of an item shell, given in Haladyna (1999, p. 126), is
Which is an example of (any concept)?
A. Example.
B. Plausible non-example.
C. Plausible non-example.
Clearly, this shell can be filled in to assess knowledge in a variety of domains.
Item shells are often much more complex, and can be used to cover content such as facts,
concepts, principles, and procedures or cognitive behaviors such as recall, summary,
prediction, or problem-solving (Haladyna, 1999). Item shells lend themselves to analysis
with the RE-LLTM because the item properties are clearly defined in the shell itself.
Analyzing item shell data may be useful for identifying which item properties are
predictive of item difficulty. That is, in preliminary studies, researchers could test out
which properties of item shells are significant predictors of item difficulty to focus on a
limited number of item properties in the final operational model. Regardless, item shells
fill a similar role as item families by providing a predefined set of item properties to use
in further research.
To further connect item families/item shells to the RE-LLTM, consider how item
radicals and incidentals fit into the modeling framework. Radicals are those aspects of an
item expected to influence an item’s difficulty. Thus, radicals could be included as item
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properties in the RE-LLTM framework. All items with the same values of a set of
radicals would have the same predicted item difficulty and would only differ by the
random error introduced by the item incidentals. This random error can be captured in the
RE-LLTM by the random item error term. Or, if the items on the test consist of items
from multiple families, a simple categorical indicator of the item family could be used as
a predictor (this would be implemented as a series of dummy codes in the RE-LLTM).
Finally, if item families possess some of the same item radicals, but these item radicals
are expected to be more or less influential in the different families, both the item radicals
and the categorical item family indicator could be included in the RE-LLTM with
additional interaction terms between them. This would allow for the item radicals having
differential influence on the item difficulty parameters depending on which family the
item belongs to.
Although item family/item shell information could be included in the LLTM as
predictors of item difficulty, researchers have instead used hierarchical extensions of the
RE-LLTM to incorporate item families (Geerlings et al., 2011). The hierarchical, nested
nature occurs when parameters of items from different families are estimated together. In
this scenario, the level-2 units represent the different item families as defined by the item
radicals within each family. Geerlings et al. (2011) found the model to be effective at
estimating both the fixed effects of the item properties (i.e., number of transformations
and number of elements) and the estimates of item difficulty with sample sizes of 500 or
1,000. They did note, however, that the level-1 parameters (i.e., item difficulties) were
better estimated with larger sample sizes per item. Conversely, the fixed effects of the
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item properties were better estimated when there was a larger number of level-2 units
(i.e., items within each item family).
A similar study found that when using item family data for adaptive testing, it was
necessary to use a hierarchical model to account for the similarities of items within a
family (Glas & van der Linden, 2003). That is, variability of items that only differed in
their incidentals within a family was modeled at level-2. The authors used marginal
maximum likelihood (MML) to estimate a model with no item-level predictors included.
Interestingly, when item properties were not included, the estimates of the item
parameters were not particularly impacted by the item family structure; rather, it was the
examinee ability estimates that had large absolute mean errors. In other words, an item
family data structure may only be useful for estimating item parameters if item predictors
are included, as they are in Geerlings et al. (2011) and Mislevy (1988).
A third study also examined the same hierarchical model without item-level
predictors in two real data sets with a fully Bayesian estimation procedure (Sinharay,
Johnson, & Williamson, 2003) and found similar results to Glas and van der Linden
(2003). Overall, the item family literature shows the usefulness of including predictors of
item parameters (Geerlings et al., 2011) compared to only treating the item difficulties as
random (Glas & van der Linden, 2003; Sinharay et al., 2003). However, there is also a
need for a model that works without the hierarchical structure created by item families or
that incorporates item properties that do not fall under a specific item family.
Real data studies
A few studies have applied the RE-LLTM to real data situations. In the online
supplement provided by Weirich, Hecht, and Böhme (2014), the authors included ordered
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categorical and dichotomous item position properties in the RE-LLTM to estimate the
influence of item position effects on item difficulty. There were modest item positioning
effects where items were more difficult when administered later in the sequence of test
blocks (Weirich et al., 2014). Another study used the RE-LLTM with a verbal aggression
dataset (De Boeck, 2008). The items presented four hypothetical scenarios with an
undesirable outcome (e.g., “A bus fails to stop for me,” p. 538). Respondents indicated if
they would want to or would actually do several different acts of verbal aggression (e.g.,
“I would want to curse” versus “I would curse,” p. 538). The item properties used in the
model were flags indicating which type of verbal aggression the item asked about,
whether it was a wanting or doing question, and whether the undesirable scenario was
caused by the self or by others. Including these item properties accounted for 87.5 percent
of the variance in the item difficulty estimates.
In a study examining item properties on reading items, two dichotomous item
properties (need for global comprehension and text complexity) accounted for close to 40
percent of the variance in item difficulties on an English comprehension test for German
students (Hartig et al., 2012). The estimated slopes of the item properties indicated that
items requiring global comprehension and items with high text complexity were more
difficult than items without; however, a requirement of global comprehension had the
larger effect (.95 logit increase versus .37 logit increase). The distributions of the item
properties were not readily evident in the paper; however, it appears as though items
typically featured neither property, both properties, or a need for global comprehension
with lower text complexity. Items with high text complexity but without a need for global

16
comprehension were less common, and the authors note that the item difficulty estimates
for these items had the largest standard errors.
Related to the literature on item families/item shells and automated item
generation, Holling, Bertling, and Zeuch (2009) examined the effectiveness of the RELLTM to predict item difficulty of 20 automatically generated word problems based on
statistics concepts. The items were generated to align with one to four of seven different
concepts/processes needed to solve the problem. To create the items, the authors used a
semi-automatic process where sets of phrases related to the concepts/processes were
combined (i.e., item radicals), and individual values within each phrase were adjusted to
create unique items (i.e., item incidentals). Two examples of these concepts/processes are
“complement events” where students had to find the complement by addition or
subtraction and “concept of normal distribution” where students had to show
understanding of the normal distribution. These concepts/processes were entered as
dichotomous item properties in the RE-LLTM (1 if concept/process was present in item,
0 otherwise), similar to how Hartig et al. (2012) incorporated their item properties.
Holling et al. (2009) claim the “[RE-LLTM] item difficulties are very close to the RM
[Rasch model] estimates” (p. 74), although closer inspection shows differences of one
logit or more between the estimates for a non-ignorable number of items. Thus, it appears
as though the incorporation of item properties did substantially change the item difficulty
estimates for at least some items.
Simulation studies
The next three sections detail the recovery of the fixed effects, item difficulties,
and variance components in the RE-LLTM. To determine accuracy of parameter
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recovery, the true values of the parameters must be known a priori. Thus, the following
literature is based solely on simulation studies (or the portions of articles that include a
simulation study in addition to empirical studies).
Estimation of the fixed effects
The recovery of the fixed effects of the item properties in the RE-LLTM is not
well documented in the literature. Rather, studies tend to focus on other models similar to
the RE-LLTM. For example, Green and Smith (1987) showed that the LLTM (the
precursor to the RE-LLTM) generally recovered the fixed effects of the item properties
accurately with samples as small as 200 if the item properties were only slightly
correlated (around .2). If the item properties were highly correlated (around .9), the
estimation of the fixed effects was poor. Given that the prediction of item difficulties is
based on a regression framework, it is unsurprising that the slopes would be poorly
estimated when item properties are highly correlated (Tabachnick & Fidell, 2013, chapter
4). Hartig et al. (2012) reported a correlation of r = .35 between their two dichotomous
item properties.
Estimation of the item difficulties
Unfortunately, there is little published research on item difficulty recovery in the
RE-LLTM. Most of the models described in this section are not the RE-LLTM, but rather
some extension or modification of the model. First is a study using a multilevel mixture
IRT model (MMixIRTM) to identify DIF (Cho & Cohen, 2010). The MMixIRTM is
similar to the RE-LLTM in that item difficulties are treated as random effects. The
MMixIRTM also allows for different latent classes at each level in the multilevel
structure (students at level 1 and schools at level 2). Despite the added complexity of the
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MMixIRTM compared to the RE-LLTM, the item difficulties were unbiased and highly
correlated with their true estimates under large sample size conditions (i.e., 8,000 total
examinees), despite the presence of DIF. Janssen, Tuerlinckx, Meulders, and De Boeck
(2000) found high correlations of item difficulty estimates with their true values in a
hierarchical 2-parameter logistic (2PL) IRT model for mastery-based classification with
500 examinees. The model was hierarchical in the sense that the item parameters (i.e.,
difficulty and discrimination) were themselves drawn from a hyper-parameter
distribution. Note that although both studies above treated the item difficulties as random
effects, neither featured item properties in the explanation of the item difficulties, as is
done in the RE-LLTM. The models described are thus closer to the random item Rasch
model than the RE-LLTM. Still, these studies provide some initial support for the
accuracy of the item difficulties when items are treated as random.
Estimation of the variance components
Similar to item difficulties, there are few studies examining the recovery of the
random effects variance components in the RE-LLTM. Rather, studies with modified
versions of the RE-LLTM do exist. Frederickx et al. (2010) examined a random item
mixture (RIM) model. The RIM model allows for items to come from either a DIF or
non-DIF class, which is modeled with a latent indicator. The latent indicator in this model
could be viewed as an item property used to explain difficulty in the item responses. The
authors found the mean and variance of the item difficulties were close to their true
values with sample sizes of 500 or 1,000. In another study, Verhagen and Fox (2013)
showed that their three-level hierarchical IRT model for detecting invariance of item
parameters across different countries was effective with large samples (i.e., 8,000 total

19
examinees). The model is based on comparing variance components of the item
parameters to determine if item parameters do or do not differ across countries. Thus,
even though the authors do not give the estimated item parameter variances, one can
assume they are estimated accurately given that the detection of differences in the item
parameter variances, when present, were accurate.
Research questions
Based on the existent literature, the RE-LLTM and modifications of the RELLTM have been studied with large sample sizes (generally above 500) and short tests
(generally fewer than 50 items). Consequently, the research questions I plan to address
are as follows:
(a) To what extent does the RE-LLTM produce accurate estimates of item
easiness, of the fixed effects of the item properties, and of the variance
components at small sample sizes?
(b) Does estimating the fixed effects from either a large pool of items or from a
single test form impact estimation of the RE-LLTM compared to when known
fixed effects are included in the model?
(c) What characteristics of the testing scenario (i.e., test length, sample size) or
item properties (i.e., variance explained, type of item property) influence the
accuracy of the RE-LLTM estimates?

Chapter 3. Method
I conducted a simulation study that varied sample size (50, 100, and 250), test
length (20, 50, or 80 items), distribution of item easiness parameters (uniform versus
normal), percentage of item easiness variance explained by the item properties (0, 40, 60,
or 80 percent), type of item property (dichotomous, continuous), and how the fixed
effects of the item properties were treated (estimated from the sample, estimated from a
large pool, or known). Sample size, test length, percentage of variance explained, and
distribution of item easiness parameters were fully crossed. Type of item property and
treatment of the fixed effects slopes were not fully crossed with the other conditions
because there were no item properties in the model when the percentage of variance
explained was 0. There were a total of 288 conditions. The next three sections examine
current literature to provide guidance on and a justification for the levels of the conditions
used in the study.
Sample size
As has been discussed previously, simulation studies examining sample size for
the Rasch model have primarily used at least 100 examinees, with a few exceptions (e.g.,
Dwyer & Furter, 2017; Furter & Dwyer, 2018; Peabody et al., 2018; Sauder et al., 2020;
van de Vijver, 1986). Sample sizes for the RE-LLTM (and similar extensions of the
model) are typically much larger. In simulation studies featuring the RE-LLTM or similar
extensions of the model, sample sizes of around 500 or 1,000 are common (Debeer &
Janssen, 2013; Frederickx et al., 2010; Lin & Breslow, 1996) as are larger sample sizes of
4,000 to 10,000 (Cho & Cohen, 2010; Debeer & Janssen, 2013; Fox & Verhagen, 2011;
Verhagen & Fox, 2013; Weirich et al., 2014). Conversely, real-data studies using these
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types of models tend to have smaller samples, ranging from 146 to 255 (Cho et al., 2013;
De Boeck, 2008; Goodwin et al., 2014; Holling, et al., 2009; Stevenson et al., 2013) or
medium sized samples of about 1,000 to 2,000 (Debeer & Janssen, 2013; Frederickx et
al., 2010; Hartig et al., 2012). Some studies feature sample sizes over 5,000 (Beretvas et
al., 2012; Cho & Cohen, 2010; Fox & Verhagen, 2011). As evidenced, there is a lack of
simulation studies at small sample sizes with the exception of the study by Green and
Smith (1987) which used samples of size 30, 200, and 1,000. Unfortunately, Green and
Smith (1987) only examined the accuracy of the slopes of the fixed effects, rather than
the item difficulties themselves. This lack of small sample size research informed the
sample size conditions of 50, 100, and 250 used in this study.
Test length
Similar to sample size, the test length used in studies featuring the RE-LLTM
(and its variants) differs widely. Simulation studies often feature 50 or fewer test items
(e.g., Cho & Cohen, 2010; Debeer & Janssen, 2013; Fox & Verhagen, 2011; Frederickx
et al., 2010; Verhagen & Fox, 2013). Simulations with more than 50 items are present,
but rare (e.g., Weirich et al., 2014). Similarly, applied studies using the RE-LLTM (or
similar models) typically feature between 20 and 50 items (e.g., Cho & Cohen, 2010; Cho
et al., 2013; De Boeck, 2008; Frederickx et al., 2010; Goodwin et al., 2014; Hartig et al.,
2012; Holling et al., 2009; Stevenson et al., 2013). However, some real-data studies used
fewer than 15 items (e.g., Beretvas et al., 2012; Fox & Verhagen, 2011; Verhagen & Fox,
2013) and some used over 80 items (e.g., Debeer & Janssen, 2013). As is again evident,
from the simulation perspective, there is a lack of literature detailing the effectiveness of
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the RE-LLTM with long tests (i.e., over 50 items), which leads to my decision to use
short, medium, and long tests of 20, 50, and 80 items, respectively.
Number and type of item properties
The number of item properties included in the RE-LLTM (and its variants) can
range from about 5 covariates (e.g., Debeer & Janssen, 2013; Fox & Verhagen, 2011;
Hartig et al., 2012; Verhagen & Fox, 2013; Weirich et al., 2014) to around 10 covariates
(e.g., Cho et al., 2013; Mislevy, 1988; Stevenson et al., 2013) to up to 45 covariates
(Goodwin et al., 2014). In some studies, the number of item properties is equal to the
number of items, because each item is given its own effect (e.g., Debeer & Janssen,
2013), which is simply the Rasch model with item difficulties treated as fixed effects.
Depending on the purpose behind using the model, the number of properties included in
the model may be less impactful than the variance the properties explain in the item
easiness estimates. For example, one or two good item properties that explain a large
chunk of variance will likely be more beneficial in estimating the item parameters than 10
or 20 properties that are only weakly related to difficulty. Thus, the main focus of this
study was to vary the percentage of variance explained by the item properties.
There is also a risk of having too many highly correlated item properties. Green
and Smith (1987) found that when item properties were very highly correlated, the
estimation of the slopes of the fixed effects was very poor. This is essentially the same
issue of multicollinearity observed in linear regression, where the regression coefficients
of the predictors (i.e., item properties) cannot be established from the data. With
multicollinear predictors in linear regression, the regression coefficients will have large
standard errors (Tabachnick & Fidell, 2013, chapter 4), which may translate to large
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variability in the slope estimates in a many replication simulation context. However, the
slopes of the fixed effects may be of less interest if prediction of item easiness parameters
is the only goal. In this paper, I will focus on both the slopes of the fixed effects and the
estimates of the item easiness parameters but give more weight to accurate estimation of
item easiness parameters. To ensure multicollinearity of the item properties is not an
issue, I will simulate uncorrelated item properties. The consequences of this decision is
discussed in Chapter 5.
Finally, there is an additional consideration for dichotomous item properties.
Specifically, the proportions of the 0s and 1s for each item property influences the
possible correlation between the property and the item easiness parameters. As the
proportions become more unequal (i.e., further from .5 and .5), the loss of information in
the item property increases. This is due to a loss of variability on the dichotomous
property, because the variance of a dichotomous variable is equal to pq, where p is the
proportion of 1s and q is the proportion of 0s. This product is maximized when p = q = .5
and decreases as p and q differ from .5. Consequently, the correlation between the
dichotomized item property and item easiness parameters will be attenuated compared to
dichotomous item property with an even split because there is less variability in the
dichotomous item property. Literature using the RE-LLTM or extensions of the RELLTM used dichotomous item properties with proportions of 1s around .25 to .56 (Cho et
al., 2013; Hartig et al., 2012; Weirich et al., 2014). I chose to use a proportion of .4/.6 of
1s and 0s given these findings in the literature.
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Procedure
First, for each replication, theta values were drawn from a standard normal
distribution for each sample size. That is, there were only three sets of theta values: one
set for all replications featuring samples of 50, one set for all replications featuring
samples of 100, and one set for all replications featuring samples of 250. Thus, the thetas
were kept constant across number of items (equivalently, test length) and item easiness
parameter distributions to minimize differences across conditions within a replication.
For each test length, item easiness parameters for both uniform and normal distributions
were chosen and kept constant across all replications rather than being redrawn for every
replication. I used both uniform and normal distributions of item easiness parameters to
determine how impactful violating the assumption of normally distributed errors (i.e., the
item random effect) would be on item easiness parameters. When the item easiness
parameters followed a uniform distribution, they were spaced from -2 to 2, excluding 0 to
maintain an even number of items. For normally distributed item easiness parameters, the
values were Φ-1(P) where Φ-1 is the inverse of the cumulative normal density with a mean
of 0 and standard deviation of 1, and P was equally spaced between .02275 and .97725.
[Note that Φ-1(.02275) = -2 and Φ-1(.97725) = 2.] This procedure allowed for estimating
bias and standard error for each item easiness parameter instead of an average across all
item easiness parameters. Item responses were generated according to the Rasch model
for each combination of sample size, test length, and distribution of item easiness
parameters. In total, there were 18 different sets of item responses (3 sample sizes X 3
test lengths X 2 distributions of item easiness parameters). This method of data
generation was used to ensure a fair comparison between different percentage of variance
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explained and treatment of the fixed effects slopes conditions. That is, examining the
effect of increasing the percentage of variance or changing the way the fixed effect slopes
were treated occurred within the same set of item responses. This reduced the influence
of sampling error on the results.
Item properties. Item properties were simulated as uncorrelated with each other
but correlated to the item easiness parameters. First, the appropriate correlations of the
item properties with the item easiness parameters were obtained by taking the square root
of the percentage of variance explained divided by three, the number of item properties.
Each item property had the same true correlation with the item easiness parameters.
Second, a Cholesky decomposition (Gentle, 1998) was used on the correlation matrix of
the item properties and item easiness parameters. The Cholesky decomposition provides
the roots of a correlation matrix which can then be used to generate standard normal
variables that follow the given correlation structure. Third, continuous item properties
were simulated according to the following equations:
𝑥𝑗1 =

𝑟𝑣 ∗ 𝑏𝑗
⁄𝜎 + 𝐶11 ∗ 𝑧11
𝑏

(6)

𝑥𝑗2 =

𝑟𝑣 ∗ 𝑏𝑗
⁄𝜎 + 𝐶21 ∗ 𝑧21 + 𝐶22 ∗ 𝑧22
𝑏

(7)

𝑥𝑗3 =

𝑟𝑣 ∗ 𝑏𝑗
⁄𝜎 + 𝐶31 ∗ 𝑧31 + 𝐶32 ∗ 𝑧32 + 𝐶33 ∗ 𝑧33 .
𝑏

(8)

In these equation, 𝑥𝑗1 through 𝑥𝑗3 are the values of item properties 1 to 3, respectively,
for item j, 𝑟𝑣 is equal to the square root of the variance explained (v) in the item easiness
parameters divided by the number of item properties (i.e., the unique contribution of each
item property), 𝑏𝑗 is the item easiness for item j, and 𝜎𝑏 is the standard deviation of the
item easiness parameters. Then, 𝐶𝑘1 through 𝐶𝑘3 are the values defined by the Cholesky
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decomposition for item property k, and 𝑧𝑘1 through 𝑧𝑘3 are random values drawn from a
standard normal distribution. This procedure yielded uncorrelated item properties that
followed a standard normal distribution.
For dichotomous properties, I determined the appropriate point-biserial
correlations of each property similarly to how it was done for the continuous properties,
by taking the square root of variance explained divided by number of item properties. To
actually obtain the values of the properties, however, the properties were simulated as
continuous and then dichotomized. To ensure that the loss of information and reduction
in correlation between the properties and the item easiness parameters due to
dichotomization resulted in the correct total variance explained in the item easiness
parameters, I used the formula (Crocker & Algina, 1986)
𝑟𝑏𝑖𝑠 =

𝑟𝑝𝑏 ∗ √𝑝𝑞⁄
𝑌.

(9)

Above, 𝑟𝑝𝑏 is the point-biserial correlation between the item easiness and dichotomous
item properties, 𝑟𝑏𝑖𝑠 is the correlation between the item easiness parameters and the
continuous item properties, Y is the ordinate of the score on the standard normal
distribution where the probability in the lower tail is equal to p, and p and q are the
proportions of scores in each category for the item properties. The proportions (p and q)
were assumed equal to .4 and .6, respectively3. For each point-biserial correlation, the
corresponding biserial correlation was computed and the correlation matrix was used in a
Cholesky decomposition to obtain the coefficients to simulate the properties, as in

3

Because the percentage of variance was held constant within a condition, changing the proportions of p
and q would only change the correlation used to generate the item property. After dichotomization, the
point-biserial correlation was fixed to the value determined by the percentage of variance explained and
number of properties in the condition. Whether the correlations between dichotomous item properties and
item easiness parameters are always realistic is discussed further in Chapter 5.
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Equations 6-8. Dichotomous item properties were also centered (the continuous item
properties were already centered on their mean). SAS version 9.4 was used for all data
generation.
Worked example. To better understand the generation of the item properties, I
will work through the condition where three dichotomous item properties explain 40% of
the variance in item easiness parameters. First, dividing the proportion of the variance
explained by three gives the unique contribution of each of the uncorrelated item
properties: .40/3 = .1333. Then, taking the square root of this value gives the necessary
correlation of the dichotomous item properties and the continuous item easiness
parameters (roughly .37). However, because this correlation is for the dichotomous item
properties, I use Equation 9 to get the correlation between the item easiness parameters
and the hypothetical continuous item properties as follows:
𝑟𝑏𝑖𝑠 =

𝑟𝑝𝑏 ∗ √𝑝𝑞⁄
. 37 ∗ √. 4 ∗ .6⁄
𝑌=
. 39 ≈ .46.

The correlation matrix with .46 between each continuous item property and the item
easiness parameters (and 0 elsewhere) is decomposed with a Cholesky decomposition
into the following forms of Equations 6-8:
𝑃𝑟𝑜𝑝1𝑖 =

. 46 ∗ 𝑏𝑖⁄
1 + .89 ∗ 𝑧1

𝑃𝑟𝑜𝑝2𝑖 =

. 46 ∗ 𝑏𝑖⁄
1 − .24 ∗ 𝑧1 + .86 ∗ 𝑧2

𝑃𝑟𝑜𝑝3𝑖 =

. 46 ∗ 𝑏𝑖⁄
1 − .24 ∗ 𝑧1 − .31 ∗ 𝑧2 + .80 ∗ 𝑧3

where the variance of the item easiness parameters is equal to 1 for the conditions where
item easiness parameters are drawn from a standard normal distribution (in the uniform
distribution case, the standard deviation was equal to 1.25, 1.19, and 1.18 for the 20-, 50-,
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and 80-item conditions, respectively). These equations are used to simulate the values of
the item properties for each item, substituting a draw from a standard normal distribution
for each 𝑧𝑖 . Then, because these item properties are supposed to be dichotomous, scores
above 0.25 were assigned values of 1 and scores below 0.25 were assigned values of 0.
The 0.25 is the Z-score from the standard normal distribution where 60 percent of the
distribution falls to the left of the Z-score. Using this cutoff resulted in dichotomous item
properties with p = .4 and q = .6, as desired.
Estimation. Once all data were simulated, the lme4 package (Bates et al., 2015)
in R (version 3.5.1; R Core Team, 2019) was used to estimate the RE-LLTM. As noted,
the glmer function was used to estimate the models and provide estimates of the
variances of both the random effects (θ and b) and estimates of the fixed effects (slopes
of item properties). Because the RE-LLTM features two crossed random effects instead
of nested effects, the cluster size is essentially the number of items or number of
examinees (minimum of 20) so the Laplace approximation used by glmer should be
unbiased (Joe, 2008).
Recall that several methods were used to estimate the slopes of the fixed effects.
In one set of conditions, the slopes of the fixed effects were estimated in the RE-LLTM
to represent scenarios where only a single test form is being calibrated. In a second set of
conditions, slopes of the fixed effects were not estimated; rather, the slopes were set to
their true values. Finally, in the third set of conditions, the fixed effects were estimated
from a large item pool of items. To create the large pool, 1,000 item easiness parameters
were pulled from a standard normal distribution and item properties were generated
according to the condition’s requirements. Then, samples of 500 examinees were
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simulated from a standard normal distribution to respond to overlapping sets of 100 items
such that each item was administered to a total of 1,000 examinees. For example, sample
1 was administered items 1 to 100, sample 2 was administered items 51 to 150, and so on
(the last sample was administered items 951 to 1,000 and then items 1 to 50 to complete
the loop). All 1,000 items were estimated simultaneously using the RE-LLTM, and the
slopes of the fixed effects from this analysis were used in place of estimating the slopes
in the single test form analysis.
The estimates of item easiness were attained by the appropriate linear
combination of the fixed effect slopes, values of the item properties, and random error
term for items (i.e., the empirical Bayes estimates). The intercept was not included in the
computation of the item easiness parameters because all parameters were already
centered at 0. The intercept, then, would only represent random error from its true value
of 0 and was thus not included. These final easiness estimates were compared to their true
values, and both bias and root mean squared error (RMSE) were computed. Bias
represents the average deviation of the estimates from the true values and RMSE
represents the variation of estimates around the true value. In conditions where the fixed
effects were estimated, the values of the slopes of the item properties were compared to
their true values and bias and RMSE were computed. Lastly, bias and RMSE were also
computed for the estimates of the variances (both of item easiness and ability) and for the
theta estimates. One thousand replications were run for each condition.

Chapter 4. Results
The results section includes information to address all three research questions. I
present the bias and RMSE results for the item easiness estimates, the item property slope
estimates, the variance component estimates, and the thetas. To aide in interpretation,
only conditions that explained a practically significant proportion of variance (η2) in the
bias and RMSE estimates are discussed. A condition (or interaction of conditions) was
deemed practically significant if it explained more than one percent of variance. Type I
sum of squares (SS) was computed to account for the non-fully crossed design. Crossed
factors (i.e., sample size, number of items, item easiness parameter distribution, and
percentage of variance explained by the item properties) were always entered into the
variance partitioning before the non-crossed factors (i.e., type of item property and
treatment of the fixed effects slopes). The details for each variance partitioning are
described in subsequent sections. The research questions will be discussed separately in
Chapter 5. A quick note: the Cholesky decomposition used in simulation the item
properties could not be completed when item properties were dichotomous and the
percentage of the variance explained in the item easiness parameters by the item
properties was equal to 80 percent. This was due to the corresponding correlation matrix
of the item easiness parameters and item properties being non-invertible. Consequently,
no results are provided for this set of conditions. This outcome is also discussed in
Chapter 5.
Recovery of item easiness parameters
A variance partitioning was used to determine which conditions (sample size,
number of items, true item easiness parameter, item easiness distribution, percentage of

31
variance explained by the item properties, type of item property, and treatment of the
fixed effects slopes) were practically influencing bias in item easiness parameters. True
item easiness parameter values were included as a continuous variable in the partitioning
to account for the expected differential bias in item easiness parameters. That is, because
the item easiness parameters are empirical Bayes estimates, they will be pulled towards
the mean item easiness. Items that are very easy or very hard will be pulled farther than
items with middling item easiness, which should reflect in the item bias. Item bias was
computed across replications for each item within a condition. There were 14,400 rows of
data for the partitioning.
The only practically significant main effect was the true item easiness parameter
values (η2 = .82). There was also a strong two-way interaction between the true item
easiness parameter values and sample size (η2 = .11), which is shown in Figure 1. First,
note that items with item easiness parameters farther from the mean were more biased.
Hard items (items with negative easiness values) were estimated as more positive, easier
items. This resulted in positive bias. The opposite was true of easy items (items with
positive easiness values). The degree to which these items were biased depended on the
sample size. As sample size increased, bias decreased, as would be expected because the
empirical Bayes estimates will be pulled towards the mean by smaller amounts when
there are more examinees.
A similar variance partitioning was conducted to determine the influence of each
condition on the natural log of the RMSE (lnRMSE) of the item easiness parameters. The
lnRMSE was used to account for the non-normal distribution of RMSE (Harwell, Stone,
Hsu, & Kirisci, 1996). Additionally, a quadratic effect of the true item easiness
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parameters was included as a predictor to account for the expected curvature in the
lnRMSE values. This occurs because items with true item easiness parameters farther
from the mean have more bias. Whereas a linear effect adequately captures this effect for
bias, the relationship is quadratic for RMSE due to the squaring of the difference between
the estimated and true values. Several main effects were practically significant: sample
size (η2 = .82), number of items (η2 = .02), the quadratic true item easiness parameter
effect (η2 = .12), and the percentage of variance explained by the item properties (η2 =
.01). To save space, these main effects are all displayed in Figure 2.
First, note that although lnRMSE was used to determine which conditions were
practically significant, RMSE is shown in Figure 2 to aide in interpretability. Note the
curvilinear effect of the true item easiness parameter in all the graphs. Those items with
true easiness parameters closer to the mean have smaller RMSE values. Conversely,
items with more extreme values have higher RMSE values. This is an expected finding
because RMSE combines both bias and variability of the estimates. Items with more
extreme item easiness parameters also had higher bias, and therefore higher RMSE. Next,
the effect of sample size on RMSE is clear by examining the rows of the figure; as
sample size increases, RMSE decreases. The effect of the number of items is shown
across the columns. As the number of items on the test increases, the RMSE decreases.
This is particularly noticeable for items with more extreme item easiness parameters.
Finally, the effect of the percentage of variance explained is somewhat difficult to
determine. Although no two-way interactions were practically significant, it does appear
as though the RMSE is smallest when item properties are not included (i.e., 0 percent of
variance explained) for the largest sample size of 250 and shorter tests. In other words,
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including the item properties with sample sizes of 250 made no difference at best and was
detrimental with shorter tests. The inclusion of the item properties seems to have
introduced more error into the overall model through estimating the fixed effects slopes.
With such large sample sizes, the item easiness parameters were already well estimated.
However, at the smallest sample size of 50, including item properties that explained 80
percent of the variance in the item easiness parameters clearly reduced the RMSE of the
item easiness parameters.
Recovery of the slopes of the fixed effects
Sample size, number of items, item easiness parameter distribution, percentage of
variance explained by the item properties, and type of item property were included in a
variance partitioning to determine which conditions influenced the bias in the fixed
effects slopes. Treatment of the fixed effects was not included in the partitioning because
bias could not be computed unless fixed effects were estimated. That is, there were no
estimates of the fixed effects when they were set to a priori values (either from the item
pool or the known values). Bias was aggregated across all replications in a condition and
only one bias value was computed per condition. Because the true values of the fixed
effects slopes were the same for each of the three item properties, there was no need to
consider bias in each item property slope independently. There were 270 rows of data
entered into the partitioning (3 rows from each of 90 different conditions).
All main effects were practically significant, and all main effects were also
subsumed under various practically significant two- or three-way interactions (Table 1).
Figure 3 displays the bias results for all interactions and main effects. Before trying to
interpret the results in Figure 3, it is important to note the scale on the y-axis. The bias in
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the slopes of the fixed effects was, across all conditions, small and positive. On average,
the item property effects (i.e., the slopes) were estimated to be slightly too large.
However, the true values of the slopes ranged between 0.33 and 1.31 (depending on the
condition), so bias values of less than 0.04 are not particularly concerning. There was
little variation in the bias across conditions overall. Consequently, the partitioning of the
variance may have been capitalizing on small, chance variation in the data. Despite this,
some patterns do emerge in Figure 3. For example, the bias in the fixed effects slopes is
smaller when the item easiness parameters followed a normal distribution versus a
uniform distribution. This pattern was most noticeable with small sample sizes and
shorter tests. Similarly, it appears as though including dichotomous item properties rather
than continuous item properties increases the bias in the fixed effects slopes slightly. This
is most evident when only 40 percent of the variance is explained by the item properties.
Variance in the lnRMSE of the fixed effects slopes was partitioned by the same
conditions as bias: sample size, number of items, item easiness parameter distribution,
percentage of variance explained by the item properties, and type of item property. All
main effects were practically significant except for sample size (number of items: η2 =
.41; distribution of item easiness parameters: η2 = .04; percentage of variance explained
by the item properties: η2 = .25; item property type: η2 = .28). Figure 4 shows the main
effects in one graph. As before, RMSE is graphed instead of lnRMSE to aide
interpretability. First, longer tests with more items resulted in smaller RMSE in the fixed
effects slopes. This makes sense given that, for the slopes of the fixed effects, the number
of items serve as the sample size, and as sample size increases, RMSE decreases. Second,
RMSE of the fixed effects slopes was smaller when the item easiness parameters

35
followed a normal distribution instead of a uniform distribution. This may be in part
because the random error term in the RE-LLTM is assumed to follow a normal
distribution. Third, the RMSE of the fixed effects slopes was also smaller when the item
properties were continuous as opposed to dichotomous. Fourth, and last, as the
percentage of variance explained by the item properties increased, the RMSE of the fixed
effects slopes decreased. In other words, the largest slopes had the smallest RMSE.
Recovery of the item residual variance
The conditions of sample size, number of items, distribution of item easiness
properties, percentage of variance explained by the item properties, type of item property,
and treatment of the fixed effects slopes were used to partition variance in the bias of the
estimates of the item residual variance (𝜎𝜖2 ). In conditions with no item properties, the
true item residual variance is the same as the variance of the item easiness parameters. In
conditions with item properties, the true item residual variance depended on the
percentage of variance explained by the item properties. For example, when the item
properties explained 40 percent of the variance, the true residual variance was equal to 60
percent of the variance in the true item easiness parameters. Also, because only one item
residual variance is output per replication, if bias is computed across replications for each
condition, there would only be one value per cell of the variance partitioning. Thus, bias
was computed within each replication as the difference between the estimated item error
variance and the true item residual variance. There were 288,800 rows of data used in the
partitioning.
For bias in the item residual variance, only the main effects of number of items
(η2 = .02) and treatment of the fixed effects (η2 = .03) were practically significant. These
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effects are shown in Figure 5. First, note the main effect of number of items. As the test
length increases, the bias becomes closer to 0. The most noticeable decrease occurs
between test lengths of 20 and 50. Second, the main effect of treatment of fixed effects
manifests as the smallest bias in the item residual variance when the slopes of the fixed
effects are set to values predetermined by a large item pool. The worst bias occurred
when the slopes of the fixed effects were estimated from the data. It is worth noting that
with the exception of the bias occurring with 20 items and estimating the fixed effects
slopes, the bias is small and may not be concerning.
The same conditions were used to partition variance in the lnRMSE of the item
residual variance. Sample size (η2 = .01), number of items (η2 = .09), distribution of the
item easiness parameters (η2 = .03), and percentage of variance explained by the item
properties (η2 = .05) were all practically significant main effects. Each of these main
effects can be observed in Figure 6, which shows RMSE for interpretability. First, as
sample size increases down the rows, the RMSE in item residual variance terms
decreases. Similarly, as the number of items on the test increase across the columns, the
RMSE decreases. Although not practically significant, there appears to be a minor
interaction between these effects, where the impact of sample size is most obvious with
shorter tests and more difficult to notice with longer tests. The main effect of item
easiness parameter distribution can be noted in any of the cells of Figure 6: normally
distributed item easiness parameters resulted in lower RMSE for the item residual
variance estimates than uniform distributions.
The last practically significant main effect, percentage of variance explained by
the item properties, again appears to depend somewhat on the other factors in Figure 6,
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despite no practically significant interaction terms. In the upper left panels of Figure 6
corresponding to short tests with few examinees, the conditions that featured item
properties explaining 80 percent of the variance in the item properties resulted in lowest
RMSE of the item residual variance estimates. Conversely, in the lower right panels of
Figure 6 corresponding to long tests with many examinees, conditions without any item
properties resulted in RMSEs that were close to those conditions with item properties
explaining 80 percent of the variance in the item easiness parameters. In general, RMSE
in the item residual variance was lower when no item properties were included (i.e., the
percentage of variance explained was 0) compared to when item properties explained 40
or 60 percent of variance in the item easiness parameters.
Recovery of the theta variance
The bias in the theta variance estimates was partitioned using sample size, number
of items, distribution of the item easiness parameters, percentage of variance explained
by the item properties, type of item property, and treatment of the fixed effects slopes.
Bias was again defined within each replication by comparing the theta variance estimate
against its true value of one. (Recall that the true thetas were drawn from a standard
normal distribution.) There were again 288,800 rows of data used in the partitioning. No
main effects or interactions were practically significant. The average bias across all
conditions and all replications was equal to -0.02 with a standard deviation of 0.18. The
same variance partitioning was applied to the lnRMSE of the theta variance estimates.
Only the main effect of sample size (η2 = .08) and number of items (η2 = .01) were
practically significant. These results are shown in Figure 7. Note that as both the sample
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size and the test length increase, the RMSE in the theta variance estimates decrease. The
main effect of sample size was much stronger than the main effect of number of items.
Recovery of the theta estimates
Although not a primary research question, the accuracy of the theta estimates was
also checked. A variance partitioning of the bias in the thetas was conducted with the
conditions of sample size, number of items, distribution of item easiness properties, the
true theta parameter, percentage of variance explained by the item properties, type of
item property, and treatment of the fixed effects slopes. As with the item easiness
parameters, the true theta value was included because true thetas farther from the mean
are likely to be worse estimated than thetas near the center of the distribution. Recall that
the thetas were drawn from a standard normal distribution. Thus, thetas were occasionally
several standard deviations from the mean of 0. Bias was originally computed within
each replication for each theta estimate as the difference between the estimated theta and
the true theta for each simulate examinee. Doing so resulted in 38,400,000 rows of data
for the partitioning across all conditions. To ease the process, bias in the theta estimates
was grouped according to true theta value. Groups were created based on rounding the
true thetas to the nearest tenth. Once groups were created, bias was averaged within each
group. Grouping resulted in 24,000 rows of data for the partitioning.
The main effect of the true theta parameters was practically significant (η2 = .84)
in partitioning the variance in bias of the theta estimates. Additionally, the two-way
interaction between the true theta values and the number of items was practically
significant (η2 = .09). These effects are shown in Figure 8. As expected, theta estimates
for true thetas farther from the mean were more biased, and the amount of bias depended
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on the number of items on the test. Figure 8 mirrored Figure 1 (bias in the item easiness
parameters) closely, but with one difference: sample size influenced bias in Figure 1
whereas number of items influenced bias in Figure 8. This makes sense: more examinees
result in less shrinkage and better estimation of the item easiness parameters and more
items result in the same for theta parameters. The bias in the theta estimates was large for
true thetas above |2.5| for all test lengths. Fortunately, this represents a small proportion
of the overall population of examinees.
The variance in the lnRMSE of the theta values was also partitioned across the
conditions of the study. As with the lnRMSE of the item easiness parameters, both a
linear and quadratic term representing the true theta parameters was included. Two main
effects were practically significant in explaining the lnRMSE of the theta estimates: the
quadratic true theta term (η2 = .76) and the number of items (η2 = .20). These effects can
be seen in Figure 9 which plots RMSE for interpretability. The curvilinear relationship
between true theta parameter and RMSE is clear from the curvature in each plot. Further,
as the number of items increases, the RMSE decreases. An important note is that the
RMSEs are somewhat high for items near the middle of the distribution, even with 80
items. For example, the RMSE for items with a true theta estimate of 0 on an 80-item test
was equal to 0.20. If the RE-LLTM is being used to estimate theta parameters for
individual examinees, and these thetas are then used in some sort of decision making
process (e.g., certification), more items may be required. However, this finding does not
negate the other positive aspects of the RE-LLTM, particularly as the purpose of this
study was to focus on estimation of the item easiness parameters and not the theta
estimates.

Chapter 5. Discussion
In this chapter, I discuss the results described in Chapter 4 and how they relate to
the three research questions under examination. Then, several special considerations are
described in conjunction with the limitations of the study. Finally, a brief conclusion is
provided detailing the major findings of the study.
Research questions one and three
The first research question was concerned with the recovery of the item easiness
parameters, the slopes of the fixed effects, and both the variance of the ability parameters
and the variance of the item error term. The third research question asked which aspects
of the testing scenario and item properties (if present) influenced the results. Because
these research questions are closely tied together, I will discuss them in conjunction.
First, the item easiness parameters were biased in expectation with the shrinkage due to
the empirical Bayes estimates of the item error term (Figure 1). The bias was generally
less than |.2| and was more extreme for items farther from the mean item easiness.
Whether this is an acceptable amount of bias in the item easiness parameters should be
determined on a case-by-case basis. It is important to note that the inclusion of item
properties in the model did not influence the bias in the item easiness parameters. Thus,
from a bias perspective, there may be no reason to include item properties compared to
simply using a random item Rasch model.
The inclusion of item properties mattered when considering the RMSE of the item
easiness parameters (Figure 2). Ideally, to provide support for the use of item properties,
the RMSE would be lower when item properties are included in the model compared to
when they are not. There was some evidence of this relationship with sample sizes of 50.
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With such small samples, including high quality item properties that explained 80 percent
of the variance in the item easiness parameters noticeably reduced the RMSE in the item
easiness parameters. Conversely, with larger sample sizes of 100 or 250, including item
properties generally did not reduce the RMSEs of the item easiness parameters, and, in
some situations, actually increased the RMSE (e.g., sample sizes of 100 and tests with 20
items). In summary, including item properties does improve the estimation of the item
easiness parameters in the smallest sample sizes, as long as the item properties explain a
large portion of the item easiness parameter variance.
The slopes of the fixed effects (i.e., the item properties) were essentially unbiased
over all conditions. This means, on average, that the estimates of the slopes are equal to
their true values. However, the variability in the fixed effects slopes, represented by the
RMSE, was occasionally quite large (Figure 4). This was particularly true for short tests
of 20 items and with dichotomous item properties. Both of these findings make intuitive
sense. First, given that the number of items is essentially the sample size for estimating
the fixed effects slopes, longer tests should result in better estimation of the slopes.
Second, dichotomous item properties have less variability than continuous item
properties. Less variability correlates to less information from the item properties to
estimate their slopes. Additionally, item properties that explained larger proportions of
variance in the item easiness parameters tended to result in lower RMSEs of the fixed
effects slopes, though the effect size was small. However, if the primary concern is
estimating the item easiness parameters, the accuracy and variability of the fixed effects
slopes estimates may not matter.
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The item error variance term was somewhat negatively biased with the largest
bias in conditions where the fixed effects slopes are estimated on short tests of 20 items
(Figure 5). Except for this one set of conditions, the bias was generally small and
negligible. The RMSE of the item error variance estimates was smaller for longer tests,
normally distributed item easiness parameters, larger samples, and with 80 percent of the
variance explained by the item properties. In general, the RMSEs were less than .15
across the different conditions with the exception of the 20 item test conditions.
The theta variance estimates were essentially unbiased, and no condition
explained a practical amount of variance in the bias estimates. The RMSE of the theta
variance estimates decreased drastically as the sample size increased (Figure 7).
Unsurprisingly, more examinees resulted in better estimates of the variance. The RMSE
of the theta variance estimates also decreased with longer tests, although this effect was
less extreme than the sample size. This finding, along with previous findings regarding
test length, indicate that the RE-LLTM may not perform very well with short tests.
Research question two
Research question two was concerned with the treatment of the fixed effects
slopes. I examined differences in the results of the RE-LLTM when the slopes of the
fixed effects were estimated from the single test form at hand, were fixed to values predetermined by a large pool of items, or were fixed to their known values. The treatment
of the fixed effects slopes was only practically significant when explaining variance in
the bias of the item error variance estimates (Figure 5). Specifically, with short tests of 20
items, estimating the fixed effects slopes resulted in noticeable negative bias in the item
error variance term. Conditions where the fixed effects slopes were set to values from a
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large pool or to their known values resulted in negligible bias across the test lengths.
Variance estimates can be difficult to estimate from small Ns (here, N refers to the
number of items). This does not occur when the slopes of the fixed effects are not
estimated. It is interesting to note that the bias was actually closer to 0 when setting the
slopes to values from a large pool than fixing them to their known values. The difference
in the bias was negligible, however. In other words, this finding may have been simply
due to random error.
Some considerations
In this section of the paper, I discuss the secondary results around the theta
estimates and several decisions made in the design of the study. Specifically, I discuss the
choice to simulate uncorrelated item properties, the percentages of variance explained in
the item easiness parameters by the item properties, and the specific conditions where the
correlation matrix was non-invertible and the Cholesky decomposition could not be used
(dichotomous item properties explaining 80 percent of the variance in the item easiness
parameters).
Theta estimates. Although not a specific research question, the results of the
theta estimates are worth a brief note. The conditions used in this study resulted in large
bias and RMSE for theta estimates farther from the center of the distribution. Even for
theta estimates with true values near 0, the RMSE was still somewhat large. The RMSE
of the theta estimates was also dependent on the length of the test. Longer tests resulted
in noticeably lower RMSEs, which is further support for using a large number of items in
the RE-LLTM, if possible. The large RMSE for thetas suggest that the RE-LLTM under
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conditions examined in this study may not be appropriate for estimating person ability
estimates.
Uncorrelated item properties. I decided to simulate item properties that were
uncorrelated with one another. This decision was made for a purely practical reason: it
was much easier to control the total amount of variance explained by the set of item
properties when they were uncorrelated. If the item properties had been correlated with
one another, the process of determining the appropriate correlations between the item
properties and the item easiness parameters would have been much more complex.
However, this decision must be examined because variables in real data are almost
always correlated with one another to some degree (e.g., Green & Smith, 1987; Hartig et
al., 2012).
Fortunately, existent literature on how correlated predictors (e.g., item properties)
perform in a regression framework can guide this examination. The higher the correlation
between the predictors, the more poorly the individual slopes for each predictor will be
estimated; extreme correlations may make the model inestimable (Tabachnick & Fidell,
2013). Poor estimation in this case refers to large standard errors of the fixed effects
slopes. The overall impact of the item properties to explain variability in the item
easiness parameters will remain the same regardless of the correlation between the item
properties (excluding cases where the correlations are so high as to make the model
inestimable). In other words, even if the fixed effects slopes are poorly estimated, the
overall effect of the fixed effects portion of the model (i.e., the ∑𝐾
𝑘=1 𝛽𝑘 𝑥𝑗𝑘 part of the
RE-LLTM) will be the same as when the item properties are uncorrelated. Thus, the
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decision to simulate uncorrelated variables should not have influenced the performance
of the RE-LLTM with regards to estimating the item easiness parameters.
However, because the correlations between the item properties will negatively
impact the standard error of the fixed effects slopes, any model where the interpretation
of the fixed effects slopes is of interest will be affected. This is the case in traditional item
explanatory models where the goal is to estimate the effect of different item properties on
the item easiness. If the item properties are highly correlated, it will be difficult to
identify each property’s unique contribution to explaining the item easiness parameters,
and thus the model will not provide trustworthy information about the item properties.
Fortunately, as noted, this was not a primary concern for this study. The results regarding
the estimation of the fixed effects slopes would likely have differed if the item properties
were correlated, and this should be studied in future research.
Percentages of variance explained by the item properties. While on the topic
of the item property correlations, it is also worthwhile to discuss the correlations of the
properties with the item easiness parameters. Given that the estimation of the item
easiness parameters was only improved by item properties that explained 80 percent of
the variance in the item easiness parameters, we must ask if this is a realistic scenario.
Previous literature has identified item properties that explain 80 percent or more variance
in the item easiness parameters (Mislevy et al., 1993). However, this seems to be a
somewhat rare occurrence. More typical values of variance explained are lower than 80
percent. This means that it is important to have high quality item properties if
practitioners use the RE-LLTM in small sample size scenarios. In other words, the item
properties should be carefully selected to explain the maximum amount of variance as

46
possible in the item easiness parameters. Item properties that are related to how an item is
solved (e.g., number of rotations in a spatial rotation task) will likely be better predictors
than more generic item properties such as item length.
Preliminary studies where item properties are used to predict previously calibrated
item easiness parameters in a simple linear regression should be used to identify the best
performing item properties prior to using the RE-LLTM to calibrate new items. One brief
encouraging note: with longer tests, item properties that explained lower percentages of
variance in the item easiness parameters still performed equal to or slightly better than
conditions with no item properties (Figure 2). However, the reduction in item easiness
parameter RMSE was less noticeable compared to the 80 percent variance explained
condition.
Cholesky decomposition. A final brief consideration is for the conditions where
the Cholesky decomposition failed to be applied to the correlation matrix of item
properties. This occurred for all conditions featuring dichotomous item properties that
explained 80 percent of the variance in the item easiness parameters. The Cholesky
decomposition failed because the correlation matrix could not be inverted. This only
occurred for the dichotomous item properties and not the continuous item properties due
to the manner in which I simulated the dichotomous item properties. Specifically, recall
that the dichotomous item properties were first simulated as continuous properties and
then dichotomized in a later step. The goal was to keep a known variance explained by
the item properties. Thus, the point-biserial correlations between the dichotomous item
properties and the item easiness parameters were also known. Equation 9 was used to
determine the hypothetical biserial correlation between the continuous version of the
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dichotomous item property and the item easiness parameters. In other words, I
established what the correlations would need to be between the continuous item
properties and the item easiness parameters so that when the item properties were
dichotomized, the point-biserial correlations with the item easiness parameters were
correct.
The process described above resulted in the correlation matrix shown in Table 2.
Note that the correlations between the item properties and the item easiness parameters
were large and the correlations between item properties, as discussed previously, were
zero. This correlation matrix was not invertible, and so the Cholesky decomposition
could not be used to generate the item properties. Rather than see this as a failing of the
decomposition, this finding calls into question the reality of dichotomous item properties
explaining 80 percent of the variance in the item easiness parameters. By nature of being
dichotomous, the variance in these types of item properties has an upper bound of .25, as
discussed previously. Given that correlations are determined by the variance of the two
variables being correlated, limiting the variance in one of the variables will also limit the
size of the correlation. A more likely occurrence could be a set of correlated dichotomous
item properties that individually have smaller correlations with the item easiness
parameters and, yet, taken as a set, explain large proportions of variance in the item
easiness parameters. Future studies should examine this possibility.
Limitations and future research
Like with any simulation-based research, this study is limited by the specific
conditions used. There are no limits for other conditions that could have been included in
the study, but some specific suggestions for future research arose from the results in this
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study. For example, a finer range of sample sizes between 50 and 100 could be studied to
determine where the effectiveness of including item properties to reduce RMSE in the
item easiness parameters starts to fall off. Similarly, examining percentages of variance
explained between 60 and 80 percent may provide practitioners with more direction on
when exactly this method should be utilized. Finally, given that simulating normally
distributed item easiness parameters occasionally performed better than using a uniform
distribution of item easiness parameters, other distributions of item easiness parameters
could be examined. For example, it may be interesting to see how well heavily skewed
item easiness parameters are estimated. Because the random item error variance is
assumed to follow a normal distribution, introducing skew could result in bias or RMSE
values of the item easiness parameters that are not symmetric across the mean item
easiness like they were in this study.
Other limitations and areas for further research are related to the item properties
themselves. First, only two types of item properties were simulated and were never
crossed. The results of this study may have differed if both continuous and dichotomous
item properties were used together in the same model. Similarly, the focus in this study
was on the overall variance explained by the item properties rather than the actual
number of item properties included in the model. With more (or fewer) item properties,
there may be a larger (or smaller) chance for estimation error in the fixed effects slopes to
affect the rest of the model parameters. Finally, as has been discussed, the item properties
were simulated as uncorrelated. The ramifications of this decision have been discussed,
but future research should examine correlated properties.
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Conclusion
The purpose of this study was to determine if the inclusion of item property
information can improve estimation of the item easiness parameters at small sample sizes
in the RE-LLTM. This was found to be the case for samples of 50 examinees taking 50 or
80 items, as long as the item properties explained 80 percent of the variance in the item
easiness parameters. However, the inclusion of item properties was not helpful and was
occasionally detrimental to estimating the item easiness parameters in the RE-LLTM
with larger samples. With regards to other parameters estimated in the RE-LLTM, the
results from this study should guide practitioners to use longer tests with at least 50 items,
items that have normally distributed item easiness parameters, and item properties that
are continuous rather than dichotomous.
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Table 1
Variance Partitioning of Bias in Fixed Effects Slopes
Effect
Sum of squares
1. Sample size
0.0011
2. Number of items
0.0042
3. Distribution of bs
0.0035
4. Percentage of variance explained
0.0010
5. Item property type
0.0007
1X2
0.0001
1X3
0.0012
2X3
0.0001
1X4
0.0000
2X4
0.0002
3X4
0.0008
1X5
0.0000
2X5
0.0000
3X5
0.0000
4X5
0.0022
1X2X3
0.0002
1X2X4
0.0003
1X3X4
0.0000
2X3X4
0.0001
1X2X5
0.0003
1X3X5
0.0001
2X3X5
0.0001
1X4X5
0.0000
2X3X5
0.0000
3X4X5
0.0006
1X2X3X4
0.0001
1X2X3X5
0.0002
1X2X4X5
0.0001
1X3X4X5
0.0000
2X3X4X5
0.0000
1X2X3X4X5
0.0000
Error
0.0077

Eta-squared (η2)
.04
.17
.14
.04
.03
.00
.05
.00
.00
.01
.03
.00
.00
.00
.09
.01
.01
.00
.00
.01
.00
.00
.00
.00
.03
.01
.01
.00
.00
.00
.00
.31

Total
0.0251
1.00
Note. Bolded cells indicate effects that explained more than 1% of variance in the bias
of the fixed effects slopes. Some effects show values of .01 due to rounding. Effect 4,
“Percentage of variance explained,” refers to the percentage of variance explained in
the item easiness parameters by the item properties.
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Table 2
Correlation Matrix for Dichotomous Item Properties that Explain 80
Percent of the Variance in the Item Easiness Parameters
Item
Item
Item
Item
Variable
easiness property 1 property 2 property 3
Item easiness
1.0
Item property 1
.65
1.0
Item property 2
.65
0
1.0
Item property 3
.65
0
0
1.0
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Figure 1. Average bias in item easiness parameters by sample size and true item easiness
parameter.
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Figure 2. Average RMSE of item easiness parameters by number of items, sample size, true item easiness parameter, and percent of
variance explained by the item properties.
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Figure 3. Average bias in fixed effects slopes by number of items, sample size, distribution of item easiness parameters, type of item
property, and percent of variance explained by the item properties.
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Figure 4. Average RMSE of fixed effects slopes by number of items, distribution of item easiness parameters, type of item property,
and percent of variance explained by the item properties.
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Figure 5. Average bias in the item residual variance estimates by sample size and
treatment of the fixed effects.
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Figure 6. Average RMSE in the item residual variance estimates by number of items, sample size, distribution of the item easiness
parameters, and percent of variance explained by the item properties.
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Figure 7. Average RMSE in the theta variance estimates by number of items and sample
size.
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Figure 8. Average bias in the theta estimates by test length and true theta parameter.
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Figure 9. Average RMSE in the theta estimates by test length and true theta parameter.
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