Abstract. We obtain "h m -quasi-optimal rates of convergence" for transmission (or interface) problems on domains with curved boundaries using a non-conforming Generalized Finite Element Method (GFEM). More precisely, we consider the strongly elliptic problem P u := − ∂ j A ij ∂ i u = f in a smooth bounded domain Ω with Dirichlet boundary conditions (u| ∂Ω = 0). The coefficients A i,j are piecewise smooth, possibly with jump discontinuities along a smooth, closed curve Γ, called the interface, which does not intersect the boundary of the domain. Let Ω j be the subdomains into which Ω is divided by Γ, and let v 2Ĥ m (Ω)
Introduction
Let us consider the second order elliptic equation
where Ω ⊂ R n is a bounded domain with a smooth boundary ∂Ω, P : C piecewise smooth with only jump discontinuities across a finite number of smooth, closed curves, the union of which is called the interface, and is denoted by Γ. In this work, we assume that the interface does not intersect the boundary of Ω, ∂Ω ∩ Γ = ∅. The weak formulation of problem (0.1) holds for any strongly elliptic operator P with L ∞ coefficients. When the coefficients are piecewise smooth, any locally strong solution is a weak solution if it satisfies the following jump conditions u + = u − and D The problem (0.1) is called a transmission (or interface) problem, and it appears in many practical applications. In particular, transmission problems arise when the underlying physical problem is formulated for a body that consists of more than one material. Because of this connection, extensive research has been done on the transmission problem. See for instance [10, 17, 20, 24] and the references cited therein. Both theoretical results (regularity and well-possess) and numerical experiments have been obtained [16, 19, 22, 31, 33] . A systematic treatment of transmission problems is provided in [21] .
Let us now explain our framework in more detail. We assume that the coefficients A ij are bounded and that the resulting operator is uniformly strongly elliptic, that is:
for some constants α > 0 and C > 0 independent of x ∈ Ω and ξ ∈ R n . We also assume that we are given a decomposition
where Ω j are disjoint subdomains with smooth boundaries that define the interface Γ = (∪ K j ∂Ω j )\∂Ω. We further assume Γ to be the union of a finite number of closed, smooth simple curves Γ j that do not intersect each other nor the boundary ∂Ω. See Figure for a typical example, in which K = 3 and Γ is the disjoint union of its two disjoint components Γ 1 ≡ ∂Ω 1 and Γ 2 ≡ ∂Ω 2 .
Our paper provides a treatment of the transmission problem (0.1) that yields the theoretical h m -quasi-optimal rate of convergence for an associated discretization. In general, the solutions of transmission problems have lower reglarity in the usual Sobolev spaces. We shall therefore introduce the broken Sobolev spacesĤ p (Ω) that are better adapted to transmission problems. They are defined by: . Similarly, the seminorm on these spaces is defined by |v|
. We shall denote by u µ the projection of the solution u to (0.1) onto S µ in theĤ 1 -seminorm (see Equation (1.6) ). Also, we shall denote by
where u + , u − are the non-tangential limits of u at the points of the interface, interpreted as traces of u µ ∈Ĥ 1 (Ω) on each side of the interface.
We shall consider a sequence S µ ⊂Ĥ 1 (Ω) of generalized finite element (GFE) spaces satisfying
where n the dimension of the space, and h µ → 0 is the typical size of the elements in S µ , as in [6] , for example. We shall assume that the spaces S µ are given in terms of a fixed integer m, which plays the role of the approximation order in this work and satisfy Assumptions 1.2 (nearly zero boundary conditions and nearly interface matching) and 1.3 (approximability) . Under these conditions, we obtain the theoretical h m -quasi-optimal rate of convergence, which is the main result of this paper. Theorem 1. Let S µ ⊂Ĥ 1 (Ω) be a sequence of finite-dimensional spaces, satisfying the nearly zero boundary conditions and interface matching, and the approximability condition, for a seqence h µ → 0. If f ∈Ĥ m−1 (Ω), then there exists a constant C > 0, independent of f and µ, such that
where u is the exact solution to (0.1), and u µ is approximation in the space S µ .
It is known that the equation (0.1) has a unique (weak) solution in H 1 0 (Ω) := H 1 (Ω) ∩ {u| ∂Ω = 0}. As already recalled, the discontinuities of the coefficient matrix A lead to the so called "transmission" or "jump conditions" at the interface Γ: 6) which are necessary conditions for any locally strong solution away of the interface to be a weak solution. Above, we label the non-tangential limits u + , u − of u at each side of the interface, and denote the respective conormal derivatives by D P ν+ and
where ν is the outer unit normal vector to the interface Γ. By outer normal here, we mean the outer normal to each subdomain Ω j . The labeling ± is only for notational convenience and plays no role. In the classical Finite Element Method (FEM), due to the regularity issues at corners and interfaces, one needs to consider special, non-quasi-uniform refinements. For instance, Li, Mazzucato, and Nistor studied the problem (0.1) with mixed boundary conditions, established regularity and well-posedness in weighted Soblolev spaces, and constructed improved graded meshes recovering the h m -quasi-optimal rate of convergence of piecewise polynomials [19, 22] .
In this paper, we study the problem (0.1) using the Generalized Finite Element method (GFEM). This paper is an extension of [5] and [6] to transmission problems. The GFEM is a generalization of the meshless methods based on partitions of unity. The support of the partition of unity need not depend on any mesh or on the geometry of the domain Ω. As an extension of FEM, the GFEM allows great flexibility in constructing trial spaces. In particular, the GFEM allows one to include a priori knowledge about the local behavior of the solution, and gives the option of constructing trial spaces of any desired regularity. For more information on the GFEM and associated partition of unity, see [2, 3, 4, 1, 7, 29] and references cited therein. Recent work showcases some of the advantages of the GFEM, as it applies to various fields [12, 13, 27, 30] .
We next briefly review the main ideas of the GFEM. Given overlapping patches {ω j } such that Ω = ∪ N j=1 ω j , let {ψ j } be a partition of unity subordinate to these patches. On each patch, let function spaces Ψ j reflect the local approximability. Then the global GFE space S is given by S = { j ψ j v j }, where v j ∈ Ψ j . Our local approximation spaces are polynomials or piecewise polynomials, depending on the approximate boundary and interfaces, which makes them easy to implement in practice. Our method uses non-conforming subspaces of functions and it does not have to deal with extensions over large domains.
As in the case of the usual FEM, one of the major problems in the implementation of meshless methods is the enforcement of Dirichlet boundary conditions. As in the paper [6] , we address the problem of enforcing Dirichlet boundary conditions in the GFEM framework. The classical FEM assumes that the trial subspace functions fulfill the boundary conditions. Nevertheless, in practice the construction implies difficulties when the boundary is curved. Nitsche's approach is to use subspace with nearly zero boundary conditions. This idea was first outlined by Nitsche [23] , and further studied by Berger, Scott and Strang [8] and Scott [26] , who called it interpolated boundary conditions. In this paper, we also use nearly zero boundary conditions.
Another difficulty of transmission problem comes from the interface. Because of the loss of regularity in the problem (0.1), in order to get a good local approximation space, one needs to include transmission conditions in the construction of the space. Again, it is difficult to impose the transmission conditions exactly on the approximate solution, when the interface is curved. A procedure similar to that for elements at the boundary is used. We employ polynomials to approximate the interface, and then construct the local approximation spaces of piecewise polynomials that are nearly continuous across the approximate interface and allow jumps in their derivatives. The difficulties encountered in enforcing the Dirichlet boundary conditions are mirrored in similar difficulties in enforcing the transmission conditions at the interface. Our approach deals with these difficulties in a uniform way.
The approach we used has certain points in common with the Isoparametric Finite Element Method (IFEM) since both of them use polynomials to approximate the boundary. But our construction is also different from IFEM. See [11, 9] , or [28] for the recent work and applications on IFEM. In IFEM the domain is approximated by Ω h and the approximate solution u h is sought in a subspace V h ⊂ H 1 0 (Ω h ), so the boundary condition u = 0 on ∂Ω is approximated by u h = 0 on ∂Ω h . By contrast, our method does not require non-linear changes of coordinates.
Although, we restrict our attention in this paper to scalar equations with Dirichlet boundary conditions, our method can be generalized to other type of boundary conditions, such as Neumann boundary conditions, and to strongly elliptic systems. Non-homogeneous boundary conditions can be treated exactly like in [6] , since the interface does not touch the boundary.
The paper is organized as follows. In the first section, we show that Assumptions 1.2 and 1.3 lead to h m -quasi-optimal rates of convergence. In Section 2 we introduce the flat top GFE spaces used in this paper, in particular, we introduce the conditions A(h µ ), B, C, and D satisfied by the data that defines our GFE spaces. In Section 3, we prove that conditions A(h µ ), B, C, and D imply Assumptions 1.2 and 1.3.
Approximate Dirichlet boundary conditions
In this section we prove our main approximation result (Theorem 1.13) under the two Assumptions formulated below.
We recall that Ω = ∪ K j Ω j is a bounded domain that is decomposed as the union of the closures of the disjoint domains Ω j . The set Γ := ∪∂Ω j ∂Ω is called the interface. We shall fix in what follows m ∈ N = {1, 2, . . . }, which will play the role of the order of approximation.
In this paper, we shall assume that both the boundary ∂Ω and Γ are smooth and do not intersect each other: ∂Ω ∩ Γ = ∅.
Let u + and u − denote the two non-tangential limits of u at two sides of the interface Γ. Similarly, let D P ν± u := ij ν j A ij ± ∂ j u be the two conormal derivatives associated to P corresponding to the two sides of the interface Γ.
The Dirichlet problem for equation (0.1) in weak form is equivalent to the following interface problem
for any solution that is locally strong away from the interface. Then such solutions are weak solutions as well. Transmission conditions are hence consequence of the weak formulation, and will always be considered as part of Equation (1.1).
We want to approximate u with functions u µ ∈ S µ , µ ∈ N, where S µ ⊂Ĥ 1 (Ω) is a sequence of finite dimensional subspaces that satisfy Assumptions 1.2 and 1.3 below.
First, let us recall the broken Sobolev spaces defined in the Introduc-
the norm and semi-norm in this space are defined by
, and
( 1.3)
It is easy to see that if u ∈Ĥ
be the bilinear form associated with problem (0.1). From the elliptic property (0.2), we have the following coercive estimate
Assume now that we are given a sequence of finite-dimensional trial spaces S µ ⊂Ĥ 1 (Ω), and a numeric sequence
Remark 1.1. In the explicit construction of the spaces S µ given later in the paper, h µ will be the typical size of the elements in the approximation space.
Then we define the discrete solution u µ for µ large, as the solution of
This is essentially the standard way to define the approximate solution for an elliptic problem.
Recall that we have denoted by
∂Ω ∪ Γ → C as the function that is equal to w on the boundary and to the jump w + − w − on the interface Γ in trace sense.
We are now ready to state the basic assumptions that the trial spaces S µ must satisfied. We recall that m is a fixed integer, which plays the role of the approximation order. Assumption 1.2. Nearly zero boundary and nearly interface matching condition: There exists C > 0, independent of µ, m, and v µ , such that for m ≥ 1 Remark 1.5. In this paper, we shall use the convention that C indicates a generic positive constant, independent of µ, which may be different each time when it is used.
We follow [6, 23, 26] in proving our main result from these two assumptions. The proof is a consequence of several lemmas.
We start by establishing a needed norm equivalence in the finite dimensional trial spaces S µ . We begin with a technical lemma, the proof of which can be found in [32] . We include it for completeness.
, for any v ∈ V, for some lower semi-continuous seminorm F (·) on V and some compact functional T . Then, for any other lower semi-continuous seminorm G over V ,
The other inequality is a direct consequence of semi-continuity of the seminorm. By contradiction, we assume that the lemma is false. Then there exists a sequence v n ∈ V such that v n V = 1 and
(1.7) Since T is compact and {v n } is bounded, by passing to a subsequence, which we do not indicate, we have
Therefore, from (1.7),
That is, {v n } is a Cauchy sequence in the Banach space V . Hence, v n converges to some v in V . Continuity of the norm implies that v = 1.
Since both F and G are lower semi-continuous seminorms, we conclude that
which implies v ∈ ker(F ) ∩ ker(G). By hypothesis then v = 0, a contradiction.
Proof. It is clear from the definition of theĤ
For simplicity, and without loss of generality, we assume
is also a bounded sequence in
Since {u m j1 } is defined in the whole domain Ω, hence also in Ω 2 , again by Rellich-Kondrachov Compactness Theorem, there exists a subsequence of {u m j1 }, {u m j2 } that converges to u 2 in L 2 (Ω 2 ). Since {u m j2 } ⊂ {u m j1 }, by uniqueness of the limit we also have {u m j2 } → u 1 in L 2 (Ω 1 ). We now define a function u on ω by u| Ω 1 = u 1 and u|
We will use Theorem 1.6 and Lemma 1.7 to prove a variant of the classical Poincaré's inequality that takes into account the jumps at the interface Γ. Lemma 1.8. There exists a constant C depending only on Ω such that
Proof. We apply Theorem 1.6 above with
and
. Lemma 1.7 shows that this embedding is compact. We then set G(u) = |[u]|. To conclude the proof, it is enough to show that ker(G)∩ker(F ) = {0}. To this end, we observe that ker(F ) consists of all functions that are constant on each connected component ofΩ \ Γ, since distributions with vanishing gradients are constant. But such a piecewise-constant function v ∈ ker(G) if and only if v ≡ 0 by construction.
We remark that a direct proof is possible by modifying the proof of the usual Poincaré's inequality (see e.g. [9] ). Lemma 1.9. There exists C > 0 independent of µ, such that for any µ large enough and all v µ ∈ S µ ,
In particular, |v µ |Ĥ 1 (Ω) and v µ Ĥ1 (Ω) are equivalent norms on S µ .
Proof. By definition, |v µ |Ĥ 1 (Ω) ≤ v µ Ĥ1 (Ω) . To establish the opposite inequality, we observe that from Lemma 1.8,
, where the last inequality follows from Assumption 1.2. Therefore,
Since h µ → 0 as µ → ∞ by hypothesis, for µ large enough (1−Ch 2m µ ) ≈ 1, which gives the desired estimate.
We now turn to study the problem (1.1) in the broken Sobolev spaces. Recall that D P ν is the conormal derivative in the sense of trace at the boundary ∂Ω,
where ν is the outer unit normal to ∂Ω. Let w µ ∈ S µ , for µ large, be the solution of the following variational problem: for all v µ ∈ S µ ,
where u is the solution of (1.1). By Lemma 1.9, the Lax-Milgram Lemma (see e.g. [11] ), and inequality (1.5), there exists a unique solution to problem (1.6) and (1.9).
Lemma 1.10. Let u be the solution of the transmission problem (1.1) and let u µ , and w µ be as in Equation (1.6) and (1.9). Then B(u − u µ − w µ , v µ ) = 0 for all v µ ∈ S µ , and hence
Proof. Integrating by parts and using the transmission conditions for u on the interface Γ, we have for all v µ ∈ S µ ,
Using the continuity and coercivity of the bilinear form B, we obtain that, for all
which gives the desired estimate.
We assume now that the solution u of (1.1) is inĤ 2 . We will show later that this is the case for our problem at hand. Lemma 1.11. For µ large, the solution w µ of problem (1.9) satisfies
where C is a constant independent of µ and u.
Proof. ¿From Lemma 1.9 and inequality 1.5 we have
, where we have used Assumption 1.2 and the trace theorem
Lemma 1.12. For µ large, the solution u µ of problem (1.6) satisfies
Proof. Previous lemmas give
.
In the second inequality, we used again Assumption 1.2 and the trace theorem in each sub-domain
We are now ready to prove our main result. Theorem 1.13. Let S µ ⊂Ĥ 1 (Ω) be a sequence of finite dimensional subspaces satisfying Assumptions 1.2 and 1.3 for a sequence h µ → 0.
Then the unique solutions u and u µ of problems (1.1) and (1.6), respectively, satisfy
for a constant C independent of µ and f .
Proof. Since f ∈Ĥ p−1 (Ω j ) and Ω j is a smooth domain with smooth boundary, by regularity results in [25] , u ∈Ĥ p+1 (Ω), and u Ĥp+1 (Ω j ) ≤ C f Ĥp−1 (Ω j ) . We assume p = m, for simplicity. Lemma 1.10, Lemma 1.11, and Assumption 1.3 give 
The proof is now complete.
We therefore obtain quasi-optimal rate of convergence for the approximate solution u µ ∈ S µ .
GFE spaces
In this section, we discuss the construction of a sequence of GFE spaces S µ that satisfies Assumptions 1.2 and 1.3. Our choice of the sequence S µ satisfies the "flat-top" condition and is determined by a sequence of data Σ = {Ω j , φ j , Ψ j , ω j }, described next. Later in this section (see Subsection 2.2), we recast the assumptions on the spaces S µ as conditions, specifically Condition A(h µ ), B, C, and D below, on the data.
We follow the notations and basic techniques from [5] and [6] .
2.1. Definition of GFE spaces. We begin by recalling the properties of the partition of unity on which the GFE spaces are based. be an open cover of Ω such that any x ∈ Ω belongs to at most κ of the sets ω j . The covering sets {ω j } are called patches.
Let {φ j } be a partition of unity consisting of W l,∞ (Ω) functions subordinated to the covering {ω j }. That is, (i) supp φ j ⊂ ω j , and (ii)
for any j = 1, . . . , N .
We will also need the following basic concept [9] .
Definition 2.2.
A set ω is star-shaped with respect to ω ⊂ ω if, for every x ∈ ω and every y ∈ ω , the segment with end points x and y is completely contained in ω.
We next assume that we are given linear subspaces Ψ j ⊂ H m+1 (ω j ) if ω j does not touch the interface, and Ψ j ⊂Ĥ m+1 (ω j ) if ω j does touch the interface, for j = 1, . . . N. The space {Ψ j } are called local approximation spaces and they will be used to define the GFE-space
We will take the patches ω j to be star-shaped with respect to given ω * j , to be chosen later. Then, the set {Ω j , φ j , Ψ j , ω j } will be called the set of data defining the flat top GFE-space S. Remark 2.3. The usual piecewise-linear hat functions satisfy the conditions of a (κ, C 0 , C 1 ) partition of unity (Definition 2.1). A more general choice of a partition of unity is given by the following well-known procedure. Let {ψ j } be a collection of functions which are supported on the patches {ω j }. Then setting φ j := ψ j P j ψ j yields a partition of unity, the elements of which are called Shepard functions. In practice, in order to solve Equation 1.6, the basis for the test and trial spaces needs to be found. One difficulty in finding a basis for the trial spaces is that, if {v j,p } is a basis of functions of the local spaces Ψ j , the functions {φ j v i,p } may be linearly dependent or nearly linearly dependent. One can avoid the linear dependence if we use a "flat-top" partition of unity (we refer the reader to [1] .) Our Condition D in the next subsection guarantees this linear independence.
We shall need the following standard Lemma (see for example [4] ).
Lemma 2.4. Let {ψ j } be a countable collection of measurable functions defined on an open set W and fix s ≥ 0. Assume that there exists an integer κ such that any point x ∈ W can belong to no more than κ of the sets supp(ψ j ). Let f = j ψ j . Then there exists a constant C > 0, depending only on κ, such that f
2.2.
Conditions on GFE data defining S µ . In this subsection we introduce some conditions on the data defining a flat top GFE space. Leth be a constant that is small enough.
For the definition of the local approximation spaces near the interface Γ or the boundary ∂Ω, we shall need the following construction. For each j such that ω j ∩∂Ω = ∅, let us choose x j ∈ ω j ∩∂Ω and define local coordinates near x j such that x j is mapped to 0 ∈ R n and the tangent space to ∂Ω at x j is mapped to {x n = 0} = R n−1 . Forh small, we can assume that ω j ∩ ∂Ω is contained in the graph of a smooth function g j : R n−1 → R. In the special coordinates chosen above, we denotē
Denote by d j the diameter of ω j and let q j : R n−1 → R be a polynomial of order m such that
for all (x, x n ) ∈ ω j . We can choose the function q j such that ∂ α q j (0) = ∂ α g j (0), for all |α| ≤ m. We then denote byq j : R n → R n the bijective mapq
We also choose a point x i ∈ ω i ∩ Γ, if this intersection is not empty. We then again choose local coordinates such that x i = 0 and the tangent space to Γ at x i is R n−1 = {x n = 0}. Forh small, we can assume that Γ∩ω i is contained in the graph of a smooth function f i : R n−1 → R. Let r i : R n−1 → R be a polynomial of order m satisfying:
for all (x, x n ) ∈ ω j . We also denote byr i : R n → R n the map Condition C: We have φ j = 1 on ω j for all j = 1, . . . , N for which ω j ∩ ∂Ω = ∅.
The following condition defines the local approximation spaces Ψ j . Let us denote by P m the space of polynomials of order at most m in n variables.
Condition D:
(i) We have Ψ j = P m if ω j ∩ ∂Ω = ∅ and ω j ∩ Γ = ∅.
(ii) If ω j ∩ ∂Ω = ∅ and ω j ∩ Γ = ∅, then Ψ j consists of function w of the form 6) where p, p + ∈ P m and p + (x, 0) = 0.
Remark 2.5. An equivalent form of (2.5) in (ii) for p ∈ P m , p(
Remark 2.6. The assumption (iii) in Condition D is equivalent to
where p 1 ∈ P m−1 .
Remark 2.7. It's easy to see that Ψ j is a subset of the space of polynomials in (ii) and is a subset of piecewise polynomials in (iii). Also Ψ j in (iii) consists of functions that are "nearly continuous" across the interface Γ and may have jump discontinuities in the derivatives across Γ, such that globally Ψ j ∈Ĥ m+1 (Ω).
Condition D implies the following property:
Lemma 2.8. Assume D is satisfied. Let 0 ≤ r ≤ m + 1 be fixed. There exists a constant C > 0, depending only on σ, m, n and r, such that, for any patch ω j ∩ Γ = ∅, for any ball ω ⊂ ω j of diameter ≥ σd j , and for any w ∈ Ψ j , we have
Similarly, let ω j = ω + ∪ ω − be the decomposition of ω j defined by Γ. Then there exists a constant C > 0 such that for any ω j ∩ Γ = ∅, any w ∈ Ψ j , any ball ω + ⊂ ω + j of diameter ≥ σd j , and any ball ω
Proof. Let x 0 , a be the center and radius of ω , so σd j ≤ a ≤ d j /2. We can assume x 0 = 0. Then B(0, d j ) is a ball which contains ω j . We notice that, since w is a polynomial, it extends to a smooth function on B(0, d j ). If w ∈ P m , then
where C only depends on σ, m, n, and r. Here, we recall, m is a fixed integer and n is the dimension of space. Above, we have used a change of variables and the fact that w is a polynomial. When ω j intersects the interface Γ, we can derive similar inequalities in each sub-domain ω + j , and ω − j owing to the Condition A(h) and the fact that w is a piecewise polynomial across the interface Γ in ω j . The proof is now complete.
Inverse inequalities.
We need also the following inverse inequality (see for example [5] ). Lemma 2.9 (Inverse Inequality). There exists C > 0 such that
for all 0 ≤ r ≤ s ≤ m, all j ∈ Z + , and all polynomials p of degree ≤ m.
¿From this lemma and Condition A(h), we immediately obtain the following generalization.
Lemma 2.10. There exists C > 0 such that
, for any function p : ω j → R that is given by a polynomial of degree ≤ m on each side ω ± j of the interface Γ and for any j ∈ Z + , and 0 ≤ r ≤ s ≤ m.
2.4.
Conditions on the sequence of GFE data defining S µ . Our goal is to define a sequence of data sets
yielding GFE-spaces S µ , as in the previous subsection 2.1, by
Leth be the maximum of all h µ , where h µ is the size of the largest elements in S µ . Note that by assuming h µ → 0 and by removing some of the spaces S µ , we can assume thath is as small as we want. For notational convenience, we shall fix µ and drop it from the notation in what follows. We are ready now to introduce the conditions on the sequence of data Σ µ used to define the flat top GFE spaces S µ . Namely, we assume that there exist constants C j , σ, κ which will be called structural constants and a sequence h µ → 0, as µ → ∞, such that, for any µ, Σ µ satisfies Conditions A(h µ ), B, C, and D. Note that if we denote, as before, by N µ the number of elements of the µth partition of unity, then N µ → ∞ as µ → ∞.
Flat top GFE spaces were considered before by [1, 15] and in other papers. The conditioning of the resulting linear system was studied in [18] .
Properties of the GFE spaces S µ
The main result of this section is that a sequence S µ of GFE spaces obtained from data satisfying conditions A(h µ ), B, C, and D given in the previous section also satisfies Assumptions 1.2 and 1.3 of Section 2. Whenever no confusion can arise, we will omit the explicit dependence on µ. We also assume throughout that h µ is chosen sufficiently small.
We recall the functions g j , q j , f i , and r i : R n−1 → R defined in the previous section. Letq j ,r i (x) be defined by equation (2.2), (2.4), and similarly defineg
We then havẽ
We will need the following result from [5] .
Lemma 3.1. For any j such that ω j ∩ ∂Ω = ∅ and any polynomial p of order m, we have
. Similarly, we have the following result. 
. These two inequalities also hold in ω − i . Proof. We extend p to a polynomial in ω + j and apply Lemma 3.1, which is possible since ω j ⊂ Ω, in other words, in the above lemma ω j is on one side of the boundary, in the same way as ω ± j is on one side of Γ. We then proceed similarly in ω − j .
These lemmas give the following corollaries, the first near the boundary ∂Ω, the second across the interface Γ. 
. If p ∈ P m also vanishes on {x n = 0}, we then have
Above C is a constant independent of p, µ, and j.
Proof. The first inequality follows directly from Lemma 3.1. The second inequality is proven in the same way as in [5] , given that it is a local property near the boundary.
Corollary 3.4. Let ω j ∩ Γ = ∅ and let p : ω j → R be given by a polynomial on each side of the interface Γ. Then
If p also vanishes on {x n = 0}, we then have
Here C is a constant independent of p, µ, and j.
Proof. Using Lemma 3.2, Condition B or Definition 2.1, gives
. Since a similar estimate holds in ω − j , we obtain the first inequality in the broken Sobolev spaceĤ 1 (ω j ). If p also vanishes on {x n = 0}, then we have φ j (p •f −1 j ) = 0, and consequently
where we used the trace theorem on each side of the interface and Lemma 2.8. This completes the proof. Now we are ready to prove that our first assumption, that is nearly zero boundary conditions and interface matching, is satisfied by the sequence of GFE-space S µ introduced in Section 2. Proof. We first show that elements in S µ have nearly zero boundary values. Let v j ∈ Ψ µ j and w = φ j v j ∈ S µ . We may assume v j = 0 if
Here we have used Lemma 2.4 and Corollary 3.3. By Condition C, φ µ j = 1 on ω j and hence the sets ω j do not intersect. Therefore
We now proceed to estimate the jump on the interface Γ using a similar reasoning. Indeed, as before, let v j ∈ Ψ µ j and let w = φ j v j ∈ S µ . We may assume again that v j = 0 ifω j ∩ Γ = ∅. Then,
is the characteristic function of ω + j , p j , p + j ∈ P m , and p + j vanishes on R n−1 by Condition D. Therefore,
= 0 on Γ and we obtain
where the last step is proved as in the first part of the proof. The proof is now complete.
Next we are going to prove that the sequence S µ also satisfies our second assumption, that is, the assumption of approximability, using Lemmas 3.1 and 3.2 and the following result. Lemma 3.6. (i) Let ω j ∩ Γ = ∅, and let u ∈ H m+1 (ω j ) satisfy u = 0 on ω j ∩ ∂Ω. Then there exists a polynomial w ∈ Ψ µ j such that
for a constant C independent of u, µ, and j.
(ii) Let ω j ∩ Γ = ∅, and let u ∈Ĥ m+1 (ω
). Without loss of generality, we may assume for h µ small enough thatg −1 j (ω j ) lies on one side of R n−1 , for example U + :=g −1 j (ω j ) ⊂ {x, x n ≥ 0}. Let U be the union of the closure ofg −1 j (ω j ) and of its symmetric subset with respect to R n−1 . Define v 1 ∈ H 1 (U ) to be odd extension of v. and let p 1 be the H 1 (U )-projection of v 1 onto the subspace P m of polynomials of degree ≤ m. It is easy to see that p 1 is odd and p 1 = 0 on R n−1 . From standard approximation results [9] , it follows that
, where we have used Lemma 3.1.
Since both v 1 and p 1 vanish for x n = 0, Poincaré's inequality gives
This completes the proof of the first part of this lemma.
(ii) We now proceed to the proof of the second part. We assume that ω i intersects the interface Γ. We know that u ∈Ĥ m+1 (ω i ). That is, u ∈ H m+1 (ω
, by the definition of the broken Sobolev spacesĤ. Standard extension theorems now show that there
By standard approximation results (see [9, Section 4.1], for example), there exists p ∈ P m such that
for k = 0, 1, . . . , m + 1.
We next define v
, and in particular on R n−1 , we obtain
owing to (3.1). We now proceed as in the proof of (i). Namely, let p + be defined in the same way as p 1 was defined in the proof of (i), but using v + instead of v. In particular, p + is odd and hence p + = 0 on R n−1 . As before,
Then inequalities 3.1, 3.2, 3.3, and 3.4 give 
We are ready to prove that our second assumption, the assumption on approximability is satisfied. (Ω). If ω j does not intersect ∂Ω and Γ, we define w j ∈ Ψ µ j = P m to be the orthogonal projection of u onto P m in H 1 (ω j ). Otherwise we define w j ∈ Ψ j using Lemma 3.6. Then we let w = j φ j w j . Lemmas 2.4 and 3.6 together with Condition B and C then yield |u − w|
, which gives the desired result.
Conclusion and future work
Let S µ be the GFEM spaces associated with the "flat-top" data Σ µ = {ω In particular, they satisfy the conditions A(h µ ), B, C, D for a fixed set of structural constants A, C j , σ, and κ. Let u µ ∈ S µ be the discrete solution of the transmission problem (0.1). Theorem 1.13 shows that the sequence u µ of GFE approximations u µ yields quasi-optimal rates of convergence.
An interesting extension of our results would be to polygonal and polyhedral domains in which the interface is also polyhedral and may touch the boundary. Also, it is important to study the effect of numerical quadrature. For a sucessful implementation of GFEM, at the minimum, the following three issues have to be addressed:
(i) The selection of partition of unity functions and local approximation spaces. (ii) Finding a basis of the GFEM space S µ and the corresponding stiffness matrix. (iii) Solving the associated discrete linear system. More details can be founded in [2, 15, 14] .
