We tackle the problem of new users or documents in collaborative filtering. Generalization over users by grouping them into user groups is beneficial when a rating is to be predicted for a relatively new document having only few observed ratings. Analogously, generalization over documents improves predictions in the case of new users. We show that if either users and documents or both are new, two-way generalization becomes necessary. We demonstrate the benefits of grouping of users, grouping of documents, and two-way grouping, with artificial data and in two case studies with real data. We have introduced a probabilistic latent grouping model for predicting the relevance of a document to a user. The model assumes a latent group structure for both users and items. We compare the model against a state-of-the-art method, the User Rating Profile model, where only the users have a latent group structure. We compute the posterior of both models by Gibbs sampling. The Two-Way Model predicts relevance more accurately when the target consists of both new documents and new users. The reason is that generalization over documents becomes beneficial for new documents and at the same time generalization over users is needed for new users.
Introduction

Background
This paper addresses the task of predicting relevance values for user-item pairs based on a set of observed relevance judgments of users for the items. Especially, we study how to predict relevance when very few relevance judgments, or ratings, are known for each user or item. The models we discuss are generally applicable, but since our prototype application area has been information retrieval, we will refer to the items as documents.
Traditionally, user preferences have been predicted using so-called collaborative filtering methods, where the predictions are based on the opinions of similar-minded users. Collaborative filtering is needed when the task is to make personalized predictions, but there is not yet sufficient amount of data about the user's personal interests available. Then the only possibility is to generalize over users, for instance by grouping them into like-minded user groups.
The early collaborative filtering methods were memory-based; predictions were made by identifying a set of similar users, and using their preferences fetched from memory. See, for instance (Konstan et al. 1997; Shardanand and Maes 1995) . Model-based approaches are justified by the poor scaling of the memory-based techniques. Combining a memory-based technique with a model-based part has been suggested (Yu et al. 2004 ) to avoid the problem of new users not having enough ratings for reliable predictions. Recent work includes probabilistic and information-theoretic models, for instance (Hofmann 2004; Jin and Si 2004; Wettig et al. 2003; Zitnick and Kanade 2004 ). An interesting family of models are the latent component models, which have been successfully used in document modeling but also in collaborative filtering Erosheva et al. 2004; Hofmann 2004; Keller and Bengio 2004; Marlin 2004; Marlin and Zemel 2004; McCallum et al. 2004; Popescul et al. 2001; Pritchard et al. 2000; Rosen-Zvi et al. 2004; Si and Jin 2003; Yu et al. 2005a Yu et al. , 2005b . When applying these models to collaborative filtering, each user is assumed to belong to one or more latent user groups that explain her preferences.
Tackling the problem of new users and documents
As a collaborative filtering system has to rely on the past experiences of the users, it will have problems when assessing new documents not yet seen by most of the users. Making the collaborative filtering scheme item-based, that is, grouping items or documents instead of users, would in turn introduce the problem of new users that do not have ratings for many documents. To tackle this problem of either new users or documents we have proposed a model that generalizes both ways . We go one step further from the common probabilistic models which have a latent structure for the users, and introduce a similar latent structure for the documents as well. A similar two-way structure has been suggested by (Si and Jin 2003) with some technical differences that will be discussed in Sect. 2.3. This paper is structured as follows. We first present the User Rating Profile Model (URP; Marlin 2004 ) from which we go on to introduce our Two-Way Model that generalizes URP by grouping both users and documents (Sect. 2). After that we discuss the differences and similarities of our model with other related models.
In our model and URP two major choices in model structure have been made differently. The first choice is whether to cluster only users or to cluster both users and documents. The second choice is whether to generate the users and documents or to treat them as covariates of the model. In this paper, we study the effects of these two choices on the prediction performance. In Sect. 3 we introduce one variant of each model to compare whether it is useful to design the model to be fully generative, or to see users and documents as given covariates of the model. We describe the experimental setups and baseline models in Sect. 4. In Sect. 5 we demonstrate with clearly clustered toy data how the two structural choices make a difference in actual predictions. Finally, in Sect. 6 we show with two case studies with real-world data that the proposed method works as expected also in practice, in addition to the toy demonstrations. Since in the work of Marlin the variational URP model outperformed the other latent topic models, we only had to compare with it. We compared our model to both a URP model that groups the users and a document-based URP that groups the documents. We computed the posteriors of all three models by Gibbs sampling.
Models
We first introduce the User Rating Profile Model (URP; Marlin 2004 ) from which we extend to our Two-Way Model that groups both users and documents. Our main notations are summarized in Table 1 .
User rating profile model
URP is a generative model which generates a binary rating r for a given (user, document) pair. (r|u, d, D) by Gibbs sampling; here D denotes the training data consisting of observations (u, d, r) . The model assumes that there are a number of latent user groups whose preferences on the documents are different. The users belong to these groups probabilistically, into different groups in different instances. Alternatively, the groups can be interpreted as different "attitudes" of the user, and the attitude may be different for different documents. The generative process and the sampling formulas are presented in detail in the Appendix A, Sect. A.1. See Fig. 1 for a graphical model representation.
Two-way latent grouping model
We introduce a model that clusters users into user groups and documents into document clusters, in order to generalize relevance over both groupings. Each user may have several "attitudes," that is, belong to different groups during different relevance evaluations, and likewise each document may have several "aspects." These are modeled as probabilistic soft assignments.
The model generates rating triplets (user, document, rating), or (u, d, r) , with binary relevances r. See Fig. 2 for a graphical model representation; the model is presented in detail in the Appendix A, Sect. A.4.
The obvious difference to URP is that the Two-Way Model extends URP by introducing the latent grouping also on the document side of the model. Another difference is the generation of users and documents. In URP the user group is generated for given (user, document) pairs whereas our model first generates the group and from the group a user/document is generated. In effect, this also changes the direction in which the users vs. user groups matrix
The Two-Way Model could easily be extended to handle multiple-valued ratings, by replacing the binary output with a multinomial. Binary responses, however, have the clear advantage that the ratings have a natural ordering: from the posterior we obtain simple probabilities varying continuously between the extremes, 0 and 1. In comparison, the multinomial distribution does not take the ordering of the ratings into account.
Other related models
The models most closely related to our Two-Way Model are the so-called latent topic models, especially the Flexible Mixture Model (FMM; Si and Jin 2003) , also known as multinomial PCA or mPCA (Buntine 2002) , and the already introduced URP (Marlin 2004) . Most of these models fall into the unifying model framework called Discrete PCA (Buntine and Jakulin 2006) .
The main differences of the proposed Two-Way Model from the one-way grouping models pLSA, LDA, and URP, and from the two-way grouping FMM are discussed in this section.
The three one-way grouping models have subtle differences, but in all of them each user is assigned an individual multinomial distribution with parameters θ , and the latent user group u * is sampled from this multinomial; the sampling is repeated for each document.
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Each user can therefore belong to many groups with varying degrees. In our model, as well as in the FMM model, both users and documents can belong to many latent groups, much in the same way as users do in the three one-way models. In pLSA and URP, each user group has a set of multinomials Mult(β), one for each document-these multinomials immediately determine the probabilities of ratings once the user group has been generated. Each mPCA user group, on the contrary, has a multinomial Mult(β) over the documents . Hence, mPCA could be seen as a model where the occurrence probabilities of documents are interpreted as probabilities of relevance. Thus, multinomial PCA can be interpreted as a binary relevance model, which cannot, as a side note, explicitly represent multiple-valued ratings. URP can be seen as an extension to mPCA with one extra dimension in the matrix of parameter vectors β to represent the different rating values. In our model and in the FMM model, the relevance is assumed to depend only on the latent groups, that is, there is a probability distribution of different ratings, Mult(θ R ), for each (user group, document cluster) pair.
In addition to being two-way, our model and FMM differ from URP in that the users u and documents d are explicitly generated. In other words, the marginals P (u) and P (d) are estimated from data. In contrast, URP contains no generative process for the users or documents.
The difference between our two-way model and Flexible Mixture Model is that our model defines Dirichlet priors for all the multinomial model parameters, and is computed by sampling from the posterior distribution. FMM simply finds the easily overfitting maximum likelihood solution with the EM algorithm.
Finally, although our model is not far from the diverse set of so-called biclustering models (Madeira and Oliveira 2004; Tanay et al. 2006; Wettig et al. 2003) , we aim at prediction instead of clustering, and therefore it is enough that the latent structure makes the predictions accurate. Because the model is computed by sampling, we do not obtain a single explicit set of clusters.
Choices in the model structure
In this section, we analyze the differences in model structure between the User Rating Profile Model (URP) and the Two-Way Latent Grouping Model (Two-Way Model). We introduce two variants of the models in order to study in Sect. 5 how the choices in model structure are reflected in the performance.
Main choices
There are two main differences between the model structures of URP and the Two-Way Model:
(i) One-Way or Two-Way Grouping
In URP, only users are clustered and there is no generalization over documents. An alternative is to use URP to cluster documents but then there is no generalization over users. In the Two-Way Model both users and documents are grouped for generalization.
(ii) Generation of Users and Documents from Marginals In URP, the users and documents are assumed to be given and the user groups are generated from multinomials given the users. In the Two-Way Model, users and documents are generated from the user groups and document clusters, which in turn are generated from their marginal distributions. This difference also affects the normalization of the users vs. user groups matrix [β U ] containing the parameter vectors β U .
Model variants
First, we introduce a slightly different variant of URP, by introducing a mechanism for generating users and documents. This means we are making the model choice number (ii) in the same way it is done in the Two-Way Model. This implies changing the direction of normalization of the matrix [β U ] (user groups vs. users). We call this model URP with Generation of Users and Documents (URP-GEN). A graphical model representation is given in Fig. 3 . A detailed description of the model including the generative process and the sampling formulas can be found in the Appendix A, Sect. A.2.
We expect this model to work better than the original URP because it takes the probabilities of different users appearing in the data into account. However, if the frequencies of users Since α D and θ D are conditionally independent of all other parameters given document d, they have no effect on the predictions of relevance P (r | u, d) in this model. They only describe how documents d are assumed to be generated as such are disinformative of the relevance, the original URP should be better. We study the validity of this assumption with toy data in Sect. 5.2.
Second, we introduce a slightly different variant of the Two-Way Model, by assuming the users and documents to be given as in URP. This means we are making the model choice number (ii) in the same way it is done in URP. Both the user groups u * and the document clusters d * are now generated from the multinomials of matrices [β U ] (users vs. user groups) and [β D ] (documents vs. document clusters), which implies changing the direction of normalization of the matrices. This means that the multinomials for user groups θ U and document clusters θ D become obsolete. We call this model Two-Way Grouping Model Without Generation of Users and Documents (Two-Way NO-GEN). A graphical model representation is given in Fig. 4 . A detailed description of the model including the generative process and the sampling formulas can be found in the Appendix A, Sect. A.3.
We expect this model to generally perform worse than the original Two-Way Model because it does not take into account the probabilities of different users and documents appearing in the data.
Computational complexity
The number of observed (u, d, r) triplets is denoted by N and it dominates the complexities of all the presented models. The time complexity of computing one iteration of Gibbs sampling with the Two-Way Model 3 The complexity remains the same, regardless of whether one chooses to generate the users and documents.
In principle the complexity is too high for online computation. However, an approximate prediction for a new user or document can be made efficiently as follows: one could keep a set of randomly selected posterior samples and use it to represent all other users, while sampling only the parameters of the new incoming user.
Technical details of experiments
Evaluation of models by Gibbs sampling
The parameters of all the models were computed with Gibbs sampling. As a very brief tutorial, the model parameters are sampled one at a time, conditional on the current values of all the other parameters. One iteration step consists of sampling all the parameters once, in a fixed order. The observed data consists of triplets (u, d, r) . For each iteration step m of sampling, we get a sample of all the parameters of the model, denoted by ψ (m) . Asymptotically, the sampled parameters
. Each sample of parameters generates a matrix of probabilities P (r, u, d | ψ (m) ). The prediction of relevance, P (r | u, d, ψ (m) ), can be computed from these by the Bayes rule. As the final prediction we use the mean of the predictions over the M Gibbs iterations,
3 The complexity of Document URP is analogous to User URP, where the role of users and documents is
Metropolis-Hastings sampling of priors
The Dirichlet priors of multinomials that generate user groups or document clusters, were sampled with the Metropolis-Hastings algorithm (Hastings 1970; Metropolis et al. 1953 ) with a flat prior in the interval [1, 10] and a Gaussian proposition distribution.
Monitoring of convergence
We sampled three MCMC chains in parallel and monitored the convergence of the predictions. First, each of the chains were run for 100 iterations of burn-in, with tempering like in (Koivisto 2004) . After that, the burn-in period was continued for another 50 iterations without the tempering, to burn in the actual posterior distribution. Convergence of the Markov chain Monte Carlo simulations was measured as follows. At the end of the burn-in period, the squared Hellinger distance H 2 between the chains (details below) was used as a convergence check: it was required to achieve the limit of 10 −3 . The definition of squared Hellinger distance between two discrete probability distributions p and q is
where p i and q i denote the probabilities of the elementary events. We evaluated the squared Hellinger distance between the conditional distributions P (r | u, d) produced by the 3 chains, pairwise between all chain pairs. The average of the Hellinger distances between the conditional distributions given by the chains measures the expected uncertainty in the prediction of relevance. Various figures of realized convergence of the chains are presented in Sect. 5.3. After the burn-in period, each chain was run for another n iterations, and finally those 3 × n samples were averaged to estimate expectations of P (r | u, d) . The number of needed iterations n depended on the data set and the complexity of the model.
Baseline models
We implemented three simple models to give baseline results. The Naive Model always predicts the same relevance value for r, according to the more frequent value in the training set.
The Document Frequency Model does not take into account differences between users or user groups at all. It simply models the probability of a document being relevant as the frequency of r = 1 in the training data for the document:
The User Frequency Model, in its turn, does not take into account differences between documents or document groups. It simply models the probability of a user assigning documents relevant as the frequency of r = 1 in the training data for the user:
Experimental scenarios
In this section we introduce different types of experimental scenarios that were studied both with artificial and real data. The scenarios have various levels of difficulty for models that group only users, only documents, or that group both. The first two cases favor models that either group only users or only documents. The next two cases favor models that group both users and documents.
Only "new" documents
We constructed this experiment to correspond to the prediction of relevances for new documents in information retrieval. We took care that each of the randomly selected test documents had only few relevance judgments, in our case 3 ratings, in the training data. (Tests with other numbers of known ratings were run, too.) The rest of the ratings for these documents were left to the test set. For the rest of the documents, all the ratings were included in the training set. These documents represented the "older" documents in an information retrieval application; many users have already seen and revealed their opinion on them. This way all the tested documents are "new" in the sense that we only know 3 users' opinions of them. However, we are able to use "older" documents (for which users' opinions are already known) for training the user groups and document clusters.
We expected that this experiment should be hard for the URP models that group users, but on the other hand easy for the document-based URP that groups documents. The twoway grouping models' performance should lie between the user-based and document-based URP models.
Only "new" users
The experimental setting for new users was constructed in exactly the same way as the setting for new documents but the roles of users and documents were reversed.
We expected that this experiment should be hard for the document-based URP that groups documents but on the other hand easy for the user-based URP models that group users. Also in this case the two-way grouping models' performance should lie between the user-based and the document-based URP models.
Scenario where either user or document is "new"
In an even more general scenario either the users or the documents can be "new." We constructed a setting in which the test set consists of user-document pairs where either the user is "new" and the document is "old" or vice versa. Again, "new" meant having 3 ratings in the training set.
We expected that this scenario should bring out the need for two-way generalization; the two-way models were expected to perform better than URP models of any kind.
Scenario where both user and document are "new"
In this setting all the users and documents appearing in the test set were "new," having only 3 ratings in the training set. This case is similar to the previous setting, but much harder, even for the two-way grouping models.
We expected that this experiment should resemble the results of the previous case but with considerably worse levels of performance.
Measures of performance
For all the models, except the naive model, we used the log-likelihood of the test data set as a measure of performance, written in the form of perplexity,
Here D denotes the training set data, and N is the size of the test set. Gibbs sampling gives an estimate for the table of relevance probabilities over all (u, d) pairs, P (r | u, d, D) , from which the likelihood of each test pair
The best possible performance yields perplexity = 1 and binary random guessing (coin flipping) yields perplexity = 2. If perplexity is greater than 2 the model is performing worse than random guessing. Theoretically, perplexity can grow without a limit if the model predicts zero probability for some element in the test data set. However, we clipped the probabilities to the range [e −10 , 1] implying maximum perplexity of e 10 ≈ 22,000. We further computed the accuracy, that is, the fraction of the triplets in the test data set for which the prediction was correct. For the naive model, the prediction accuracy was the only performance measure used since, unlike the other models, it does not produce a probability of the relevance. For the other models we took the predicted relevance to be arg max
where P (r | u, d, D) is the probability of relevance given by (1). In all the experiments, statistical significance was tested with the Wilcoxon signed rank test.
Demonstrations with artificial data
We present two different demonstrations with artificial data to show the effect of choices in model selection. Table 2 summarizes the choices made in the models.
1. Demonstration 1. We demonstrate the performance of the different models in the task of finding biclusters when there are new users, new documents, or both. We expect all the topic models to succeed in this task but when there are new documents(/users/both) generalization over documents(/users/both) should be helpful. 2. Demonstration 2. We show how a misleading data set can favor a model which does not generate users and documents, while we normally would expect the models that do generate them to perform better. We demonstrate the task of finding biclusters with an artificial dataset that has clear known cluster boundaries, sketched and explained in Fig. 5 . By biclusters we mean a division of users and documents into subsets such that the users within each subset have similar ratings within each subset of documents. We expect that when there are new documents generalization over documents should be helpful, and analogously for new users. So, when there are both new users and new documents, two-way models should outperform URP models, both user-based and document-based. We constructed four different settings as described in Sect. We produced 10 artificial data sets of 18,000 ratings each, that followed the pattern of Fig. 5 . All the models were trained with the known true numbers of clusters (K U = K D = 3). Details about the demonstration experiments can be found in Appendix B, Sect. B.2.
Results of demonstration 1
In the "New Documents" case, there is reason to believe that there would not be enough training data to learn the relevances correctly without generalization over documents. As expected, the Two-Way Model and Document URP performed better than the user-based URP models (see Table 3 , column New d). The same phenomenon can be also seen between the baseline models. The Document Frequency Model clearly performs worse than the User Frequency Model in the "New Documents" case, since it tries to model each document individually, whereas the User Frequency Model generalizes over documents.
In the "New Users" case, there is reason to believe that there would not be enough training data to learn the relevances correctly without generalization over users. As expected, the Two-Way Model and the user-based URP models achieved better results than Document URP (see Table 3 , column New u). Also, the roles of the baseline models have become interchanged. In the "Either New" case, we expected the difference between one-way grouping and two-way grouping to become obvious. The difference is rather subtle, however, though statistically significant (see Table 3 , column Either New).
Finally, in the "Both New" case we expected the two-way grouping to again improve results compared to one-way grouping URPs, but with the results being worse overall. This effect can be seen in Table 3 , column Both New.
Variational URP 4 has the property of overestimating the confidence in its predictions, resulting in extreme probabilities near 0 or 1. When the prediction is incorrect, this is strongly penalized in the perplexity, and hence the performance of Variational URP is quite unstable when measured with perplexity. This is seen in Table 3 .
It can also be noticed that the generation of users and documents seems useful with this kind of data; Two-Way Model has consistently lower perplexity than Two-Way NO-GEN (P-value = 0.002 in all cases), and User URP-GEN has lower perplexity than User URP (P-value = 0.01 in the case New d, P-value = 0.002 in other cases).
The prediction accuracy of the best model varied between 83-84%, while the prediction accuracy of the best baseline model varied between 50-52%. The accuracies can be found in the Appendix C, in Table 14 , Sect. C.1.
Effect of the amount of rating information about new users and documents
The differences between models are naturally largest when a very small amount of information about "new" users and documents is available. When the amount of information is increased, more complex models are expected to gradually become better than models that try to generalize over many users and documents. With increasing amount of information, one is able to train a model for each user (or document) separately with less need for generalization. In Figs. 6-8 we show how the differences gradually change as a function of number of known ratings for "new" users/documents, in one of the datasets from demonstration 1. The number of known ratings for "new" users/documents was varied within {3, 5, 10, 20}. All the perplexity and accuracy values can be found in the Appendix C, Sect. C.2, Tables 17-22. As we here know the true model that was used to generate the data, we can also compare the results to the theoretically derived optimal perplexity (1.26) achieved with the true model, shown as a horizontal line in the figures. We demonstrate that there are cases where generation of users and documents is not helpful because the data is misleading. For this, we use artificial data, which is intended to mislead the models which generate users/documents; a large proportion of the data lies in an area where the relevances are not predictable (random). The data is sketched and explained in Fig. 10 . We apply the two user-based URP models, User URP and User URP-GEN, to demonstrate the effect of generating the marginals in this case.
We generated 10 artificial data sets of 18,000 ratings each, and in each set we randomly assigned one half of the data triplets to the test set and the rest to the training set. Both models were trained with the known true number of clusters (K U = 4). The difference between this data and the Focused biclusters type of data (Sect. 5.1) is that the density of (u, d) pairs is very different in the "clusterable" area; in a Focused biclusters type of data set, the relevant information about the biclusters lies in the same area where most of the data lies, whereas in a Misleading biclusters type of data set, the relevant information is in the area where the data is at its sparsest. With this type of data set, it makes a difference whether the model generates the users and documents from the marginals, because ignoring the generation essentially equals to assuming that all (u, d) pairs carry equal amount of information about the relevance r.
We expect the models with user/document generation to be misled by the large random clusters, and hence assume the non-generating models to improve their relative performance with Misleading biclusters data. Fig. 10 Misleading biclusters data. The matrix consists of 200 users and 300 documents and the ratings are missing for 70% of the (user, document) pairs. The "random corner" misleads the models: 1/3 of all the ratings are in the random corner while only 1/6 of the possible (user, document) pairs lie there. Only 40% of the ratings are missing in the random corner while 76% of the ratings are missing in the rest of the data matrix 
Results of demonstration 2
As expected, this misleading data caused the non-generative version of URP to outperform the generative one (Table 4) . On the other hand, in normal circumstances, generation of users and documents should be beneficial, which is shown nicely in all the results of the first demonstration, in Table 3 .
Convergence of sampling
As described in Sect. 4.3, we used a Hellinger distance based measure for monitoring the convergence of MCMC chains. Figure 11 shows an example of how the convergence measure behaved during sampling. These values are from a dataset in demonstration 1. In general, generation of users and documents improved convergence compared to the nongenerating counterpart. Additionally, one-way grouping models converged faster than twoway grouping models. In order to assess how fast the chains actually converged to the final results (as opposed to converging only to each other) we show in Fig. 12 how the perplexity of the test set evolved with increasing number of samples for the Two-way model. Each of the ten curves shows one independent sampling chain.
Since we average over parallel chains, we finally studied the effect of the number of chains in Fig. 13 . As we can see, averaging over only three chains achieves almost the same result as averaging over ten chains in this case. 
Case studies
In this chapter we show, with two case studies, how the Two-Way Model compares with the other models on real-world data, in the same way we compared them in Demonstration 1.
Experimental setup in case studies
To validate the parameters, we constructed the validation set and the initial training set for the validation phase, in the same way as described in Sect. 4.5. The new documents or users included in the final test set were not used in the validation phase. Details of the experimental setup can be found in the Appendix B, Sect. B.3.
The latent topic models were evaluated in the validation phase for a range of cluster numbers. The trained models were tested on the validation set, and the lowest perplexity was used as a performance criterion for choosing the cluster numbers. For the final results the models were trained with all the training data with the validated cluster numbers, and tested with the final test data set. We predicted votes of the British Parliament using a publicly available data set (British Parliament data 1997 -2001 . The data set consisted of 514,983 votes given by the members of parliament on 1,272 issues. We predicted the votes for previously unseen (user, issue) pairs, where the "users" are the members of the parliament (MP). We selected the cluster numbers using a validation set described in more detail in the Appendix B, Sect. B.3. The choices from which the cluster numbers were selected were K U ∈ {1, 2, 3, 4, 5, 10, 20, 50} for the user groups and K D ∈ {1, 2, 3, 4, 5, 10, 20} for the document clusters. The selected cluster numbers are shown in Table 5 . These values were used in all experimental scenarios.
Missing votes in parliament data
The parliament data does not contain a "yes" or "no" answer for all the (user, issue) pairs; about 40% of all possible votes are missing. The fact that a member of parliament has not voted "yes" or "no" on a particular issue may either be due to her not being present at the voting, or her tactical reasons not to take a stand in the matter. In either case, the vote is not missing at random. From the modeling perspective we could assign a "rating," say −1, to all the missing votes and make the sparse data matrix full, which would, however, notably increase the computational load. Fortunately, some of this information is effectively taken into account by modeling the user margins P(u | D) and the document margins P(d | D). In collaborative filtering setting the missing at random assumption has been studied by Marlin et al. (2005 Marlin et al. ( , 2007 , and it has been found that when users give ratings to music pieces the missing ratings have a different distribution than the ratings that were actually given.
Results with parliament data
The results are summarized in Table 6 . The prediction accuracy of the best model varied between 86-95%, while the prediction accuracy of the best baseline model varied between 64-71%. The accuracies can be found in the Appendix C (Sect. C.1, Table 15 ). We discuss the findings together with the second case study in Sect. 6.4.
Case study II: scientific articles data
In our second case study we used data gathered in a controlled experiment, where the test subjects browsed through a set of titles of scientific articles and chose the most interesting ones via a web form ). The test subjects were shown 80 lists with six article titles each. The subjects participating in the experiment were researchers in either vision research, artificial intelligence, or machine learning. The browsed lists consisted of titles of scientific articles published during autumn 2004 in major journals in the fields of vision research, artificial intelligence, machine learning, and general science. On each page there was a randomly generated list of titles always containing titles from each discipline. On each page the subjects were to choose the two most interesting titles according to their own preferences. Altogether, the data consisted of 25 users' opinions on 480 titles of scientific articles ("documents").
Again, we selected the cluster numbers using a validation set described in more detail in the Appendix B, Sect. B.3. The choices from which the cluster numbers were selected for the scientific articles data were K U ∈ {1, 2, 3, 4, 5, 10, 15, 20} for the user groups and K D ∈ {1, 2, 3, 4, 5, 10, 20, 50} for the document clusters. The selected cluster numbers are shown in Table 7 . These values were used in all experimental scenarios.
Results with scientific articles data
The results of comparing the perplexities of the models on test data set are summarized in Table 8 . Since there was such a small number of users, we proceeded in leave-one-out fashion, making one user at a time the "new" user who had only 3 ratings in the training set, and the rest of her ratings in the test set. The results are averages over these 25 leave-one-out runs. The averaged prediction accuracy of the best model varied between 67-74%, while the prediction accuracy of the best baseline model varied between 67-70%. The accuracies can be found in the Appendix C (Sect. C.1, Table 16 ).
Conclusions of the case studies
Generalization over "new" users or documents is needed
In the Only New Documents Case for the parliament case study, the document-based URP model performs best, as expected (see Table 6 , column New d). The reason for the clearly worse performance of the user-based URP models can be explained with the fact that the number of "bins" is large compared to the number of training data samples. User-based one-way models do not generalize over documents, so for each test document they may have, for instance, K U = 3 bins and 3 data samples. Thus, for each test document there are only 3 training samples to estimate the parameters of the K U bins, which is generally not enough. In document-based URP the bins are distributed in the other direction, so each "new" document gets grouped with other similar documents. Therefore, there would only be problems in the case of new users for this kind of model.
In the Only New Users Case in both case studies, the user-based URP models (User URP and User URP-GEN) clearly perform better than the document-based URP (see Tables 6  and 8 , column New u). The reason is the same as in the previous paragraph, only this time the experiment favors grouping of users.
In our Two-Way Model, there are K U bins per document cluster, not per document, which makes the model more robust to variation caused by the small number of training data samples, and this works regardless of whether it is the documents or users that are "new."
Two-way generalization is needed when both users and documents are "new"
Our model is at least as good as one-way grouping models in the cases where we expected two-way generalization to be needed, namely columns Either New and Both New in Tables 6  and 8 . In the parliament case study, the expected differences are shown clearly. In the scientific articles case, the user-based one-way models (User URP and User URP-GEN) reached the same level of performance.
Discussion
We have introduced a latent grouping framework which extends a state-of-the-art method, the User Rating Profile model (URP), by introducing a two-way latent grouping. Our TwoWay Model assumes that both the users and the documents have a latent group structure. We compared the model against the user-based URP (which groups users) and the documentbased URP (which groups documents) on two real-world data sets. The predictions of all these models were computed with Gibbs sampling. In addition, we analyzed the structural choices in URP and our model and demonstrated the effects of the different choices with artificial data sets.
We compared the models in different types of tasks. In the case of New Documents, the task was to predict users' subjective relevances for new documents, with only very few existing ratings-still being able to utilize information about relevances of documents seen earlier by a mass of users. The task resembles collaborative filtering where relevance of a new document is to be predicted. In this task, the available information about the attitudes of users towards the new documents is very limited, and generalizing over similar documents proved to be beneficial, as was expected. Obviously, this kind of generalization is available in the document-based URP model, but the document group structure of our Two-Way Model enables such generalization, too. In the case of New User, the task was to predict relatively new users' subjective relevances for documents, with only very few existing ratings from this particular user. The task turns the roles of users and documents the other way around, and hence the user-based URP model outperformed the document-based URP in this case. For the Two-Way Model there is no difference in these situations, because the model is symmetric with respect to users and documents.
The case New Users and Documents demonstrated a task where prediction of new users' relevances for new documents makes generalization in both ways necessary. Our Two-Way Model gives better relevance predictions than either of the one-way URP models in this task.
Appendix A: Generative process and sampling formulas of the models
In this appendix we give a detailed description of the generative models presented in this article, and the Gibbs sampling formulas for the posterior distributions for each variable relating to the user clusters. The formulas are analogous for document clusters. In our notation n denotes an index for the observed (user, document, rating) triplets (n ∈ {1, 2, . . . , N}), D denotes all the observed data, and ψ denotes all the parameters of the model.
A.1 User URP with Gibbs
The generative process proceeds according to the following steps (see also Fig. 1 and summary of notation in Tables 1 and 9 
A.1.1 Likelihood and posterior of user URP model
The likelihood function of the model is 
The posterior probability is proportional to the product of the likelihood and the priors,
where the prior distributions are
A.1.2 Sampling formulas of user URP moel
Sampling formula for user group u * is
Sampling formula for each parameter vector β U in the users vs. user groups matrix
where nuu * k = #{Ratings with u n = u ∧ u * n = k}. Sampling formula for each Bernoulli parameter vector θ R (u
where nu * dr = #{Ratings with r n = r ∧ u *
A.2 User URP with generation of users and documents
The generative process of URP-GEN proceeds is given below (see Fig. 3 and summary of notation in Tables 1 and 10) . Note, that since parameters α D and θ D are conditionally independent of all other parameters given document d, they have no effect on the predictions of relevance P (r | u, d) in this model. So, θ D is not sampled when modeling the conditional distribution P (r | u, d) . However, for completeness we describe the full generative process of the model. 1) For each user group u * , a vector of multinomial parameters β U (u * ) is drawn from Dirichlet(α U ). This is denoted by the plate with K U repetitions in the graphical model representation. Each parameter vector β U (u * ) contains the probability for the users to belong to a user group u * . 2A) For the whole user collection, a vector of multinomial parameters θ U is drawn from Dirichlet(α u * ). The parameter vector θ U contains the probabilities of different user groups u * to occur. The rest of the steps are repeated for each of the N rating triplets:
4A) A user group u * is drawn from Multinomial(θ U ). As the user group is fixed the corresponding multinomial parameter vector β U (u * ) can be selected from the set of K U vectors in the node labeled by β U in Fig. 3 . Then, a user u is drawn from Multinomial(β U (u * )).
5) For the generated pair (u * , d), a binary relevance r is drawn from Bernoulli(θ R (u * , d)).
A.2.1 Likelihood and posterior of user URP with generation of users/documents
The likelihood function of the model is
where the distributions are
A.2.2 Sampling formulas of user URP with generation of users/documents
where nu * uq = #{Samples with u * n = u * ∧ u n = q}. Sampling formula for the parameter vector of user group probabilities θ U is
where nu * k = #{Samples with u * n = k}. Sampling formula for each Bernoulli parameter vector θ R (u
where nu * dr = #{Samples with u *
A.3 Two-way model without generation of users/documents
The model generates ratings r given pairs of users and documents, or (r | u, d) , with binary relevances r as follows (see Fig. 4 and summary of notation in Tables 1 and 11 The rest of the steps are repeated for each of the N rating triplets:
3) From the given set of (u, d)-pairs user u and document d are picked. (The set consists of N such pairs.) 4A) As the user u is fixed the corresponding parameter vector β U (u) can be selected from the set of N U vectors in the node labeled by β U in Fig. 4 . Then, a user group u * is drawn from Multinomial(β U (u)). 
A.3.1 Likelihood and posterior of two-way model without generation of users/documents
A.3.2 Sampling formulas of two-way model without generation of users/documents
where nuu
where nu 
A.4 Two-way latent grouping model
The generative process proceeds according to the following steps (see also Fig. 2 and summary of notation in Tables 1 and 12): 1A) For the whole user collection, a vector of multinomial parameters θ U is drawn from Dirichlet(α u * ). The parameter vector θ U contains the probabilities of different user groups u * to occur. 2A) For each user group u * , a vector of multinomial parameters β U (u * ) is drawn from Dirichlet(α U ). This is denoted by the node β U in Fig. 2 The rest of the steps are repeated for each of the N rating triplets:
4A) A user group u * is drawn from Multinomial(θ U ). As the user group is fixed the corresponding parameter vector β U (u * ) can be selected from the set of K U vectors in the node labeled by β U in Fig. 2 
A.4.1 Likelihood and posterior of two-way latent grouping model
where the prior distributions are 
A.4.2 Sampling formulas of two-way model latent grouping model
where nu * uq = #{Samples with u * n = u * ∧ u n = q}. Sampling formula for the user group probability parameters θ U is P (θ U | {u * n }, ψ) ∝ Dir(nu * 1 + α u * (1), . . . , nu
where nu * k = #{Samples with u * n = k}. Our Two-Way Model, user-based User URP and document-based Document URP were trained with the training set from the validation phase for a range of cluster numbers. The trained models were tested with the validation set, and the lowest perplexity was used as the performance criterion for choosing the cluster numbers. For the final results, the models were trained with all the training data using the validated cluster numbers and tested with the test data set.
We sampled three MCMC chains in parallel and required the convergence check described in Sect. 4.3. After the burn-in period, each chain was run for another n = 400 or more iterations, and finally all the 3 × n samples were averaged to estimate expectations of P (r | u, d) .
The prediction of the naive model was r = 0 for the scientific articles and r = 1 for the parliament votings. 
