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Abstract
Many processes in chemistry and physics take place
on timescales that cannot be explored using standard
molecular dynamics simulations. This renders the use
of enhanced sampling mandatory. Here we introduce an
enhanced sampling method that is based on construct-
ing a model probability density from which a bias po-
tential is derived. The model relies on the fact that
in a physical system most of the configurations vis-
ited can be grouped into isolated metastable islands.
To each island we associate a distribution that is fit-
ted to a Gaussian mixture. The different distributions
are linearly combined together with coefficients that
are computed self consistently. Remarkably, from this
biased dynamics, rates of transition between different
metastable states can be straightforwardly computed.
One of the most active areas of theoretical chemical
physics is that of enhanced sampling, especially in the
area of atomistic simulations. The roots of this interest
lie in the presence of kinetic bottlenecks in many of the
systems of current interest. These bottlenecks drasti-
cally reduce the probability of observing transitions be-
tween different metastable states in an affordable com-
puter time, thus limiting the possibility of studying in-
teresting and important phenomena like chemical reac-
tions, nucleation, and protein plasticity.
In order to overcome this limitation a great variety
of methods has been suggested1. The first such method
has been described in the classic work of Torrie and Val-
leau2 in which umbrella sampling has been introduced.
In this paper a bias potential V (R), function of the
atomic coordinates R, is added to the potential U(R).
The role of V (R) is to facilitate transitions from one
metastable state to another. The Boltzmann expecta-
tion value of any operator O(R) is then computed from
the biased trajectories using the reweighting formula:
〈
O(R)
〉
=
〈
O(R) eβV (R)
〉
V〈
eβV (R)
〉
V
(1)
where β is the inverse temperature and the suffix V
indicates that the averages are performed over the en-
semble biased by V (R). Torrie and Valleau suggested
writing V (R) in the form V (s(R)) where s(R) is a set of
order parameters or collective variables (CVs) that de-
scribe the difficult-to-sample degrees of freedom. After
Torrie and Valleau many proposals have been put for-
ward on how to build a suitable V (s(R)). Among the
many methods suggested, one can mention here adap-
tive umbrella sampling3, Gaussian mixture umbrella
sampling4, metadynamics5 and variationally enhanced
sampling6. Of course, crucial to the success of all of
these methods, is the use of an appropriate set of CVs.
While the process of identifying CVs can be very in-
sightful7, it can also be time consuming, in spite of the
fact that several methods have been proposed to facili-
tate the CV construction8–12.
Here we take a different approach that does not re-
quire the introduction of a restricted set of CVs and
aims at constructing an intrinsically multidimensional
bias. We borrow here the strategy of adaptive umbrella
sampling and rather than building the bias we operate
first on the probability distribution and then we link it
to the bias.
V (R) =
1
β
logPm(R), (2)
Similar strategies have been followed also in a number of
publications4,13,14. However we differ from this class of
methods in that we do not assume that the bias depends
on a very restricted set of CVs.
In order to understand why one establishes such a
link, we consider two extreme cases. In the first, Pm(R)
coincides with the Boltzmann distribution
Pm(R) =
e−βU(R)
Z
(3)
Z =
∫
dR e−βU(R) being the partition function. In
such a case, apart from an irrelevant constant, V (R) =
−U(R). This amounts to performing a uniform sam-
pling. This is in the practice a useless endeavour. In
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the second case we take Pm(R) = 1 thus V (R) = 0 and
this amounts to imposing a null bias. Of course a useful
choice is a compromise between these two extremes, too
much bias and no bias.
In setting up our density model we have in mind
the fact that, as discussed earlier, a physical system
spends most of its time visiting only a finite number
of metastable states. We characterize the metastable
states by a number of descriptors d(R) ≡ {di(R) ; i ∈
{1, Nd}} that delimit the space in which we want the
bias to act. Identifying a set of useful descriptors is far
less challenging than determining a set of CVs. In fact
Nd can be large, while the number of CVs needs to be
small since the computational cost scales exponentially
with the number of CVs. In addition the choice of CVs
implies a hypothesis, even if tentative, on the transi-
tion mechanism. No such insight is needed here and
the d(R) is just a set of variables that can distinguish
between the different metastable states, in such a way
that equilibrium configurations belonging to different
metastable states are projected into separate regions.
Implicitely we are assuming here that the rate of tran-
sition between states is much slower than their internal
dynamics.
For each of the M metastable states we then run short
trajectories obtaining M sets of configurations. We use
these configurations to model the probability density
pi(d) for each metastable state i. Here we approximate
pi(d) by a Gaussian mixture but other choices are also
possible.
In the Gaussian mixture scheme pi(d) is expressed as
a linear combination of multivariate Gaussians:
pi(d) ∼=
Ki∑
k=1
piik N (d|µik,Σik) (4)
where the mixing coefficients piik satisfy the conditions
0 ≤ piik ≤ 1 and
Ki∑
k=1
piik = 1
15 . Having determined the
M pi(d), we then construct Pm(R) as
Pm(R) =
1
M
M∑
i=1
pi(d(R))
Zi
(5)
where we have introduced the normalizing constants
Zi =
∫
dR pi(d(R)).
The bias then becomes:
V (R) =
1
β
log
( 1
M
M∑
i=1
pi(d(R))
Zi
)
(6)
which, after dropping irrelevant constants, can be
rewritten as:
V (R) =
1
β
log
( M∑
i=1
Z1
Zi
pi(d(R))
)
(7)
The ratios Z1/Zi are not known a priori, but they can
be set to an arbitrary value at the beginning of calcula-
tion and estimated self consistently from
Z1
Zi
=
〈
p1(d(R))eβ(U(R)+V (R))
〉
V〈
pi(d(R))eβ(U(R)+V (R))
〉
V
. (8)
In doing so we are taking inspiration from integrated
tempering sampling16,17. Alternatively one could use
the variational method in Ref. 18 or its possible gener-
alization to many states. We note that the introduction
of the terms Z1/Zi is crucial for getting a good bias
potential since it gives information on the relative free
energy differences between states. However, accurately
converged values of Z1/Zi are not needed provided that,
when inserted in Eq. 7, the resulting bias is able to pro-
mote transitions between metastable states. The statis-
tics is then accumulated by using Eq. 7 where the Z1/Zi
ratios are fixed. We refer to our method as Gaussian
Mixture Based Enhanced Sampling (GAMBES).
As it is written in equation(7), V (R) is not useful
since by construction there is negligible overlap between
different pi(d) and when the system visits a region of
small overlap, the bias becomes much too large. Thus
we do not allow the Gaussian to go to zero but we let
each Gaussian decay smoothly to a preassigned value
pc (see supporting information (SI) ). Thus each p
i(d)
acts in a limited region of space and is constant in be-
tween. Occasionally even this remedy is not enough
and in spite of the bias the system is not capable of
escaping a metastable state. In such a case, we collect
for a while the configurations thus accumulated. We
fit the descriptor distribution of these configurations to
a new Gaussian mixture and treat formally this set of
configurations as a ghost metastable state. In the SI,
we exemplify how this strategy works in the practice.
We stress here that in our experience this procedure is
rarely needed as it is the case in the examples illustrated
in the main text.
In all circumstances, in the interstitial regions the
bias has a constant value V0 and differs from this value
whenever visiting a metastable state. By subtracting
this constant from the bias one has by construction a
bias that is zero in the transition state region. Thus we
are in the position to make use of the ideas of conforma-
tional flooding19, hyperdynamics20, infrequent metady-
namics21 and variational flooding22. From the biased
trajectories in which the Z1/Zi are kept constant, the
rates can be computed directly using the hyperdynamics
formula of Ref. 21 that amounts at rescaling the biased
trajectory time as follows:
τ =
∫ t
0
dt′eβ [V (R(t
′))−V0] (9)
where t is the simulation time and τ is the rescaled
physical time.
We now first test our method on the simple but in-
structive case of alanine dipeptide in vacuum. At room
2
temperature, three different conformational states are
accessible, C7eq, C5, and C7ax (see SI). The peptide
converts easily from C7eq to C5 and much more rarely
visits C7ax. Thus we can regard this system as com-
posed of two metastable states, in the first (i = 1),
C7eq and C5 are both populated, while in the second
(i = 2), only C7ax is visited. We run for each state two
unbiased simulations of 2 ps.
The simulations are carried out in the NVT ensem-
ble using a molecular dynamics (MD) timestep of 2
fs and the AMBER99-SB forcefield. The tempera-
ture is kept constant at 300K using the stochastic ve-
locity rescaling thermostat24. The electrostatic and
non-bonded van der Waals interactions are calculated
without any cutoff, and periodic boundary conditions
are not imposed. All simulations are performed us-
ing GROMACS-2018.425 and for the biased simulations,
this MD engine is patched with a modified version of the
PLUMED2.0 plugin26.
We use as descriptors the two dihedral angles d ≡
{φ, ψ} and fit in the probability distribution to two dif-
ferent multivariate Gaussian mixture models. The num-
ber of Gaussians for each state is chosen using the Bayes
Information Criterion (BIC)27. The optimal value for
state 1 is K1 = 5 while for state 2 it is K2 = 2 (see SI).
In order to evaluate the performance of the method,
we run 50 independent 10 ns long biased simulations
with different initial configurations selected from a pre-
vious biased trajectory. In order to have a reference
value, we also run 50 independent well-tempered meta-
dynamics simulations of length 10 ns and with a bias
factor of γ = 10.
Figure 1: Free energy surface of alanine dipeptide ob-
tained from a 10 ns GAMBES simulation. In red are
some of the points visited during the simulation. Few
selected trajectories are also marked with continuous
lines.
In figure 1 we give an impression of the dynamics
associated with our new method. It can be seen that the
system almost never visits the very high energy states
and samples only the basins and the regions in between.
Furthermore, although no directionality is imposed, the
Figure 2: Free energy differences of alanine dipeptide
averaged over 50 independent simulations of GAMBES
and well-tempered metadynamics (WT-METAD).
system follows the expected low free energy routes when
translocating from one state to another. Additionally,
out of the two possible low free energy pathways, the
system prefers the lower energy route, as it should.
In figure 2, the time evolution of the mean and the
standard deviation of the free energy difference (see SI)
between the two states are shown. In the metadynam-
ics runs ∆F has been computed using the reweighting
scheme of Tiwary and Parrinello 23, discarding the ini-
tial 2 ns trajectory during which the system still evolves
towards the asymptotic limit in which the reweighting
of Ref. 23 is valid. In the GAMBES runs, we use the
initial 2 ns to estimate the ratio Z1/Z2 and then keep
fixed this ratio for the remaining 8 ns, during which we
calculate ∆F using the static reweighting of Eq. 1. It is
reassuring to see that the performance of our method is
even slightly better than that of metadynamics. In fact
experience has shown that it is difficult to outperform
metadynamics when good CVs are used. Such is the
case for alanine dipeptide when both φ and ψ are used
as CVs.
We now analyze a representative trajectory in order to
extract the reaction rate with the use of Eq. 9. We focus
here on the rate in which the alanine dipeptide moves
from the C7eq-C5 basin to the C7ax basin following the
lowest free energy path. This being the transition for
which most statistics can be accumulated. In figure 3,
we plot the cumulative probability and extract a tran-
sition time τAB by fitting a Poisson distribution
22,28.
The value τAB = 116 ns is extracted while the values of
τAB as reported in Ref. 28 are 110.2 and 106.3 for MD
and well-tempered and infrequent Metadynamics21 re-
spectively. Detailed comparison of the values obtained
with that of Ref. 28 are reported in the SI.
Clearly, the ability of extracting dynamical informa-
tion from ordinary biased run sets GAMBES aside from
other methods. However even restricting ourselves to
the consideration of its performance in the calculation
of equilibrium properties, GAMBES offers considerable
advantages when metadynamics deals with suboptimal
CVs18. This being the case most encountered in the
practice when dealing with real systems. For this rea-
3
Figure 3: Cumulative probability distribution of first
passage times (thin yellow) and the rescaled first pas-
sage times (thin blue) for C7eq → C7ax transition.
The Poisson distribution fit for the rescaled time with
τAB = 116 ns is shown (thick blue). The p-value associ-
ated with the Kolmogorov-Smirnov test is found to be
0.79
son we explore the performance of our method in a case
in which the CVs are suboptimal. This is the case of
a modified Wolfe Quapp potential18 (figure 4) in which
the suboptimal x coordinate is used as CV. For the sake
of comparison, we ignore on purpose the fact that in
GAMBES the number of descriptors can be made large
at essentially zero cost and we perform a GAMBES run
using only this one suboptimal CV as descriptor.
The calculation follows the line of the alanine dipep-
tide one and the technical details are given in the SI.
The free energy differences averaged over the 50 simu-
lations and their standard deviation are shown in fig-
ure 5 for the two sets of simulations. It can be seen
from figure 5 that GAMBES outperforms standard well-
tempered metadynamics even if its full potential is not
used. Given the suboptimal character of the CV we
have not attempted to obtain reaction rates.
Figure 4: Modified Wolfe-Quapp potential. The config-
urations visited during two unbiased trajectories started
in each of the two minima are superimposed.
Figure 5: Time evolution of free energy differences av-
eraged over 50 simulations. The error bars denote the
standard deviation. The black dashed line is the mean
free energy difference obtained from a set of 1×107 steps
long well-tempered metadynamics simulations.
We now illustrate the applicability of GAMBES to a
multistate system. This is a case in which our method
has some additional advantage relative to methods like
Harmonic Linear Discriminant Analysis (HLDA). In
fact in HLDA the number of CVs increases with the
number of metastable states. In contrast in GAMBES
the number of states can be increased without having
to pay an exorbitant cost. As a representative of the
multistate case we take the hydrobromination reaction
of propene (figure 6). In this reaction, the addition
of bromine to propene can lead to two possible prod-
ucts due to the asymmetry of the propene carbon cen-
ters. These two products are commonly referred to as
Markonikov and anti-Markonikov.
As it has been shown in Ref. 29, studying even a
simple chemical reaction like this requires at least 5 de-
scriptors that can distinguish between the three states
of interest. Following this work, we choose similar dis-
tance based decsriptors. We provide all the computa-
tional details in the SI.
Figure 6: Schematic representation of the Hydro-
bromination of propene reaction.
In figure 7, we can see that in about 200 ps there have
been at least 4 transitions between each state and the
estimates of Z1/Z2 and Z1/Z3 are capable of inducing
frequent transitions. Thus we fix the Z1/Z2 and Z1/Z3
values and run 200 ps long fixed bias simulation.
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In order to represent the result we calculate the free
energy surface along the s1 and s2 CVs that are ob-
tained using the HLDA procedure (see SI). The free
energy obtained using a static reweighting (Eq. (1)) is
shown in figure 8. For a study of the reaction rates, we
refer the reader to the SI where it is shown that from the
biased run, the reaction rates toward the Markonikov
product can be calculated. On fitting a Poisson distri-
bution to the rescaled first passage time, a τ = 2.2×107s
with a p-value associated with the Kolmogorov-Smirnov
test of 0.92 were obtained.
Figure 7: Time evolution of a representative descriptor
(H-Br distance) as a function of the simulation time dur-
ing a 200 ps long equilibration simulation. The colours
blue, green and orange denote the reactant, Markonikov
and the anti-Markonikov states respectively.
Figure 8: The free energy surface of Hydrobromina-
tion reaction obtained using GAMBES, projected on
the HLDA CVs
In conclusion we have presented a sampling method
that belongs to the family of umbrella sampling and it is
based on modelling the probability distribution rather
than the bias itself, making it closer in spirit to adap-
tive umbrella sampling. Besides providing an alterna-
tive point of view on the sampling problem, the method
appears to offer distinctive advantages. One can use
a large number of descriptors. Different states can be
modeled with different descriptors (see SI). One could
also use the method in an exploratory fashion. That
is one starts with an initial assumption on the possible
metastable states and then as new states are discovered
their Gaussian mixture model can be added to Pm(R).
An area in which this procedure appears to hold great
promise is that of the study of multi-step chemical re-
actions. Possibly the most exciting prospective is to
calculate in a single shot both the static and dynamical
properties.
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