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RÉSUMÉ. Une des principales questions qui se pose en modélisation de l'apprenant à l'aide de 
réseaux bayésiens est celle de l'orientation des arcs. Notre hypothèse centrale est que cette 
orientation est liée au niveau d'expertise de l'apprenant, et que par conséquent un tel modèle 
devrait être composés de plusieurs réseaux différents. Nous donnons dans cet article une 
série d'arguments théoriques en faveur de cette hypothèse, puis nous présentons des modèles 
probabilistes constitués de plusieurs réseaux bayésiens concurrents (les multi-réseaux). Ces 
modèles nous permettent de mettre en œuvre nos idées et de tester nos hypothèses sur des 
données ; les résultats obtenus confortant notre approche. 
MOTS-CLÉS : modélisation de l'apprenant, réseaux bayésiens, diagnostic cognitif. 
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1. Introduction 
Les réseaux bayésiens sont d'efficaces outils de modélisation de l'apprenant dans 
l'incertain. Au cours de la dernière décénie, ils ont été utilisés avec succès dans de 
nombreux systèmes, avec différents objectifs, de l'évaluation des connaissances de 
l'apprenant à la reconnaissance du plan suivi en résolution de problème. De 
nombreux modèles ont ainsi été construits, et, à l'exception notable du travail de 
Reye [REYE 2004], il n'y a pas eu de tentative d'approche synthétique du problème. 
Notre objectif n'est pas ici de démontrer le bien fondé de l'utilisation de réseaux 
bayésiens en modélisation de l'apprenant (ils sont utilisés), mais d'étudier certaines 
modalités de leur mise en œuvre dans ce cadre. 
Notre travail de thèse s'est centré sur la question de l'orientation des arcs, et de 
manière plus général sur la structuration des réseaux bayésiens en modélisation de 
l'apprenant. Nous tentons de montrer dans cet article en quoi cette question est 
cruciale. De plus, la question de l'adaptation structurelle du réseau aux 
comportements de l'apprenant à parfois été évoquée [MAYO&MITROVIC 2001], 
mais uniquement pour signaler l'existence du problème, sans apporter de piste ou 
d'ébauche de réponse, et ce alors que différents résultats de psychologie cognitive 
atteste de l'existence de différences structurelles selon le niveau d'expertise 
[CHI et al 1981]. L'hypothèse centrale de notre travail est qu'il existe un lien entre la 
structure du modèle de l'apprenant et son niveau d'expertise. 
La problématique de cet article peut se résumer de la manière suivante : pourquoi 
et comment prendre en compte plusieurs réseaux bayésiens concurrents au sein d'un 
même modèle de l'apprenant ? Cette prise en compte est-elle expérimentalement 
justifiée ? Dans un premier temps, et après être revenu succinctement sur la 
définition des réseaux bayésiens, nous évoquons plus en détails les difficultés 
rencontrées lors de l'utilisation de réseaux bayésiens en modélisation de l'apprenant 
(en nous concentrant sur le cas le plus courant, c'est-à-dire celui de la construction 
par élicitation de savoir expert). Ensuite nous présentons les multi-réseaux qui sont 
des modèles graphiques probabilistes permettant de prendre en compte plusieurs 
réseaux au sein d'un même modèle et qui offrent par conséquent un cadre dans lequel 
tester nos hypothèses. La section 4 est quant à elle consacrée à la mise en œuvre d'un 
modèle de l'apprenant multi-réseau dans un cas concret et aux résultats 
expérimentaux obtenus. 
2. Problèmes rencontrés lors de l'utilisation des réseaux bayésiens en 
modélisation de l'apprenant. 
2.1. Quelques mots sur les réseaux bayésiens 
Avant de préciser nos interrogations à propos de l'utilisation des réseaux 
bayésiens en modélisation de l'apprenant, il convient de revenir rapidement sur leur 
définition et sur la signification de l'inférence dans ce cadre. 
RB concurrents pour la modélisation de l'apprenant     415 
2.1.1. Définition 
Un réseau bayésien [PEARL 1988] est un graphe orienté sans circuit dont les 
nœuds sont des variables aléatoires et dont la topologie traduit les dépendances entre 
celles-ci. Plus formellement, un réseau bayésien est un couple ),( VG , G étant un 
graphe orienté sans circuit et V un ensemble de variables nXX ,,1 K  en bijection 
avec l'ensemble des nœuds de G dont la loi jointe est donnée par 
∏
=
=
n
i
iin XpaXPXXP
1
1 ))((),,( K  où pa(Nœud) est l'ensemble des parents du 
nœud Noeud dans G. Le graphe G est appelé structure du réseau, et l'on désigne par 
paramètres les tables de probabilités conditionnelles des nœuds. 
2.1.2. Inférence et circulation de l'information 
L'inférence dans un réseau bayésien est un calcul de probabilités conditionnelles : 
elle consiste en une mise à jour des probabilités après observation des valeurs d'un 
certain nombre de variables. En modélisation de l'apprenant, les variables 
observables modélisent les comportements de l'apprenant au travers de ses 
interactions avec le système. Ainsi, dans Andes [CONATI et al 2002], ce sont les 
capacités de l'apprenant en mécanique newtonienne qui sont inférées à partir de ses 
interactions lors de la résolution de problèmes. La circulation de l'information, c'est-
à-dire l'influence qu'a l'observation d'une variable donnée sur les autres variables du 
graphe dépend de la structure du réseau. La figure 1 résume la circulation de 
l'information dans une chaîne selon qu'elle contient ou non un nœud observé (ou 
l'antécédent d'un nœud observé). 
Figure 1. Circulation de l'information (les nœuds grisés sont observés ou sont les 
antécédents de nœuds observés). 
Dans la suite de cet article, nous reprenons une typologie des nœuds inspirés de 
[CONATI et al 2002], et qui se retrouve sous différents vocables dans la littérature. 
La couche domaine est l'ensemble des nœuds modélisant les connaissances 
épistémiques sur l'apprenant, et la couche tâche celui des nœuds modélisant les 
actions de l'apprenant. 
2.2. Orientation des arcs 
La définition de la structure d'un modèle de l'apprenant basé sur un réseau 
bayésien à partir de savoir expert, se fait très souvent à partir d'une représentation 
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des connaissances du domaine (par exemple les connaissances en avionique dans 
[MISLEVY&GITOMER 1996] ou la programmation en Java dans [ZAPATA-
RIVERA&GREER 2002]). Nous ne discutons pas ici de la validité du squelette 
(graphe non orienté) qui en découle en fonction du type de liens qui sont pris en 
compte (principalement des liens partitifs ou de généricité). Cependant, l'obtention 
de la structure du modèle à partir de ce squelette nécessite l'orientation des arcs. Ces 
orientations conditionnent le diagnostic obtenu, dans la mesure où elles jouent un 
rôle déterminant dans les relations de dépendance entre les variables. 
2.2.1. Influence de l'orientation des arcs sur le diagnostic 
Précisons sur un exemple l'influence de l'orientation des arcs sur le diagnostic 
obtenu. La figure 2 présente une version simplifiée du modèle de Hydrive, dans 
lequel les performances de l'apprenant en électronique sont observées. L'ensemble 
des variables représentant les différentes compétences de l'apprenant est affecté par 
cette observation. Ainsi, si l'apprenant se trouve être compétent en électronique, du 
fait par exemple de sa formation initiale, le modèle diagnostique qu'il en va de même 
dans l'ensemble des autres compétences. 
Considérons (figure 3) un graphe ayant le même squelette, mais avec d'autres 
orientations des arcs. La propagation de l'information est ici bien plus limitée. 
Non seulement le diagnostic obtenu dépend des choix d'orientation des arcs, mais 
il semble bien que l'orientation dépendent du niveau d'expertise l'apprenant. En effet, 
s'il semble raisonnable de considérer le réseau de la figure 2 pour un sujet ayant 
suivit l'ensemble de la formation (pour lequel on peut supposer une certainement 
homogénéité des niveaux de compétence), le réseau 3 semble plus adéquat pour un 
sujet en début de formation, qui peut être très compétent dans un domaine particulier 
du fait de son cursus, sans pour autant maîtriser l'ensemble des compétences 
requises. 
2.2.2. Quels choix pour l'orientation des arcs ? 
Dans la littérature, le choix se porte très massivement en faveur d'une orientation 
des nœuds de la couche domaine vers ceux de la couche tâche. 
La question reste ouverte en ce qui concerne les arcs reliant entre eux les nœuds 
de la couche domaine. Il est courant de présenter ce choix comme une alternative 
entre une orientation du général vers le particulier ou son contraire. On trouve dans 
la littérature des exemples de ces deux choix [MISLEVY&GITOMER 1996], 
[ZAPATA-RIVERA&GREER 2002]), sans que la justification apportée à ce choix 
soit toujours totalement convaincante, si tant est qu'elle existe. Cette dichotomie elle 
même n'est à notre connaissance jamais discutée, la notion de réseaux bayésiens 
équivalents au sens de Markov [VERMA&PEARL 1991] permettant pourtant en 
partie de l'expliquer. 
L'orientation des arcs du général vers le particulier convient lorsque les 
compétences de l'apprenant présentent une certaine homogénéité du fait des 
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dépendances que cette orientation induit. L'orientation dans le sens contraire est 
quant à elle plus adéquate pour des apprenants aux compétences hétérogènes. De 
plus, si nous tenons des constatations faites au §2.2.1 concernant le lien entre 
structure du réseau et niveau d'expertise de l'apprenant, nous concluons qu'il faut que 
le modèle permette cette évolution structurelle. 
Figure 2. Flux d'information dans le modèle de l'apprenant de Hydrive. 
Figure 3. Flux d'information dans le modèle de l'apprenant de Hydrive modifié. 
2.3. Asymétrie de dépendance 
En probabilité on parle d'asymétrie de dépendance lorsque deux variables sont 
dépendantes étant données certaines valeurs de l'une d'entre elles et indépendantes 
étant données d'autres valeurs [GEIGER&HECKERMANN 1996]. 
Dans [MANSKE&CONATI 2005] est présenté un cas typique d'asymétrie de 
dépendance en modélisation de l'apprenant (qui n'est pas repéré comme tel)). Il s'agit 
de la description d'un modèle, constitué d'un réseau bayésien, représentant les 
connaissances de l'apprenant sur les décompositions des entiers en facteurs premiers. 
La construction du modèle de l'apprenant se fait à partir de la constatation suivante 
des enseignants : si un élève connaît la décomposition d'un nombre, alors (en 
général) il connaît celles de ses diviseurs, et le contraire est faux. En d'autres termes 
les connaissances de la décomposition d'un nombre et de celles de ses diviseurs ne 
sont dépendantes que dans le cas où l'élève connaît la décomposition du nombre en 
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question : il s'agit bien d'un cas de dépendance asymétrique (puisqu'elle dépend des 
valeurs des variables). Cette situation ne peut donc pas être modélisé par un réseau 
bayésien. Par conséquent, le modèle construit (qui est un réseau bayésien) ne peut 
pas réellement tenir compte des observations des enseignants. 
2.4. Bilan 
L'analyse de la littérature nous montre d'une part que la question de l'orientation 
des arcs est à la fois cruciale et en regard de quoi peu traitée, et d'autre part qu'un 
modèle devrait pouvoir prendre en compte plusieurs réseaux bayésiens que ce soit 
pour tenir compte de l'évolution structurelle de ses connaissances ou des relations de 
dépendances asymétriques. 
3. Un cadre permettant la prise en compte de plusieurs réseaux au sein d'un 
même modèle : les multiréseaux. 
Dans cette section, nous présentons les multi-réseaux qui sont des représentations 
probabilistes des connaissances permettant la prise en compte des asymétries de 
dépendances introduits dans [GEIGER&HECKERMANN 1996]. 
Les multi-réseaux offrent un cadre théorique de prise en compte de la variation 
de la structure des connaissances de l'apprenant : celui-ci n'est plus représenté par un 
unique réseau, mais par un ensemble de réseaux de structures différentes. Ce cadre 
théorique permet également de tester l'hypothèse centrale de notre travail sur le lien 
entre la structure des connaissances de l'apprenant et la structure du réseau qui le 
modélise (cf. §4). 
3.1. Présentation 
Les multi-réseaux généralisent les réseaux bayésiens dans le même sens que les 
mélanges de gaussiennes généralisent les distributions gaussiennes : un multi-réseau 
est constitué de plusieurs réseaux bayésiens à chacun desquels est associée une 
probabilité. Les différents réseaux bayésiens le constituant sont formés des mêmes 
noeuds, mais présentent des topologies différentes. 
Du fait de son caractère généralisateur (un réseau bayésien est un multi-réseaux à 
une seule composante), ce formalisme permet de tirer pleinement avantage de 
l'expertise acquise en modélisation de l'apprenant à l'aide de réseaux bayésiens. 
Dans la suite, nous supposons que le multi-réseau est composé de n réseaux 
bayésiens nrr ,,1 K , dont les probabilités respectives sont notées npp ,,1 K . 
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La probabilité d'un évènement E est alors donnée par : ∑
=
=
n
i
irEPEP
1
)()( , où 
)( irEP  est la probabilité de E dans le réseau ir . 
3.2. Utilisation dans le cadre de la modélisation de l'apprenant 
3.2.1. Construction des différents réseaux 
Nous nous limitons à l'analyse de réponses d'apprenant à des exercices dans des 
domaines où les connaissances de l'apprenant peuvent de décliner en savoirs et 
savoir-faire (typiquement, les mathématiques ou les sciences physiques). 
Nous considérons donc trois types de nœuds : les savoirs et savoir-faire, qui 
constituent la couche domaine, et les items qui modélisent les réponses de 
l'apprenant et constituent quant à eux la couche tâche. Nous supposons de plus que 
nous disposons d'une représentation des connaissances du domaine sous forme de 
graphe non-orienté, dans lequel les items ne sont lié qu'à des savoir-faire. 
L'interprétation traditionnelle causale des arcs dans un réseau bayésien (l'arc est 
orienté de A vers B lorsque A est une des causes de B) ne nous semble pas la plus 
pertinente dans le cas de la modélisation de l'apprenant. La question de savoir si un 
élève est bon en mathématiques parce qu'il résout beaucoup d'exercices ou au 
contraire qu'il résout beaucoup d'exercices parce qu'il est bon en mathématiques nous 
semble particulièrement difficile à trancher. Il en va de même pour ce qui est de 
discerner les éventuels liens de cause à effet entre la connaissance qu'à un apprenant 
des mathématiques et celles de ses objets. De ce fait, pour décider de l'orientation 
des arcs entre les différentes variables, nous avons recours à une analyse 
systématique a priori des dépendances entre les variables [HIBOU et al. 2006]. 
En résumé, cette analyse nous permet de confirmer la validité du choix 
habituellement fait dans la littérature d'une orientation des arcs des nœuds de la 
couche domaine vers ceux de la couche tâche, tout en confirmant l'impossibilité de 
déterminer a priori une orientation entre les nœuds savoirs. 
3.2.2. Apprentissage des paramètres 
Le cas d'utilisation des multi-réseaux que nous envisageons comporte une 
importante simplification par rapport au cas général : nous faisons l'hypothèse que 
les structures des différents réseaux considérés et les tables de probabilités 
conditionnelles sont connues. Seules sont à déterminer les probabilités a priori des 
différents réseaux et la loi de la variable cachée déterminant la probabilité de chaque 
réseau. 
Dans la mesure où nous considérons que chaque apprenant est modélisé par un 
des réseaux, nous proposons d'utiliser l'algorithme EM [LAURITZEN 1995] après 
avoir affecté à chacun d'entre eux les données qui lui correspondent. Plus 
précisément (voir algorithme 1, les données sont notée ndd ,,1 K ) après 
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initialisation au hasard de la probabilité de chacun des réseaux, on affecte à chaque 
donnée le réseau le plus probable, puis on apprend les paramètres manquants de 
chacun d'entre eux à l'aide de l'algorithme EM. On calcule ensuite la probabilité de 
chaque réseau sachant les données, puis on recommence la boucle, jusqu'à 
convergence des ip . 
3.2.3. Diagnostics 
Un multi-réseau permet d'obtenir deux types de diagnostics : le diagnostic local 
et le diagnostic global. 
Le diagnostic local s'obtient en calculant pour chaque variable de la couche 
domaine K la table de probabilités de K connaissant les valeurs des observables. 
Conceptuellement ce diagnostic est du même type que celui effectué dans un modèle 
de l'apprenant basé sur un seul réseau bayésien : il s'agit d'un calcul de probabilités 
conditionnelles. Cependant, ce calcul prend en compte les différents réseaux 
correspondants aux différents niveaux d'expertise. 
Le diagnostic global est d'une nature tout à fait différente : il s'exprime non pas 
en terme de croyance sur l'acquisition de telle ou telle connaissance, mais en terme 
de réseau correspondant le mieux aux actions de l'apprenant. Ce réseau est celui qui 
maximise )( ji drP  parmi les réseaux pris en compte dans le modèle. Puisque les 
réseaux du modèle différent en terme de structure, le diagnostic global donne des 
indications sur la structuration des connaissances de l'apprenant. 
Il est important de remarquer que c'est la structure de multi-réseau qui donne un 
sens à l'expression « le réseau qui modélise le mieux l'apprenant ». 
4. Expérimentations 
Pour nos expérimentations, nous nous sommes servis de données recueillies lors 
de l'utilisation du logiciel de diagnostic en algèbre PEPITE 
[DELOZANNE et al 2003]. Nous ne cherchons pas à concevoir un modèle 
computationnel reprenant les éléments et les axes du diagnostic de PEPITE. Nous 
nous servons de PEPITE et des données utilisateurs qui ont été collectées durant 
plusieurs années comme champ d'expérimentation. Il s'agit pour nous de tester la 
validité de notre hypothèse sur le lien entre niveau d'expertise de l'apprenant et 
structure du réseau qui le modélise. 
4.1. Description du modèle 
Les exercices proposés dans PEPITE requièrent des connaissances en algèbre (sur 
les puissances, les racines carrés, les fractions,...) et en géométrie (sur les droites et 
les aires). Le squelette des couches domaines des différents réseaux bayésiens 
constituant le multi-réseau modèle de l'apprenant est ainsi constitué d'un nœud pour 
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chacun des savoirs algébriques ou géométrique nécessaires à la résolution des 
exercices (plus leurs déclinaisons en savoir-faire, comme par exemple Calculer le 
coefficient directeur d'une droite) auxquels s'ajoutent les nœuds Maths, Géométrie et 
Algèbre. 
4.1.1. Les 5 structures retenues 
En suivant notre analyse a priori, nous arrivons donc, à partir de ce squelette, à 8 
réseaux différents (2 orientations possibles en chacun des trois nœuds Maths, 
Géométrie et Algèbre). Chacun de ces réseaux peut être interprété en terme 
d'homogénéité ou d'hétérogénéité des savoirs de l'apprenant (cf §2.2.2). Par exemple 
le réseau 6 représenté figure 4 modélise un apprenant aux connaissances homogènes 
en algèbre et hétérogènes en géométrie. En éliminant les réseaux qui ne s'interprètent 
pas de manière satisfaisante (par exemple un réseau modélisant un apprenant ayant 
des connaissances hétérogènes en algèbres mais homogènes en mathématiques), nous 
réduisons le nombre de composants du modèle de l'apprenant à 5 (figure 4). 
La couche tâche des différents réseaux est constitué de 34 Items modélisant les 
réponses aux exercices, chacun d'entre eux étant connecté avec les savoir-faire à y 
mettre en œuvre. 
4.1.2. Paramètres 
Les relations entre les nœuds de la couche domaine ne sont pas bruitées, les 
nœuds racines (i.e ceux n'ayant pas de parents) suivant une loi équiprobable. Au 
niveau de la couche tâche, les paramètres représentent la probabilité de se tromper 
dans son domaine de compétence (uniformément fixé à 0,15), ou de deviner la 
réponse exacte (en fonction du nombre de réponses possibles). 
La probabilité d'apparition de chacun des 5 réseaux est fixée à 0,2. 
4.2. Résultats 
Nous avons travaillé sur un ensemble de 400 fichiers de réponses aux exercices 
de PEPITE. Ces 400 apprenants sont des élèves scolarisés en classe de troisième ou 
de seconde. Pour chacun d'entre eux, nous utilisons la classe comme indicateur du 
niveau d'expertise, étant entendu que certains élèves de troisième peuvent être plus 
compétents que certains élèves de seconde. 
Puisque le diagnostic global nous permet d'obtenir le réseau (et donc la structure) 
qui modélise le mieux l'apprenant, et que nous voulons tester une hypothèse sur le 
lien entre cette structure et le niveau d'expertise de l'apprenant, nous cherchons donc 
à voir s'il existe des différences significatives entre ces deux populations du point de 
vue du diagnostic global. Autrement dit nous voulons savoir s'il y a une corrélation 
entre le résultat du diagnostic global et le niveau scolaire. 
Les différences de répartition obtenues entre les élèves de seconde et ceux de 
troisièmes ont été mesurées en utilisant le test du chi 2. 
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Nous avons fait des expérimentations avec ou sans apprentissage, celui-ci se 
faisant sur tout ou partie des données. Il faut noter que lorsque nous parlons 
d'apprentissage, il s'agit seulement de l'apprentissage des paramètres du multi-réseau 
et que l'indication de la classe de l'élève ne se trouve pas dans les fichiers qui servent 
à cet apprentissage. 
Algorithme 1 : 
 
Nous donnons tableau 1 les résultats obtenus après apprentissage sur l'ensemble 
des données, l'ensemble des résultats que nous avons obtenus allant dans le même 
sens.Tout d'abord, l'hypothèse d'indépendance est rejetée (test significatif à 0,01). 
Ensuite, si nous nous intéressons à la répartition des différents réseaux dans les 
différentes classes, nous constatons qu'en seconde il y a sur-représentations des 
réseaux modélisant des apprenants aux connaissances homogènes en algèbre et sous-
représentation de ceux modélisant des apprenants aux connaissances hétérogènes en 
algèbre, et que c'est l'exact opposé en classe de troisième. 
Tableau 1. Corrélation entre niveau scolaire et résultat du diagnostic global. 
Ces résultats confortent nos hypothèses. D'une part, nous avons bien mis en 
évidence une corrélation entre le niveau d'expertise et la structure du réseau 
modélisant l'apprenant, ce qui constitue un argument en faveur de la prise en compte 
de plusieurs réseaux au sein du même modèle. 
Structure Seconde Troisième
Observé Théorique Écart Observé Théorique Écart
RB 8 104 118,15 1,69 - 109 94,85 2,11 +
RB 7 4 5,55 0,43 - 6 4,45 0,54 +
RB 6 25 24,41 0,01 + 19 19,59 0,02 -
RB 2 11 8,32 2,73 + 4 6,68 1,08 -
RB 1 69 56,58 5,73 + 33 45,42 7,14 -
RB concurrents pour la modélisation de l'apprenant     423 
D'autre part, nous constatons bien une sur-représentation des réseaux homogènes 
(ceux dont les arcs sont orientés du général vers le particulier) chez les apprenants 
les plus expérimentés et une sur-représentation des réseaux hétérogènes chez ceux 
qui le sont le moins. 
Figure 4. Les 5 réseaux bayésiens composant le modèle. 
5. Conclusion 
Nous avons montré en quoi d'un point de vue théorique et compte tenu de 
l'analyse de la littérature, il semble justifié de prendre en compte plusieurs réseaux 
bayésiens au sein d'un même modèle de l'apprenant, que se soit pour tenir compte 
des asymétries de dépendance ou de l'évolution structurelle des connaissances de 
l'apprenant. Nous proposons d'utiliser pour ce faire les multi-réseaux qui permettent 
une telle prise en compte dans un cadre mathématiquement bien fondé. 
Les expérimentations présentées dans cet article sont autant d'arguments en la 
faveur de notre hypothèse sur le lien entre niveau d'expertise de l'apprenant et la 
structure du réseau bayésien qui le modélise. 
Nous voyons principalement deux directions dans lesquelles poursuivre ce 
travail. D'une part en appliquant nos idées à des modèles conceptuels plus évolués 
que celui utilisé jusqu'à présent, et d'autre part en explorant l'exploitation qui peut 
être faite du diagnostic global, notamment en termes de remédiations. 
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