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We assume that r and X have no common zeros. The elements 17 of H are then given by P(A) = r(A) I A--1" (1.2) x(A)
__O
In order to simplify our presentation, we assume that the zeros {Ak}k=l of x are distinct. How our formulas need to be modified in order to remove this assumption is discussed in Remark 1.1 below. Hence p has a partial fraction decomposition n P(A)
Expansion of the right hand side of (1.3) into a geometric series, and comparison with (1.2), yields Let 2 denote the vector space C,' equipped with the Euclidean norm. Proposition 1.1. H : 12 -+ 12 bounded * iAkl < I for I < k < n.
Proof. The proposition holds independent of the multiplicity of the Ak. In the present proof we assume that the Ak are distinct. The proof for confluent Ak is commented on in Remark 1.1.
Let e = [ej]' 0 e C' be the axis vector with E 0 = 1. Then
where the last implication follows from (1.4).
Conversely, assume that IAkI < 1 for 1 < k < n. Then by (1.8) -(1.10) we obtain = IIAll 2 11VoIl2l(I -(AHA))-'l 2
. a
We assume henceforth that IA1,1 < 1 for 1 < k _< n. Introduce U:=VVo', (1.11)
(1.12)
Then H 0 has rank n. We note , by comparing (1.12) with (1.10), that H 0 is the leading principal n x n submatrix of H. From (1.10) -(1.12) it follows that
(1.13)
The leading n x n submatrix of U is I,, the n x n identity matrix. U therefore is of rank n and can be factored U = QR, Q ( G o1n, R c Cn:n where QHQ = In and R is a nonsingular right triangular matrix. We obtain
(1.14)
where a denotes the set of singular values and a+ denotes the subset of the positive ones.
The n x n matrix RHORT is complex symmetric. Takagi [Tall, [Ta2] showed the existence of a complex symmetric singular value decomposition 16) where the bar denotes complex conjugation and 5 ik is Kronecker's b function. The problems (1.15) -(1.16) could be solved by the algorithm described in [BGG] , but this would require RHoRT to be explicitly computed. In order to avoid these matrix multiplications we let v. := RH w and obtain from (1.16) the generalized Takagi singular value problem
(1.17)
The solution of (1.17) requires (RHR) -' to be known. In Section 3 we show that where T, and M 0 are Toeplitz matrices, and describes a numerical scheme for the computation of this factorization from (1.16) in 0(n 2 ) arithmetic operations. We also present a Hermitian factorization of RH R into n x n triangular matrices.
The factorization (1.19) may be of interest for the numerical solution of (1.17 Other methods for reducing the singular value problem for H to a finite dimensional one have been described by Kung and Gutknecht [Gu] and Young [Yo] . These methods, however, do not preserve symmetry. Moreover, Young's approach requires generally O(n 3 ) arithmetic operations to compute the matrices required. .=o
In (1.5) A has to be substituted by the upper triangular Hankel matrix
The matrix A in (1.6) has to be replaced by the Jordan matrix with all diagonal elements equal to A, and all superdiagonal elements equal to one. The matrix Vo in (1.7) need be replaced by the *,onfluent Vandermonde matrix. For instance, we obtain for n = 3
With A, A and VO modified as described, we define Vj and V by (1.8) -(1.9), U by (1.11) and H 0 by (1.12). Then (1.10) and (1.13) hold and H 0 is the leading principal n x n submatrix of H. Also (1.14) -(1.19) remain valid. Proposition 1.1 can be shown by replacing (1.4) by (1.4'), and by bounding the sum :0
where A now is a Jordan matrix. This sum is bounded if JAI I < 1, and the proposition remains valid.
In general, when the Ak are of arbitrary multiplicity, A in (1.5) has to be replaced by a block diagonal matrix, where each block is an upper triangular Hankel matrix. The blocks are of the same sizes as the multiplicities of the Ak, and the number of blocks equals the number of distinct Ak. A in (1.6) is replaced by a Jordan matrix with Jordan boxes of the same sizes as the multiplicities of the A,, and the number of boxes equal to the number of distinct Ak. 
{ AV + B(-U) = V(-E)
BV -A(-U) = (-U)(-E),
i .e .
[ ]
Hence C has at least r negative eigenvalues. We could also have let a 3 be the negative eigenvalues of C and then (2.3) would have given us positive ones. We therefore may assume that ±rl, =2, ... , are all the nonzero eigenvalues of C.
Since eigenvectors associated with distinct eigenvalues of a real symmetric matrix are orthogonal, we have
The spectral resolution of C is thus 
Moreover WHW = (UT -iVT)(U + iV) = (UTU + VTV) + i(UTV -VTU) = Jr.
If r < n then one may replace E by 
A S'zlple Expression for (RHR)-1
In this section we derive (1.18). The series in (3.5) -(3.6) converge because jAkI < 1 for all k. Substitution of (3.6) into (3.4) shows that G solves (3.4). The unicity follows from 1Akj < 1 for all k. The latter can be seen by a 
(3.8)
Let To be the leading n x n submatrix of T, and let T, be the trailing n x n submatrix of T. Then To is a left triangular Toeplitz matrix, and T, is a unit right triangular Toeplitz matrix.
Example 3.1. Let n = 3. Then
XX33
where we note that X3 = 1. S Lemma 3.2. Let To and T 1 be defined as above. Then
Proof. Let N := THT = ToHTo + T'T 1 . We first show that N is a Toeplitz matrix. Let ej be defined by (3.1). Then by (3.8) we have for 1 < j, k < n,
er' Nek ----eTHT ek = tH(EH)i-Ek-t = tHEk-t,
where we have used that E H E -'. We next define the reversal matrix
Toeplitz matrices are counter symmetric, i.e. N -JNTJ. Using that N is counter symmetric and Hermitian yields
The next lemma presents a Gaussian factorization of F' in terms of To and T 1 . This will be used together with Lemma 3.1 to express G -' in terms of To and T 1 .
Proof. We first show that [Vo A J and the right hand side vanishes for 1 < j, k < n. If the Ak are confluent, then the right hand side expression of (3.12) contains derivatives of x(A) evaluated at Ak. The right hand side of (3.12), however, still vanishes and (3.11) holds.
We now write (3.11) as TOTVo + TT V 0 An = 0 and apply (3.2). This shows (3.10). U
We are now in a position to show (1.18). By (3.4) G satisfies
G = I + FnG FnH
and an application of the Sherman-Morrison-Woodbury formula yields
(3.13)
We now determine an expression for
(3.14)
Substitute Y and (3.10) into (3.13) to obtain
(3.15)
In order to determine a simple expression for Y from (3.15) we need the following observation, which is also central to Section 4. To and T TH are both left triangular n x n Toeplitz matrices. Proof. Unicity follows from (3.14) and that (3.4) has a unique solution. From (3.16) we obtain (3.19)
An application of (3.9) reduces (3.19) to (3.18). The latter has already been shown to be valid. Therefore (3.17) solves (3.15). a (3.20) Then Bo is a left triangular n x n Toeplitz matrix. By (3.14) and (3.17)
G-' = I -ToBo = B-0o.
From ( Now let C(A) and 6 (A) be arbitrary polynomials such that (O) : 0. Henrici [He2, Theorem 13.9e] shows that the first n coefficients in the MacLaurin expansion of (A)/f(A) can be computed in O(n log n) multiplications. The proof uses FFT. It is easily seen that the number of additions also is O(n log n).
From Xn = 1 and (4.1) we obtain R(0) $ 0. Hence, the first n terms in the MacLaurin expansion of X/j can be computed in O(n log n) arithmetic operations. By (4.2) therefore ToT-f = Bo can be computed in O(n log n) arithmetic operations. The expression defining M6-1 is a Gohberg-Semencul formula for the inverse of an n x n Toeplitz matrix, see, e.g., [Io, Theorem 18.2, p. 152] . We denote this Toeplitz matrix by Mo. From the left hand expression of (4.2) and the nonsingularity of T 1 and R it follows that M 0 is Hermitian and positive definite. The desired factorization of RHR is RH R = TI Mo T H .
We will now show how M 0 can be computed. The computation involves running the Levinson algorithm backwards.
Consider the related Gohberg-Semencul formula, see, e.g., [Io, Theorem 18.1, p. 148] 
