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We propose to model the multivariate volatilities via the most predictable factor
(MPF) which is a linear combination of original multivariate data. We develop an
optimization method to find the factor such that it has the largest conditional
variation, and build up the regression relationship between the variance of MPF
and original data. As a consequence, in the prediction of variance we only need
to predict variance for MPF, and use the regression relationship to calculate the
variance of each component. The proposed method is illustrated with simulations
as well as real data examples.
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1Chapter 1
Introduction
Modeling the volatility of asset returns plays a central role for many financial
applications. Volatility here means the conditional variation of the underlying asset
return. Volatility modeling is used widely in the risk management, option pricing,
asset reallocation, etc.
1.1 Motivation
There are several applications for volatility modeling. European call or put
option is the financial derivative which gives the owner the right, but not the legal
obligation, to purchase or sell the underlying asset at a pre-specific strike price, at
the future exercise day. There is a well known Black-Scholes option pricing model
2by Black et al. (1973) for European options:
Price for call: C(S, t) = SN(d1)−Ke−r(T−t)N(d2),










T−t , d2 = d1−σ
√
T − t, N(·) is the cumulative distribution
function of the standard normal distribution, T − t is the time to maturity, S and
K are the spot and strike prices of underlying asset, r is the risk free rate and σ2
is the volatility in the log return of the underlying asset.
Thus, we can see the volatility in model 1.1 plays a central role in option pricing.
The increase of volatility in the underlying asset return increases the value of both
call and put options.
Another application for volatility modeling is calculating Value at Risk(VaR)
in risk management. If you specify a significant level α, V aRα is the risk measure
such that the probability of the loss of an investment worse than V aRα is less than
α. In other words, V aRα is the maximum loss of a financial position during a
given investment period for a given probability α. From the statistical point of
view, V aRα is the quantile of the distribution of the asset return. J.P. Morgan
developed the RiskMetrics method to calculate VaR, see Longerstaey and More
(1995):
V aR0.05 = Amount of position× 1.65σt. (1.2)
In addition, the mean-variance framework by Markowitz (1954) is used widely
in asset allocation. In this model, it uses the volatility as risk measure. Also, the
3new financial derivative which uses the volatility index as the underlying assets
further motivates the study of volatility modeling.
The key characteristic for volatility is that it cannot be observed directly. In
the literature, there are three main methods to model the volatility.
High frequency financial data can be used to calculate the volatility of low
frequency data. If the high frequency data is provided, people usually calculate
the so-called realized volatility(RV), and use the RV as the benchmark volatility
to check model adequacy. We will review the high frequency method in Chapter
2.1.6.
Also one can use the Black-Scholes model in 1.1 to calculate the implied volatil-
ity if the option price is available . One significant problem is that not all the assets
of interest have actively traded options, which makes the method of implied volatil-
ity to be not so general.
Moreover, there are lots of econometric models for modeling the volatilities, and
this thesis will focus on econometric models.
1.2 Organization of this Thesis
The remaining part of this thesis is organized as follows: we will review the
univariate and multivariate conditional heteroscedatic models in chapter 2. Due to
the dimension reduction problems in multivariate models, we introduce a simple
factor model called the most predictable factor model in chapter 3, and followed
4by the simulations and real data examples in chapter 4. In the real data examples,
the test on the prediction power and the model comparison are illustrated. Finally,
we summarize and conclude the thesis in chapter 5.
5Chapter 2
Literature Review
The main purpose for those statistics and econometric volatility models is to
calculate the future variation based on the past and present available information,
they are called conditional heteroscedatic models. We will review these univariate
and multivariate models in this Chapter.
Although volatility is not directly observable, it has several commonly observed
characteristics: volatility jumps rare and varies within some range. In addition,
there exist volatility clustering and leverage effect: high/low volatility is likely
followed by another high/low volatility, and volatility reacts differently to big price
increases and big price drops. Those characteristics are the important pre-requests
to test the validation of the volatility models.
62.1 Univariate Volatility Model
Let dt be the log return of an asset at time t, traditionally, we use a linear time
series model to fit the mean of dt, i.e.
dt = µt + t, (2.1)
where µt is the mean function of dt, follows ARMA or ARFIMA time series model;
and t is the white noise innovation series at time t.
Recently people realize that the innovation series {t} is not a white noise series,
and the variance of dt, or the variance of t is actually serially dependent:
t = atσt, (2.2)
where {at} i.i.d with E(at) = 0, V ar(at) = 1; σt is a time-varying, positive variance
function and V ar(dt) = V ar(t) = σ
2
t .
2.1.1 Autoregressive Conditional Heteroskedasticity(ARCH)
Engle (1982) introduced the Autoregressive Conditional Heteroskedasticity(ARCH)
model to model the changing variance. ARCH type models become a popular way
for volatility study. ARCH(p) is defined as:
σ2t = α0 + α1
2
t−1 + · · ·+ αp2p, (2.3)
where α0 > 0 and αi ≥ 0 for all i > 0.
To find αi, we can use the MLE method based on the distribution of {at}. It
is usually assumed that {at} follows the normal or student-t distribution.
7ARCH model is a simple volatility model which generates volatility clustering
and heavy tail property. But ARCH model also has some weaknesses. For example,
it is symmetric, which assumes the positive and negative shocks has the same effect
on the volatility, as a result, it lacks of leverage effect.
2.1.2 Generalized ARCH(GARCH)
Although ARCH model is simple, the linear ARCH model sometimes requires
a long lag length p. Bollerstev (1986) proposed a more flexible lag structure called
Generalized ARCH(GARCH). ARCH(∞) model can be represented as GARCH(1,q)
model. GARCH(p,q) has the following form:











where α0 > 0 and αi ≥ 0, βi ≥ 0, and
∑max(p,q)
i (αi + βi) for all i > 0, j > 0.
If we let ηt = 
2
t −σ2t and do the re-parameterization on model 2.4, the GARCH
model becomes:









This is an ARMA model for the square series {2t}. Thus, we can apply the
model estimation methods used in ARMA to calculate the parameters in model
2.5.
GARCH emphasizes the dependence between σt & σt−j, 0 < j < t. This can be
used in the volatility prediction. Take GARCH(1,1) for example, for 1-step ahead
8forecast:


















h − 1). (2.6)




h, and E(a2t − 1) = 0, ∀t. Thus, the
expectation of σ2h+1, or the one-step prediction of the variance is:
σ2h(1) = α0 + (α1 + β1)σ
2
h, (2.7)
for the ` step prediction, we have:
σ2h(`) = α0 + (α1 + β1)σ
2
h(`− 1). (2.8)
The other strengths and weaknesses of GARCH are quite similar to ARCH
model, i.e. it demonstrates the volatility clustering and heavy tail property, but
lacks of leverage effect. To overcome this weakness, there are several modified asym-
metric GARCH models, like Exponential GARCH model(EGARCH), and Thresh-
old GARCH model(TGARCH).
2.1.3 Exponential GARCH(EGARCH)
Nelson (1991) proposed Exponential GARCH model(EGARCH), this model
not only captures the leverage effect of the variance, but also relaxes the parameter
constrains of GARCH model which requires the positiveness. EGARCH builds the
9model of ln(σ2t ) instead of σ
2
t , and EGARCH(p,q) has the form:











where α0, αi, γi and βj are parameters. We can see from the model 2.9 that the
leverage effect of volatility depends on the sign of αi and t−i. If αi is positive, a
positive t−i has a bigger effect on σ2t .
2.1.4 Threshold GARCH(TGARCH)
Another model commonly used in handling the leverage problem is Threshold
GARCH model(TGARCH), introduced by Glosen et al. (1993). TGARCH(p,q) is
defined as









where 1t−i is an indicator function
1t−i =

1 if t−i < 0,
0 if t−i ≥ 0;
and α0, αi, γi and βj are non-negative parameters.
Thus, positive t−i and negative t−i have different effects on σ2t . Also, 1t−i can




1 if t−i /∈ At−i,
0 if t−i ∈ At−i.
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2.1.5 ARCH in the Mean(ARCH-M)
Usually, the mean function µt and variance function σ
2
t depend on the different
parameter sets. But in the financial application, the return of the asset also depends
on its risk. If the asset has bigger risk than the market, its required rate of return
has an additional part called risk premium. The volatility is a central indicator of
risk. Thus, to model this phenomenon, ARCH in the Mean model was introduced
by Domowitz and Hakkio (1987):
dt = µt + t
= (µ∗t + f(σ
2
t )) + t. (2.11)
where f(σ2t ) is the risk premium, which is the function of volatility; µ
∗
t is the other
part of mean function which is independent of σ2t .
2.1.6 Volatility estimation: Use of High-Frequency data
In recent years, due to the modern computerization, the availability of high fre-
quency data attracts people’s attention to the volatility estimation using high fre-
quency data. High-frequency method was first introduced by French et al. (1987),
the underlying idea is: the volatility of lower frequency data can be calculated
using similar but higher frequency data.
For instance, if we want to calculate the volatility of monthly log return, we
can use volatility of the daily log return for the same asset. Let dmt be the monthly
log return of a stock, and {dt,i}ni=1 be the daily log return of the same stock in the
11













where σ2(dt,i) is the volatility of dt,i, Cov[dt,i, dt,j] is the covariance of dt,i and dt,j
and σ2(dmt ) is the volatility of d
m
t .
If {dt,i} is the white noise series, we can ignore the covariance term,
σ2(dmt ) = nσ
2(dt,i). (2.14)




n− 1 , (2.15)






(dt,i − d¯t)2, (2.16)
High frequency method is straight forward, but it encounters several problems.
Firstly, the sample size of high frequency data may be not large enough. For the
above example, there are only 21 trading days in a month, thus if we want to
calculate volatility of monthly log return, the sample size for high frequency data
is 21, which is too small for the estimation of variance in expression 2.15. Secondly,
the assumption that {dt,i} is a white noise series is questionable.
12
Therefore, Andersen et al. (2001) introduced a concept called realized volatility.
If we assume the log returns of stock have zero sample mean, then we have the









The idea of realized volatility will be used in chapter 4.2.2, where we use the
square of log return as the benchmark volatility.
2.2 Multivariate GARCH(MGARCH)
Although the main part of volatility study is about the univariate volatility
model, the co-movement of the asset returns also plays an important role in financial
literature. For instances, the multivariate volatility study can be used to analyse
the diversification property of risk measure and calculate the time-varying hedge
ratio. Thus, there is a need for the extension from univariate volatility model to
multivariate ones.
Consider an M dimensional stochastic process {dt}, such that dt is the log-
return of M assets at time index t. Similar to univariate case, we can use the
vectorial ARMA model as the conditional mean function of dt,
dt = µt + t, (2.19)
13







where {at} is an i.i.d M-dimensional error process such that E[at] = 0 and E[ata′t] =
I.
Thus, the conditional variance-covariance matrix for dt or t is Σt. As a
variance-covariance matrix, Σt must be positive definite. In the univariate case, we
usually require the parameters to be positive or non-negative, while in the multi-
dimensional case, this positive definite property makes the model more restrictive.
In addition, the number of parameters increases rapidly as the dimension of dt
increases. Thus, some models with special features are proposed, like some models
using factors, or diagonal parameter matrices.
For parametric MGARCH models, they are commonly divided into three cate-
gories: models which are the direct extension from univariate GARCH model, mod-
els which are the non-linear combinations of univariate GARCH models(MGARCH
correlation models) and models which are the linear combinations of univariate
GARCH models(MGARCH factor models).
2.2.1 Direct extension
VEC-GARCH
VEC-GARCH model is proposed by Bollerslev et al. (1988), which is the direct
14








where vech(.) is an operator that stacks the lower triangular portion of a M ×M
matrix as M(M+1)
2
× 1 vector, and α is a M(M+1)
2






parametric matrices. VEC-GARCH is a very flexible and
straight forward model.




parameters. For M = 5, VEC(1,1) model needs to estimate 465 parameters, there-
fore, the huge number of parameters is the main disadvantage for VEC model.
Also, the positiveness of Σt is not easy to obtain.
Thus Bollerslev et al. (1988) also suggested a reduced model, DVEC-GARCH.






The number of parameters reduces to (p+q+1)(M(M+1)
2
). But this model restricts
the interactions between the different lags of conditional variances and covariance,
i.e. Σijt only depends on its own lag values and the previous value of t−i′t−i.
BEKK-GARCH
Although there is not a general formula to ensure the positiveness of Σt, there
are some more restricted version of MGARCH models, by the model setting of
which we can ensure the positiveness of variance-covariance matrix. BEKK model
15













where Aki, Bkj are M ×M and α is M ×M lower triangular matrix. The number
K controls the model generality. In order to simplify the model, like the DVEC
model, BEKK model also has some reduced models, like Diagonal BEKK model(D-
BEKK) in which Aki, Bkj are diagonal. Although the form of D-BEKK is more
restrictive, the number of parameters is still large. Sometimes, we even set Aki,
Bkj to be a constant times a identity matrix.
2.2.2 MGARCH: Correlation Models
Correlation models are based on the decomposition of the conditional variance-
covariance matrix
Σt = V tRtV t, (2.23)
provided that V t = diag([Σt]
1/2
11 , · · · [Σt]1/2MM). AndRt is the conditional correlation
matrix, such that each diagonal entry of Rt equals one and Rt is positive definite.
CCC-GARCH
The correlation model is first introduced by Bollerslev (1990), assumed that
Rt = R = [ρij] is a time-invariant conditional correlation matrix, and conditional








[Σt]ii = α0 + α1[t−1]2i + α2[Σt−1]ii. (2.25)
The above model needs M(M+5)
2
parameters, and Σt is positive definite pro-
vided that R is positive definite and each univariate GARCH model fulfills the
positiveness requirement of variance.
ECCC-GARCH
The single variance of CCC-GARCH only depends on its lag, thus, there is an
extended model, ECCC-GARCH, which is introduced by Jeantheau (1998). For
the univarite variance estimation, instead of use 2.25, we use:
[Σt]ii = α0 +αi1[t−1]21 + · · ·+αiM [t−1]2M +βi1[Σt−1]11 + · · ·+βi1[Σt−1]MM (2.26)




Although CCC-GARCH model is very attractive due to the simplicity, but the
assumption for constant correlation matrix is not realistic. Tse and Tsui (2002)
generalized the correlation model as DCC-GARCH model, they allowed Rt to be
time-varying:
Rt = (1−$1 −$2)R+$1Φt +$2Rt−1 (2.27)
17
where $1 ≥ 0, $2 ≥ 0, and $1 + $2 < 1 due to the special feature of correlation
matrix. R is a M ×M symmetric positive definite matrix with ones as its diagonal












where vi,k = [t]i/
√
[Σt]ii. And the necessary condition to ensure the positivity of
Rt is K > M .
Other correlation models like DCCE-GARCH model is proposed by Engle
(2002) are also available. They modeledRt using nested correlation type MGARCH
model, which is more complex than the above correlation models.
2.2.3 MGARCH: Factor models
The factor models are motivated by the economic theory. Usually, the volatility
of asset return is mainly depending on some underlying factors, for instance, GDP,
exchange rate, industry performance etc. And these factors capture the main fea-
ture of volatility model, and each factor is assumed to follow a univariate GARCH
type models.








where α is a M ×M positive definite matrix, wk is a M × 1 factor loading vector,
and fk,t is the underlying factor which follows a univariate GARCH type model. If
18
we assume fk,t follows GARCH(1,1), then we can write fk,t as:
fk,t = α0k + α1k
2
t−1 + α2kfk,t−1, (2.30)
How to determine the number of factors and how to find the factors? Are
there any common effects between the factors? In order to solve these questions,
people start to look for the uncorrelated or independent factors which are the
linear combinations of original component series, and use these factors to represent
the different components of original asset returns. As a result of un-relatedness,
the effects between the factors can be ignore. PCA-GARCH, ICA-GARCH, CUC
method are some popular factor models. The multivariate analysis techniques, like
principal component analysis, independent component analysis, correlation analysis
are widely used in the factor models.
PCA-GARCH or Orthogonal-GARCH
Alexander (1997) suggested the construction of unconditionally uncorrelated
linear combinations of the observed series based on the principal component analy-
sis. It is called PCA-GARCH model, or Orthogonal GARCH model. It starts from
doing the principal component analysis on the sample variance-covariance matrix.
If we have an M dimensional data {dt} with length N and summarize it in a






where X ti = (Dti − µi)/σi is the standardized Dti, µi and σi are the mean and
standard deviation of Dti. Now let the Q = [q1 · · · qM ] be the matrix of eigen-
vectors of Σ, and Λ = diag(λ1, λ2 · · ·λM) be the associated diagonal matrix of
eigenvalues, following a descending order of the magnitude of eigenvalues, i.e. λi
for k = 1, · · ·M are the eigenvalues of Σ and λ1 ≤ λ2 · · · ≤ λM . Thus, the ith
principal component(PC) is:
P k = q
′
kX, k = 1, · · · ,M (2.32)
provided Σ = QΛQ′ and Σqk = λkqk.
From the above setting, we can see that the PCs are just the simple linear
combination of original data. The amount of volatility accounted for by the kth
factor is its correspondent eigenvalue,










In other words, the proportion of total variance accounted for by the kth PC is
λk
λ1+λ2+···+λM . Thus, we can pick up to K factors which are able to explain main




> 90%. Therefore each factor will follow a univariate
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GARCH model. It is proved that PCA-GARCH model is very efficient, but due
to the situation that the rank of conditional variance matrix is K, which is often
less than the M , this may cause the problem for applications and diagnostic tests
which depend on the inverse of Σ.
ICA-GARCH
A similar model is called ICA-GARCH, by Edmond and Philip (2005). It
also allows M dimensional volatility model to be generated from K univariate
GARCH models(K < M). Instead of finding unconditional uncorrelated factors,
ICA-GARCH model uses the Independent Component Analysis(ICA) to capture
the independent sources of information about data variation.
Similar to PCA approach, the first step for ICA is data decorrelation. For
the data set D, we need to whiten it and get a normalized data set X, such that
E(XX ′) = I. In ICA, we assume that X is formed by several independent compo-
nents(ICs). By the central limit theorem, we know the sum of independent random
variables tends to follow a Gaussian distribution. Thus, the distributions of each IC
usually has a distribution that is further away from Gaussian distribution than the
original sub-series of X. Thus, the key to estimate the ICs is the nongaussianity.
An efficient and robust algorithm called ”FastICA” by Hyva¨rinen and Oja
(1999) is available for finding the independent components. The major differences
between ICA-GARCH and PCA-GARCH is: ICA-GARCH looks for the indepen-
dent factors while PCA-GARCH just uses the uncorrelated factors. If the time
21
series follows Gaussian distribution, they are equivalent. But the financial times
series often have fat-tails. In that case, ICA-GARCH is more suitable than PCA-
GARCH.
CUC Factor Model
The main purpose for factor MGARCH model is to find out the appropriate
linear factors such that the factors are un-related. Commonly, there are three kinds
of un-relatedness. For PCA-GARCH, it is to find the unconditional uncorrelated
PCs; for ICA-GARCH, it is to find the independent ICs. The requirement for
PCs is too weak while for ICs is too strong. For the volatility modeling, Fan et al.
(2008) mentioned that the most suitable way is to find the conditional uncorrelated
factors. Instead of finding PCs or ICs, they defined a linear factor called conditional
uncorrelated components(CUCs).
If we have CUCs Ct,1, · · · ,Ct,M which are the linear combinations of original
data set, then, they should satisfy that:
E(Ct,1Ct,M |Ft−1) = 0, (2.34)
where Ft−1 is the information set available in time t.
If it is impossible to find out CUCs such that they satisfy the requirement 2.34,
we can find the linear factors such that they are the least conditionally correlated.
22
2.2.4 Asymmetric MGARCH: DAMGARCH
Similar to univariate volatility case, the multivariate volatility also has the
volatility clustering and leverage effect. But we need to take note that there is a
tradeoff between capturing the leverage effect and complexity of the model, espe-
cially in the multivaraite case. Corresponded to TGARCH model, there is a multi-
dimensional model called Dynamic Asymmetric Multivariate GARCH(DAMGARCH).
TGARCH highlights the different effects of negative and positive shocks of the same
magnitude on the conditional variance. For DAMGARCH model, it also shows mul-
tivariate variance asymmetry, i.e. the combination of sign and size of one asset’s
shock affect the other asset’s sign and size, see Massimiliano and Michael(2009).
2.2.5 Summarize the dimension Reduction methods for Mul-
tivariate volatility
The curse of dimension becomes the main concern of multivariate volatility
study. Thus we can see from the above section, people use the correlation models
as well as factor models to overcome this problem.
Pan and Yao (2008) revised the factor models and modeled multiple time series
via common factors. The most innovative idea is that unlike the traditional factor
models, they identified the unobserved common factors via expanding the white
noise step by step. If we have M dimensional normalized time series {X t}, then
23
X t can be decomposed as follow:
X t = AP t + t, (2.35)
where P t is a K dimensional series, K ≤ M , and A is a M × K factor loading
matrix, {t} is the white noise process. Instead of finding A directly, in this model,
the orthogonal complement of A, a M × (M −K) B is estimated, such that [A B]
forms a M ×M orthogonal matrix and B′A = 0. From model 2.35,
B′X t = B′AP t +B′t
= B′t. (2.36)
As a consequence, {B′X t} is a (M −K) × 1 white noise process, and we can
look for B based on the special property of a white noise process.
We will also focus on the factor models in this thesis. In this thesis, we use
only one factor, but this factor captures the most conditional variance feature. The
market volatility is one example of the most predictable factor which may be used
in the capital asset price model. Unlike the old factor models, which use the MLE
method to find the factor loading matrix and apply the factor loading matrix to
calculate the volatilities of original data set, we use the regression method, which





Let {Dt} = {D(1)t , D(2)t , · · · , D(m)t } be a m dimensional time series. For conve-





























Our Purpose is to find out a univariate time series {W (m)t }, such that W (m)t
is a linear combination of the components of Dt, and {W (m)t } has the maximum
conditional volatilities among all linear combination of {Dt}, we call {W (m)t } as
the most predictable factor(MPF).
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Let {Wt} be any linear factor of {Dt},




t θ2 + · · ·+D(m)t θm, (3.1)
where θ is an m× 1 factor loading vector of {Wt}.










(Wt(θ)− W¯ (θ))2. (3.3)
In this thesis, we use exponential smoothing method to model the conditional
volatility of Wt(θ):
σ2t (θ) = W
2
t (θ) + αW
2
t−1(θ) + · · ·+ αt−1W 21 (θ), (3.4)








We set α to be the real number such that 0 < α < 1, and usually α is greater
than 0.9. At time t, σ2t , the conditional variance of Wt which highly depends on Wt,
and the dependence between σ2t and W
2
i is reduced if the time horizon increases,
for i = t − 1, · · · , 1. For the simulation and real data examples in Chapter 4, we
use α = 0.94.





t (θ)−σ¯2(θ))2. The sample variance of {Wt} will also affect the value
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of L(θ). But our main concern is not the unconditional variance, thus we should
standardize L(θ) by dividing the dispersion of {Wt}. We define the standardized
volatility function of time series {Wt} as the target function:
fW (θ) = L(θ)/[S
2(θ)]2. (3.6)
Therefore, the optimal θ is:
θ∗ = arg max
θ
fW (θ) = arg max
θ
L(θ)/[S2(θ)]2. (3.7)
Note the model is unchanged if we replace [Wt,θ] by [Wta,θa] for any non-zero
number a. Therefore we assume that θ has norm 1, i.e. θTθ = 1.
3.2 Estimation of θ∗
Instead of finding {W (m)t } directly, we find an m × m factor loading matrix
T = [θ(1),θ(2), · · · ,θ(m)], such that D′ = D × T , an n×m matrix which contains
m time series {W (1)t ,W (2)t , · · · ,W (m)t }, and:
• θ(k) is the factor loading vector of {W (k)t } and it is the kth column vector of
T , k = 1, · · · ,m,
• {W (1)t }, {W (2)t }, · · · , {W (m)t } are linear combinations of Dt,
• fW (1)(θ(1)) < fW (2)(θ(2)) < · · · < fW (m)(θ(m)),
• θ∗ = θ(m).
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Further, we define
T = [θ(1),θ(2), · · · ,θ(m)] = [B1r1 B2r2 · · · Bmrm], (3.8)
where
• rk is an m× 1 parameter vector with norm 1,
• Bk is a m×m matrix, k = 1, · · · ,m,
• B1 = I,
• Bk = I − θ(1)θ(1)′ − · · · − θ(k−1)θ(k−1)′ , k = 2, · · ·m.
Thus, from the above setting, we can see that T is an orthogonal matrix.
And we transfer the original optimization problem (3.7) to a m steps optimization
problem. Instead of finding the single θ∗, we look for ri recursively, such that
W
(1)
t = DtB1r1, and {W (1)t } has the smallest total conditional variance, then we
search r2 in the orthogonal space of r1 such that {W (2)t } has the second small-
est volatility, till k = m, and {W (m)t } = {DtBmrm} has the largest conditional
variance among the all linear combinations.
We will use BFGS Quasi-Newton method with a mixed quadratic and cubic
line search procedure to solve the unconstrained optimization sub-problems. Thus,
we have to calculate the gradiant of fW (θ):
dfW (θ)
drk

























































where Di,j is the ijth entry of matrix D.
3.3 Variance Prediction
The purpose to find {W (m)t } is because among all linear combinations of Dt,
{W (m)t } has the largest total conditional variance, that means, the future variance
may have a high dependence of the current and past variance of {W (m)t }. Therefore,
the variance of {W (m)t } is the most predictable one.









(k = 1, · · · ,m), the variances of {W (m)t } and variance of the
components of Dt. Thus, in the future prediction of variance, we can predict
the variance of {W (m)t } only, and use the regression relationship to calculate the
variance of the components. This will be demonstrated in Chapter 4.2.2.
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Chapter 4
Simulation and Real data example
4.1 Simulation
We design our simulation problem like this: at first we have an n×m data set
D0 = [D0(1),D0(2), · · · ,D0(m)], where D0(i) is the ith column vector of D0. We
define the standardized volatility function of time series parallel to function 3.6.



















t − D¯0(i))2. (4.2)












2 + · · ·+ αt−1(D0(i)1 )2, (4.3)
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We set the matrix has the order volatility: fD0(1) < fD0(2) < · · · < fD0(m) , and
call D0 as the original ordered data set. Then we multiply D0 with a specific or
random matrix A, and we would like to test on the testing data set D = D0×A.
After we follow the procedure in chapter 3 and get the optimal matrix T , to
test whether our procedure is successful, we can test on whether D0 has a close
relationship with D
′
= D × T , where D′ is the optimal data set calculated using
most predictable factor model.
4.1.1 Simulation: two dimensional time series(2s)
Testing problem:
Let the original ordered data set D0 = [D0(1) D0(2)], such that,
• {D0(1)t } is a n× 1 series, and {D0(1)t } ∼ Normal(0, 1),
• {D0(2)t } is a n× 1 time series with GARCH variances.
From the setting of testing data, we can see that fD0(1) < fD0(2) . We have


















































We would like to do the simulation on the data set D = [D(1) D(2)]. If
















then D0 ≈ D′ = D × T = [W (1) W (2)], which means we solve the optimization
problem successfully.
We do the simulations based on the sample size =500,1000 and 5000. Results
are summarized in the following tables and figures.




fD0(1) 0.1189 0.1522 0.83
fW (1) 0.1115 0.1519 0.83
fD0(2) 1.6405 2.0442 210.99
fW (2) 1.6371 2.0429 210.87
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corr(D0(1),W (1)) 0.9969 0.9999 1.0000
corr(D0(2),W (2)) 0.9801 0.9994 0.9994





0.7903 0.6127 0.7221 0.6918 0.7177 0.6963
0.6127 −0.7903 0.6918 −0.7221 0.6963 −0.7177
33





0.9921 -0.1256 0.9998 -0.0215 0.9999 -0.0151
0.1256 0.9921 0.0215 0.9998 0.0151 0.9999
From table 4.1 and 4.2, we can see that for n = 500, 1000, 5000 the original data
set D0 is ordered according to the standardized volatilities, fD0(1) < fD0(2) ; The
optimal data set D
′
also has the order according to the standardized volatilities,
fW (1) < ffW (2) . The ratio between standardized volatilities of optimal data set and










are approaching to 1 as
n increased. In other words, the optimal data set D
′
is getting closer to D0 as n
increased.
From table 4.3, 4.4 and 4.5, correlation coefficient of (D0(1),W (1)) and (D0(2),W (2))
are very close to 1; Optimal factor loading matrix T has a value very close to A−1;
II is very close to identity matrix. Thus, due to D
′ ∼ D0, we find the {W (2)t }
successfully.
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Figure 4.1: Plot of {W (1)t } and {W (2)t } for n=500, 1000, 5000 (2s)
 














































In addition, from figure 4.1, we can see the plot of {W (1)t } and {W (2)t }. {W (2)t }
is much more volatile. In the figure of n = 5000, {W (1)t } is close to the white noise
series, it doesn’t provide much information to predict the future variance. {W (2)t }
has more information, we can also observe the volatility clusters’ property from the
plot of {W (2)t }.
If we do 1000 realizations on the two series test, with sample size equals 1000.
And we will test on two situations:
















2. A = A2 is a 2× 2 random matrix.
Then we have the following summarized statistics:






• N1: number of realizations such that fW (1) < fW (2) ,
• N2: number of realizations such that 0.9 < corr(D0(1),W (1)) < 1,
• N3: number of realizations such that 0.9 < corr(D0(2),W (2)) < 1.
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From table 4.6, we can see that:
• N1 = 1000, for all realizations, we can find the most predictable linear com-
bination {W (2)t };
• When A = A1, for all realizations, D′ has a very close relationship with D0.
• When A = A2, {W (2)t } has a very close relationship with D0(2). Thus, we
still can find the most predictable components successfully. But N3 = 673,
which means for least predictable component, D
′
and D0 are quite different.
This may due to the case which some random matrix is not full rank.
4.1.2 Simulation: three dimensional time series
Testing problem:
Let the original ordered data set D0 = [D0(1) D0(2) D0(3)], such that,
• D0(1)t = (0.1 + 0× (D0(1)t−1 )2)0.5 × at
• D0(2)t = (0.1 + 0.5× (D0(2)t−1 )2)0.5 × at
• D0(3)t = (0.1 + 0.99× (D0(3)t−1 )2)0.5 × at
where {at} ∼ Normal(0, 1).
From the setting we can see that fD0(1) < fD0(2) < fD0(3) , we’ve already range
the data set from least predictable to most predictable.
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We would like to do the simulation on the testing data set D = D0 × A =
[D(1) D(2) D(3)], and test on the relationship between D0 and D
′
= D × T =
[W (1) W (2) W (3)].
We do the simulations based on the sample size =500,1000 and 5000. Results
are summarized in the following tables and figures.




fD0(1) 0.0984 0.243 0.921
fW (1) 0.0585 0.1888 0.692
fD0(2) 0.5002 1.07 3.226
fW (2) 0.8395 0.297 1.219
fD0(3) 2.1936 11.489 30.23
fW (3) 1.5754 9.3347 22.564
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corr(D0(1),W (1)) 0.8962 0.9506 0.9732
corr(D0(2),W (2)) 0.8347 0.9051 0.9398
corr(D0(3),W (3)) 0.9947 0.9981 0.9975
From table 4.7 the Standardized volatilities f , we can see that the original data
set is ordered according to the conditional variance, fD0(1) < fD0(2) < fD0(3) . Refer
to table 4.8, for most of the cases, fW (1) < fD0(1) , fW (2) < fD0(2) and fW (3) < fD0(3) ,
this may due to some diversification effect of those linear transformations. Table
4.9 shows the close linear relationship between (D0(1),W (1)), (D0(2),W (2)) and
(D0(3),W (3)).
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Figure 4.2: Plot of {W (1)t }, {W (2)t } and {W (3)t } for n=500, 1000, 5000 (3s)
 





















































For figure 4.2, when n is large enough, we can see {W (1)t } is the least volatile
one, and {W (3)t } is the most volatile one.
If we do 1000 realization of the previous simulation for 3 dimensional time series.
Then we have the following summarized statistics:
Table 4.10: Results for 1000 realizations (3s)
N1 N2 N3 N4
998 982 652 999
where
• N1: number of realizations such that fW (1) < fW (2) < fW (3) ,
• N2: number of realizations such that 0.9 < corr(D0(1),W (1)) < 1,
• N3: number of realizations such that 0.9 < corr(D0(2),W (2)) < 1,
• N4: number of realizations such that 0.9 < corr(D0(3),W (3)) < 1.
4.2 Real Data Example
In this thesis, we use the daily log return of the components from Dow Jones




In the first example, we use the first 10 components of Dow Jones Industrial
Average as our testing data set. Their codes are AA, AXP, BA, BAC, CAT CSCO,
CVX, DD, DIS and GE. We let D =[AA AXP BA BAC CAT CSCO CVX DD
DIS GE], where AA, AXP,· · · , GE are the column vectors of D.
We can use the model mentioned in Chapter 3 to find an optimal D
′
=
[W (1) W (2) · · ·W (3)] such that fW (1) < fW (2) < · · · < fW (10) . The result is sum-
marized in table 4.11.
The plot in figure 4.3 is the 1st, 5th, and 10th columns of D
′
, {W (10)t } is most
volatile, especial in the turbulent period.
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Table 4.11: The Standardized volatility f (10s): (×106)
Original Data set Optimal Data set
fD(1) 1.5140 fW (1) 0.2368
fD(2) 1.5713 fW (2) 0.2652
fD(3) 0.677 fW (3) 0.3541
fD(4) 4.4431 fW (4) 0.3858
fD(5) 0.6882 fW (5) 0.4300
fD(6) 0.8721 fW (6) 0.5778
fD(7) 2.2578 fW (7) 0.6505
fD(8) 0.9478 fW (8) 0.7174
fD(9) 0.8326 fW (9) 1.8163
fD(10) 1.3571 fW (10) 2.5337
Figure 4.3: Plot of {W (1)t }, {W (5)t } and {W (10)t } (10s)
 


















We select a few components of Dow Jones Index to form our original data set
D0.
Our purpose of finding MPF is using {W (m)t } to predict the future variance of
the original time series.
If we centralized the D0, or let D = D0 − E(D0). Then the variance for
Dij ≈D2ij, where Dij is the ijth entry of matrix D. Therefore, we set D2ij as our
benchmark variance.
If we set the sample size of D to be n
′
= n+ k0, then each time we will use n data
points to do the in-sample test, for k = 1, 2, · · · , k0.




























we would like to find the most predictable factor {W (m)i,k }(i = 1, · · ·n) and do the
one-step prediction on the original data set. We take the gth series {D(g)t } as an
example.


















For in-sample estimated variance, we used two methods to calculate:
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, i = 1, · · · , n (4.9)









, t = k, · · · , k + n− 1; i = 1, · · · , n (4.10)





= β0 + β1σ˜
2
Wi,k
, t = k, · · · , k + n− 1; i = 1, · · · , n (4.11)


























































Thus, after k0 iterations, we get






























































Use the above setting, we do the following two examples.
First one, we are using log return of companies AA, AXP and BA, from Mar
2000 to Feb 2008, totally 2000 data points, and we set n
′
= n+ k0 = 1000 + 1000.
46
From Table 4.12 and 4.13,
R22
R21
for 3 series are all greater than 0.75, we can see
the second method use almost as much information as first method for the in-
sample test. For out-of-sample prediction,
R24
R23
for 3 series are all greater than 0.85,
thus, MPF model performs quite well in the prediction. Table 4.14 shows that the
predicted errors using two methods are almost the same.
Table 4.12: In-sample and out-of-sample R2 (3s)
AA AXP BA
R21 0.0413 0.1414 0.0684
R22 0.0477 0.1126 0.0573
R23 0.0222 0.1148 0.0526
R24 0.0664 0.1006 0.0469








Table 4.14: Predicted errors (3s) : (×10−6)
AA AXP BA
err1 14.34 9.43 4.25
err2 14.29 9.0 4.19
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We would like use higher dimensional data to test. Thus, we are using log return
data of companies HPQ, IBM, INTC, JNJ and JPM , from Mar 2000 to Feb 2008,
totally 2000 data points, and we set n
′
= n + k0 = 1000 + 1000. From Table 4.15
and 4.16, for in-sample test, the smallest
R22
R21
is about 0.26, which means the first
method uses more information than second method. But for out-of-sample test,
R24
R23
for 5 series are quite large, which means the second method performs better in
the prediction. Table 4.17 shows that the predicted errors using two methods are
almost the same. Thus, second method is more preferable in variance prediction.
Table 4.15: In-sample and out-of-sample R2 (5s)
HPQ IBM INTC JNJ JPM
R21 0.0303 0.1097 0.0489 0.0716 0.1175
R22 0.0296 0.0506 0.0425 0.0184 0.0741
R23 0.0168 0.0961 0.0291 0.0912 0.1119
R24 0.0550 0.0753 0.0699 0.1275 0.1428
Table 4.16: Ratios of In-sample and out-of-sample R2 (5s)
HPQ IBM INTC JNJ JPM
R22
R21
0.9780 0.4615 0.8678 0.2565 0.6303
R24
R23
3.2810 0.7833 2.3988 1.3981 1.2761
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Table 4.17: Predicted errors (5s): (×10−6)
HPQ IBM INTC JNJ JPM
err1 32.03 4.27 33.45 0.83 9.78
err2 32.83 4.49 34.07 0.88 10.74
From the above two example, we can see that the prediction is well enough if we
just use the most predictable factor to predict the variances of each components.
One of the common questions for the factor models is that: how many factors
should be used. In PCA-MGARCH, the number of factors is determined by the
percentage of volatility explaining by the factors. For our MPF model, if we use
more than one factor, will it improve the simulation and prediction result?
Hence, based on the previous setting, we add the second most predictable factor
{W (m−1)i,k }(i = 1, · · · , n) into our model to build a 2-factor model. We modify the
second method by:













, i = 1, · · · , n (4.18)













, i = 1, · · · , n (4.19)














, t = k, · · · , k + n− 1; i = 1, · · · , n (4.20)
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, t = k, · · · , k + n− 1; i = 1, · · · , n (4.21)
We use the same data set as the above 5 series example, underlying data is the
monthly log return of HPQ, IBM, INTC, JNJ and JPM stocks, , from Mar 2000
to Feb 2008, totally 2000 data points, and we set n
′
= n+ k0 = 1000 + 1000.
Table 4.18: Two factor model: In-sample and out-of-sample R2 (5s)
HPQ IBM INTC JNJ JPM
R21 0.0576 0.0998 0.0475 0.0965 0.1724
R22 0.0587 0.0879 0.0722 0.0630 0.1467
R23 0.0767 0.1650 0.1099 0.1790 0.2616
R24 2172000 172900 53600 130200 4100
Table 4.19: Two factor model: Ratios of In-sample and out-of-sample R2 (5s)
HPQ IBM INTC JNJ JPM
R22
R21
1.0177 0.8809 1.5202 0.6525 0.8511
R24
R23
28327000 1048000 488000 727000 16000
Table 4.20: Two factor model: Predicted errors (5s)
HPQ IBM INTC JNJ JPM
err1 0.0000426 0.0000148 0.0000518 0.0000109 0.0006633
err2 102.6776 2.9140 3.1785 1.6668 3.1876
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Table 4.18, 4.19 and 4.17 are the results for 2-factor model. Comparing table
4.16 and table 4.19, for in-sample test, the smallest
R22
R21
is about 0.65, which is much
bigger than MPF model, thus 2-factor model is preferable. But for out-of-sample
test, we can see that R24 for all 5 series are very huge, which is unrealistic. And
if we compare the table 4.17 and 4.20, we can see the predicted errors of 2-factor
model are also quite large.
Compared to MPF {W (m)t,k } with the second most predictable model, {W (m−1)t,k }
is almost constant. Therefore, in our regression model 4.21, β2 is much larger than




which makes the regression inaccurate. Therefore, we conclude that MPF is prefer-
able than 2-factor model. In MPF models, the predicted errors are one of the
important indicators for selecting the factors.
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Chapter 5
Conclusion and Future research
This thesis introduces a new dimension reduction method for MGARCH: model-
ing the multivariate volatilities via the most predictable factor (MPF). We develop
an optimization method to find the MPF, and from the illustrative simulations we
can see that this method is quite efficient and accurate. Furthermore, we are able
to predict the variances of the original data set through the regression model. As
a result, one of the advantages for MPF model is using the univariate volatility
model to simplify the multivariate model. Thus, we don’t have to concern about
the positive definiteness of variance model. In addition, from the simulation fig-
ures, we can see our model fulfills one of the volatility’s characteristic: volatility
clustering.
In the thesis, we use the exponential smoothing method to model the univariate
volatility, which is a symmetric model. As a consequence, our volatility model lacks
of leverage effect. The possible development for MPF model is using some asym-
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metric model, or non-parametric model to build the univariate volatility model.
Furthermore, in Chapter 4.2.2, we use the square of daily log return as our bench-
mark volatility, which can be modified by using higher frequency data, like daily
or even hourly log return, to derive the benchmark volatility.
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Appendices
Appendix A Matlab code in common for simu-
lation & real data example
function [f df] = myfun0(rr,data,B,alpha)

























































































































% use fminsearch to find a rr, s.t













M=data*T; % the new optimal data set
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Appendix B Simulation for 2 dimentional time
series
function [II c1 c2 f1 f2 T ]=simulation2(n)










% check the conditional volatilities of original data set
f1=checkvol(data,alpha);
A=[1 1;1 -1]; % 1 sample test





Z=data*A; %data set after times a matrix A
[T,M]=search(Z); % to find optimal T matrix and new data set M
II=A*T; % check whether II=I
% check the conditional volatilities of optimal data set
f2=checkvol(M,alpha);
%------------------------------------------------------------------








function [N1 N2 N3 II_sum]=simulationresult2(n,g)











if 0.9<abs(c1(1,2)) & abs(c1(1,2))<1
N2=N2+1;
end






Appendix C simulation for 3 dimentional time
series
function [II c1 c2 c3 f1 f2]=simulation3(n)













% check the conditional volatilities of original data set
f1=checkvol(data,alpha);
A=[0 1 0;0 0 1 ; 1 0 0]; %used in 1 sample test




Z=data*A; %data set after times a matrix A
[T,M]=search(Z); % to find optimal T matrix and new data set M
II=A*T; % check whether II=I
% check the conditional volatilities of optimal data set
f2=checkvol(M,alpha);











function [N1 N2 N3 N4 II_sum]=simulationresult3(n,g)








[II c1 c2 c3 f1 f2]=simulation(n) ;




if 0.9<abs(c1(1,2)) & abs(c1(1,2))<1
N2=N2+1;
end
if 0.9<abs(c2(1,2)) & abs(c2(1,2))<1
N3=N3+1;
end





Appendix D Real data example for 10 dimen-
tional time series
function [T f1 f2]=simulation10s(alpha,n)















Appendix E Real data example: Prediction of
MPF model
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function [err1 err2 diff R1 R2 R3 R4 ]= predict_err(n, alpha,k0)















%doing 1-step prediction for k0 times
for k=1:k0
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data=data0(k:k+n-1,:); %every in sample include n+1 data point
%-----------------------------------------------------------
f1=checkvol(data,alpha);





















[parameters1, likelihood, ht1] = garchpq(data0(k:k+n-1,j) ,1,1);
% predicted variance by originaldata
p1(k,j)=parameters1(1)+parameters1(2)*data0(k+n-1,j)^2
+parameters1(3)*ht1(n);




[parameters2, likelihood2, ht2] = garchpq(W_t ,1,1);
% y_t^2=c1*ht(w)+c0
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X = [ones(n,1) ht2(1:n)];
b = regress(data_sqr(k:k+n-1,j),X);














%out of sample R^2
%R3:out of sample R^2(originaldata)
%R4:out of sample R^2(by w_t)















Appendix F Real data example: Prediction of 2
factor model
function [err1 err2 diff R1 R2 R3 R4 ]= predict_err2factor(n, alpha,k0)
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%doing 1-step prediction for k0 times
for k=1:k0








%W_t is the most predictable one


















[parameters1, likelihood, ht1] = garchpq(data0(k:k+n-1,j) ,1,1);
% predicted variance by originaldata
p1(k,j)=parameters1(1)+parameters1(2)*data0(k+n-1,j)^2
+parameters1(3)*ht1(n);




[parameters21, likelihood21, ht21] = garchpq(W_t ,1,1);
[parameters22, likelihood22, ht22] = garchpq(V_t ,1,1);
% y_t^2=c1*ht(w)+c0
X = [ones(n,1) ht21(1:n) ht22(1:n)];
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b = regress(data_sqr(k:k+n-1,j),X);
%in sample y_hat: ht4(1:n)
ht4(:,j)=b(1)+b(2)*ht21(1:n)+b(3)*ht22(1:n);
% predict variance of W_t
ht21=parameters21(1)+ parameters21(2)*W_t(n)^2
+parameters21(3)*ht21(n);
% predict variance of V_t
ht22=parameters22(1)+ parameters22(2)*V_t(n)^2
+parameters22(3)*ht22(n);











%out of sample R^2
%R3:out of sample R^2(originaldata)
%R4:out of sample R^2(by w_t)
%out of sample test: test on 1000 1-step predicted value.
ave_y=sum(data_sqr(n+1:n+k0,:))/k0;
ave_y_t=ave_y;
for h=n+1:n+k0-1
ave_y_t=[ave_y_t;ave_y];
end
SST_out=sum((data_sqr(n+1:n+k0,:)-ave_y_t).^2);
SSE3=sum((p1-ave_y_t).^2)
SSE4=sum((p2-ave_y_t).^2)
R3=SSE3./SST_out;
R4=SSE4./SST_out;
err1=sum(err1);
err2=sum(err2);
diff=err1-err2;
