Abstract-We develop explicit, general bounds for the probability that the empirical sample averages of a function of a Markov chain on a general alphabet will exceed the steady-state mean of that function by a given amount. Our bounds combine simple information-theoretic ideas together with techniques from optimization and some fairly elementary tools from analysis. In one direction, motivated by central problems in simulation, we develop bounds for the general class of "geometrically ergodic" Markov chains. These bounds take a form that is particularly suited to simulation problems, and they naturally lead to a new class of sampling criteria. These are illustrated by several examples. In another direction, we obtain a new bound for the important special class of Doeblin chains; this bound is optimal, in the sense that in the special case of independent and identically distributed random variables it essentially reduces to the classical Hoeffding bound.
I. INTRODUCTION
In many important scientific applications, we wish to compute the expected value π(F ) = E π [F ] = F dπ of a given function F , with respect to a probability distribution π which is known explicitly, but which cannot be computed numerically. In several areas, e.g., Bayesian statistics, image processing, and statistical mechanics, this is the rule rather than the exception; see [3] , [25] , [35] and the references therein.
Perhaps the most commonly used approach, is to estimate π(F ) through the sample averages,
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Valuetools'06, October [11] [12] [13] 2006 where the sequence Φ = {Φ i : i ≥ 0} is a Markov chain which is known to have stationary distribution π. This is the celebrated Markov Chain Monte Carlo (MCMC) paradigm. Under appropriate conditions, it is typically easy to check that the Markov chain Φ is positive recurrent, and then the law of large numbers implies that the estimates in (1) will converge to the required value π(F ), with probability one, as n → ∞. Furthermore, the central limit theorem tells us that the estimates converge at a rate of O(1/ √ n), in that,
where σ 2 = lim n nVar(Γ n (F )) is the asymptotic variance of F .
The asymptotic results mentioned above are of limited use if we want to have any kind of "guarantee" that, after a certain number of steps in the simulation, the estimate Γ n (F ) will indeed be close to π(F ). There are several well-studied approaches in the very extensive literature on this subject. Partly motivated by this discussion, here we consider the problem of providing simple, computable bounds for probabilities of "large deviations" type,
for general classes of Markov chains Φ and functions F . Sanov's celebrated theorem for i.i.d. random variables states that, for appropriate sets S of probability measures on X, for large n we have, − log P Γ n ∈ S ≈ n inf{H(µ π) : µ ∈ S}, (3) where the relative entropy between two probability distributions µ, π on (X, B) is defined as usual by
Donsker and Varadhan's classical large deviations principle [11] [32] provides the natural extension of Sanov's theorem to the case of Markov chains. It states that, under appropriate conditions on the Markov chain and on F , as n → ∞ we have,
where γ 1 P denotes the bivariate measure (γ 1 P )(x, dy) = γ 1 (dx)P (x, dy), and the infimum is over all bivariate distributions γ with marginals γ 1 and γ 2 that satisfy γ 1 = γ 2 and γ 1 (F ) ≥ r. In this work, simple information-theoretic ideas are combined together with techniques from optimization and some fairly elementary tools from analysis, to obtain explicit non-asymptotic bounds for the probabilities (2). Information-theoretic methods have been very influential in the development of asymptotic results as well as non-asymptotic inequalities for probabilities as in (2) . Combinatorial techniques based on the method of types have provided some of the simplest proofs as well as some of the strongest results when Φ is an independent and identically distributed (i.i.d.) sequence [7] , [8] , [6] . But in the case of Markov chains they have been much less successful, their applicability limited essentially only to the more elementary case of finite state-space Markov chains; see [9] and the references therein. This difficulty reflects, to some extent, the intrinsic limitations of the informationtheoretic methods, but it is also due to the much greater complexity of the field of large deviations for general Markov chains. For example, the elegant theorem of Sanov, which holds in complete generality in the i.i.d. case, requires extremely strong assumptions in order to be translated to Markov chains; see Donsker and Varadhan's classic results [11] [32] , as well as the numerous counter-examples indicating that such strong assumptions are indeed necessary, e.g., [2] , [4] , [13] .
In Section II and Section III we prove a series of non-asymptotic deviation bounds, which apply to a variety to different problems. Then in Section III, motivated by the form these bounds naturally take in their most general form, we propose a new, generalpurpose sampling criterion, which can easily be applied to a great variety of different MCMC problems. In particular, this sampling criterion comes with a precise, non-asymptotic performance guarantee.
The exponential deviation bounds obtained in Section II are established in four steps. We obtain an information-theoretic bound for the probability of interest in terms of relative entropy; this is done in Theorem 2.2, which is inspired by an argument used by Csiszár in the proof of [7, Theorem 1] . We next apply Pinsker's inequality to simplify the bound obtained in Step 1. In Step 3 a further relaxation of this bound is obtained, which is expressed as a linear program over the space of probability measures. The final step is to construct bounds on this linear program. This is achieved by constructing a dual linear program. Similar tools are used to obtain worst-case exponential bounds for constrained problems in the i.i.d. case in [31] .
Most of our results are present here without proofs, or with brief proof outlines. The complete arguments will be given in a longer version of this paper.
II. GENERAL BOUNDS AND DOEBLIN CHAINS
In the following two sections we present several nonasymptotic versions of exponential upper bounds for the probability that the sample averages of a function of a Markov chain deviate from their (asymptotic) mean by a certain amount.
Throughout the paper, we consider a discrete-time Markov chain Φ = {Φ i : i ≥ 0} with values in the Polish space (X, B), where B is the natural Borel σ-algebra associated with X. The distribution of Φ is specified by its initial state Φ 0 = x ∈ X and its transition kernel P , where P (x, B) := Pr{Φ i+1 ∈ B | Φ i = x}. We write P x for the distribution of the chain conditional on the initial state Φ 0 = x, and E x for the corresponding expectation. For an arbitrary (measurable) function F : X → R we write Γ n (F ) for the sample averages (1).
We begin in Section II-A by deriving an elementary bound which applies to all Markov chains, not even requiring positive recurrence; this is given in Theorem 2.1, and in a more general form in Theorem 2.2. These bounds show that for deviation probabilities of the form,
we can always find a natural exponential upper bound, where the exponent is expressed in terms of relative entropy. The proofs are based on simple informationtheoretic ideas. Although Theorems 2.1 and 2.2 hold in complete generality, the exponent in these bounds is defined in an implicit way and it cannot be easily evaluated in specific cases. In order to obtain concrete, computable bounds, in Section II-B we turn to the special class of Doeblin (or "uniformly ergodic") chains, and in Theorem 2.4 we give an explicit bound for the deviation probabilities of the sample averages of any bounded function of a Doeblin chain.
Finally, in Section III we return to simulation and consider the problem of empirically estimating the mean π(F ) := F dπ of a given function F using the sample averages of a Markov chain with stationary distribution π. For such simulation problems we introduce a new sampling criterion, which gives a precise guideline regarding which parts of the simulation give more accurate estimates with high probability. The theoretical justification for this sampling criterion is given in Theorem 3.1, where we present a general, explicit bound for the probability of large deviations of the sample averages from their mean. This is established for the more general class of "geometrically ergodic" chains, and it also allows us to consider the sample averages of unbounded functions.
A. A General Information-Theoretic Bound
Recall the definition (1) for the sample averages Γ n (F ) of a function F of a Markov chain Φ = {Φ i : i ≥ 0}. The sup norm of any such function F : X → R is denoted by F ∞ = sup x∈X |F (x)|, and F + denotes the function max{F, 0}. For any two probability measures µ, ν on (X, B), the L 1 distance µ − ν between them is twice the total variation distance,
and the relative entropy H(µ ν) between µ and ν is defined as in (4) .
Our first result is a non-asymptotic version of the upper bound in the Donsker-Varadhan large deviations principle (5).
Theorem 2.1: Let Φ = {Φ i : i ≥ 0} be an arbitrary Markov chain with values on X. For any function F : X → R which is bounded above, any r ≥ π(F ) and any initial condition x ∈ X, we have,
where γ is a bivariate probability measure on (X × X, B × B) with respective marginals γ 1 and γ 2 , and where the marginals γ 1 , γ 2 satisfy,
A more general version of this result is given in Theorem 2.2 below, along with a proof.
Remark. As mentioned in the Introduction, the classical extension of Sanov's theorem to Markov chains is Donsker and Varadhan's [11] , [32] large deviations principle. It states that, under appropriate conditions on the Markov chain and on F , as n → ∞ we have,
where the infimum is over all bivariate measures γ with marginals γ 1 and γ 2 that satisfy
Comparing the Donsker-Varadhan result in equations (8)- (9) with the bound of Theorem 2.1 in equations (6)- (7), we see that the theorem provides a non-asymptotic version of the upper bound in (8), and thus offers an elementary "explanation" for the Donsker-Varadhan rate function. Of course the intimate relationship between large deviations and the entropy functional has been noted by many authors in the literature, and several other alternative points of view have been offered. For example, as argued in [12] , the minimization of the entropy in (8) can be seen as an optimal control problem, where the entropy naturally appears as the cost functional. For more on this relationship, see, e.g., the monographs [14] [12], the review [33] , and the references therein. 2 For some of our subsequent results, we will need a somewhat more general version of the above theorem. Instead of a single function F , we now consider a finite collection of functions {F 1 , F 2 , . . . , F m }, and we bound the probability of the following event, E = {Γ n (F j ) ≥ r j for all j, and Φ n−1 ∈ B}, (10) where the sample average Γ n (F j ) of each function F j is taken to exceed some constant r j , and we also "pin" the position of the Markov chain during the last time step Φ n−1 to be in some fixed set B.
Large deviation limit theory for events with pinning of the form (10) has been studied extensively; see, e.g., [10] [23] [29] [30] and the references therein. In the present context, the value of the additional pinning constraint {Φ n−1 ∈ B} is that it allows us to treat unbounded functions F j . Theorem 2.2 forms the basis for analysis of the simulation algorithm introduced in Section III.
Theorem 2.2: Let Φ = {Φ i : i ≥ 0} be an arbitrary Markov chain with values on X, let B ∈ B be fixed measurable set, and let F 1 , F 2 , . . . , F m be an arbitrary (finite) collection of functions from X to R. For any constants r 1 , r 2 , . . . , r m , and any initial condition x ∈ X, we have that − logP x Γ n (F j ) ≥ r j for all j , and Φ n−1 ∈ B is bounded below by
where γ is a bivariate probability measure on (X × X, B × B) whose marginals γ 1 and γ 2 satisfy,
where F ∞,B is the sup norm of the restriction of the function F to the set B, i.e., F ∞,B := sup x∈B |F (x)|.
The first step in the proof of Theorem 2.2 is an application of the following observation due to Csiszár [7] . It states that the probability of any event can be expressed as the exponential of a relative entropy. The proof is immediate from the definitions.
Lemma 2.3 (Csiszár's Lemma):
Let p be an arbitrary probability distribution on any probability space, and E any event with p(E) > 0. Let p| E denote the conditional distribution p| E ( · ) = p( · ∩E)/p(E). Then:
PROOF OF THEOREM 2.2. Fix an initial state x ∈ X. Let p denote the measure on X n induced by the distribution of (Φ 0 , Φ 1 , . . . , Φ n−1 ) conditioned on {Φ 0 = x}, and let µ n denote the conditional measure µ n = p| E with E for the event of interest expressed in (10) . From Csiszár's Lemma,
For any k ≥ 1, we write
Writing µ n and p as products of conditional distributions, µ n (dx
and p(dx
Then the relative entropy in (11) can be expanded,
Denote by µ i the one-dimensional marginal of µ n corresponding to x i−1 , and µ i,i+1 the two-dimensional marginal corresponding to (x i−1 , x i ). The above expansion for H(µ n p) can be expanded as follows,
Now, using the joint convexity of the relative entropy in its two arguments, we can take the innermost integral inside the relative entropy, to that H(µ n p) is bounded below by
which equals
Using the joint convexity of H again,
where the bivariate measure γ and its first marginal γ 1 are,
This final bound combined with (11) gives the required bound, and it only remains to verify that γ satisfies the stated properties. Indeed, since the second marginal of γ is
, and since the L 1 -norm is bounded by 2 it follows that γ 1 − γ 2 ≤ 2/(n − 1). Finally, by the definition of γ 1 and the event E, for any j we have that γ 1 (F j ) is equal to
and this is bounded below by r j − 1 n−1 (F j ) + ∞,B − r j , as required.
B. Doeblin Chains
As before, we start with a Markov processes Φ = {Φ i : i ≥ 0} taking values in a general state space (X, B), with initial state Φ 0 = x ∈ X and transition kernel P . Throughout the rest of the paper we assume that Φ is ψ-irreducible and aperiodic. This means that there is a σ-finite measure ψ on (X, B) such that, for any A ∈ B satisfying ψ(A) > 0 and any initial condition x, P n (x, A) > 0, for all n sufficiently large, where P n (x, ·) is the probability measure that describes the conditional distribution of Φ n , given that Φ 0 = x.
Recall that any kernel P (x, dy) acts linearly on functions F : X → R on the right and signed measures µ on (X, B) on the left, via,
and
respectively, whenever the above integrals are welldefined.
The Markov chains we consider are also positive recurrent. This means that there is a unique invariant probability measure π satisfying πP = π. The first such class of Markov chains we consider are Doeblin chains. This is probably the "nicest" class of general-alphabet Markov chains. For the aperiodic, ψ-irreducible chains that we consider, Doeblin's condition is equivalent to requiring that Φ is "uniformly ergodic," namely, that it has a unique stationary distribution π such that, as n → ∞,
where, as before, µ − ν denotes the L 1 -distance between two probability measures µ, ν. Alternatively, an aperiodic and ψ-irreducible chain Φ is a Doeblin chain if and only if either one of the following two conditions is satisfied:
(i) There exists some n ≥ 1 for which d n < 2.
(ii) Doeblin's minorization condition holds: There exists an integer n 0 ≥ 1, a constant a 0 > 0, and a probability measure on (X, B), such that,
The main advantage of the minorization condition (13) is that it can usually be easily verified in applications, and with explicit values for the constants n 0 and a 0 . See [28] for a detailed discussion of Doeblin chains and their characterizations. Our next result, Theorem 2.4 below, gives a nonasymptotic, exponential bound, on the probability that the sample averages Γ n (F ) of a bounded function of a Doeblin chain deviate from their steady-state mean π(F ) by a certain amount. This bound improves upon a recent result of Glynn and Ormoneit [17] by a factor of 2 in the exponent. The proof technique of [17] is completely different, relying on martingale methods and a generalization of Hoeffding's original argument [22] . 3 Theorem 2.4: Suppose the Markov chain Φ = {Φ i : i ≥ 0} is ψ-irreducible, aperiodic, and satisfies the Doeblin condition (13) , so that it has a unique stationary distribution π. Then, for any bounded function F : X → R and any > 0 we have that
is bounded above by
where F sp denotes the normalized span norm of F , defined by
Remarks. 1) When Φ is a sequence of i.i.d. random variables with common distribution π, then the Doeblin condition holds with n 0 = a 0 = 1 and = π, and the bound of Theorem 2.4 reduces to
This is essentially identical to the exponent
2 of the classical Hoeffding bound [22] , which is known to be tight in the i.i.d. case. 2) Although Doeblin chains form a very restricted sub-class of all ergodic chains, it is perhaps the most natural class to consider in terms of large deviations properties. To see that, recall that Bryc and Dembo [4] have provided a counterexample of a stationary Doeblin chain for which the regular large deviations principle fails to hold with any rate function. Moreover, if it were possible to obtain meaningful exponential bounds as in Theorem 2.4, with exponents that were independent of the initial condition, this would mean that the ergodic theorem would hold for all bounded functions uniformly in the initial condition, a fact which is known to imply that the chain is Doeblin [28] . 3) Once the Doeblin condition (13) has been verified, all the constants appearing in the result of Theorem 2.4 are explicitly known. Moreover, if the span norm cannot be easily evaluated, we always have the trivial bound F sp ≤ F ∞ . PROOF OUTLINE. The proof of Theorem 2.4 consists of four steps.
The first step is an application of the general bound of Theorem 2.1, implying that
is bounded below by (n−1)H(γ γ 1 P ), for some bivariate probability measure γ satisfying the conditions in (7) with r = π(F ) + .
The second step is to obtain a bound on the above relative entropy using Pinsker's inequality:
Lemma 2.5 (Pinsker's inequality):
The bound,
holds for any two probability measures µ, ν on (X, B). Consequently, the result of the previous step yields,
Step 3 amounts to the following construction of a linear program whose value bounds the right hand side of (14) . Write γ = γ 1 Q for some transition kernel Q. An application of Jensen's inequality gives that,
Moreover
, which we write as,
We have γ 1 − γ 2 ≤ 2/(n − 1) by Theorem 2.1, which together with (14) and (15) gives,
A bound on the right hand side of (16) follows from any lower bound on the solution to the following linear program over the space of probability measures:
where n := −( F + ∞ −r)/(n−1), with = r−π(F ). Letting L * denote the value of this linear program, we obtain from (16),
. (18) The fourth and final step is to obtain a bound on L * . The details involve linear programming ideas and duality.
III. SIMULATION BOUNDS AND STOPPING RULES
In this section we present a new, general-purpose stopping rule, which can be easily applied to a variety of Markov Chain Monte Carlo problems. In Section III-A we treat a simple example illustrating the stopping rule in a simple setting, Section III-B contains the description of the general stopping rule, and in Section III-C we present a non-asymptotic bound that justifies this stopping rule and also offers precise performance guarantees for its use.
A. A Stopping Rule for Simulating a Simple Queue
We begin by considering the example of the simple discrete-time queue, described by the recursion,
where the processes A = {A i : i ≥ 0} and S = {S i : i ≥ 0} are mutually independent, each consisting of i.i.d. random variables with values in R + , and with marginals that possess finite means denoted α, µ, respectively. If the 'load condition' ρ := α/µ < 1 is satisfied, then it is known that Φ = {Φ i : i ≥ 0} is a positive recurrent Markov chain, and we denote its stationary distribution by π. If, in addition, the marginal of A has a finite second moment, then the steady state mean of Φ i is finite, i.e., π(F ) < ∞ with
Simulation of the steady-state mean appears to be straightforward: Simply compute Γ n (F ) for large n. However, it is well known that this can be computationally intensive since the variance of Γ n (F ) is very large, actually of order (1 − ρ) −4 /n for ρ ∼ 1; see [1] , [34] , [18] , [27] . Moreover, it is impossible to obtain an exponential bound on the error probability: It is shown in [27] that for any ε > 0 we have, provided the {A i } are not identically zero.
One approach to improve this estimator is through the application of the control variate method [24] , [15] . Suppose that there is a function D : X → R for which it is known a priori that π(D) = 0. For any such D, the following will also be a consistent estimator,
(21) The function D is called a shadow function, since it is meant to 'eclipse' the function F to be simulated.
For queueing models, there is a specialized version of the control-variate method corresponding to a particular choice of the shadow function D, called the smoothed estimator. The starting point is the use of a natural "value function" J(x), obtained from a deterministic fluid model for the network to be simulated. In our example, suppose that each A k takes the values (1 + κ)α and zero, with probabilities (1 + κ) −1 and 1 − (1 + κ) −1 , respectively, and that each S k takes the values 2µ and zero, each with probability 1/2. The parameters α and µ describe the average arrival rate and service rate, respectively, and κ describes the variability of the arrival process. In this case, the value function J(x) takes the form,
The smoothed estimator corresponds to following choice for the shadow function D,
The smoothed estimator was introduced for the single queue in [20] , [18] , where it was shown that the variance is brought down to (1 − ρ) −2 /n for ρ ∼ 1. Generalizations, analysis, and various numerical experiments can be found in [21] , [19] , [5] , [26] , [27] .
Here we will introduce a completely new application of shadow functions. As we shall see, the result of Theorem 2.2 motivates the formulation of sampling rules for simulation. In the context of the present example, we have the following sampling criterion; its more general version is in the next section.
SHADOW FUNCTION SAMPLING CRITERION
Fix a set B ∈ R + on which F ∞,B is finite, and also fix a constant u > 0. Then sample from the estimator Γ n (F ) only at times n ≥ 1 such that,
where the shadow function D is defined by D(x) = J(x) − P J(x), x ∈ X, with J given by (22) .
The probability of interest in evaluating the estimate at a sampling time is,
(24) Given a precise bound on this probability, we thus obtain a precise guarantee on the probability that the sample averages of interest are within of π(F ) at any of the sampling times defined by the shadow function sampling rule. The simulation is stopped when that guarantee is satisfactory.
Simulation experiments were performed for the simple discrete-time queue (19), as described above. Shown in Figure 1 is a plot of the sample path average Γ n (F ) with F (x) ≡ x. Observe that whenever Γ n (F ) is sampled at time-points in the grey region, its value is close to the steady state mean π(F ).
Note that the sampling rule can also be used for simultaneous simulation of several functions of Φ. Shown in Figure 2 are results from an experiment using the two functions F (x) ≡ x and G(x) ≡ x sin(0.1x). The function G is not globally Lipschitz continuous, a property that that is used in the construction and evaluation of the smoothed estimator. Hence it is not obvious how one would construct a shadow function for estimating the mean π(G).
B. The General Sampling Criterion
As mentioned already, our starting point for the development of a general sampling rule for the estimator Γ n (F ) will be to obtain a bound on the deviation probability (24) with an appropriately chosen shadow function D. This bound, presented in the following section, will be derived for the class of "geometrically ergodic" Markov chains, a family much broader than the Doeblin chains considered earlier. A ψ-irreducible,
positive constants δ, b, and a small set S ∈ B such that
Recall that the set S is called small if there exists an integer n 0 ≥ 1, an a 0 > 0 and a probability distribution on X such that
The function V satisfying (25) is called a Lyapunov function for the chain, and the bound (25) is the Foster-Lyapunov drift condition (V4) of [28] . Note that the Doeblin property of the previous section is equivalent to the requirement that (V4) is satisfied with V bounded, and also to the condition that the state space X is itself a small set; see [28] for details. It is easy to verify that in most practical applications, the underlying Markov chain does indeed satisfy condition (V4). Moreover, in many applications where detailed quantitative results are sought, it is useful to find a Lyapunov function V satisfying (V4), even if the chain is Doeblin or finite-valued.
The main difference between the earlier queueing example and the general stopping rule we seek, is that, in general, we cannot easily find a value function for an associated fluid model. Instead, we define a shadow function D by analogy to the earlier definition in (23), but with J replaced by the Lyapunov function V :
Observe that the mean of D under π is always equal to zero, since π(V ) < ∞ under (V4 (II) SAMPLING Fix a constant u > 0, and sample from the estimator Γ n (F ) only at times n ≥ 1 such that,
where the shadow function D is defined by
C. Finite-n Performance of the Sampling Criterion
In Theorem 3.1 below, we provide a non-asymptotic bound, which furnishes our sampling rule with a precise performance guarantee, and at the same time explains the motivation for its form.
For a geometrically ergodic chain the Lyapunov function V is used to construct the Banach space of measurable functions F : X → R for which the norm
is finite [16] , [28] . Writing 1 ⊗ π for the rank-one kernel defined by,
the fundamental kernel Z is defined to be the inverse Z = [I − P + 1 ⊗ π] −1 . That is, for any function F in the domain of Z, the function F := ZF satisfies Poisson's equation,
The domain of Z is equal to the range space of [I − P + 1 ⊗ π], of which appropriate subsets can be identified under reasonable conditions. For any function W : X → [1, ∞) we define the induced operator norm of a linear operator Q on L W ∞ , as,
Under geometric ergodicity, the fundamental kernel is a bounded linear operator on L V ∞ , and for any F ∈ L V ∞ we have the representation,
We assume moreover that the function F 2 is dominated by the function V in the sense that F 2 V < ∞. These assumptions are identical to those used in Theorem 17.5.4 of [28] to show that the central limit theorem (CLT) holds for the sample averages Γ n (F ). While these conditions are non-minimal for the CLT, they are easily verified in many cases.
We now present a non-asymptotic bound for the probabilities appearing in (24) : Theorem 3.1: Suppose that the chain Φ is geometrically ergodic, so that (25) holds for some function V , and the function F satisfies F 2 V < ∞. Then with the shadow function D defined as in (27) , we have for any > 0, u > 0, that the logarithm of the probability, PROOF OUTLINE. The proof of Theorem 3.1 is based on essentially the same four steps used in the proof of Theorem 2.4.
Step 1 is an application of Theorem 2.2 to establish that the negative logarithm of the probability of interest is bounded below by
where γ is a bivariate probability measure on (X × X, B × B), whose marginals γ 1 and γ 2 satisfy,
Consider the remaining three steps: We again apply Pinsker's inequality to obtain a lower bound analogous to (14) , and Step 3 is the construction of a linear program to obtain a lower bound on (14) . Following the same steps presented in Section II-B we find that a bound analogous to (16) holds, and applying (32) we conclude that the solution of the following linear program provides a bound on (16) :
On letting L * = L * ( n , u n ) denote the value of this linear program, we again arrive at the bound (18) , for any γ satisfying the constraints (33) .
Hence, we arrive at Step 4: to complete the proof of Theorem 3.1 it is enough to establish the following: Proposition 3.2: Suppose that (V4) holds and that F √ V < ∞. Then the following lower bound on the value of the linear program in (34) holds for all > 0, u > 0:
