










主査 高橋 治久 教授
委員 西野 哲朗 教授
委員 由良 憲二 教授
委員 庄野 逸 教授





Business processes are repeatedly performed sequences of tasks in organizations
such as companies and hospitals, and they are formally defined using graph based
formats such as flow charts and Petri nets. In the graph based formats, an edge is
called an activity which corresponds to the fundamental unit of works performed in
a business process, and is used in performance measurement and improvement. The
performance improvement is known as one of the most important part in the business
process re-design, as the time resource consumed in an activity directly leads to
personnel expenses and due dates.
The business process management system (BPMS) enables us to design, implement,
operate, and improve business processes in a system. The timestamps of the events,
e.g. start, completion, of activities are recorded in the event logs when the business
process is executed on BPMS. The performance indicators extracted from the times-
tamps are used to find bottlenecks in order to conduct the performance improvement
eﬃciently.
Before the appearance of BPMS, each company used to implement a business pro-
cess in its own way, and in such an old-fashioned business process, the log data does
not contain enough information to do performance analysis. Typically, such systems
often record only the start or completion event of the activity. Such an event log
is called a single timestamp event log, and makes bottleneck identification diﬃcult,
because the time duration of an activity is not available. The incomplete event logs
are observed in many business process sites, which does not have enough information
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to calculate performance indicators.
The goal of this research is to statistically estimate the average activity duraions
from incomplete event logs. The basic idea is to divide the transition time between
activities into the latent service time of the source activity and the latent waiting
time of the destination activity. In addition, by using probabilistic models of the
exponential and the gamma distributions for these latent times, we estimate the
parameters of the distributions with the maximum likelihood estimation and the
expectation maximization (EM) algorithm. The average latent waiting and service
times are obtained by calculating the expectations of the distributions. The average
activity duration is the sum of the average latent waiting and service times of the
activity. Based on these latent times, we are able to find bottlenecks of business
process from incomplete event logs.
As two latent variables are introduced to represent one observed activity transi-
tion, the estimation becomes a multivariable inverse problem. Thus, if only single
activity transitions from one activity to another activity are observed, the parameter
estimation should be an ill-posed problem. Fortunately, as gateways that perform
conditional branching and parallel execution are usually used in many business pro-
cesses, various combinations of activity transitions usually appear. In such cases,
a latent time is shared by two or more activity transition times, and the ill-posed
problem can be simultaneously solved.
In this research, the four types of probabilistic models are focused on by restricting
the target to business processes satisfying the condition called structured workflow.
The structured workflows are known as desiable conditions that should be satisfied
by business processes, and many of correctly designed business processes satisfy this
condition. We show that the activity transitions observed from structured workflow
are totally classified into four types, and accordingly we propose four corresponding
probabilistic models.
Computer simulations are conducted on several process models that include activ-
ity transitions via XOR gateways, AND join gateway, and their combinations. In
2
experiments, we evaluated the accuracy of estimation by comparing parameters ob-
tained by our method from artificially generated event logs and those parameters.
Our experimental results indicate that the average latent waiting and service times
can be estimated with suﬃcient accuracy, enabling practical applications. In addi-
tion, we discussed the ill-posed cases, i.e., that only one activity transition could be
observed. Even in such a case, we showed that accuracy can be improved if more
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米において活発に研究されており，主な国際会議として Business Process Management
























































































*1 OR合流ゲートウェイは AND合流と XOR合流のいずれかとして動作するため，AND合流として動作














Process Modeling Notation (BPMN) [18]が主流となっている．






































































図 2.4: 病気 Bの疑いがある場合の診断プロセスの時系列イベント
ぶ．ログ内では異なるプロセスインスタンスを区別するためにケース ID という固有の識
別子を用いる．患者がサービス窓口に到着したイベントと，サービスの開始と完了のイベ




ケース ID 時刻 アクティビティ 状態遷移
1 2015-08-01 09:00:00 診察 到着
2015-08-01 09:05:00 診察 開始
2015-08-01 09:15:00 診察 完了
2015-08-01 09:20:00 生理検査 到着
2015-08-01 09:25:00 生理検査 開始
2015-08-01 09:45:00 生理検査 完了
2015-08-01 09:50:00 面談 到着
2015-08-01 09:55:00 面談 開始
2015-08-01 10:05:00 面談 完了
2 2015-08-01 10:00:00 診察 到着
2015-08-01 10:05:00 診察 開始
2015-08-01 10:15:00 診察 完了
2015-08-01 10:20:00 採血 到着
2015-08-01 10:25:00 採血 開始
2015-08-01 10:35:00 採血 完了
2015-08-01 10:40:00 検体検査 到着
2015-08-01 10:45:00 検体検査 開始
2015-08-01 11:10:00 検体検査 完了
2015-08-01 10:45:00 放射線検査 到着
2015-08-01 10:55:00 放射線検査 開始
2015-08-01 11:00:00 放射線検査 完了
2015-08-01 11:15:00 面談 到着
2015-08-01 11:20:00 面談 開始


















































































































































ケース ID 時刻 アクティビティ
2015-08-02 10:10:00 診察













































































































































































































時間 Bが長く，潜在サービス時間 Aと潜在待ち時間 Cは短いと類推できる．もし AB間
のアクティビティ遷移時間と AC間のアクティビティ遷移時間が共に同程度長く観測され













































































































































のプロセスモデルは 付録 A の 定義 20 に定義した単純 BPMNプロセスで形式的にモデ
ル化できるものとし，その単純 BPMNプロセスを nとする．このビジネスプロセスのア
クティビティは，図 3.1の例のように内部に状態がある．ビジネスプロセスを実行した場




単純 BPMNプロセスを n のもとで実行されたビジネスプロセスインスタンス i のロ
グに，アクティビティ a，ラベル labelt，時刻 t が観測されたとき，e = (i, a, t, t) をイ
ベントとする．ここで，t ∈ n.T はラベル labelt に対応するトランジションとし，時刻




単純 BPMN プロセスを n のもとで，E をイベントの全集合とする．イベントの列








単純 BPMN プロセス n のもとで実行されたビジネスプロセスのイベントログ l(e)
が観測されたとき，l(in) = (l, i, a, T ) をアクティビティ内遷移ログとする．ここで，
l ⊆ E∗ はイベントログ，i はプロセスインスタンス，aはアクティビティ，T = ∪e∈l e.t
はイベントログ内の時刻の集合である．また，以下の条件を満たす．
1. イベントは同一のプロセスインスタンスのログから抽出される．すなわち，すべ
てのイベント e ∈ l(in).l に対して，e.i = l(in).i が成り立つ．
2. イベントは同一のアクティビティのログから抽出される．すなわち，すべてのイ
ベント e ∈ l(in).l に対して，e.a = l(in).a が成り立つ．
3. 同じアクティビティ内の連続する発火列によって生成されたイベント列で構成さ
れる．すなわち，時刻の昇順に並べた l(in).lのイベントを {e1, . . . , en}とすれば，











単純 BPMNプロセス n のもとで実行されたビジネスプロセスのイベントログ l(e) が
観測されたとき，l(ex) = (l, i,As,Ad,Ts,Td, Ts, Td,P,T,F) をアクティビティ間遷移ロ






てのイベント e ∈ l(ex).l に対して，e.i = l(ex).i が成り立つ．
2. イベントは異なるアクティビティのログから抽出される．すなわち，すべてのイ
ベント e1 ∈ l(ex).l, e1 ∈ l(ex).l に対して，e1.a ̸= e2.a が成り立つ．
3. 通過するトランジションはラベルを持たない．すなわち，すべてのトランジショ
ン t ∈ l(ex).T が ラベル写像 n.l の入力ドメインに含まれない．
4. 同じプロセス内のラベルを持たないトランジションの連続する発火列によって
生成されたイベント列で構成される．すなわち，入力接点集合 M0 = ∪t∈Ts • t
を初期マーキング，出力接点集合 Mn = ∪t∈Tdt• を最終マーキングとした発火
列 M0
t1−→ . . . tn−→ Mn が発火可能．ここですべての t1, . . . , tn は l(ex).T に含ま
れる．






















































































































































































































の AND 分岐ゲートウェイを経由し，AND 合流ゲートウェイを経由しないアクティビ
ティ間遷移ログは，AND分岐ゲートウェイを経由する場合である．すなわち，遷移元ア





































図 3.8: AND 分岐ゲートウェイを経由するアクティビティ間遷移ログを生成するプロセ
スモデルの例




































































の AND 合流ゲートウェイを経由し，AND 分岐ゲートウェイを経由しないアクティビ
ティ間遷移ログは，AND合流ゲートウェイを経由する場合である．すなわち，遷移元ア








































































































































































図 3.14: AND合流と AND分岐ゲートウェイを経由するアクティビティ間遷移ログを生
成するプロセスモデルの例




































































あるビジネスプロセスが与えられたとき，付録 A の 定義 20 に定義した単純 BPMN
プロセス nで形式的にモデル化できるものとする．アクティビティ a ∈ n.A に対応する
潜在待ち時間 Wa > 0は，パラメータの集合 αa のもとで確率密度関数 p(Wa = x | αa)
に従う．同様にアクティビティ a ∈ n.A に対応する潜在サービス時間 Sa > 0は， パラ
メータの集合 βa のもとで，確率密度関数 p(Sa = x | βa) に従う．また，プロセス n 全
体のパラメータの集合を Θ =
P
a∈n.A (αa ∪ βa) とする．
アクティビティ遷移ログの確率変数を L(at) とし，単純 BPMNプロセス n のイベント




logL(L(at) | Θ) =
X
l∈L(at)
log p(L(at) = l | Θ)



























log p(L(at) = l | Θ) (4.1)
ここで，第 1 項が直接遷移するアクティビティ間遷移の対数尤度関数，第 2 項が AND
分岐ゲートウェイを通過するアクティビティ間遷移の対数尤度関数，第 3 項が AND 合







Q 関数，そして M ステップでの更新後のパラメータ Θ′ = Pa∈n.A (α′a ∪ β′a) による Q
関数の偏微分 ∂Q∂Θ′ =
P




























ティ間遷移になる．すなわち，アクティビティ間遷移 l ∈ L(at) の遷移元アクティビティ
集合 l.Ad のサイズが 1 かつ遷移先アクティビティ集合 l.Ad のサイズが 1 の場合，アク
ティビティは直接遷移となる．簡単のため，遷移元アクティビティ集合 l.As の要素が 1
つしかない場合はその要素を l.sとして参照でき，その時刻を l.ts と参照できるものとす
る．同様に，集合 l.Ad の要素が 1つしかない場合はその要素を l.dとして参照でき，その
時刻を l.td と参照できるものとする．
図 4.1に示すように，潜在アクティビティ境界トランジション τ が発火した時刻を tτ
とすれば，仮定より遷移元アクティビティ l.sの時刻 ts から tτ までの時間は l.sによって
制御されていたコスト，潜在サービス時間である．同様に，tτ から遷移先アクティビティ
l.dの時刻 l.td までの時間は l.dによって制御されていたコストであり，潜在待ち時間で
ある．従ってアクティビティ遷移 l の確率密度関数は 2つの独立な確率密度関数の積
p(L(at) = l, Tτ = tτ | Θ) = p(Ss = tτ − l.ts | βs)p(Wd = l.td − tτ | αd) (4.2)
51
である．時刻 tτ は観測されないが，l.ts ≤ tτ ≤ l.td の範囲内である．アクティビティ遷
移 l の確率密度関数を tτ について周辺化することで，潜在変数を持たない確率密度関数
p(L(at) = l | Θ) =
l.tdZ
l.ts
















p(Ss = tτ − l.ts | βs)p(Wd = l.td − tτ | αd)dtτ
(4.4)




















p(Tτ = tτ | L(at) = l,Θ)
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Mステップで行う Qdirect の最大化は，プロセス内の全てのアクティビティ a ∈ n.Aの
パラメータ α′a と β
′
















p(Tτ = tτ | L(at) = l,Θ) ∂
∂α′a











p(Tτ = tτ | L(at) = l,Θ) ∂
∂β′a
log p(Sa = tτ − l.ta | β′a)dtτ (4.7)
となる．観測されたアクティビティ間遷移がすべてこのパターンの場合，Qdirect の極大
点は 式 (4.6) と 式 (4.7)のゼロ点，すなわち ∂Qdirect(Θ
′|Θ)





されるログはこのパターンになる．この場合，アクティビティ間遷移 l ∈ L(at) の遷移元
アクティビティ集合 l.Ad のサイズが 1，かつ遷移先アクティビティ集合 l.Ad のサイズが
2以上となる．このとき観測される複数の時刻は独立ではないため，1つの事象として扱
う必要がある．
図 4.2に示すように，潜在アクティビティ境界トランジション τ が発火した時刻を tτ
とすれば，仮定より遷移元アクティビティ l.sの時刻 ts から tτ までの時間は l.sによって
制御されていたコストであり，潜在サービス時間である．同様に，tτ から遷移先アクティ

















潜在待ち時間である．従ってアクティビティ遷移 l のうち，確率密度関数は |l.Ad|+ 1 個
の独立な確率密度関数の積
p(L(at) = l, Tτ = tτ | Θ) = p(Ss = tτ − l.ts | βs)
Y
d∈l.Ad
p(Wd = td − tτ | αd) (4.8)
である．時刻 tτ は観測されないが，l.ts ≤ tτ ≤ min(at.Td) の範囲内である．したがっ
て，アクティビティ遷移 l の確率密度関数を，tτ について周辺化することで，潜在変数を
持たない確率密度関数
p(L(at) = l | Θ) =
min(l.Td)Z
l.ts




p(Ss = tτ − l.ts | βs)
Y
d∈l.Ad














p(Ss = tτ − l.ts | βs)
Y
d∈l.Ad
p(Wd = td − tτ | αd)dtτ
(4.10)




















p(Tτ = tτ | L(at) = l,Θ)
 
log p(Ss = tτ − l.ts | β′s) +
X
d∈l.Ad





Mステップで行う Qandsplit の最大化は，プロセス内の全てのアクティビティ a ∈ n.A
のパラメータ α′a と β
′















p(Tτ = tτ | L(at) = l,Θ) ∂
∂α′a












p(Tτ = tτ | L(at) = l,Θ) ∂
∂β′a
log p(Sa = tτ − l.ta | β′a)dtτ
(4.13)
となる．観測されたアクティビティ間遷移がすべてこのパターンの場合，Qandsplit の極
大点は 式 (4.12) と 式 (4.13) のゼロ点，すなわち ∂Qandsplit(Θ
′|Θ)





されるログはこのパターンになる．この場合，アクティビティ間遷移 l ∈ L(at) の遷移元
アクティビティ集合 l.Ad のサイズが 2以上，かつ遷移先アクティビティ集合 l.Ad のサイ
ズが 1となる．このとき観測される複数の時刻は独立ではないため，1つの事象として扱
う必要がある．
図 4.3 に示すように，AND 合流ゲートウェイに最後に到着したフロー，すなわち潜
在クリティカルフローの遷移元アクティビティを確率変数 C ∈ l.As で表し，潜在アク
ティビティ境界トランジション τ が発火した時刻を tτ とする．遷移元アクティビティ





















ティビティ sの時刻 ts から tτ までの時間は sによって制御されていたコストであり，潜
在サービス時間である．一方，遷移元アクティビティ s ∈ l.As からのフローがクリティ
カルフローでない場合 (C ̸= s)，遷移元アクティビティの完了時刻は tτ よりも早いため，
潜在サービス時間は tτ − ts よりも早く完了している．tτ から遷移先アクティビティ l.d
の時刻 l.td ∈ l.Td までの時間は l.dによって制御されていたコストであり，潜在待ち時間
である．したがって，アクティビティ間遷移 l の確率密度関数は |l.As|+ 1 個の独立な確
率密度関数の積





p(Ss = tτ − ts | βs) if s = c
p(Ss ≤ tτ − ts | βs) if s ̸= c
!
p(Wd = l.td − tτ | αd) (4.14)
となる．
時刻 tτ は観測されないが，max(l.Ts) ≤ tτ ≤ l.td の範囲内である．したがって，アク
ティビティ遷移 l の確率密度関数を，tτ について周辺化することで，潜在変数を持たな
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い確率密度関数















p(Ss = tτ − ts | βs) if s = c
p(Ss ≤ tτ − ts | βs) if s ̸= c
!



















p(Ss = tτ − ts | βs) if s = c
p(Ss ≤ tτ − ts | βs) if s ̸= c
!
p(Wd = l.td − tτ | αd)dtτ (4.16)















p(Tτ = tτ , C = c | L(at) = l,Θ)














log p(Ss = tτ − ts | βs) if s = c
log p(Ss ≤ tτ − ts | βs) if s ̸= c
!





Mステップで行う Qandjoin の最大化は，プロセス内の全てのアクティビティ a ∈ n.A
のパラメータ α′a と β
′
a による偏微分を用いる．アクティビティ a のパラメータ β
′
a と













p(Tτ = tτ , C = c | L(at) = l,Θ)
∂
∂α′a

















log p(Sa = tτ − l.ta | β′a) if c = a


























図 4.4: AND合流と AND分岐ゲートウェイを経由するアクティビティ間遷移ログの確率
モデル
点は 式 (4.18) と 式 (4.19) のゼロ点，すなわち ∂Qandjoin(Θ
′|Θ)





されるログはこのパターンになる．この場合，アクティビティ間遷移 l ∈ L(at) の遷移元




リティカルフローの遷移元アクティビティを確率変数 C ∈ l.As で表し，潜在アクティビ
ティ境界トランジション τ が発火した時刻を tτ とする．遷移元アクティビティ s ∈ l.As
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からのフローがクリティカルフローだった場合 (C = s)，仮定より遷移元アクティビティ
sの時刻 ts から tτ までの時間は sによって制御されていたコストであり，潜在サービス
時間である．一方，遷移元アクティビティ s ∈ l.As からのフローがクリティカルフローで
ない場合 (C ̸= s)，遷移元アクティビティの完了時刻は tτ よりも早いため，潜在サービス
時間は tτ − ts よりも早く完了している．同様に，tτ から遷移先アクティビティ d ∈ l.Ad
の時刻 td ∈ l.Td までの時間は dによって制御されていたコストであり，潜在待ち時間で
ある．したがって，アクティビティ間遷移 l の確率密度関数は |l.As|+ |l.Ad| 個の独立な
確率密度関数の積





p(Ss = tτ − l.ts | βs) if s = c
p(Ss ≤ tτ − l.ts | βs) if s ̸= c
! Y
d∈Ad
p(Wd = td − tτ | αd) (4.20)
となる．
時刻 tτ は観測されないが，max(at.Ts) ≤ tτ ≤ min(at.Td) の範囲内である．したがっ
て，アクティビティ遷移 l の確率密度関数を，tτ について周辺化することで，潜在変数を
持たない確率密度関数















p(Ss = tτ − l.ts | βs) if s = c























p(Ss = tτ − l.ts | βs) if s = c




p(Wd = td − tτ | αd)dtτ (4.22)














p(Tτ = tτ , C = c | L(at) = l,Θ)














log p(Ss = tτ − ts | βs) if s = c










M ステップで行う Qandjoinsplit の最大化は，プロセス内の全てのアクティビティ

















p(Tτ = tτ , C = c | L(at) = l,Θ)
∂
∂α′a

















log p(Sa = tτ − l.ta | β′a) if c = a




極大点は 式 (4.24) と式 (4.25) のゼロ点，すなわち ∂Qandjoinsplit(Θ
′|Θ)
















アクティビティ s から dへ AND合流ゲートウェイを通過しないアクティビティ間遷移
が観測された場合，仮定より遷移元の潜在待ち時間 Ss と遷移先の潜在サービス時間Wd
の和で構成されている．このとき，特に前提知識が無い場合どちらかが大きく小さいとは







つの時間の和によって構成されそれらが等しいと考える．すなわち，すべての s ∈ l.As と







和となる．すなわち 式 (4.4)と 式 (4.10)と 式 (4.16)と式 (4.22)の和
logL(L(at) | Θ) = logLdirect(L(at) | Θ) + logLandsplit(L(at) | Θ)
+ logLandjoin(L(at) | Θ) + logLandjoinsplit(L(at) | Θ) (4.26)
となる．この対数尤度関数はアルゴリズムの収束判定に用いられる．EMアルゴリズムに
おける対数尤度関数の近似関数のパラメータによる微分も，個々のパターンにおける近似








if κ is undefined then
κ = 1
h = n = 0
Asrc = ? /* 潜在サービス時間のコストを持つアクティビティの集合 */
Adst = ? /* 潜在待ち時間のコストを持つアクティビティの集合 */
foreach l ∈ L(at) do
foreach s ∈ l.As do
Asrc = Asrc ∪ {s}
foreach d ∈ l.Ad do
Adst = Adst ∪ {d}
n = n+ 1
if |l.As| = 1 then
h+ = (td − ts)/2
else
h+ = (td − ts)/3
t¯ = h/n /* 全ての潜在時間の平均値 */
t0 = κt¯ /* 全ての潜在時間の初期値 */
// 値を持つパラメータに初期値を設定するbΘ = ?
foreach a ∈ Adst do
αa = t0bΘ = bΘ ∪ {αa}
foreach a ∈ Asrc do
βa = t0bΘ = bΘ ∪ {βa}
@ (bΘ, Asrc, Adst)
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である．同様にアクティビティ a ∈ n.A の 潜在サービス時間のパラメータ βa による微
























布を採用する．パラメータ λ > 0 の指数分布に従う確率変数 X > 0 の確率密度関数は
p(X;λ) = 1λe−
X
λ である．これを X ∼ Exp(λ) と書く．X の期待値 E[X] は λ と等し
い．またある時点よりも前に処理が完了した確率は分布関数 p(x ≤ X;λ) = 1 − e−Xλ に
より得られる．
単純 BPMNプロセス n が与えられた時アクティビティ a ∈ n.A に対応する潜在待ち
時間の確率変数をWa > 0とし，パラメータ αa の指数分布 Exp(αa) に従うとする．同
様に潜在サービス時間の確率変数を Sa > 0 とし， パラメータ βa の指数分布 Exp(βa)




パラメータの初期値: bΘ =Pa∈n.A (bαa ∪ bβa)
潜在サービス時間のコストを持つアクティビティの集合: Asrc
潜在待ち時間のコストを持つアクティビティの集合: Adst
学習係数: η > 0
Output: パラメータの推定値: bΘ




foreach a ∈ Adst dobαa = bαa + η ∂Q(Θ′|Θ)∂α′a /* 式 (4.27) */
foreach a ∈ Asrc docβa = bβa + η ∂Q(Θ′|Θ)∂β′a /* 式 (4.28) */
likelihoodold = likelihood
likelihood = logL(L(at) | bΘ) /* 式 (4.26) */
until likelihood ≃ likelihoodold
@ bΘ
4.6.1 直接遷移するアクティビティ間遷移
あるアクティビティ遷移 l の確率密度関数は式 (4.2)より









p(L(at) = l | Θ) =
l.tdZ
l.ts












βs − αd (4.29)
となる．










p(Tτ = tτ | L(at) = l,Θ)
 











p(Tτ = tτ | L(at) = l,Θ)







































p(Tτ = tτ | L(at) = l,Θ) (tτ − l.ta)dtτ
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4.6.2 AND分岐ゲートウェイを経由した遷移
あるアクティビティ遷移 l の確率密度関数は式 (4.8)より
p(L(at) = l, Tτ = tτ | Θ) = p(Ss = tτ − l.ts | βs)
Y
d∈l.Ad










p(L(at) = l | Θ) =
min(l.Td)Z
l.ts
p(Ss = tτ − l.ts | βs)
Y
d∈l.Ad






















p(Tτ = tτ | L(at) = l,Θ)
 
log p(Ss = tτ − l.ts | β′s) +
X
d∈l.Ad










p(Tτ = tτ | L(at) = l,Θ)
 










































p(Tτ = tτ | L(at) = l,Θ) (tτ − l.ta)dtτ
4.6.3 AND合流ゲートウェイを経由した遷移
あるアクティビティ遷移 l の確率密度関数は式 (4.14)より





p(Ss = tτ − ts | βs) if s = c
p(Ss ≤ tτ − ts | βs) if s ̸= c
!







e−(tτ−ts)/βs if s = c















p(Ss = tτ − ts | βs) if s = c
p(Ss ≤ tτ − ts | βs) if s ̸= c
!











e−(tτ−ts)/βs if s = c






















log p(Ss = tτ − ts | βs) if s = c
log p(Ss ≤ tτ − ts | βs) if s ̸= c
!
















− log β′s − (tτ − ts)/β′s if s = c
log(1− e−(tτ−ts)/β′s) if s ̸= c
!
− logα′d −
























p(Tτ = tτ , C = c | L(at) = l,Θ)

















+ tτ−taβ′a if c = a
tτ−ta
β′2a (1−e(tτ−ta)/β′a)
if c ̸= adtτ
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4.6.4 AND合流と AND分岐ゲートウェイを経由した遷移
あるアクティビティ遷移 l の確率密度関数は式 (4.20)より





p(Ss = tτ − l.ts | βs) if s = c
p(Ss ≤ tτ − l.ts | βs) if s ̸= c
! Y
d∈Ad







e−(tτ−ts)/βs if s = c
















p(Ss = tτ − ts | βs) if s = c
p(Ss ≤ tτ − ts | βs) if s ̸= c
! Y
d∈Ad











e−(tτ−ts)/βs if s = c























log p(Ss = tτ − ts | βs) if s = c





















− log β′s − (tτ − ts)/β′s if s = c






























p(Tτ = tτ , C = c | L(at) = l,Θ)

















+ tτ−taβ′a if c = a
tτ−ta
β′2a (1−e(tτ−ta)/β′a)










を示す．尺度パラメータ α > 0 と形状パラメータ q > 0 のガンマ分布に従う確率変数
X > 0 の確率密度関数は p(X;α, q) = Xq−1Γ(q)αq e−
X
α である．これを X ∼ G(α, q)と書く．
ここで，Γ(q) は，ガンマ関数 であり，Γ(q) =
R∞
0 z
q−1e−zdz と定義される. X の期待
値 E[X] はパラメータの積 αq と等しい．
単純 BPMNプロセス n が与えられた時アクティビティ a ∈ n.A に対応する潜在待ち
時間の確率変数をWa > 0とし，尺度パラメータ αa と形状パラメータ qa のガンマ分布
G(αa, qa) に従うとする．同様に潜在サービス時間の確率変数を Sa > 0とし， パラメー
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タ βa と形状パラメータ ra のガンマ分布 G(βa, ra) に従うとする．これらのパラメータ
の集合を Θ = {αa1 , αa2 , . . . , qa1 , qa2 , . . . , βa1 , βa2 , . . . , ra1 , ra2 , . . . } とする．
4.7.1 直接遷移するアクティビティ間遷移
あるアクティビティ遷移 l の確率密度関数は式 (4.2)より
p(L(at) = l, Tτ = tτ | Θ) = p(Ss = tτ − l.ts | βs)p(Wd = l.td − tτ | αd)











p(L(at) = l | Θ) =
l.tdZ
l.ts









(l.td − tτ )qd−1
Γ(qd)αqdd
e
− (l.td−tτ )αd dtτ
となる．
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p(Tτ = tτ | L(at) = l,Θ)
 











p(Tτ = tτ | L(at) = l,Θ)
 
(r′s − 1) log(tτ − l.ts)− log Γ(r′s)− r′s log β′s −
(tτ − l.ts)
β′s
+(q′d − 1) log(l.td − tτ )− log Γ(q′d)− q′d logα′d −



























































−ψ(r′a)− log β′a +
l.tdZ
l.ta
p(Tτ = tτ | L(at) = l,Θ) log(tτ − l.ta)dtτ
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*1 提案手法は GNU Octave を用いて実装し，一般化 EM アルゴリズムの更新には Octave に標準添付さ
れる準ニュートン法を関数 sqp を通じて利用した．
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間の確率変数 S1 は指数分布 Exp(β1 = 1)に従い，アクティビティ a2 の潜在待ち時間の
確率変数 W2 は指数分布 Exp(α2 = 2)に従う．この確率密度関数に従う a1 から a2 への
アクティビティ間遷移ログの標本を乱数を用いて生成した．
このビジネスプロセスの標本数 100 のもとでの直接遷移するアクティビティ遷移の対





























図 5.2: 直接遷移するアクティビティ遷移 ( 図 5.1 )の 100標本における対数尤度関数
































次に，標本数を 25, 50, 100, 200, 400, 800, 1600, 3200, 6400 と変えて標本を生成し，そ
れぞれの標本セットに対して 10回ずつ独立して提案手法を用いて推定を行い，パラメー
タ β1, α2 の推定値を計測した．図 5.4にそれぞれの標本セットに対する 10個の推定値の






の確率変数 S1 は指数分布 Exp(β1 = 1)に従い，アクティビティ a2 の潜在待ち時間の確
率変数 W2 は指数分布 Exp(α2 = 5)に従う．この確率密度関数に従う a1 から a2 へのア
クティビティ間遷移ログの標本を乱数を用いて生成した．
このビジネスプロセスの標本数 100 のもとでの直接遷移するアクティビティ遷移の
対数尤度関数を図 5.6 に図示し，Q 関数の偏微分も矢印で示した．この図より，およそ
(β1, α2) = (1, 5) と (5, 1) 付近で対数尤度関数が最大値をとり，この関数は双峰を持つこ
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図 5.5: 直接遷移を行うビジネスプロセス (β1 = 1, α2 = 5)










































図 5.7: 直接遷移するアクティビティ遷移 (図 5.5) のログから推定したパラメータの，
10 回の推定値の平均値と標準偏差．ただし，アルゴリズム 1 を用いて初期値として



















図 5.8: 直接遷移するアクティビティ遷移 (図 5.5)のログから推定したパラメータの，10
回の推定値の平均値と標準偏差．ただし，初期値として (β1, α2) = (2.9, 3.1)を使用した．
り，この 2つを入れ替えても同じ式になり，対数尤度関数は α = β の直線に対して対称
の形になることからも分かる．この対称性のため，真のパラメータ (β1, α2) = (1, 5) の逆
の (5, 1) にも対数尤度関数の極大点ができる．
次に，標本数を 25, 50, 100, 200, 400, 800, 1600, 3200, 6400 と変えて標本を生成し，そ
れぞれの標本セットに対して 10回ずつ独立して提案手法を用いて推定を行い，パラメー
タ β1, α2 の推定値を計測した．図 5.7にそれぞれの標本セットに対する 10個の推定値の
平均値と標準偏差を示した．この図より，推定値は bβ1 = bα2 = 3 = (1 + 5)/2 の付近に集
中し，標本数を増やせば増やすほど推定値のばらつきは小さくなることが分かる．初期値
をアルゴリズム 1を用いて設定したため，常に初期値が β1 = α2 = T¯12/2 に設定され，
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図 5.9: XOR 分岐ゲートウェイを経由した遷移を行うビジネスプロセス (β1 = 1, α2 =
2, α3 = 3)
2つの極大点のちょうど真ん中の鞍点からスタートし，そこで EMアルゴリズムが停止し
たためである．
一方で，少しだけずらした初期値 (β1, α2) = (2.9, 3.1)を使用した同様の実験の結果を








どうかを検証する．図 5.9のような 3つのアクティビティが XOR分岐ゲートウェイで接
続されたビジネスプロセスを用いる．アクティビティ a1 の潜在サービス時間の確率変数
S1 は指数分布 Exp(β1 = 1)に，アクティビティ a2 の潜在待ち時間の確率変数 W2 は指
数分布 Exp(α2 = 2)に，アクティビティ a3 の潜在待ち時間の確率変数 W3 は指数分布
Exp(α3 = 3)に従う．この確率密度関数に従う a1 から a2 と，a1 から a3 へのアクティ
84












図 5.10: XOR分岐ゲートウェイを経由した遷移を行うビジネスプロセス (図 5.9)の 100
標本における対数尤度関数の等高線と EMアルゴリズムの Q関数の偏微分 ( a1 から a2
への遷移に 50標本と，a1 から a3 への遷移に 50標本を用いた)












図 5.11: XOR分岐ゲートウェイを経由した遷移を行うビジネスプロセス (図 5.9)の 100
標本における対数尤度関数の等高線と EMアルゴリズムの Q関数の偏微分 ( a1 から a2





















図 5.12: XOR分岐ゲートウェイを経由した遷移を行うビジネスプロセス (図 5.9)のログ
から推定したパラメータの，10回の推定値の平均値と標準偏差．ただし，アルゴリズム 1



















図 5.13: XOR分岐ゲートウェイを経由した遷移を行うビジネスプロセス (図 5.9)のログ
から推定したパラメータの，10 回の推定値の平均値と標準偏差ただし，アルゴリズム 1
とそのオプション κ = 1.5 を用いて初期値を設定した．
ビティ間遷移ログの標本を乱数を用いて生成した．
このビジネスプロセスの a1 から a2 への遷移の標本数 50， a1 から a3 への遷移の
標本数 50 もとで，パラメータ α3 = 3 に固定し β1 と α2 を変化させた場合の対数
尤度関数を図 5.10 に図示し，Q 関数の偏微分も矢印で示した．この図より，およそ





次に，標本数を 25, 50, 100, 200, 400, 800, 1600, 3200, 6400 と変えて標本を生成し，そ
れぞれの標本セットに対して 10回ずつ独立して提案手法を用いて推定を行い，パラメー
タ β1, α2, α3 の推定値を計測した．図 5.12 にそれぞれの標本セットに対する 10 個の推
定値の平均値と標準偏差を示した．この図より，推定値は (bβ1, bα2, bα3) = (1, 2, 3) の付近
に集中することが分かる．しかし，標本数が増えても推定値の標準偏差は減少しない．こ
れは，観測された標本セットによっては，図 5.11のように 2つの極大点ができるためで




一方で，アルゴリズム 1とそのオプション κ = 1.5を使用して初期値を設定した同様の
実験の結果を 図 5.13 に示した．この図より，推定値は (bβ1, bα2, bα3) = (1, 2, 3) の付近に
集中し，標本数を増やせば増やすほど推定値のばらつきは小さくなることが分かる．2つ





合，真のパラメータに近い推定値を得ることができる．これは，確率変数 S1 が 2つの異











































































る．図 5.9のような 3つのアクティビティが XOR分岐ゲートウェイで接続されたビジネ
スプロセスを用いる．アクティビティ a1 の潜在サービス時間の確率変数 S1 はガンマ分
布 G(β1 = 3, r1 = 5)に従う．アクティビティ a2 の潜在待ち時間の確率変数 W2 はガン
マ分布 G(α2 = 2, q2 = 4)に従う．アクティビティ a3 の潜在待ち時間の確率変数 W3 は
ガンマ分布 G(α3 = 4, q3 = 6)に従う．このようなビジネスプロセスのもとで実行された
イベントログから，アクティビティ a1 から a2 への遷移と，a1 から a3 への遷移が抽出
されたとする．確率 12 で，どちらかのアクティビティ間遷移が観測されるものとし，200
標本を取得した．
















図 5.16: 実験に使用した AND合流ゲートウェイと確率分布











し，a1 の潜在待ち時間をW1 ∼ Exp(1), 潜在サービス時間を S1 ∼ Exp(β1 = 1), a2 の潜
在待ち時間を W2 ∼ Exp(2), 潜在サービス時間を S2 ∼ Exp(β2 = 2), a3 の潜在待ち時間
をW3 ∼ Exp(α3 = 3)とする．観測した時間を基に推定すべき真の値は，a1 の平均潜在
サービス時間は E[S1] = β1 = 1, a2 の平均潜在サービス時間は E[S2] = β2 = 2, a3 の平





















図 5.17に，生成したプロセスインスタンス数 25, 50, 100, 200, 400, 800, 1600, 3200 に
おける推定値の 10回の実験の平均値を棒グラフとして示した．誤差バーは，10回の実験
の標準偏差を示す．




される．a1 の潜在待ち時間に平均 1秒，潜在サービス時間に平均 1秒消費した後，多く
の場合もう 1つのプロセスを待つ．a2 の潜在待ち時間に平均 2秒，潜在サービス時間に
平均 2秒消費した後，AND合流ゲートウェイで 2つのプロセスを合流させた後に a3 の
潜在待ち時間に平均 3秒消費する．この場合観測可能な性能指標は，a1 の開始時刻から
a3 への開始時刻の時間間隔 T13 と，a2 の開始時刻から a3 への開始時刻の時間間隔 T23
のみである．
このビジネスプロセスでは，平均的に T13 は T23 よりも大きくなる．このため，初期


























価する．前節と同様に，図 5.16 に示す AND 合流ゲートウェイを構成し，一部のパラ
メータを (β1, β2, α3) = (1, 1.1, 1.2) に変更した．その後乱数を用いて遷移時間を生成
し，そのデータを基に推定を行った．図 5.19 に，生成したプロセスインスタンス数
25, 50, 100, 200, 400, 800, 1600, 3200, 6400, 12800 における推定値の 10回の実験の平均値
を棒グラフとして示した．誤差バーは，10 回の実験の標準偏差を示す．この図より，標

































この実験では，図 5.16 の β1, β2, α3 に大きさが異なる真の値 5と 1を設定し，どのよ
うな大小関係のときに推定が正しく動作するかを検証する．5 と 1 を代入した異なる真




設定 1, 2, 3, 4のとき，小さな誤差で推定できたが，設定 5, 6, 7のときは，大小関係が
真の値と異なるパラメータが推定された．設定 1, 2, 3, 4に共通する点は，遷移先の平均
潜在待ち時間が，遷移元の平均潜在サービス時間と同じかそれよりも大きいことである．
一方，設定 5, 6,7 に共通する点は遷移先の平均潜在待ち時間が，遷移元の平均潜在サー
ビス時間よりも小さいことである．このことから，遷移元の平均潜在サービス時間が大き
92
表 5.1: 異なるパラメータの下での推定値と誤差（プロセスインスタンス数 800，経験則に
よる初期値）
設定 パラメータ 真の値 初期値 推定値の平均値 汎化誤差の平均値 対数尤度の平均値
1 β1 1 1.29 1.01±0.20 0.13 -0.817893
β2 1 1.01 0.92±0.10 0.12
α3 1 1.33 1.07±0.15 0.14
2 β1 1 2.77 0.99±0.28 0.22 -1.382378
β2 1 2.63 1.02±0.13 0.10
α3 5 3.09 5.06±0.19 0.17
3 β1 1 4.05 1.57±0.25 0.57 -1.570569
β2 5 4.05 4.31±0.43 0.69
α3 5 4.61 5.42±0.61 0.57
4 β1 5 3.87 4.68±0.91 0.74 -1.556994
β2 1 3.87 1.22±0.27 0.29
α3 5 4.40 5.16±0.95 0.74
5 β1 1 2.58 0.49±0.17 0.51 -1.334855
β2 5 2.43 1.20±0.14 3.80
α3 1 2.86 4.59±0.23 3.59
6 β1 5 2.44 1.71±1.00 3.29 -1.305542
β2 1 2.28 0.40±0.13 0.60
α3 1 2.69 4.08±0.96 3.08
7 β1 5 3.38 2.64±0.75 2.36 -1.46871
β2 5 3.30 2.00±0.76 3.00
α3 1 3.81 4.87±0.30 3.87
く，かつ偏りがあるような場合に初期値による問題がおきてくると考えられる．
5.4.4 初期値と推定精度の関係
この実験では，前節で推定誤差が大きかった設定 5, 6, 7について，真の解の近くから
推定を始めた場合に真の解の近くに収束するのかどうかを検証する．前節と同様にプロセ





表 5.2: 異なるパラメータの下での推定値と誤差（プロセスインスタンス数 800，真の値に
近い初期値）
設定 パラメータ 真の値 初期値 推定値の平均値 汎化誤差の平均値 対数尤度の平均値
5 β1 1 2.00 0.95±0.22 0.18 -1.356998
β2 5 4.00 5.08±0.22 0.20
α3 1 2.00 1.06±0.21 0.19
6 β1 5 4.00 4.91±0.24 0.18 -1.289309
β2 1 2.00 1.03±0.30 0.23
α3 1 2.00 1.03±0.31 0.25
7 β1 5 4.00 4.55±1.02 0.97 -1.464521
β2 5 4.00 5.04±0.67 0.54
α3 1 2.00 1.16±0.33 0.28
た．図 5.18で示したように，真の大小関係とは異なる大小関係の遷移時間が観測される









5.4.3 節 において，推定誤差が大きかった設定 5, 6, 7では，遷移先の潜在待ち時間の
パラメータ α3 = 1が遷移元のパラメータに対し小さく，推定誤差が小さかった設定 1, 2,
























度との関係を評価する．遷移元の潜在サービス時間のパラメータは 5.4.3 節 の設定 5
の β1 = 1, β2 = 5 を用い，遷移先の潜在待ち時間のパラメータ α3 を 1 から 15 ま
で 0.5 ずつ変化させた．それぞれのパラメータの元で，プロセスインスタンスを 800
生成して相対汎化誤差の和を計測し，10 回の実験の平均値と標準偏差を図 5.20 に示し



















図 5.21: 実験に使用した AND合流ゲートウェイと確率分布
5.4.6 プロセスモデルの構造と推定精度の関係





れた標本の対数尤度関数は，XOR合流ゲートウェイの対数尤度関数 logLdirect(L(at) | Θ)




a4 を通るプロセスインスタンスを 400 生成し，a1, a2 を通るプロセスインスタンスを
400 生成し，合計 800 個のプロセスインスタンスを標本として生成した．真の解付近から




向上することが分かった．5.4.3 節の実験では設定 5, 6, 7において，真の値が 1の α3 が
96
2.5 以上の大きな値に推定されてしまったために他のパラメータの推定にも影響を与え，
全てのパラメータの推定値の誤差が大きくなった．しかし，この実験では a4 から a3 への
フローが観測され，設定 5, 6, 7 ではこの遷移時間の期待値は E[S4 +W3] = β4+α3 = 2
となり，当然観測された遷移時間も平均が 2になるような標本が得られる．従ってこのフ

















表 5.3: AND合流と XOR合流の両方を含むプロセスモデルにおいて，異なるパラメータ
の下での推定値と誤差（プロセスインスタンス数 800，経験則による初期値）
設定 パラメータ 真の値 初期値 推定値の平均値 ±標準偏差 汎化誤差の平均値 対数尤度の平均値
1 β1 1 1.26 0.98±0.17 0.15 -1.067418
β2 1 1.03 1.14±0.21 0.17
α3 1 1.31 0.92±0.21 0.16
β4 1 1.33 1.05±0.26 0.21
2 β1 1 2.72 1.23±0.58 0.44 -1.816994
β2 1 2.60 0.95±0.26 0.22
α3 5 3.29 4.84±0.22 0.20
β4 1 3.79 0.99±0.17 0.14
3 β1 1 4.04 1.49±1.44 0.76 -1.963659
β2 5 4.00 4.64±1.23 0.66
α3 5 4.38 4.99±0.31 0.23
β4 1 4.14 0.92±0.19 0.17
4 β1 5 3.88 5.18±0.42 0.34 -1.948688
β2 1 3.85 0.94±0.21 0.17
α3 5 4.25 4.90±0.24 0.20
β4 1 4.16 1.05±0.11 0.08
5 β1 1 2.47 1.61±1.35 0.80 -1.416955
β2 5 2.26 4.74±0.84 0.40
α3 1 2.35 0.89±0.21 0.19
β4 1 1.39 1.09±0.22 0.18
6 β1 5 2.34 5.07±0.29 0.25 -1.380908
β2 1 2.07 1.16±0.38 0.31
α3 1 2.21 0.87±0.29 0.26
β4 1 1.37 1.09±0.27 0.24
7 β1 5 3.14 4.67±0.75 0.52 -1.492248
β2 5 2.92 5.01±0.61 0.47
α3 1 2.92 1.11±0.19 0.18









































































































































































































ペトリネットは 3項組 (P,T,F) と定義され，Pはプレースの集合，Tはトランジショ
ンの集合で P ∩ T = ?，F ⊆ (P× T) ∪ (T× P)は有向辺の集合である．
図 A.1 に図 2.2 の病院のビジネスプロセスをペトリネットで示した．この図のペトリ
ネットのプレース集合は P = {start,p1,p2,p3,p4,p6,p7, end}，トランジション集合は
T = {t1, t2, t3, t4, t5, t6, t7}，有向辺集合は F = {(start, t1), (t1,p1), (p1, t2), (t2,p6),
(p6, t7), (t7, end), (p1, t3), (t3,p2), (p2, t4), (t4,p4), (p4, t6), (t6,p6), (t3,p3), (p3, t5),






ラベル付きペトリネットを (P,T,F,L, l) と定義する．ここで (P,T,F)はペトリネッ
ト，Lはラベルの集合，l : T′ → L はトランジションからラベルへの写像である．ここ































状態を持つシステムを記述できる．不可視トランジション t が存在する場合，t ∈ T かつ
t /∈ domain(l)である．
図 A.1のペトリネットのラベル集合は L = {診察，生理検査，採血，検体検査，放射線
検査，面談 }，写像 l によって t1 l−→診察，t2 l−→生理検査，t3 l−→採血，t4 l−→検体検査，
t5





る．図 A.1 では start プレースにトークンが 1つあるため，1つのプロセスインスタンス
が start状態にあることが分かる．
トークンは発火条件を満たした場合に発火可能となる．図 A.2 に単純なペトリネット
の発火の様子を示した．この左図では p1 がトークンを 1個保持しており，このトランジ














図 A.3に，トークンが複数存在する場合の例を示した．この左図では p1 がトークンを 3












ペトリネットは XOR 分岐と合流をモデル化することができる．図 A.4 の左図のよう
なペトリネットがあったとき，トークンは t1 または t2 のどちらかのトランジションに進
む．t1 が発火した場合，右図のようにトークンが p2 に移動する．このように 1 つのプ
レースから複数のトランジションへの有向辺があった場合，そのどれか 1 つのトランジ
ションが選ばれ発火することで，条件分岐が行われる．図 A.5の左図のようなペトリネッ
トがあったとき，t1 の発火後にトークンは p1 から p3 に移動し，右図の状態になる．ま


























ランジションから 1 つのプレースへの有向辺があった場合そのどれか 1 つが選ばれ発火
することで，条件分岐の合流が行われる．
ペトリネットは複数プロセスの並列実行と合流 (AND分岐と合流)もモデル化すること
ができる．図 A.6の左図のようなペトリネットがあり，トランジション t1 が発火したと







































マークペトリネットを (n,M) と定義する．ここで n = (P,T,F)はペトリネット，マー
キング M ⊆ B(P)は多重集合で，ペトリネットが取りうる状態の集合である．
図 A.1 のペトリネットは，プレース start がトークンを 1 つ持つため，マーキングは
M = {start}である．プレース startがトークンを 2つ，p1 と p2 がそれぞれ 1つずつ持







• 接点 x ∈ P ∩ T の入力接点集合を •x = {y | (y, x) ∈ F} とし，
• 接点 x ∈ P ∩ T の出力接点集合を x• = {y | (x, y) ∈ F} とする．
図 A.1のプレース p1 の入力接点集合は •p1 = {t1}，出力接点集合は p1• = {t2, t3}，ト





マークペトリネットを (n,M) とする．ここで n = (P,T,F), M ⊆ B(P)．トランジ
ション t ∈ T について •t ⊆ M のとき，t が発火可能であると言い， M t−→ と書く．
すなわち，あるトランジションの入力接点集合に 1つ以上のトークンがあるとき，発火可
能となる．図 A.1のペトリネットのマークは M = {start}，トランジション t1 の入力接




マークペトリネット (n,M) とする．ここで n = (P,T,F),M ⊆ B(P)．トランジショ
ン t ∈ T が発火可能で，マーキング M′ ⊆ B(P) について M′ = (M \ •t) ∪ t•が成り立





つ取り去り，出力プレース集合に 1 つづつトークンを生成する．図 A.1 のマーキング
は M = {start} で，発火可能なトランジション t1 が発火すれば，新たなマーキングは




マークペトリネットを (n,M0) とする．ここで n = (P,T,F),M0 ⊆ B(P)．n ∈ n 個の
マーキング M1, . . . ,Mn と t1, . . . , tn が存在し，すべての整数 i ∈ {0, . . . , n− 1} に対
して Mi
ti+1−−−→（発火可能）かつ Mi ti+1−−−→ Mi+1 （発火規則に従う）場合，トランジショ
ンの列 σ = (t1, . . . , tn) ∈ T∗ を (n,M0) の発火列と呼ぶ．
図 A.1 のマークペトリネットのマーキングは M0 = {start} で，トランジション t1 と










n をラベル付きペトリネット (P,T,F, l) とする．n がワークフローネットとは，
• P が •i = ? であるような 1つのソースプレース i を含み，
• P が o• = ? であるような 1つのシンクプレース oを含み，
• 新たなトランジション t¯ /∈ T を加えたペトリネット n¯ = (P,T ∪ {t¯},F ∪













































































































































図 A.16: ペトリネットの部分構造である単純 BPMN基本要素
定義 13 (単純 BPMNの基本要素)
n をペトリネット (P,T,F) としたとき，e = (P,Pi,Po,T,F) を基本要素とする．
• e.P ⊆ n.P はプレースの集合
• e.T ⊆ n.P はトランジションの集合
• e.F ⊆ n.Fは有向辺の集合であり，a.F はアクティビティ内の有効辺の集合，す
なわち g.F ⊆ (g.P× g.T) ∪ (g.T× g.P)
• e.Pi ⊆ e.P はこの基本要素の入力プレースの集合
• e.Po ⊆ e.P はこの基本要素の出力プレースの集合
• ペトリネット n 上の任意の異なる基本要素を e′ としたとき，互いに同じトラン









































定義 14 (単純 BPMNのアクティビティ)
















定義 15 (単純 BPMNの直列フロー)
ラベル付きペトリネット n = (P,T,F,L)としたとき，f = (P,Pi,Po,T,F) をフロー
とする．
• f は基本要素の拡張である．すなわち基本要素としても振る舞う
• ただ 1つの入力プレースを持つ．すなわち |f.Pi| = 1
• ただ 1つの出力プレースを持つ．すなわち |f.Po| = 1





ペトリネット n = (P,T,F) があるとき，g = (P,Pi,Po,T,F) を XOR 分岐ゲート
ウェイとする．
1. 1つの入力プレースを持つ．すなわち |g.Pi| = 1























図 A.19: BPMNの XOR分岐ゲートウェイに対応する単純 BPMN
力プレースに接続する．すなわち，全ての出力プレース p ∈ g.Po に対して，1
つのトランジション t ∈ g.T が存在し，有向辺 (t,p) ∈ g.F かつ，入力プレース
pi との有向辺 (pi, t) ∈ g.Fが成り立つ
図 A.19に BPMNにおける XOR合流ゲートウェイと対応するペトリネットにおける部
分構造の例を示した．
定義 17 (XOR合流ゲートウェイ)
ペトリネット n = (P,T,F) があるとき，g = (P,Pi,Po,T,F) を XOR 合流ゲート
ウェイとする．
1. 複数の入力プレースを持つ．すなわち |g.Pi| ≥ 2
2. ただ 1つの出力プレースを持つ．すなわち |g.Po| = 1
3. 1つの入力プレースから対応する 1つのトランジションを経て出力プレースに接
続する．すなわち，全ての入力プレース p ∈ g.Pi に対して，対応する 1つのト
ランジション t ∈ g.T が存在し，有向辺 (p, t) ∈ g.F かつ，出力プレース po と
の有向辺 (t,po) ∈ g.Fが成り立つ



























ペトリネット n = (P,T,F) があるとき，g = (P,Pi,Po,T,F) を AND 分岐ゲート
ウェイとする．
1. ただ 1つの入力プレースを持つ．すなわち |g.Pi| = 1
2. 複数の出力プレースを持つ．すなわち |g.Po| ≥ 2
3. ただ 1つのトランジションを持つ．すなわち |g.T| = 1
4. 入力プレースから 1 つのトランジションに接続する．すなわち，(t ∈ g.T,p ∈
g.Pi) ∈ g.F
5. ただ 1つのトランジションから，出力プレースに接続する．すなわち，1つのト



























図 A.21: BPMNの AND分岐ゲートウェイに対応するペトリネットの部分構造
ウェイとする．
1. 複数の入力プレースを持つ．すなわち |g.Pi| ≥ 2
2. ただ 1つの出力プレースを持つ．すなわち |g.Po| = 1
3. ただ 1つのトランジションを持つ．すなわち |g.T| = 1
4. 1 つのトランジションから出力プレースに接続する．すなわち，(p ∈ g.Po, t ∈
g.T) ∈ g.F
5. 複数の入力プレースから，ただ 1 つのトランジションに接続する．すなわち，
全ての入力プレース p ∈ g.Pi から 1 つのトランジション t に対して，有向辺




定義 20 (単純 BPMNプロセス)
ラベル付きペトリネット n = (P,T,F,L) としたとき，単純 BPMN プロセスを
n = (P,T,F,L,A,G,F(a)) とする．ここで，A はアクティビティの集合，Gxs はフロー


















































図 A.23: 病院の診断プロセス（図 2.2）の単純 BPMNによる表現
1. (P,T,F,L)はワークフローである．
2. アクティビティは部分構造を成す．すなわち，全ての a ∈ n.A について，
a.P ⊆ n.Pかつ a.T ⊆ n.Tかつ a.F ⊆ n.Fが成り立つ．
3. ゲートウェイは部分構造を成す．すなわち，全ての g ∈ n.Gについて，g.P ⊆ n.P
が成り立つ．
4. アクティビティは互いに排反である．すなわち，全てのアクティビティ a ∈ A と
b ∈ Aに対して，a.P∩b.P = ?, a.T∩b.T = ?, a.G∩b.G = ?, a.F∩b.F = ?
が成り立つ．
5. 接続関係のある要素同士は 1つ以上のプレースを共有する．すなわち，すべての
2つの要素の接続関係 (e1, e2) ∈ F(a) に対して，|e1.P ∩ e2.P| ≥ 1 が成り立つ．















の集合X を標本と呼び，確率分布 p(X | θ) のパラメータのベクトルを θ = (θ1, . . . , θn)t
とし，尤度関数を
L(θ) = p(X | θ)
とする．最尤法では，尤度関数の最大値を与えるパラメータ argmaxθ L(θ) を求め最尤
推定量 bθ とする．尤度関数は，解析的な解を求めにくいため，対数尤度関数 logL(θ) を
用いて， argmaxθ logL(θ) を最尤推定量とすることが多い．対数尤度関数にすること
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で，KLダイバージェンスやエントロピーとしての解釈が可能になるという利点もある．
対数尤度関数 logL(θ) が，bθ を含む領域で定義され，点 θ = bθ で微分可能とする．
logL(θ) が点 θ = bθ で極大になるならば，
∂logL(bθ)
∂ bθ = 0 (B.1)
を満たす．この連立方程式は最尤方程式と呼ばれる．多くの確率密度関数は上に凸である
ため，最尤方程式を満たす点が極大点となる．
標本 X1, X2, . . . がお互いに独立に複数観測されたとき，標本の集合を
D = {X1, X2, . . . }とすれば，尤度関数は
L(θ) = p(D | θ) =
Y
Xi∈D
p(Xi | θ) (B.2)
となる． 従って，最尤方程式も単純な和
∂logL(bθ)
∂ bθ = XXi∈D
∂log p(Xi | θ)




ことが多い．観測された確率変数の集合を X, 観測されない確率変数の集合を Z，パラ
メータのベクトルを θ とすれば，観測された標本の確率密度関数は隠れ変数について周
辺化し，
p(X | θ) =
X
Z
p(X,Z | θ) (B.3)
となる．従って対数尤度関数は






























とが証明されている [2, 9, 17]．
ここである関数 q(Z)を導入する．ただし潜在確率変数 Z の定義域での和が 1，すなわ
ち
P
Z q(Z) = 1であるような関数とする．この関数を用いて，ある標本 X の尤度関数
は以下のように 2つの要素に分解することができる．
log p(X | θ) = L(q,θ) + KL(q ∥ p)




q(Z) log p(X,Z | θ)
q(Z)







る．図 B.1 に対数尤度関数とその内訳の関係を示した．更新前のパラメータを θold, 更新
後のパラメータを θnew とする．まず Eステップでは，関数 q として p(Z | X,θold)を採
用する．その結果，KL(p ∥ p) はゼロになり， L(p,θold) は対数尤度関数と等しくなる．
次に M ステップでは，L(p,θold) を最大化するパラメータ θnew を求める．最適解に到
127
L(q,⇥old)





図 B.1: EMアルゴリズムの EステップとMステップにおける対数尤度関数のとその内
訳の推移
達していなければ，2つのパラメータの間には L(p,θnew) ≥ L(p,θold) が成り立つ．これ
と，KLダイバージェンスは常に非負の値をとることを利用すると，対数尤度関数は
log p(X | θold) = L(p,θold)
≤ log p(X | θnew) + KL(q ∥ p)












p(Z | X,θold) log p(X,Z | θnew)−
X
Z
p(Z | X,θold)p(Z | X,θold)
= Q(θnew | X,θold)− constant
というように変数部分と定数部分に分解できる．ここで，
Q(θnew | X,θold) =
X
Z
p(Z | X,θold) log p(X,Z | θnew) (B.5)
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とした．実際の M ステップでは，この Q(θnew | X,θold) を最大化する θnew 求めれば
よい．
複数の標本 D = {X1, X2, . . . } に対しては，式 (B.2)よりそれぞれの標本に EMアル
ゴリズムを適用すればよい．すなわち，Eステップではそれぞれの標本 Xi ∈ D に対して
個別に qi として p(Z | Xi,θold) を採用し，Mステップでは
Q(θnew | D,θold) =
X
Xi∈D










p(Z | X,θold) ∂
∂θ
log p(X,Z | θ) = 0 (B.7)




log p(X,Z | θ) = ∂
∂θ
log (p(X | θ)p(Z | θ))
= ∂
∂θ
log p(X | θ) + ∂
∂θ
log p(Z | θ) (B.8)
と分解でき，式 (B.4) に比べて簡単な式になる．さらに，分解された式 (B.8) を微分する





幾つかの方法が考えられる．まず，数値計算によって方程式 式 (B.7) を解くという方法
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