Global stability for a class of mass action systems allowing for latency in tuberculosis  by McCluskey, C. Connell
J. Math. Anal. Appl. 338 (2008) 518–535
www.elsevier.com/locate/jmaa
Global stability for a class of mass action systems allowing
for latency in tuberculosis
C. Connell McCluskey
Department of Mathematics, Wilfrid Laurier University, Waterloo, Ontario, Canada
Received 9 November 2006
Available online 13 May 2007
Submitted by J.J. Nieto
Abstract
A very general compartmental model of the spread of an infectious disease with mass action incidence is given. The global
stability of this system is completely determined using Lyapunov functions. The general system exhibits the traditional threshold
behaviour. The dimension of the system is arbitrary, allowing, in particular, for detailed modelling of the distribution of latency
times for tuberculosis.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
A frequent focus in qualitative mathematical epidemiology is to determine the long-term dynamics exhibited by
a given system. This consists of determining the stable solutions in the attractor. The simplest possible attractor is a
globally asymptotically stable equilibrium.
For two-dimensional systems, an equilibrium can be shown to be a global attractor using Poincaré–Bendixson
Theory [16] in conjunction with Bendixson’s Negative Criterion [2,32], or a generalization by Dulac [10]. More
recently, the method of Li and Muldowney [22,23,26] for demonstrating global stability in n dimensions has been
developed, and has been applied in three [24,25,29] and four dimensions [1,14]. For higher-dimensional systems, the
most promising method may be that of Lyapunov [21,27]. Nevertheless, in mathematical epidemiology, applications
of Lyapunov’s method tend to be for low-dimensional systems [20,28] or for systems with comparatively simple
interactions between the different dimensions (e.g. systems with sparse Jacobians [15]).
Applying Lyapunov’s method requires one to find a function V such that the flow always crosses the level sets
from higher values of V to lower values. If such a function can be found, then any isolated minimum of the function
is a stable equilibrium of the flow.
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main analysis is split into two cases based on the size of a bifurcation quantity. For one case (Section 8), the Lyapunov
function that is used,
V =
n∑
i=1
ai
(
xi − x∗i lnxi
)
,
is one which has enjoyed something of a renaissance in recent years. It had been used for ecological models in
the 1980s, see [12,13] for example. More recently, it has been used for epidemiological models, for example see
[19,20,28] which are all low-dimensional ( 5). This type of Lyapunov function is also used in [15] for a staged
progression model in arbitrary dimension. The same structure of Lyapunov function was also used by Beretta and
Capasso [4,7] for a general epidemic model, but the results presented here are distinct from those found there. Their
work allows for many mass action terms zizj , but these terms can only appear in the equations for z′i and z′j . Thus,
a latent class, as would appear in a simple SEIR model, would not be permitted, as there would be an SI term in the
E′ equation. Also, their results have skew-symmetry requirements, which are not needed here.
The equations that are studied in this paper are motivated by the issue of modelling tuberculosis. Several models in
the literature [5,6,33] have a common structure in that there is a single class of susceptibles, a single class of infectives,
constant recruitment of new individuals into the susceptible class, and mass action incidence. Here, a general set of
equations is given, keeping to this structure. The form of the equations allows for an arbitrary number of classes to
account for infected, but non-infectious individuals. Of particular note is that the coefficient matrix that describes
flow between the infected classes need not be sparse, and may have non-zero entries in all positions. By allowing for
an arbitrary number of latently infected classes, the model equations allow for the approximation of a wide class of
distributions of latency durations. This is of particular importance for tuberculosis since latency may last for years or
even decades.
We now give a brief outline of the paper. In Section 2, the system equations and hypotheses (H1)–(H7) are given.
The interpretation of the equations as a model of the spread of an infectious disease is given in Section 3. In Section 4,
the equilibria are found in terms of the model parameters. Section 5 presents a calculation of the bifurcation parame-
ter R0 using the method found in [31]. The main theorem in this paper is Theorem 5.2, which is a combination of
Theorems 7.1 and 8.1. In Section 6, coefficients are found which are used for the Lyapunov functions of Sections 7
and 8, where the main result is proven. Several examples of tuberculosis models that fit the necessary hypotheses are
given in Section 9. Finally, the results are discussed, from a modelling perspective and from a mathematical perspec-
tive, in Section 10.
2. Equations and hypotheses
Consider the differential equation
X′ = K + NX + Qβxn−1xn, (2.1)
where K and Q are constant vectors in Rn, N is an n×n matrix, β > 0 is a scalar, and X = (x1, . . . , xn)T ∈Rn0. We
introduce the notation that Nj is the j th column of N , and Nij is the ij -entry, so that N = [N1 | · · · | Nn] = [Nij ].
We will study system (2.1) under the following hypotheses:
(H1) K = (0, . . . ,0,Λ)T where Λ > 0.
(H2) Nii < 0 for i = 1, . . . , n.
(H3) Nij  0 for i = j , i, j = 1, . . . , n.
(H4) Nin = Nnj = 0 for i, j = 1, . . . , n − 1.
(H5) The column sums of N are negative.
(H6) Q = (Q1, . . . ,Qn)T where Q1, . . . ,Qn−1  0, Q1 + · · · + Qn−1 > 0 and Qn = −1.
It will be useful to separate the variable xn from the others. To this end, we introduce the notation
X˜ = (x1, . . . , xn−1)T , Q˜ = (Q1, . . . ,Qn−1)T ,
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N˜ = [N˜1 | · · · | N˜n−1], and Nnn = −μ with μ > 0.
Note that (H4) implies the matrix N can be written in the block form
N =
[
N˜ 0
0 −μ
]
.
Equation (2.1) can be rewritten as
X˜′ = N˜X˜ + Q˜βxn−1xn, (2.2)
x′n = Λ − μxn − βxn−1xn. (2.3)
The sign pattern of N along with (H5) implies that the Gersgorin discs [18] associated with the columns of N all lie
in the open left half-plane. This means that all eigenvalues of N have negative real part. Hence, the matrices N and N˜
are invertible. The sign pattern of N and the fact that all of the eigenvalues of N have negative real part, means that
−N and −N˜ are M-matrices [17]. We now add the following hypothesis.
(H7) −N˜−1Q˜ ∈Rn−1>0 .
Remark 1. Assumption (H7) is much less restrictive than it may appear. Since −N˜ is an M-matrix, each of the entries
of −N˜−1 is greater than or equal to zero. Since Q˜ is also non-negative, it follows that −N˜−1Q˜ ∈Rn−10 . Thus, (H7) can
be read as saying that −N˜−1Q˜ has no zero entries. A consequence of this assumption is that the endemic equilibrium,
when it exists, lies in the interior of the non-negative orthant, with each population group having a positive size. Any
system which satisfies hypotheses (H1)–(H6), but not (H7), contains an invariant subsystem which satisfies (H1)–(H7).
(In order to have some of the coordinates of −N˜−1Q˜ be zero, it is necessary that N˜ be reducible, and so we would be
able to assume that N˜ has a block of zeroes. It would also be necessary that the entries of Q˜ which correspond to this
block of zeroes be zero. Then, the subsystem obtained by setting the corresponding coordinates of X˜ equal to zero
would be invariant. This subsystem, written without the extraneous variables, would satisfy (H1)–(H7).)
Proposition 2.1. The non-negative orthant is positively invariant. Furthermore, any solution with initial condition
in the non-negative orthant satisfies lim supt→∞ xn(t)  Λ/μ. Additionally, the set D = {X ∈ Rn0: xn  Λ/μ} is
positively invariant.
Proof. The positive invariance of Rn0 follows from the fact that if xi is zero, then x
′
i is non-negative. Similarly, if
X(t0) ∈ D and xn(t0) = Λ/μ then x′n  0, establishing the positive invariance of D. For a solution with X(t0) ∈Rn0,
we have x′n(t)Λ − μxn(t) for all t  t0. Thus, asymptotically, xn Λ/μ. 
We are interested in determining the asymptotic behaviour of system (2.1) under the given assumptions. This
behaviour is summed up in Theorem 5.2.
3. Epidemiological interpretation of the equations
The variables x1, . . . , xn represent the sizes of n subclasses of a population where the subclasses are based on
epidemiological status with regard to an infectious disease. In particular, xn is the number of individuals that are
susceptible to the disease, meaning not yet infected. The quantity xn−1 gives the number of infectious individuals,
that is the number of individuals who are capable of transmitting the disease to susceptibles.
The other classes, with sizes x1, . . . , xn−2, consist of individuals that are infected but not infectious. This may
include one or several classes of latently exposed individuals. Also included here are those who have previously been
infectious but are now unable to transmit the disease, whether due to treatment or to natural recovery.
The constant vector K = (0, . . . ,0,Λ)T represents the recruitment of new individuals into the population. It is
assumed that all recruitment is into the susceptible class.
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susceptible class due to infection at this rate. Upon infection, an individual enters class xi with probability Qi , i =
1, . . . , n − 1. With this interpretation, we would add to (H6) that we must have ∑n−1i=1 Qi  1 (where the difference
between this sum and unity is the probability that newly infected individuals are immediately removed from the
population, perhaps through death or quarantine). However, by rescaling the susceptible population this requirement
is made unnecessary, and it is permitted that
∑n−1
i=1 Qi be any positive number.
All other movement amongst the classes is encapsulated in the matrix N . The diagonal terms in N give the rate
at which individuals leave a given class for all reasons aside from new infections. This includes removal from the
population as well as transfer to the other classes. Since these rates cause xi to decrease, the diagonal entries must
be non-positive. Each class is assumed to have a non-zero death rate (or removal rate) and so the diagonal entries are
strictly negative.
An off-diagonal term Nij represents the rate at which individuals leave class xj for class xi . This leads to the
assumption that the column sums of N must be less than or equal to zero (i.e. the sum of the rates at which individuals
arrive in all other classes from class xj is less than or equal to the rate at which individuals leave class xj ). Since each
class has a non-zero death rate, the column sums are strictly negative, as stated in (H5).
It is assumed that the only way for individuals to move from the susceptible class to one of the other classes is
through a new infection, and so Nin is zero for i = 1, . . . , n − 1. Also, it is assumed that once an individual has been
infected, they will never again be susceptible; hence, Nnj is zero for j = 1, . . . , n− 1. This would be the case for any
disease where either an infected individual never recovers or upon recovery, has permanent immunity.
Tuberculosis. For tuberculosis, it is well known that the duration of latency varies greatly from case to case [3].
It is possible for a tuberculosis infection to become active within a few months of infection. It is also possible that
activation may occur several years or decades after exposure has taken place. Until such time, the individual suffers
no ill-effects of the disease, and cannot transmit the disease to others [11,30]. Also, the risk of activation seems to
decrease over time [11,30]. One way in which this can be modelled is by including a sequence of several latent classes
through which infected individuals can pass before entering the infectious class. Each latent class can be assigned its
own activation rate.
Additionally, one may include classes representing individuals who have already recovered from the disease, either
naturally or through treatment. For these individuals it is possible that a spontaneous reactivation of the disease may
occur, making the individual infectious once again. One may also wish to include classes of individuals suffering from
extrapulmunary tuberculosis which can kill, and is therefore not latent, but is not easily transmitted since tuberculosis
is spread through aerosol droplets [3].
The equations studied here do not allow for consideration of multiple strains (including drug-resistant strains)
circulating simultaneously, as this would require multiple infectious classes.
Some examples of tuberculosis models in the literature that satisfy hypotheses (H1)–(H7) are given in Section 9.
For each of these models, the global dynamics are described by the main results of this work, Theorems 5.1 and 5.2.
Other diseases. In order for the model studied here to be applicable to a particular disease, it is necessary that once
infected, individuals never return to the susceptible class. It must also be appropriate to group all infectious individuals
into a single class, which would preclude diseases such as HIV/AIDS, for which infectivity varies greatly over time.
The model seems to be reasonable for leprosy, herpes simplex virus and syphilis. For sexually transmitted diseases
with primarily heterosexual contacts, however, it may be necessary to consider a vector based model. With each of
leprosy, herpes simplex virus and syphilis, the infection may lie dormant for months or years [3], encouraging the use
of multiple latent stages.
4. Finding the equilibria
We find the equilibria of the system by setting the left-hand sides of (2.2) and (2.3) to zero. This gives
N˜X˜ = −Q˜βxn−1xn, (4.1)
and
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From Eq. (4.2), it is easily seen that xn cannot be zero at an equilibrium.
We first investigate the existence of equilibria for which xn−1 = 0. In this case, Eq. (4.2) yields xn = Λ/μ, and
Eq. (4.1) becomes N˜X˜ = 0. Since N˜ is invertible, the only solution is X˜ = 0 giving the disease-free equilibrium
P0 = (0, . . . ,0,Λ/μ)T .
We now find equilibria for which xn−1 is non-zero. Let such an equilibrium be denoted by P ∗ = (x∗1 , . . . , x∗n)T ,
and let P˜ ∗ = (x∗1 , . . . , x∗n−1)T . Then (4.2) implies
βx∗n−1x∗n = Λ − μx∗n. (4.3)
Filling (4.3) into (4.1) yields
N˜P˜ ∗ = −Q˜(Λ − μx∗n), (4.4)
and so
P˜ ∗ = −(Λ − μx∗n)N˜−1Q˜. (4.5)
By (H7), each component of P˜ ∗ has the same sign as Λ − μx∗n . Let
M˜ = [N˜1 | · · · | N˜n−2 | −Q˜]. (4.6)
Then, applying Cramer’s Rule to Eq. (4.4) yields,
x∗n−1 =
(
Λ − μx∗n
)det M˜
det N˜
.
(We note that the fraction det M˜/det N˜ is one coordinate of −N˜−1Q˜, and is therefore positive. This is stated below
as Proposition 4.1.) Substituting this expression for x∗n−1 into (4.3) gives
β
(
Λ − μx∗n
)det M˜
det N˜
x∗n = Λ − μx∗n,
and, by rearranging, we see that
x∗n =
1
β
det N˜
det M˜
. (4.7)
Substituting (4.7) into (4.5) gives
P˜ ∗ = −
(
Λ − μ
β
det N˜
det M˜
)
N˜−1Q˜. (4.8)
Thus, there is an equilibrium P ∗ = (P˜ ∗T , x∗n)T ∈Rn where x∗n and P˜ ∗ are given by Eqs. (4.7) and (4.8), respectively.
If Λ − μx∗n is zero, then P ∗ coincides with the disease-free equilibrium P0. To obtain an equilibrium in the non-
negative orthant which is distinct from P0, it is necessary and sufficient that Λ − μx∗n is positive. This happens if and
only if
β
Λ
μ
det M˜
det N˜
> 1. (4.9)
This fact will be used in Section 5. The following fact, shown above, will be useful in Sections 5 and 6.
Proposition 4.1. The quantity q , defined by
q = det M˜
det N˜
,
is positive.
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The basic reproduction number R0 can be found by using the next generation operator method [9,31]; for systems
of ordinary differential equations the exposition in [31] is more easily applied and so we use that approach and notation
here. To use this method, we are interested in the equation for X˜′. We rewrite the relevant equation as
X˜′ =F(X) − V(X),
where
F(X) = Q˜βxn−1xn and V(X) = −N˜X˜. (5.1)
Letting
F = ∂F
∂X˜
(P0) and V = ∂V
∂X˜
(P0),
the basic reproduction number is given by the spectral radius of FV −1, namely,
R0 = ρ
(
FV −1
)
. (5.2)
Using (5.1), we calculate
F = βΛ
μ
[0 | · · · | 0 | Q˜] and V = −N˜ .
Let r be the bottom row of −N˜−1. Then
FV −1 = βΛ
μ
⎡⎣ Q1r...
Qn−1r
⎤⎦ .
The rank of FV −1 is one, so there is only one non-zero eigenvalue which must, therefore, be equal to the trace. The
trace of FV −1 is equal to βΛ/μ times the product rQ˜. Since, −N˜ is an M-matrix, all of the entries of −N˜−1 are
non-negative and so rQ˜ is non-negative. Thus, the spectral radius of FV −1 is equal to the non-zero eigenvalue, and
(5.2) becomes
R0 = βΛ
μ
rQ˜. (5.3)
From the bottom row of Eq. (4.5), it follows that x∗n−1 = (Λ − μx∗n)rQ˜. Then, using (4.3), and rearranging gives
βrQ˜ = 1/x∗n . Using this to rewrite (5.3) yields
R0 = Λ
μ
1
x∗n
.
Finally, (4.7) gives an expression for x∗n , and so
R0 = βΛ
μ
det M˜
det N˜
, (5.4)
which is the same as the expression on the left-hand side of (4.9). By Proposition 4.1, the quantity R0 is positive.
Combining Eq. (5.4) with the work of Section 4, gives the following result.
Theorem 5.1. If R0  1, then the disease-free equilibrium P0 is the only equilibrium of system (2.1) which lies in
R
n
0. If R0 > 1, then system (2.1) has two equilibria, P0 (on the boundary) and P ∗ (in the interior), in the set Rn0.
The value of R0 also determines the global dynamics of the system. This is stated in the following theorem, which
is a combination of Theorems 7.1 and 8.1. The proof is found in Sections 7 and 8.
Theorem 5.2. If R0  1, then P0 is globally asymptotically stable on the set Rn0. If R0 > 1, then P ∗ is globally
asymptotically stable on the set Rn>0.
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Define the row vector a = [a1, . . . , an], with an = 1, by the equation
a[N1 | · · · | Nn−2 | Q]n×(n−1) = 0, (6.1)
and let a˜ = [a1, . . . , an−1]. Then
a˜[N˜1 | · · · | N˜n−2] = 0 and a˜Q˜ = 1. (6.2)
Equation (6.2) can be restated as
a˜M˜ = [0, . . . ,0,−1], (6.3)
where M˜ is given by Eq. (4.6).
Proposition 6.1. Equation (6.1) uniquely defines a ∈Rn0. Furthermore, a˜ is non-zero.
Proof. Proposition 4.1 implies M˜ is invertible. Thus, Eq. (6.3) uniquely determines a˜, and hence a. It also follows
from (6.3) that a˜ is non-zero.
Suppose an−1 = 0. Let M be the square matrix consisting of the first n − 2 rows and columns of M˜ . Then the first
part of Eq. (6.2) implies that [a1, . . . , an−2] M = 0. By (H2), (H3) and (H5), M is diagonally dominant by columns,
and hence, is non-singular. Thus, we would have [a1, . . . , an−2] = 0, giving only the trivial solution a˜ = 0. However,
from the second part of (6.2), it is clear that a˜ cannot be zero. Thus, an−1 must be non-zero.
Choose I, J ∈ {1, . . . , n− 2} such that aI  ai  aJ for all i ∈ {1, . . . , n− 2}. We claim now, that aI and aJ do not
have opposite signs. Suppose instead that aI is negative and aJ is positive. Then
0 = a˜N˜I = an−1Nn−1,I +
n−2∑
i=1
aiNiI  an−1Nn−1,I + aI
n−2∑
i=1
NiI ,
since ai  aI and NiI  0, for i = I . Rearranging gives
an−1Nn−1,I −aI
n−2∑
i=1
NiI . (6.4)
By (H5), the sum ∑n−2i=1 NiI is negative. Combining this with the supposition that aI is negative, and the fact
Nn−1,I  0, it follows that an−1 is negative. Similarly,
an−1Nn−1,J −aJ
n−2∑
i=1
NiJ , (6.5)
allowing us to conclude that an−1 is positive, giving a contradiction. Thus, a1, . . . , an−2 are either all non-negative or
all non-positive. If they are all non-negative, then (6.5) implies an−1 is also non-negative; if they are all non-positive,
then (6.4) implies an−1 is also non-positive. Thus, either a˜ ∈Rn−10 or a˜ ∈Rn−10 .
Now, using the second part of (6.2), it follows that a˜ cannot be non-positive. Thus, a˜ ∈ Rn−10 , and hence
a ∈Rn0. 
For the case where R0  1, we will use the Lyapunov function
U =
n−1∑
i=1
aixi
to demonstrate that the disease-free equilibrium P0 is globally asymptotically stable. For R0 > 1, the global asymp-
totic stability of P ∗ will be shown using the Lyapunov function
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n∑
i=1
ai
(
xi − x∗i lnxi
)
.
The following proposition will be used in demonstrating the global stability when R0  1.
Proposition 6.2. The product a˜N˜n−1 is non-zero, and is equal to −det(N˜)/det(M˜).
Proof. For i = 1, . . . , n − 1, let Bi be the matrix constructed by replacing the ith row of M˜ with the row vector
[0, . . . ,0,1]. Then it follows from (6.3) that
ai = −det(Bi)det(M˜) .
By subtracting multiples of the ith row of Bi from the other rows, it is clear that the determinant of Bi remains
unchanged if all entries of the final column, except the ith, are set to zero. Then, by adding copies of the new final
column to the other columns, the first n − 2 columns can be made equal to N˜1, . . . , N˜n−2, without affecting the
determinant. Thus, the determinant of Bi is equal to the determinant of Ci , where Ci is the matrix that is constructed
from N˜ by replacing the final column with the ith standard basis vector.
When calculating the determinant of N˜ as an expansion of cofactors along the last column, we obtain
det(N˜) =
n−1∑
i=1
Ni,n−1 det(Ci) =
n−1∑
i=1
Ni,n−1 det(Bi).
Therefore,
a˜N˜n−1 =
n−1∑
i=1
aiNi,n−1 = −
n−1∑
i=1
det(Bi)
det(M˜)
Ni,n−1 = − det(N˜)det(M˜) .
That − det(N˜)det(M˜) is non-zero, follows from Proposition 4.1. 
7. Global stability forR0  1
We now study the global behaviour of system (2.1) under the assumption that R0  1. In this case the only equi-
librium in Rn0 is the disease-free equilibrium P0. Consider the Lyapunov function
U = a˜X˜ =
n−1∑
i=1
aixi . (7.1)
Since a1, . . . , an−1  0, it follows that U is positive semi-definite on Rn0. We now show that dU/dt is non-positive.
From (7.1),
U ′ = a˜X˜′
= a˜(N˜X˜ + Q˜βxn−1xn)
= a˜(N˜1x1 + · · · + N˜n−2xn−2 + N˜n−1xn−1 + Q˜βxn−1xn).
By Eq. (6.2), a˜N˜j = 0 for j = 1, . . . , n − 2 and a˜Q˜ = 1, giving
U ′ = (βxn + a˜N˜n−1)xn−1.
By Proposition 2.1, lim supt→∞ xn(t)Λ/μ. Either xn(t) is always greater than Λ/μ and is strictly decreasing, or
xn decreases to Λ/μ in finite time. The first case can only occur if xn−1(t) limits to zero, which then implies that the
solution limits to P0, which is the desired result. We now handle the second case, by restricting our analysis to the
region xn Λ/μ. Then,
U ′ 
(
β
Λ + a˜N˜n−1
)
xn−1 =
(
β
Λ − det(N˜)˜
)
xn−1μ μ det(M)
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U ′  det(N˜)
det(M˜)
(R0 − 1)xn−1,
where det(N˜)det(M˜) is positive by Proposition 4.1.
Thus, for R0  1 we have U ′  0, where a necessary condition for equality is that either xn−1 = 0, or xn = Λ/μ
and R0 = 1. The largest invariant set in Rn0 for which U ′ is zero consists solely of the disease-free equilibrium.
Hence, by LaSalle’s Extension [21] to Lyapunov’s Method, solutions limit to P0 if R0  1, giving the following
theorem.
Theorem 7.1. If R0  1, then P0 is globally asymptotically stable on the set Rn0, under the dynamics of Eq. (2.1).
8. Global stability forR0 > 1
Suppose R0 > 1. Then the endemic equilibrium P ∗ is present in the positive orthant Rn>0. Define the Lyapunov
function
V =
n∑
i=1
ai
(
xi − x∗i lnxi
)
. (8.1)
Note that V is defined on Rn>0 and is minimized on a set that includes P
∗
. This can be seen by noting that ∂V/∂xi =
ai(xi − x∗i )/xi , implying that V attains its minimum at xi = x∗i for i = 1, . . . , n. (If each ai is positive, then P ∗ is
a strict global minimum for V .)
Differentiating V with respect to time gives
V ′ =
n∑
i=1
ai
(
1 − x
∗
i
xi
)
x′i
=
(
1 − x
∗
n
xn
)
x′n +
n−1∑
i=1
ai
(
1 − x
∗
i
xi
)
x′i
=
(
1 − x
∗
n
xn
)
(Λ − μxn − βxn−1xn) +
n−1∑
i=1
ai
(
1 − x
∗
i
xi
)( n−1∑
j=1
Nijxj + Qiβxn−1xn
)
. (8.2)
We now use Eq. (4.3) to replace Λ, and we rearrange the later summations obtaining
V ′ =
(
1 − x
∗
n
xn
)(
μ
(
x∗n − xn
)+ β(x∗n−1x∗n − xn−1xn))+ n−1∑
i,j=1
aiNij xj
(
1 − x
∗
i
xi
)
+
n−1∑
i=1
aiQiβxn−1xn
(
1 − x
∗
i
xi
)
= −μ(xn − x
∗
n)
2
xn
+ βx∗n−1x∗n
(
1 − xn−1
x∗n−1
xn
x∗n
)(
1 − x
∗
n
xn
)
+
n−1∑
i,j=1
aiNij xj +
n−1∑
i=1
aiQiβxn−1xn
−
n−1∑
i,j=1
aiNij x
∗
j
xj
x∗j
x∗i
xi
−
n−1∑
i=1
aiQiβx
∗
n−1x∗n
xn−1
x∗n−1
xn
x∗n
x∗i
xi
.
Equation (6.2) implies that ∑n−1 aiNij xj = 0 for j = 1, . . . , n − 2, and that ∑n−1 aiQi = 1. Therefore,i=1 i=1
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∗
n)
2
xn
+ βx∗n−1x∗n
(
1 − x
∗
n
xn
+ xn−1
x∗n−1
)
+
n−1∑
i=1
aiNi,n−1x∗n−1
xn−1
x∗n−1
−
n−1∑
i,j=1
aiNij x
∗
j
xj
x∗j
x∗i
xi
−
n−1∑
i=1
aiQiβx
∗
n−1x∗n
xn−1
x∗n−1
xn
x∗n
x∗i
xi
.
For j = 1, . . . , n, let uj = x
∗
j
xj
. Then
V ′ = −μ(xn − x
∗
n)
2
xn
+ βx∗n−1x∗n
(
1 − un + 1
un−1
)
+
n−1∑
i=1
aiNi,n−1x∗n−1
1
un−1
−
n−1∑
i,j=1
aiNij x
∗
j
ui
uj
−
n−1∑
i=1
aiQiβx
∗
n−1x∗n
ui
un−1un
. (8.3)
Collecting the terms that involve 1/un−1 (and no other ui ), gives{
Coefficient of
1
un−1
}
= βx∗n−1x∗n +
n−1∑
i=1
aiNi,n−1x∗n−1 =
n−1∑
i=1
aiQiβx
∗
n−1x∗n +
n−1∑
i=1
aiNi,n−1x∗n−1,
since a˜Q˜ = 1, by (6.2). Thus,{
Coefficient of
1
un−1
}
= a˜(Q˜βx∗n−1x∗n + N˜n−1x∗n−1)= a˜
(
−
n−2∑
j=1
N˜j x
∗
j
)
,
since Q˜βx∗n−1x∗n +
∑n
j=1 N˜j x∗j = 0. Now, using the first part of (6.2), it follows that{
Coefficient of
1
un−1
}
= 0.
Thus, Eq. (8.3) simplifies to
V ′ = −μ(xn − x
∗
n)
2
xn
+ βx∗n−1x∗n(1 − un) −
n−1∑
i,j=1
aiNij x
∗
j
ui
uj
−
n−1∑
i=1
aiQiβx
∗
n−1x∗n
ui
un−1un
.
The second part of (6.2), implies βx∗n−1x∗n(1 − un) = (
∑n−1
i=1 aiQi)βx∗n−1x∗n(1 − un). Thus,
V ′ = −μ(xn − x
∗
n)
2
xn
+
n−1∑
i=1
aiQiβx
∗
n−1x∗n
(
1 − un − ui
un−1un
)
−
n−1∑
i,j=1, j =i
aiNij x
∗
j
ui
uj
−
n−1∑
i=1
aiNiix
∗
i . (8.4)
Note that the equilibrium equations imply
−
n−1∑
i=1
aiNiix
∗
i =
n−1∑
i,j=1, j =i
aiNij x
∗
j +
n−1∑
i=1
aiQiβx
∗
n−1x∗n. (8.5)
Substituting (8.5) into (8.4), yields
V ′ = −μ(xn − x
∗
n)
2
xn
+
n−1∑
i=1
aiQiβx
∗
n−1x∗n
(
2 − un − ui
un−1un
)
+
n−1∑
i,j=1, j =i
aiNij x
∗
j
(
1 − ui
uj
)
. (8.6)
By considering the first part of Eq. (6.2) and multiplying by x∗, we have, for j = 1, . . . , n − 2,j
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=
n−1∑
i=1
aiNij x
∗
j
=
n−1∑
i=1, i =j
aiNij x
∗
j −
n−1∑
k=1, k =j
ajNjkx
∗
k − ajQjβx∗n−1x∗n.
Multiplying by the function Fj (u) (to be determined later), where u = (u1, . . . , un), summing over j , and rearranging,
gives
0 =
n−2∑
j=1
n−1∑
i=1, i =j
aiNij x
∗
j Fj (u) −
n−2∑
j=1
n−1∑
k=1, k =j
ajNjkx
∗
k Fj (u) −
n−2∑
j=1
ajQjβx
∗
n−1x∗nFj (u)
=
n−2∑
i,j=1, i =j
aiNij x
∗
j
(
Fj (u) − Fi(u)
)− n−2∑
i=1
aiQiβx
∗
n−1x∗nFi(u) −
n−2∑
i=1
aiNi,n−1x∗n−1Fi(u)
+
n−2∑
j=1
an−1Nn−1,j x∗j Fj (u). (8.7)
Adding the right-hand side of (8.7) to the right-hand side of (8.6) gives
V ′ = −μ(xn − x
∗
n)
2
xn
+ an−1Qn−1βx∗n−1x∗n
(
2 − un − 1
un
)
+
n−2∑
i,j=1, j =i
aiNij x
∗
j Aij (u)
+
n−2∑
i=1
aiQiβx
∗
n−1x∗nBi(u) +
n−2∑
i=1
aiNi,n−1x∗n−1Ci(u) +
n−2∑
j=1
an−1Nn−1,j x∗j Dj (u), (8.8)
where
Aij = 1 − ui
uj
+ Fj (u) − Fi(u),
Bi = 2 − un − ui
un−1un
− Fi(u),
Ci = 1 − ui
un−1
− Fi(u),
Dj = 1 − un−1
uj
+ Fj (u). (8.9)
The next step is to determine functions F1, . . . ,Fn−2 which make it clear that V ′ is non-positive. Note that
−μ(xn−x∗n)2
xn
and an−1Qn−1βx∗n−1x∗n(2 − un − 1un ) are non-positive (the sign of the second term can be shown us-
ing Corollary A.2). Thus, to show that V ′ is non-positive, it is sufficient to show that the same is true of Aij , Bi , Ci
and Dj .
Without loss of generality, we may assume that u1  u2  · · · un−2. Choose k ∈ {1, . . . , n − 3} such that uk 
un−1  uk+1. For i = 1, . . . , k − 1, let
Fi = ui+1
ui
+ · · · + uk
uk−1
+ un−1
uk
− (k + 1 − i).
Let
Fk = un−1
uk
− 1.
For i = k + 1, . . . , n − 2, choose
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uk+1
+ uk+1
uk+2
+ · · · + ui−1
ui
− (i − k).
We note that these choices for F1, . . . ,Fn−2 also work if un−1 < u1 (using k = 0) or if un−1 > un−2 (using k = n−2).
In order to proceed, it is necessary to deal with different cases based on the relative sizes of i, j and k. This analysis
is performed in Appendix B, showing that for each i and j , the quantities Aij , Bi , Ci and Dj are non-positive for all
u in Rn>0. Thus, V
′  0 on Rn>0. By LaSalle’s Extension [21] the limit set of each solution of (2.1) which intersects
R
n
>0 is contained in Γ
∗
, the maximal invariant subset of Γ = {x ∈Rn>0 | V ′(x) = 0}. We now determine Γ ∗.
From (8.8), it is clear that V ′ can only be zero if xn is equal to x∗n . If the set Γ ∗ is to be invariant, and must
satisfy xn = x∗n , then we must have x′n = 0 on the set. Hence, by (2.3), we must have xn−1 = x∗n−1. By considering
the derivatives of the remaining variables, subject to the constraint (xn−1, xn) = (x∗n−1, x∗n), we obtain the differential
equation
X′ = NX + K,
where X = (x1, . . . , xn−2)T , N = [Nij ]i,j=1,...,n−2, and
K = (N1,n−1, . . . ,Nn−2,n−1)T x∗n−1 + (Q1, . . . ,Qn−2)T βx∗n−1x∗n.
By (H2), (H3) and (H5), the matrix N is stable. Thus, since K is constant, X goes to the constant −N−1 K . Therefore
the set Γ ∗ consists of a single point, which is, in fact, P ∗. Thus, each solution of (2.1) limits to P ∗.
Theorem 8.1. If R0 > 1, then P ∗ is globally asymptotically stable on the set Rn>0, under the dynamics of Eq. (2.1).
Remark 2. There may be a concern here that rather than solutions limiting to P ∗, they may go to the boundary of
the positive orthant, where V is no longer defined. This is precluded by the form of V and the fact that V (X(t)) is
decreasing. Once a solution intersects the interior of the non-negative orthant, the solution takes on a finite value of V .
As V decreases, solutions cross the level sets of V , moving away from the set for which V is not defined. Another
potential concern is that it may not be obvious why the demonstration that V is a Lyapunov function does not extend
to R0 less than or equal to one. The argument given here uses the fact that P ∗ is in the positive orthant. This is only
true for R0 greater than one. For smaller values of R0, the function V has no minimum value in the positive orthant.
9. Examples
In this section, we give examples of models for the spread of tuberculosis that can be found in the literature. For
each of these models, the global stability is completely determined by Theorem 5.2. The notation used here is in
keeping with each of the cited sources of the models, but terms have been grouped to be in the form of Eq. (2.1).
Example 1. The following model⎡⎢⎣
E
L
T
X
⎤⎥⎦
′
=
⎡⎢⎣
0
0
0
π
⎤⎥⎦+
⎡⎢⎣
−(μ + ω + θ) 0 0 0
(1 − p)ω −(μ + ν + σ) 0 0
pω ν −(μ + μr + φ) 0
0 0 0 −μ
⎤⎥⎦
⎡⎢⎣
E
L
T
X
⎤⎥⎦+
⎡⎢⎣
1
0
0
−1
⎤⎥⎦βXT
appeared in [33]. Here, E, L, T and X refer to early latently infected, late latently infected, actively infected and
susceptible, respectively.
Example 2. The following model⎡⎢⎢⎢⎣
L
C
E
T
X
⎤⎥⎥⎥⎦
′
=
⎡⎢⎢⎢⎣
0
0
0
0
Π
⎤⎥⎥⎥⎦+
⎡⎢⎢⎢⎣
−(v + μ + σ) 0 0 0 0
σ −μ 0 0 0
0 0 −μ φ 0
v 0 0 −(μ + μT + φ) 0
0 0 0 0 −μ
⎤⎥⎥⎥⎦
⎡⎢⎢⎢⎣
L
C
E
T
X
⎤⎥⎥⎥⎦+
⎡⎢⎢⎢⎣
1 − p
0
0
p
−1
⎤⎥⎥⎥⎦βXT
appeared in [6]. Here, L, C, E, T and X refer to latently infected, effectively chemically vaccinated, effectively
treated, actively infected and susceptible, respectively.
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L
T
X
]′
=
[ 0
0
Π
]
+
[−(v + μ) 0 0
v −(μ + μr) 0
0 0 −μ
][
L
T
X
]
+
[1 − p
p
−1
]
βXT
appeared in [5]. Here, L, T and X refer to latently infected, actively infected and susceptible, respectively. The global
stability for this model has been previously demonstrated in [28], using the same Lyapunov functions, but with a less
general approach.
Example 4. The following model⎡⎢⎢⎢⎣
L
Tn
R
Ti
X
⎤⎥⎥⎥⎦
′
=
⎡⎢⎢⎢⎣
0
0
0
0
Π
⎤⎥⎥⎥⎦+ N
⎡⎢⎢⎢⎣
L
Tn
R
Ti
X
⎤⎥⎥⎥⎦+
⎡⎢⎢⎢⎣
1 − p
p(1 − f )
0
pf
−1
⎤⎥⎥⎥⎦βXTi,
where
N =
⎡⎢⎢⎢⎣
−(v + μ) 0 0 0 0
(1 − q)v −(μ + μt + c) ω 0 0
0 c −(2ω + μ) c 0
qv 0 ω −(μ + μt + c) 0
0 0 0 0 −μ
⎤⎥⎥⎥⎦
also appeared in [5]. Here, L, Tn, R, Ti and X refer to latently infected, non-infectious, recovered, infectious and
susceptible, respectively. (Non-infectious refers to individuals with extrapulmunary tuberculosis which can kill but is
not easily transmitted.) The global stability for this model has been previously demonstrated in [28], using the same
Lyapunov functions, but with a less general approach.
10. Discussion
10.1. The modelling aspect
The equations studied in this paper are appropriate for a disease for which there are many non-infective classes.
This is the case for tuberculosis, where infected individuals may spend a long period of time being non-infectious,
and may be non-infectious for various reasons including initial latency, successful containment through treatment, or
natural non-permanent recovery.
It is shown that the global stability behaviour of the model is completely characterized by a scalar quantity R0
given in Eq. (5.4). If R0  1, then the unique disease-free equilibrium is globally asymptotically stable. If R0 > 1
then there is a unique endemic equilibrium which attracts all solutions which intersect the interior of the positive
orthant.
By choosing the dimension and parameters appropriately, the system allows for various features of tuberculosis,
including fast and slow progression, and treatment of both latent and infectious individuals. This may be considered
to be a strong partial answer to “Challenging question v” of [8] which asks that the global dynamics of models such as
a fast-slow progression model or a multiple strain model be characterized. The fast-slow progression model referred
to there, is Example 3 here. On the other hand, the multiple strain model mentioned there is not included in the
framework of Eq. (2.1) of this work.
By including a large number of latent classes, with different progression rates, it is possible to approximate a
wide range of latency time distributions. In the limiting case, as the number of latent classes goes to infinity, closure
results should lead to conclusions about non-ODE systems, including delay equations, partial differential equations
and integral equations.
The following transfer diagram depicts a tuberculosis model with multiple stages of latency. (The number 600 is
chosen with the idea that each latent stage may have a mean waiting time of one month before progression to the next
latent stage, and that fifty years of latency should be sufficient to model a real-world setting.) The symbols Tp and Rq
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classes. Flow into the treated classes only comes from the infective class I , and so the model only includes treatment
of active tuberculosis. A similar diagram can be given to include treatment of latent tuberculosis.
Λ
S
βSI
μS
E1
kE1
μ1E1
α1E1
E2
kE1
μ2E2
α2E2
· · · kE599 E600
μ600E600
α600E600
I
Tp Rq
The differential equations associated with this transfer diagram satisfy hypotheses (H1)–(H6) automatically, once
each class has a non-zero death rate. (H7) imposes some restrictions that can be interpreted as ensuring that the en-
demic equilibrium is strictly positive, when it exists. When (H7) holds, the long-term global behaviour is completely
determined by R0, giving insight into “Challenging question vii” of [8] which calls for further analysis of the quali-
tative and quantitative effects of the distribution of latency times. If (H7) does not hold, then the system contains an
attracting invariant subsystem, for which (H1)–(H7) hold (see Remark 1), and so the behaviour of the subsystem is
governed by the results of this paper.
10.2. The mathematical aspect
The results in this paper are notable in that very few restrictions are placed on the compartmental structure of the
model, except that the susceptible and infective populations can each be represented by a scalar variable.
The key result of this paper is demonstrating the global stability of the endemic equilibrium for the case R0 > 1.
This is done using the Lyapunov function V given in Eq. (8.1).
Because the system studied here is of arbitrary dimension (finite, but at least two), a key step is determining
the coefficient vector a that is used in the Lyapunov functions. The choice that is used here guarantees that in the
Lyapunov derivative (8.6), the only positive terms are constants; positive variable terms would be problematic as they
would be unbounded on the positive orthant, making V ′ positive somewhere. In simplifying the Lyapunov derivative,
it was useful to interpret the coefficients as being solutions of a system of equations (6.2), rather than focusing on the
explicit values of the coefficients.
It is perhaps surprising that the same coefficients are used for the Lyapunov function U (when R0  1) as for V
(when R0 > 1). In each case, the Lyapunov function can be interpreted as a collection of level sets, that the flow
crosses, from higher values to lower values. For R0  1, the level sets of U are hyperplanes, and it is shown that
solutions go to a boundary point. For R0 > 1, the level sets of V are diffeomorphic to hyperspheres, and enclose
the endemic equilibrium point to which solutions limit. If parameters are continuously varied to make R0 decrease
through unity, then the flow deforms continuously. The Lyapunov function, however, and its level sets exhibit a more
complicated behaviour. As long as R0 > 1, the Lyapunov function is bowl-shaped. As R0 approaches unity, the level
sets of V are “squeezed together” where the endemic equilibrium approaches the boundary. Then asR0 reaches unity,
the Lyapunov function is no longer bowl shaped and the level sets are no longer diffeomorphic to spheres, becoming
instead the hyperplanes associated with U .
The calculation in this paper takes advantage of the form of the non-linearity Qβxn−1xn. A more general form
Qf (X) will be studied in future work. It seems to be important that the non-linear terms can all be written as a
constant vector multiplied by a scalar function; in a sense, the non-linearity is one-dimensional. Early attempts at
using higher-dimensional non-linearities (i.e. Q1f1 + · · · +Qrfr ) have failed even with mass action forms for the fi .
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Herein, one finds inequalities which are instrumental in demonstrating that the Lyapunov derivative, given in (8.2),
is non-positive. A key tool is the Arithmetic–Geometric Means Inequality, which we state here.
Lemma A.1 (Arithmetic–Geometric Means Inequality). Let z1, . . . , zd be positive real numbers. Then
d
√
z1 · · · zd  z1 + · · · + zd
d
.
Furthermore, exact equality only occurs if z1 = · · · = zd .
An immediate consequence of the Arithmetic–Geometric Means Inequality follows.
Corollary A.2. Let z1, . . . , zd be positive real numbers such that their product is 1. Then
d − z1 − · · · − zd  0.
Furthermore, exact equality only occurs if z1 = · · · = zd .
Lemma A.3. Let y1  · · · yd be positive real numbers. Then
0 y2
y1
+ · · · + yd
yd−1
− (d − 1) yd
y1
− 1.
Proof. That the middle expression is positive, follows from the fact that each fraction y2
y1
, . . . ,
yd
yd−1 is greater than one.
Let w = yd
y1
− 1, and let vi = yiyi−1 − 1 for i = 2, . . . , d . Then w, as well as each vi , is non-negative. Also,
1 + w = yd
y1
= y2
y1
· · · yd
yd−1
= (1 + v2) · · · (1 + vd)
= 1 + (v2 + · · · + vd) + higher order products
 1 + v2 + · · · + vd.
Thus, w  v2 + · · · + vd , which gives the second inequality of the lemma statement. 
Lemma A.4. Let y1  · · · yd+1 be positive real numbers. Then
y1
y2
+ · · · + yd
yd+1
− d  y1
yd+1
− 1
Proof. Keeping in mind that yi − yi+1  0, we have
y1
y2
+ · · · + yd
yd+1
− d =
(
y1
y2
− 1
)
+ · · · +
(
yd
yd+1
− 1
)
= y1 − y2
y2
+ · · · + yd − yd+1
yd+1
 y1 − y2
yd+1
+ · · · + yd − yd+1
yd+1
= y1
yd+1
− 1,
as desired. 
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yd
Y
+ (d − 1) −
(
y1
Y
+ y2
y1
+ · · · + yd
yd−1
)
 0.
Proof. Notice that
yd
Y
+ (d − 1) −
(
y1
Y
+ y2
y1
+ · · · + yd
yd−1
)
= yd − Y
Y
−
(
y1 − Y
Y
+ y2 − y1
y1
+ · · · + yd − yd−1
yd−1
)
 yd − Y
Y
−
(
y1 − Y
Y
+ y2 − y1
Y
+ · · · + yd − yd−1
Y
)
= 0. 
Lemma A.6. Let Y  y1  · · · yd be positive real numbers. Then
y1
Y
+ (d − 1) −
(
yd
Y
+ y1
y2
+ · · · + yd−1
yd
)
 0.
Proof. Notice that
y1
Y
+ (d − 1) −
(
yd
Y
+ y1
y2
+ · · · + yd−1
yd
)
= y1 − Y
Y
+ Y − yd
Y
+ y2 − y1
y2
+ · · · + yd − yd−1
yd
 y1 − Y
Y
+ Y − yd
Y
+ y2 − y1
Y
+ · · · + yd − yd−1
Y
= 0. 
Appendix B. Case analysis in support of Section 8
We first demonstrate that Bi , Ci and Di , as given in (8.9), are non-positive for each i = 1, . . . , n − 2.
Case 1a. Bi , Ci , Di for i < k.
Then
Bi = (k − i + 3) − ui+1
ui
− · · · − uk
uk−1
− un−1
uk
− un − ui
un−1un
and
Ci = (k − i + 2) − ui+1
ui
− · · · − uk
uk−1
− un−1
uk
− ui
un−1
.
Applying Corollary A.2 (with d equal to k − i + 3 and k − i + 2, respectively) demonstrates that Bi and Ci are
non-positive for i < k. Also,
Di = −(k − i) − un−1
ui
+ ui+1
ui
+ · · · + uk
uk−1
+ un−1
uk
.
This is shown to be less than or equal to zero by applying Lemma A.3 with d = k − i + 1.
Case 1b. Bi , Ci , Di for i = k.
Then
Bk = 3 − un−1
uk
− un − uk
un−1un
and Ck = 2 − un−1
uk
− uk
un−1
.
Again, applying Corollary A.2 makes it clear that Bk and Ck are non-positive. Also,
Dk = 0.
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Then
Bi = (i − k + 2) − un−1
uk+1
− uk+1
uk+2
− · · · − ui−1
ui
− ui
un−1un
− un
and
Ci = (i − k + 1) − un−1
uk+1
− uk+1
uk+2
− · · · − ui−1
ui
− ui
un−1
.
Applying Corollary A.2 demonstrates that Bi and Ci are non-positive for i > k. Additionally,
Di = un−1
uk+1
+ uk+1
uk+2
+ · · · + ui−1
ui
− un−1
ui
− (i − k) + 1.
By Lemma A.4, with d = i − k, it follows that Di is less than or equal to zero.
We now demonstrate that Aij , given in (8.9), is less than or equal to zero. This is done in six cases, based on the
relative sizes of i, j and k.
Case 2a. Aij for i < j  k.
Whether j < k or j = k, we have
Aij = j − i + 1 − ui
uj
− ui+1
ui
− · · · − uj
uj−1
,
which is non-positive by Corollary A.2, with d = j − i + 1.
Case 2b. Aij for i  k < j .
Whether i < k or i = k, we have
Aij = 1 − ui
uj
+
[
un−1
uk+1
+ uk+1
uk+2
+ · · · + uj−1
uj
]
− (j − k) + (k + 1 − i) −
[
ui+1
ui
+ · · · + uk
uk−1
+ un−1
uk
]
 un−1
uj
+ k − i + 1 −
(
ui
uj
+ ui+1
ui
+ · · · + uk
uk−1
+ un−1
uk
)
by Lemma A.4 (with d = j − k). Then, this is shown to be non-positive by using Lemma A.5 with d = k − i + 2 and
(y1, . . . , yd−1, yd, Y ) = (ui, . . . , uk, un−1, uj ).
Case 2c. Aij for k < i < j .
Then
Aij =
[
ui
ui+1
+ · · · + uj−1
uj
]
− (j − i) + 1 − ui
uj
,
which is non-positive by Lemma A.4, with d = j − i.
Case 2d. Aij for j < i  k.
Whether i < k or i = k, we have
Aij = uj+1
uj
+ · · · + ui
ui−1
− (i − j − 1) − ui
uj
,
which is non-positive by Lemma A.3, with d = i − j + 1.
Case 2e. Aij for j  k < i.
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Aij = 1 − ui
uj
+
[
uj+1
uj
+ · · · + uk
uk−1
+ un−1
uk
]
− (k + 1 − j) + (i − k) −
[
un−1
uk+1
+ uk+1
uk+2
+ · · · + ui−1
ui
]
 un−1
uj
+ i − k −
(
un−1
uk+1
+ uk+1
uk+2
+ · · · + ui−1
ui
+ ui
uj
)
by Lemma A.3 (with d = j − k + 2). Then, this is shown to be non-positive by using Lemma A.6 with d = i − k + 1
and (Y, y1, y2, . . . , yd) = (uj , un−1, uk+1, . . . , ui).
Case 2f. Aij for k < j < i.
Then
Aij = i − j + 1 − ui
uj
− uj
uj+1
− · · · − ui−1
ui
,
which is non-positive by Corollary A.2, with d = i − j + 1.
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