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Abstract 
 
The TenCompetence Assessment Model was developed as an attempt to develop complex but feasible for 
real implementation assessment model, corresponding to the last achievements in this field [6]. Therefore the 
Proof of Concept assessment tools are very important, aiming to test the balance between TENCompetence 
framework, technology, assessment model, target audience and user acceptance, addressing mainly the 
feasibility of the TENCompetence Assessment Model. The Proof of Concept assessment tools are not looking for 
a single end-to-end solution but for the creation of set of mini-assessment environments, sharing common 
Assessment Model, in which key elements and their dependencies can be tested and verified. 
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1. Introduction 
Within the framework of 
TENCompetence project [1] there was 
developed new assessment model suitable 
for lifelong competence development [6]. 
This model is rather complex, or meta- 
model for describing different types of 
assessments and helping to model some 
assessment processes.  
Our main goal was to prove that this 
model will work in practice. For this 
purpose we need to implement the model 
developing different types of assessments. 
We choose to implement two different 
assessment approaches using the model - 
360 degree feedback and portfolio 
assessment. For this purpose we 
implemented two proof-of-concept tools: 
assessment editor tool and run-time 
assessment tool (helping the end user to 
apply the model in order to implement the 
chosen assessment examples). 
In this paper we describe the evaluation 
of these tools. During the evaluation we aim 
to answer the following questions: (1) are 
the tools capable for the implementation of 
the TENCompetence Assessment model, 
and (2) can we apply the model in order to 
perform the two chosen assessment 
methods.  
The evaluation took place in the period 
between 1st of September and 31st of 
October 2007. In order to answer the two 
above stated questions, we develop test 
scenarios and test cases. They serve as the 
main requirements for the usability and 
feasibility of the model and the proof-of-
concept tools. The aim of the evaluation 
was to measure the extent to which the tools 
met their aim (matching to requirements) 
 and to test the feasibility of number of key 
components of the TENCompetence 
Assessment Model (described formally and 
known also as Simple Assessment 
Specification v. 1.0, see [6]).  
The proof-of-concept assessment tools 
have the following main functionalities: 
Assessment Authoring and Runtime tools 
(fig. 1). 
 
 
 
Figure 1: Functionality of tools 
 
The tools consist of the following 
components: 
1. Assessment Editor, where assessment 
architect can define the blueprint of the 
assessment or model the assessment process 
during the assessment design phase.  
2. Question editor, used to create and 
edit different type of questions, structured 
in three main categories: demonstration 
items, construction items, and selection 
items (the assessment construction phase). 
3. Test Editor, combining the model 
defined with the Assessment Editor with the 
assessment items, defined with the Question 
editor, resulting in the run-time scheme.  
4. Assessment run-time simulator – 
used to perform the evaluation by executing 
the run-time scheme. 
5. Response processing (partly 
implemented) – for saving and tracking the 
results from the assessment performed. 
 
2. Methodology and instruments  
In order to validate the new assessment 
model developed, as well as the feasibility 
of the proof-of-concept tools implemented, 
we apply two standard evaluation methods.  
The first one was used to evaluate how 
the tools correspond to the functional 
requirements, using the specially developed 
review checklist (developer checklist). The 
second one was used to rate the interface 
and usability of the systems, using end user 
questionnaires. As the functional 
requirements are the most important issue 
(aiming to be used to find answers to the 
main objectives for the evaluation), we pay 
more attention to it, as this was the 
principal goal of our evaluation.  
The evaluation of the quantity and 
quality of the software was not the focus of 
this evaluation, as the purpose of the 
applications concerned is to provide proof 
of concept for the TENCompetence 
Assessment Model. Nevertheless, this 
question also has indirect impact to the 
functional requirements, so we pay 
attention to it as well. We provided the 
source code to two evaluators who carried 
out an expert inspection. 
 
2.1. Developer review checklist 
As the tools were used to implement 
two different assessment methods - e-
portfolio assessment and 360 degree 
feedback, two different checklists were 
prepared:  
• check list for portfolio example 
• checklist for 360 degree feedback 
example 
The functional testing of the tools was 
based on the Test Scenarios and Test Cases, 
prepared using the Use cases and scenarios 
available. For each Test Case we defined 
Test case document, which needed to be 
filled in during the testing. In this document 
the evaluator recorded the result from each 
step (pass/fail), all errors encountered, as 
well as all problems and observations in the 
special Notes field.  
For each test case there was also test 
scenario available (as a separate pdf 
document), describing in details what 
exactly the evaluator has to perform (what 
tool to download and from where, what task 
to perform with this tool, what results to 
achieve and record, etc. The main results 
from evaluation, as described in the filled 
test case document, were used for the 
analysis of the tool evaluation.  
  
2.2 User questionnaire  
The purpose of this instrument was to 
assess the usability of the tools. It does so 
by asking end users a number of questions 
regarding how easy the tool can be used. 
This questionnaire was structured in two 
parts: 
• General information about the user 
and his/her experiences with using 
information technologies. 
• Evaluation of the tools adapted from 
some principles like suitability of 
the system, controllability and 
conformity with user expectations. 
The questionnaire comprises 29 items 
adapted from the six design principles of 
ISO 9241 (Part 10) which provides 
information that can be used within iterative 
software development [2]: 
• suitability to task 
• self explanatory 
• controllability 
• conformity with user expectations 
• error tolerance 
• suitability for individualisation 
The statement of each item is assessed 
on a five rating scale starting from 1 
(“predominantly disagree”) to 5 
(“predominantly agree”). A further option 
(“no option”) is offered to reduce arbitrary 
answers. 
We used groups of students in software 
engineering in their first year of study, in 
order to make self-assessment and position 
them in course “Programming 
fundamentals”. They have a variety of 
backgrounds. 
In the figure below shown the part of 
the given user questionnaire (fig.2):  
 
 
 
 
 
 
 
 
Figure 2: Part of the given user questionnaire 
 
3. Evaluation process  
3.1. Procedure 
Detailed evaluation instructions in the 
form of user guide were written and given 
to evaluators (test scenario). The evaluators 
followed the evaluation instructions and 
executed the following evaluation steps: 
Step 1:  Download evaluation bundle 
which contains the user guide and pre-
configured self-assessment instruments (test 
case, questionnaires, checklists, etc.) 
Step 2: Download the corresponding 
proof-of-concept tool (precompiled version 
built for evaluation). 
Step 3: Unpackage and install the tool. 
Step 4: Work with the tool, fill in the 
results and return the test documents.  
Step 5: Fill in the feedback form (end 
user questionnaire) for the evaluation of the 
tool.  
Step 6: Return the filled feedback form. 
 
3.2. Collection and analysis of the 
results 
This step included the collection of all 
the data (filled in tables, checklists and 
questionnaires) from the evaluation of the 
tools and making summary and analysis of 
these results. 
The report should also include gap 
analysis by providing a general statement of 
the capability of the system as demonstrated 
by the test case, compared with the 
requirements, stating the system 
deficiencies and recommending 
improvements of the system. 
 The evaluation was carried out with 40 
people. They received the User Guide,  
representing particular evaluation process, 
in Bulgarian [3]. They also receive pre-
assessment, which is not a traditional 
assessment, but rather a self-assessment of 
competences.  
In the table below provides details of 
the evaluation process:  
The completed questionnaires, tests, test 
summary, and test analysis. 
 
 
 
Table 1: Details of evaluation process 
Description Number of users Note 
Software Unique users 
downloads 
52 users 3 – test users 
unique users/after removing 
test-users and anonymous 
users 
48 users + 1 anonymous 1 anonymous 
Software non-unique users 73 Downloads Software downloads and other 
items from site 
Returned answer from 
assessment 
33 users  
Returned feedback form 20 users 3-invalid; 2-blank 
Returned valid forms 15 forms  
 
 
4. Analysis of the Evaluation 
Results 
The results from the Functional testing 
show that almost all basic functionalities 
were fully or partially implemented, 
following the use cases and scenarios 
developed. There were few items which 
were not implemented, but they were not 
critical for the overall use of the tools. For 
example, in the Item Construction phase of 
the Assessment Model, the demonstration 
and construction items were not 
implemented. The list of the principal 
functionalities implemented includes: 
• Create an assessment plan 
• Delete an assessment plan 
• Edit an assessment plan 
• Create an item 
• Delete an item 
• Edit an item 
• Browse items 
• etc. 
The results of the questionnaire for the 
six design principles are summarized in the 
table 2 below, and provide the average 
response results.  
The average response is close to 3,5 
points which indicates that the level of the 
user satisfaction is rather high.  
 
Table 2: Summarised results 
Design principles of 
ISO 9241 
Average 
result 
Suitability to task  3,69
Self explanatory  3,64
Controllability 3,79
Conformity to user 
expectations  3,08
Error tolerance  3,33
Suitability for 
individualisation  3,62
 
 
5. Conclusions 
Overall conclusions regarding the tools 
are: 
• Responses for the six design 
principals targeted in this 
evaluation were relatively high, 
with an average close to 3.5 and 
with the scores for all principals 
being higher than 3. Although this 
questionnaire does not go into 
details of the interface, the result 
suggests that the tools have (at the 
least) a reasonable standard of 
usability and quality. 
• In formative testing during the 
development process several 
 interoperability issues were 
identified, with an incompatibility 
between the Assessment 
Specification and the target output 
formats (IMS LD and QTI) [4,5]. 
This incompatibility meant that it 
was neither possible nor necessary 
to evaluate this aspect of the tools. 
• The editor and player were stable, 
although some interoperability 
issues between them were 
identified 
• Testing against various small sub-
components of the assessment 
models, indicates that the 
specification has good modelling 
power 
• Expert inspection indicated that 
several parts from the tool interface 
were not sufficiently human-
friendly, and that while the tools 
are usable, the interface is still too 
close to the specification 
• The specification is based on xml 
and the documents produced are 
hard for a human to read. 
On the base of the analysis of the 
evaluation results, it was proposed to 
reduce the learning curve for using the 
tools with the development of usage 
profiles. These profiles could be used for 
the proper user interface design and 
development, which will make the use of 
the tools more natural and user friendly. 
The candidate profiles are identified 
below:  
1. Profile for user “assessment 
process designer” (or assessment 
stakeholder, which provides 
blueprint for assessment process) 
2. Profile for domain expert of 
assessed assets (assets like 
knowledge, skills, traits). Under 
“domain expert” we recognize 
person which is assessment item 
author/editor/designer/selector. 
3. Profile for assessment developer 
(selects items from item bank, 
provided by domain expert; 
configure required fields in order to 
make assessment “runnable” or 
“do-able”) 
4. Profile for peer/self/360degree 
evaluator (person which 
run/evaluate configured 
assessment) 
5. Profile for response rater (this 
profile is only identified, but is out-
of-scope for current research, and 
developed tools). This can be target 
for further research. 
6. Profile for decision maker (as 
profile in point 5 - this profile is 
also only identified, but is out-of-
scope for current research, and 
developed tools). This can be target 
for further research. 
7. Overall profile/profile for “super-
admin” or “super-consultant”, 
which is combination of all 
profiles, described from (1) to (6). 
This profile can help in checking 
the assessment model and 
assessment process for integrity. 
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