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Abstract 
Flandrin, E., H.A. Jung and H. Li, Hamiltonism, degree sum and neighborhood intersections, 
Discrete Mathematics 90 (1991) 41-52. 
We give a sufficient condition for hamiltonism of a 2-connected graph involving the degree sum 
and the neighborhood intersection of any three independent vertices. 
1. Introduction 
There have been many results involving degree sums and neighborhood unions 
of independent sets of vertices that ensure a graph G is hamiltonian. A very 
well-known result of this type is the following theorem of Ore [7]. 
Theorem 1. Let G be a graph of order n 2 3 such that d(u) + d(v) 2 n for any two 
independent vertices u, v. Then G is hamiltonian. 
More recently, Faudree, Gould, Jacobson and Schelp [3] have shown the 
following theorem. 
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Theorem 2. Let G be a 2-connected graph of order n. Let NC = min (N(u) U 
N(v)1 where the minimum is taken over all pairs of nonadjacent vertices u, v in the 
graph. Zf NC 2 (2n - 1)/3, then G is hamiltonian. 
This is contained in the following more general result of Fraisse [5]. 
Theorem 3. Let G be a graph of order n 2 3 and connectivity k. Suppose there 
exists some t, 1 s t =S k, such that every independent set S c V(G) of cardinality t 
satisfies IN(S)1 > t(n - l)/(t + 1). Then G is hamiltonian. 
Following a different line of investigation, Matthews and Sumner [6] have 
shown Theorem 4. 
Theorem 4. Zf G is a 2-connected K1,3-free graph of order n with minimum degree 
6 such that 6 3 (n - 2)/3, then G is hamiltonian. 
K,,,-free graphs are graphs such that for any three independent vertices u, v, 
w, the neighborhood intersection IN(u) rl N(v) n N(w)1 is empty. The following 
theorem contains the preceding result (see for example [S]). 
Theorem 5. Let G be a 2-connected K,,,-free graph of order n. Zf d(u) + d(v) f 
d(w) 3 n - 2 for any independent set {u, v, w}, then G is hamiltonian. 
Studying the behaviour of general 2-connected graphs, in [4], E. Flandrin and 
H. Li have proved Theorem 6. 
Theorem 6. Let G be a 2-connected graph of order n such that 
d(u) + d(v) + d(w) 2 $ + IN(u) r-~ N(v) n N(w)1 
for any independent set {u, v, w}, then G is hamiltonian. 
In this paper, we improve the previous result in the following way. 
Theorem 7. Let G be a 2-connected graph of order n such that 
d(u) + d(v) + d(w) > n + IN(u) n N(v) II N(w)! 
for any independent set {u, v, w}, then G is hamiltonian. 
Remark 1. For K,,,-free graphs, Theorem 7 amounts to a weaker version of 
Theorem 5 (with n - 2 replaced by n). 
Remark 2. There are hamiltonian graphs which do not satisfy the Bondy- 
Chvatal’s condition ([l]) but satisfy the condition of Theorem 7. An example is 
depicted in Fig. 1. 
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Fig. 1. 
Remark 3. The bound in Theorem 7 is best possible as can be seen by looking at 
the join G* + K,+, where G* is an arbitrary graph of order m. 
In the following section we prove several auxiliary results, which could be 
useful in further investigations on the subject. In the last section we prove 
Theorem 7 and discuss several corollaries. 
2. Notations and auxiliary results 
We will often identify subgraphs with their vertex sets. 
If K and L are subsets of V(G) or subgraphs of G, we denote by N,(L) the set 
of vertices in K which are adjacent to some vertex in L. We denote by e(K; L) 
the number of edges in G having an end vertex in K and the other in L. 
Moreover, if K consists of the vertices vi, uz, . . . , v,, we use the abbreviations 
e({v,, u2,. . . , v,}; L)=e(v,, v2, . . . , L) and N,(K)= v2,. . 
Lemma 1. Zf u and U’ are vertices on C[Xi, Xi], which are joined by an edge of C, 
then v $ N(xr) or v’ 4 N(xf). 
Proof. If v E N(x;) and v’ E N(xi+) one could construct a cycle longer than 
c. 0 
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Apart from those standard notations, we use the following definitions. Given C 
and H, we abbreviate & = V(C&, x~+~]) and d enote by Ai the set of vertices ai 
such that there is an a,x,+,-path in G with vertex set vi. We need to show 
II > d(u) + d(v) + d(w) - (N(u) n N(v) n N(w)( 
for a suitably chosen independent set {u, V, w}. Candidates for this set will be 
v E V(H) and u, w E Ui (Ai U N,_,(A,)). 
In the following two lemmas we give bounds for e(a,, a,; V,) where ai E Ai and 
ujEAj (i#j). 
In particular we will show e(ai, Uj; V,) s IV,\ and give better estimates in special 
situations. In these lemmas we shall consider an u+q+,-path e in G with vertex set 
& and an UjXj+i-p ath Pj in G with vertex set Vj. For h $ {i, j} we set u,, = XL and 
Ph = C&2, x/z+1 1. For any h, 1 s h s t, we view V(Ph) as being ordered with last 
vertex xh+i and denote by P,[y,,, xh+J the subpath starting at y,, E Ph. We further 
set &(ui, Uj) =O if h $ {i, j} and xl+ $ N(q) U N(uj). Otherwise we set 
6h(Ui, Uj) = 1. 
Lemma 2. N(U,) fl (V(H) U NG-JUj) U {Uj}) = 0. 
Proof. The property is easy to obtain from the maximality of C. 0 
Lemma 3. (a) e(ui, Uj; Vh) s IV,1 - 1 + 6h(Ui, Uj). 
(b) Zf equality prevails in (a) and xh lies on C[x,, xi) then there is u (unique) 
Vertex yh in Vh n N(Uj) such thut V(P&[yh, ~h+l]) E N(U;). 
Proof. For the proof of (a), without loss of generality, we assume that xh lies on 
C[x,, xi). By the maximality of C, it is clear that if a vertex c of P,, -xh+, is joined 
to ui, its successor c’ on Ph is not joined to uj (see Fig. 2, with ai =xc and 
uj = xf), and by Lemma 2, ah $ N(q) U N(u,). Therefore, if h fj, we let 
Fig. 2. 
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C[X h+, xh+J be Ph and we have Vh) c IV,1 - 1 + 6h(ai, Uj). And if h =j, 
we also have e(ai, Uj; V,) s lVh[ - 1 + 6 h a,, a, since now 6h(ui, uj) = 1. Hence (a) ( .) 
holds. 
Now suppose that equality in (a) holds. That implies N(u,) n N(Uj) n V, # 0. 
Let y, denote the last common neighbor of ui and ui on Ph. As observed above, 
we have 
e(a,, uj; P,[h, Yhl) s IPh[%t Yhll - l+ 6h(ai, uj)- 
Thus 
If P,,(y,, xh+J contains a neighbor w of Uj then, assuming that w is the first such 
vertex on P,(y,, xhfl], its predecessor v on Ph is not adjacent to ai. In particular 
v fy,, and so v $ N(Uj). But since every vertex on P,(y,, xh+J is adjacent to at 
most one of Ui or Ujj we obtain c(ai, Uj; Ph(yh, xh+J) < IPh(yh, xh+Jl, a contradic- 
tion. So in fact e(ai, Uj; P,(y,, xh+J) = IPh(yh, xh+Jl and every vertex of 
Ph(yh, xh+J is adjacent to ui. 0 
We call V, saturated with respecf to ui, uj if e(ui, uj; V,) = IV,1 - 1 + &(ui, ui). 
Lemma 4. Assume that NG-&x+) = 0 f or some xi E N,(H). Then there exist two 
independent vertices u and w in G - (H UN,(H)) such that d(u) + d(v) + d(w) s 
n - 1 for all 21 E V(H). 
Proof. We may assume without loss of generality that xl has a neighbor u in 
G - C. 
Let us first give an estimate for e(u, XT; V,) with h # 1, 2. Note that 
xl $ N(x:) UN(u) and xl+ $ N(u). If V, fl N(u) fl N(x:) =0, then we have 
e(u,x:; V,)s IV,1 - 1. If V, nN(u)nN(x:)#0, let yh be the first vertex 
on c(xh? Xh+l] in V,, n N(u) fl N(x:). Then y; $ N(u) U N(x:) and yh #xl, 
whence e(u, x:; C(xh, yh]) c ]C(xh, yh]] - 1. Similarly, for every vertex _? in 
vh n N(u) n N(6) - {Yh), we have z- $ N(u) U N(x:), which provides e(u, xc; 
C(y,, xh+i]) s C(yh, xh+i]]. Therefore e(u, x:; V,) S IV,1 - 1 in any case. 
If h = 2, the same arguments give e(u, xc; V,) s I&l, the only difference being 
that u is adjacent to xl. 
If h = 1, then u is not adjacent to x2 and for every vertex z in N(u) fl VI we 
have z #x2 and z+ $ N(u) U N(x:). Moreover x: 4 N(u) U N(x:), so we obtain 
e(u, xl; VI) S IV,1 - 1. 
From those inequalities we deduce e(u, XT; C) s ICI - f + 1 and so for any 
vertex v in H, e(u, XT, v; C) s ICI + 1. 
Moreover the sets {u, v}, N+,-(u), NC_,-(XT), NG+-(u) are clearly disjoint. 
Therefore e(u, XT, V; G - C) c (G - Cl - 2 and e(u, XT, v; G) sn - 1, which 
completes the proof of Lemma 4. Cl 
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Let S denote the set of vertices x: such that xi E N,(H) and XT+ E N(Uj) for 
some aj E Aj (Ai # Ai). 
Lemma 5. If XT E S, then there is a vertex v in H and a cycle with vertex set 
V(C) u {v} - {XT}. 
Proof. Assume that XT+ E N(aj). Then there is a path Q in G connecting xi and xj 
such that Q contains at least one vertex v of H and has no inner vertex in V(C). 
Then the paths C[X:‘, Xi] U Q and 4 U C[Xj+l, xi] combine to a cycle with vertex 
set V(C) U V(Q) - {XT}. S ince C is a longest cycle, Lemma 5 is proved. q 
Lemma 6. There exist ai E Ai and aj E Aj (i # j), such that for all v E V(H), 
d(ai) + d(Uj) + d(v) - IN(ai) fl N(aj) II N(V)1 s n - t + 2 6,(ai, aj), 
h=t 
with strict inequality if XT $ N(x;) and xf $ N(xj). 
Proof. Let o(ui, aj) denote the number of V, such that V,, is saturated with 
respect to ai and Uj. From Lemma 3(a) 
44, aj; C) c i (IV,1 - 2 + 6h(ai, "j)) + U(Ui, aj), 
h=l 
so 
d,-(ai) + dc(Uj) = e(ai, Uj; C) s JCJ - 2t + u(u,, u,) + 2 8,+(ai, Uj) 
h=l 
(1) 
The main object of the proof is to show that for suitably chosen a, E AI and 
j#l we have 
~(a,, xf) c IN(aJ f-~ N(xf) rI N,(H)1 + 1 
and (2) is strict if xf 4 N(x,,T) and x: 4 N(x;). 
Case 1: N(x:) fl N,(H) - {x1} Z 0. 
(2) 
Let xi be the last vertex on C[xl, x,] in N(x:) fl N,(H). Suppose vh is saturated 
with respect to x: and xf and vh # V,. Then xh is a vertex on C[xl, x,) since 
otherwise xh+l E N(x:) by Lemma 3. Therefore, again by Lemma 3 we can 
determine a vertex yh E vh n N(x:) such that v(C[yh, xh+l]) c N(xf). By Lemma 
1 we have xi+, I$ N(xf) since x: E N(xj). Therefore yh =x~+~, that is xh+, E 
N(x:) fl N(xf). This shows that (2) holds with a, = xc. Moreover, (2) is strict 
unless V, is saturated with respect to XT, xf. In the latter case, by Lemma 3, there 
is yI = N(xf) n V, such that V(C[y,, x1]) c N(x:). If y, =x1 then x, E N(x:) rl 
N(xf) and (2) is strict. If y, #x1 then x; E N(x:). 
Case 2: N(x:) n N,(H) = {x1} and V, is not saturated with respect to x: and 
Xl. 
By Lemma 3, no vh with possible exception of V, is saturated with respect to x: 
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and xl. So (2) holds with a, =x: and XT = xl. As in Case 1, (2) is strict unless V, 
is saturated with respect to x: and x: and moreover x1 4 ZV(&), from which 
again x; E iV(x:) can be deduced. 
Case 3: N(x:) rl N,(H) = {xi} and VI is saturated with respect to x: and XT. 
Applying Lemma 3 we determine y, E N(x:) such that V(C[y,, x2]) E N(x:). 
By assumption y1 #x2. Now consider a, =y; and xf =x:. Clearly a, EAT. If V, 
is saturated with respect to a, and xl and V, f VI, we apply Lemma 3 to obtain 
yh E V, rl N(xg) such that V(C[y,, xh+J) E N(al). By Lemma 1, xi+* $ N(q) 
since xl E N(a:). Therefore yh =x~+~, that is x~+~ E N(aJ fl N(x:). So (2) holds 
with x,? =x:. Note that x; E N(x:) since y1 #x2. 
Now let a, and i # 1 be chosen, so that (2) holds. Let v be an arbitrary vertex 
of H. Then 
d,(u) + IN(a1) f-l N(q) n &(H) 
c d,(n) + IN(a1) n N(rf) n %(n)l + I&(H) - Wv)l 
= t + liv,(~) n A+~) n N(~f)l. 
Therefore, using (1) and (2) we obtain 
&(a,) + d&f) + d,(u) - IWJ n Nxf) n &(v)l 
=s lCl -t + 1+ i &(a,, xf). 
h=l 
(3) 
Since, by Lemma 2, NG_,(al), N,_,-(XT) and NG-c(u) are pairwise disjoint and 
al, x,+ and v are not adjacent to U, then 
iN(4 n N(xf) n N&)1 = iN(ar) n N(xf) f-7 N(u)1 
and 
d,_,-(al) + d,_,(xf) + d,_,(v) s (G - Cl - 1, 
which with (3) gives 
d(aJ + d(xf) + d(v) - IN(aJ n N(xf) n N(v)! 
c IG - cl - 1 + i d&l, Xf) + ICI - t + 1 
h=l 
=n--t+ 2 &&,,x,+). ,, 
h=l 
Corollary. There exist a, E Ai and ai E Ai such that i f j and for all v E V(H), 
d(a,) + d(ai) + d(v) - IN(ai) n N(Uj) rl N(v)1 c n - t + max(2, ISI + 1) 
with strict inequaliry if x,? $ N(x;) and x7 $ N(xj). 
Proof. We choose the notation in the proof of Lemma 6 in such a way that x: E S 
if S # 0. The result follows from Lemma 5 and the definition of S. Cl 
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Lemma 7. If t = 2, then there exist independent vertices u, w E V(C) - N,(H) 
such that 
n 2 d(u) + d(v) + d(w) - IN(u) II N(v) fl N(w)\ + 1 
for any v E V(H). 
Proof. Let v be any vertex of H. We know by Lemma 6 that there is some 
a, l AI such that 
d(v) + d(a,) + d(x:) - IN(v) II N(a,) fl N(x:)l 6 n 
with strict inequality unless x: E N(x;) or xl E N(x;). So without loss of 
generality we may assume xc E N(x;). Let u be the first vertex following x2 which 
is not adjacent to x;. Let w be the first vertex following x, which is not adjacent 
to x;. Let A = C[u, w-1, B = C[ w, u-1, R = G - C. For a vertex x E V(G), let 
N,(x) = {z E C: z+ E N,(x)}. 
Case 1: x: E N(x;). 
By the maximality of C, N&u) fl A E C[ u, x;) and the three sets N;(u) fl A, 
N,(w) and {x;} are disjoint subsets of A, whence 
d,(u) + dA(w) s IAl - 1 and dA(u) + dA(v) + dA(w) 6 [Al. (5) 
The three sets N;(w) fl B, N,(u) and {xc} are disjoint subsets of B, whence 
d,(u) + d,(w) s IBI - 1 and d,(u) + d,(v) + d,(w) s IBI. (6) 
Every vertex of R is adjacent to at most one of the vertices u, v and w. 
dR(u) + dR(v) + dR(w) s IRI - 1. 
Summing (5), (6) and (7) we obtain d(u) + d(v) + d(w) s n - 1. 
Case 2: x: $ N(x;). 
(7) 
Then w =x:. Instead of (5) we obtain 
dA(u) + dA(v) + d,q(w) s IAl + 1 (8) 
with strict inequality if x1 $ N(u) fl N(v). 
The three sets N:(w) rl B, N,(u) and {x;} are disjoint subsets of B, whence 
d,(u) + dB(w) s IBI - 1 and d,(u) + d,(v) + d,(w) s IBI. (9) 
As in Case 1 
dR(u) + dR(v) + d,(w) s (RI - 1. (10) 
Combining (8), (9) and (10) we obtain d(u) + d(v) + d(w) Sn with strict 
inequality unless xi E N(u) fl N(v) il N(w). 
3. Proof of Theorem 7 and concluding remarks 
We call a vertex v in the 2-connected graph G a singleton of G if there is a 
longest cycle C in G such that v E V(G) - V(C) and N,(v) = N(v). 
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Suppose G is not hamiltonian but satisfies the hypothesis of Theorem. If 
has singleton we and a component of G - 
this we choose in Otherwise we of 
maximum degree and let the graph Y. the latter 
we determine r$ V(C) and N,(V) = N(v). 
With this choice of v, H and C we fix a direction of traversing C, we label 
N,(H) = {x1, x2. . . .x,} accordingly and continue the notation of Section 2. By 
Lemma 4 we have NG_=(x+) = 0 for all i. Hence by Lemma 5 every XT E S is a 
singleton. By Lemma 7 we must have t 2 3. Therefore by the Corollary of Lemma 
6 and the hypothesis of the Theorem t 6 ISI -t 1 and 1SJ 2 2. So there are distinct 
elements u and w in S and by our choice V(H) = {v}. Moreover d(v) 2 d(u) and 
d(v) > d(w). 
Case 1: There exist distinct i and j such that I yl = I I$1 = 2. 
By Lemma 2 we have v $ N,(xT, xi’). By Lemma 1 there do not exist 
consecutive vertices on C, one adjacent to x+ = xzr+i the other to x,: = xi+*. 
Also by Lemma 2 N(xT, xf) has no element in {xl, xl. . . XT} U 
lx;, G * . . x;}. Therefore in fact lC( 3 2 lN(v, XT, x,Z)I. 
For q = 1, 2 and 3 let Tq denote the set of x E V(C) such that 
e(x; {v, x+, x,?}) = q. Then 
d(v)+d(x+)+d(xf)=IT~I+2lTzl+3IT,I~2IT,I+2(T21+2I~I+IT~I 
= 2 (N(v, x+, xf)j + (N(v) n N(x+) n N(xf)( 
and therefore 
n a (Cl + 12 d(u) + d(x+) + d(xf) - IN(v) n N(x:) n N(xf)l + 1, 
a contradiction. 
Case 2: There is at most one i such that IV,1 = 2. 
Then it > lC( + 12 3d(v) s d(u) + d(v) + d(w), so by the hypothesis we must 
have equality throughout. Therefore we deduce V(G - C) = {v}, I I$1 = 2 for 
some i while IV,1 = 3 for all h # i. Without loss of generality we assume w #x,t. 
Since both XT and w are singletons we have d(v) 2 d(x:) and d(v) 2 d(w), hence 
n > 3d(v) 2 d(v) + d(x+) + d(w). Again, by hypothesis, equality prevails and 
therefore d(v) = d(x:). By Lemma 2 we have N(x:) G N(v), hence N(xT) = 
N(v). Clearly w has at least one neighbor in N(v) = N(xT), which means 
IN(V) n N(x:) n N(w)1 2 1, and we obtain the contradiction 
n 2 3d(v) 2 d(v) + d(x+) + d(w) - IN(v) n N(x’) f7 N(w)1 + 1. 
The proof of Theorem 7 is complete. q 
From Theorem 7, we can deduce several results. The first one concerns 
forbidden subgraphs. 
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Fig. 3. 
Corollary 1. Let G be a 2-connected graph of order n. Zf d(u) + d(v) + d(w) 3 
n + 1 for any three independent vertices u, v, w and if G does not contain F, or F2 
for induced subgraphs (see Fig. 3), then G is hamiltonian. 
Proof. If G contains neither FI nor F2 for induced subgraphs, any three 
independent vertices have at most one common neighbor, therefore, by Theorem 
7, we have the result as required. 0 
Concerning two independent vertices, we knew the following result ([2]). 
Theorem 8. Zf G is a 2-connected graph of order n and t is an integer such that 
6(G) 2 t, and for any two independent vertices u and v, IN(u) U N(v)1 2 n - t, 
then G is hamiltonian. 
This result is improved in the following way. 
Corollary 2. Let G be a %-connected graph of order n. Zf for any two independent 
vertices, u and v, 
IN(u) U N(v)1 2 n - max(d(u), d(v)), 
then G is hamiltonian. 
Proof. We remark that the condition in Corollary 2 can also be written 
d(u) + d(v) - IN(u) fl N(v)1 2 n - max(d(u), d(v)). 
Let u, v, w be three independent vertices of G. Without loss of generality, we 
can assume d(w) 2 d(u) 3 d(v). Then 
d(u) + d(v) + d(w) - IN(u) n N(v) n N(w)1 
2 d(u) + d(v) + d(w) - IN(u) n N(v)1 
2 d(w) + n - max(d(u), d(v)) 2 n. 
Hence by Theorem 7, G is hamiltonian. 0 
Corollary 3. Let G be a connected graph of order n. Zf 
n - 1 s d(u) + d(v) + d(w) - IN(u) n N(V) n N(w)1 
for any three independent vertices u, v and w in G then G has a hamiltonian path. 
Hamiltonism, degree sum and neighborhood intersections 51 
Proof. Let H be obtained from G by adding a new vertex vO and joining vO to 
every vertex of G. For any three independent vertices u, 2) and w we have 
&f(u) + 4(V) +&(w) - IN”(U) fl NH(U) fl NH(W)1 
= d(u) + d(v) + d(w) + 3 - IN(u) n N(v) n N(w)1 - 12 n + 1. 
By Theorem 7 the graph H is hamiltonian, implying that G has a hamiltonian 
path. Cl 
The following result is a refinement of Theorem 2 and the case r = 2 in 
Theorem 3. 
Corollary 4. Let G be a 2-connected graph of order n. if for any two non-adjacent 
vertices, u and v in G 
2n - 1 C 3 IN(u) U N(v)1 + max(2, IN(u) n N(v)l), 
then G is hamiltonian. 
Proof. In view of Theorem 7 we need only consider the case when there exist 
three independent vertices u, v and w satisfying 
n >d(u) + d(v) -I d(w) - IN(u) f-I N(v) n N(w)l. (11) 
We abbreviate 
o = d(u) + d(v) + d(w), t = IN(U) n N(V) n No, 
d = IN(u) n N(v)1 + IN(u) /I N(w)1 + IN(v) n N(w)1 
and assume without loss of generality that 
IN(u) U N(v)1 s minW(u) U Mw)l, IN(v) U Nw)l). 
As 
d(a) + d(b) = IN(a) U N(b)1 + IN(a) fl N(b)1 
for any two vertices a and b, the inequality 2n - 2 2 2a - 2t yields 
2n-2>3IN(u)UN(v)l+d-2t. 
Hence by the hypothesis of the corollary 
2n - 2 3 2n - 1 - max(2, IN(u) fl N(v)l) + d - 2t 
implying that 
max(2, IN(u) rl N(v)l) 2 d - 2t + 1. 
Since 
d - 2t 2 maxON n W-J)~, IN(u) n Nw)l, IWJ) n N(w)l), 
it follows that 
max(lWu) n W)l, IW) n W+% IW) n W+Ql) c 1. 
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Hence by the hypothesis of the corollary, 
IN(u) u iv(v)1 2 f(2n - 3) IN(u) U IN(w)1 2 i(2n - 3) and 
IN(v) u N(w)1 2 j(2n - 3). 
By adding the three inequalities we obtain 
2a-dz=2n--3. 
On the other hand we have 
n-3SIN(u)UN(u)UN(w)l=a-d+r. 
Combination of (12) and (13) yields 
2n-3<2a-d=a+a-d<a+n-3-t, 
whence n G o - t, contradicting (11). 0 
(12) 
Remark. Corollary 4 is sharp in the sense that max(2, IN(u) n N(v)l) cannot be 
replaced by max(3, IN(u) n N(v)l) as shown by the graph Kz + 3K,,, (m 2 1). 
Acknowledgement 
We appreciate all the suggestions of the referees. In particular, we would like 
to mention that the Corollary 4 has been improved by one of the referees. 
References 
[l] J.A. Bondy and V. Chvatal, A method in graph theory, Discrete Math. 15 (1976) 111-135. 
[2] R.J. Faudree, R.J. Gould, M.S. Jacobson and L. Lesniak, Neighbourhood unions and highly 
hamiltonian graphs, 1988, preprint. 
[3] R.J. Faudree, R.J. Gould, M.S. Jacobson and R.H. &help, Neighbourhood unions and 
hamiltonian properties in graphs, J. Combin. Theory Ser. B, to appear. 
[4] E. Flandrin and H. Li, Hamiltonism and neighbourhood intersections, Rapport de Recherche 406, 
1988, Universite Paris-Sud, L.R.I.Bbt. 490. 91405 Orsay, France. 
[5] P. Fraisse, A new sufficient condition for hamiltonian graphs, J. Graph Theory 10 (1986) 405-409. 
[6] M. Matthews and D. Sumner, Longest paths and cycles in K ,,,-free graphs, J. Graph Theory 9 
(1985) 269-277. 
[7] 0. Ore, Note on hamiltonian circuits, Amer. Math. Monthly 67 (1960) 55. 
[8] C.Q. Zhang, Hamilton cycles in claw-free graphs, J. Graph Theory 12 (1988) 209-216. 
