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ABSTRACT
Anam, ASM Iftekhar, MS. The University of Memphis, April, 2015. Mining Aspects,
Sentiments, and Opinions from Reviews to Help the Designers and Users. Major
Professor: Mohammed Yeasin
We present a framework for mining the contents of smart phone application
reviews to help both the designers and the users. Our question is: How do we
incorporate users’ views and opinions to improve the product design and users’
experience. In particular we focus on the reviews of the applications that are designed
for the people who are blind or visually impaired. The key idea is to use linguistic
constructs to analyze the contents of the reviews using aspects, sentiments, and
emotions. The framework has three components - aspect finder, sentiment analyzer,
and opinion detector. Using unsupervised machine learning techniques, the aspect
finder extracts application specific aspects from the reviews. The sentiment analyzer
and opinion detector work together to determine whether a review is “Emotional” or
“Rational”. We evaluate the framework using crowd annotated data - though the
performance of the aspect finder is not as expected, the F1 –score of the review
classifier is 0.7082 which is comparable to human evaluation. Such a system will
complement the existing star rating systems by overcoming its limitations.
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CHAPTER 1
INTRODUCTION
The rapid growth of mobile devices in recent time is complemented by wide
range of Apps developed to turn the devices effective and useful. Equipped with a
multitude of sensors and decent computing power, these devices can support the
people with disability, such as blind and visually impaired. The App stores offer
numerous Apps that can replace almost all the specialty devices that the visually
impaired carry - money reader, document reader, navigational aid, color identifier to
name a few. Though there is no statistics about mobile device adoption among the
people with disability, [2] indicates that more than 100,000 blind and visually impaired
individuals own an iPhone since the introduction of the VoiceOver screen reader and
Zoom options in 2008. Forrester and Microsoft published a report that states 57%
(74.2 million) of computer users are likely to benefit from using accessible technology
because of different disabilities [3]. According to the National Health Interview Survey
2011, about 21.2 (10%) million adult Americans “have trouble” with vision [4].
Flurry statistics [5] show that, nearly 7 million Android and iPhone were
activated on Christmas day, and a combined total of 1.2 billion apps were downloaded
during the holiday week of December 25-31, 2012. In the same report, it was shown
that after overtaking browsing time on the desktop, mobile apps usage time started
challenging time spent watching television. At WWDC 2014, Apple reported 1.2 million
apps to be in the App store, and total download crossed 75 billion marks while at
Google I/O stats show 50 billion App downloads in more than 1 billion android
devices [6, 7]. While the enormous growth of mobile devices and Apps are the new
norms of everyday life for the vast majority, yet the accessibility issues are not well
addressed for the people with disability. Therefore, it is quite difficult for the visually
impaired users (referred to as users henceforth) to find and try all the applications that
can improve self-reliance. We propose that application review in the App stores is a
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useful medium to exchange user experiences. Expert users share their experiences
for others and there is useful insight for the designers. Hence, App reviews can be the
source of crowd intelligence for accessibility and usability issues.
The designers of these applications often face challenge to evaluate the
effectiveness of their applications using the target audience. There are a number of
reasons for that. Firstly, though visual impairment is increasing among the elderly
population and the young, the first obstacle they face is limited mobility. Therefore,
recruiting individuals and keeping a regular communication is quite challenging.
Secondly, many of them do not get frequent exposure to technology and are,
therefore, may not be suitable candidates for an evaluation. There is often an element
of surprise that tends to influence their evaluation. Most importantly, loss of sensory
channel tends to be permanent and it affects them psychologically which is difficult to
overcome for most of the people. That creates a lack of sense of purpose, depression,
and social isolation.
Initially, a pilot study was conducted to understand how the users share their
App usage experiences in reviews and a tool was developed to automatically
determine the presence and polarity of accessibility information from large review
dataset. However, it was observed from the results that often the users did not
mention the accessibility issues directly; rather they reported various usability issues,
anecdotes, feature requests, etc. Therefore, the problem was reformulated to extract a
set of aspects and associated sentiments. Since different applications were designed
to serve different purposes, the set of aspects needed to be diverse to address the
variations. Hence, it was decided to consult the application description posted by the
designers to extract the aspects or features they wanted to highlight. Along with the
description, the application reviews was used to extract different aspects. Also, the
reviews were categorized into two categories - emotional and rational. This will be
useful to the designers to understand the users’ sentiments and improve their
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applications and also to the users who need some guidance choosing the right
application according to their specific need and preferences.
1.1

Background
Though there are numerous works on analyzing, summarizing, and extracting

information from product reviews, research on smart phone application reviews is
quite sporadic. Oh et al. [8] proposed algorithms to digest mobile app reviews from the
developers’ standpoint. They conducted a survey to understand how users and
developers interact and designed a filter to recognize the potentially useful comments
for the developers. They manually coded the reviews as “Functional Bugs”,
“Functional Demand”, and “Non-functional Request” and found that about 66% (1851
out of 2785) of the reviews are uninformative for developers.
A content analysis of the reviews of mobile applications was performed by
Iacob and colleagues [9]. They collected 3278 reviews of 161 applications from 6 most
popular categories in the Google Play store. For analysis, a hierarchical coding
scheme was defined and text snippets from the reviews were manually tagged with
different raw code, refined code, and class codes. The class codes were: 1) Positive
feedback, 2) Negative feedback, 3) Comparative feedback, 4) Price feedback,
5) Requirements, 6) Reporting, 7) Usability, 8) Customer Support, and 9) Versioning.
Though it was a good qualitative analysis, it could not be scaled up or automated that
can address a larger dataset.
Olsson and Salo explored user experiences of mobile augmented reality
applications through an online survey [10] while Korhonen et al. analyzed user
experiences with personal products in a field study [11]. However, unlike the usual
online review, both the studies asked the users to participate. Beyond Usability and
User Experience study, sentiment analysis and opinion mining from user-generated
contents has attracted many researchers. Steffan et al. analyzed software and video
game reviews from dedicated review site epinion.com to chart the contents among
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different usability dimensions [12]. In [13] Hu and Liu proposed association rule
mining on frequent and infrequent features generated from the crawled consumer
reviews using WordNet [14]. They also summarized the reviews and determined the
polarity of the opinions.
The way we are considering the App reviews fall in the category of fine-grained
aspect based sentiment analysis [15]. In our work, we focus on the needs of the users
who are blind or visually impaired. It is worth mentioning that such users also use
many mainstream applications that are easily accessible via mobile’s built-in screen
reader software. Anam et al. [16] conducted a pilot study on automatically detecting
the presence and polarity of accessibility information from the application reviews. The
current work expands the scope of the data, incorporates application meta-data into
the analysis, and relies on unsupervised machine learning to extract information that
will be useful to both the users and the designers. Thus the contributions of the thesis
are as follows:

• Collecting a dataset of application meta-data and reviews
• Automatically extract aspects from meta-data to evaluate user sentiments
• Classification of reviews into “Emotional” or “Rational” to help the designers and
users.
1.2

Organization
The reminder of this thesis is structured as follows: in chapter 2 more related

techniques and algorithms are summarized. Chapter 3 describes the pilot study and
its results. In chapter 4 the data collection, annotation, and analysis are presented.
Chapter 5 shows the results obtained from the analysis. Chapter 6 discusses the
interpretation of the results and limitations of the study. Chapter 7 concludes the
document with pointers to future works.
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CHAPTER 2
RESEARCH CONTEXT
Opinion mining and sentiment analysis is one of the most thriving areas in
Natural Language Processing research. Fangtao et al. proposed a supervised
user-item based topic model where they incorporate the users and item
information [17]. They argue that user opinions are subjective and their choice of
words influence the sentiments that require modeling the users along with the items.
Their model can be termed as an integration between supervised Latend Dirichlet
Allocation (LDA) and Probabilistic Matrix Factorization (PMF). For our work, we do not
consider the user information since it is not available from the AppStore. In [18],
Uszkoreit and Xu introduced “SAR-Graphs” that can automatically extract relations
from web-scale structured knowledge repositories. However, such techniques are not
suitable for unstructured user generated contents.
Hedegaard and colleagues compared their automatic extraction technique to
traditional ones such as heuristic evaluation and think aloud testing [19]. They
recruited subjects to evaluate two digital cameras and a children’s laptop for the
traditional evaluations. For the automatic extraction of usability issues they collected
reviews from AMAZON.COM and tagged them according to a coding scheme. Using
sentence level information extraction, they concluded that off-the-shelf machine
learning algorithm can be used to extract information from reviews, but an expert
human must still evaluate the findings [19]. We wanted to see how to use
unsupervised machine learning tools to automatically extract relevant aspects and
evaluate the results by experts which will take care of the extraneous information.
In another work, Hedegaard and colleagues investigated to chart the
distribution of information in user reviews among different dimensions of usability and
user experience [12]. They used sentence level annotation and reported that 13% –
49% sentences contain usability or user experience information. They also extracted a
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catalog of important word stems for a number of dimensions. Since the applications
provide different features, we tried to extract relevant aspects specific to applications
instead of a fixed set. Zhang et al. applied the aspect based sentiment analysis to find
the weaknesses of products [20] from Chinese reviews. The information extracted
using the above techniques can be useful to improve product design and inspired us
to focus towards designer oriented feedback.
A number of works attempted to address various issues on review
summarization. For example, Shimada and colleagues proposed a method of
summarization using multiple aspects. They focused on rating of the aspects, tf-idf
score of the aspects, and co-occurrence values as features. Lu et al. used seed words
for their weakly-supervised approach for multi-aspect sentence labeling and rating
prediction with topic models. Wang et al. proposed Latent Aspect Rating Analysis
(LARA) to discover individual reviewer’s latent opinion on aspects and how it forms the
overall judgment of the entity [21]. We focus on analyzing reviews in document level to
get an overall opinion expressed by the user.
There are research on creating lexicon to represent the association between
word and emotion. This is useful for modeling polarity of words. Mohammad and
Turney crowd-sourced the effort through Amazon Mechanical Turk [22] and reported
how to formulate emotion-annotation questions to produce higher inter-rater
agreement. Liu et al. proposed different categories of features to bridge the gap
between user feedback and designer’s understanding of the feedback [23]. Dong et
al. used reviews from Amazon and TripAdvidor to evaluated their proposed technique
to spot helpful ones [24]. Stefan et al. tried to solve the problem of cross sentence
sentiment propagation in their work on rule-based opinion target and aspect [25].
When we considered sentence level analysis, we realized that we need to solve the
problem of topic segmentation to accurately capture the sentiments. To limit the scope
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of the problem, we settled for document level analysis while using techniques that can
capture multiple topics in a document.
Probabilistic topic models have gained significant attention in natural language
processing research. In [26], Bagheri and colleagues proposed a new probabilistic
model named Latend Dirichlet Markov Allocation model to extract multi-word topics. In
his review of probabilistic topic models, Blei discussed the algorithms of topic models
that can be applied beyond document collections such as genetic data, images, and
social networks [27]. Broody and Elhadad proposed an unsupervised
aspect-sentiment model where they considered sentences as documents to apply the
topic model [28]. Nakagawa and colleagues applied conditional random fields with
hidden variables for dependency tree based sentiment classification [29]. McAuley
and Keskovec used topic modeling to understand the rating dimensions with
reviews [30]. Our adoption of topic modeling was inspired by its capability of handling
unseen documents since the application information will grow over time.
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CHAPTER 3
PILOT STUDY: PRESENCE AND POLARITY OF ACCESSIBILITY ASPECTS
This chapter describes the process and results of the pilot study.
For the pilot study, the objective was to find a suitable technique to model the
‘presence’ and ‘polarity’ of the accessibility information in reviews. ‘Presence’ refers to
the situation when a user mentions something related to the accessibility of the
applications. By ‘polarity’, we mean the orientation of the user feedback - it can be
positive or negative. We only determined the polarity of the documents that were
classified to be containing accessibility information.
3.1

Data Collection and Annotation
In this pilot study we focused on a niche group of applications selected based

on an expert1 opinion. Since the App Stores do not provide any API to collect the
reviews, we used a third-party data provider appfigures.com. This website offers free
trial for their services and reviews from all different App stores (such as Apple App
Store, Android Play store, etc.) are available for download. Many of the applications
were not available in the Android Play store. It also supports our previous observation
that adoption of iPhone is higher among the users who are blind or visually impaired.
Two expert coders annotated the data - each review was marked with a YES or
NO depending on the presence of accessibility information. Next the reviews with
“YES” annotation were categorized based on the polarity of the opinions regarding
accessibility aspects(POS/NEG). Table 3.1 shows some statistics about the data
collected for the pilot study.
3.2

Analysis & Results

3.2.1

Presence of Accessibility Information
We implemented a number of feature selection and classification algorithms to

select the best model for automated extraction of ‘presence’ and ‘polarity’. The
1

An Assistive Technology instructor
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Table 3.1: Statistics of review data
Description
Number of Applications
Reviews with Positive Accessibility Information
Reviews with Negative Accessibility Information
Reviews with No Accessibility Information

Count
25
39
15
129

preliminary result suggests Naïve Bayes classifier performed the best in the given
context which is consistent with the other results, e.g. [31]. We trained three different
classifiers with 75% of the annotated reviews. Then testing was done on the rest of the
data. The table 3.2 shows the performance of the classifiers.
Next we checked whether the results improve if we remove the stop words.
Natural Language Toolkit (NLTK) is a library to develop programs in Python to work
with natural languages [32]. The set of stop words available at NLTK corpora was
used in the evaluation. We also explored how the classifier performs if we use bigram
features.
We trained the Naïve Bayes classifier using different features from the reviews:
unigrams, unigrams with stop words removed (“No Stopwords”), and bigrams. Table
3.3 shows the comparative performance of different feature selection techniques. The
empirical result suggests that simple unigram model outperformed the other two. This
can be attributed to the short text nature of the reviews. Since we did not discard any
review to balance the data, there were more examples with no accessibility
information. This might be responsible for higher precision and recall values for “No”
class.
3.2.2

Polarity of Accessibility Information
For the reviews with accessibility information, we also determined the polarity

of the opinions. The table 3.4 shows the comparative results for Naïve Bayes with 10
most informative features using Chi-squared ranking. Unigram approach again
performed better than the other two feature selection techniques. The reviews with
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Table 3.2: Classification results for different methods
Measures
Accuracy
Yes Precision
Yes Recall
No Precision
No Recall

Naive Bayes
0.7204
0.5833
0.2500
0.7407
0.9231

Decision Tree
0.7526
0.8571
0.2143
0.7442
0.9846

MaxEnt
0.5699
0.3889
0.7500
0.8205
0.4923

Table 3.3: Comparison of Presence Classification results with different features
Measures
Accuracy
Yes Precision
Yes Recall
No Precision
No Recall

Unigram
0.7204
0.5833
0.2500
0.7407
0.9231

No Stopwords
0.4731
0.2667
0.4286
0.6667
0.4923

Bigrams
0.4839
0.2826
0.4643
0.6808
0.4923

accessibility information were usually longer, and hence the accuracies are not too far
apart, unlike the results in table 3.3.

Table 3.4: Opinion Classification results with different features
Measures
Accuracy
Pos Precision
Pos Recall
Neg Precision
Neg Recall

3.3

Unigram
0.6786
0.72
0.9
0.3333
0.125

No Stopwords
0.6071
0.7143
0.75
0.2857
0.25

Bigrams
0.5357
0.7059
0.6
0.2727
0.375

Discussion
We see that the unigram model showed the highest performance. However,

the values of precision and recall demand attention. Precision and recall of reviews
with “no accessibility information“ and “positive accessibility” are higher. These values
indicate that the model classified the above two classes more reliably compared to the
other classes. If we observe the characteristics of the data set, we see that there are
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more reviews with no accessibility information, and the reviews with accessibility
information have positive tones. This might happen due to either unavailability of gold
standard annotations of the reviews or insufficient number of representative reviews.
We can consider larger dataset so that we have enough representative
examples of all the classes. Moreover, we can change the granularity of annotation
such as annotation at sentence level or splitting a review into multiple segments and
annotate each segment. In addition to using only unigram features, we can
incorporate more complex features such as parts of speech (POS) tag patterns,
presence and types of emoticons in text, subjectivity score of the reviews, etc.
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CHAPTER 4
METHODS
In this chapter we describe our review collection, annotation, and methods
used for analysis.
4.1

Data Collection and Annotation
For the large scale study, we tried to automate the application selection and

review extraction. From different statistics [2] and the author’s interview with a number
of expert users and clients at the Clovernook Center for the Blind and Visually
Impaired, Memphis, it was apparent that adoption of iPhone is higher among the users
compared to other platforms such as Android. The main reason reported by the
interviewees was the seamless integration of built-in screen reader, VoiceOver. With a
set of re-configurable multi-touch gestures, VoiceOver allows the users utilize the
device as effectively as a sighted user. Therefore, it was decided to collect the
application reviews from the Apple AppStore.
In Apple Appstore, all the contents(such as music, software, video, etc.) are
represented through unique identifiers. Therefore, to collect the reviews automatically,
the first step was to get the application identifiers. To do that, Apple Search API was
used with a set of keywords such as “blind”, “blindness”, “low vision”, “visually
impaired”, “color blind” etc. The assumption was that since the application designers
supply the meta-data such as description, genre, price, version, etc., they would
naturally include important keywords and features to the description of their
applications. Figure 4.1 highlights some important fields of the meta-data collected
through keyword search.
From the meta-data, the trackId was utilized to extract the reviews from the App
store using a Python script. Originally available at a Github project
[https://github.com/grych/AppStoreReviews], it was modified to accommodate
the requirements of the data collection. This script supports parameters such as
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Fig. 4.1: A meta-data example from keyword search results
country codes to download reviews for a particular country. Considering the language
of the reviews, the code for the United States was used. The author also tried to
collect reviews using the codes for the UK, Canada, and Australia, but it was not
successful. A total of 20,521 reviews of 341 applications were collected in the
process. Through the keyword search, a list of 561 trackIds was generated which
means the percentage of applications with no reviews is quite significant (39.21%).
Also note that, applications with related keywords do not necessarily include
mainstream applications that the users can use with VoiceOver support.

Table 4.1: Review Dataset Statistics
Description
Total Reviews
Total Sentences
Total Words
Words per Review
Sentences per Review

Count
20521
40745
490242
23.89
1.986

Table 4.1 shows some statistics about the reviews. To count the words and
sentences, tokenizers from NLTK library were applied. When the author examined the
review contents, there were a lot of reviews with some special constructs such as
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elongated words, misspelling (“This game is way tooooooo adicting but in a good way
like beer”), excessive use of punctuation, emoticons (“Awesome!!!! ;)”), and a lot of
non-ASCII icons. Also there were a number of reviews that used different languages
(e.g. Korean and Russian). The reviews containing foreign languages were discarded.
However, it was decided to use the other unusual constructs along with the review
texts to understand whether a user review is emotional or rational. To process those
symbolic constructs, the sentiment-aware tokenizer1 by Christopher Potts was
adopted and modified. Table 4.2 shows how the attributes of the dataset changed as
the symbolic constructs were considering during tokenization. The remarkable
difference in maximum length of the reviews was due to a review where the user
added a long list of symbols (See figure 4.2).

Table 4.2: Word/Token characteristics using NLTK tokenizer and Sentiment-aware
tokenizer
Tokenizer
NLTK
Sentiment-aware

Average Review Length
20.2
31

Maximum Length
923
7189

Minimum Length
1
1

Fig. 4.2: An example of reviews with emoticons - this is the one with the most symbols

To evaluate the performance of the detection algorithm, a fraction of reviews
were annotated with the help from master workers at Amazon Mechanical Turk2 . Two
1
2

http://sentiment.christopherpotts.net/tokenizing.html#sentiment
https://www.mturk.com
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master workers categorized the reviews as either “emotional” or “rational”. They had
69% agreement in annotation for 472 reviews with at least 20 tokens (See figure. 4.3).
Since the Mechanical Turk does not support non-ASCII characters, we had to discard
28 reviews from the randomly selected 500 one for evaluation. We used the
annotation of the first worker as the ground truth to evaluate our classifier. The
performance was compared to the agreement of the human experts.

Fig. 4.3: Annotation summary of 472 randomly selected reviews

4.2

Observations about the data
Aspect-level sentiment analysis is the most fine-grained analysis of review

documents with respect to specific objects of interest. The decision of selecting
aspect-level analysis originated from the fact that both meta-data and reviews are
used to understand how the designers and the users can benefit from it. In general,
meta-data such as application descriptions contain key features of the App though
many included selected positive reviews. Figure 4.4 shows how the vocabulary is
distributed in different application descriptions. From the figure, it is clear that many
descriptions that often used a lot of screen shots of their applications and other
15

symbols were filtered out during data cleaning. Figure 4.5 shows
document-vocabulary distribution for the reviews. It shows that there are many short
reviews and the words in the vocabulary are quite sparse across the reviews. These
visualizations will help interpret the results in the following chapters.
4.3

Extracting Aspects using Topic Models
As discussed in the preceding chapter, our goal is to provide a framework for

extracting aspects from the reviews and meta-data in an unsupervised manner.
Therefore, the generative models were the natural choice, which represent document
as mixtures of latent topics. Latent Dirichlet Allocation (LDA) [1] defines a generative
model of a document. It assumes that the document is generated using a mixture of
topics, where the mixture coefficients are selected individually for each document.
Each topic is characterized by a distribution over words.
Figure 4.6 shows the dependencies among the variables using plate notation.
In the plate notation, the rectangular boxes represent replications. The outer plate
represents documents, while the inner plate represents the repeated selection of
topics and words within a document. M is the number of documents, and N represents
the number of words in a document.
LDA has the following parameters that are used to select words for latent topics
and topics for the documents:

• α is the parameter of the Dirichlet prior on the per-document topic distributions,
• β is the parameter of the Dirichlet prior on the per-topic word distribution,
• θi is the distribution of topics in document i, and
• φk is the distribution of words in latent topic k,
• zij is the topic for the j-th word in document i, and
• wij is the specific word.
16

Fig. 4.4: Document-Vocabulary distribution of application descriptions
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Fig. 4.5: Document-Vocabulary distribution of application reviews
LDA assumes the following generative process for a corpus D consisting of M
documents each of length Ni
1. Choose θi ∼ Dir(α), where i ∈ 1, . . . , M and Dir(α) is the Dirichlet distribution
of parameter α
2. Choose φk ∼ Dir(β), where k ∈ 1, . . . , K
3. For each of the word positions i, j, where j ∈ 1, . . . , N , and i ∈ 1, . . . , M

• Choose a topic zi,j ∼ M ultinomial(θi ),
• Choose a word wi,j ∼ M ultinomial(φzi,j , a multinomial probability
conditioned on the topic zi,j
There are a number of assumptions to simplify the model. First, the
dimensionality of k of the Dirichlet distribution is assumed fixed and known
beforehand. Second, the word probabilities are parameterized through the parameter

β . The lengths Ni are treated as independent of all other data generating variables (q
and z).
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Fig. 4.6: Plate notation representing the LDA model. Adapted from [1]. The boxes are
“plates” representing replicates. The outer plate represents documents, and the inner
plate represents the repeated choice of topics and words within a document.
Two different variants of LDA were used to extract aspects from the application
descriptions. The first one is a standard implementation3 of LDA with the following
parameters:

• α = 50/K where K is the number of topics
• β = 0.1
• 2000 iterations
• K was varied as 4, 5, 6, 7, 8, 9, 10, 15, 20, 25
Initially, all the application descriptions were used for modeling. However, the results
were not conclusive in the sense that the model extracted aspects that are ’global’ in
nature. For example, Photos, Camera, Multimedia Contents, etc. These aspects
cannot be used to rate an application that does not use the camera. Therefore, we
assumed that applications from the same genre should share similar attributes that
can be used as aspects to rate the applications. For this, the applications were
grouped according to the primary genre resulting in 22 groups of descriptions. Since
not all the genres had sufficient applications, we only used the top 6 genres for
3

GibbsLDA++ by Xuan-Hieu Phan. Available at http://gibbslda.sourceforge.net
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analysis. Because applying topic modeling on small document collection would not
make much sense. The above parameter configuration was used for the analysis.
Next, Topic Modeling with Belief Propagation (TMBP) toolbox was applied on
the same description data where the following parameters were used:

• α, symmetric Dirichlet hyper-parameter = 0.01,
• β , symmetric Dirichlet hyper-parameter = 0.01,
• J , total number of topics, varied the same way as K above
• N , total number of learning iterations, 500
• SEED = 1, for initializing random number generation. It should be a positive
odd number.
The toolbox outputs a list of words per topic and the perplexity score. As explained by
Blei, perplexity score is algebraically equivalent to the inverse of geometric mean
per-word likelihood [1], and a lower perplexity score indicates better generalization
performance. The number of iterations was lower for the TMBP toolbox, because
belief propagation only traverses the non-zero entries in the document matrix and
converges faster than the Gibbs Sampling variation of LDA [33]. Chapter 5 shows the
summary results of the extracted aspects using LDA.
4.4

Categorizing Emotional and Rational Reviews
The reviews were categorized into two groups - Emotional or Rational. This

categorization will help the framework to process the user feedback for the designers.
TextBlob - a Python library for processing textual data was used for tagging and
semantic analysis. A rule based classifier was designed where the rules considered
presence of emoticons, adjectives, and adverbs, subjectivity and polarity of the
sentences, and the ratio of the number of special symbols, adjectives, and adverbs to
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total words in the reviews. The classifier was evaluated using the annotated reviews
by Mechanical Turk master users.
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CHAPTER 5
RESULTS
This chapter describes the results of different analysis on the data.
5.1

Topics from LDA
Top words for the discovered topics of LDA using TMBP toolbox are presented

in table 5.1, one topic per line, along with selected genres. We manually assign labels
to coherent topics to reflect our interpretation of their meaning that we call aspects.
We selected only the coherent topics which captured some aspects that can be rated.
Thus not all the topics extracted by LDA are usable as aspects.
The top words for topics extracted by LDA using GibbsLDA++ are shown in
table 5.2.
5.2

Classification of Reviews
Table 5.3 shows the confusion matrix of the review classification and table 5.4

shows the accuracy, precision, recall, and f-score of the classifier. In chapter 6 we will
discuss the results.
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Table 5.1: Top words from LDA topics for different application genres using TMBP
Genre
Book

Aspects
Interaction

Top words
app special bring children topic imag interact text
requir navig

Book

Catalog

book applic purchas free support collect audio
inform creat catalog

Education

Resource

rank poker guid basic shmoop challeng resourc
master careerconnect afb

Games

Puzzle

game blind level complet puzzl tournament button challeng featur

Games

Music

plai game music song friend guess fun mode
level answer

Health & Fitness

Color Blind

color time mode support detect help colorblind
visual object applic

Medical

Vision

vision test ey app devic support astigmat peripher iphon doctor

Photo & Video

Photo

camera pictur displai imag vision pleas lock
screen target touch

Photo & Video

Feature

time exposur app support low real focu ipad
camera photo

Productivity

Organizer

applic alert alarm calendar function list remind
creat week dai

Social
Networking
Utilities

People

friend peopl call talk don chat locat profil help life

Device

blind app iphon note io ipod us colorsai recognit
support
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Table 5.2: Top words from LDA topics using GibbsLDA++
Genre
Photo & Video

Aspects
Camera
Feature

Top words
camera, exposure, night, light, mode, live, second, effect, enhancement exposure, second,
one, low, capture, picture, support, focus, photography, maximum, shutter, long, noise, device,
sample, quality, hardware

Education

Medium

text, reading, voice, document, free, language,
listen, note, file, word, page, book, speech, font,
dream, layout, line, colour, english, reader

Utility

Input

text, note, version, big, message, send, write,
braille, work, edit, via, mac, enter, device,
screen, keyboard, copy, finger, twitter, character

Productivity

Features

list, item, audio, recorder, easy, text, use, recording, tilt, information, view, keep, record, purchase, file, edition, tap, user, feature

Medical

Disease

application, eye, information, disease, health,
macular, treatment, medical, care, degeneration,
symptom, professional, learn, research, cause,
people, physician, blindness, cataract

Games

Game features

game, great, play, fun, beautiful, design, graphic,
solitaire, different, support, time, feedback, find,
feature, awesome, next, statistic, generation

Table 5.3: Confusion Matrix of Emotional vs. Rational Classification
Predicted →
True ↓
Emotional
Rational
Total

Emotional

Rational

Total

159
71
230

59
185
242

218
256
472

Table 5.4: Precision, Recall, and F-Score
Accuracy
72.88%

Precision
0.7261
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Recall
0.6913

F-score
0.7082

CHAPTER 6
DISCUSSION
6.1

Discussion
We showed that there are interesting topics LDA extracted from the

descriptions. LDA being a bag-of-words representation of documents, it can only
explore the co-occurrences at the document level. This works as long as the goal is to
represent an overall topic of the document. However, the goal here is to extract
aspects that are related to application specific features. Not all the topics returned by
LDA could used as aspects of an application genre. One suggestion from [34] to
address this problem is to consider co-occurrences at the sentence level - apply LDA
to individual sentences. However, this does not ensure sufficient co-occurrence
domain, and LDA is known to perform badly for very short documents. Moreover,
since we group the application descriptions into specific genres, there were fewer
documents in each group. For that reason, we could not apply LDA on those groups
with very few descriptions.
The application descriptions and the reviews both are unstructured documents.
From the manually assigned labels it is clear that these aspects are more towards the
global topics covered by the documents, and not the aspects specific to applications.
Hence these topics are not suitable candidates to apply to the review descriptions to
find out the sentiments of the users in an automated way. A solution of this problem
can be taking input from the users and designers about the desirable aspect(s). Also
the topic models are all unigram models - this can easily miss the multi-word
application features.
The classification result of the reviews into Emotional and Rational categories
shows it performs about the same as a human expert. The reviews were randomly
selected from the pool and the only constraint was the number of tokens should be no
fewer than the average number of tokens. In the process of selection, however, a lot of
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shorter reviews were filtered out that had more adjectives and symbols compared to
longer reviews. Thus though the annotated test set contained a balanced collection of
“Rational” and “Emotional” reviews, the model for the “Emotional” reviews could have
been stronger had more data were available for training. Another way to explain the
result is that there are users who really care about the feedback and took time to write
a thoughtful one. Since even the human annotators could not agree completely about
the category of the reviews, it implies that this is highly subjective and, therefore, need
carefully curated examples and feature selection to robustly model the categories. We
used a ZeroR classifier from Weka, a machine learning toolbox to create a random
classifier on the same data. The purpose was to compare the performance of our
classifier to a baseline other than the human annotators. The accuracy of that random
classifier was 48.05% which means that our classifier performed much better than
chance.
The goal of the thesis was to use unsupervised techniques to extract
meaningful aspects from application descriptions and categorize reviews. A number of
experiments were performed to extract the aspects and classify the reviews into useful
categories for the designers. The results are mixed - automated aspect detection
using topic modeling did not came out as expected; though the classification of the
reviews into emotional and rational classes performed in an acceptable manner.
Therefore, some critical analysis using expert workers would be necessary to
understand the user dynamics in reviews. Also in addition to following standard
pre-processing steps to clean the review data, there is a need to incorporate the
symbolic constructs in a meaningful way to utilize them in analysis.

26

CHAPTER 7
CONCLUSION
A unified framework for review analysis with meta-data and user generated
content has been proposed in this thesis. The results using unsupervised machine
learning techniques were not promising. In the process of unsupervised learning,
there are a number of challenges that need attention to develop an automated system.
The lessons can be applied for further development of the framework. Topic modeling
has been used with a lot of variants to address the intricacies of different domains.
Supervised LDA [35] can be a choice in this case. Also there is another variant called
Multi-grain LDA [34] which models two distinct types of topics: global and local topics.
For hotel and restaurant review it demonstrated better results finding more specific
topics compared to LDA and PLSA. Also before applying any of the aforementioned
techniques, a comprehensive content analysis would be useful to understand the
nature of user interaction and is expected to be helpful. Another approach might be
using syntactic structures of the reviews along with the bag-of-words model. Recently
using deep learning techniques, Zhang et al. showed that from character-level inputs
text understanding up to abstract concepts is possible [36]. That can be another way
to analyze the reviews.
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