Abstract. We study the connection between the Livšic class of functions s(z) that are the characteristic functions of densely defined symmetric operatorsȦ with deficiency indices (1, 1), the characteristic functions S(z) (the Möbius transform of s(z)) of a maximal dissipative extension T ofȦ (determined by the von Neumann parameter κ of the extension relative to an appropriate basis in the deficiency subspaces) and the transfer functions W Θ (z) of a conservative L-system Θ with the main operator T . It is shown that under a natural hypothesis S(z) and W Θ (z) are reciprocal to each other. In particular, when
Introduction
Suppose that T is a densely defined closed operator in a Hilbert space H such that its resolvent set ρ(T ) is not empty. We also assume that Dom(T ) ∩ Dom(T * ) is dense and that the restrictionȦ = T | Dom(T )∩Dom(T * ) is a closed symmetric operator with finite equal deficiency indices. Let H + ⊂ H ⊂ H − be the rigged Hilbert space associated withȦ (see Appendix A for a detailed discussion on a concept of rigged Hilbert spaces).
One of the main objectives of the current paper is the study of the L-system
where the state-space operator A is a bounded linear operator from H + into H − such thatȦ ⊂ T ⊂ A,Ȧ ⊂ T * ⊂ A * , E is a finite-dimensional Hilbert space, K is a bounded linear operator from the space E into H − , J = J * = J −1 is a self-adjoint isometry on E such that Im A = KJK * . Due to the fact that H + is dual to H − , Im A is a well defined bounded operator from H + into H − (see Appendix A). Note that the main operator T associated with the system Θ is uniquely determined by the state-space operator A as its restriction onto the domain Dom(T ) = {f ∈ H + | Af ∈ H}.
Recall that the operator-valued function given by is called the transfer function of the L-system Θ and
is called the impedance function of Θ. Note that if ϕ + = W Θ (z)ϕ − , where ϕ ± ∈ E, with ϕ − the input and ϕ + the output, then L-system (1) can be associated with the system of equations (2) (A − zI)x = KJϕ − ϕ + = ϕ − − 2iK * x (given ϕ − , one needs to find x and then determine ϕ + ). We remark that the concept of L-systems (1)- (2) generalizes the one of the Livsic systems in the case of a bounded main operator. It is also worth mentioning that those systems are conservative in the sense that a certain metric conservation law holds (see [3, Preface] ). An overview of the history of the subject and a detailed description of the L-systems can be found in [3] .
Another important object of interest is the Livšic function. Recall that M. Livšic [14] introduced a fundamental concept of a characteristic functions of a densely defined symmetric operatorȦ with deficiency indices (1, 1) as well as of its maximal non-self-adjoint extension T . In [17] two of the authors (K.A.M. and E.T.) suggested to define characteristic functions of a symmetric operator and of its dissipative extension as functions associated with the pairs (Ȧ, A) and (T, A), rather than with the single operatorsȦ and T , respectively, by introducing an auxiliary selfadjoint (reference) extension A ofȦ. Following [17] , [18] we call the characteristic function associated with the pair (Ȧ, A) the Livšic function. For a detailed treatment of the aforementioned concepts of the Livšic and the characteristic functions we refer to [17] (see also [2] , [9] , [13] , [20] , [22] ).
The main goal of the present paper is the following. First, we establish the connection between: (i) the Livšic class of functions s(z) that are the characteristic functions of a densely defined symmetric operatorsȦ with deficiency indices (1, 1); (ii) the characteristic functions S(z) (the Möbius transform of s(z)) of a maximal dissipative extension T ofȦ determined by the von Neumann parameter κ; and (iii) the transfer functions W Θ (z) of an L-system Θ with the main operator T . It is shown (see Theorem 8) that under some natural hypothesis S(z) and W Θ (z) are reciprocal to each other. In particular, when κ = 0, we have W Θ (z) = We conclude with several examples that illustrate the main results and concepts.
Preliminaries
For a pair of Hilbert spaces H 1 , H 2 we denote by [H 1 , H 2 ] the set of all bounded linear operators from H 1 to H 2 . LetȦ be a closed, densely defined, symmetric operator in a Hilbert space H with inner product (f, g), f, g ∈ H. Any operator T in H such thatȦ ⊂ T ⊂Ȧ * is called a quasi-self-adjoint extension ofȦ. Consider the rigged Hilbert space (see [6] , [5] ) H + ⊂ H ⊂ H − , where H + = Dom(Ȧ * ) and (3) (f, g) + = (f, g) + (Ȧ * f,Ȧ * g), f, g ∈ Dom(A * ).
Let R be the Riesz-Berezansky operator R (see [6] , [5] ) which maps H − onto H + such that (f, g) = (f, Rg) + (∀f ∈ H + , g ∈ H − ) and Rg + = g − . Note that identifying the space conjugate to H ± with H ∓ , we get that if A ∈ [H + , H − ], then
is called a self-adjoint bi-extension of a symmetric operatorȦ if A = A * and A ⊃Ȧ. Let A be a self-adjoint bi-extension ofȦ and let the operatorÂ in H be defined as follows:
The operatorÂ is called a quasi-kernel of a self-adjoint bi-extension A (see [22] , [3, Section 2.1]). According to the von Neumann Theorem (see [3, Theorem 1.3 .1]) the domain ofÂ, a self-adjoint extension ofȦ, can be expressed as
where U is a (·) (and (+))-isometric operator from N i into N −i and
are the deficiency subspaces ofȦ. A self-adjoint bi-extension A of a symmetric operatorȦ is called t-self-adjoint (see [3, Definition 3.3.5] ) if its quasi-kernelÂ is self-adjoint operator in H. An operator
In what follows we will be mostly interested in the following type of quasi-self-adjoint bi-extensions.
Definition 1 ([3]
). Let T be a quasi-self-adjoint extension ofȦ with nonempty resolvent set ρ(T ). A quasi-self-adjoint bi-extension A of an operator T is called a ( * )-extension of T if Re A is a t-self-adjoint bi-extension ofȦ.
In what follows we assume thatȦ has equal finite deficiency indices and will say that a quasi-self-adjoint extension T ofȦ belongs to the class Λ(Ȧ) if ρ(T ) = ∅, Dom(Ȧ) = Dom(T )∩Dom(T * ), and hence T admits ( * )-extensions. The description of all ( * )-extensions via Riesz-Berezansky operator R can be found in [3, Section 4.3] .
Definition 2. A system of equations
or an array
is called an L-system if:
(1) A is a ( * )-extension of an operator T of the class Λ(Ȧ);
, and Ran(K) = Ran(Im A).
In the definition above ϕ − ∈ E stands for an input vector, ϕ + ∈ E is an output vector, and x is a state space vector in H. The operator A is called the state-space operator of the system Θ, T is the main operator, J is the direction operator, and K is the channel operator. A system Θ in (5) is called minimal if the operatorȦ is a prime operator in H, i.e., there exists no non-trivial reducing invariant subspace of H on which it induces a self-adjoint operator.
We associate with an L-system Θ the operator-valued function
which is called the transfer function of the L-system Θ. We also consider the operator-valued function
It was shown in [5] , [3, Section 6.3 ] that both (6) and (7) are well defined. The transfer operator-function W Θ (z) of the system Θ and an operator-function V Θ (z) of the form (7) are connected by the following relations valid for Im z = 0, z ∈ ρ(T ),
The function V Θ (z) defined by (7) is called the impedance function of an Lsystem Θ of the form (5) . The class of all Herglotz-Nevanlinna functions in a finite-dimensional Hilbert space E, that can be realized as impedance functions of an L-system, was described in [5] , (see also [3, Definition 6.4 .1]).
On ( * )-extension parametrization
LetȦ be a densely defined closed symmetric operator with (n, n) (n < ∞) deficiency indices. Then (see [3, Section 2.3] )
where ⊕ stands for the (+)-orthogonal sum. Moreover, all operators from the class Λ(Ȧ) are of the form (see [3, Theorem 4.1.9] , [22] )
and P + be a (+)-orthogonal projection onto a corresponding subspace shown in its subscript. In this case (see [22] ) all quasi-self-adjoint bi-extensions of T ∈ Λ(Ȧ) can be parameterized via an operator H ∈ [N −i , N i ] as follows (10) A =Ȧ
where
Introduce (2n × 2n) block-operator matrices S A and S A * by (12)
By direct calculations one finds that
In the case when the deficiency indices ofȦ are (1, 1), the block-operator matrices S A and S A * in (12) become (2×2) matrices with scalar entries. As it was announced in [21] , (see also [3, Section 3.4] and [22] ), in this case any quasi-self-adjoint biextension A of T is of the form
where S A = p q v w is a (2 × 2) matrix with scalar entries such that p = −HK, q = H, v = K(HK − i), and w = i − KH. Also, ϕ and ψ are (−)-normalized elements in R −1 (N i ) and R −1 (N −i ), respectively. Both parameters H and K are complex numbers in this case and |K| < 1. Similarly we write
and w × = −HK. A direct check will confirm thatȦ ⊂ T ⊂ A and we present it below for the reader's convenience. Indeed, recall that ϕ − = ψ − = 1. Using formulas (109) and (110) from Appendix A we get
Set g + = √ 2Rϕ ∈ N i and g − = √ 2Rψ ∈ N −i and note that g + and g − form orthonormal bases in N i and N −i , respectively. Now let f ∈ Dom(T ), where Dom(T ) is defined in (9) . Then,
for some choice of the constant C that is specific to f ∈ Dom(T ). Moreover,
Let us show that the last two terms in the sum above vanish. Consider (f, ϕ) where f is decomposed into the (+)-orthogonal sum (17) . Using (+)-orthogonality of N i
and N −i we have
Similarly,
Consequently,
Applying similar argument for the last bracketed term in (15) we show that
as well. Thus,Ȧ ⊂ T ⊂ A. Likewise, using (16) one shows thatȦ ⊂ T * ⊂ A * . The following theorem was announced by one of the authors (E.T.) in [22] and we present its proof below for convenience of the reader. Theorem 3. Let T ∈ Λ(Ȧ) and A be a self-adjoint extension ofȦ such that U defines Dom(A) via (4) and K defines T via (9) . Then A is a ( * )-extension of T whose real part Re A has the quasi-kernel A if and only if U K * − I is a homeomorphism and the operator parameter H in (11)-(12) takes the form
Proof. First, we are going to show that Re A has the quasi-kernel A if and only if the system of operator equations
has a solution. HereK = U * K. Suppose Re A has the quasi-kernel A and U defines Dom(A) via (4). Then there exists a self-adjoint operator H ∈ [N −i , N i ] such that A and A * are defined via (10) where S A and S A * are of the form (12). Then
is given by (13) . According to [3, Theorem 3.4 .10] the entries of the operator matrix (13) are related by the following and henceH is the solution to the system (19) . To show the converse we simply reverse the argument. Now assume that U K * − I is a homeomorphism. We are going to prove that the operator T from the statement of the theorem has a unique ( * )-extension A whose real part Re A has the quasi-kernel A that is a self-adjoint extension ofȦ parameterized via U . Consider the system (19) . If we multiply the first equation of (19) byK * and add it to the second, we obtain
and T ∈ Λ(Ȧ), then the operators I −K * K and I −K are boundedly invertible. Therefore,
By the direct substitution one confirms that the operator X in (20) is a solution to the system (19) . Applying the uniqueness result [3, Theorem 4.4.6] and the above reasoning we conclude that our operator T has a unique ( * )-extension A whose real part Re A has the quasi-kernel A. If, on the other hand, A is a ( * )-extension whose real part Re A has the quasi-kernel A that is a self-adjoint extension ofȦ parameterized via U , then U K * − I is a homeomorphism (see [3, Remark 4.3.4] ). Combining the two parts of the proof, replacingK with U * K, and X withH = HU in (20) we complete the proof of the theorem.
Suppose that for the case of deficiency indices (1, 1) we have K = K * =K = κ 1 and U = 1. Then formula (18) becomes
Consequently, applying this value of H to (12) yields
Performing direct calculations gives
Using (22) with (15) one obtains
Consider a special case when κ = 0. Then the corresponding ( * )-extension A 0 is such that
The Livšic function
Suppose thatȦ is closed, prime 2 , densely defined symmetric operator with deficiency indices (1, 1) . In [14, a part of Theorem 13] (for a textbook exposition see [1] ) M. Livšic suggested to call the function
the characteristic function of the symmetric operatorȦ. Here g ± ∈ Ker (Ȧ * ∓iI) are normalized appropriately chosen deficiency elements and g z = 0 are arbitrary deficiency elements of the symmetric operatorsȦ. Livšic result identifies the function s(z) (modulo z-independent unimodular factor) with a complete unitary invariant of a prime symmetric operator with deficiency indices (1, 1) that determines the operator uniquely up to unitary equivalence. He also gave the following criterion [14, Theorem 15] (also see [1] ) for a contractive analytic mapping from the upper half-plane C + to the unit disk D to be the characteristic function of a densely defined symmetric operator with deficiency indices (1, 1).
Theorem 4 ([14]).
For an analytic mapping s from the upper half-plane to the unit disk to be the characteristic function of a densely defined symmetric operator with deficiency indices (1, 1) it is necessary and sufficient that
The Livšic class of functions described by Theorem 4 will be denoted by L.
In the same article, Livšic put forward a concept of a characteristic function of a quasi-self-adjoint dissipative extension of a symmetric operator with deficiency indices (1, 1).
Let us recall Livšic's construction. Suppose thatȦ is a symmetric operator with deficiency indices (1, 1) and that g ± are its normalized deficiency elements,
Suppose that T = (T ) * is a maximal dissipative extension ofȦ,
SinceȦ is symmetric, its dissipative extension T is automatically quasi-self-adjoint [3] , [20] , that is,Ȧ ⊂ T ⊂Ȧ * , 2 A symmetric operatorȦ is prime if there does not exist a subspace invariant underȦ such that the restriction ofȦ to this subspace is self-adjoint.
and hence, according to (9) with K = κ,
Based on the parametrization (29) of the domain of the extension T , Livšic suggested to call the Möbius transformation
where s is given by (27), the characteristic function of the dissipative extension T [14] . All functions that satisfy (30) for some function s(z) ∈ L will form the
A culminating point of Livšic's considerations was the discovery that the characteristic function S(z) (up to a unimodular factor) of a dissipative (maximal) extension T of a densely defined prime symmetric operatorȦ is a complete unitary invariant of T (see [14, the remaining part of Theorem 13] ).
In 1965 Donoghue [10] introduced a concept of the Weyl-Titchmarsh function M (Ȧ, A) associated with a pair (Ȧ, A) by
whereȦ is a symmetric operator with deficiency indices (1, 1), def(Ȧ) = (1, 1), and A is its self-adjoint extension.
Denote by M the Donoghue class of all analytic mappings M from C + into itself that admits the representation
where µ is an infinite Borel measure and
It is known [10] , [11] , [12] , [17] that M ∈ M if and only if M can be realized as the Weyl-Titchmarsh function M (Ȧ, A) associated with a pair (Ȧ, A).
We will also say that an analytic function M from C + into itself belongs to the generalized Donoghue class M κ , (0 ≤ κ < 1) if it admits the representation (31) and
The Weyl-Titchmarsh function M is a (complete) unitary invariant of the pair of a symmetric operator with deficiency indices (1, 1) and its self-adjoint extension that determines the pair of operators uniquely up to unitary equivalence.
Livšic's definition of a characteristic function of a symmetric operator (see eq. (27)) has some ambiguity related to the choice of the deficiency elements g ± . To avoid this ambiguity we proceed as follows. Suppose that A is a self-adjoint extension of a symmetric operatorȦ with deficiency indices (1, 1) . Let g ± be deficiency elements g ± ∈ Ker ((Ȧ) * ∓ iI), g + = 1. Assume, in addition, that
Following [17] we introduce the Livšic function s(Ȧ, A) associated with the pair (Ȧ, A) by
where 0 = g z ∈ Ker ((Ȧ) * − zI) is an arbitrary (deficiency) element. A standard relationship between the Weyl-Titchmarsh and the Livšic functions associated with the pair (Ȧ, A) was described in [17] . In particular, if we denote by M = M (Ȧ, A) and by s = s(Ȧ, A) the Weyl-Titchmarsh function and the Livšic function associated with the pair (Ȧ, A), respectively, then
Hypothesis 5. Suppose that T = T * is a maximal dissipative extension of a symmetric operatorȦ with deficiency indices (1, 1). Assume, in addition, that A is a self-adjoint (reference) extension ofȦ. Suppose, that the deficiency elements g ± ∈ Ker (Ȧ * ∓ iI) are normalized, g ± = 1, and chosen in such a way that
Under Hypothesis 5, we introduce the characteristic function S = S(Ȧ, T, A) associated with the triple of operators (Ȧ, T, A) as the Möbius transformation
of the Livšic function s = s(Ȧ, A) associated with the pair (Ȧ, A).
We remark that given a triple (Ȧ, T, A), one can always find a basis g ± in the deficiency subspace Ker (Ȧ * − iI)+Ker (Ȧ * + iI),
such that g + − g − ∈ Dom(A) and g + − κg − ∈ Dom(T ), and then, in this case,
Our next goal is to consider a functional model of a prime dissipative triple 3 parameterized by the characteristic function and obtained in [17] . Given a contractive analytic map S,
where |κ| < 1 and s is an analytic, contractive function in C + satisfying the Livšic criterion (28), we use (34) to introduce the function
for some infinite Borel measure with
In the Hilbert space L 2 (R; dµ) introduce the multiplication (self-adjoint) operator by the independent variable B on
and let T B be the dissipative restriction of the operator (Ḃ) * on
We will refer to the triple (Ḃ, T B , B) as the model triple in the Hilbert space L 2 (R; dµ). It was established in [17] that a triple (Ȧ, T, A) with the characteristic function S is unitarily equivalent to the model triple (Ḃ, T B , B) in the Hilbert space L 2 (R; dµ) whenever the underlying symmetric operatorȦ is prime. The triple (Ḃ, T B , B) will therefore be called the functional model for (Ȧ, T, A).
It was pointed out in [17] , if κ = 0, the quasi-self-adjoint extension T coincides with the restriction of the adjoint operator (Ȧ) * on Dom(T ) = Dom(Ȧ)+Ker (Ȧ * − iI).
and the prime triples (Ȧ, T, A) with κ = 0 are in one-to-one correspondence with the set of prime symmetric operators. In this case, the characteristic function S and the Livšic function s coincide (up to a sign),
For the resolvents of the model dissipative operator T B and the self-adjoint (reference) operator B from the model triple (Ḃ, T B , B) one gets the following resolvent formula.
Theorem 6 ([17]). Suppose that (Ḃ, T B , B) is the model triple in the Hilbert space
Here M (Ḃ, B) is the Weyl-Titchmarsh function associated with the pair (Ḃ, B) continued to the lower half-plane by the Schwarz reflection principle, and the deficiency elements g z are given by
The same resolvent formula takes place [17] for a given triple (Ȧ, T, A) satisfying Hypothesis 5.
Remark 7. Without loss of generality, we can assume that κ is real and 0 ≤ κ < 1. Indeed, if κ = |κ|e iθ , then one may consider θ = 0 by the changing of the basis g − to the basis e iθ g − in the deficiency subspace Ker (Ȧ * + iI). Thus, for the remainder of this paper we assume that the von Neumann parameter κ is real and 0 ≤ κ < 1.
Transfer function vs Livšic function
The theorem below is the principal result of the current paper.
be an L-system whose main operator T and the quasi-kernelÂ of Re A satisfy the conditions of Hypothesis 5 with the reference operator A =Â and the von Neumann parameter κ. Then the transfer function of W Θ (z) and the characteristic function S(z) of the triple (Ȧ, T,Â) are reciprocals of each other, i.e.,
, z ∈ C + ∩ ρ(T ),
We are going to break the proof into three major steps.
Step 1. Let us consider the model triple (Ḃ, T B0 , B) developed in Section 4 and described via formulas (39)-(41) with κ = 0. Let B 0 ∈ [H + , H − ] be a ( * )-extension of T B0 such that Re B 0 ⊃ B = B * . Clearly, T B0 ∈ Λ(Ḃ) and B is the quasi-kernel of Re B 0 . It was shown in [3, Theorem 4.4.6] that B 0 exists and unique. We also note that by the construction of the model triple the von Neumann parameter K = κ that parameterizes T B0 via (9) equals to zero, i.e., K = κ = 0. At the same time the parameter U that parameterizes the quasi-kernel B of Re B 0 is equal to 1, i.e., U = 1. Consequently, we can use the derivations of the end of Section 3 on B 0 , use formulas (25), (26), and conclude that
where ϕ ∈ H − and ψ ∈ H − are basis vectors in R −1 (N i ) and R −1 (N −i ), respectively. Now we can construct (see [3] ) an L-system of the form
The transfer function of this L-system can be written (see (6) , (48) and [3] ) as
and the impedance function is
At this point we would like to apply Theorem 6 and obtain the following resolvent formula
where g z = 1/(t − z) and M (Ḃ, B)(z) is the Weyl-Titchmarsh function associated with the pair (Ḃ, B) . Moreover,
Without loss of generality we can assume that
Indeed, clearly (Re B 0 − zI) −1 g 0 ∈ N z , where N z is the deficiency subspace ofḂ, and thus (Re B 0 − zI)
for some ξ ∈ C. Let us show that |ξ| = 1. For the impedance function V Θ0 (z) in (47) we have
On the other hand, we know [3] that V Θ0 (z) is a Herglotz-Nevanlinna function that has integral representation
Using the above representation, the property V Θ0 (z) = V Θ0 (z), and straightforward calculations we find that
Considering that R dµ |t−z| 2 > 0, we compare (50) with (51) and conclude that |ξ| = 1. Since |ξ| = 1,ξ can be scaled into g 0 and we obtain (49).
Taking into account (49) and denoting M 0 = M (Ḃ, B)(z) for the sake of simplicity, we continue
Thus,
Solving this equation for W Θ0 (z) + 1 yields
Assume that M 0 (z) = i for z ∈ C + and consider two outcomes for formula (52). First case leads to W Θ0 (z) + 1 = 2 or W Θ0 (z) = 1 which is impossible because it would lead (via (8)) to V Θ0 (z) = 0 that contradicts (51). The second case is
leading to (see (34))
where s(z) is the Livšic function associated with the pair (Ḃ, B). As we mentioned in Section 3, in the case when κ = 0 the characteristic function S and the Livšic function s coincide (up to a sign), or S(z) = −s(z). Hence,
where S(z) is the characteristic function of the model triple (Ḃ, T B0 , B).
In the case when M 0 (z) = i for all z ∈ C + , formula (34) would imply that s(z) ≡ 0 in the upper half-plane. Then, as it was shown in [17, Lemma 5.1], all the points z ∈ C + are eigenvalues for T B0 and the function W Θ0 (z) is simply undefined in C making (52) irrelevant.
As we mentioned above, if M 0 (z) = i for all z ∈ C + the function W Θ0 (z) is undefined and (52) does not make sense in C + . One can, however, in this case re-write (52) in C − . Using the symmetry of M 0 (z) we get that M 0 (z) = −i for all z ∈ C − . Then (52) yields that W Θ0 (z) = 0. On the other hand, (34) extended to C − in this case implies that s(z) = ∞ for all z ∈ C − and hence (53) still formally holds true here for z ∈ C + ∩ ρ(T B0 ).
Let us also make one more observation. Using formulas (8) and (53) yields
and hence
Step 2. Now we are ready to treat the case when κ =κ = 0. Assume Hypothesis 5 and consider the model triple (Ḃ, T B , B) described by formulas (39)-(41) with some κ, |κ| < 1. Let B ∈ [H + , H − ] be a ( * )-extension of T B such that Re B ⊃ B = B * . Below we describe the construction of B. Equation (35) of Hypothesis 5 implies that g + − g − ∈ Dom(B) or g + + (−g − ) ∈ Dom(B), and
Thus the von Neumann parameter K that parameterizes T B via (9) is κ but the basis vector in N −i is −g − . Consequently, R −1 g + = ϕ and R −1 (−g − ) = −ψ. Using (23) and (24) and replacing ψ with −ψ, one obtains
We notice that if we followed the same basis pattern for the ( * )-extension B 0 (when κ = 0) then (44) would become slightly modified as follows
As before we use B to construct a model L-system of the form
Here we used relations (54) and (56). On the other hand, using (36), (53), and (54) yields
.
where S(z) is the characteristic function of the model triple (Ḃ, T B , B).
Step 3. Now we are ready to treat the general case. Let
be an L-system from the statement of our theorem. Without loss of generality we can consider our L-system Θ to be minimal. If it is not minimal, we can use its so called "principal part", which is an L-system that has the same transfer and impedance functions (see [3, Section 6.6]). We use the von Neumann parameter κ of T and the conditions of Hypothesis 5 to construct a model system Θ ′ given by (57). By construction W Θ (z) = W Θ ′ (z) and the characteristic functions of (Ȧ, T,Â) and the model triple (Ḃ, T B , B) coincide. The conclusion of the theorem then follows from Step 2 and formula (59). 
where ν ∈ C and |ν| = 1.
Proof. The only difference between the L-system Θ here and the one described in Theorem 8 is that the set of conditions of Hypothesis 5 is satisfied for the latter. 
where |ν| = 1.
Impedance functions of the classes M and M κ
We begin by stating and proving the following important lemma.
Lemma 11. Let Θ κ of the form (42) be an L-system whose main operator T (with the von Neumann parameter κ, 0 ≤ κ < 1) and the quasi-kernelÂ of Re A satisfy the conditions of Hypothesis 5 with the reference operator A =Â. Then the impedance function V Θκ (z) admits the representation
where V Θ0 (z) is the impedance function of an L-system Θ 0 with the same set of conditions but with κ 0 = 0, where κ 0 is the von Neumann parameter of the main operator T 0 of Θ 0 .
Proof. Once again we rely on our derivations above. We use the von Neumann parameter κ of T and the conditions of Hypothesis 5 to construct a model system Θ ′ given by (57). By construction V Θκ (z) = V Θ ′ (z). Similarly, the impedance function V Θ0 (z) coincides with the impedance function of a model system (45). The conclusion of the lemma then follows from (54) and (58).
Theorem 12. Let Θ of the form (42) be an L-system whose main operator T has the von Neumann parameter κ, (0 ≤ κ < 1). Then its impedance function V Θ (z) belongs to the Donoghue class M if and only if κ = 0.
Proof. First of all, we note that in our system Θ the quasi-kernelÂ of Re A does not necessarily satisfy the conditions of Hypothesis 5. However, if Θ κ is a system from the statement of Lemma 11 with the same κ and Hypothesis 5 requirements, then
where ν is a complex number such that |ν| = 1. This follows from the theorem about a constant J-unitary factor [3, Theorem 8.2.1], [4] . We know that for system Θ κ Theorem 8 applies and hence formula (43) takes place. Assume that κ = 0.
Combining (43) with (62) and using the normalization condition (37) we obtain
We know that according to [3, Theorem 6.4 .3] the impedance function V Θ (z) admits the following integral representation
where Q is a real number and µ is an infinite Borel measure such that
By direct check V Θ (i) = Q + iL. Therefore, applying (8) directly to W Θ (z) and using (63) yields
Solving this relation for Q gives us
Taking into account that since νν = 1 and recalling our agreement in Section 3 to consider real κ only, we get
But Q =Q and hence equating (65) and (66) and solving for L yields Consider the L-system Θ of the form (42) that was used in the statement of Theorem 12. This L-system does not necessarily comply with the conditions of Hypothesis 5 and hence the quasi-kernelÂ of Re A is parameterized via (4) by some complex number U , |U | = 1. Then U = e 2iβ , where β ∈ [0, π). This representation allows us to introduce a one-parametric family of L-systems Θ 0 (β) that all have κ = 0. That is
We note that Θ 0 (β) satisfies the conditions of Hypothesis 5 only for the case when β = 0. Hence, the L-system Θ 0 from Lemma 11 can be written as Θ 0 = Θ 0 (0) using (68). Moreover, it directly follows from Theorem 12 that all the impedance functions V Θ0(β) (z) belong to the Donoghue class M regardless of the value of β ∈ [0, π).
The next theorem gives criteria on when the impedance function of an L-system belongs to the generalized Donoghue class M κ . 
where µ(λ) is the measure from the integral representation (65) of V Θκ (z). Thus,
Assume the contrary, i.e., the quasi-kernelÂ of Re A of Θ κ does not satisfy the conditions of Hypothesis 5. Then, consider another L-system Θ ′ of the form (42) which is only different from Θ by the fact that its quasi-kernelÂ ′ of Re A ′ satisfies the conditions of Hypothesis 5 for the same value of κ. Applying the theorem about a constant J-unitary factor [3, Theorem 8.2.1] then yields
where ν is a complex number such that |ν| = 1. Our goal is to show that ν = 1. Since we know the values of Q and L in the integral representation (65) of V Θκ (z), we can use this information to find ν from (65). We have then
Thus, ν = 1 and hence
Then we can apply the Theorem on bi-unitary equivalence [3, Theorem 6.6.10] for L-systems Θ κ and Θ ′ and obtain thatÂ andÂ ′ are unitary equivalent and so are the pairs (Ȧ,Â) and (Ȧ,Â ′ ). Consequently, the Weyl-Titchmarsh functions M (Ȧ,Â) and M (Ȧ,Â ′ ) coincide. At the same time, bothÂ andÂ ′ are self-adjoint extensions of the symmetric operatorȦ giving us the following relation between M (Ȧ,Â) and (70) and solving for M (Ȧ,Â)(z) gives us that either α = 0 or M (Ȧ,Â)(z) = i for all z ∈ C + . The former case of α = 0 givesÂ =Â ′ , and thusÂ satisfies the conditions of Hypothesis 5 which contradicts our assumption. The latter case would imply (via (34)) that s(z) = s(Ȧ,Â)(z) ≡ 0 and consequently S(z) = S(Ȧ,Â, T )(z) ≡ κ in the upper half-plane. Then (43) and (62) imply that W Θκ (z) = θ/κ for some θ such that |θ| = 1 and
Taking into account that in this case V Θ0 (z) ≡ i, we see that formula (61) will not hold unless θ = 1 which brings us back to the case of α = 0 andÂ =Â ′ again. Therefore, we have also arrive at a contradiction and the conditions of Hypothesis 5 must hold forÂ.
Using similar reasoning as above we introduce another one parametric family of L-systems
which is different from the family in (68) by the fact that all the members of the family have the same fixed von Neumann parameter κ = 0. It easily follows from Theorem 13 that for all β ∈ [0, π) there is only one impedance function V Θκ(β) (z) that belongs to the class M κ . This happens when β = 0 and consequently the Lsystem Θ κ (0) complies with the conditions of Hypothesis 5. The results of Theorems 12 and 13 can be illustrated with the help of Figure 1 describing the parametric region for the family of L-systems Θ(β). When κ = 0 and β changes from 0 to π, every point on the unit circle with cylindrical coordinates (1, β, 0), β ∈ [0, π) describes an L-system Θ 0 (β) and Theorem 12 guarantees that V Θ0(β) (z) belongs to the class M. On the other hand, for any κ 0 such that 0 < κ 0 < 1 we apply
Theorem 13 to conclude that only the point (1, 0, κ 0 ) on the wall of the cylinder is responsible for an L-system Θ κ0 (0) such that V Θκ 0 (0) (z) belongs to the class M κ0 .
Examples
Example 1. Following [1] we consider the prime symmetric operator (72)
Its (normalized) deficiency vectors ofȦ are
, then (73) can be re-written as
Let (74)
be a self-adjoint extension ofȦ. Clearly, g + (0) − g − (0) = C − Ce ℓ and g + (ℓ) − g − (ℓ) = Ce ℓ − C and hence (32) is satisfied, i.e., g + − g − ∈ Dom(A). Then the Livšic characteristic function s(z) for the pair (Ȧ, A) is defined and equal (see [1] )
We introduce the operator
By construction, T is a dissipative extension ofȦ parameterized by a von Neumann parameter κ. To find κ we use (73) with (29) to obtain (77)
Obviously, the triple of operators (Ȧ, T, A) satisfy the conditions of Hypothesis 5 since |κ| = e −ℓ < 1. Therefore, we can use (36) to write out the characteristic function S(z) for the triple (Ȧ, T, A)
, and apply the value of κ = e −ℓ to get
Now we shall use the triple (Ȧ, T, A) for an L-system Θ that we about to construct. First, we note that by the direct check one gets
Following the steps of Example 7.6 of [3] we have
is the Sobolev space with scalar product
2 ) − and consider operators
where x(t) ∈ W 1 2 , δ(t), δ(t − ℓ) are delta-functions and elements of (W 1 2 ) − that generate functionals by the formulas (x, δ(t)) = x(0) and (x, δ(t − ℓ)) = x(ℓ). It is easy to see that A ⊃ T ⊃Ȧ, A * ⊃ T * ⊃Ȧ, and
Clearly, Re A has its quasi-kernel equal to A in (74). Moreover,
that is a minimal L-system with
and x(t) ∈ W 1 2 . In order to find the transfer function of Θ we begin by evaluating the resolvent of operator T in (76). Solving the linear differential equation of the first order with the initial condition from (76) yields
Similarly, one finds that
We need to extend R z (T ) to (W 1 2 ) − to apply it to the vector g. We can accomplish this via finding the values ofR z (T )δ(t) andR z (T )δ(t−l) (hereR z (T ) is the extended resolvent). We have
and henceR z (T )δ(t) = −ie −izt . Similarly, we determine thatR z (T )δ(t − l) = 0. Consequently,R
Therefore,
This confirms the result of Theorem 8 and formula (53) by showing that W Θ (z) = 1/S(z). The corresponding impedance function is found via (8) and is
Direct substitution yields
and thus V Θ (z) ∈ M κ with κ = e −ℓ .
Example 2. In this Example we will rely on the main elements of the construction presented in Example 1 but with some changes. LetȦ and A be still defined by formulas (72) and (74), respectively and let s(z) be the Livšic characteristic function s(z) for the pair (Ȧ, A) given by (75). We introduce the operator (90)
It turns out that T 0 is a dissipative extension ofȦ parameterized by a von Neumann parameter κ = 0. Indeed, using (73) with (29) again we obtain 
Once again, we haveȦ * defined by (82) and
2 is a space with scalar product (83). Consider operators (93)
where x(t) ∈ W 1 2 . It is easy to see that A ⊃ T 0 ⊃Ȧ, A * ⊃ T * 0 ⊃Ȧ, and
Thus Re A 0 has its quasi-kernel equal to A in (74). Similarly,
. Now we can build
that is a minimal L-system with K 0 c = c·g 0 , (c ∈ C), K * 0 x = (x, g 0 ) and x(t) ∈ W 
Using techniques of Example 1 one finds the transfer function of Θ 0 to be
This confirms the result of Corollary 9 and formula (53) by showing that W Θ0 (z) = −1/s(z). The corresponding impedance function is
A quick inspection confirms that V Θ0 (i) = i and hence V Θ0 (z) ∈ M.
Remark. We can use Examples 1 and 2 to illustrate Lemma 11 and Theorem 13. As one can easily tell that the impedance function V Θ0 (z) from Example 2 above and the impedance function V Θ (z) from Example 1 are related via (61) with κ = e −ℓ , that is
Let Θ be the L-system of the form (85) described in Example 1 with the transfer function W Θ (z) given by (89). It was shown in [3, Theorem 8.3 .1] that if one takes a function W (z) = −W Θ (z), then W (z) can be realized as a transfer function of another L-system Θ 1 that shares the same main operator T with Θ and in this case
Clearly, V Θ1 (z) and V Θ0 (z) are not related via (61) even though Θ 1 has the same operator T with the same parameter κ = e −ℓ as in Θ. The reason for that is the fact that the quasi-kernel of the real part of A 1 of the L-system Θ 1 does not satisfy the conditions of Hypothesis 5 as indicated by Theorem 13.
Example 3. In this Example we are going to extend the construction of Example 2 to obtain a family of L-systems Θ 0 (β) described in (68). LetȦ be defined by formula (72) but the operator A be an arbitrary self-adjoint extension ofȦ. It is known then [1] that all such operators A are described with the help of a unimodular parameter µ as follows (97)
In order to establish the connection between the boundary value µ in (97) and the von Neumann parameter U in (4) we follow the steps similar to Example 1 to guarantee that g + + U g − ∈ Dom(A), where g ± are given by (73). Quick set of calculations yields
For this value of U we set the value of β so that U = e 2iβ , where β ∈ [0, π) and thus establish the link between the parameters µ and β that will be used to construct the family Θ 0 (β). In particular, we note that β = 0 if and only if µ = −1. 
where x(t) ∈ W 
where (100) ν = 2µe −ℓ + e −2ℓ + 1 µ + 2e −ℓ + µe −2ℓ , and |ν| = 1. Consequently, Re A 0 has its quasi-kernel
Moreover,
Therefore, We are going to select the values of boundary parameter ρ in a way that will make T ρ compliant with Hypothesis 5. By performing the direct check we conclude that Im(T ρ f, f ) ≥ 0 for f ∈ Dom(T ρ ) if |ρ| > 1. This will guarantee that T ρ is a dissipative extension ofȦ parameterized by a von Neumann parameter κ. For further convenience we assume that ρ ∈ R. To find the connection between κ and ρ we use (73) with (29) again to obtain 
which is a minimal L-system with K ρ c = c · g ρ , (c ∈ C), K * ρ x = (x, g ρ ) and x(t) ∈ W Appendix A. Rigged Hilbert spaces
In this Appendix we are going to explain the construction and basic geometry of rigged Hilbert spaces.
We start with a Hilbert space H with inner product (x, y) and norm · . Let H + be a dense in H linear set that is a Hilbert space itself with respect to another inner product (x, y) + generating the norm · + . We assume that x ≤ x + , (x ∈ H + ), i.e., the norm · + generates a stronger than · topology in H + . The space H + is called the space with the positive norm.
