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Abstract—In this paper we consider the analysis and design of
a feedback controller to regulate queueing delay in a next gener-
ation edge transport architecture for 802.11ac WLANs. We begin
by developing a simplified system model suited to control analysis
and design, validated against both simulation and experimental
measurements. Note that modelling of aggregation behaviour in
WLANs is of course challenging in its own right. Using this
model we develop a novel nonlinear control design inspired
by the solution to an associated proportional fair optimisation
problem. The controller compensates for plant nonlinearities
and so can be used for the full envelope of operation. The
robust stability of the closed-loop system is analysed and the
selection of control design parameters discussed. We develop an
implementation of the nonlinear control design and use this to
present a performance evaluation using both simulations and
experimental measurements.
I. INTRODUCTION
In this paper we consider the analysis and design of a trans-
port layer feedback controller to regulate queueing delay in
802.11ac Wireless LANs (WLANs). The TCP transport layer
in networks has two main functions, namely (i) congestion
control (i.e. regulating the send rate so as to mitigate con-
gestion) and (ii) reliable in-order delivery (i.e. retransmitting
or otherwise repairing lost packets as needed). Recently, [1]
introduced the idea of using measurements of the aggregation
level in wireless transmissions to regulate the transport layer
send rate so as to achieve high rate while avoiding queue
build-up and so maintaining low delay. The setup considered
is a next generation edge transport architecture of the type
illustrated in Figure 1(a). Traffic to and from client stations
is routed via a proxy located close to the network edge (e.g.
within a cloudlet), which creates the freedom to implement
new transport layer behaviour over the path between proxy
and clients, which in particular includes the last wireless hop.
While the standard TCP transport congestion control algorithm
needs to be able to operate robustly across a wide range of
network configurations, from dial-up connections to multi-
gigabit datacentre backbones, a more specialised algorithm can
be used in this edge architecture since the range of network
configurations is much more limited.
In [1] this scope for specialisation is exploited with the
aim of developing a new congestion control algorithm that
simultaneously achieves high rate and low delay across the
path from proxy to client. This is motivated by one of the most
challenging requirements in next generation networks is the
provision of connections with low end-to-end latency. In most
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Fig. 1. (a) Cloudlet-based edge transport architecture with bottleneck in the
WLAN hop (therefore queueing of downlink packets occurs at the AP as
indicated on schematic) and (b) Illustrating low-latency high-rate operation in
an 802.11ac WLAN (measurements are from a hardware testbed located in
an office environment).
use cases the target is for <100ms latency, while for some
applications it is <10ms [2, Table 1]. In part, this reflects the
fact that low latency is already coming to the fore in network
services, but the requirement for low latency also reflects
the needs of next generation applications such as augmented
reality and the tactile internet. Note that modifications at the
transport layer, rather than at the MAC layer, are appealing for
several reasons but primarily because of the relative ease of
rollout. Rollout of changes in the edge architecture of Figure
1(a) requires (i) implementation of the proxy, which can be
readily carried out by spinning up a VM in the cloud, and
(ii) installation of an app in the client stations, which also can
be readily carried out via standard app store mechanisms. In
contrast, MAC layer changes require firmware (and perhaps
hardware) modifications to both the access point (AP) and the
clients (i.e.user phones, laptops etc). Such changes are much
more instrusive and experience indicates that it can take many
years to achieve their wide rollout.
In [1] a simple linear PI controller is used to regulate
the send rate based on the measured aggregation level of
wireless transmissions. No stability analysis is provided and
consideration is confined to a small operational envelope
where the system exhibits linear behaviour. In the present
paper we extend this line of work in a number of directions.
Firstly, we develop a simplified system model suited to
control analysis and design. This model is validated against
both simulation and experimental measurements. Note that
modelling of aggregation behaviour in WLANs involves anal-
ysis of queueing at the AP and so of the complex interaction
between the packet arrival rate at the AP and the wireless
transmission rate. We sidestep these technical difficulties in
two ways. Firstly, since we control the sender we can make
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2use of packet pacing i.e. transmission of packets at fixed
intervals, thereby simplifying the packet arrival process at the
AP. Secondly, since our focus is very much on low delay oper-
ation we can confine consideration to the associated queueing
regime, namely where the queue to each station is cleared
by each transmission. The resulting simplified model includes
an associated characterisation of noise and uncertainty, well
suited for control design.
Secondly, we develop a novel nonlinear control design
inspired by the solution to an associated proportional fair
optimisation problem. The controller compensates for plant
nonlinearities and so can be used for the full envelope of
operation. The robust stability of the closed-loop system
is analysed and the selection of control design parameters
discussed.
Thirdly, we develop an implementation of the nonlinear
control design and use this to present a performance evaluation
using both simulations and experimental measurements. Figure
1(b) shows typical results obtained from a hardware testbed
located in an office environment. It can be seen that the one-
way delay is low, at around 2ms, while the send rate is high,
at around 500Mbps (this data is for an 802.11ac downlink
using three spatial streams and MCS 9). Increasing the send
rate further leads to sustained queueing at the AP and an
increase in delay, but the results in Figure 1(b) illustrate the
practical feasibility of operation in the regime where the rate
is maximised subject to the constraint that sustained queueing
is avoided. As part of this evaluation we briefly compare
the performance of the new controller with TCP Cubic, the
default congestion control used in Linux and Android, and
TCP BBR, a new protocol recently proposed by Google with
the aim of achieving high rate and low delay. Note that both
of these target operation in the general internet and so cannot
exploit the specialisation possible with the edge architecture
considered here,.
II. RELATED WORK
In recent years there has been an upsurge in interest in
userspace transports due to their flexibility and support for
innovation combined with ease of rollout. This has been
greatly facilitated by the high efficiency possible in userspace
with the support of modern kernels. Notable examples of new
transports developed in this way include Google QUIC [3],
UDT [4] and Coded TCP [5]–[7]. ETSI has also recently set
up a working group to study next generation protocols for
5G [8]. The use of performance enhancing proxies, including
in the context of WLANs, is also not new e.g. RFC3135 [9]
provides an entry point into this literature. However, none of
these exploit the use of aggregation in WLANs to achieve high
rate, low delay communication.
Interest in using aggregation in WLANs pre-dates the de-
velopment of the 802.11n standard in 2009 but has primarily
focused on analysis and design for wireless efficiency, man-
aging loss etc. For a recent survey see for example [10]. The
literature on throughput modelling of WLANs is extensive but
much of it focuses on so-called saturated operation, where
transmitters always have a packet to send, see for example
[11] for early work on saturated throughput modelling of
802.11n with aggregation. When stations are not saturated
(so-called finite-load operation) then for WLANs which use
aggregation (802.11n and later) most studies resort to the use
of simulations to evaluate performance due to the complex
interaction between arrivals, queueing and aggregation with
CSMA/CA service. Notable exceptions include [12], [13]
which adopt a bulk service queueing model that assumes a
fixed, constant level of aggregation and [14] which extends the
finite load approach of [15] for 802.11a/b/g but again assumes
a fixed level of aggregation.
While measurements of round-trip time might be used to
estimate the onset of queueing and adjust the send rate, it is
known that this can be inaccurate when there is queueing in the
reverse path [16]. Furthermore, using RTT to detect queueing
is known to give inaccurate results in 802.11 networks [17].
Accurately measuring one-way delay is also known in general
to be challenging1. In contrast, the number of packets aggre-
gated in a frame is relatively easy to measure accurately and
reliably at the receiver, as already noted.
TCP BBR [18] is currently being developed by Google
and this also targets high rate and low latency, although not
specifically in edge WLANs. The BBR algorithm tries to
estimate the bottleneck bandwidth and adapt the send rate
accordingly to try to avoid queue buildup. The delivery rate
in BBR is defined as the ratio of the in-flight data when a
packet departed the server to the elapsed time when its ACK
is received. This may be inappropriate, however, when the
bottleneck is a WLAN hop since aggregation can mean that
increases in rate need not correspond to increases in delay plus
a small queue at the AP can be benificial for aggregation and
so throughput.
The closest related work is [1], which introduced the idea of
using aggregation to regulate send rate in WLANs. They use
a linear PI controller but do not provide any stability analysis.
They confine consideration to a small operation envelope
where the system exhibits linear behaviour.
Control theoretic analysis of WLANs has received relatively
little attention in the literature, and has almost entirely fo-
cussed on MAC layer resource allocation, see for example
[19]–[22] and references therein. In contrast, there exists a
substantial literature on control theoretic analysis of conges-
tion control at the transport layer, see for example the seminal
work in [23], [24]. However, this has mainly focussed on
end-to-end behaviour in wired networks with queue overflow
losses and has largely ignored detailed analysis of operation
over WLANs. This is perhaps unsurprising since low delay
operation at the network edge has only recently come to the
fore as a key priority for next generation networks.
III. BRIEF OVERVIEW OF 802.11AC
WLANs based on the 802.11 family of standards are ubiqui-
tous at the network edge. They use CSMA/CA to share access
1The impact of clock offset and skew between sender and receiver applies
to all network paths. In addition, when a wireless hop is the bottleneck then
the transmission delay can also change significantly over time depending on
the number of active stations e.g. if a single station is active and then a second
station starts transmitting the time between transmission opportunities for the
original station may double.
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Fig. 2. Example time histories of frame aggregration level and packet delay
as send rate is varied. MCS 9, NSS 1, NS3 (see Section VII for details).
to the wireless channel amongst the stations in a WLAN.
Briefly, in CSMA/CA each station maintains a contention
window (CW) variable. Time is slotted and when a station
wishes to transmit it initialises a counter to a value uniformly
at random in interval [0,CW-1], decreases this counter for each
slot that the channel is detected to be idle and then transmits
once the counter reaches zero. This countdown is paused when
the channel is detected to be busy, and so the MAC slots at
which the counter is decremented are variable size and tend
to become longer as more stations share the channel.
Since 2009, when the 802.11n standard was introduced,
all WLANs make use of aggregation to improve efficiency.
That is, transmitted frames may carry multiple packets, thereby
amortising the fixed PHY/MAC overheads over multiple pack-
ets. To facilitate aggregation packets destined for different
stations are queued separately at the transmitter. When a
transmission opportunity occurs a frame is typically formed by
aggregating the queued packets, up to the maximum allowed
level Nmax (typically 64 packets or 5.5ms frame duration,
whichever is smallest), and so the level of aggregation used
is closely linked to the size of the queue backlog at the
transmitter.
Most modern WLANs now use 802.11ac, an extension of
802.11n that allows use of MIMO (transmission and recep-
tion using multiple antennas), higher modulation and coding
scheme (MCS) rates (the rates at which data in a wireless
frame is transmitted) and wider wireless channel widths of
up to 80MHz. With three antennas, a transmitter can use up
to three spatial streams for transmission i.e. the number of
spatial streams (NSS) can vary from 1 to 3. The MCS rates
are indexed form 0 to 9, e.g. with an 80MHz channel and
NSS=3 the MSC rates vary from 87 to 1170Mbps.
IV. MODELLING AGGREGATION LEVEL & DELAY
Figure 2 shows example time histories of the frame aggrega-
tion level and delay as the send rate is increased from around
50 to 300Mbps. These illustrate a number of features that will
be of interest to us. Firstly, observe in Figure 2(a) that the
send rate is updated every 0.5s and held constant in between
updates, and this is the update interval that we will use in our
control design. While the send rate varies relatively slowly it
can be seen that there are rapid short-term fluctuations in the
aggregation level about a value that roughly tracks the send
rate. Observe that that the magnitude of the fluctuations varies
with the send rate e.g they are significantly lower in the early
Fig. 3. Illustrating notation used. Packets arriving at the AP for transmission
to station i are indexed k = 1, 2, . . . with the time between packet k−1 and
packet k being ∆i,k . Frames transmitted by the AP to station i are indexed
f = 1, 2, . . . and the set of packets sent in frame f is Fi,f .
part of the time history around 6-6.5s, where the send rate is
lower, than from 10s onwards. Hence, for control design we
are interested in modelling the dependence on send rate of both
the mean aggregation level (where is mean is taken over the
short-term fluctuations) and the magnitude of the fluctuations
in aggregation level.
With regard to delay, it can be seen from Figure 2(b) that the
delay exhibits strikingly similar behaviour to the aggregation
level. This is not by accident since, as we will see, both are
intimately related.
In this section we develop simple analytic models, suitable
for control design, of the dependence on send rate of the
mean aggregation level and delay. We also characterise the
dependence of the fluctuations in aggregation level with send
rate and network configuration.
A. Basic Setup
We consider downlink transmissions in a WLAN (so no
collisions) with n client stations indexed by i = 1, 2, . . . , n.
Index the packets arriving at the AP for transmission to station
i by k = 1, 2, . . . and let ∆i,k denote the inter-arrival time
between packet k−1 and packet k. Recall that we control the
packet sender and so for simplicity we assume that this uses
packet pacing. That is, the sender aims to transmit packets with
fixed spacing, although end host constraints typically mean
that this aim is only approximately achieved and the packet
spacing has some jitter. We can therefore assume that the ∆i,k
are i.i.d. with E[∆i,k] = ∆i = 1/xi where xi is the send rate
to station i in packets/sec.
Packets are transmitted to station i by the AP within 802.11
frames. Index these frames by f = 1, 2 . . . (f = 1 is the first
frame sent, and so on) and let Fi,f ⊂ {1, 2, . . . } denote the
set of packets aggregated within frame f transmitted to station
i. Then Ni,f = |Fi,f | is the number of packets aggregated.
Since a minimum of one packet must be contained within a
frame and a maximum of Nmax (typically 32 or 64 packets)
then 1 ≤ Ni,f ≤ Nmax. The setup is illustrated in Figure 3.
B. Frame Transmission Timing
Suppose, for simplicity, that all packets are of length l bits
(this can be easily relaxed). The airtime used by frame f
transmitted to station i is then given by
Tair,i,f := Toh,i,f +
l + loh
Ri,f
Ni,f (1)
4where Ri,f is the PHY data rate used to transmit the pay-
load of the frame, Toh,i,f is the time used for transmission
overheads which do not depend on the aggregation level
(namely, CSMA/CA channel access, PHY and MAC headers
plus transmission of the ACK by the receiver) and loh is the
MAC framing overhead (in bits) for each packet in the frame.
Assume that the AP transmits frames to the n client stations
in a round-robin fashion. We will also assume that the packet
arrival rate is high enough that Ni,f ≥ 1, i = 1, . . . , n i.e.
the AP transmits at least one packet to each station in every
round. This is reasonable since our primary interest here is
in the high rate operation needed for next generation edge-
assisted applications and Ni,f ≥ 1 is ensured for sufficiently
high rates (we give a lower bound on the rate needed at the
end of the next section). Then the duration Ωf of round f is
given by,
Ωf =
n∑
j=1
Tair,j,f = Cf +
n∑
j=1
(l + loh)
Rj,f
Nj,f (2)
where Cf =
∑n
j=1 Toh,j,f . Index stations by the order in
which they are serviced by the AP scheduler, i.e. within a
round the i’th frame transmitted is to station i. In general, the
interval Ωi,f between transmission of frames f and f + 1 to
station i is not equal to Ωf , but under reasonable assumptions
Ωi,f has the same distribution as Ωf i.e. Ωi,f ∼ Ωf .
In more detail, we have that
Ωi,f =
n∑
j=i
(Toh,j,f +
l + loh
Rj,f
Nj,f )
+
i−1∑
j=1
(Toh,j,f+1 +
l + loh
Rj,f+1
Nj,f+1) (3)
The fixed CSMA/CA overhead Toh,j,f associated with channel
access etc is i.i.d across stations j and frames f by virtue of
the 802.11 MAC operation (fluctuations in Toh,j,f are due to
the CSMA/CA channel access which is uniformly distributed
between 0 and CW − 1 MAC slots, where CW is the 802.11
contention window). We therefore have that
∑n
j=i Toh,j,f +∑i−1
j=1 Toh,j,f+1 ∼ Cf . Assume the channel is stationary so
that the MCS rate Ri,f is identically distributed across frames
f (but of course may vary amongst stations). Assume also that
changes in the distribution of the aggregation level Ni,f occur
at a much slower time-scale than an AP scheduler round so
that Ni,f and Nj,f+1 can be approximated as being identically
distributed. This is the key modelling approximation that we
make but, as will see later, the control actions we consider
which change the distribution of Ni,f occur on a time-scale
of 0.5-1s, whereas a scheduler round takes no more than 2-
3ms, so this assumption is reasonable. It then follows that
Ωi,f ∼ Ωf .
Assuming Ni,f and Ri,f are independent we now have that
E[Ωi,f ] = E[Ωf ] = c+
n∑
j=1
l + loh
µRj
E[Nj,f ]
= c+wTE[Nf ] (4)
where c := E[Cf ] = nE[Toh,j,f ], µRi := 1/E[
1
Ri,f
] (note that
in general2 E[ 1Ri,f ] 6= 1/E[Ri,f ]), w = ( l+lohµR1 , . . . ,
l+loh
µRn
)T ,
Nf = (N1,f , . . . , Nn,f )
T .
C. Mean Aggregation Level
To model the aggregation behaviour we proceed as follows.
Recall Ωi,f is the interval between transmission of frame f and
frame f+1 to station i. Let Pi,f denote the number of packets
arriving at the AP during this interval. When the time between
packets is constant with ∆i,k = ∆i then Pi,f = Ωi,f/∆i
(ignoring quantisation effects) but, as already noted, in general
we expect some jitter between packet arrivals even when the
sender paces its transmissions.
These packets are buffered in a queue at the AP un-
til they can be transmitted. Letting qi,f denote the queue
occupancy immediately after frame f is transmitted then
qi,f+1 = [qi,f + Pi,f −Ni,f+1]+. It is reasonable to suppose
that the AP aggregates as many as possible of these packets
queued for transmission into the next frame f , in which case
Ni,f = min{qi,f + Pi,f , Nmax} and
qi,f+1 = [qi,f + Pi,f −min{qi,f + Pi,f , Nmax}]+ (5)
= [qi,f + Pi,f −Nmax]+ (6)
There are three operating regimes to consider:
1) Firstly, when E[Pi,f ] > Nmax then the queue is unsta-
ble. The queue occupancy grows and so Ni,f+1 = Nmax
eventually for all frames f . This regime is not of interest
in the present work where our focus is on low delay
operation.
2) Secondly, our main interest is in the regime where the
queue backlog remains low i.e. Pi,f < Nmax. The queue
is cleared by each frame transmission so qi,f+1 = 0 and
Ni,f+1 = Pi,f .
3) Thirdly, there is the transition regime between regimes
one and two where E[Pi,f ] < Nmax but Pi,f may
sometimes be greater than Nmax and qi,f+1 may be
non-zero.
In regime two, Ni,f+1 = Pi,f . Taking expectations
E[Ni,f+1] = E[Pi,f ] = E[Ωi,f ]/E[∆i,k] (by renewal-reward
theory since the ∆i,k are i.i.d and independent of Ωi,f ). Let
µN = (µN1 , . . . , µNn)
T with µNi := E[Ni,f+1], and recall
that xi := 1/E[∆i,k] = 1/∆i is the send rate of station i.
Then substituting from (4) it follows that µN = (c+wTµN )x.
Rearranging yields
µN =
cx
1−wTx (7)
where x = (x1, . . . , xn)T is the vector of station send rates.
To simplify the analysis we assume that the third regime can
be lumped with regime two3. In regime three E[Pi,f ] > Nmax
and E[Ni,f+1] = Nmax. Incorporating the Nmax constraint
2Indeed, to first-order E[ 1
Ri,f
] ≈ 1
E[Ri,f ]
+
V ar(Ri,f )
E[Ri,f ]
3
3Our measurements in Section IV-F support the validity of this simplifying
assumption. In practice it amounts to assuming that the system transitions
quickly between operating regimes one and two, i.e. regime three is only
transient.
5into (7) gives the following expression for the mean aggrega-
tion level,
µN = Π ◦ cx
1−wTx = Π ◦ F (x) (8)
where Π denotes projection onto interval [1, Nmax] and
F (x) := cx
1−wTx . Note that xi ≥ 0, i = 1 . . . , n and
wTx < 1 are required for rate vector x to be feasible and
so F (x) ≥ 0 (element-wise). Also that xi ≥ 1/(c + wi) ≥
(1−∑i6=j wixi)/(c+wi), i = 1 . . . , n is sufficient to ensure
that F (x) ≥ 1.
D. Mean Delay
Recall Fi,f ⊂ {1, 2, . . . } is the set of packets in frame
f sent to station i and that these packets arrive with inter-
arrival times ∆i,k, k ∈ Fi,f . In operating regime two (see
above), the queue is cleared after each transmission. Hence,
the first packet in frame f arrives to an empty queue and must
wait
∑
k∈Fi,f ∆i,k seconds before the last packet in the frame
arrives at the AP and so becomes available for aggregation.
The delay experienced by the first packet in frame f (and so by
all other packets sharing this frame) is at most
∑
k∈Fi,f ∆i,k.
This upper bound is attained if the frame is transmitted right
before arrival of the first packet sent in the next frame f + 1
since if frame f was transmitted later then this packet would
have been added to frame f . That is, mean packet delay at the
AP is upper bounded by,
µT i = E[
∑
k∈Fi,f
∆i,k] = E[Ni,f ]∆i =
µNi
xi
(9)
= max{min{ c
1−wTx ,
Nmax
xi
}, 1
xi
} (10)
where recall Ni,f = |Fi,f | is the number of packets in the
frame and xi = 1/∆i.
E. Invertibility of Map From Rate To Aggregation Level
Observe that F (x) is monotonically increasing for feasible
rate vectors x since ∂F
′
i (x)
∂xi
= c
(1−wTx)2 (1−wTx+wixi) > 0
and ∂F
′
i (x)
∂xj
= cwixi
(1−wTx)2 > 0 when xi ≥ 0 and wTx < 1.
Hence, F (x) is one-to-one and so invertible. In particular,
F−1(µN ) =
µN
c+wTµN
(11)
and it can be verified that F (F−1(µN )) = µN .
Given rate vector x we can therefore obtain the corre-
sponding aggregation level from F (x) and, conversely, given
aggregation level vector µN we can obtain the corresponding
rate vector from F−1(µN ). This will prove convenient in the
analysis below since it means we can freely change variables
between x and µN . For example, substituting x = F−1(µN )
the term c
1−wTx in the mean delay (10) can be expressed
equivalently in terms of µN as,
c
1−wTx = c+w
TµN (12)
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Fig. 4. Comparison of model (8) with measurements . Data is shown for
sending UDP packets to one and two client stations, the same send rate being
used to all stations and indicated on the x-axes of the plots. Plots (a),(c),(d)
compare the mean aggregation level measured from NS3 simulations with the
model, plot (b) compares measurements from an experimental testbed, see
Section VII for details. In (a)-(c) when there are two stations they have the
same send rate, in (d) the stations have different send rates: the send rate
to station 1 increases from 5 to 310Mbps while the send rate to station 2
decreases from 100 to 5Mbps.
F. Validation Of Mean Model
As partial validation of the mean aggregation level model
(8), in Figure 4(a) we compare its predictions against mea-
surements from the NS3 detailed packet level simulator as the
send rate is varied. Data is shown for the case of a single
client station and when there are two client stations both with
the same send rate. The values of the model parameters c and
w are derived from the 802.11ac MAC/PHY settings (80MHz
channel, MCS 9, NSS 2). It can be see that the model is in
remarkably good agreement with the simulation data. We also
collected measurements of aggregation level vs send rate in an
experimental testbed, see Section VII for details. Figure 4(b)
compares these experimental measurements against the model
predictions4 and again it can be seen that there is excellent
agreement between the model and the measurements.
The model (8) predicts that the aggregation level scales
as the reciprocal of 1 − wTx = 1 −∑ni=1 L/µRi . Figure
4(c) compares the model predictions as the MCS rate µRi
is varied (for the 802.11ac setting used µRi = 87.8Mbps at
MCS index 0 increasing to 1170Mbps at MCS index 9). The
model also predicts that for the ratio of the aggregation level
of two stations is proportional to the ratio of their send rates
and this behaviour is evident in Figure 4(d) which plots the
4802.11ac settings: NSS=3, 80Mhz channel, the MCS used fluctuates over
time due to the action of the 802.11ac rate controller and so an average value is
used. The model c and w parameter values used in Figure 4(b) are c = 270µs,
µR = 585Mbps for the one station data and c = 320µs, µR = 850Mbps
for the two station data.
6aggregation level for two stations when the send rate to the
first station is increased from 5 to 310Mbps while that to the
second station is decreased from 100 to 5Mbps.
In summary, the model (8) is in good agreement with
measurements with regard to the dependence of aggregation
level on overall send rate, MCS and ratio of station send rates.
G. Fluctuations Around Mean
1) Approximate Model: Equation (7) models the relation-
ship between the arrival rate x and the mean aggregation
level µN when operating in regime two. We can also ob-
tain an approximate model, useful for control design, of the
fluctuations ηNi,f = Ni,f − µNi about the mean as follows.
Neglecting the jitter in the packet inter-arrival times then the
number of packets Pi,f arriving at the AP during round f is
approximately Ωi,fxi. That is, the fluctuations in Pi,f (and so
Ni,f+1) are induced by fluctuations in the duration Ωi,f of the
scheduling round for station i. Neglecting the impact of the
position of each station within a round then Ωi,f ≈ Ωf (this
is exact in the case of a single station). Combining these we
obtain the model
Nf+1 = (Cf +w
TNf )x (13)
Since µN = (c+wTµN )x it follows that
ηNf+1 = xw
T ηNf + (Cf − c)x (14)
where ηNf = [ηN1,f , . . . , ηNn,f ]
T . Observe that ηNf evolves
according to first-order dynamics driven by i.i.d stochastic
input (Cf − c)x. In 802.11ac Cf − c is a random variable
uniformly distributed between 0 and 135µs (CWmin is 16 and
a MAC slot is 9µs).
Figure 5(a) compares the predictions of the standard devi-
ation of ηNf calculated using the model (14) with measure-
ments of the standard deviation of the aggregation level from
NS3. Data is shown as the send rate and MCS rate are varied.
It can be seen that the model predictions are in good agreement
with the measurements except when the aggregation level
hits its maximum value Nmax, at which point the standard
deviation of the measured data falls sharply to zero. That is,
the model (14) is accurate within operating regime two but
not in operating regime three, as expected.
Observe that the standard deviation of ηNf increases with
the send rate, which is intuitive. The main source of the
fluctuations in Nf is the randomness in the channel access
time associated with the operation of the CSMA/CA MAC.
During a round where the channel access randomness leads to
the round being of longer than average duration then more
packets arrive than on average, with the number arriving
increasing with the send rate. At the next round these packets
form the next frame, which is therefore larger than average.
The magnitude of the fluctuations ηNf in the frame size
therefore tends to increase with the send rate.
Note that larger frames also tends to make the next round
longer than average since they take longer than average to
transmit. This creates feedback whereby a random fluctuation
in the duration of a round tends to create changes that persist
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Fig. 5. (a) Comparison of the standard deviation of ηNf calculated using
the model (14) with measurements from NS3, NSS=3. (b) time constant of
dynamics (14) as the number n of stations is varied between 1 and 20, NSS
is varied from 1 to 3 and the MCS index is varied fro 0 to 9 i.e. covering the
full 802.11ac NSS/MCS range.
for several rounds. It is this feedback that is reflected in the
dynamics (14).
The measurement data in Figure 5(a) includes packet inter-
arrival jitter of ±6µs. We also collected measurements for
other values of jitter and found the standard deviation of ηNf
to be largely insensitive to the level of pacing jitter.
2) Time-Scale of Dynamics: The matrix xwT is rank one
and has one zero eigenvalue wTx =
∑n
i=1 wixi =
∑n
i=1(l+
loh)xi/µRi and an eigenvalue of zero with multiplicity n −
1. The time constant of the dynamics is therefore τ : − =
E[Ωf ]/ log(w
Tx). Substituting for E[Ωf ] and from (11) for
the send rate x then gives τ = −(c+wTN)/ log(wTN/(c+
wTN)). Figure 5(b) plots the value of this time constant as the
number of stations is varied from 1 to 20, NSS is varied from
1 to 3 and the MCS index from 0 to 9. For each configuration
the aggregation level N is the minimum of Nmax and the level
for which the mean delay µT is 5ms. It can be seen that the
time constant is never more than about 0.12s, and tends to fall
with increasing MCS rate. As we will see later, the online rate
allocation algorithm we consider updates the packet send rate
every ∆ seconds, with ∆ typically 0.5s or 1s and so operates
at significantly longer time scales than the dynamics (14).
H. Measurement Noise & Main Source Of Model Uncertainty
1) Measurement Noise: The aggregation level Ni,f can
be observed at receiving station i via radiotap/prism libpcap
packet headers [1]. As already noted, our online rate allocation
algorithm updates the packet send rate every ∆ seconds. We
can therefore estimate the mean aggregation level µNi via
the empirical average µ˜Ni(k) =
∑
f Ni,f of frames sent to
station i over interval [0,∆k), k = 1, 2, . . . . As discussed in
Section IV-G, Ni,f fluctuates due to the MAC channel access
randomness and this means that estimate µ˜Ni is subject to
significant measurement noise.
The model expressions (8) and (10) for the mean
aggregation level and delay involve parameter w =
( l+lohµR1
, . . . , l+lohµRn
)T . The packet size l and framing overhead
loh are known and the MCS rate Ri,f used to send frame f
to station i can be observed by receiving station i (again via
radiotap/prism libpcap packet headers) and we can therefore
estimate µRi via the empirical average 1/µ˜Ri of the 1/Ri,f
over interval ∆. This estimate suffers from measurement noise
7induced by fluctuations in the empirical mean of Ri,f over
interval ∆. However, typically the channel is fairly stable over
short intervals and these fluctuations are small, thus the level
of this measurement noise is low.
2) Model Uncertainty: The model expressions (8) and (10)
also involve parameter c = nµT oh . The number n of stations
to which downlink transmissions are ongoing is known but
the mean channel access time µT oh is harder to determine
accurately since it cannot be measured directly (since we
consider the transport layer we assume we do not have access
to the MAC on the AP) and it depends on the channel state
and so may be strongly affected by neighbouring WLANS,
interference etc. Hence, only a fairly rough estimate of pa-
rameter c is generally available and this is the main source of
model uncertainty.
V. PROPORTIONAL FAIR LOW DELAY RATE ALLOCATION
A. Utility Fair Optimisation
Our interest is in achieving high rates while maintaining low
delay at the AP. Formally, we consider the proportional fair
low delay rate allocation that is the solution to the following
optimisation P :
max
x∈Rn+
n∑
i=1
log xi (15)
s.t. µT i(x) ≤ T¯ , i = 1, . . . , n (16)
µNi(x) ≤ N¯ , i = 1, . . . , n (17)
Constraint (16) ensures that the mean delay at the AP is
no more than upper limit T¯ , where T¯ is a QoS parameter.
Constraint (17) ensures that we operate at an aggregation level
no more than N¯ < Nmax and so the AP can clear the queue
at each transmission opportunity i.e. there is no sustained
queueing and we are operating in regime 2. Maximising
objective (15) ensures utility fairness.
Substituting from (10) the constraints (16) can be written5
as c
1−wTx ≤ T¯ . Rearranging gives c ≤ T¯ (1 − wTx) i.e.
wTx ≤ 1−c/T¯ . In this form it can be seen that the constraint
is linear, and so convex. Similarly, substituting from (8) the
constraints (17) can be written equivalently as cxi
1−wTx ≤ N¯ ,
i = 1, . . . , n. Rearranging gives cxi ≤ N¯(1−wTx) i.e. cxi+
N¯wTx ≤ N¯ , which again is linear. Hence, optimisation P
can be equivalently rewritten as optimisation P ′:
max
x∈Rn+
n∑
i=1
log xi (18)
s.t. wTx ≤ 1− c/T¯ (19)
cxi + N¯w
Tx ≤ N¯ , i = 1, . . . , n (20)
which is convex.
5Note that constraint (17) ensures µNi (x) ≤ N¯ < Nmax and so
µT i (x) < Nmax/xi. Since our interest is primarily in applications requiring
high rates we assume for simplicity that c
1−wTx ≥
1
xi
although this could
be added as the additional linear constraint cxi +wTx ≥ 1 if desired.
B. Characterising The Proportional Fair Solution
The Lagrangian of optimisation P ′ is −∑ni=1 log xi +
θ(wTx−(1−c/T¯ ))+∑ni=1 λi(cxi+N¯wTx−N¯) where θ and
λi, i = 1, . . . , n are multipliers associated with, respectively,
(19) and (20). Since the optimisation is convex the KKT
conditions are necessary and sufficient for optimality. Namely,
an optimal rate vector x∗ satisfies
− 1
x∗i
+ λic+
n∑
j=1
λjN¯wi + θwi = 0 (21)
i.e.
x∗i =
1
λic+Dwi
(22)
where D := (N¯
∑n
j=1 λj + θ).
Let U = {i : µNi(x∗) < N¯} denote the set of stations
for which the aggregation level is less than N¯ at the optimal
rate allocation. By complementary slackness λi = 0 for
i ∈ U and so x∗i = 1/(Dwi). That is, µNi = cx
∗
i
(1−wTx∗) =
c
D(1−wTx∗)
1
wi
. Observe that the first term is invariant with i
and so the aggregation level of station i ∈ U is proportional
to 1/wi = µRi/L i.e. to the mean MCS rate of the station.
For stations j /∈ U the aggregation level µNj (x∗) = N¯ .
Putting these observations together, it follows that
µNi(x
∗) = min{ c
D(1−wTx∗)
1
wi
, N¯}, i = 1, . . . , n (23)
Assume without loss that the station indices are sorted such
that w1 ≥ w2 ≥ · · · ≥ wn. Then
µNi(x
∗) = min{µN1(x∗)
w1
wi
, N¯}, i = 2, . . . , n (24)
Hence, once the optimal µN1(x
∗) is determined we can find
the optimal aggregation levels for the rest of the stations. With
these we can then use inverse mapping (11) to recover the pro-
portional fair rate allocation, namely x∗i = µNi/(c+w
TµN ).
It remains to determine µN1 . We proceed as follows.
Lemma 1. At an optimum x∗ of P ′ then either (i) µNi(x∗) =
N¯ for all i = 1, . . . , n or (ii) µT i(x
∗) = T¯ for all i =
1, . . . , n.
Proof. We proceed by contradiction. Suppose at an optimum
µNi(x
∗) = cx
∗
i
1−wTx∗ < N¯ for some i and µT i(x
∗) =
c
1−wTx∗ < T¯ . Then we can increase x
∗
i without violating
the constraints (with this change c
1−wTx∗ and
cx∗i
1−wTx∗ will
both increase, but since the corresponding constraints are slack
if the increase in x∗i is sufficiently small then they will not
be violated). Hence, we can improve the objective which
yields the desired contradiction since we assumed optimality
of x∗. Hence when µNi(x
∗) < N¯ for at least one station
then µT i(x
∗) = T¯ . Alternatively, µNi(x
∗) = N¯ for all
stations.
8It follows from Lemma 1 that µN1 = min{T¯ x∗1, N¯}.
Substituting into (24) and combining with inverse mapping
(11) it follows that
µN1 = min{T¯ x∗1, N¯} (25)
µNi = min{µN1
w1
wi
, N¯}, i = 2, . . . , n (26)
x∗ = F−1(µN ) (27)
The complete vector µN can now be found by solving
equations (25)-(27).
C. Examples
We illustrate the nature of the proportional fair solution (25)-
(27) via some brief examples.
Example 1: N¯ = +∞: In this case there is no limit
to the allowed aggregation level. It follows from (25)-(27)
that µNi = µN1
µRi
µR1
= T
µRi
µR1
x∗1 since N¯ does not act to
constrain the aggregation level. We know from Lemma 1
that the delay constraint is tight, µT i(x
∗) = T¯ . That is,
by (12), that c + wTµN = T . Substituting for µN this
yields c +
∑n
i=1
l+loh
µRi
T
µRi
µR1
x∗1 = c +
n(l+loh)T
µR1
x∗1 = T i.e
x∗1 =
(T−c)µR1
nLT and so
µNi =
(T − c)
n(l + loh)
µRi (28)
i.e. the aggregation levels scale proportionally to the station
MCS. The corresponding rates are
xi =
µNi
c+wTµN
=
(T − c)
n(l + loh)T
µRi (29)
Recall that the mean airtime taken to send a frame to station
i is cn + wixi =
c
n +
(T−c)
nT which is the same for all
stations i.e. the proportional fair rate allocation is an equal
airtime one. The overall delay is µT i = c + w
TµN =
c+
∑n
i=1
l+loh
µRi
(T−c)
n(l+loh)
µRi = T i.e. equal to the target delay,
as already noted.
Example 2: T = +∞: Suppose now that the target delay
T = +∞ i.e. we seek the rate allocation that maintains the
aggregation level at target value N¯ . This corresponds to the
situation considered in [1]. From (25)-(27) we have that the
proportional fair rate allocation yields aggregation levels that
satisfy µNi = µN1
µRi
µR1
. Recall we assume the stations are
ordered such that w1 ≥ w2 ≥ · · · ≥ wn, and since wi =
(l + loh)/µRi it follows that µR1 ≤ µR2 ≤ · · · ≤ µRn i.e.
station 1 has the lowest MCS rate and n the highest. Hence,
the aggregation level µNn of station n is largest. We know
that the aggregation levels of all stations are no more than
N¯ , and in fact this limit will be attained since this maximises
throughput. Hence, µNn = N¯ and so
µNi = N¯
µRi
µRn
(30)
i.e. once again the aggregation levels scale proportionally to
the station MCS. The corresponding rates also scale propor-
tionally to the station MCS,
xi =
µNi
c+wTµN
= xn
µRi
µRn
(31)
The mean airtime taken to send a frame to station i is therefore
c
n + wixi =
c
+xn(l + loh)/µRn which is the same for all
stations i.e. the proportional fair rate allocation when T = +∞
is again an equal airtime one.
VI. INNER-OUTER FEEDBACK CONTROL
While we can solve convex optimisation P ′ using any
standard online algorithm, it turns out that we can use the
extra insight into the structure of the proportional fair solu-
tion gained in Section V-B to construct efficient and robust
feedback-based approaches for solving online solution of P ′.
In particular, from the solution structure (25)-(27) we have
that the proportional fair rate allocation is also the solution to
the following nested optimisation,
N∗ ∈ arg min
N∈νW ,ν≥1
(ν −min{T¯ x∗1(N), N¯})2 (32)
s.t. x∗ ∈ arg min
x∈Rn+
n∑
i=1
(µNi(x)−min{N∗i , N¯})2 (33)
where W = [1, w1w2 , . . . ,
w1
wn
]T . As we will shortly see, it turns
out that this reformulation lends itself to an elegant feedback
control implementation.
A. Inner Loop Controller
We begin by considering inner optimisation
minx∈Rn+
∑n
i=1(µNi(x)−min{Ni, N¯})2. While the solution
is trivial our interest is using the optimisation to derive a
feedback update that is robust to model uncertainty. With this
in mind therefore we change variables to z = µNi(x). Then
the optimisation becomes minz∈Rn+
∑n
i=1(zi−min{Ni, N¯})2.
Gradient descent now yields the following iterative update,
z(k + 1) = z(k) +K1(N target − z(k)) (34)
where the i’th element of vector N target equals min{Ni, N¯},
K1 is the step size and time is slotted with z(k) denoting the
value in slot k. Using (11) we recover the rate from x(k) =
F−1(z(k)) = z(k)/(c+wTz(k)).
We convert this update to a feedback control loop by
substituting the measured aggregation level for z(k) over time
interval [0,∆k), k = 1, 2, . . . , to obtain
z(k + 1) = z(k) +K1(N target − µ˜N (k)) (35)
x(k) = F−1(z(k)) = z(k)/(c+wTz(k)) (36)
where µ˜N (k) is the measured mean aggregation level over
time slot k when the send rate is held constant at x(k) over
the slot.
It can be seen that update (35) is an integral controller
that adjusts z to try to regulate e = N target − µ˜N about
zero. Namely, when e > 0 then z is increased, which in turn
tends to increase µ˜N and so decrease e. Conversely, when
e < 0 then z is decreased which tends to increase e. Since
z etc are vectors (35)-(36) is a multiple-input multiple-output
(MIMO) feedback loop. Since µ˜N is a nonlinear function of
the send rate x(k) and x(k) is a nonlinear function of z(k)
the feedback loop is also nonlinear.
9Fig. 6. Schematic of inner feedback loop. Controller updates occur at the
start of time slots [0,∆k), k = 1, 2, . . . . Controller update z(k + 1) =
z(k) + K1e(k), nonlinear function F−1 is given by (11), H is a zero-
order hold (i.e. holds the packet send rate constant at x(k) for packets sent
during slot [0,∆k)), µNf is the mean frame aggregation level and ηNf is
the disturbance to this mean induced by MAC channel access randomness
(see Section IV-G). H−1 maps from the sequence Nf = µNf + ηNf ,
f = 1, 2 . . . of individual frame aggregation levels to the empirical mean
µ˜N (k) of the frame aggregation level over slots [0,∆k), k = 1, 2, . . . .
1) Converting Between Slots and Frames: Update (35)-(36)
is in term of time slots [0,∆k), k = 1, 2, . . . . To embed it
within the real system we given rate x(k) over slot k we
fix the sender inter-packet time between packets sent during
interval [0,∆k) to be 1/x(k).
Conversely, given the sequence of observed individual frame
aggregation levels Nf = [N1,f , . . . , Nn,f ], f = 1, 2, . . . we
calculate µ˜N (k) as the empirical mean of the frames received
during interval [0,∆k). That is,
µ˜Ni(k) =
1
|Φi(k)|
∑
f∈Φi(k)
Ni,f (37)
where Φi(k) is the set of frames received at station i during
interval [0,∆k).
Figure 6 shows schematically the resulting feedback loop
corresponding to (35)-(36). H holds the sender inter-packet
time equal to 1/x(k) during controller update slot [0,∆k).
H−1 maps from the sequence of individual frame aggregation
levels Nf to the empirical average aggregation level µ˜N over
slots [0,∆k), k = 1, 2, . . . .
Since Nf = µNf + ηNf the empirical meanµ˜N (k) over
slot k is F˜ k + ηµ˜N (k) where F˜ k =
1
|Φi(k)|
∑
f∈Φi(k) µNf
and ηµ˜N (k) =
1
|Φi(k)|
∑
f∈Φi(k) ηNf . That is, F˜ k is the true
mapping from rate to mean aggregation level at send rate x(k)
and ηµ˜N (k) is the measurement noise. Due to mismatches
between the model and the real system, in general F˜ k 6= F .
2) Linearising Action of Controller: It can be seen from
Figure 6 that to compensate for the nonlinearity F˜ k we
insert its (approximate) inverse F−1 so that µ˜N (k) =
F˜ k(F
−1(z(k))) and the system dynamics become
z(k + 1) = z(k) +K1(N target − F˜ k(F−1(z(k)))) (38)
(neglecting the additive measurement noise ηµ˜N (k) for now).
When F˜ k(F−1(z(k))) ≈ zk then the resulting linearised loop
dynamics are z(k + 1) ≈ z(k) + K1(N target − z(k)). That
is, the controller transforms the nonlinear system to have first-
order linear dynamics.
3) Robust Stability: Recall that the main source of model
uncertainty is parameter c. That is, F (x) = cx
1−wTx whereas to
a good approximation F˜ k(x) = Π◦ c˜(k)x1−wTx with c˜k 6= c (recall
projection Π captures the saturation constraint that µ˜N (k) ∈
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Fig. 7. Impact of control gain K1 on transient dynamics of aggregation level
and send rate. Plots show average and standard deviation over 10 runs for
each value of gain. NS3 simulation, setup as in Section VII: Ntarget = 32,
NSS=1, MCS=9.
[1, Nmax]). Hence, F˜ k(F−1(z(k))) = Π ◦ ( c˜(k)c z(k)) and
dynamics (38) are
z(k + 1) = z(k) +K1(N target − Γ(k)z(k)) (39)
where Γ(k) = diag{γ1(k), . . . , γn(k)} and γi(k) =
Π◦(c˜(k)zi(k)/c)
zi(k)
.
Neglecting the input N target for the moment, it is easy
to see6 that the dynamics z(k + 1) = (I − Γ(k))z(k)
are exponentially stable provided 0 < γi(k) < 2 for all
i = 1, . . . , n. Note that this stability holds for arbitrary time-
variations in the γi(k). Projection Π satisfies 0 ≤ Π◦zz ≤ 1 and
c˜(k), c are both non-negative, so for stability it is sufficient that
c˜(k)/c < 2. This condition is also necessary since for constant
c˜(k) the system will be unstable if this condition is violated.
In summary, time-variations in the γi(k) affect stability in
a benign fashion and control parameter c can safely be larger
than the (uncertain) plant gain c˜(k) (as this reduces the loop
gain) but should not be too much smaller (since this increases
the loop gain).
Time-variations in the gains γi(k), i = 1, . . . , n also affect
regulation of the aggregation level at Ntarget. It can be seen
that when γi(k) is constant the equilibrium of dynamics
(39) is zi(k) = Ntarget/γi(k). When variations in γi(k) are
sufficiently slow relative to the loop dynamics then zi(k) will
still roughly track this equilibrium [25] although faster changes
may lead to zi(k) only staying in a ball around it. Hence, when
γi(k) < 1 the aggregation level tends to be larger than the
desired value Ntarget, and vice versa when γi(k) < 1. Hence,
adaptation of control parameter c to maintain γi(k) close to 1
is desirable, and we will discuss this in more detail shortly.
6Try candidate Lyapunov function V (k) = zT (k)z(k). Then V (k+1) =
(I − Γ(k))T (I − Γ(k))V (k) (since Γ(k) is diagonal) and so is strictly
decreasing when 0 < γi(k) < 2.
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Fig. 8. (a) Impact of control gain K1 on standard deviation of fluctuations in
aggregation level. (b) Illustrating c estimator (40) tracking a sharp change in
the number of stations from n = 1 to n = 11 at time 15s. NS3 simulation,
setup as in Section VII: one client station, Ntarget = 32, NSS=1, MCS=9
4) Selecting Controller Gain K1: Figure 7 plots the mea-
sured step response of the system aggregation level and send
rate x as the gain K1 and number of stations n are varied.
This data is for a detailed packet-level simulation, see Section
VII for details. It can be seen from Figures 7(a)-(b) that,
as expected, the aggregation level convergence time falls
as K1 is increased although the response starts to become
oscillatory for larger values of K1. It can also be seen from
these figures that that step response is effectively invariant
with the number of stations due to the linearising action
of the controller. Figures 7(c)-(d) show the send rate time
histories corresponding to Figures 7(a)-(b) and the impact of
the nonlinearity F˜k relating aggregation level and send rate is
evident with the send rate being an order of magnitude smaller
for the same aggregation level with n = 10 stations compared
to with n = 1 station. Similar results are obtained when the
MCS is varied.
Figure 8(a) plots the standard deviation of the frame ag-
gregation level when the system is in steady-state vs the gain
K1. It can be seen that the controller starts to amplify the
fluctuations in frame aggregation level as K1 gets closer to the
stability boundary at K1 = 2 (indicated by the dashed line on
the figure) but otherwise the standard deviation is insensitive to
the choice of K1. Recall that the fluctuations in the aggregation
level are mainly induced by the randomness of the CSMA/CS
channel access and occur on time-scales which are too short
to be regulated by the controller, see Section IV-G.
In the remainder of this paper we select K1 = 0.5 un-
less otherwise stated since this strikes a reasonable balance
between response time and robustness to uncertainty in c
(with K1 = 0.5 the value of c can be out by a factor of
4, corresponding to a gain margin of 12 dB, and the system
dynamics will remain stable).
5) Adapting c: The controller depends on parameter c =
nµT oh . The average channel access time for each frame
transmission is CW/2×S where CW is the MAC contention
window, typically 16 in 802.11ac, and S is the MAC slot
duration in seconds. The PHY slot length is typically 9µs, but
the MAC slot duration can be significantly longer when other
transmitters share the channel since the AP will defer access
upon detecting the channel to be busy and it is this which
makes it challenging to estimate µT oh .
Note that an exact value for c is not necessary since
the feedback loop can compensate for uncertainty in c, i.e.
an estimator that roughly tracks any large changes in c is
sufficient. Recall that µNi =
cxi
1−wTx , i.e. c =
µNi
xi
(1−wTx).
Motivated by this observation we use the following as an
estimator of c,
cˆ(k + 1) = (1− β)cˆ(k) + βcˇ(k) (40)
with cˇ(k) := µ˜N1 (k)x1(k) (1 − wTx(k)), where β is a design
parameter which controls the window over which the moving
average is calculated (a typical value is β = 0.05).
Figure 8(b) illustrates the ability of this estimator to track
a fairly significant change in the network conditions, namely
10 new stations joining the WLAN at time 15s and starting
downlink transmissions. These new stations cause a change
in c from a value of around 200µs to around 2200µs i.e. a
change of more than an order of magnitude. It can be seen that
estimator (40) tracks this large change without difficulty. We
observe similar tracking behaviour for changes in MCS and
also when the channel is shared with other legacy WLANs.
B. Outer Loop Controller
We turn now to the outer optimisation
minN∈{νW ,ν∈[1,∞)}(ν − min{T¯ x∗1(N), N¯})2 in (32)-
(33). The corresponding gradient descent update is
ν(k + 1) = max{ν(k)−K2(ν(k)−G(x∗(N(k)))), 1}
(41)
N(k + 1) = ν(k + 1)W (k) (42)
where G(x) = min{T¯ x1, N¯} and W (k) =
[1, w1(k)w2(k) , . . . ,
w1(k)
wn(k)
]T . Step size K2 and delay target T
are design parameters and x∗1(N(k)) is the solution to
optimisation (33) with N∗ = N(k).
Replacing x∗(N(k)) by x(k) = F−1(z(k)) from the inner
loop and projecting ν(k+ 1)W red(k) onto interval [0, N¯ ] so
that the input to the inner loop is well-behaved, then we obtain
the following coupled feedback loops,
ν(k + 1) = max{ν(k) +K2(G(x(k))− ν(k)), 1}
(43)
N target(k + 1) = min{ν(k + 1)W (k), N¯} (44)
z(k + 1) = z(k) +K1(N target(k)− µ˜N (k)) (45)
x(k + 1) = F−1(z(k + 1)) (46)
This setup is shown schematically in Figure 9. It can be seen
that we “bootstrap” from the inner loop and use G(x(k)) as
the set point for outer loop control variable ν(k). We then
map from ν(k) to the target aggregation level Ntarget using
ν(k)W . Since the first element W1 of vector W equals 1
we can identify ν(k) with the target aggregation level for
station 1 i.e. the station with lowest MCS rate, and the target
aggregation levels of the other stations are proportional to
ν(k).
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Fig. 9. Schematic of coupled feedback loops. T¯ is the target delay,
G(x(k)) = min{T¯ x1(k), N¯}, Couter denotes the outer control update (43)
and W update (44). Other quantities are as in Figure 6.
1) Sufficient Conditions For Stability: Substituting from
(39) the system dynamics (43)-(46) can be rewritten equiv-
alently as,
ν(k + 1) = max{ν(k)−K2(ν(k)−G(F−1(z(k)))), 1} (47)
z(k + 1) = z(k) +K1(min{ν(k)W , N¯} − Γkz(k)) (48)
Assume the dynamics of the inner z loop are much faster than
those of the outer ν loop (e.g. by selecting K2  K1) so that
z(k) = ν(k)W . Then the system dynamics simplify to
ν(k + 1)
= max{ν(k)−K2(ν(k)−min{T¯ ν(k)
c+ ν(k)nw1
, N¯}), 1} (49)
= max{ν(k)−K2(ν(k)− γ0(k)T¯ ν(k)
c+ ν(k)nw1
), 1} (50)
= max{(1−K2 c+ ν(k)nw1 − γ0(k)T¯
c+ ν(k)nw1
)ν(k), 1} (51)
where 0 < γ0(k) ≤ 1 captures the impact of the N¯ constraint
i.e γ0(k) equals 1 when T¯
ν(k)
c+ν(k)nw1
≤ N¯ and decreases as
T¯ ν(k)c+ν(k)nw1 increases above N¯ . We have also used the fact
that wTW = nw1.
We can gain useful insight into the behaviour of the sys-
tem dynamics from inspection of (51). Namely, ignoring the
constraints for the moment (i.e. γ0(k) = 1 and ν(k) ≥ 1) and
assuming that 0 < K2 < 1 then it can be seen that when
c+ ν(k)nw1 − T¯ < 0 then 1−K2 c+ν(k)nw1−T¯c+ν(k)nw1 ) > 1 and so
ν(k+ 1) increases (since ν(k) ≥ 1). Hence c+ ν(k)nw1 − T¯
increases until it equals 0 or becomes positive. Conversely,
when c + ν(k)nw1 − T¯ > 0 then 1 −K2 c+ν(k)nw1−T¯c+ν(k)nw1 ) < 1
and ν(k + 1) decreases. Hence, c + ν(k)nw1 − T¯ decreases
until it equals 0 to becomes negative. That is, the dynamics
(51) force c+ν(k)nw1− T¯ to either converge to 0 or oscillate
about 0.
With the above in mind the impact of the constraints is
now easy to see. When T¯ > c+ N¯nw1 then the delay target
is hit at an aggregation level above N¯ . It can be seen that c+
ν(k)nw1−T¯ < 0 for all admissible ν(k) and so ν(k) increases
until it equals N¯ . When T¯ < c + nw1 then the target delay
is violated even when the aggregation level is the minimum
possible ν(k) = 1. It can be seen that c+ ν(k)nw1 − T¯ > 0
for all admissible ν(k) and so ν(k) decreases until it equals
1.
To establish stability we need to show that persistent oscil-
lations about c+ ν(k)nw1 − T¯ = 0 cannot happen. We have
the following lemma:
Lemma 2. Suppose gain 0 < K2 < 1 and initial condition
1 ≤ ν(1) ≤ N¯ . Then for the dynamics (51) we have: (i)
when c + nw1 < T¯ < c + N¯nw1 then ν(k) converges to
(T¯ − c)/(nw1), (ii) when T¯ ≥ c+ N¯nw1 then ν(k) converges
to upper limit N¯ and (iii) when T¯ < c + nw1 then ν(k)
converges to lower limit 1.
Proof. Case(i): c + nw1 < T¯ < c + N¯nw1. Try candidate
Lyapunov function V (k) = (c + ν(k)nw1 − T¯ )2/(nw1)2.
Letting ν∗ = (T¯ − c)/nw1 then this can be rewritten as
V (k) = (ν(k) − ν∗)2 and since c + nw1 < T¯ < c + N¯nw1
then 1 < ν∗ < N¯ . In addition, to take care of gain γ0(k)
we will show by induction that γ0(k) = 1. By assumption
1 < T¯ν(1)/(c + ν(1)nw1) ≤ N¯ and so γ0(1) = 1. Suppose
γ0(k) = 1. Substituting from (51) it follows that
V (k + 1) = (ν(k + 1)− ν∗)2
= (max{(1−K2 c+ ν(k)nw1 − T¯
c+ ν(k)nw1
)ν(k), 1} − ν∗)2
(a)
≤ ((1−K2 c+ ν(k)nw1 − T¯
c+ ν(k)nw1
)ν(k)− ν∗)2
= ((1−K2 (c− T¯ )/nw1 + ν(k)
c+ ν(k)nw1
nw1)ν(k)− ν∗)2
= (ν(k)−K2 ν(k)− ν
∗
c+ ν(k)nw1
nw1ν(k)− ν∗)2
(b)
= (1−K2 ν(k)nw1
c+ ν(k)nw1
)2V (k)
where (a) follows because ν∗ > 1. Since 0 < K2 < 2
and 0 < ν(k)nw1c+ν(k)nw1 < 1 it follows from (b) that 0 <
(1−K2 ν(k)nw1c+ν(k)nw1 )2 < 1 and so V (k+1) is strictly decreasing
unless V (k) = 0. Further, since K2 < 1 then ν(k + 1)
has the same sign as ν(k) i.e. ν(k + 1) > 0. Putting these
observations together, we have that ν(k + 1) is closer than
ν(k) to ν∗ < N¯ . Since ν(1) ≤ N¯ then ν(2) < N¯ , while
when ν(k) ≤ N¯ for k > 1 then ν(k + 1) < N¯ . So by
induction ν(k) ≤ N¯ for all k ≥ 1 and thus γ0(k) = 1 for
all k ≥ 1. Since V (k+ 1) < V (k) when V (k) > 0 then V (k)
decreases monotonically to 0 i.e. the system converges to the
point c+ ν(k)nw1 − T¯ = 0 as claimed.
Cases (ii) and (iii). When T¯ ≥ c + N¯nw1, respectively
T¯ < c + nw1, then c + ν(k)nw1 − T¯ < 0, respectively c +
ν(k)nw1 − T¯ > 0 for all 1 ≤ ν(k) ≤ N¯ . The stated result
now follows.
Note that while the above analysis makes use of time-
scale separation between z and ν so that z(k) = ν(k)W ,
in practice we observe that the system is well behaved even
when this assumption is violated and conjecture that Lemma
2 also applies in such cases.
2) Selecting Control Gain K2: Figure 10(a) plots the
measured step response of the system aggregation level as the
outer control gain K2 is varied. It can be seen that the rise time
falls with increasing gain, as expected. Although not shown
on the plot to reduce clutter, we observe that for K2 ≥ 1 the
response becomes increasing oscillatory suggesting that the
sufficient condition for stability K2 < 1 is in fact the stability
boundary. In the rest of the paper we select K2 = 0.2 as
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Fig. 10. (a) Impact of outer loop gain K2 on convergence time, (b) adapting
Ntarget to regulate delay to below T¯ as MCS is varied, (c), (d) send rate and
delay measurements corresponding to (b). Plots show average and standard
deviation over 10 runs for each value of gain. NS3, one client station, NSS=1,
T¯ = 2.5ms, N¯ = 48.
striking a reasonable compromise between responsiveness and
robustness to uncertainty.
Figures 10(b)-(d) illustrate the adaptation by the outer
feedback loop of Ntarget so as to regulate the delay about
the target value T¯ . Figure 10(b) plots the aggregation level vs
time, Figure 10(c) the send rate and Figure 10(d) the delay.
Measurements are shown for three MCS values. It can be
seen that as the MCS rate increases both the aggregation level
and send rate increase while the delay is maintained close
to the target value T¯ = 2.5ms7. This is as expected since
the mean delay is just the mean duration of a scheduling
round c + wTµN . As the MCS rate increases w decreases
and so the aggregation level µN can increase while keeping
product wTµN (which is the overall time to transmit the frame
payloads) unchanged.
We can quickly verify the measurements as follows. For the
network configuration in Figures 10(b)-(d) fixed overhead c is
around 200µs. MCS index 2 with NSS=1 corresponds data rate
87.7Mbps, the packet size l = 1500B, overhead loh = 48B and
from Figure 10(b) the aggregation level is approximately 16
packets, so wTµN = (1500+48)×8×16/87.7×106 = 2.3ms
and adding c to this gives T¯ = 2.5ms. Similarly, MCS index
4 with NSS=1 corresponds to a data rate of 175.5Mbps and
plugging this value into the previous expression along with
aggregation level 23 packets again gives wTµN = 2.3ms.
MCS index 9 with NSS=1 corresponds to data rate 390Mbps.
At this data rate we hit the limit N¯ = 48 packets before
delay target T¯ is reached (wTµN = 1.5ms when the rate
is 390Mbps and the aggregation level is 48 packets, adding
7The 802.11ac standard imposes a maximum frame duration of 5.5ms. In
these tests with a single client station we use a target delay of 2.5ms so as to
avoid hitting this upper limit on frame duration and thus allow the dynamics
of the feedback loop to be seen more clearly.
c = 200µs to this gives a delay of 1.7ms as can be seen in
Figure 10(d)).
VII. EXPERIMENTAL MEASUREMENTS
A. Hardware & Software Setup
1) NS3 Simulator Implementation: We implemented the
inner-outer controller in the NS3 packet-level simulator. Based
on the received feedbacks it periodically configures the send-
ing rate of udp-client applications colocated at a single
node connected to an Access Point. Each wireless station re-
ceives a single UDP traffic flow at a udp-server application
that we modified to collect frame aggregation statistics and
periodically transmit these to the controller at intervals of ∆
ms. We also developed a round-robin scheduler at the AP
with separate queue for each destination, and we added new
functions to let stations determine the MCS of each received
frame together with the number of MPDU packets it contains.
The maximum aggregation level permitted is Nmax=64. We
configured 802.11ac to use a physical layer operating over
an 80MHz channel, VHT rates for data frames and legacy
rates for control frames. The PHY MCS and the number of
spatial streams NSS used can be adjusted. As validation we
reproduced a number of the simulation measurements in our
experimental testbed and found them to be in good agreement.
The new NS3 code and the software that we used to perform
experimental evaluations are available open-source8.
2) Experimental Testbed: Our experimental testbed uses
an Asus RT-AC86U Access Point (which uses a Broadcom
4366E chipset and supports 802.11ac MIMO with up to three
spatial streams. It is configured to use the 5GHz frequency
band with 80MHz channel bandwidth. This setup allows high
spatial usage (we observe that almost always three spatial
streams are used) and high data rates (up to MCS 9). By
default aggregation supports AMSDU’s and allows up to 128
packets to be aggregated in a frame (namely 64 AMSDUs
each containing two packets).
A Linux server connected to this AP via a gigabit switch
uses iperf 2.0.5 to generate UDP downlink traffic to the
WLAN clients. Iperf inserts a sender-side timestamp into the
packet payload and since the various machines are tightly
synchronised over a LAN this can be used to estimate the one-
way packet delay (the time between when a packet is passed
into the socket in the sender and when it is received). Note,
however, that in production networks accurate measurement of
one-way delay is typically not straightforward as it is difficult
to maintain accurate synchronisation between server and client
clocks (NTP typically only synchronises clocks to within a few
tens of milliseconds).
B. Simulation Measurements
Figure 11 plots measured simulation performance of the
controller as the target delay T¯ is varied from 5-20ms, the
number of client stations is varied from 1 to 25 and for
two values of MCS rate. It can be seen that the controller
consistently regulates the delay quite tightly around the target
8Code can be obtained by contacting the corresponding author.
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Fig. 12. Managing an edge network using the nonlinear feedback controller.
The one-way delay and MCS values are averaged over 100ms intervals.
Experimental data.
value except when the aggregation level hits the specified
upper limit of 48 packets, as expected. Also shown on these
plots are the 75th percentile values. These mostly overlay the
mean values, indicating tight regulation of delay and rate.
C. Experimental Measurements
1) Single Station: Figure 1(b) plots typical a rate and delay
time-history measured in our experimental testbed with a
single client station. The rate is close to the maximum capacity
while the delay is maintained at a low value of around 2ms.
2) Multiple Stations: Figure 12 plots measured time histo-
ries with three client stations (two PCs and an android tablet).
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Fig. 13. Compare the performance of aggregation-based rate control algorithm
with TCP Cubic and BBR. The one-way delay in (b) is averaged over 100ms
intervals. Experimental data.
It can be seen from Figure 12(a) that the rates to the stations
quickly converge. Figure 12(b) shows the corresponding de-
lays, which are regulated around the target value of T¯ = 10ms,
although fluctuations due to MAC and channel randomness
can also be seen. Figure 12(c) shows the measured MCS rates
of the three stations, which reflect the radio channel quality
(a higher rate indicating a better channel) and it can seen
that PC2 has a significantly better channel than the two other
clients (it is located closer to the AP). Figure 12(d) shows the
measured aggregation levels, and since an equal airtime policy
is enforced by the controller it can be seen that the aggregation
level of PC2 is lower (since its MCS rate is higher).
3) Performance Comparison With TCP Cubic & BBR: We
briefly compare the performance of the aggregation-based rate
control algorithm with TCP Cubic [26], the default congestion
control algorithm used by Linux and Android. In addition, we
compare performance against TCP BBR [18] since this is a
state-of-the-art congestion control algorithm currently being
developed by Google and which also targets high rate and
low latency.
Since TCP Cubic is implemented on Android we use a
Samsung Galaxy tablet as client. However, TCP BBR is not
currently available for Android and so we use a Linux box
(Debian Stretch, 4.9.0-7-amd64 kernel) as the BBR client.
Figure 13 shows typical receive rate and one-way delay time
histories measured for the three algorithms. It can be seen
from Figure 13(a) that Cubic selects the highest rate (around
600Mbps) but from Figure 13(b) that this comes at the cost of
high one-way delay (around 50ms). This is as expected since
Cubic uses loss-based congestion control and so increases the
send rate until queue overflow (and so a large queue backlog
and high queueing delay at the AP) occurs. As confirmation,
Figure 13(c) plots the number of packet losses vs time and it
can be seen that these increase over time when using Cubic,
each step increase corresponding to a queue overflow event
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followed by backoff of the TCP congestion window.
BBR selects the lowest rate (around 400Mbps) of the three
algorithms, but surprisingly also has the highest end-to-end
one-way delay (around 75ms). High delay when using BBR
has also previously been noted by e.g. [27] where the authors
propose that high delay is due to end-host latency within
the BBR kernel implementation at both sender and receiver.
However, since our focus is not on BBR we do not pursue
this further here but note that the BBR Development team at
Google is currently developing a new version of BBR v2.
Our low delay aggregation-based approach selects a rate
(around 480 Mbps), between that of Cubic and BBR, consis-
tent with the analysis in earlier sections. Importantly, the end-
to-end one-way delay is around 2ms i.e. more than 20 times
lower than that with Cubic and BBR. It can also be seen from
Figure 13(c) that it induces very few losses (a handful out of
the around 4M packets sent over the 100s interval shown).
VIII. CONCLUSIONS
In this paper we consider the analysis and design of a
feedback controller to regulate queueing delay in a next gen-
eration edge transport architecture for 802.11ac WLANs. We
develop a simplified system model suited to control analysis
and design, validated against both simulation and experimental
measurements. Using this model we develop a novel nonlinear
control design inspired by the solution to an associated propor-
tional fair optimisation problem. The controller compensates
for plant nonlinearities and so can be used for the full envelope
of operation. The robust stability of the closed-loop system
is analysed and the selection of control design parameters
discussed. We develop an implementation of the nonlinear
control design and use this to present a performance evaluation
using both simulations and experimental measurements.
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