Inorganic Materials Synthesis Planning with Literature-Trained Neural
  Networks by Kim, Edward et al.
Inorganic Materials Synthesis Planning with Literature-Trained Neural Networks
Edward Kim,1 Zach Jensen,1 Alexander van Grootel,1 Kevin Huang,1 Matthew Staib,2 Sheshera Mysore,3
Haw-Shiuan Chang,3 Emma Strubell,3 Andrew McCallum,3 Stefanie Jegelka,2 and Elsa Olivetti1, ∗
1Dept. of Materials Science and Engineering, Massachusetts Institute of Technology, Cambridge, MA, USA
2Dept. of EECS and CSAIL, Massachusetts Institute of Technology, Cambridge, MA, USA
3College of Information and Computer Sciences,
University of Massachusetts Amherst, Amherst, MA, USA
(Dated: February 17, 2019)
Leveraging new data sources is a key step in accelerating the pace of materials design and discovery.
To complement the strides in synthesis planning driven by historical, experimental, and computed
data, we present an automated method for connecting scientific literature to synthesis insights.
Starting from natural language text, we apply word embeddings from language models, which are fed
into a named entity recognition model, upon which a conditional variational autoencoder is trained
to generate syntheses for arbitrary materials. We show the potential of this technique by predicting
precursors for two perovskite materials, using only training data published over a decade prior to
their first reported syntheses. We demonstrate that the model learns representations of materials
corresponding to synthesis-related properties, and that the model’s behavior complements existing
thermodynamic knowledge. Finally, we apply the model to perform synthesizability screening for
proposed novel perovskite compounds.
Recent advances in predicting material properties [1–
3], screening synthesizable compounds [4–6], and organic
reaction prediction [7–9] have been driven, in part, by the
accessibility of machine-readable datasets [10–12] and,
consequently, data-driven models. In stark contrast to
organic reaction databases [12], the overwhelming ma-
jority of inorganic synthesis knowledge lies locked within
the text of journal articles [13] and laboratory notebooks
[14]. While the latter has been shown as an effective
source for guiding successful syntheses, there is currently
no general framework for automatically drawing synthe-
sis insights from the literature at large.
Although scientific literature has previously been used
to illuminate patterns in nanoscale morphologies [13], de-
vice performances [15], and apparatus parameters [16],
each of these efforts have required tailored data repre-
sentations and algorithms. To rapidly translate literature
knowledge into synthesis planning resources without fine-
tuned adjustments, transfer learning across different ma-
terials systems is necessary [13]. Thus, leveraging data
from broad volumes of scientific literature is a critical
step towards capturing synthesis trends and extending
them to unknown materials.
In this work, we present an automated method for con-
necting scientific literature to insights for materials syn-
thesis planning. We show that an unsupervised condi-
tional variational autoencoder (CVAE) [17–19] can gen-
erate synthesis predictions for a variety of materials, in-
cluding materials unknown to the model. This CVAE
learns directly from the materials synthesis literature and
produces an internal representation of precursors which
corresponds to physical and chemical trends without re-
ceiving any explicit domain knowledge. We use the liter-
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ature knowledge captured by the CVAE to complement
first-principles techniques in materials screening tasks.
To accelerate the efforts of the materials science com-
munity, we open-source several key resources used in this
work [20]: We release context-sensitive embeddings from
language models (ELMo) that have been adapted for ma-
terials science text [21] along with a pre-trained FastText
word embedding model for materials science [22]. Each
of these embedding models has been trained on a collec-
tion of over 2.5 million materials science journal articles
[13, 23]. Finally, we provide over two hundred annotated
literature synthesis routes for named entity recognition
(NER) tasks, such as identifying reaction conditions and
materials.
Add → Mix → Heat 
Encoder
Latent Codes BiFeO3
Add → Mix → Heat 
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Encoder
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FIG. 1. Schematic diagram of the CVAE architecture. The
model consists of two joined CVAEs used for learning synthe-
sis actions and precursors, respectively. The Synthesis Action
CVAE learns distributions of synthesis actions sequences con-
ditioned on target materials. The Precursor CVAE learns dis-
tributions of precursor formulas conditioned on both a target
element and an encoded representation of the jointly-observed
synthesis action sequence. Target materials are represented
by FastText embeddings, and all other inputs to the model
are sequences of one-hot vectors.
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2We first describe our automated workflow. After a re-
current neural network [24] identifies synthesis sections
of journal articles, context-sensitive ELMo word embed-
dings are computed and passed into another recurrent
neural network which performs NER to identify precur-
sors, synthesis target materials, and synthesis actions.
Then, a CVAE model, shown in Figure 1, is trained to
learn representations of synthesis routes from the named
entities in an unsupervised manner. More details on
these methods are provided in the Supplementary Meth-
ods.
To maximize the opportunity for transfer learning of
synthesis trends, we choose a broad definition for synthe-
sis routes that requires minimal assumptions. For a given
target material m, a synthesis route Sim is a 2-tuple con-
sisting of a sequence of n synthesis actions (a1, a2, . . . , an)
acting on a set of l precursors {p1, . . . , pl},
Sim =
(
(ak)
n, {pj}l
)
(1)
and in general, a single target material m may have N >
1 valid synthesis routes and thus Sim represents the ith
valid synthesis route for m. We also define precursors p
as “element sources,” such that they are materials sharing
an element withm. The CVAE model is then constructed
to model the following distributions,
P((ak)n|θa,m) (2)
P (pj |θp, ej , (ak)n) (3)
where θa and θp are model parameters for the synthesis
action and precursor CVAEs, respectively, and ej is the
shared element between a precursor pj and target mate-
rial m (e.g., titanium).
Since CVAEs are generative models, novel synthesis ac-
tions and precursors can be generated by sampling from
a Gaussian prior distribution [17]. Critically, we repre-
sent m by FastText word embeddings which enable the
transfer of synthesis trends between existing and novel
materials by leveraging literature-based similarity.
TABLE I. Generated precursors for InWO3 and PbMoO3,
drawn from the CVAE model. The CVAE model was trained
on synthesis routes published during or before 2005. A more
detailed version is available in the Supplemental Results.
Target Material Precursors
In2S3 + WCl4
In(NO3)3 + WCl4
InWO3 In2O3 + WO2
In2O3 + WN
†InCl3 + Na2WO4
PbCl2 + MoCl2
PbMoO3 PbSO4 + MoCl2
‡PbO + MoO2
† Precursors match Kamalakkannan et al. (2016) [25].
‡ Precursors match Takatsu et al. (2017) [26].
To demonstrate the applicability of our CVAE method,
we construct a dataset of approximately 51,000 synthe-
sis action sequences and 116,000 precursors via a gen-
eral set of search terms (“perovskite + thermoelectric +
multiferroic + photovoltaic + solar + nano + cathode”)
and apply our neural network pipeline. We investigate
the effectiveness of the CVAE model in synthesis plan-
ning by performing a publication-year-split experiment,
where the model is trained only on syntheses published
prior to 2005 (∼2800 syntheses). We apply the model
in predicting precursors for materials that were unseen
during training, are computationally predicted as stable
perovskites [1], and only recently appear in the literature:
InWO3 and PbMoO3, first reported in 2016 and 2017,
respectively [25, 26]. Table I shows a report of the data
generated by sampling from the CVAE’s Gaussian prior
distributions, where the CVAE suggests the precursors
for both materials (see Table ?? for additional details).
The CVAE model is thus capable of predicting synthe-
sis precursors while relying only on literature knowledge
from more than a decade prior to the literature-reported
syntheses of these materials. Trial-and-error (or random)
precursor selection is substantially less efficient, as the
number of possible precursor sets for each material is in
the hundreds. Thus literature-driven models may greatly
accelerate future synthesis attempts of novel materials.
During the data generation process, the CVAE
model proposes several plausible syntheses beyond the
literature-matching samples. To the best of the authors’
knowledge, the only reported synthesis of InWO3 is via
a solution-phase route. However, the CVAE model sug-
gests that solid state synthesis of InWO3 may be possi-
ble, using In2O3 and either WO2 or WN as precursors.
Such syntheses may be feasible, as they are thermody-
namically favorable (using data at 0 K and 0 atm from
OQMD) [10]:
In2O3 + 2WO2 −→ 2InWO3 + 2O2
∆H = −158 kJ/mol
In2O3 + 2WN −→ 2InWO3 + N2
∆H = −930 kJ/mol
We do note, however, that these simple thermodynamic
analyses can only be used as rough guidelines. Besides
the limitations of estimating an overall thermochemical
reaction for the synthesis, along with extrapolation from
STP conditions, kinetic effects are not considered here.
Indeed, while it is common to mix binary oxide precursors
in solid state syntheses of ternary (or quaternary, etc.)
oxides, the use of nitride precursors is far less common
due to the high bond energies of many nitride compounds
[27]. To achieve a clearer understanding of kinetic effects,
experimental verification would be required alongside a
model which incorporates reaction conditions (e.g., tem-
peratures), and this is an area for future work.
In the suggested recipes for PbMoO3, the CVAE model
suggests a solution-phase route using PbSO4 and MoCl2,
both of which are soluble under acidic conditions. This
may provide another viable path towards synthesizing
3PbMoO3, which has only been realized so far by solid
state synthesis methods [26]. Thus, the CVAE may be
used as a source of suggestions for synthesis planning, al-
though we stress that these suggestions still need human
evaluation, further analysis, and cannot be applied “out
of the box.”
Despite the fact that chemical knowledge is never given
to the CVAE model, solubility rules emerge from the
model results. To demonstrate this, we generate W-
bearing precursors for InWO3 conditioned on two rep-
resentative action sequences sampled from the Synthesis
Action CVAE: A solid-state synthesis (mix, grind, cal-
cine, press, sinter, cool) and a solution-phase synthesis
(add, dissolve, stir, heat, wash, dry). Following this, we
generate 10,000 CVAE-suggested precursors. The most
common W-bearing precursor generated for the solid-
state synthesis is the water-insoluble WO3, while the the
most common precursor generated for the solution-phase
synthesis is the highly-soluble Na2WO4. The differences
of these precursor likelihoods in each case is substantial,
with −16% and +21% changes to the likelihoods of the
CVAE suggesting WO3 and Na2WO4, respectively, when
switching from conditioning on solid-state to solution-
phase synthesis actions.
This effect of learning precursor trends from the lit-
erature is further demonstrated upon inspecting latent
codes learned by the model. Since the CVAE learns
conditional distributions, the input precursors are pro-
jected into a degenerate latent space, where the degen-
eracy is split by the conditional input received by the
decoder. By investigating several examples (see Fig-
ure ??), we find that the CVAE learns to group pre-
cursors with similar synthesis-relevant properties, includ-
ing insoluble binary oxides, water-soluble polyanion com-
pounds, and pure/alloyed metals. This suggests that the
CVAE model is capable of capturing chemical intuition
and composition-driven similarity solely by joint observa-
tions of precursors, synthesis actions, and target materi-
als. Despite the lack of “negative” data in the literature,
the diversity of published synthesis literature is sufficient
to drive the CVAE model in learning meaningful repre-
sentations of precursors.
To emphasize the particular nature of synthesis plan-
ning via a literature-trained model, we contrast suggested
precursors by the CVAE model with thermodynamic sta-
bility computations from OQMD [10]. Figure 2a shows
a graph representation of the chemical space spanned
by all CVAE-suggested precursors, where graph vertices
are precursors and graph edges represent thermodynamic
two-phase equilibria [28]. Clearly, the CVAE is not sim-
ply suggesting all thermodynamically-viable precursors,
as there is a substantial set of precursors never suggested
by the CVAE (blue vertices versus red vertices). Indeed,
the CVAE has filtered precursors from a set of 73 possi-
ble precursors to only 27. Additionally, Figures 2b and 2c
show that the CVAE is not selecting precursors in cor-
respondence with isolated thermodynamic metrics: the
CVAE’s suggestions are explained neither by thermody-
namic reactivity (i.e., the number of relevant two-phase
equilibria with respect to other precursors) nor individ-
ual precursor stability (i.e., formation energy). This sug-
gests that there is a meaningful difference between the
thermodynamically-driven and literature-driven synthe-
sis planning methods. While the former probes the realm
of physical possibility, the latter emphasizes practical
choices and historical trends.
We next train the CVAE model on our full dataset,
using no publication-year cutoffs. To investigate the
capability of the model for suggesting syntheses of a
novel, never-before-synthesized material, we consider
novel ABO3 perovskite materials proposed by Balachan-
dran et al. [29]. These proposed perovskites have not pre-
viously been synthesized, and have high thermodynamic
stability as measured by energy differences against their
convex hulls. We note that ABO3 perovskites are used
here as a representative example due to their chemical
variety and diverse range of properties, but the CVAE
model does indeed generalize to other categories of ma-
terials (see Table ??).
HgZrO3 is one such example of a thermodynamically
stable, unsynthesized perovskite material [29], and we
perform synthesis predictions using the CVAE model (see
Table ??). We find that the CVAE proposes solid-state
syntheses which appear to be thermodynamically reason-
able:
HgO + ZrC + 2O2 −→ HgZrO3 + CO2
∆H = −1340 kJ/mol
HgO + ZrO2 −→ HgZrO3
∆H = −0.29 kJ/mol
Again, we emphasize that thermodynamic analyses are
often insufficient to evaluate reaction plausibility. As an
additional utility for evaluating generated synthesis pa-
rameters, we develop a similarity metric based on the la-
tent codes learned by the CVAE. By measuring nearest-
neighbors of latent codes for the recipe using mercuric
oxide and zirconium carbide, we find that the two closest
literature recipes are for solid-state syntheses of SrZrO3
and BaAl2O4 (see Figure ??). Besides providing insight
into which observed literature examples “inspired” this
particular prediction, we are also led to further insights
on precursor selections. ZrC is an uncommon choice of
precursor, but carbonate precursors are readily used in
solid-state syntheses. Indeed, both of the near-neighbor
syntheses for HgZrO3 use carbonate precursors rather
than carbides.
While similarity methods have previously been pro-
duced for materials (e.g., based on crystal structures)
[30], the CVAE incorporates synthesis knowledge to pro-
duce a distinct measure of similarity. Indeed, from
a structural point of view, it would not be expected
that SrZrO3 and BaAl2O4 should have high similar-
ity to HgZrO3, since all three materials form ground-
4a b cAc-As-C-Cl-Cu-H-In-N-Na-O-S-Se-Si-W
FIG. 2. Graph representation of a phase diagram for InWO3 precursor chemical space [28], using data from 1000 precursor sets
generated by the CVAE. a) Zoomed-in view of phase diagram graph for the 14-element chemical system. Red (n = 27) and
blue (n = 46) colored nodes are precursors for InWO3 (i.e., materials containing In or W), and all other material nodes are
black (n = 198). Red nodes are suggested at least once by the CVAE, and blue nodes are never suggested by the CVAE. Graph
edges represent two-phase equilibria, as determined by OQMD [10, 28], and node sizes are proportional to node degree. b)
Distributions of graph node degrees (i.e., number of two-phase equilibria) for CVAE-suggested and non-suggested precursors.
c) Distributions of formation energies for CVAE-suggested and non-suggested precursors.
state structures in different crystal systems (orthorhom-
bic, hexagonal, and cubic, respectively).
Moreover, rather than measuring similarity against
entire materials, the CVAE-based metric operates at
the level of individual reported (or generated) synthesis
routes. Since nearest-neighbor search is computationally
inefficient in high dimensional spaces, the dimensionality
reduction imposed by the CVAE enables this “latent cita-
tion” model to be used as a rapid, data-driven synthesis
planning method.
Finally, we present results for synthesis screening us-
ing the CVAE model to suggest syntheses for numerous
ABO3 suggested by Balachandran et al. [29]. The CVAE
was used to generate syntheses with ten data generation
attempts per compound, and only compounds which had
at least one suggested synthesis route with commercially-
available precursors were considered to have passed the
test, which is the same criterion used by Segler et al. [7]
to evaluate retrosynthetic routes for organic molecules.
Figure 3 shows a grid of possible A-site and B-site
atoms for ABO3 perovskite materials, with screened com-
pounds represented by highlighted combinations of A-
site and B-site atoms. While a joint machine learning
and density functional theory method [29] selects a set of
materials which are thermodynamically stable in the per-
ovskite form, the further-imposed synthesis screening se-
lects a subset that is most readily synthesizable based on
existing literature knowledge. From a set of 83 proposed
ABO3 perovskite compounds, the CVAE has selected a
subset of only 19.
The CVAE model, combined with the rest of our neu-
ral network workflow, enables a new axis of synthesis
screening which complements existing domain knowledge
[5, 29]. By incorporating and extending patterns in his-
torical literature, materials which are theoretically syn-
thesizable can be rapidly and automatically filtered by
their practical synthesizability. While the methods pre-
FIG. 3. Unsynthesized ABO3 perovskite compounds, labelled
by their A-site and B-site elements. Colored-in squares are
perovskites predicted to be stable [29]. Red and blue colors
correspond to compounds which passed or failed the CVAE
screening, respectively.
sented in this paper are applicable to various materials
systems and synthesis methods, we recognize that our
broad representation of synthesis routes omits informa-
tion such as temperatures, solvents, and morphologies,
and additionally assumes that there is a one-to-one re-
lation between elements in precursors and targets. We
thus believe that promising future work lies in the di-
rection of generative models with narrower scope, but
finer-grained detail. For example, limiting the dataset to
solvothermal syntheses may facilitate prediction of sol-
vent choices, solvothermal reaction temperatures, and
5dwell times. This additional domain knowledge may be
incorporated by filtering proposed synthesis parameters
[7] or constraining model outputs [31]. Motivated by
these possibilities, our open-source NER annotations in-
clude the necessary labels (e.g., reaction conditions) to
enable these future studies.
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