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We study the strong coupling dynamics as well as transport properties of photons in the two-
bath spin-boson model, in which a spin-1/2 particle is frustratingly coupled to two independent
Ohmic bosonic baths. Using a combination of numerical and analytical methods, we show that the
frustration in this model gives rise to rich physics in a very wide range of energies. This is in contrast
to the one-bath spin-boson model, where the non-trivial physics occurs at an energy scale close to
the renormalized spin frequency. The renormalized spin frequency in the two-bath spin-boson model
is still important, featuring in different observables, including the non-equiblirum dynamics of both
the spin and the baths along with the elastic transport properties of a photon. The latter however
reveals a much more complex structure. The elastic scattering displays non-monotonic behavior at
high frequencies, and is very different in the two channels: intra- and inter-bath scattering. The
photon can also be inelastically scattered, a process in which it is split into several photons of smaller
energies. We show that such inelastic processes are highly anisotropic, with the outgoing particles
being preferentially emitted into only one of the baths. Moreover, the inelastic scattering rate is
parameterically larger than in the one-bath case, and can even exceed the total elastic rate. Our
results can be verified with state-of-the-art circuit and cavity quantum electrodynamics experiments.
Introduction.—The spin-boson model, a paradigmatic
model of open quantum systems, describes a single spin-
1/2 coupled to an environment consisting of a continuum
of non-interacting harmonic oscillators [1, 2]. It is also
a ubiquitous quantum impurity model, representing var-
ious physical and chemical systems ranging from noisy
quantum dots [3] and magnetic defects in solids to quan-
tum emitters in biological systems [4]. The spin-boson
model is particularly known for its critical behavior [5],
exhibiting an extensively studied quantum phase transi-
tion at strong coupling [6–10]. More recently, it has also
been used to understand and model ultrastrong light-
matter interaction [11–14] and has been experimentally
realized with superconducting quantum circuits [15, 16].
In this work, we study a generalization of the spin-
boson problem, originally introduced in Refs. [17, 18],
where the spin is coupled to two independent bosonic
baths via two non-commuting operators. The Hamilto-
nian is (h¯ = 1)
(1)
Hˆ = −∆
2
σˆz +
∑
i=x,y
∑
k
ωkaˆ
†
k,iaˆk,i
+
∑
i=x,y
σˆi
2
∑
k
gk,i(aˆ
†
k,i + aˆk,i),
where σˆβ are the Pauli matrices, aˆk,x, aˆk,y are the bosonic
annihilation operators of the two baths with energies ωk
and couplings gk,x, gk,y, respectively. ∆ is the energy
splitting of the spin. The couplings to the baths are
characterized by the two (i = x, y) spectral functions
Ji(ω) = pi
∑
k g
2
k,iδ(ωk − ω), which we take to be Ohmic:
Ji(ω) = 2piαiω, 0 < ω < ωc. Here, αi are the di-
mensionless coupling constants, and ωc is an ultraviolet
cutoff. When one of the αi is zero, Eq. (1) reduces to the
single-bath spin-boson model (hereafter SBM1), whereas,
for the rest of the paper, we assume the couplings are
equal (αx = αy ≡ α), which we denote SBM2.
This model, originally introduced in the context
of quantum impurities in magnetically ordered back-
grounds, shows peculiar phenomena which the authors
of Ref. [17] named “quantum frustration of decoherence”.
The competing nature of the two baths leads to the ab-
sence of the Kosterlitz-Thouless phase transition, which
occurs in SBM1 at large coupling [17, 19]. This can be
seen from the Mermin-Wagner theorem together with the
U(1) symmetry of SBM2, which amounts to a simulta-
neous rotation of the spin and the baths in the xy plane
[18, 20]. It can also be understood by considering the
effect of the high-frequency modes on the spin transition
frequency. Using a renormalization group (RG) proce-
dure [18], a renormalized spin frequency ∆R for SBM2
can be implicitly defined by
∆R =
∆
1 + 2α log(ωc/∆R)
, (2)
which is finite for any finite coupling constant α. On the
other hand, for SBM1, the renormalized frequency, given
by ∆R = ∆(∆/ωc)
α/(1−α) [1], becomes zero at a finite
value of αc = 1, signaling the phase transition. It was
also predicted [17, 18] that the spin dynamics in SBM2
does not exhibit the underdamped-to-overdamped transi-
tion, which is a well-known feature of SBM1 [1]; instead,
spin dynamics remains underdamped even at strong cou-
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2plings. This effect has since been studied in a number
of other models [21–24] ranging from impurities in spin
baths [25] to polymeric solar cells [26].
In this paper, we use matrix-product-state (MPS)
numerics together with field-theoretical calculations to
study quench dynamics and transport of a single photon
in SBM2. This is motivated in part by rapid advances
of quantum simulators, especially superconducting quan-
tum circuits [27, 28], where such measurements can be
performed. We find that the spin dynamics and the
steady-state spectrum of the baths following a quantum
quench, as well as the elastic scattering, all show features
at a frequency matching the RG prediction of Eq. (2).
More interestingly, SBM2 gives rise to drastically dif-
ferent physics than SBM1, showing an elastic response
at high frequencies ω  ∆R, and highly anisotropic in-
elastic scattering that is also parametrically larger and
persists at much higher frequencies than in SBM1. This
study provides new understanding of the frustration of
decoherence effect: in SBM1, the spin effectively couples
strongly only to bosons near ∆R, whereas the frustration
in SBM2 makes the spin effectively couple strongly to
energies much higher than ∆R as well.
Quench dynamics.—We begin by studying the
nonequilibrium dynamics of SBM2 starting from both
baths in vacuum. It is useful to first consider the weak-
coupling regime, where analytical solutions can be ob-
tained. Within a Born-Markov approximation, the spin
coherences are [29] ρ↑↓(t) = c−eλ−t + c+eλ+t, where
c± encode the initial conditions, λ± = − Im(∆˜) ±√
|β|2 − Re(∆˜)2, ∆˜ = ∆ + Γx + Γy, β = i(Γ∗x − Γ∗y),
and Γi = Γ(∆, αi, ωc) are complex functions provided
in the Supplemental Material (SM) [29]. While this so-
lution is only valid at very small couplings α, it pro-
vides some intuition for the possible dynamics. It admits
underdamped (λ± complex) and overdamped (λ± real)
dynamics. This agrees qualitatively with more sophisti-
cated treatments of SBM1, where the transition between
the two regimes occurs at α ≈ 1/2 [1]. On the other
hand, for the symmetric SBM2 (α = αx = αy), we have
Γx = Γy (this holds even if the two baths start in the
same non-vacuum state [29]), and hence β = 0, which
suggests that the dynamics remains underdamped at all
α.
To go beyond the weak-coupling regime, we employ
MPS tools together with a mapping based on orthogonal
polynomials [30, 31] that transforms Eq. (1) into a one-
dimensional tight-binding model with only local interac-
tions (see SM for more details [29]). In Fig. 1(a), we show
the time evolution of 〈σˆx(t)〉 starting from a product state
(see caption of Fig. 1). We see that the dynamics remains
underdamped even at the strongest coupling we explore,
which is deep in the overdamped regime of SBM1. In
addition to the slow oscillations at ∆R, Fig. 1(a) also
shows, at short times, small high-frequency oscillations
(b)
(a)
0.0 2.5
ω/∆
0
100
200
ω
c
t
α = 0.04
0.0 2.5
ω/∆
α = 0.34
0.0 2.5
ω/∆
α = 0.63
0
2
5
7
0
3
5
8
0
5
10
15
0 100 200 300 400 500
ωct
−0.5
0.0
0.5
〈σ
x
(t
)〉
α = 0.04
α = 0.13
α = 0.21
α = 0.34
α = 0.63
α = 0.8
FIG. 1. Non-equilibrium quench dynamics of SBM2 starting
from a product state with both baths in vacuum and the spin
in |↑〉+e
ipi/4|↓〉√
2
. Other initial states in the xy plane give qual-
itatively similar behavior. (a) The time evolution of 〈σˆx(t)〉
for different values of α. (b) The average occupation of bath
modes ni(ω = ωk) =
〈
aˆ†k,iaˆ
†
k,i
〉
for three different α (nx = ny
since αx = αy). The baths have a linear dispersion ωk = |k|.
The dashed vertical lines correspond to ∆R from Eq. (2). The
cutoff is ωc = 10∆.
(with characteristic frequency ∼ ωc
√
α [32]), which be-
come more significant as α increases. This is consistent
with earlier numerical studies [32] that reported similar
behavior with a spectral function with a sharp cutoff.
In contrast to these earlier works, our method gives
access to not only the spin, but also the bath dynamics.
In Fig. 1(b), we show the time evolution of the mode
occupation of the baths for three representative values
of α. Similarly to SBM1, at early times, the modes os-
cillate with frequency ∼ ω [33]. These oscillations be-
come damped, due to the spin-induced interactions, and
at long times the baths reach a steady-state with spec-
tra that are peaked at a frequency that is in excellent
agreement with ∆R in Eq. (2).
Elastic scattering.— Having access to the bath dynam-
ics allows us to consider a more interesting experiment–
σ  y
σx
FIG. 2. Schematic of a real-space model for SBM2, where each
bath describes 1D propagating photons that couple locally to
the spin.
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FIG. 3. Numerical (top row) and analytical (bottom row) elastic scattering coefficients for SBM2, as a function of the incoming
frequency ω and coupling constant α. The red dashed line corresponds to ∆R from Eq. (2). The cutoff is ωc = 10∆. The
oscillating behavior in the numerical plots at large α is a finite-size effect due to the scattering being very broad in space-time.
the propagation of photons. While our methodology
and results apply to any real-space representation of the
Hamiltonian in Eq. (1), for concreteness we consider the
setup in Fig. 2, in which a spin is locally coupled to
two one-dimensional fields of propagating photons with
ωk = |k|. These could represent two superconducting
transmission lines [11] and the spin degree of freedom
can be a qubit that is coupled capacitively to one trans-
mission line and inductively to the other [34]. The system
introduced in Ref. [35], consisting of a qubit coupled to
two different polarizations of a coupled cavity array, can
realize SBM2 provided the cavity frequencies and hop-
pings are carefully chosen [29].
We consider a photon initially in the x bath, that
can scatter elastically in four different ways, as shown
in Fig. 2. We create a broad-in-frequency wavepacket
on top of the ground state of the combined system, and
evolve it for time sufficiently long so that the scattering
process has ended (see SM for more details [29]). From
the resulting state, we extract the elastic probabilities
[36], shown in the top row of Fig. 3, as a function of the
incoming frequency ω and coupling constant α.
In order to gain analytical insight into the problem we
use the fact that the elastic S-matrix can be written in
terms of spin susceptibilities [13, 16, 37, 38]. For the
setup in Fig. 2 we find [29]
rαβ(ω) = −i2piαωχαβ(ω), tαβ(ω) = δαβ +rαβ(ω), (3)
where the spin susceptibilities χαβ(ω) are given by the
Fourier-transformed retarded Green’s function
χαβ(ω) = − i
4
∫ ∞
0
dteiωt 〈[σˆα(t), σˆβ(0)]〉 , (4)
evaluated in the ground state. We use an Abrikosov
psuedo-fermion representation of the spin to perturba-
tively compute Eq. (4) using diagrammatics. We com-
pute the correlation functions to leading order in the
spin-boson coupling and use the Dyson’s equation to re-
sum all disconnected leading-order diagrams. We then
use the Callan-Symanzik equation together with the RG
flow equations from Refs. [17, 18] to improve upon the
perturbative results, which yields (see SM for derivation
[29])
χxx(ω) =
(−∆ + ipiαω)/2
∆2 + ω2
[
pi2α2 +
(
1 + 2α log
(
ωc
ω
))2]− i2piα∆ω ,
(5)
χxy(ω) =
−iω(1 + 2α log(ωc/ω))/2
∆2 + ω2
[
pi2α2 +
(
1 + 2α log
(
ωc
ω
))2]− i2piα∆ω .
(6)
These forms for the susceptibility have a peak near ∆R
with a width of order τ−1 ∼ α∆R, where τ is the lifetime
of a spin excitation. At small α, both expressions reduce
to narrows peaks at ∆, since ∆R → ∆ and τ−1 → 0
for α → 0. The resulting transmission and reflection
probabilities are shown in the bottom row of Fig. 3.
We find excellent qualitative agreement between the
numerical and analytical results, particularly in the ω .
∆R regime. At very small α, we have the standard situa-
tion in quantum optics and few-level-impurity problems
[39], where only photons at ω ≈ ∆ are coupled to the spin
and experience scattering, being equally split among the
four channels in Fig. 2, and the rest are simply transmit-
ted. As α is increased, this transitions into a many-body
resonance that is in good agreement with ∆R (red dashed
4lines in Fig. 3). Surprisingly, we find that at large α there
is very little transmission, even for ω  ∆R. More so,
the intra-bath reflection |rxx(ω)|2 shows a non-monotonic
behavior at large α (α & 0.3) for ω > ∆R, where for fixed
α the reflection first decreases away from the resonance
peak but then starts to increase again. This peculiar
behavior of txx(ω), rxx(ω) can be attributed to the fact
that at large α and ω  ∆R, χxx(ω) from Eq. (5) de-
cays very slowly ∼ ω−1 log−2(ω−1). For ω  ∆R, Fig. 3
instead shows perfect transmission for all α, indicating
that modes with frequencies smaller than ∆R are effec-
tively uncoupled. This regime is therefore qualitatively
similar to that of SBM1 [1] and the Kondo problem [40].
In contrast, the ω  ∆R regime in SBM2 is drastically
different than in SBM1, where photons away from the
corresponding ∆R resonance are mostly transmitted, in
accordance with the intuition above (see SM for a more
detailed comparison with SBM1 [29]). The departure
from this simple intuition is even more pronounced in
the inter-bath transmission |tyx(ω)|2, where the ∆R res-
onance becomes extremely broad on the ω > ∆R side
(note that χxy(ω) [Eq. (6)] approaches a constant for
ω  ∆R). All this implies that the spin itself has a large
spectral weight at these very high frequencies, in contrast
to the single-bath case.
The inter-bath scattering probability also shows the
largest disagreement between the numerical and analyti-
cal results, with the analytics incorrectly suggesting that
|tyx(ω)|2 increases as both ω and α are increased away
from the ∆R resonance. The numerics rather show that
|tyx(ω)|2 approaches zero for very large ω and α. As we
discuss in the next section, this discrepancy is due to
the lack of certain kind of O(α2) diagrams in the sus-
ceptibility calculation and is related to the presence of
substantial inelastic scattering.
Inelastic scattering.—As is already known from SBM1
[13], at strong couplings, there is a significant probability
of number-non-conserving inelastic processes. Conserva-
tion of probability implies that |txx(ω)|2 + |rxx(ω)|2 +
2|tyx(ω)|2 = 1 − γ(ω) where nonzero γ(ω) signifies that
the initial x photon of energy ω can be inelastically scat-
tered into multiple photons of smaller energies. Direct
computation using Eqs. (3), (5) and (6) yields γ(ω) = 0,
which is certainly incorrect. In fact, the numerical plots
in Fig. 3 show that the total inelastic scattering rate can
be as large as γ(ω) ≈ 0.6 (for ω & ∆ and α & 0.8). In
those regimes, an initial photon is therefore more likely
to be inelastically scattered than elastically. Since the
scattering process cannot change the state of the spin,
the leading-order inelastic process involves four (one in-
coming and three outgoing) photons and is therefore of
order α2 [13]. It is precisely those diagrams which are
missing in the susceptibilities in Eqs. (5) and (6).
To get a deeper understanding of the inelastic scatter-
ing, we perform additional numerical simulations, with
narrower wavepackets, in order to probe the dependence
FIG. 4. Numerically computed total number of elastic (top)
and inelastic (bottom) particles produced in each bath as
function of α for six different incoming wavepackets. The
incoming single-particle wavepackets are Gaussians centered
at ω¯in with a standard deviation of 0.2∆. The cutoff is
ωc = 10∆.
of the outgoing particles on the energy of the incoming
photon. After the scattering event, we record the total
number of elastically and inelastically scattered photons
in each bath [29], shown in Fig. 4 for six wavepackets with
different mean energy. The first observation from Fig. 4
is that the number of inelastic photons can easily exceed
the number of elastic photons. This is consistent with
our earlier estimate that γ(ω) can exceed 0.5. It is how-
ever far from obvious or expected, as it is very different
from the behavior of SBM1, where the inelastic scatter-
ing, while non-negligible, is far less important than the
elastic scattering (see SM [29]).
Even more striking, the inelastic emission is highly
anisotropic, giving rise to significantly more y photons
than x photons, for an initial x wavepacket. As we have
already alluded to, the four leading-order inelastic pro-
cesses are x → {xxx, yyy, xxy, xyy}. We denote the
probability of these processes by γµ1µ2µ3(ω1, ω2, ω3;ω)
where µi specifies the type of the outgoing photon (x or
y) and ωi its frequency. Energy conservation constrains
ω1 +ω2 +ω3 = ω. Due to the U(1) symmetry, these four
probabilities arise from only two diagrams, to leading or-
der [29].
Interestingly, we find that the leading-order expression
for γxxx exactly matches that of SBM1, as reported in
Ref. [13]. On the other hand, the all-y emission, γyyy,
is elegantly related to γxxx via γyyy = γxxx
ω2
∆2R
to lead-
ing order. This demonstrates that an incoming x photon
with energy ω > ∆R is more likely to be inelastically scat-
tered into three y photons, as opposed to three x photons.
5The third process satisfies γxxy = γxxx
ω23
∆2R
to leading
order. Thus, it is more likely to occur than γxxx pro-
vided that the energy of the y photon satisfies ω3 > ∆R.
However, it is far less likely compared to γyyy because if
ω3 ≈ ω, energy conservation would require ω1 ≈ ω2 ≈ 0
and this would highly suppress its probability. The re-
maining process, γxyy, does not have a simple relation
to the other three. We have nevertheless verified, by di-
rect numerical integration, that its total cross-section is
of the same order as the one for γxxy, and both of these
are significantly less important than γyyy. In short, all
this demonstrates that in the regime ω  ∆R, the inelas-
tic scattering dominantly proceeds from one bath to the
other. This agrees qualitatively with Fig. 4, since even
the smallest energy wavepacket (ω¯in/∆ = 0.5) is in the
regime of ω > ∆R for α & 0.2 (see Fig. 3). In fact, for
almost all the wavepackets and the range of α in Fig. 4,
we have ω  ∆R.
Finally, the last unexpected result in Fig. 4 is that
the number of inelastically produced photons has not yet
reached its maximum as a function of ω¯in, for all values
of α, even in the regime ω¯in  ∆R. Note that in SBM1,
the inelastic rate peaks at c∆R where c is some constant
of order 1 [13, 41] (c = 2 at α = 0.5 in SBM1; see also SM
[29]). We expect nonetheless that γ(ω) would eventually
peak and go to zero as ω →∞. From extrapolating our
numerics and from our analytical expressions, we con-
jecture that γ(ω) may peak near ω ∼ ωc or beyond. Of
course, the exact physics at those extremely high energies
is nonuniversal and would depend on the actual behavior
of the spectral function in a given physical system.
Summary and outlook.—In this paper we studied the
quench dynamics and the propagation of photons in
SBM2, with a focus on experimentally relevant observ-
ables that can be probed with state-of-the-art quantum
simulators. We found that SBM2 exhibits extremely rich
physics in a wide range of energies. Our results can be
put in context of the frustration-of-decoherence effect,
suggesting that the frustration not only impacts spin
decoherence, but also makes the spin effectively couple
strongly to photons in a very wide range of energies–
thus making the spin delocalized in frequency space. Fu-
ture theoretical work may investigate the super- and sub-
Ohmic regimes of SBM2, regimes to which our numerical
and analytical frameworks can be immediately applied.
It would also be interesting to consider the asymmetric
SBM2 where both coupling constants αx, αy are large but
unequal.
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I. RENORMALIZED SPIN FREQUENCY
In this section, we reproduce the derivation [S1] of the crossover energy scale between weak and strong coupling,
the equivalent of the Kondo temperature, which we associate with the renormalized spin frequency ∆R in Eq. (2) in
the main text.
We employ the renormalization group (RG) procedure as used in Ref. [S1]. Let us denote the cutoff at some energy
scale l by Λ(l) (such that Λ(0) ≡ ωc is the original cutoff of the problem). The RG procedure consists of integrating
out the high-energy modes, and thus redefining the cutoff from Λ to Λ− dΛ. This leads to the RG flow equations for
the coupling constants α and h ≡ ∆/Λ [S1] (that can also be derived from perturbation theory in α)
dα
dl
= −2α2, (S1)
dh
dl
= (1− 2α)h, (S2)
where dl = −dΛ/Λ, which implies that l = log(ωcΛ ).
The equation for α can be readily solved,
(S3)α(l) =
α(0)
1 + 2lα(0)
.
Plugging Eq. (S3) into the differential equation for h we find
h(l) =
el∆/ωc
1 + 2α(0)l
. (S4)
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2Note that both the cutoff Λ and ∆ are decreasing as function of l. Equivalently, h increases from its initial value
of h(0) = ∆/ωc. Eventually, we have h(l
∗) ≈ 1, which occurs when ∆(l∗) ≡ ∆R = Λ(l∗), and hence the RG breaks
down. The energy scale corresponding to this is l∗ = logωc/∆R. Plugging this into Eq. (S4) gives Eq. (2) from the
main text,
∆R =
∆
1 + 2α log(ωc/∆R)
. (S5)
This differs from the result presented in Refs. [S1, S2] in that we kept the ∆R on the right-hand-side (whereas these
references approximated it by ∆) as it agrees better with the numerical results.
As we show later in Sec. V, we also reproduce exactly this equation by applying the Callan-Symanzik equation to
the bare Green’s function of the spin.
II. DERIVATION OF THE BORN-MARKOV MASTER EQUATION
In this section, we derive the Born-Markov master equation for SBM2 and solve for the time evolution of the spin
coherences given in the main text.
Given a system+bath Hamiltonian of the form
(S6)Hˆ = HˆS + HˆB + Hˆint,
the general form of the Born-Markov master equation for the reduced density matrix of the system ρˆ(t) is given by
[S3]
(S7)
dρˆ(t)
dt
= −i
[
HˆS , ρˆ(t)
]
−
∑
α
{[
Sˆα, Bˆαρˆ(t)
]
+
[
ρˆ(t)Cˆα, Sˆα
]}
,
where the coupling of the system to the environment is given by
(S8)Hˆint =
∑
α
Sˆα ⊗ Eˆα,
where Sˆα, Eˆα are system and bath operators, respectively. The remaining quantities appearing in Eq. (S7) are defined
as follows:
Bˆα ≡
∫ ∞
0
dτ
∑
β
Cαβ(τ)Sˆ(I)β (−τ),
Cˆα ≡
∫ ∞
0
dτ
∑
β
Cβα(−τ)Sˆ(I)β (−τ),
(S9)
where the operators in Eq. (S9) are in the interaction picture with respect to the system and bath Hamiltonians
HˆS + HˆB , and Cαβ(τ) is the bath self-correlation function defined as
(S10)Cαβ(τ) ≡
〈
Eˆα(τ)Eˆβ
〉
ρˆB ,
where the average is taken with respect to the initial state of the environment ρˆB .
For SBM2, we have
HˆS =− ∆
2
σˆz, (S11)
HˆB =
∑
k
ωkaˆ
†
x,kaˆx,k +
∑
k
ωkaˆ
†
y,kaˆy,k, (S12)
Hˆint = σˆx
2
⊗
∑
k
gx,k(aˆ
†
x,k + aˆx,k) +
σˆy
2
⊗
∑
k
gx,k(aˆ
†
y,k + aˆy,k), (S13)
3with spectral functions
Ji(ω) = pi
∑
k
g2i,kδ(ω − ωk). (S14)
The bath correlation functions in the case when the baths are initially in a thermal state with inverse temperature
βi (i = x, y) are
Cii(τ) =νi(τ)− iηi(τ), (S15)
νi(τ) =
∫ ∞
0
dω
Ji(ω)
pi
coth
(
ωβi
2
)
cos(ωτ), (S16)
ηi(τ) =
∫ ∞
0
dω
Ji(ω)
pi
sin(ωτ). (S17)
Thus, the master equation is
(S18)∂tρˆ(t) = −i
(
Hˆnhρˆ(t)− ρˆ(t)Hˆ†nh
)
+
γx
2
D(σˆx)ρˆ(t) + γy
2
D(σˆy)ρˆ(t)−
Υx −Υ∗y
4
σˆyρˆ(t)σˆx − Υ
∗
x −Υy
4
σˆxρˆ(t)σˆy,
where D(Aˆ)ρˆS(t) ≡ AˆρˆS(t)Aˆ† − 12
{
Aˆ†Aˆ, ρˆS(t)
}
, and the Lamb-shifted non-Hermitian Hamiltonian is
(S19)Hˆnh = −
(
1
2
∆ +
Υx
4
+
Υy
4
)
σˆz,
and
γi ≡
∫ ∞
0
dτνi(τ) cos(∆τ), (S20)
Υi ≡
∫ ∞
0
dτ [νi(τ)− iηi(τ)] sin(∆τ). (S21)
The D(σˆx) term causes decoherence in the σˆx basis (i.e exponential decay of the coherences in the x basis). Similarly,
D(σˆy) causes decoherence in the σˆy basis. The last two terms cause decay.
The evolution equations for individual matrix elements of the spin are then
∂tρ↑↑(t) = −1
2
[(2ρ↑↑(t)− 1)(γx + γy))]− 1
2
Im(Υx + Υy), (S22)
∂tρ↑↓(t) = i∆ρ↑↓(t) +
i
2
ρ↑↓(t) Re(Υx + Υy)− 1
2
ρ↑↓(t)(γx + γy) +
1
2
ρ∗↑↓(t)(γx − γy) +
i
2
ρ∗↑↓(t) Re(Υx −Υy), (S23)
∂tρ
∗
↑↓(t) = −i∆ρ∗↑↓(t)−
i
2
ρ∗↑↓(t) Re(Υx + Υy)−
1
2
ρ∗↑↓(t)(γx + γy) +
1
2
ρ↑↓(t)(γx − γy)− i
2
ρ↑↓(t) Re(Υx −Υy). (S24)
Solving the above equations, we find the time evolution of the excited-state population and the coherences:
ρ↑↑(t) = ρ↑↑(0)e−(γx+γy)t +
1
2
[
1− Im(Υx + Υy)
γx + γy
]
, (S25)
ρ↑↓(t) =
−ρ∗↑↓(0)β − iRe(∆˜)ρ↑↓(0) + ρ↑↓(0)
√
|β|2 − Re(∆˜)2
4
√
|β|2 − Re(∆˜)2
eλ−t+ (S26)
ρ∗↑↓(0)β + iRe(∆˜)ρ↑↓(0) + ρ↑↓(0)
√
|β|2 − Re(∆˜)2
4
√
|β|2 − Re(∆˜)2
eλ+t,
where
∆˜ =∆ +
1
2
Re(Υx + Υy) + i
1
2
(γx + γy), (S27)
β =i
1
2
Re(Υx −Υy) + 1
2
(γx − γy), (S28)
λ± =− Im(∆˜)±
√
|β|2 − Re(∆˜)2. (S29)
4We see that the relevant combination of the quantities γ,Υ that enters into the description of the population decay
is γx + γy and Υx + Υy. Thus, the decay rate of the excited state is simply the sum of the decay rates due to each
bath. However, the relevant combination that enters into the time evolution of the coherences is better expressed in
terms of
Γx =
Re(Υx) + iγx
2
, (S30)
Γy =
Re(Υy) + iγy
2
, (S31)
in terms of which ∆˜ and β take the compact form given in the main text:
∆˜ =∆ + Γx + Γy, (S32)
β =i(Γ∗x − Γ∗y). (S33)
For Ohmic spectral functions of the form
Ji(ω) = 2piαiω, 0 < ω < ωc, (S34)
and at zero temperature, the integrals in Eq. (S15) and Eq. (S20) can be computed to give
γi = piαi|∆|, (S35)
Υi = −∆αi log
(
ω2c
∆2
− 1
)
+ i2piαi. (S36)
In the symmetric SBM2 case (αx = αy ≡ α), we have
∆˜ =∆−∆α log
(
ω2c
∆2
− 1
)
− ipiα|∆|, (S37)
β =0, (S38)
and the coherences take the simple form
ρ12(t) = exp
[
−piα|∆|t+ i|∆|
(
1− α log
(
ω2c
∆2
− 1
))
t
]
ρ12(0). (S39)
III. NUMERICAL METHODS
In this section, we describe the numerical methods we use to compute the dynamics and scattering properties of
SBM2.
Let us rewrite the Hamiltonian in continuous form, where k is now explicitly the momentum of the photons,
(S40)Hˆ = −∆ σˆz
2
+
∑
i=x,y
[∫ kmax
−kmax
ω(k)aˆ†i,kaˆ
†
i,kdk +
σˆi
2
∫ kmax
−kmax
g(k)(aˆ†i,k + aˆ
†
i,k)dk
]
with
[
aˆ†
i,k
, aˆ†j,k′
]
= δijδ(k − k′). We make the transformation
aˆi,k =
Aˆi,k + Bˆi,k√
2
, k > 0,
aˆi,−k =
Aˆi,k − Bˆi,k√
2
, k > 0,
(S41)
which transforms the Hamiltonian into two commuting parts
Hˆ = HˆXY SB + Hˆfree,
HˆXY SB = −∆ σˆz
2
+
∑
i=x,y
[∫ kmax
0
ω(k)Aˆ†i,kAˆ
†
i,k +
σˆi
2
∫ kmax
0
g˜i(k)(Aˆ
†
i,k + Aˆ
†
i,k)
]
,
Hˆfree =
∑
i=x,y
[∫ kmax
0
ω(k)Bˆ†i,kBˆ
†
i,k
]
,
(S42)
5where g˜(k) =
√
2g(k). It is enough therefore to only simulate the dynamics of the HˆXY SB Hamiltonian.
Explicitly, to determine the single-particle scattering properties, we perform the following procedure. We create
a single-particle Gaussian wavepacket on top of the ground state, with amplitude ck = N e−
(k−k0)2
2σ2
+ikx0 , where N
is a normalization so that
∫ kmax
0
dk|ck|2 = 1. Without loss of generality, we choose this excitation to be in the x
bath (since for αx = αy) the Hamiltonian is invariant under x ↔ y exchange.). We then evolve this state in time,
which leads to the scattering of the wavepacket off the spin. At long times after the scattering, we can extract several
observables such as the elastic scattering amplitudes and number of elastic and inelastic photons in the final state.
Denoting the ground state of the full Hamiltonian Hˆ by |GS〉 = ∣∣GSXY SB〉⊗ ∣∣0free〉, the initial state is
(S43)
|ψ(0)〉 =
∫ kmax
0
dkckaˆ
†
x,k |GS〉
=
1√
2
∫ kmax
0
dkckAˆ
†
x,k
∣∣GSXY SB〉⊗ ∣∣0free〉+ ∣∣GSXY SB〉⊗ 1√
2
∫ kmax
0
dkckBˆ
†
x,k
∣∣0free〉 .
The time-evolved state is
(S44)|ψ(t)〉 = 1√
2
|ψXY SB(t)〉 ⊗
∣∣0free〉+ e−iEGSt ∣∣GSXY SB〉⊗ 1√
2
∫ kmax
0
dkcke
−iωktBˆ†x,k
∣∣0free〉 ,
where |ψXY SB(t)〉 ≡ e−iHˆXY SBt
∫ kmax
0
ckAˆ
†
x,k
∣∣GSXY SB〉 and EGS is the ground state energy.
From this state, we can extract the elastic scattering amplitudes as follows [S4] (with t = t∞ sufficiently long so
that the scattering event has finished):
txx =
〈GS| aˆx,k |ψ(t∞)〉
ck
=
1
2
〈
GSXY SB
∣∣ Aˆx,k |ψXY SB(t∞)〉+ 1
2
cke
−i(EGS+ωk)t∞ , (S45)
rxx =
〈GS| aˆi,−k |ψ(t∞)〉
ck
=
1
2
〈
GSXY SB
∣∣ Aˆx,k |ψXY SB(t∞)〉 − 1
2
cke
−i(EGS+ωk)t∞ , (S46)
txy =
〈GS| aˆy,k |ψ(t∞)〉
ck
=
1
2
〈
GSXY SB
∣∣ Aˆy,k |ψXY SB(t∞)〉 . (S47)
The number of elastic photons generated by a given wavepacket can be found from the above amplitudes by squaring
and integrating over all k. This gives (for i = x, y)
(S48)
n¯i,elastic =
∫ kmax
0
dk
(
|〈GS| aˆi,k |ψ(t∞)〉|2 + |〈GS| aˆi,−k |ψ(t∞)〉|2
)
=
∫ kmax
0
dk
[
1
2
∣∣∣〈GSXY SB∣∣ Aˆi,k |ψXY SB(t∞)〉∣∣∣2 + 1
2
|ck|2δx,i
]
.
The number of inelastic photons is
(S49)
n¯i,inelastic =
∫ kmax
0
dk
1
2
〈ψXY SB(t∞)| Aˆ†i,kAˆi,k |ψXY SB(t∞)〉
−
∫ kmax
0
dk
1
2
〈
GSXY SB
∣∣ Aˆ†i,kAˆi,k ∣∣GSXY SB〉− ∫ kmax
0
dk
1
2
∣∣∣〈GSXY SB∣∣ Aˆi,k |ψXY SB(t∞)〉∣∣∣2.
Thus we see that all quantities of interest can be obtained from correlation functions and matrix elements of the states∣∣GSXY SB〉 and |ψXY SB(t∞)〉.
S1. Orthogonal polynomial mapping
The Hamiltonian HˆXY SB from Eq. (S42) describes a system with very nonlocal interactions. In order to efficiently
simulate it with matrix-product-states, we use the orthogonal polynomial mapping introduced in [S5, S6], which maps
the Hamiltonian into a tight-binding model with only nearest-neighbor interactions.
6Here we summarize the main steps of the mapping. For more details, see Refs. [S5, S6]. We work with the
Hamiltonian from Eq. (S42), reproduced here
(S50)HˆXY SB = −∆ σˆz
2
+
∑
i=x,y
[∫ kmax
0
ω(k)Aˆ†i,kAˆi,k +
σˆi
2
∫ kmax
0
g˜i(k)(Aˆi,k + Aˆ
†
i,k)
]
,
where ω(k) = ωck, kmax = 1, and g˜i(k) =
√
2αiωck. The resulting spectral functions are
Ji(ω) = 2piαiωθ(ωc − ω). (S51)
We introduce the unitary transformation
Ui,n(k) = g˜i(k)pi,n(k), n = 0, 1, · · · , (S52)
where pi,n(k) are orthonormal polynomials with respect to the measure dµi(k) = g˜
2
i (k)dk [i.e. 〈pi,n, pj,m〉 ≡∫ kmax
0
dµi(k)pi,n(k)pj,m(k) = δnmδij ], and a set of new discrete bosonic modes
(S53)bˆ†i,n =
∫ kmax
0
dkUi,n(k)A
†
i,k,
that satisfy
[
bˆi,n, bˆ
†
j,m
]
= δijδn,m.
Using the recurrence relations of orthogonal polynomials, one can show that the Hamiltonian in Eq. (S50) can be
written as
(S54)HˆXY SB = −∆ σˆz
2
+
∑
i=x,y
σˆi
2
√
αiωc(bˆ
†
i,0 + bˆi,0) + ωc
∑
i=x,y
∞∑
n=0
νnbˆ
†
i,nbˆi,n + ωc
∑
i=x,y
∞∑
n=0
[
βn+1bˆ
†
i,nbˆi,n+1 +H.c
]
,
which describes two semi-infinite tight-binding bosonic chains that are both coupled to the spin via their first site. For
the Ohmic spectral function, the pi,n polynomials are the Jacobi polynomials, and the on-site energies and hopping
coefficients are given by
νn =
1
2
(
1 +
1
(1 + 2n)(3 + 2n)
)
,
βn+1 =
1 + n
1 + n+ 2n
√
1 + n
2 + n
.
(S55)
Using the inverse transformation
Aˆ†i,k =
∑
n
Ui,n(k)bˆ
†
i,n, (S56)
we can convert measurements in the bˆ basis to observables in frequency space. For example, the frequency-mode
occupation is (for k = k′)
(S57)
〈
Aˆ†i,kAˆi,k′
〉
=
∞∑
n,m=0
Ui,n(k)Ui,m(k
′)
〈
bˆ†i,nbˆi,m
〉
.
Note that this is an exact mapping, provided the length of the chains is infinite. In practice, the length of the chains
is truncated to a finite value L, and the dimension of each bosonic Hilbert space is truncated to a finite value d.
We varied these parameters and found that L = 250, d = 5, and bond dimension of χ = 30 are adequate to obtain
converging results for the scattering for most values of α. For the quench dynamics, we used a chain of length L = 150.
IV. ELASTIC S-MATRIX IN TERMS OF SPIN SUSCEPTIBILITIES
In this section, we derive the relation between the elastic scattering coefficients and the spin susceptibilities, given
in Eqs. (3,4) in the main text.
7Let us write SBM2 Hamiltonian as
Hˆ =Hˆ0 + Vˆ , (S58)
Hˆ0 =
∑
k
ωkaˆ
†
x,kaˆx,k +
∑
k
ωkaˆ
†
y,kaˆy,k, (S59)
Vˆ =− ∆
2
σˆz +
σˆx
2
∑
k
gx,k(aˆ
†
x,k + aˆx,k) +
σˆy
2
∑
k
gx,k(aˆ
†
y,k + aˆy,k). (S60)
We are interested in the S-matrix between a particle with momentum k in bath i and a particle with momentum
k′ in bath j:
Sjk′,ik = 〈ψ−jk′ |ψ+ik〉 , (S61)
where
∣∣ψ±ik〉 are the exact incoming and outgoing scattering eigenstates. Following Ref. [S7], we can write these
eigenstates as follows: ∣∣ψ±ik〉 = aˆ†i,k |ψ0〉+ ∣∣χ±i 〉 , (S62)
where |ψ0〉 is the ground state of the full Hˆ with energy E0, and
∣∣χ±i 〉 are the states of the scattered particles. Since∣∣ψ±ik〉 are eigenstates of Hˆ with energy E0 + ωk, Schrodinger’s equation implies
(Hˆ − ωk − E0)
(
aˆ†i,k |ψ0〉+ |χi〉
)
= 0. (S63)
Furthermore,
Hˆaˆ†i,k |ψ0〉 =
(
aˆ†i,kHˆ −
[
aˆ†i,k, Hˆ
])
|ψ0〉 = (E0 + ωk)aˆ†i,k |ψ0〉+
σˆi
2
gi,k |ψ0〉 . (S64)
Substituting this into Eq. (S63) gives
(E0 + ωk − Hˆ) |χi〉 = σˆi
2
gi,k |ψ0〉 →
∣∣χ±i 〉 = 1
E0 + ωk − Hˆ ± i
σˆi
2
gi,k |ψ0〉 , (S65)
with  > 0 taken to zero at the very end. From this we find∣∣ψ+ik〉− ∣∣ψ−ik〉 = −2piiδ(E0 − ωk − Hˆ) σˆi2 gi,k |ψ0〉 . (S66)
Plugging this back into the S-matrix Eq. (S61) gives
Sjk′,ik = δkk′δij − 2piiδ(ωk′ − ωk)gik 〈ψ−jk′ |
σˆi
2
|ψ0〉 ≡ δkk′δij − 2piiδ(ωk′ − ωk)Tjk′,ik, (S67)
where we defined the T -matrix
(S68)
Tjk′,ik = gik 〈ψ−jk′ |
σˆi
2
|ψ0〉
= gik 〈ψ0| aˆjk′ σˆi
2
|ψ0〉+ gikgjk′ 〈ψ0| σˆj
2
1
E0 + ωk − Hˆ+ i
σˆi
2
|ψ0〉 .
To evaluate the first term, we perform a similar manipulation as in Eq. (S64):
Hˆaˆj,k′ |ψ0〉 =
(
aˆj,k′Hˆ −
[
aˆj,k′ , Hˆ
])
|ψ0〉 = (E0 − ωk′)aˆj,k′ |ψ0〉 − σˆj
2
gj,k′ |ψ0〉 (S69)
→ aˆj,k′ |ψ0〉 = 1
E0 − ωk′ − Hˆ − i
σˆj
2
gj,k′ |ψ0〉 . (S70)
Inserting this into Eq. (S68) yields
(S71)Tjk′,ik = gikgjk′
[
〈ψ0| σˆj
2
1
E0 + ωk − Hˆ+ i
σˆi
2
|ψ0〉+ 〈ψ0| σˆi
2
1
E0 − ωk′ − Hˆ − i
σˆj
2
|ψ0〉
]
,
8which, when ωk = ωk′ , we recognize as the Fourier transform of the retarded Green’s function
Tjk′,ik = gikgjk′G
R
ji(ω + i) (S72)
with
GRji(ω + i) = −
i
4
∫ ∞
0
dt ei(ω+i)t 〈[σˆj(t), σˆi]〉 , (S73)
which we equivalently refer to as the spin susceptibility in the main text.
V. DERIVATION OF THE SPIN SUSCEPTIBILITIES
In this section, we explicitly compute the spin susceptibility, Eq. (S73), for SBM2. We will do so by first computing
the imaginary-time Matsubara Green’s function,
Gji(iΩ) =
∫ β
0
dτ eiΩnτ 〈Tτ σˆj(τ)σˆi(0)〉 . (S74)
Here, the imaginary-time dependence of operators is σˆj(τ) = e
Hτ σˆje
−Hτ , and Tτ is the imaginary-time ordering
operator. This function may be computed using the usual diagrammatic perturbation theory if we can use Wick’s
theorem, after which we may obtain the spin susceptibility by analytic continuation [S8]:
GRji(ω + i) = −
1
4
Gji(iΩ→ ω + i). (S75)
However, the Pauli matrices do not satisfy Wick’s theorem. We can get around this by using an Abrikosov pseudo-
fermion representation of the spins. We introduce a two-component set of fermions, {χa, χ†b} = δab, a, b = 1, 2, related
to the spin operators by
σˆx = χ
†
1χ2 + χ
†
2χ1,
σˆy = −i
(
χ†1χ2 − χ†2χ1
)
,
σˆz = χ
†
1χ1 − χ†2χ2. (S76)
This is only a faithful representation of the spin operators in the subspace χ†1χ1 +χ
†
2χ2 = 1. However, we can project
to this subspace using the Popov-Fedotov trick of using an imaginary chemical potential µ = −ipi/2β, which results in
a cancellation between the unphysical subspaces [S8]. This method requires us to work at finite temperature during
intermediate calculations, but below we will always take the β →∞ limit as early as possible.
We may now write SBM2 as a coherent-state path integral. We introduce the bosonic fields φ±,k = (ax,k±iay,k)/
√
2,
after which our model may be described by the Lagrangian
L =
∑
i=±
∑
k
φ†i,k (∂τ + ωk)φi,k +
2∑
a,b=1
χ†a
[
(∂τ − µ) δab − ∆
2
σzab
]
χb
+
1√
2
χ†1χ2
∑
k
gk
(
φ−,k + φ
†
+,k
)
+
1√
2
χ†2χ1
∑
k
gk
(
φ+,k + φ
†
−,k
)
. (S77)
In this form, it is straightforward to treat the interactions gk perturbatively using a Feynman-diagram expansion and
the Matsubara formalism. We have the bare fermionic Green’s functions
δabΠa(τ) = 〈Tτχa(τ)χ†b(0)〉, Πa(iαn) =
∫ β
0
dτ eiαnτΠa(τ), (S78)
with
Π1(iαn) = − 1
iαn + µ+ ∆/2
, Π2(iαn) = − 1
iαn + µ−∆/2 , (S79)
9FIG. S1. The Feynman rules for SBM2, which follow from Eq. (S77). (a) The fermionic (top) and bosonic (bottom) propagators,
which are given in Eqs. (S78)-(S81). (b) The interaction vertices for our theory. Each vertex contributes a factor of
∑
k gk/
√
2.
The dependence of diagrams on the spectral function comes from internal bosonic propagators connecting two such vertices.
(c) Diagrammatic representation of the insertion of external spin operators, which are composite when written in terms of the
fermionic χa fields.
where αn = pi(2n+ 1)/β, n ∈ Z. Similarly, the bosonic propagators are
δijδkk′Dk(τ) = 〈Tτφi,k(τ)φ†j,k′(0)〉, Dk(iΩn) =
∫ β
0
dτ eiΩnτDk(τ), (S80)
with
Dk(iΩn) =
1
−iΩn + ωk (S81)
and Ωn = 2pin/β, n ∈ Z. The interaction terms in Eq. (S77) result in four interaction vertices, which contribute
dependence on gk. Since we are interested in correlation functions of the spin operators, we also introduce a diagram-
matic notation representing the composite operators σˆ+ = χ†1χ2 and σˆ
− = χ†2χ1. The Feynman rules for this theory
are displayed in Fig. S1.
As a demonstration of this formalism, we obtain the spin susceptibility in the non-interacting (α = 0) limit by
computing the diagrams with a single fermion loop and no bosonic propagators,
G+− (iΩn) =
∫ β
0
dτeiΩnτ 〈T χ†1(τ)χ2(τ)χ†2(0)χ1(0)〉
= − 1
β
∑
iαn
1
(iαn + µ+ ∆/2)(iαn + iΩn + µ−∆/2)
=
tanh (β∆/2)
∆− iΩn . (S82)
We also have G−+(iΩn) = G+−(−iΩn) and G++ = G−− = 0. Going back to the xy basis, taking β = ∞, and
analytically continuing, we obtain the expected form for the spin susceptibilities for α = 0:
GRxx(ω + i) = G
R
yy(ω + i) =
∆/2
(ω + i)2 −∆2 ,
GRxy(ω + i) = −GRyx(ω + i) =
iω/2
(ω + i)2 −∆2 . (S83)
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These expressions could be simply obtained through a direct computation at zero temperature with the spin operators,
but the diagrammatic approach is useful for including interactions.
We note that the susceptibilities in Eq. (S83) have a simple pole located at the bare spin frequency, and such a
pole can never be shifted or broadened by computing a finite number of diagrams. Therefore, we will use both the
Callan-Symanzik equations and a Dyson equation to sum an infinite number of diagrams, which will result in a change
in the analytic structures of the susceptibilities.
As discussed in Sec. I, if we perform an RG transformation on our system, redefining the cutoff from ωc ≡ Λ(0) to
some lower cutoff Λ(l), we obtain the flow equations
Λ
dα
dΛ
= 2α2, (S84)
Λ
dh
dΛ
= −(1− 2α)h, (S85)
where h ≡ ∆/Λ. In addition to coupling renormalization, it turns out that one also needs to renormalize the spin
operators under an RG transformation, and one may show that, perturbatively,
σi(l) ≈ (1− α logωc/Λ)σi(0), (i = x, y), (S86)
implying a flow for the operators,
Λ
dσi
dΛ
= ασi, (i = x, y). (S87)
These flow equations, first obtained in Ref. [S1] using a Wilsonian momentum-shell RG scheme, may also be obtained
by treating Eq. (S77) using the conventional methods of quantum field theory. We now use the fact that the suscepti-
bilities should be independent of an RG transformation, dGRji/dΛ = 0. Taking into account any explicit and implicit
dependence on the cutoff, this implies the Callan-Symanzik equation,[
Λ
∂
∂Λ
− h(1− 2α) ∂
∂h
+ 4α2
∂
∂α
+ 2α
]
GRji = 0. (S88)
The general solution to this partial differential equation is
GRji =
fji(h¯(Λ), α¯(Λ))
ω + 2αω log Λ/ω
, (S89)
where the fji are arbitrary functions of the “running couplings,” defined as
h¯(Λ) =
hΛ
ω + 2αω log Λ/ω
, α¯(Λ) =
α
1 + 2α log Λ/ω
. (S90)
Comparing this general solution to the leading-order expressions of Eq. (S83), we may read off the α = 0 limit of the
functions fji, and then use the α-dependence implied by the solution of the differential equation to find
GRxx =
∆/2
ω2(1 + 2α logωc/ω)2 −∆2 ,
GRxy =
iω(1 + 2α logωc/ω)/2
ω2(1 + 2α logωc/ω)2 −∆2 , (S91)
where we have plugged in Λ(l = 0) = ωc to give expressions in terms of the initial cutoff and the bare quantities, and
ω has a small positive imaginary part. We see that both expressions no longer diverge at ω = ∆, but instead they
have poles at ω = ∆R, where ∆R satisfies
∆R =
∆
1 + 2α log(ωc/∆R)
. (S92)
From Eq. (S91), we see that the effect of solving the Callan-Symanzik equation was to sum the “leading logarithms,”
which are terms of the form αn logn ωc/ω at nth order in perturbation theory.
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FIG. S2. Diagrammatic representation of the Dyson equation, Eq. (S93).
Although we have succeeded in capturing the renormalization of the spin frequency using the Callan-Symanzik
equations, they still predict a sharp behavior at ω = ∆R, whereas we expect interactions to broaden the peak near
the renormalized spin frequency. We rectify this by computing an additional infinite set of diagrams using Dyson’s
equation. We first consider the one-particle irreducible Green’s functions, G1PIji , which are defined to be the complete
set of diagrams that cannot be split in two by cutting a single propagator. By the structure of the interactions, the
only possible propagators which can be cut to disconnect a susceptibility diagram is a bosonic propagator. As a result,
we have the exact relation (in matrix notation)
G = G1PI + G1PIDG. (S93)
See Fig. S2 for a diagrammatic representation of this Dyson equation. Here, D is the result from computing the
diagrams. For SBM2, this has the simple structure, D++ = D−− = 0 and D+− = D−+. An explicit calculation gives
D+− = −piα|Ωn|. (S94)
Then the full Matsubara Green’s function satisfies
G = [I− G1PID]−1 G1PI. (S95)
We now approximate the full Green’s function by just using the leading-order result, Eq. (S82), for G1PI. This
corresponds to summing all possible “bubble diagrams” which contribute to the susceptibility, which is reminiscent
of the RPA approximation in the dense electron gas. In this approximation, we obtain the susceptibilities as
GRxx(ω) =
(∆− ipiαω) /2
(1 + pi2α2)ω2 + i2piα∆ω −∆2 ,
GRxy(ω) =
iω/2
(1 + pi2α2)ω2 + i2piα∆ω −∆2 . (S96)
We see that the inclusion of these diagrams has resulted in a finite imaginary part in the denominator, which removes
the pole on the real-ω axis. We may now furthermore use the Callan-Symanzik equation to sum the leading logarithms.
After matching Eq. (S89) to Eq. (S96), we obtain the spin susceptibilities given in Eqs. (6,7) of the main text.
As noted in the main text, to this order, we have found that the above expressions do not lead to any contribution
to inelastic scattering (γ(ω) in the main text). We have checked that including all O(α) contributions to G1PI still
does not lead to inelastic scattering. We believe that including O(α2) contributions to G1PI will lead to inelastic
contributions, which is consistent with Sec. VI, where we show that inelastic contributions to the S-matrix appear at
O(α2).
VI. INELASTIC SCATTERING
In this section, we will consider the leading contributions to inelastic scattering in perturbation theory using the
diagrammatic approach developed in Sec. V. To proceed, we need a relation between time-ordered expectation values
and S matrix elements. Such a relation is called the LSZ reduction formula in relativistic quantum field theory [S9],
but we can follow the derivation for our present system and derive a non-relativistic analogue of the reduction formula.
If we consider the scattering of n photons with momenta k1, k2, ..., kn into a state with n
′ photons with momenta
12
k1′ , k2′ , ..., kn′ , the S matrix element is given by
S = in+n
′
∫
dt1′ e
iωk
1′ t1′
(−i∂t1′ + ωk1′ ) · · ·
dt1 e
−iωk1 t1 (i∂t1 + ωk1) · · ·
×
〈
Tt
{
φk1′ (t1′) · · ·φ†k1(t1) · · ·
}〉
. (S97)
Here, ωk = |k| is the energy of the photon. Note that the real time-ordered correlation function appears in this
expression, which is related to the Matsubara correlation functions in Sec. V by a Wick rotation. This expression
greatly simplifies after Fourier transforming to frequency space. When we evaluate diagrams using Wick’s theorem,
we will come across the following bosonic contractions from the external legs of Feynman diagrams,〈
Tt
{
φk(t1)φ
†
k(t)
}〉
= −i
∫
dω
2pi
e−iω(t1−t)
ωk − (ω + i) . (S98)
These will set the external legs of the Feynman diagrams to their on-shell values, ω = ωk, and additionally cancel out
the contribution of the external propagators. Then the S matrix elements simply become
S =
〈
Tt
{
φk1′ (ωk1′ ) · · ·φ†k1(ωk1) · · ·
}〉
amp.
. (S99)
That is, we evaluate the diagram in momentum space with on-shell external legs and omit the external propagators
(i.e. we “amputate” the legs).
FIG. S3. The nonzero diagrams contributing to the scattering of one photon into three photons.
The symmetry of the model greatly reduces the number of diagrams we need to consider. In particular, SBM2
has a U(1) symmetry [S10], and the conserved charge [which is more easily apparent in terms of the ± photons
aˆ± = 12 (aˆx ± iaˆy)] is
Q =
σˆz + 1
2
+
∑
k
(aˆ†−,kaˆ−,k − aˆ†+,kaˆ+,k). (S100)
Since the scattering cannot change the spin (as this would require the existence of bound spin-photon eigenstates), it
follows that the quantity
∑
k(aˆ
†
−,kaˆ−,k − aˆ†+,kaˆ+,k) must be conserved in any scattering process.
We now consider the simplest case, where one photon scatters into three photons. The discussion above means that
there are only two nonzero diagrams, pictured in Fig. S3. An explicit calculation finds that to lowest order we have
〈0| aˆ+,k1 aˆ−,k2 aˆ+,k3Saˆ†+,k |0〉 =
α2ω2c
4
√
ωω1ω2ω3
2∆− ω1 − ω3
(ω −∆)(ω1 −∆)(ω3 −∆)(ω2 + ∆) , (S101)
〈0| aˆ−,k1 aˆ+,k2 aˆ−,k3Saˆ†−,k |0〉 =
α2ω2c
4
√
ωω1ω2ω3
2∆ + ω1 + ω3
(ω + ∆)(ω1 + ∆)(ω3 + ∆)(ω2 −∆) , (S102)
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together with the energy conservation condition ω = ω1 + ω2 + ω3 (enforced by a delta function, which has been
omitted in these expressions). Denoting Eq. (S101) by a function f(ω1, ω2, ω3;ω), we see that Eq. (S102) is simply
f(−ω1,−ω2,−ω3;−ω). Alternatively, each amplitude can be found from the other by substituting ∆ → −∆ (up to
an overall minus sign). This is because the two diagrams in Fig. S3 are related to each other by replacing + photons
with − photons and − photons by + photons. From Sec. V we see that this requires flipping the sign of ∆.
Converting Eqs. (S101) and (S102) to the xy basis, we find the four amplitudes
(S103)4 〈0| aˆx,k1 aˆx,k2 aˆx,k3Saˆ†x,k |0〉 = f(ω1, ω3, ω2;ω) + f(ω1, ω2, ω3;ω) + f(ω2, ω1, ω3;ω)
+ f(−ω2,−ω1,−ω3;−ω) + f(−ω1,−ω2,−ω3;−ω) + f(−ω1,−ω3,−ω2;−ω),
(S104)i
34 〈0| aˆy,k1 aˆy,k2 aˆy,k3Saˆ†x,k |0〉 = −f(ω1, ω3, ω2;ω)− f(ω1, ω2, ω3;ω)− f(ω2, ω1, ω3;ω)
+ f(−ω2,−ω1,−ω3;−ω) + f(−ω1,−ω2,−ω3;−ω) + f(−ω1,−ω3,−ω2;−ω),
(S105)i
24 〈0| aˆx,k1 aˆy,k2 aˆy,k3Saˆ†x,k |0〉 = −f(ω1, ω3, ω2;ω)− f(ω1, ω2, ω3;ω) + f(ω2, ω1, ω3;ω)
+ f(−ω2,−ω1,−ω3;−ω)− f(−ω1,−ω2,−ω3;−ω)− f(−ω1,−ω3,−ω2;−ω),
(S106)i4 〈0| aˆx,k1 aˆx,k2 aˆy,k3Saˆ†x,k |0〉 = −f(ω1, ω3, ω2;ω) + f(ω1, ω2, ω3;ω) + f(ω2, ω1, ω3;ω)
− f(−ω2,−ω1,−ω3;−ω)− f(−ω1,−ω2,−ω3;−ω) + f(−ω1,−ω3,−ω2;−ω).
The resulting probabilities are: for x→ xxx
γxxx(ω1, ω2, ω3;ω) =
α4ω4c
16
ω1ω2ω3ω|∆|2× (S107)∣∣∣∣∣ 3∆4 −∆2
(
ω2 − ω1ω2 − ω2ω3 − ω1ω2
)− ωω1ω2ω3
(ω −∆)(∆ + ω)(∆− ω1)(∆ + ω1)(∆− ω3)(∆ + ω3)(∆ + ω2)(∆− ω2)
∣∣∣∣∣
2
.
This expression is equivalent to the leading-order result for SBM1 [S11]. This can be understood from the fact that,
at leading order, the x→ xxx process does not involve any y photons. Computing the other scattering probabilities,
we find that the processes x→ {yyy, xxy} have a simple relation to the above process, given by
(S108)γyyy(ω1, ω2, ω3;ω) = γxxx(ω1, ω2, ω3;ω)
ω2
|∆|2 ,
(S109)γxxy(ω1, ω2, ω3;ω) = γxxx(ω1, ω2, ω3;ω)
ω23
|∆|2 .
The remaining process, x→ xyy, does not have a simple relation to the above expressions. It is explicitly given by
γxyy(ω1, ω2, ω3;ω) =
α4ω4c
16
ω1ω2ω3ω|∆|2× (S110)∣∣∣∣∣∆4 + ∆2
(
ω2 − ω(ω2 + ω3)− ω22 − 3ω2ω3 − ω23
)
+ ω2ω3(ω2 + ω3)
2 − ωω1(ω22 − ω2ω3 + ω23)
(ω −∆)(∆ + ω)(∆− ω1)(∆ + ω1)(∆− ω3)(∆ + ω3)(∆ + ω2)(∆− ω2)
∣∣∣∣∣
2
.
As with the elastic probabilities, the leading-order calculation leads to poles in the scattering probabilities at the
bare spin frequency ∆. We may apply procedures like those in Sec. V to obtain an analytic dependence, which
better resembles that of the fully-interacting problem. For example, by applying the Callan-Symanzik equation to the
amplitudes in Eq. (S101)-(S102), we will find that the instances of ∆ will be corrected to the renormalized value ∆R.
Similarly, if we developed a Dyson equation for this amplitude, we expect that the poles will be softened to broad
peaks with a similar width to the peaks seen in the elastic probabilities given in the main text.
From Eq. (S108), we see that scattering processes involving a photon from one bath into three photons in the other
bath will dominate over scattering entirely within the same bath if ω  ∆R. In this same limit, we do not expect a
large region of phase space with very large final ω3, so γxxy is expected to be much smaller than γyyy. We have verified
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by numerically integrating the above expressions over the possible final frequencies that, when ω  ∆R, the total
cross section for the processes x → {xyy, xxy} are of the same order of magnitude, and they are both much smaller
than x → yyy. We also found that the cross section for x → xxx is much smaller than the three other processes in
the same limit. This is consistent with our numerical results on the full SBM2, where we found that the inelastic
scattering for ω  ∆R is dominated by scattering from one bath to the other.
Furthermore, we believe that the 1 → 3 scattering process that we analytically computed in this section is the
dominant process, for the most of the range of α that we consider. One way to see this is by considering how the
energy is split between the elastic and inelastic channels, shown in Fig. S4, which we computed numerically for
the same parameters as Fig. 4 in the main text. We obtain the elastic Eelastic and inelastic Einelastic energy by
inserting an ω in the integrals in Eqs. (S48) and (S49). We normalize Eelastic, Einelastic by the energy of the incoming
wavepacket ω¯in, so that for each ω¯in and α in Fig. S4, the values on the left and right plots sum to 1. We see that
both plots are very similar (in their α and ω¯in dependence) to Fig. 4 of the main text. A small difference between the
two figures becomes apparent in the large α regime (α ∼ 1), suggesting that higher-order processes (like 1 → 5, 7...)
become important.
FIG. S4. Numerically computed normalized energy in the elastic (left) and inelastic (right) channels as a function of α for
six different incoming wavepackets for SBM2. The incoming single-particle wavepackets are Gaussians centered at ω¯in with a
standard deviation of 0.2∆. The energies are normalized by ω¯in. The cutoff is ωc = 10∆.
VII. COMPARISON WITH THE ONE-BATH SPIN-BOSON MODEL
In this section, we compare the results of the single-photon scattering in SBM2 shown in the main text to SBM1.
We note that many aspects of the elastic and inelastic scattering in SBM1 have been studied previously in Refs.
[S11–S13].
For completeness, SBM1 Hamiltonian is
Hˆ =
∑
k
ωkaˆ
†
kaˆk −
∆
2
σˆz +
σˆx
2
∑
k
gk(aˆ
†
k + aˆk), (S111)
with spectral function J(ω) = pi
∑
k g
2
kδ(ω−ωk) = 2piαω, 0 < ω < ωc. For simplicity, we consider a one-bath model
corresponding to setting αy = 0 in Eq. (4) of the main text, but one could also consider the “two-channel” model in
the main text with both fields coupled via the same operator, say σˆx. In that case, the effect of the two fields would
simply add, giving a coupling constant α that is the sum of the two.
We obtain the elastic scattering probabilities shown in Fig. S5 by the same method as described in the main text
and in Secs. III and V above. The only major difference is that the φ+ and φ− bosons are equivalent in SBM1, so
the bottom two vertices in Fig. S1(b) are equivalent to the top two. We also have that
r(ω) = −i2piαωχxx(ω), (S112)
t(ω) = 1 + r(ω), (S113)
and the susceptibility computed using the methods of Sec. V is given by
χxx(ω) =
−(ω/ωc)α∆/2
∆2(ω/ωc)2α − ω2 − ipiα∆ω(ω/ωc)α . (S114)
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Figure S5 shows that the elastic response of SBM1 has a resonance that is in excellent agreement with [S14]
∆R = ∆
(
∆
ωc
)α/(1−α)
. (S115)
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FIG. S5. Numerical (top row) and analytical (bottom row) elastic scattering coefficients for SBM1, as a function of the incoming
frequency ω and coupling constant α. The red dashed line corresponds to ∆R from Eq. (S115). The cutoff is given by ωc = 10∆.
The large oscillations at the top of the numerical |t(ω)|2 are finite time/size effects due to the fact that the scattering takes a
very long time at those large couplings.
However, we see that, compared to SBM2, in this case, the transmission away from the resonance is very high,
whereas the reflection is only nonzero around the ∆R resonance. This can be understood again from the large ω limit
of Eq. (S114), where Re(χxx(ω)) ∼ ωα−2 and Im(χxx(ω)) ∼ ω2α−3. This leads to qualitatively different behaviour,
with ω|χxx(ω)| being an increasing function of ω in SBM2 but a decreasing function in SBM1, in that limit.
Next, we look at the inelastic scattering, employing the same procedure as we used in the main text for SBM2. We
scatter narrow wavepackets and record the resulting number of elastic and inelastic particles, shown in Fig. S6. We
see that the number of elastic photons is always near 1, never going below ∼ 0.9 for the wavepackets considered. In
fact, since ∆R/∆ ≈ 0.5 for α = 0.25 (see Fig. S5), most of Fig. S6 is in the regime ω  ∆R.
The number of inelastic particles does not exceed ∼ 0.36, which occurs for the lowest-energy wavepacket ω¯in = 0.5∆.
In fact, as shown also in Ref. [S11], for a given α, this number peaks at an energy close to ∆R. For example, for
α = 0.5 (the Toulouse point), the peak occurs at 2∆R [S11].
All this demonstrates that, in SBM1, all the nontrivial physics occurs at an energy scale ∼ ∆R.
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