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We consider the problem of estimating the structural function in nonparametric
instrumental regression, where in the presence of an instrument W a response Y is
modeled in dependence of an endogenous explanatory variable Z.
The proposed estimator is based on dimension reduction and additional thresh-
olding. The minimax optimal rate of convergence of the estimator is derived assum-
ing that the structural function belongs to some ellipsoids which are in a certain
sense linked to the conditional expectation of Z givenW . We illustrate these results
by considering classical smoothness assumptions. However, the proposed estimator
requires an optimal choice of a dimension parameter depending on certain char-
acteristics of the unknown structural function and the conditional expectation of
Z given W , which are not known in practice. The main issue addressed in our
work is an adaptive choice of this dimension parameter using a model selection
approach under the restriction that the conditional expectation of Z given W is
smoothing in a certain sense. In this situation we develop a penalized minimum
contrast estimator with randomized penalty and collection of models. We show
that this data-driven estimator can attain the lower risk bound up to a constant
over a wide range of smoothness classes for the structural function.
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1 Nonparametric instrumental regression
Nonparametric instrumental regression models have attracted increasing attention in the statis-
tic and econometric literature (e.g. Florens, 2003; Darolles et al., 2001; Newey and Powell, 2003;
Hall and Horowitz, 2007; Blundell et al., 2007). In many applications, the dependence of a
response Y on the variation of an endogenous vector Z of explanatory variables is characterized
by
Y = ϕ(Z) + U (1.1a)
for some error term U . Endogenous means that Z and U are not stochastically mean-
independent (i.e., E[U |Z] 6= 0). The nonparametric relationship is hence modeled by the
regression function ϕ, which is also called structural function. However, classical nonparamet-
ric regression methods cannot be applied directly in this context. The approach of instrumental
regression copes with the mean dependence by introducing an additional vector of exogenous
instruments W such that
E[U |W ] = 0. (1.1b)
Typical examples of such settings are error-in-variable models, simultaneous equations or treat-
ment models with endogenous selection. It is worth noting that in the presence of instrumental
variables, the model equations (1.1a–1.1b) are the natural generalization of a standard para-
metric model (e.g. Amemiya, 1974) to the nonparametric situation. This extension has first
been introduced by Florens (2003) and Newey and Powell (2003), while its identification has
been studied e.g. in Carrasco et al. (2007), Darolles et al. (2001) and Florens et al. (2011a).
Recent applications and extensions of this approach include nonparametric tests of exogene-
ity (Blundell and Horowitz, 2007), quantile regression models (Horowitz and Lee, 2007), or
semi-parametric modeling (Florens et al., 2011b), for example.
There is a vast literature on the nonparametric estimation of the structural function ϕ
based on a sample of (Y,Z,W ). For example, Ai and Chen (2003), Blundell et al. (2007) or
Newey and Powell (2003) consider sieve minimum distance estimators, while Darolles et al.
(2001), Gagliardini and Scaillet (2006) or Florens et al. (2011a) consider penalized least squares
estimators. The optimal estimation in a minimax sense has been worked on by Hall and
Horowitz (2005) and Chen and Reiß (2011). The authors prove a lower bound for the mean
integrated squared error (MISE) and propose an estimator which can attain optimal rates. In
the present article, we extend this result by considering not only the MISE of the estimation
of ϕ but, more generally, a risk defined with respect to a weighted norm. This allows us for
example to consider the estimation of the derivatives of ϕ, too.
It is well known that all the resulting estimation procedures can attain optimal rates only
if certain smoothing parameters are chosen in an appropriate way. In general, this choice
requires knowledge of characteristics of the structural function, such as the number of its
derivatives, which are not known in practice. Thus, an essential and still open problem in this
theoretical framework is the data driven choice of smoothing parameters. In this paper, an
adaptive method is proposed which indeed does not depend on any properties of ϕ, though
yielding optimal rates. However, it still necessitates that some characteristics of the underlying
conditional expectation be known.
One objective in this article is the minimax optimal nonparametric estimation of the struc-
tural function ϕ based on an iid. sample of (Y,Z,W ) satisfying the model equations (1.1a–
1.1b). Let us briefly sketch our estimation approach here. For the moment being, suppose
that the structural function can be represented as ϕ = ∑kj=1[ϕ]jej using only k pre-specified
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basis functions e1, . . . , ek, and that only the coefficients [ϕ]j with respect to these functions
are unknown. In this situation, taking the conditional expectation with respect to the in-
strument W on both sides of (1.1a) yields a multivariate linear conditional moment equation,
that is, E[Y |W ] = ∑kj=1[ϕ]jE[ej(Z)|W ]. Solving this equation is a classical textbook prob-
lem in econometrics (cf. Pagan and Ullah, 1999). A popular approach consists in replacing
the conditional moment equation by an unconditional one: given k functions f1, . . . , fk, one
can consider k unconditional moment equations instead of the multivariate conditional mo-
ment equation, that is, E[Y fl(W )] =
∑k
j=1[ϕ]jE[ej(Z)fl(W )], l = 1, . . . , k. Notice that once
the functions {fl}kl=1 are chosen, all the unknown quantities in the unconditional moment
equations can be estimated by simply substituting empirical versions for the theoretical expec-
tation. Moreover, a least squares solution of the estimated equation leads to a consistent and
asymptotically normally distributed estimator of the parameter vector ([ϕ]j)kj=1 under mild
assumptions. The choice of the functions {fl}kl=1 directly influences the asymptotic variance
of the estimator and thus the question of optimal instruments minimizing the asymptotic vari-
ance arises (cf. Newey, 1990). One advantage of this approach is that the estimator is easily
computable. However, in many situations an infinite number of functions {ej}j>1 and associ-
ated coefficients ([ϕ]j)j>1 is needed to represent the structural function ϕ. The choice of the
basis functions {ej}j>1 reflects a priori information about the structural function ϕ, such as
smoothness. Considering an infinite number of functions {fl}l>1, we could still consider the
finite dimensional least squares estimator described above for each k > 1.
Notice that the dimension k plays the role of a smoothing parameter and one might expect
that the estimator of the structural function ϕ is consistent as k tends to infinity at a suitable
rate. Unfortunately, this is not true in general. Let ϕk :=
∑k
j=1[ϕk]jej denote a least squares
solution of the reduced unconditional moment equations. This means that the vector of coeffi-
cients ([ϕk]j)kj=1 minimizes the quantity
∑k
l=1{E[Y fl(W )]−
∑k
j=1 βjE[ej(Z)fl(W )]}2 over all
vectors (βj)kj=1. Then, ϕk converges to the true structural function as k tends to infinity only
under an additional assumption (e.g. the «extended link condition» introduced below) on the
basis {fj}j>1. We are going to develop a least squares estimator ϕ̂k of ϕ based on dimension
reduction and thresholding, and we show that it can attain optimal rates of convergence in
terms of a weighted risk – provided the choice of the dimension parameter k is made in the
optimal way. It is worth to note that all the results in this article are obtained without any
additional smoothness assumption on the joint density of (Y,Z,W ). In fact, such a density
need not even exist.
Our main contribution is the development of a method to choose the dimension parameter
k in a fully data driven way, that is, not depending on characteristics of ϕ, and assuming only
that the underlying conditional expectation is «smoothing» in a sense to be made precise below.
The central result of the present paper states that for this automatic choice k̂, the least squares
estimator ϕ̂
k̂
can attain the lower bound up to a constant, and is thus minimax-optimal. The
adaptive choice of k is made following the general model selection methodology which has been
developed in Barron et al. (1999). More specifically, k̂ is the minimizer of a penalized contrast.
We illustrate all of our results by considering the estimation of derivatives of the structural
function under a smoothing conditional expectation. Typically, one distinguishes the finitely
and infinitely smoothing case. Loubes and Marteau (2009) propose an adaptive estimator for
finitely smoothing case. They derive oracle inequalities and obtain convergence rates which
differ from the optimal ones by a logarithmic factor. In contrast to this, we provide a unified
estimation procedure which can attain minimax-optimal rates in either of the both cases. In
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other words, our estimation procedure attains optimal rates without knowing in advance if we
are in the finitely or infinitely smoothing case.
This article proceeds as follows. In Section 2, we develop the minimax theory for the non-
parametric instrumental regression model with respect to the weighted risk. We derive, as an
illustration, the optimal convergence rates for the estimation of derivatives in the finitely and
in the infinitely smoothing case. Finally, in Section 3, we construct the adaptive estimator.
An upper risk bound is shown and convergence rates for the finitely and infinitely smoothing
case are found to coincide with minimax optimal ones. The proofs and some auxiliary results
are deferred to the appendix.
2 Minimax optimal estimation
In this section, we develop a minimax theory for the estimation of the structural function and
its derivatives in nonparametric instrumental regression models.
2.1 Basic model assumptions
It is convenient to rewrite the model equations (1.1a–1.1b) in terms of an operator between
Hilbert spaces. Therefore, let us first introduce the Hilbert spaces
L2Z =
{
ϕ : Rp → R ∣∣ ‖ϕ‖2Z := E[ϕ2(Z)] <∞},
L2W =
{
ψ : Rq → R ∣∣ ‖ψ‖2W := E[ψ2(W )] <∞},
endowed with inner products 〈ϕ, ϕ˜〉Z = E[ϕ(Z)ϕ˜(Z)], ϕ, ϕ˜ ∈ L2Z , and 〈ψ, ψ˜〉W = E[ψ(W )ψ˜(W )],
ψ, ψ˜ ∈ L2W , respectively. The conditional expectation of Z given W defines a linear operator
Tϕ := E[ϕ(Z)|W ], ϕ ∈ L2Z , which maps L2Z to L2W . Taking the conditional expectation with
respect to the instrument W on both sides in equation (1.1a) yields
g := E[Y |W ] = E[ϕ(Z)|W ] =: Tϕ,
where the function g belongs to L2W . The estimation of the structural function ϕ is thus
linked to the inversion of the conditional operator T . Moreover, we suppose throughout this
work that the operator T is compact, which is the case under fairly mild assumptions. For
example, if the triple (Y, Z,W ) has a joint density, it is sufficient to demand that it be square
integrable – or continuous, if its support is compact – in order for T to be compact (c.f. Carrasco
et al., 2007). Consequently, unlike in a multivariate linear instrumental regression model, a
continuous generalized inverse of T does not exist as long as the range of the operator T is
an infinite dimensional subspace of L2W . This corresponds to the setup of statistical ill-posed
inverse problems with unknown operator. For a detailed discussion in the context of inverse
problems see Chapter 2.1 in Engl et al. (1996), while in the special case of a nonparametric
instrumental regression we refer to Carrasco et al. (2007). In what follows, we always assume
that the joint distribution of (Y, Z,W ) is such that g = E[Y |W ] lies in the range of T and
that T is injective.
2.2 Complexity of the problem: a lower bound
In this section we show that the obtainable accuracy of any estimator of the structural function
ϕ is essentially determined by additional regularity conditions imposed on ϕ and the conditional
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expectation operator T . In the present paper, these conditions are characterized through
different weighted norms in L2Z with respect to a pre-specified orthonormal basis {ej}j>1 of
L2Z . We formalize these conditions as follows.
Minimal regularity conditions
Given a strictly positive sequence of weights β := (βj)j>1, we denote by ‖·‖β the weighted
norm given by
‖f‖β :=
∞∑
j=1
βj |〈f, ej〉Z |2, ∀f ∈ L2Z .
We shall measure the accuracy of any estimator ϕ̂ of the unknown structural function in terms
of a weighted risk, that is E‖ϕ̂−ϕ‖2ω, for a pre-specified sequence of weights ω := (ωj)j>1. This
general approach allows as to consider not only the estimation of the structural function itself
but also of its derivatives, as we will explain in Section 2.3 (illustrations) below. Moreover,
given a sequence of weights γ := (γj)j>1 we suppose, here and subsequently, that for some
constant ρ > 0 the structural function ϕ belongs to the ellipsoid
Fργ :=
{
f ∈ L2Z
∣∣ ‖f‖2γ 6 ρ},
which captures all the prior information (such as smoothness) about the unknown structural
function ϕ. Furthermore, as usual in the context of ill-posed inverse problems, we specify the
mapping properties of the conditional expectation operator T . More precisely, we are going
to impose restrictions on the decay of the sequence (‖Tej‖W )j>1. Denote by T the set of all
injective compact operator mapping L2Z to L2W . Given a strictly positive sequence of weights
λ := (λj)j>1 and a constant d > 1, we define the subset T dλ of T by
T dλ :=
{
T ∈ T ∣∣ ‖f‖2λ/d 6 ‖Tf‖2W 6 d ‖f‖2λ, ∀f ∈ L2Z}. (2.1)
Notice that for all T ∈ T dλ it follows that d−1 6 ‖Tej‖2W /λj 6 d. Furthermore, let us denote
by T ∗ : L2W → L2Z the adjoint of T which satisfies T ∗ψ = E[ψ(W )|Z] for all ψ ∈ L2W . One
can show that the sequence λ specifies in particular the decay of the eigenvalues of T ∗T .
All results of this work are derived under regularity conditions on the structural function ϕ
and the conditional expectation operator T described by the sequences γ and λ, respectively.
However, below we provide illustrations of these conditions by assuming a «regular decay» of
these sequences. The next assumption summarizes our minimal regularity conditions on these
sequences.
Assumption 2.1 Let γ := (γj)j∈N, ω := (ωj)j∈N and λ := (λj)j∈N be strictly positive sequences
of weights with γ0 = ω0 = λ0 = 1 such that (ω/γ), (λ/ω), and λ are non-increasing, respectively
and such that ζ := supk∈N k3/γk <∞, implying in particular Γ :=
∑
j∈N γ
−1
j <∞.
It is worth noting that the monotonicity assumption on (ω/γ) only ensures that ‖ϕ‖ω is finite
for all ϕ ∈ Frγ , and hence the weighted risk is a well-defined measure of accuracy for estimators
of ϕ. Heuristically, this reflects the fact that we cannot estimate the (s + 1)-th derivative if
the structural function has only s derivatives.
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The lower bound
The next assertion provides a lower bound for the risk with respect to the weighted norm.
Thus, we extend the result of Chen and Reiß (2011), who show a lower bound for the mean
integrated squared error.
Theorem 2.2 Suppose that the iid. (Y, Z,W )-sample of size n obeys the model (1.1a–1.1b),
that the distribution of the error term U belongs to the class
Uσ := {PU | E[U |W ] = 0 and E[U4|W ] 6 σ4}
with σ > 0 and that supj>1E[e4j (Z)|W ] 6 η, η > 1. Consider sequences γ, ω and λ satisfying
Assumption 2.1 such that the conditional expectation operator T associated to (Z,W ) belongs
to T dλ , d > 1. Define for all n > 1
k∗n := k∗n(γ, λ, ω) := argmin
k∈N
{
max
(ωk
γk
,
k∑
j=1
ωj
nλj
)}
and
R∗n := R∗n(γ, λ, ω) := max
(ωk∗n
γk∗n
,
k∗n∑
j=1
ωj
nλj
)
. (2.2)
If in addition κ := infn>1{(R∗n)−1 min(ωk∗nγ−1k∗n ,
∑k∗n
l=1 ωl(nλl)−1)} > 0 and σ4 > 8(3 + 2ρ2Γ2),
then for all n > 1 and for any estimator ϕ˜ of ϕ, we have
sup
PU∈Uσ
sup
ϕ∈Fργ
E‖ϕ˜− ϕ‖2ω >
κ
4 min
(
ρ,
1
2d
)
R∗n.
Remark 2.3 The proof of the last assertion is based on Assouad’s cube technique (c.f. Koros-
tolev and Tsybakov, 1993; Tsybakov, 2004), which consists in constructing 2k∗n candidates of
structural functions which have the largest possible ‖·‖ω-distance but are still statistically non
distinguishable. In the last theorem, the additional moment condition supj>1E[e4j (Z)|W ] 6 η
is obviously satisfied if the basis functions {ej} are uniformly bounded (e.g. the trigonometric
basis considered in Section 2.3). However, if V denotes a Gaussian random variable with mean
zero and variance one, which is moreover independent of (Z,W ), then the additional condition
σ4 > 8(1 + 2ρ2Γ2η) ensures that for all structural functions ϕ ∈ Frγ , the distribution of the
error term U := V − ϕ(Z) + [Tϕ](W ) belongs to Uσ. This specific case is only needed to sim-
plify the calculation of the distance between distributions corresponding to different structural
functions. A similar assumption has been used by Chen and Reiß (2011).
On the other hand, below we derive an upper bound assuming that the distribution of error
term U belongs to Uσ and that the joint distribution of (Z,W ) satisfies additional moment
conditions. In this situation, Theorem 2.2 provides a lower bound for any estimator as long as σ
is sufficiently large. Note further that this lower bound tends only to zero if ω/γ is a vanishing
sequence. In other words, in case γ ≡ 1, uniform consistency over all ϕ with ‖ϕ‖2Z 6 ρ can
only be achieved with respect to a weighted norm weaker than the L2Z-norm, that is, if ω
is a sequence tending to zero. Finally, it is important to note that the regularity conditions
imposed on the structural function ϕ and the conditional expectation operator T involve only
the basis {ej}j>1 in L2Z . Therefore, the lower bound derived in Theorem 2.2 does not capture
the influence of the basis {fl}l>1 in L2W used to construct the estimator. In other words, the
proposed estimator of ϕ can only attain this lower bound if {fl}l>1 is appropriately chosen.
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2.3 Minimax-optimal Estimation by dimension reduction and thresholding
In addition to the basis {ej}j>1 of L2Z considered in the last section, we introduce now a basis
{fl}l>1 in L2W . In this section we derive the asymptotic properties of the least squares estimator
under minimal assumptions on these two bases. More precisely, we suppose that the structural
function ϕ belongs to some ellipsoid Frγ and that the conditional expectation satisfies a link
condition, i.e., T ∈ T λd . Furthermore, we introduce an additional condition linked to the basis
{fl}l>1. Then we show that the proposed estimator attains the lower bound derived in the last
section. All these results are illustrated under classical smoothness assumptions at the end of
this section.
Matrix and operator notations
Given k > 1, let Ek and Fk denote the subspace of L2Z and L2W spanned by the functions {ej}kj=1
and {fl}kl=1, respectively. Ek and E⊥k (resp. Fk and F⊥k ) denote the orthogonal projection
mappings on Ek (resp. Fk) and its orthogonal complement E⊥k (resp. F⊥k ), respectively. Given
a matrix K, its inverse is denoted by K−1 and its transposed matrix by Kt. Let [ϕ], [ψ] and
[K] denote the (infinite) vector and matrix of the function ϕ ∈ L2Z , ψ ∈ L2W and the operator
K : L2Z → L2W with the entries [ϕ]j = 〈ϕ, ej〉, [ψ]l = 〈ψ, fl〉 and [K]lj = 〈Kej , fl〉, respectively.
The upper k-sub-vector and (k × k)-sub-matrix of [ϕ], [ψ] and [K] are denoted by [ϕ]k, [ψ]k
and [K]k, respectively. Note that [K∗]k = [K]tk. The diagonal matrix with entries v is denoted
by diag(v) and the identity matrix is denoted by I. Clearly, [Ekϕ]k = [ϕ]k and if we restrict
FkKEk to an operator from Ek into Fk, then it has the matrix [K]k. Moreover, if v ∈ Rk then
‖v‖ denotes the Euclidean norm of v, and given a (k×k)-matrixM , let ‖M‖ := sup‖v‖61‖Mv‖
denote its spectral-norm and r˜(M) its trace.
Consider the conditional expectation operator T associated to the regressor Z and the in-
strument W . If [e(Z)]k and [f(W )]k denote the k-dimensional random vectors with entries
ej(Z) and fj(W ) respectively, then [T ]k = E[f(W )]k[e(Z)]tk which we assume to be non singu-
lar for all k > 1 (or, at least for sufficiently large k), such that [T ]−1k always exists. Note that
it is a nontrivial problem to determine in under what precise conditions such an assumption
holds (see e.g. Efromovich and Koltchinskii (2001) and references therein).
Definition of the estimator
Let (Y1, Z1,W1), . . . , (Yn, Zn,Wn) be an iid. sample of (Y, Z,W ). Since [T ]k = E[f(W )]k[e(Z)]tk
and [g]k = EY [f(W )]k can be written as expectations, we can construct estimators by using
their empirical counterparts, that is,
[̂T ]k := (1/n)
n∑
i=1
[f(Wi)]k[e(Zi)]tk and [̂g]k := (1/n)
n∑
i=1
Yi[f(Wi)]k.
Then the estimator of the structural function ϕ is defined by
ϕ̂k :=
k∑
j=1
[ϕ̂k]jej with [ϕ̂k]k :=

[̂T ]
−1
k [ĝ]k,
if [̂T ]k is nonsingular
and ‖[̂T ]−1k ‖ 6
√
n,
0, otherwise,
(2.3)
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where the dimension parameter k = k(n) has to tend to infinity as the sample size n increases.
This estimator ϕ̂k takes its inspiration from the linear Galerkin approach (c.f. Efromovich and
Koltchinskii, 2001; Hoffmann and Reiss, 2008).
Extended link condition
Consistency of this estimator is only possible if the least squares solution ϕk =
∑k
j=1[ϕk]jej
with [ϕk]k = [T ]−1k [g]k converges to ϕ as k → ∞, which is not true in general. However, the
condition supk∈N‖[T ]−1k [TE⊥k ]k‖ < ∞ is known to be sufficient to ensure convergence of ϕk.
Notice that this condition involves also the basis {fl}l>1 in L2W . In what follows, we introduce
an alternative but stronger condition to guarantee the convergence, which extends the link
condition (2.1), that is, T ∈ T λd . We denote by T λd,D for some D > d the subset of T λd given by
T λd,D :=
{
T ∈ T λd
∣∣ sup
k∈N
‖[diag(λ)]1/2k [T ]−1k ‖2 6 D
}
. (2.4)
Remark 2.4 The link condition (2.1) implies the extended link condition (2.4) for a suitable
D > 0 if {ej} and {fj} are the singular functions of T and if [T ] is only a small perturbation
of diag(λ1/2), or if T is strictly positive (for a detailed discussion we refer to Efromovich
and Koltchinskii (2001) and Cardot and Johannes (2010)). We underline that once both
bases {ej}j>1 and {fl}l>1 are specified, the extended link condition (2.4) restricts the class of
joint distributions of (Z,W ) to those for which the least squares solution ϕk is L2-consistent.
Moreover, we show below that under the extended link condition the least squares estimator
of ϕ given in (2.3) can attain minimax-optimal rates of convergence. In this sense, given
a joint distribution of (Z,W ), a basis {fl}l>1 satisfying the extended link condition can be
interpreted as a set of optimal instruments. Furthermore, for each pre-specified basis {ej}j>1,
we can theoretically construct a basis {fl}l>1 of optimal instruments such that the extended
link condition is not a stronger restriction than the link condition (2.1) (see Johannes and
Breunig (2009) for more details). 
The upper bound
The following theorem provides an upper bound under the extended link condition (2.4) and
an additional moment condition on the bases or, more precisely, on the random vectors [e(Z)]
and [f(W )]. We begin this section by formalizing this additional condition.
Assumption 2.5 There exists η > 1 such that the joint distribution of (Z,W ) satisfies
(i) supj∈NE[e2j (Z)|W ] 6 η2 and supl∈NE[f4l (W )] 6 η4;
(ii) supj,l∈NVar(ej(Z)fl(W )) 6 η2
(iii) supj,l∈NE|ej(Z)fl(W )−E[ej(Z)fl(W )]|k 6 ηk−2k!Var(ej(Z)fl(W )), for all k > 3.
This assumption restricts the set of possible joint distribution of (Z,W ). More precisely, it
supposes that the random variables ej(Z)fl(W ) − E[ej(Z)fl(W )] satisfy Cramer’s condition
uniformly, which is known to be sufficient to obtain an exponential bound for their large
deviations (c.f. Bosq, 1998). It is however noticeable that the assumption is satisfied for any
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joint distribution and for sufficiently large η if the bases {ej}j>1 and {fl}l>1 are uniformly
bounded.
Theorem 2.6 Suppose that the iid. (Y,Z,W )-sample of size n obeys the model (1.1a–1.1b)
and that the joint distribution of (Z,W ) satisfies Assumption 2.5 for some η > 1. Consider
sequences γ, ω and λ satisfying Assumption 2.1. Let k∗n, R∗n, and κ be as given in Theorem 2.2
and suppose that
(k∗n)2 max {| logR∗n|, (log k∗n)} = o(λk∗n) as n→∞. (2.5)
Then, we have for all n ∈ N that
sup
T∈T λ
d,D
sup
PU∈Uσ
sup
ϕ∈Fργ
E‖ϕ̂k∗n − ϕ‖2ω 6 C R∗n
for a constant C > 0 depending only on the classes T λd,D,Fργ , and the constants σ and η.
Remark 2.7 From Theorems 2.2 and 2.6 it follows that under Assumption 2.5, the estimator
ϕ̂k∗n attains the optimal rate R∗n for all sequences γ, ω and λ satisfying the minimal regularity
conditions from Assumption 2.1. Let us briefly discuss the role of the sequences γ, ω and λ.
Theorem 2.2 and 2.6 show that the faster the sequence λ decreases, the slower the obtainable
optimal rate of convergence becomes. On the other hand, a faster increase of γ or decrease of
ω leads to a faster optimal rate. In other words, as expected, a structural function satisfying a
stronger regularity condition can be estimated faster, and measuring the accuracy with respect
to a weaker norm leads to faster rates, too. 
Illustration: estimation of derivatives
To illustrate the previous results, we will describe in this section the prior information about
the unknown structural function ϕ by its degree of smoothness. In order to simplify the
presentation, we follow Hall and Horowitz (2005) and suppose that the marginal distribution
of the scalar regressor Z and the scalar instrumentW are uniformly distributed on the interval
[0, 1]. It is worth noting that all the results below can be extended to the multivariate case in
a straightforward way. In the univariate case, it follows that both Hilbert spaces L2Z and L2W
are isomorphic to L2[0, 1], endowed with the usual norm ‖·‖ and inner product 〈·, ·〉.
In the last sections, we have seen that the choice of the basis {ej}j>1 is directly linked to the
a priori assumptions we are willing to impose on the structural function. In case of classical
smoothness assumptions, it is natural to consider the Sobolev space of periodic functions.
Therefore, we introduce the trigonometric basis
ψ1 :≡ 1, ψ2j(s) :=
√
2 cos(2pijs), ψ2j+1(s) :=
√
2 sin(2pijs), s ∈ [0, 1], j ∈ N.
and choose {ej = ψj}. It is well-known that for a weight sequence γ with γ1 = 1 and γj = j2p
for j > 2, the ellipsoid Frγ is a subset of the Sobolev space of p-times differentiable periodic
functions. In the rest of this section we will suppose that the prior information about the
unknown structural function ϕ is characterized by such a Sobolev ellipsoid, i.e. that ϕ is
p > 0 times differentiable. In this illustration, we consider the estimation of derivatives of the
structural function ϕ. We therefore recall that, up to a constant, for any function h ∈ Frγ
the weighted norm ‖h‖ω with ω0 = 1 and ωj = j2s, j > 2, equals the L2-norm of the s-th
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weak derivative h(s) for each integer 0 6 s 6 p. By virtue of this relation, the results in the
previous section imply also a lower as well as an upper bound of the L2-risk for the estimation
of the s-th weak derivative of ϕ. Finally, we restrict our attention to conditional expectation
operator T ∈ T λd with either
[p-λ] a polynomially decreasing sequence λ, i.e., λ0 = 1 and λj = j−2a, j > 2, for some a > 0,
or
[e-λ] an exponentially decreasing sequence λ, i.e., λ0 = 1 and λj = exp(−j2a), j > 2, for some
a > 0.
It is easily seen that the minimal regularity conditions given in Assumption 2.1 are satisfied if
p > 1/2. Roughly speaking, this means that the structural function is at least continuous. The
lower bound presented in the next assertion follows now directly from Theorem 2.2. Note that
the additional condition, supj>1E[e4j (Z)|W ] 6 η, η > 8, is satisfied since the trigonometric
basis is bounded uniformly by two. Before stating the results, let us introduce some asymptotic
notation: We write an . bn when there is a C ∈ R+ such that an 6 C bn for all sufficiently
large n ∈ N and an ∼ bn when an . bn and bn . an simultaneously.
Proposition 2.8 Suppose an iid. sample of size n from the model (1.1a–1.1b). If γj = j2p with
p > 1/2, then we have for any estimator ϕ˜(s) of ϕ(s), 0 6 s < p,
[p-λ] supPU∈Uσ supϕ∈Frγ
{
E‖ϕ˜(s) − ϕ(s)‖2
}
& n−2(p−s)/(2p+2a+1),
[e-λ] supPU∈Uσ supϕ∈Frγ
{
E‖ϕ˜(s) − ϕ(s)‖2
}
& (logn)−(p−s)/a.
In this section, the basis of L2W is given by the trigonometric basis {fl = ψl}l>1. The moment
conditions formalized in Assumption 2.5 are thus automatically fulfilled since the bases {ej}j>1
and {fl}l>1 are both uniformly bounded. We suppose that the associated conditional expecta-
tion operator T satisfies the extended link condition (2.4), that is, T ∈ T λd,D. By this means, we
restrict the set of possible joint distributions of (Z,W ) to those having the trigonometric basis
as optimal instruments. As an estimator of ϕ(s), we shall consider the s-th weak derivative
of the estimator ϕ̂k defined in (2.3). Recall that for each integer 0 6 s 6 p, the s-th weak
derivative of the estimator ϕ̂k is
ϕ̂
(s)
k (t) =
∑
j∈Z
(2ipij)s
∫ 1
0
ϕ̂k(u) exp(−2ipiju)du exp(−2ipijt).
Applying Theorem 2.6, the rates of the lower bound given in the last assertion are seen to
coincide, up to a constant, with an upper bound of the L2-risk of the estimator ϕ̂(s)k , which
is the statement of the next proposition. This proves that these rates are optimal and the
estimator ϕ̂(s)k is minimax optimal in both cases.
Proposition 2.9 Suppose that the iid. (Y, Z,W )-sample of size n obeys the model (1.1a–1.1b).
Let γj = j2p for p > 3/2. For 0 6 s < p consider the estimator ϕ̂k∗n given in (2.3).
[p-λ] In the polynomial decreasing case with k∗n ∼ n1/(2p+2a+1),
supPU∈Uσ supϕ∈Frγ
{
E‖ϕ̂(s)k∗n − ϕ(s)‖2
}
. n−2(p−s)/(2p+2a+1).
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[e-λ] In the exponentially decreasing case with k∗n ∼ (logn)1/(2a),
supPU∈Uσ supϕ∈Frγ
{
E‖ϕ̂(s)k∗n − ϕ(s)‖2
}
. (logn)−(p−s)/a.
Remark 2.10 We emphasize the interesting role of the parameters p and a characterizing the
regularity conditions imposed on ϕ and T respectively: As we see from Propositions 2.8 and 2.9,
if the value of a increases, the obtainable optimal rate of convergence decreases. Therefore,
the parameter a is often called degree of ill-posedness (c.f. Natterer, 1984). On the other hand,
an increase of the quantity p leads to a faster optimal rate. In other words, as expected, a
smoother structural function can be estimated faster. Finally, as opposed to the polynomial
case, in the exponential case the smoothing parameter k∗n does not depend on the value of p.
It follows that the proposed estimator is automatically adaptive, i.e. it does not depend on
an a-priori knowledge of the degree of smoothness of the structural function ϕ. However, the
choice of the smoothing parameter does depend on the properties of T , more precisely, the
value of a. 
3 Adaptive estimation under smoothness assumptions
In this section, our objective is to construct a fully adaptive estimator of the structural function
ϕ. Adaptation means that in spite of the conditional expectation operator T being unknown,
the estimator should attain the optimal rate of convergence over the ellipsoid Fργ for a wide
range of different weight sequences γ. However, we will suppose that the operator T is diagonal
with respect to the trigonometric basis {ψj}. In this situation, for example, an operator with
polynomially decreasing λ having a degree of ill-posedness a behaves like a-times integrating,
and hence it is also called finitely smoothing. On the other hand, when the sequence λ is
exponentially decreasing with degree of ill-posedness a, the operator behaves like integrating
infinitely many times, and hence it is also called infinitely smoothing. Thus, this additional
condition imposes in fact a smoothing condition on the unknown conditional expectation oper-
ator T . Even though we assume that the operator is smoothing, we do not impose any a-priori
knowledge about the specific decay of λ. Our starting point is the estimator given in (2.3),
which in this situation takes the form
ϕ̂k =
k∑
j=1
[̂g]j
[̂T ]jj
1
[inf16j6k [̂T ]
2
jj>1/n]
ψj , (3.1)
with [̂g]j and [̂T ]jj defined in (2.3). In the last section, we have shown that this estimator is
minimax-optimal provided the dimension parameter k is chosen in the optimal way. In what
follows, the dimension parameter k is chosen using a model selection approach via penalization.
This choice will only involve the data and none of the sequences γ and λ describing the
underlying smoothness. First, we introduce some sequences which are used below.
Definition 3.1
(i) For all k > 1, define ∆k := max16j6k ωj/λj, τk := max16j6k(ωj)∨1/λj with (q)∨1 :=
max(q, 1) and
δk := k∆k
log(τk ∨ (k + 2))
log(k + 2) .
Let further Σ be a non-decreasing function such that for all C > 0∑
k>1
C τk exp
(
− k log(τk ∨ (k + 2))6C log(k + 2)
)
6 Σ(C) <∞ (3.2)
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and supn∈N exp
( − K2 C−1 n1/6 + 53 logn) 6 Σ(C) with the constant K2 = (√2 −
1)/(21
√
2).
(ii) Define a sequence N as follows,
Nn := Nn(λ, d) := max
{
1 6 N 6 n
∣∣∣∣ n7 exp (− nλN288d
)
6
(2016 d
λ1
)7
and δN/n 6 1
}
.
It is easy to see that there exists always a function Σ satisfying condition (3.2). Consider the
estimator ϕ̂
k˜
defined by choosing the dimension parameter k˜ such that
k˜ := argmin
16k6Nn
{
−‖ϕ̂k‖2ω + c
δk
n
}
for some constant c > 0. However, the estimator ϕ̂
k˜
is only partially adaptive, since the
dimension parameter is chosen using a criterion function that involves the sequences N and
δ which depend on λ and d. We solve this problem by defining empirical versions of these
sequences. The fully adaptive estimator is then defined analogously to the one above, but uses
the estimated rather than the original sequences.
Definition 3.2 Let δ̂ := (δ̂k)k>1, N̂ := (N̂n)n>1, be as follows.
(i) Given ∆̂k := max16j6k ωj [̂T ]
−2
jj 1[inf16j6k [̂T ]
2
jj>1/n]
and
τ̂k := max06j6k(ωj)∨1 [̂T ]
−2
jj 1[inf16j6k [̂T ]
2
jj>1/n]
let
δ̂k := k∆̂k
log(τ̂k ∨ (k + 2))
log(k + 2) .
(ii) Given Nun := argmax16N6n
{
max16j6N ωj/n 6 1
}
, let
N̂n := argmin
16j6Nun
{ |[̂T ]j |2
|j|(ωj)∨1 <
logn
n
}
.
It worth to stress that all these sequences do not involve any a-priori knowledge about neither
the target function ϕ nor the operator T . Now, we choose the dimension parameter as
k̂ := argmin
16k6N̂n
{
− ‖f̂k‖2ω + 540E[Y 2]
δ̂k
n
}
. (3.3)
Throughout this chapter we do not address the issue that the value E[Y 2] is not known in
practice. Anyway, it can easily be estimated by its empirical counterpart. Moreover, the
constant 540, though suitable for the theory, may probably be chosen much smaller in practice
by a simulation study (cf. Comte et al. (2006) in the context of a deconvolution problem).
Our main result below requires the following Assumption.
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Assumption 3.3 The sequence N from Definition 3.1 (ii) satisfies the conditions
max
j>Nn
λj
j(ωj)∨1
6 logn4dn and d
−1 min
16j6Nn
λj > 2/n.
Remark 3.4 Assumption 3.3 is satisfied for sufficiently large n by construction. Let us illustrate
briefly this assumption in the setting of the examples introduced in Section 2.3. Recall the
distinction between finitely and infinitely smoothing conditional expectation operators. The
sequences from Definition 3.1 take the following forms in the two respective cases.
[fs] In the finitely smoothing case, we have
∆k = k2a+2s, δk ∼ k2a+2s+1, Nn ∼ n1/(2a+2s+1).
[is] In the infinitely smoothing case, we have
∆k = k2s exp(k2a), δk ∼ k2a+2s+1 exp(k2a)(log k)−1,
Nn ∼
(
log n log logn
(logn)(2a+2s+1)/(2a)
)1/(2a)
.
The sequence N satisfies Assumption 3.3 in either case. 
We are now able to state the main result of this chapter providing an upper risk bound for the
fully adaptive estimator in the case where the eigenfunctions of the operator T ∗T are known.
Theorem 3.5 Assume that we have a sample of size n of (Y,Z,W ). Consider sequences ω, γ,
and λ satisfying Assumption 2.1 such that the conditional expectation operator T associated to
(Z,W ) belongs to T ∈ T λd,D, d,D > 1 and is diagonal with respect to the trigonometric basis
{ψj}. Let the sequences δ and N be as in Definition 3.1 and suppose that Assumption 3.3
holds. Define further N ln := argmax16j6Nn
{ λj
j(ωj)∨1 >
4d logn
n
}
. Consider the estimator ϕ̂
k̂
defined in (3.1) with k̂ given by (3.3). Then for all n > 1
sup
PU∈Uσ
sup
ϕ∈Fργ
{
E‖ϕ̂
k̂
− ϕ‖2ω
}
. (2ρΓ + σ2 + 1)4d ζd
[
min
16k6N ln
{
max
(
ωk
γk
,
δk
n
)}
+ ρmax
j>1
{
ωj
γj
min
(
1, 1
nλj
)}
+ 1
n
{
Σ
(
(2ρΓ + σ2)ζd + VU |Z
V 2U |Z
)
+ 1
}]
,
where VU |Z := E[Var(U |Z)] and ζd := (log 3d)/ log 3.
Compare the last assertion with the lower bound given in Theorem 2.2. It is easily seen that if
(ω/λ) is non-decreasing, the second term in the upper bound of Theorem 3.5 is always smaller
than the first one. Thus, in this situation the fully adaptive estimator attains the lower bound
up to a constant if and only if
Rn := min16k6N ln
{
max
(
ωk
γk
,
δk
n
)}
is of the same order as R∗n = mink∈N
{
max
(
ωk
γk
,
∑k
j=1
ωj
nλj
)}
. This leads immediately to the
following corollary.
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Corollary 3.6 Let the assumptions of Theorem 3.5 be satisfied. If in addition (ω/λ) is non-
decreasing and we have supn∈N{Rn/R∗n} <∞, then
sup
PU∈Uσ
sup
ϕ∈Fργ
{
E‖ϕ̂
k̂
− ϕ‖2ω
}
= O(R∗n), as n→∞.
A sufficient condition for the two rates Rn and R∗n to be of the same order is obviously given
by supk>1{δk/(
∑
16j6k ωj/λj)} < ∞ and supn∈N(k∗n/N ln) 6 1. However, this condition is not
necessary to establish the order optimality of the estimator as follows from the example [is]
below.
3.1 Illustration: estimation of derivatives (continued)
The following result shows that even without any prior knowledge on the structural function
ϕ and for all smoothing operators T , the fully adaptive penalized estimator automatically
attains the optimal rate in the finitely and in the infinitely smoothing case. Recall that the
computation of the dimension parameter k̂ given in (3.3) involves the sequence Nu, which in
our illustration satisfies Nun ∼ n1/(2s) since ωj = j2s, j > 1.
Proposition 3.7 Suppose that the i.i.d. (Y,Z,W )-sample of size n obeys the model (1.1a–1.1b)
and that PU ∈ Uσ, σ > 0. Consider the estimator ϕ̂k̂ given in (2.3) with k̂ defined by (3.3).
[fs] In the finitely smoothing case, we obtain
supPU∈Uσ supϕ∈Wρp
{
E‖ϕ̂(s)
k̂
− ϕ(s)‖2
}
= O(n−2(p−s)/(2p+2a+1)).
[is] In the infinitely smoothing case, we have
supPU∈Uσ supϕ∈Wρp
{
E‖ϕ̂(s)
k̂
− ϕ(s)‖2
}
= O((logn)−(p−s)/a).
4 Conclusion
In this work, we have developed a minimax theory for the estimation of the structural function
in a nonparametric regression model with instrumental variables. We have defined a least
squares estimator involving dimension reduction and additional thresholding which can attain
the minimax optimal rate when the dimension parameter is chosen in an appropriate way.
This choice, however, depends on characteristics of the structural function and the conditional
expectation operator which are not known in practice.
In order to solve this problem, we have proposed a data-driven estimator which attains the
minimax optimal rate over a wide range of classes of structural functions. Unfortunately, we
still need the additional assumption that the eigenfunctions of the conditional expectation
operator are known, in which case the proposed estimator takes the form of an orthogonal
series. Furthermore, we show in (A.6) that if Sk is the subspace generated by the first k
eigenfunctions, then we have for all k 6 k′ and t ∈ Sk that 〈t, ϕ̂k′〉ω = 〈t, ϕ̂k〉ω. If, however, Sk
is generated by an arbitrary set of linearly independent functions, this is not true in general. In
particular, the estimate (A.10) on which the proof is essentially based, does not hold anymore.
Loubes and Marteau (2009) develop, also under the assumption of known eigenfunctions,
oracle inequalities for an adaptive estimator which attains the optimal bounds up to a loga-
rithmic loss. In contrast to this, the method we presented in this article does not suffer from
this loss.
The extension of this methodology to the case where the eigenfunctions are unknown is an
interesting problem worth investigating in the near future.
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A Proofs
Minimax theory: lower bound
Proof of Theorem 2.2. Consider a pair (Z,W ) with associated conditional expectation operator
T ∈ T λd . Let
ζ := κmin(ρ, 1/(2d)) and αn := R∗n(
k∗n∑
j=1
ωj/(λjn))−1.
Then, the function ϕ := (ζαn/n)1/2
∑k∗n
j=1 λ
−1/2
j ej belongs to the class Fργ , because the mono-
tonicity of (γ/ω) implies ‖ϕ‖2γ 6 ρκ(γk∗n/ωk∗n)R∗n 6 ρ, using successively the definitions of αn
and κ. Based on ϕ, the candidates for the structural function are defined as
ϕθ :=
k∗n∑
j=1
θj [ϕ]jej
for every θ := (θj) ∈ {−1, 1}k∗n . These functions obviously belong to Fργ , too. Let V ∼ N (0, 1)
be a random variable independent of (Z,W ). For every θ := (θj) ∈ {−1, 1}k∗n , the distribution
of the random variable
Uθ := [Tϕθ](W )− ϕθ(Z) + V
then belongs to Uσ for all σ4 > 8(3 + 2ρ2Γ2η): Firstly, E[Uθ|W = 0]. Secondly, we have
|E[f(Z)|W ]|4 6 ρ2Γ
∑
j∈N
γ−1j E[e4j (Z)|W ] 6 ρ2Γ2η
for all all f ∈ Fργ , which follows from the condition Γ =
∑
j∈N γ
−1
j < ∞ together with
supj E[e4j (Z)|W ] 6 η, applying the Cauchy-Schwarz inequality twice. From this estimate
we conclude E[ϕ4θ(Z)|W ] 6 ηρ2Γ2 and |[Tϕθ](W )|4 6 E[ϕ4θ(Z)|W ] 6 ηρ2Γ2. By combination
of the last two bounds we obtain E[U4θ |W ] 6 8{2ηρ2Γ2 + 3}.
Consequently, for any θ, the tuple (Y, Z,W ) defined by Y := ϕθ(Z) + Uθ obeys the model
(1.1a–1.1b). Let (Yi, Zi,Wi)i=1,...,n be n iid. copies of (Y,Z,W ) and denote their joint distri-
bution by Pθ.
Under the law Pθ, the conditional distribution of Yi given Wi is then Gaussian with mean
[Tϕθ](Wi) and variance 1. Furthermore, for j = 1, . . . , k∗n and for each θ we introduce θ(j) by
θ
(j)
l = θl for j 6= l and θ(j)j = −θj . Then, it is easily seen that the log-likelihood of Pθ with
respect to Pθ(j) is given by
log
( dPθ
dPθ(j)
)
=
n∑
i=1
2(Yi − [Tϕθ](Wi))θj [ϕ]j [Tej ](Wi) + 2[ϕ]2j
n∑
i=1
|[Tej ](Wi)|2.
Its expectation with respect to Pθ satisfies
EPθ [log(dPθ/dPθ(j))] = 2n[ϕ]2j‖Tej‖2W 6 2nd[ϕ]2jλj ,
because T ∈ T λd . In terms of the Kullback-Leibler divergence, this means
KL(Pθ, Pθ(j)) 6 2 dn [ϕ]2jλj .
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Since the Hellinger distance satisfies H2(Pθ, Pθ(j)) 6 KL(Pθ, Pθ(j)), we can use the definition
of ϕ, the property αn 6 κ−1, and the definition of ζ successively and obtain that
H2(Pθ, Pθ(j)) 6 2 dn [ϕ]2jλj 6 2d ζ αn 6 1. (A.1)
Considering the Hellinger affinity ρ(Pθ, Pθ(j)) =
∫ √
dPθdPθ(j) , we can write for any estimator
ϕ˜ of ϕ that
ρ(Pθ, Pθ(j)) 6
∫ |[ϕ˜− ϕθ(j) ]j |
|[ϕθ − ϕθ(j) ]j |
√
dPθdPθ(j) +
∫ |[ϕ˜− ϕθ]j |
|[ϕθ − ϕθ(j) ]j |
√
dPθdPθ(j)
6
(∫ |[ϕ˜− ϕθ(j) ]j |2
|[ϕθ − ϕθ(j) ]j |2
dPθ(j)
)1/2
+
(∫ |[ϕ˜− ϕθ]j |2
|[ϕθ − ϕθ(j) ]j |2
dPθ
)1/2
.
Rewriting the last estimate using the identity ρ(Pθ, Pθ(j)) = 1 − 12H2(Pθ, Pθ(j)) and (A.1), we
obtain {
Eθ|[ϕ˜− ϕθ]j |2 +Eθ(j) |[ϕ˜− ϕθ(j) ]j |2
}
> 18 |[ϕθ − ϕθ(j) ]j |
2 = 12[ϕ]
2
j .
We combine the last estimate with the following reduction scheme, which is the key argument
of this proof:
sup
PU∈Uσ
sup
ϕ∈Fργ
EPθ‖ϕ˜− ϕ‖2ω > sup
θ∈{−1,1}k∗n
EPθ‖ϕ˜− ϕθ‖2ω
> 12k∗n
∑
θ∈{−1,1}k∗n
k∗n∑
j=1
ωjEPθ |[ϕ˜− ϕθ]j |2
= 12k∗n
∑
θ∈{−1,1}k∗n
k∗n∑
j=1
ωj
2
{
EPθ |[ϕ˜− ϕθ]j |2 +EPθ(j) |[ϕ˜− ϕθ(j) ]j |
2
}
> 12k∗n
∑
θ∈{−1,1}k∗n
k∗n∑
j=1
ωj
4 [ϕ]
2
j =
ζαn
4
k∗n∑
j=1
ωj
nλj
.
Hence, from the definition of ζ and αn we obtain the lower bound given in the theorem. 
Minimax theory: upper bounds
We begin by defining and recalling notations to be used without further reference in the proofs
of this section. Given k > 0, denote ϕk :=
∑k
j=1[ϕk]jej with [ϕk]k = [T ]−1k [g]k which is well-
defined since [T ]k is non singular. Then, the identities [T (ϕ − ϕk)]k = 0 and [ϕk − Ekϕ]k =
[T ]−1k [TE⊥k ϕ]k hold true. Furthermore, let [Ξ]k := [̂T ]k − [T ]k and define vectors [B]k and [S]k
by
[B]j :=
1
n
n∑
i=1
Uifj(Wi) and [S]j :=
1
n
n∑
i=1
fj(Wi){ϕ(Zi)− [ϕk]tk[e(Zi)]k}, 1 6 j 6 k,
such that [̂g]k − [̂T ]k[ϕk]k = [B]k + [S]k. Note that E[B]k = 0 due to the mean independence,
i.e., E[U |W ] = 0, and that E[S]k = [Tϕ]k − [Tϕk]k = 0. Moreover, let us introduce the events
Ω := {‖[̂T ]−1k ‖ 6
√
n} and Ω1/2 := {‖[Ξ]k‖ ‖[T ]−1k ‖ 6 1/2}.
16
At the end of this section we shall prove some technical lemmas (Lemmas B.1– B.3) which are
used in the following proofs.
Proof of Theorem 2.6. Define ϕ˜k∗n := ϕk∗n1Ω and decompose the risk into two terms,
E‖ϕ̂k∗n − ϕ‖2ω 6 2{E‖ϕ̂k∗n − ϕ˜k∗n‖2ω +E‖ϕ˜k∗n − ϕ‖2ω} =: 2{A1 +A2}, (A.2)
which we bound separately. Consider first A2. Using the identity ‖ϕ˜k∗n−ϕ‖2ω = ‖ϕk∗n−ϕ‖2ω1Ω+
‖ϕ‖2ω1Ωc we deduce
E‖ϕ˜k∗n − ϕ‖2ω 6 ‖ϕk∗n − ϕ‖2ω + ‖ϕ‖2ωP (Ωc).
Since (ω/γ) is monotonically decreasing, the last estimate together with (B.7) in Lemma B.2
implies for all ϕ ∈ Fργ
E‖ϕ˜k∗n − ϕ‖2ω 6 4DdρR∗n max
(
1,
λk∗n
ωk∗n
max
16j6k∗n
ωj
λj
)
+ P (Ωc)
6 R∗n
{
4Ddρ max
(
1,
λk∗n
ωk∗n
max
16j6k∗n
ωj
λj
)
+ C(γ, λ, η,D)
} (A.3)
by employing the definition of R∗n and applying Lemma B.4.
Consider A1. From the identity [̂g]k∗n − [̂T ]k∗n [ϕm]k∗n = [B]k∗n + [S]k∗n follows
[ϕ̂k∗n−ϕ˜k∗n ]k∗n = {[T ]−1k∗n + [T ]
−1
k∗n
([T ]k∗n − [̂T ]k∗n)[̂T ]
−1
k∗n
}{[B]k∗n + [S]k∗n}1Ω
= [T ]−1k∗n {[B]k∗n + [S]k∗n}1Ω − [T ]
−1
k∗n
[Ξ]k∗n [̂T ]
−1
k∗n
{[B]k∗n + [S]k∗n}1Ω.
By making use of this identity we decompose A1 further into two terms
E‖ϕ̂k∗n − ϕ˜k∗n‖2ω 6 2E[‖[diag(ω)]
1/2
k∗n
[T ]−1k∗n {[B]k∗n + [S]k∗n}‖
21Ω]
+ 2E[‖[diag(ω)]1/2k∗n [T ]
−1
k∗n
[Ξ]k∗n [̂T ]
−1
k∗n
{[B]k∗n + [S]k∗n}‖21Ω] =: 2{A11 +A12} (A.4)
which we bound separately. In case of A11 we employ successively (B.6) from Lemma B.1 with
M := [diag(ω)]1/2k∗n [T ]
−1
k∗n
, the elementary inequality r˜(AtBtBA) 6 ‖A‖2r˜(BtB) valid for all
(k×k) matrices A and B and the extended link condition (2.4), that is, ‖[diag(λ)]1/2k∗n [T ]
−1
k∗n
‖2 6
D. Thereby, we obtain
E[‖[diag(ω)]1/2k∗n [T ]
−1
k∗n
{[B]k∗n + [S]k∗n}‖21Ω]
6 (2/n)D r˜
(
[diag(λ)]−1/2k∗n [diag(ω)]k∗n [diag(λ)]
−1/2
k∗n
)
{σ2 + η2 Γ ‖ϕ− ϕk∗n‖2γ}
= 2D{σ2 + η2 Γ ‖ϕ− ϕk∗n‖2γ}
k∗n∑
j=1
ωj
nλj
. (A.5)
Consider now A12. Observe that ‖[diag(ω)]1/2k∗n [T ]
−1
k∗n
‖2 6 Dmax16j6k∗n ωj/λj for all T ∈ T λd,D.
Applying the last inequality together with
‖[̂T ]−1k∗n ‖
21Ω1/2 6 4D/λk∗n and ‖[̂T ]
−1
k∗n
‖21Ω 6 n,
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we see that there exists a numerical constant C > 0 such that
E[‖[diag(ω)]1/2k∗n [T ]
−1
k∗n
[Ξ]k∗n [̂T ]
−1
k∗n
{[B]k∗n + [S]k∗n}‖21Ω]
6 D max
16j6k∗n
ωj
λj
{
4Dλ−1k∗nE‖[Ξ]k∗n‖
2‖[B]k∗n + [S]k∗n‖21Ω1/2
+ nE‖[Ξ]k∗n‖2‖[B]k∗n + [S]k∗n‖21Ωc1/2
}
6 D max
16j6k∗n
ωj
λj
{
4Dλ−1k∗n
(
E‖[Ξ]k∗n‖4
)1/2
+ n
(
E‖[Ξ]k∗n‖8
)1/4
P (Ωc1/2)1/4
}(
E‖[B]k∗n + [S]k∗n‖4
)1/2
6 C max
16j6k∗n
ωj
nλj
Dη4 (σ2 + Γ ‖ϕ− ϕk∗n‖2γ){
4D (k
∗
n)3
λk∗nn
+ (k∗n)3|P (Ωc1/2)|1/4
}
where the last bound follows from (B.3), (B.4) and (B.5) in Lemma B.1. By combination of
the last bound and (A.5) via the decomposition (A.4) there exists a numerical constant C > 0
such that
E‖ϕ̂k∗n − ϕ˜k∗n‖2ω 6 C D η4 (σ2 + Γ ‖ϕ− ϕk∗n‖2γ)
{
4Dζ/κ+ (k∗n)3|P (Ωc1/2)|1/4
} k∗n∑
j=1
ωj
nλj
.
Furthermore, taking into account the estimate (B.7) from Lemma B.2 with ω = γ and the
definition of R∗n, the last inequality implies
E‖ϕ̂k∗n − ϕ˜k∗n‖2ω 6 C D η4 (σ2 + 4ΓDdρ)
{
4Dζ/κ+ (k∗n)3|P (Ωc1/2)|1/4
}
R∗n.
Finally, using the decomposition (A.2), the result of the theorem follows from the last estimate
and (A.3), since (k∗n)3(P (Ω1/2))1/4 6 C(γ, λ, η,D) by Lemma B.4. 
Illustration
Proof of Proposition 2.8. Since for each 0 6 s 6 p we have E‖f˜ (s) − f (s)‖2 ∼ E‖f˜ − f‖2ω we
apply the general result given Theorem 2.2. In both cases, the additional conditions formulated
in Theorem 2.2 are easily verified. Therefore, it is sufficient to evaluate the lower bound R∗n
given in (2.2). Note that the optimal dimension parameter k∗n satisfies R∗n ∼ ωk∗n/γk∗n ∼∑k∗n
l=1 ωl/(nλl) since both sequences (γj/ωj) and (
∑
0<|l|6j
ωl
nλl
) are non-increasing.
[p-λ] The well-known approximation ∑kj=1 jr ∼ kr+1 for r > 0 implies
n ∼ (γk∗n/ωk∗n)
∑k∗n
l=1 ωl/λl ∼ (k∗n)2a+2p+1. It follows that k∗n ∼ n1/(2p+2a+1) and the lower
bound writes R∗n ∼ n−(2p−2s)/(2p+2a+1).
[e-λ] Applying Laplace’s Method (c.f. Chapter 3.7 in Olver (1974)) we have
n ∼ (γk∗n/ωk∗n)
∑k∗n
l=1 ωl/λl ∼ (k∗n)2p exp(|k∗n|2a) which implies that
k∗n ∼ {log(n/(logn)p/a)}1/(2a) = (logn)1/(2a)(1+o(1)) and that the lower bound can be rewrit-
ten as R∗n ∼ (logn)−(p−s)/a. 
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Proof of Proposition 2.9. Since in both cases the dimension parameter is chosen in the optimal
way (see the proof of Proposition 2.8), the result follows from Theorem 2.6. 
Adaptive estimation
Before proving Theorem 3.5, we define some notation to be used in the proof. Given u ∈ L2[0, 1]
we denote by [u] the infinite vector of Fourier coefficients [u]j := 〈u, ψj〉. In particular we use
the notations
ϕ̂k =
k∑
j=1
[̂g]j
[̂T ]jj
1{ inf
16j6k
[̂T ]
2
jj > 1/n}ψj , ϕ˜k :=
k∑
j=1
[̂g]j
[T ]jj
ej , ϕk :=
k∑
j=1
[g]j
[T ]jj
ψj ,
Φ̂u :=
∑
j∈N
[u]j
[̂T ]jj
1{ inf
16j6k
[̂T ]
2
jj > 1/n}ψj , Φ˜u :=
∑
j∈N
[u]j
[T ]jj
ψj .
Furthermore, let ĝ be the function with Fourier coefficients [ĝ]j := [̂g]j and observe that Eĝ = g.
Given 1 6 k 6 k′ we have then for all t ∈ Sk := span{ψ1, . . . , ψk}
〈t, ϕ̂k′〉ω = 〈t, Φ̂ĝ〉ω =
1
n
n∑
i=1
k∑
j=1
Yiψj(Wi)
ωj [t]j
[̂T ]jj
1
[inf16j6k [̂T ]
2
jj>1/n]
= 〈t, ϕ̂k〉ω,
〈t, ϕ˜k′〉ω = 〈t, Φ˜ĝ〉ω =
1
n
n∑
i=1
k∑
j=1
Yiψj(Wi)
ωj [t]j
[T ]jj
= 〈t, ϕ˜k〉ω, (A.6)
〈t, ϕk′〉ω = 〈t, Φ˜g〉ω =
k∑
j=1
ωj [t]j [g]j
[T ]jj
=
k∑
j=1
ωj [t]j [ϕ]j = 〈t, ϕ〉ω.
Consider the contrast Υ(t) := ‖t‖2ω − 2〈t, Φ̂ĝ〉ω, for all t ∈ L2[0, 1]. Obviously it follows for all
t ∈ Sk that Υ(t) = ‖t− ϕ̂k‖2ω − ‖ϕ̂k‖2ω and, hence
arg min
t∈Sk
Υ(t) = ϕ̂k, ∀ k > 1. (A.7)
In order to decompose the risk, we will use the events
Ωq :=
{
∀ 1 6 j 6 Nn
∣∣∣∣ ∣∣∣[̂T ]−1jj − [T ]−1jj ∣∣∣ 6 12|[T ]jj | ∧ [̂T ]2jj > 1/n
}
Ωp :=
{
N ln 6 N̂n 6 Nn
} (A.8)
in the following proofs.
Proof of Theorem 3.5. Given the preliminary considerations above, the adaptive choice k̂ of
the dimension parameter can be rewritten as
k̂ = argmin
16k6N̂n
{Υ(ϕ̂k) + p̂en(k)} with p̂en(k) := 540E[Y 2] δ̂k
n
. (A.9)
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Let us suppose in the following paragraph that the event Ωp occurs. Then we have for all
1 6 k 6 N ln that
Υ(ϕ̂
k̂
) + p̂en(k̂) 6 Υ(ϕ̂k) + p̂en(k) 6 Υ(ϕk) + p̂en(k),
using first (A.9) and then (A.7). This inequality implies
‖ϕ̂
k̂
‖2ω − ‖ϕk‖2ω 6 2〈ϕ̂k̂ − ϕk, ϕ̂k̂〉ω + p̂en(k)− p̂en(k̂),
which together with the identities given in (A.6) implies for all 1 6 k 6 N ln
‖ϕ̂
k̂
− ϕ‖2ω = ‖ϕ− ϕk‖2ω + ‖ϕ̂k̂‖2ω − ‖ϕk‖2ω − 2〈ϕ̂k̂ − ϕk, ϕ〉ω
6 ‖ϕ− ϕk‖2ω + p̂en(k)− p̂en(k̂) + 2〈ϕ̂k̂ − ϕk, Φ̂ĝ − Φ˜g〉ω (A.10)
Consider the unit ball Bk := {f ∈ Sk | ‖f‖ω 6 1} and, for arbitrary τ > 0 and t ∈ Sk, the
elementary inequality
2|〈t, h〉ω| 6 2‖t‖ω sup
t∈Bk
|〈t, h〉ω| 6 τ‖t‖2ω +
1
τ
sup
t∈Bk
|〈t, h〉ω|2 = τ‖t‖2ω +
1
τ
k∑
j=1
ωj |[h]j |2.
Combining the last estimate with (A.10) and ϕ̂
k̂
− ϕk ∈ Sk̂∨k ⊂ SNn we obtain
‖ϕ̂
k̂
− ϕ‖2ω 6 ‖ϕ − ϕk‖2ω + τ ‖ϕ̂k̂ − ϕk‖2ω + p̂en(k) − p̂en(k̂) +
1
τ
sup
t∈BNn
|〈t, Φ̂ĝ − Φ˜g〉ω|2.
Letting τ := 1/3 it follows from ‖ϕ̂
k̂
− ϕk‖2ω 6 2‖ϕ̂k̂ − ϕ‖2ω + 2‖ϕk − ϕ‖2ω that
1
3‖ϕ̂k̂ − ϕ‖
2
ω 6
5
3‖ϕ− ϕk‖
2
ω + p̂en(k)− p̂en(k̂) + 3 sup
t∈BNn
|〈t, Φ̂ĝ − Φ˜g〉ω|2.
Consider the functions ν̂ and µ̂ with
[ν̂]j =
1
n
n∑
i=1
Yi1[|Yi|6n1/3]ψj(Wi) and [µ̂]j =
1
n
n∑
i=1
Yi1[|Yi|>n1/3]ψj(Wi)
respectively, as well as their centered versions ν = ν̂ − E[ν̂] and µ = µ̂ − E[µ̂], then we have
ĝ − g = ν + µ and
1
3‖ϕ̂k̂ − ϕ‖
2
ω 6
5
3‖ϕ− ϕk‖
2
ω + p̂en(k)− p̂en(k̂)
+ 6 sup
t∈BNn
|〈t, Φ˜ν〉ω|2 + 12 sup
t∈BNn
|〈t, Φ̂ν − Φ˜ν〉ω|2 + 12 sup
t∈BNn
|〈t, Φ̂µ + Φ̂g − Φ˜g〉ω|2
Consider the decomposition |〈t, Φ̂ν − Φ˜ν〉ω|2 = |〈t, Φ̂ν − Φ˜ν〉ω|21Ωq + |〈t, Φ̂ν − Φ˜ν〉ω|21Ωcq . Since
1
[[̂T ]
2
jj>1/n]
1Ωq = 1Ωq , it follows that for all 1 6 j 6 Nn we have
( [T ]jj
[̂T ]jj
1
[[̂T ]
2
jj>1/n]
− 1
)2
1Ωq = |[T ]jj |2 1Ωq
∣∣∣∣[̂T ]−1jj − [T ]−1jj ∣∣∣∣2 6 14 .
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Hence, supt∈Bk |〈t, Φ̂ν − Φ˜ν〉ω|2 1Ωq 6 14 supt∈Bk |〈t, Φ˜ν〉ω|2 for all 1 6 k 6 Nn and
1
3‖ϕ̂k̂ − ϕ‖
2
ω 6
5
3‖ϕ− ϕk‖
2
ω + 9 sup
t∈B
k∨k̂
|〈t, Φ˜ν〉ω|2 + p̂en(k)− p̂en(k̂)
+ 12 sup
t∈B
k∨k̂
|〈t, Φ̂ν − Φ˜ν〉ω|2 1Ωcq + 12 sup
t∈B
k∨k̂
|〈t, Φ̂µ + Φ̂g − Φ˜g〉ω|2. (A.11)
Define ∆Tk := max16j6k ωj/|[T ]jj |2, τTk := max16j6k(ωj)∨1/|[T ]jj |2,
and δTk := k∆Tk
{
log(τTk ∨ (k + 2)) / log(k + 2)
}
. Then, it is easily seen that
δTk 6 δk d
log(3d)
log 3 = δk d ζd ∀ k > 1. (A.12)
with ζd = (log 3d)/(log 3). Moreover, define the event Ωqp := Ωq ∩ Ωp with Ωq and Ωp
from (A.8). Observe that on Ωq we have (1/2)∆Tk 6 ∆̂k 6 (3/2)∆Tk for all 1 6 k 6 Nn
and hence (1/2)[∆Tk ∨ (k + 2)] 6 [∆̂k ∨ (k + 2)] 6 (3/2)[∆Tk ∨ (k + 2)], which implies
(1/2)k∆Tk
( log[∆Tk ∨ (k + 2)]
log(k + 2)
)(
1− log 2log(k + 2)
log(k + 2)
log(∆Tk ∨ [k + 2])
)
6 δ̂k 6 (3/2)k∆Tk
( log(∆Tk ∨ [k + 2])
log(k + 2)
)(
1 + log 3/2log(k + 2)
log(k + 2)
log(∆Tk ∨ [k + 2])
)
.
Using log(∆Tk ∨ (k + 2))/log(k + 2) > 1, we conclude from the last estimate that
δTk /10 6(log 3/2)/(2 log 3)δTk 6 (1/2)δTk [1− (log 2)/ log(k + 2)] 6 δ̂k
6 (3/2)δTk [1 + (log 3/2)/ log(k + 2)] 6 3δTk .
Recalling that p̂en(k) = 540E[Y 2] δ̂kn−1, we define
pen(k) := 54E[Y 2] δTk n−1,
then it follows that on Ωq we have
pen(k) 6 p̂en(k) 6 30 pen(k) ∀ 1 6 k 6 Nn.
On Ωqp = Ωq ∩ Ωp, we have k̂ 6 Nn. Thus,(
pen(k ∨ k̂) + p̂en(k)− p̂en(k̂)
)
1Ωqp
6
(
pen(k) + pen(k̂) + p̂en(k)− p̂en(k̂)
)
1Ωqp
6 31 pen(k) ∀1 6 k 6 Nn. (A.13)
Furthermore, we obviously have ∆̂k 6 n∆Tk for every 1 6 k 6 Nn, which implies δ̂k 6
n (1+logn) δTk . Consequently, p̂en(k) 6 540E[Y 2]n (1+logn), because δTk /n 6 dζdδk/n 6 dζd
for all 1 6 k 6 Nn by (A.12) and the definition of Nn. On Ωcq ∩Ωp, we have k̂ 6 Nn and hence
pen(k ∨ k̂) 6 pen(Nn) 6 54E[Y 2], which implies
(pen(k ∨ k̂) + p̂en(k)− p̂en(k̂))1Ωcq∩Ωp 6 594E[Y 2]n (1 + logn)1Ωcq∩Ωp .
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We note further that for all ϕ ∈ Fργ with
∑
j∈N γ
−1
j = Γ < ∞ and for all z ∈ [0, 1] we have
|ϕ(z)|2 6 ρ∑j∈N γ−1j ψ2j (z) 6 2ρΓ using the Cauchy-Schwarz inequality. Thereby, given m > 1
such that E[U2m|W ] 6 σ2m, it follows that
E[Y 2m|W ] 6 22m(2ρΓ + σ2)m and, hence E[Y 2m] 6 22m(2ρΓ + σ2)m. (A.14)
Now consider the decomposition
E‖ϕ̂
k̂
− ϕ‖2ω = E‖ϕ̂k̂ − ϕ‖2ω1Ωqp +E‖ϕ̂k̂ − ϕ‖2ω1Ωcqp .
It is now sufficient to show that for all n > 1 and all 1 6 k 6 N ln we have
E‖ϕ̂
k̂
− ϕ‖2ω1Ωqp 6 C
{
‖ϕ− ϕk‖2ω + pen(k) + dρmax
j>1
[
ωj
γj
min
(
1, 1
nλj
)]
+(2ρΓ + σ
2)4
n
+ (2ρΓ + σ
2 + 1)d ζd
n
Σ
(
(2ρΓ + σ2)ζd + VU |Z
V 2U |Z
)}
,
(A.15)
E‖ϕ̂
k̂
− ϕ‖2ω1Ωcqp 6
C
n
(2ρΓ + σ2), (A.16)
because the result then follows using (A.14), that is, pen(k) 6 54 (2ρΓ +σ2) d ζd δkn−1, and by
employing the monotonicity of ω/γ, that is ‖ϕ− ϕk‖2ω 6 ρωk/γk.
Consider first (A.15). Defining pen(k) := 54E[Y 2] δTk n−1 and using the estimate (A.11), we
have
1
3‖ϕ̂k̂ − ϕ‖
2
ω 6
5
3‖ϕ− ϕk‖
2
ω + 9
(
sup
t∈B
k∨k̂
|〈t, Φ˜ν〉ω|2 − 6
E[Y 2] δT
k∨k̂
n
)
+
+ pen(k ∨ k̂) + p̂en(k)− p̂en(k̂)
+ 12 sup
t∈B
k∨k̂
|〈t, Φ̂ν − Φ˜ν〉ω|2 1Ωcq + 12 sup
t∈B
k∨k̂
|〈t, Φ̂µ + Φ̂g − Φ˜g〉ω|2
and, hence using that k̂ 6 Nn on Ωp we obtain for all 1 6 k 6 N ln
1
3‖ϕ̂k̂ − ϕ‖
2
ω1Ωqp 6
5
3‖ϕ− ϕk‖
2
ω + 9
Nn∑
k=1
(
sup
t∈Bk
|〈t, Φ˜ν〉ω|2 − 6E[Y
2]δTk
n
)
+
+ 12 sup
t∈BNn
|〈t, Φ̂µ + Φ̂g − Φ˜g〉ω|2 +
(
pen(k ∨ k̂) + p̂en(k)− p̂en(k̂)
)
1Ωqp
6 53‖ϕ− ϕk‖
2
ω + 9
Nn∑
k=1
(
sup
t∈Bk
|〈t, Φ˜ν〉ω|2 − 6E[Y
2]δTk
n
)
+
+ 12 sup
t∈BNn
|〈t, Φ̂µ + Φ̂g − Φ˜g〉ω|2 + 31 pen(k),
where the last inequality follows from (A.13). The second term is bounded by employing
Lemma B.6. In order to control the third term, apply Lemmata B.7 and B.8. Consequently,
combining these estimates proves inequality (A.15).
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Consider now (A.16). Let ϕ˘k :=
∑k
j=1[ϕ]j1{[̂T ]
2
jj > 1/n}ψj . It is easy to see that ‖ϕ̂k−ϕ˘k‖2 6
‖ϕ̂k′ − ϕ˘k′‖2 for all k′ 6 k and ‖ϕ˘k − ϕ‖2 6 ‖ϕ‖2 for all k > 1. Thus, using that 1 6 k̂ 6 Nun ,
we can write
E‖ϕ̂
k̂
− ϕ‖2ω1Ωcqp 6 2{E‖ϕ̂k̂ − ϕ˘k̂‖2ω1Ωcqp +E‖ϕ˘k̂ − ϕ‖2ω1Ωcqp}
6 2
{
E‖ϕ̂Nun − ϕ˘Nun ‖2ω1Ωcqp + ‖ϕ‖2ω P[Ωcqp]
}
.
Moreover, since supj>1E[Y 4ψ4j (W )] 6 64(2ρΓ + σ2)2 and Eψ4j (W )ψ4j (Z) 6 16 due to (A.14),
it follows from Theorem 2.10 in Petrov (1995) that
E‖ϕ̂Nun − ϕ˘Nun ‖2ω1Ωcqp
6 2n
Nun∑
j=1
ωj
{
E([̂g]j − [T ]jj [ϕ]j)21Ωcqp +E([T ]jj [ϕ]j − [̂T ]jj [ϕ]j)21Ωcqp
}
6 2n
{Nun∑
j=1
ωj
[
E
(
[̂g]j − [g]j
)4]1/2
P[Ωcqp]1/2
+
Nun∑
j=1
ωj |[ϕ]j |2[E([̂T ]jj − [T ]jj)4]1/2P[Ωcqp]1/2
}
6 Cn
{
n (2ρΓ + σ2) + (n−1‖ϕ‖2ω)
}
P[Ωcqp]1/2,
where we have used that ∑Nunj=1 ωj 6 n(max16j6Nun ωj) 6 n2 due to Definition 3.2 (ii). Since
(ω/γ) is non-increasing, (A.16) follows from Lemmas B.10 and B.11, which completes the
proof. 
Illustration (continued)
Proof of Proposition 3.7. In the light of the proof of Proposition 2.8 we apply Theorem 3.5,
where in both cases the additional conditions are easily verified (Remark 3.4) and the result
follows by an evaluation of the upper bound. Note further that (ω/λ) is in both cases non
decreasing, and hence the second term in the upper bound of Theorem 3.5 is always smaller
than the first one.
In case [fs] we have N ln ∼ (n/(logn))1/(2a+2s+1) and k∗n := n1/(2a+2p+1). Note that k∗n . N ln.
Thus, the upper bound is of order O((k∗n)−2(p−s) + n−1), which equals O(n−2(p−s)/(2a+2p+1)).
In case [is] we have
N ln ∼ {log(n/(logn)(2p+2a+1)/(2a))}1/(2a) = (logn)1/(2a)(1 + o(1)) ∼ k∗n.
Thereby, the upper bound is of order O((k∗n)−2(p−s) + n−1), which equals O((logn)−(p−s)/a).
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B Auxiliary results
Lemma B.1 Suppose that the distribution PU of U belongs to Uσ, σ > 0 and that the joint
distribution of (Z,W ) satisfies Assumption 2.5. If in addition ϕ ∈ Frγ with Γ =
∑∞
j=1 γ
−1
j <∞,
then there exists a constant C > 0 such that for all k ∈ N and for all z ∈ Rk
E|zt [B]k|2 6 (1/n) ‖z‖2 σ2, (B.1)
E|zt [S]k|2 6 (1/n) ‖z‖2 η2 Γ ‖ϕ− ϕk‖2γ (B.2)
E‖[B]k‖4 6 C ·
(
(k/n) · σ2 · η2
)2
, (B.3)
E‖[S]k‖4 6 C ·
(
(k/n) · η2 · Γ · ‖ϕ− ϕk‖2γ
)2
, (B.4)
E‖[Ξ]k‖8 6 C ·
(
(k2/n) · η2
)4
. (B.5)
Moreover, given a (k × k) matrix M , we have
E‖M{[B]k + [S]k}‖2 6 (2/n) r˜(M tM){σ2 + η2 Γ ‖ϕ− ϕk‖2γ}. (B.6)
Proof. The proof of (B.1) – (B.5) can be found in Johannes and Breunig (2009) and we
omit the details. The estimate (B.6) follows by applying (B.1) and (B.2) to the identity
‖M{[B]k + [S]k}‖2 =
∑k
j=1‖M tj{[B]k + [S]k}‖2, where Mj denotes the j-th column of M t,
which completes the proof. 
Lemma B.2 Let g = Tϕ and for each k ∈ N denote ϕk := [T ]−1k [g]k. Given sequences λ and
γ satisfying Assumption 2.1 let T ∈ T λd,D and ϕ ∈ Frγ . For each strictly positive sequence
ω := (ωj)j∈N such that ω/γ is non increasing we obtain for all k ∈ N
‖ϕ− ϕk‖2ω 6 4Ddρ
ωk
γk
max
(
1, λk
ωk
max
16j6k
ωj
λj
)
(B.7)
Proof. The condition T ∈ T λd,D, that is, supk∈N‖[diag(λ)]1/2k [T ]−1k ‖2 6 D and ‖Tf‖2 6 d‖f‖2λ
for all f ∈ L2Z , together with the identity
[Ekϕ− ϕk]k = −[T ]−1k [TE⊥k ϕ]k
imply
‖Ekϕ− ϕk‖2λ 6 D‖TE⊥k ϕ‖2 6 Dd‖E⊥k ϕ‖2λ 6 Ddγ−1k λkρ
for all ϕ ∈ Fργ because (λ/γ) is monotonically non increasing. From this estimate we conclude
‖Ekϕ− ϕk‖2w = ‖[diag(w)]1/2k [Ekϕ− ϕk]k‖2
6 ‖[diag(w)]1/2k [diag(λ)]−1/2k ‖2‖Ekϕ− ϕk‖2λ 6 Ddρ
λk
γk
max
16j6k
ωj
λj
. (B.8)
Furthermore, since (ω/γ) is non increasing, we have ‖Ekϕ − ϕ‖2w 6 ρωk/γk for all f ∈ Fργ .
The assertion follows now by combination of the last estimate and (B.8) via a decomposition
based on an elementary triangular inequality. 
The next assertion is an immediate consequence of Lemma A.3 from Johannes and Breunig
(2009). The proof, which is based on Bernstein’s inequality, can be found there.
24
Lemma B.3 Suppose that the joint distribution of (Z,W ) satisfies Assumption 2.5. If in ad-
dition the sequence λ fulfills Assumption 2.1, then for all k ∈ N we have
P
(
‖[Ξ]k‖2 > λk4D
)
6 2 exp
{
− nλk32k2Dη2 + 2 log k
}
.
The next Lemma corresponds to Lemma A.4 in Johannes and Breunig (2009). We give the
details of the proof in the notation of the present paper for convenience.
Lemma B.4 Under the conditions of Theorem 2.6 we have for all n 6 1 that
(k∗n)12 P (Ωc1/2) 6 C(γ, λ, η,D) (B.9)
(R∗n)−1 P (Ωc) 6 C(γ, λ, η,D) (B.10)
Proof. Proof of (B.9). Since ‖[T ]−1k ‖2 6 Dλ−1k due to T ∈ T λd,D, it follows from Lemma B.3
that
P (Ωc1/2) 6 2 exp
{
− nλk∗n32D(k∗n)2η2
+ 2 log k∗n
}
.
Due to condition (2.5) there is a n0 ∈ N such that nλk∗n > 448Dη2(k∗n)2 log k∗n for all n > n0.
Consequently, (k∗n)12P (Ωc1/2) 6 2 for all n > n0, while trivially (k∗n)12P (Ωc1/2) 6 (k∗n0)12 for all
n < n0, which implies (B.9) since n0 and k∗n0 depend on γ, λ, η, and D only.
Proof of (B.10). Let n0 ∈ N such that (k∗n)2 max{| logR∗n|, (log k∗n)} 6 nλk∗n(96Dη2)−1 for all
n > n0. Observe that Ω1/2 ⊂ Ω if n > 4Dλ−1k∗n . Since (k∗n)−2nλk∗n > 96Dη2 for all n > n0
it follows nλk∗n > 4D for all n > n0 and hence (R∗n)−1P (Ωc) 6 (R∗n)−1P (Ωc1/2) 6 2 for all
n > n0 as in the proof of (B.9). Combining the last estimate and the elementary inequality
(R∗n)−1P (Ωc) 6 (R∗n)−1 for all n 6 n0 shows (B.10) since n0 depends on γ, λ, η, and D only. 
The key argument used in the proof of the next Lemma is the following inequality due to
Talagrand (1996) (see also Klein and Rio (2005), for example).
Theorem B.5 (Talagrand (1996)) Let T1, . . . , Tn be independent random variables and ν∗n(r) =
(1/n)∑ni=1 [r(Ti) − E[r(Ti)]], for r belonging to a countable class R of measurable functions.
Then,
E[sup
r∈R
|ν∗n(r)|2 − 6H22 ]+ 6 C
(
v
n
exp(−(nH22/6v)) +
H21
n2
exp(−K2(nH2/H1))
)
with numerical constants K2 = (
√
2− 1)/(21√2) and C > 0 and where
sup
r∈R
‖r‖∞ 6 H1, E
[
sup
r∈R
|ν∗n(r)|
]
6 H2, sup
r∈R
1
n
n∑
i=1
Var(r(Ti)) 6 v.
Lemma B.6 There exists a numerical constant C > 0 such that
Nn∑
k=1
E
[(
sup
t∈Bk
|〈t,Φν〉ω|2 − 6E[Y
2] δTk
n
)
+
]
6 C
n
{
(2ρΓ + σ2 + 1)d ζd Σ
(
(2ρΓ + σ2)ζd + VU |Z
V 2U |Z
)}
.
where Σ(·) is the function from Definition 3.1
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Proof. For t ∈ Sk, define rt(y, w) :=
∑k
j=1 ωjy1[|y|6n1/3]ψj(w)[t]j [T ]
−1
jj . Then it is readily seen
that 〈t,Φν〉ω = 1n
∑n
k=1 rt(Yk,Wk)−E[rt(Yk,Wk)].
Next, we compute constants H1, H2, and v verifying the three inequalities required in
Talagrand’s inequality (Theorem B.5). Consider H1 first:
sup
t∈Bk
‖rt‖2∞ = sup
y,w
k∑
j=1
ωj
(
y1[|y|6n1/3][T ]−1jj ψj(w)
)2
6 2n2/3δTk =: H21
Next, find H2. Notice that
E[ sup
t∈Bk
|〈t,Φν〉ω|2] = 1
n
k∑
j=1
ωj |[T ]jj |−2 Var(Y 1[|Y |6n1/3]ψj(W ))
6 1
n
k∑
j=1
ωj |[T ]jj |−2 E[E[Y 2|W ]ψj(W )2] 6 2E[Y 2]δ
T
k
n
=: H22
As for v, we note that due to (A.14) for all ϕ ∈ Fργ the condition PU ∈ Uσ, i.e., E[U2|W ] 6 σ2,
implies E[Y 2|W ] 6 2(2ρΓ + σ2), and hence
sup
t∈Bk
Var(rt(Y,W )) 6 sup
t∈Bk
E
[(
Y
k∑
j=1
ωj [t]j
[T ]jj
ψj(W )
)2]
= sup
t∈Bk
E
[
E[Y 2|W ]
( k∑
j=1
ωj [t]j
[T ]jj
ψj(W )
)2]
6 2(2ρΓ + σ2) sup
t∈Bk
k∑
j,j′=1
ωjωj′ [t]j [t]j′
[T ]jj [T ]j′j′
E[ψj(W )ψj′(W )]
6 2(2ρΓ + σ2) max
16j6k
ωj
[T ]2jj
sup
t∈Bk
k∑
j=1
ωj [t]2j 6 2(2ρΓ + σ2)∆Tk =: v,
Employing Theorem B.5, we conclude
Nn∑
k=1
E
[(
sup
t∈Bk
|〈t,Φν〉ω|2 − 6E[Y
2] δTk
n
)
+
]
6 C
{
E[Y 2]
n
Nn∑
k=1
(2ρΓ + σ2)
E[Y 2] ∆
T
k exp
(
− E[Y
2]
6(2ρΓ + σ2)(δ
T
k /∆Tk )
)
+ n2/3 exp
(
−K2
√
E[Y 2]n1/6
) Nn∑
k=1
δTk
n2
}
.
The definition of Nn together with (A.12) implies
∑Nn
k=1 δ
T
k /n
2 6 ζd. Thereby, using (A.12),
∆Tk 6 dτk and the function Σ given in Definition 3.1, there exists a numerical constant C > 0
such that
Nn∑
k=1
E
[(
sup
t∈Bk
|〈t,Φν〉ω|2 − 6E[Y
2] δTk
n
)
+
]
6 C
n
{
E[Y 2]dΣ
((2ρΓ + σ2)ζd
E[Y 2]
)
+ ζdΣ
( 1√
E[Y 2]
)}
.
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Moreover, we have E[Y 2] 6 2(2ρΓ + σ2) and
inf
ϕ∈Fργ
E[Y 2] > inf
ϕ∈L2Z
E[ϕ(Z) + U)2] > E[(U −E[U |Z])2] = E[Var(U |Z)] = V 2U |Z ,
which implies the result. 
Lemma B.7 For every n ∈ N we have
E
[
sup
t∈BNn
|〈t, Φ̂µ〉ω|2
]
6 29(2ρΓ + σ2)4n−1.
Proof. Since [µ]j = [µ̂]j−E[µ̂]j and Var[µ̂]j 6 n−1E[Y 21[|Y |>n1/3]ψ2j (W )], it is easily seen that
E
[
sup
t∈BNn
|〈t, Φ̂µ〉ω|2
]
6 n
Nn∑
j=1
ωjVar[µ̂]j 6
Nn∑
j=1
E
[(
E[Y 4|W ]E[1[|Y |>n1/3]|W ]
)1/2
ψ2j (W )
]
.
Moreover, we have E[Y 12|W ] 6 212(2ρΓ + σ2)6for all ϕ ∈ Fργ and U ∈ Uσ due to (A.14) with
m = 6, and hence by Markov’s inequality
E[1[|Y |>n1/3]|W ] 6 212(2ρΓ + σ2)6n−4.
Combining these estimates, we obtain
E
[
sup
t∈BNn
|〈t, Φ̂µ〉ω|2
]
6
Nn∑
j=1
E
[
28(2ρΓ + σ2)4n−2ψ2j (W )
]
6 29Nn(2ρΓ + σ2)4n−2.
The result follows now from Nn 6 n. 
Lemma B.8 There is a numerical constant C > 0 such that for all ϕ ∈ Fργ and every k, n ∈ N
E
[
sup
t∈Bk
|〈t, Φ̂g − Φg〉ω|2
]
6 Cdρmax
j>1
{
ωj
γj
min
(
1, 1
nλj
)}
.
Proof. Firstly, as ϕ ∈ Fργ , it is easily seen that
E
[
sup
t∈Bk
|〈t, Φ̂g − Φg〉ω|2
]
6
k∑
j=1
[ϕ]2jωjE[R2j ] 6 ρmax
j>1
{
ωj
γj
E[R2j ]
}
where Rj is defined by
Rj :=
 [T ]jj
[̂T ]jj
1
[[̂T ]
2
jj>1/n]
− 1
 . (B.11)
The result follows from ER2j 6 Cdmin
(
1, 1nλj
)
, which can be shown as follows. Consider the
identity
E|Rj |2 = E
[ ∣∣∣∣ [T ]jj[̂T ]jj − 1
∣∣∣∣21[[̂T ]2jj>1/n]
]
+P[[̂T ]
2
jj < 1/n] =: R
I
j +RIIj . (B.12)
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Trivially, RIIj 6 1. If 1 6 4/(n [T ]2jj), then obviously RIIj 6 4/(n[T ]2jj) 6 4d/(nλj). Otherwise,
we have 1/n < [T ]2jj/4 and hence, using Chebychev’s inequality,
RIIj 6 P[|[̂T ]jj − [T ]jj | > |[T ]jj | /2 ] 6
4 Var([̂T ]jj)
[T ]2jj
6 16
n[T ]2jj
6 16d
nλj
,
where we have used that Var([̂T ]jj) 6 4/n for all j. Combining both estimates we have
RIj 6 16dmin
(
1, 1nλj
)
. Now consider RIj . We find that
RIj = E
[ |[̂T ]jj − [T ]jj |2
[̂T ]
2
jj
1
[[̂T ]
2
jj>1/n]
]
6 nVar([̂T ]jj) 6 4. (B.13)
Using that E[|[̂T ]jj − [T ]jj |4] 6 c/n2 for some numerical constant c > 0 (cf. Theorem 2.10 in
Petrov (1995)), there exists a numerical constant c > 0 such that
RIj 6 E
[ |[̂T ]jj − [T ]jj |2
[̂T ]
2
jj
1
[[̂T ]
2
jj>1/n]
2
{ |[̂T ]jj − [T ]jj |2
[T ]2jj
+
[̂T ]
2
jj
[T ]2jj
}]
6
2nE[|[̂T ]jj − [T ]jj |4]
[T ]2jj
+
2 Var([̂T ]jj)
[T ]2jj
6 c
n [T ]2jj
6 cd
nλj
.
Combining with (B.13) gives RIj 6 Cdmin
{
1, 1nλj
}
for some numerical constant C > 0, which
completes the proof. 
Lemma B.9 There is a numerical constant C > 0 such that
E
[
sup
t∈BNn
|〈t, Φ̂ν − Φν〉ω1Ωcq |2
]
6 Cd(P[Ωcq])(1/2).
Proof. Given Rj from (B.11) we begin our proof observing that
E
[
sup
t∈BMm
|〈t, Φ̂ν − Φν〉ω1Ωcq |2
]
6
Nn∑
j=1
ωj
[T ]2jj
E[[ν]2j R2j 1Ωcq ]
6
Nn∑
j=1
ωj
[T ]2jj
(
E[[ν]8j ]E[R8j ]
)1/4 P[Ωcq]1/2,
where we have applied Cauchy-Schwarz twice. By Petrov’s inequality, there exists a numerical
constant c > 0 such that E[[ν]8j ] 6 cn−4/3 and hence, because dδk >
∑k
j=1
ωj
[T ]2jj
,
E
[
sup
t∈BMm
|〈t, Φ̂ν − Φν〉ω1Ωcq |2
]
6 P[Ωcq]1/2dδk max16j6Nn
(E[R8j ])1/4
In analogy to (B.12), we decompose the moment of Rj into two terms
E[R8j ] = E
[ ∣∣∣∣ [T ]jj − [̂T ]jj[̂T ]jj
∣∣∣∣81[[̂T ]2jj>1/n]
]
+P[[̂T ]
2
jj < 1/n],
which we bound by a constant using Petrov’s inequality. 
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Lemma B.10 We have P[Ωcq] 6 2(2016d/λ1)7 n−6, where Ωq is the event defined in (A.8).
Proof. Consider the complement of Ωq given by
Ωcq =
{
∃ 1 6 j 6 Nn
∣∣∣∣ ∣∣∣ [T ]jj[̂T ]jj − 1
∣∣∣ > 12 ∨ [̂T ]2jj < 1/n
}
.
It follows from Assumption 3.3 (i) that [T ]2jj > 2/n for all 1 6 j 6 Nn. This yields
P(Ωcq) 6
Nn∑
j=1
P
[∣∣∣∣ [̂T ]jj[T ]jj − 1
∣∣∣∣ > 13
]
.
From Hoeffding’s inequality follows
P[|[̂T ]jj/[T ]jj − 1| > 1/3] 6 2 exp
(
− n[T ]
2
jj
288
)
,
which implies the result by definition of Nn. 
Lemma B.11 Consider the event Ωp defined in (A.8). Then we have
P(Ωcp) 6 4
(2016 d
λ1
)7
n−6, ∀ n > 1.
Proof. Let ΩI := {N ln > N̂n} and ΩII := {N̂n > Nn}. Then we have Ωcp = ΩI ∪ΩII . Consider
ΩI first. By definition of N ln, we have that min16j6N ln
|[T ]j |2
|j|(ωj)∨1 >
4(logn)
n , which implies
{N̂n < N ln} ⊂
{
∃1 6 j 6 N ln
∣∣∣∣ [̂T ]
2
jj
|j|(ωj)∨1 <
logn
n
}
⊂
⋃
16j6N ln
{ |[̂T ]jj |
|[T ]jj | 6 1/2
}
⊂
⋃
16j6N ln
{
|[̂T ]jj/[T ]jj − 1| > 1/2
}
.
Therefore, ΩI ⊂ ⋃16|j|6Nn{|[̂ϕ]j/[ϕ]j−1| > 1/2}, since N ln 6 Nn. Hence, as in (A.12) applying
Hoeffding’s inequality together with the definition of Nn gives
P[ΩI ] 6
Nn∑
j=1
2 exp
(
− n [T ]
2
jj
288
)
6 2
(2016 d
λ1
)7
n−6. (B.14)
Consider ΩII . Recall that logn4n > max|j|>Nn
[T ]2jj
|j|(ωj)∨1 due to Assumption 3.3, and hence
{N̂n > Nn} ⊂
{
∀1 6 j 6 Nn
∣∣∣ [̂T ]2jj|j|(ωj)∨1 > lognn
}
⊂
{ |[̂T ]Nn |
|[T ]Nn |
> 2
}
⊂
{
|[̂T ]Nn/[T ]Nn − 1| > 1
}
.
Hoeffding’s inequality and the definition of N yield P[ΩII ] 6 2(2016d/λ1)7n−6, which by
combining with (B.14) implies the result. 
29
References
Ai, C. and Chen, X. (2003). Efficient estimation of models with conditional moment restrictions
containing unknown functions. Econometrica, 71:1795–1843.
Amemiya, T. (1974). The nonlinear two-stage least square estimator. Journal of Econometrics,
2:105–110.
Barron, A., Birgé, L., and Massart, P. (1999). Risk bounds for model selection via penalization.
Probability Theory and Related Fields, 113:301–413.
Blundell, R., Chen, X., and Kristensen, D. (2007). Semi-nonparametric IV estimation of
shape-invariant Engel curves. Econometrica, 75:1613–1669.
Blundell, R. and Horowitz, J. L. (2007). A non-parametric test of exogeneity. The Review of
Economic Studies, 74:1035–1058.
Bosq, D. (1998). Nonparametric statistics for stochastic processes. Springer, New York.
Cardot, H. and Johannes, J. (2010). Thresholding projection estimators in functional linear
models. Journal of Multivariate Analysis, 101:395–408.
Carrasco, M., Florens, J.-P., and Renault, E. (2007). Linear Inverse Problems and Structural
Econometrics: Estimation Based on Spectral Decomposition and Regularization, volume 6B
of Handbook of Econometrics. J. Heckman and E. Leamer.
Chen, X. and Reiß, M. (2011). On rate optimality for ill-posed inverse problems in economet-
rics. Econometric Theory, 27:497–521.
Comte, F., Rozenholc, Y., and Taupin, M.-L. (2006). Penalized contrast estimator for adaptive
density deconvolution. Canadian Journal of Statistics, 34:431–452.
Darolles, S., Fan, Y., Florens, J.-P., and Renault, E. (2001). Nonparametric instrumental
regression. Econometrica. To appear.
Efromovich, S. and Koltchinskii, V. (2001). On inverse problems with unknown operators.
IEEE Transactions on Information Theory, 47:2876–2894.
Engl, H. W., Hanke, M., and Neubauer, A. (1996). Regularization of inverse problems. Math-
ematics and its Applications. Kluwer Academic Publishers.
Florens, J.-P. (2003). Inverse problems and structural econometrics: The example of instrumen-
tal variables. In Dewatripont, M., Hansen, L. P., and Turnovsky, S. J., editors, Advances in
Economics and Econometrics: Theory and Applications – Eight World Congress, volume 36
of Econometric Society Monographs. Cambridge University Press.
Florens, J. P., Johannes, J., and Van Bellegem, S. (2011a). Identification and estimation by
penalization in nonparametric instrumental regression. Econometric Theory, 27:522–545.
Florens, J.-P., Johannes, J., and Van Bellegem, S. (2011b). Instrumental regression in par-
tially linear models. To appear in Econometrics Journal. Discussion Paper 0537, Institut
de statistique, biostatistique et scieces actuarielles, Université catholique de Louvain (first
version 2005, revised).
30
Gagliardini, P. and Scaillet, O. (2006). Tikhonov regularization for functional minimum dis-
tance estimators. Swiss Finance Institute Research Paper No. 06-30.
Hall, P. and Horowitz, J. L. (2005). Nonparametric methods for inference in the presence of
instrumental variables. The Annals of Statistics, 33:2904–2929.
Hall, P. and Horowitz, J. L. (2007). Methodology and convergence rates for functional linear
regression. The Annals of Statistics, 35:70–91.
Hoffmann, M. and Reiss, M. (2008). Nonlinear estimation for linear inverse problems with
error in the operator. The Annals of Statistics, 36:310–336.
Horowitz, J. L. and Lee, S. (2007). Nonparametric instrumental variables estimation of a
quantile regression model. Econometrica, 75:1191–1208.
Johannes, J. and Breunig, C. (2009). On rate optimal local estimation in nonparametric instru-
mental regression. Technical report, University Heidelberg (submitted.). arxiv:0902.2103.
Klein, T. and Rio, E. (2005). Concentration around the mean for maxima of empirical pro-
cesses. Ann. Probab., 33(3):1060–1077.
Korostolev, A. P. and Tsybakov, A. B. (1993). Minimax Theory for Image Reconstruction.,
volume 82 of Lecture Notes in Statistics. Springer.
Loubes, J.-M. and Marteau, C. (2009). Oracle inequality for instrumental variable regression.
arXiv:0901.4321v1.
Natterer, F. (1984). Error bounds for Tikhonov regularization in Hilbert scales. Applicable
Analysis, 18:29–37.
Newey, W. K. (1990). Efficient instrumental variables estimation of nonlinear models. Econo-
metrica, 58:809–837.
Newey, W. K. and Powell, J. L. (2003). Instrumental variable estimation of nonparametric
models. Econometrica, 71:1565–1578.
Olver, F. (1974). Asymptotics and special functions. Academic Press.
Pagan, A. and Ullah, A. (1999). Nonparametric Econometrics. Cambridge University Press.
Petrov, V. V. (1995). Limit theorems of probability theory. Sequences of independent random
variables. Oxford Studies in Probability. Clarendon Press.
Talagrand, M. (1996). New concentration inequalities in product spaces. Inventiones Mathe-
maticae, 126:505–563.
Tsybakov, A. B. (2004). Introduction to nonparametric estimation. (Introduction à l’estimation
non-paramétrique.). Mathématiques & Applications 41, Springer.
31
