In this paper, we propose a robust statistical framework for extracting scenes from a baseball broadcast video. We apply multistream hidden Markov models (HMMs) to control the weights among different features. To achieve a large robustness against new scenes, we used a common simple structure for all the HMMs. In addition, scene segmentation and unsupervised adaptation were applied to achieve greater robustness against differences in environmental conditions among games. The F-measure of scene-extracting experiments for eight types of scene from 4.5 hours of digest data was 77.4% and was increased to 78.7% by applying scene segmentation. Furthermore, the unsupervised adaptation method improved precision by 2.7 points to 81.4%. These results confirm the effectiveness of our framework.
Introduction
Recent advances in computer technology, particularly in storage technology, have resulted in significant increases in the number and quality of video databases. Accordingly, it has become difficult for ordinary people to browse the entire content of each video database. An index describing its content is strongly required for searching and summarization. While the construction of such an index is mostly carried out by some experts who manually assign a limited number of keywords to the video content, the specialist nature of this work makes it an expensive and time-consuming task. Therefore, automatic indexing using pattern recognition techniques for video contents, which we call contentbased video information retrieval (CBVIR), has been studied extensively [1] .
Compared with other data sources, broadcast data and sports broadcasts in particular have well-defined structures, and users' demands are relatively clear. This has made scene extraction from sports broadcast data a topic for many research studies in recent years [2] , [3] . In this paper, we focus on scene extraction from baseball broadcast data.
In recent years, many methods for extracting scenes from baseball broadcasts have been proposed. In a baseball broadcast, the minimum unit is a frame, a static image. Multiple frames recorded by a single fixed camera form a shot. A sequence of these shots forms a scene (Fig. 1) . Scenes that have significant information for understanding games are highlights. The contexts or transitions between those shots provide useful information for scene extraction (Fig. 2 ). For example, in Chang et al.'s work [2] , video data is first segmented into shots. Then, extraction is applied to these shot sequences based on hidden Markov models (HMMs) in which each state represents a shot type. Li and Sezan [3] also proposed an HMM-based framework to distinguish play and non-play scenes.
In these works, domain-specific knowledge about shot types and transitions among them were used intensively to improve the system's performance. However, the large variety of transitions among shots from game to game and the difficulty of classifying shot types are still problems for these approaches. Systems resulting from these studies may not be sufficiently robust to apply to real applications in general.
Inspired by the successes of using statistical frameworks in the speech recognition field (e.g., [4] ), we propose the following data-driven approach to provide a robust scene extraction system. In our approach, we regarded a shot as being analogous to a phone, and a scene to a word and utilized the framework of continuous speech recognition in scene extraction. Given a sequence of observed feature vectors O = o 1 , . . . , o m (m is the number of frames), the probability of the scene sequence H = h 1 , . . . , h n is
where P(H) indicates the probability of the sequence H (language model) and P(O|H) is the probability of O being observed in the scene sequence H (video model). The sequence H that maximizes P(H|O) is the recognition result.
In this paper, we focus on modeling the video model P(O|H).
The model we use here is a multi-stream HMM, which can control the weights among different features. To achieve robustness against unknown scenes, a relatively simple structure is used for all scene models instead of a different structure for each model as in previous studies. In addition, an unsupervised adaptation method is applied to adjust the model dispersion among games. This paper is organized as follows. Section 2 presents the features we use in our system. Section 3 explains our scene modeling using multi-stream HMMs. Section 4 describes our proposed method and its extensions. Section 5 reports our experimental results, and Sect. 6 discusses the novelty and effectiveness of our method. Finally, Sect. 7 summarizes our work.
Feature Extraction from Video Data
To make our framework generally applicable, we avoid using any game-specific features, such as those related to infield color or uniform color. Moreover, we use only global features and do not use features related to specific objects, because it is not alway easy to extract these objects from video images under various conditions. In our study, the image of each frame in video data was compressed from 720×480 pixels to one tenth of that size, 72×48 pixels, in order to reduce computational costs, before feature extraction.
Principal Component Features (PFs)
By decreasing the dimensions by principal component analysis (PCA), we expect to remove noises unrelated to scene characteristics and select only scene-relevant global features [5] . Luminance is first extracted from RGB images to create gray-scale images. Each 2D gray-scale image is then transformed into a column vector with 72 × 48 dimensions. We apply PCA to a set of column vectors calculated on the basis of training data and use the first 60 eigenvectors. For each frame, we calculate such a column vector and project it onto the space spanned by the chosen eigenvectors to create a new 60-dimensional feature vector.
Fractal Features (FFs)
Fractal features (FFs), which consist of a fractal dimension and a complexity, represent global information about the texture of the still image of each frame [6] . In this study, we calculate them as follows. The image in each frame is first divided into 2 × 3 blocks, each of which is an image with of the three-dimensional figure constructed on the basis of the intensities at four corners of the sub-block image (Fig. 3 ). 5. Calculate V(r), the average of V(r, i, j) over all the subblocks. 6. If t = 6, then stop. Else, increase t by 1 and go back to 3. 7. Approximate the relationship between log r's and log V(r)'s by a line in a two-dimensional plane whose x-axis is for log r and y-axis is for log V(r). Its slope corresponds to the fractal dimension and its y-intercept corresponds to the complexity.
We calculate the fractal dimension and complexity in each of six sub-blocks to create a 12-dimension vector for each frame.
Difference Features (DFs)
While PFs and FFs are expected to be sufficient for representing global information for a still image, such representation for video images requires additional information for describing objects moving in a video stream, which is the information that is strongly related to scene characteristics. Here, we simply use differences between frames [7] (Fig. 4) . In calculating difference features, the difference in luminance between two successive frames is first transformed into a black-white image in which white pixels correspond to moving parts and black pixels to static parts. Then, we calculate the means and standard variations of the positions of the white pixels in each of the two dimensions, and we also determine motion intensity, the ratio of the number of white pixels to the total number of pixels in each frame, to create a 5-dimensional feature vector.
Camera-Motion Features (CFs)
Camera motions in a baseball broadcast consist of three types of movement: pan, tilt, and zoom. Camera shots of the same shot type tend to have similar camera motions. During a pitching shot, for example, the camera usually does not move. In a shot in which a batter runs from the home base to the first base, the camera pans from left to right. When a batter hits a fly ball, the camera tilts upward. Camera motions have been proven to be effective as features for shot segmentation [2] , [8] . We expect that this feature will also be effective in our scene extraction. While many algorithms for extracting camera-motion features have been proposed (e.g., [9] ), most of them are not sufficiently robust and have relatively high computational costs. Therefore, in this study, we used only pan and tilt features, which are expected to be estimated with high accuracies, and calculated them with a simple algorithm.
While the methods of extracting camera motion features fall into two categories, a gradient method and a blockmatching method, we use the latter since it is more stable in the extraction of global motion. The camera-motion features (CFs) are expressed by a two-dimensional vector, which is calculated as follows:
1. By block matching, calculate the optical flows of four points whose coordinates are (15, 15) , (57, 15), (15, 33) , and (57, 33). These points are located near the edges of the image to decrease the influence of moving objects, which often appear in the central part. shows examples of the optical flows. 2. Average the optical flows of the four points to create a two-dimensional vector. 3. Assuming that the camera motion does not markedly change in one shot, apply low-pass filtering to the time sequence of vectors in order to exclude noise.
Scene Modeling by Multi-Stream HMMs
HMMs are effective models for time-varying patterns and have been used widely to model scenes of sports video [2] , [8] . In the speech recognition field, together with HMMs, multi-stream HMMs, in which features are split into separate streams, have been widely used. Using multi-stream HMMs, we can control the weights among different features in an optimization process. Conventional methods of recognizing scenes based on HMMs have not yet exploited the usefulness of this model. In conventional HMM-based scene extraction methods (e.g., [2] ), each state of an HMM is usually assigned to a specific shot type, and the HMM of each scene has a specific topology that is determined heuristically. Inspired by the effectiveness of the data-driven approach used in speech recognition, we do not explicitly define a specific topology for each scene, but use a common left-to-right HMM for all scenes (Fig. 6 ). The reason for this is that, in real data, while the shot transition of each scene varies greatly, few clues about the underlying shot transition are apparent. Using this data-driven approach makes it easy to prepare scene models and to achieve robustness against unknown data. Our framework can be applied without any modification to extract new scene types or when the amount of available training data increases.
In multi-stream HMMs, each state j has an associated observation probability distribution b j (o t ) that determines the probability of generating observation o t at time t, and each pair of states i and j has an associated transition probability a i j . The output probability b j (o t ) of state j is calculated by multiplying the probability of each output stream s by its respective weight w s :
Fig. 6 Example of a left-to-right 3-state HMM having a single Gaussian output probability.
where b js (o ts ) denotes the probability of the s-th output stream at state j, and S denotes the total number of streams.
T be the feature vector containing the four features calculated from the k-th frame. For each scene model H, the HMM parameters a i j and b j are estimated from training data using the Baum-Welch algorithm. A single Gaussian distribution is used as the output probability. Given a feature vector sequence O 1 O 2 . . . O m , the corresponding scene sequence H 1 H 2 . . . H n is recognized by the Viterbi algorithm. In the recognition process, data is matched against a network of HMMs defined by a grammar (representing a language model), which expresses the rule of possible scene-label sequences in the data [4] , [10] .
Scene Extraction Using Multi-Stream HMMs
We investigated two methods using multi-stream HMMs to extract scenes from baseball video data.
Continuous Scene Recognition (Method A)
Our first method contains two phases ( Fig. 7): 1. In the training phase, frames are extracted from video data, and features are calculated from each frame to form an individual feature vector. One HMM is prepared for each scene, and its parameters are estimated on the basis of a training set of feature vectors and on reference labels with boundary information that has been prepared manually. 2. In the recognition phase, we extract frames from video data and calculate feature vectors in exactly the same way as in the training phase. Then, using the trained HMMs, we conduct scene recognition on the test data. Here, we use the simple grammar represented by the Chomsky expression <H 1 |H 2 | . . . |H n > to build the scene HMM network used in the recognition process. The grammar indicates that the scene sequence in data is a combination of many scenes in an arbitrary order. An arbitrary scene is extracted using the time information associated with recognition results.
The output is a sequence of scene names with time boundary information. This method has the merit of being capable of recognizing scenes directly without information about scene boundaries or shot types; thus, recognition performance is not influenced by the accuracy of shot classification.
Extension Using Scene Segmentation (Method B)
We extend Method A by providing a scene segmentation process before the scene recognition process (Fig. 8) . Although there are many scene boundary detection methods (e.g., [8] ), we propose a detection method using pitching shot recognition. Its algorithm consists of the following two steps. . In Method B, scene segmentation is first applied, and then, isolated scene recognition for each segmented scene is carried out.
Shot boundary detection:
The motion intensity m described in 2.3 is used to detect shot boundaries. After calculating the motion intensity m from each frame, we obtain the differences ∆ m = m i − m i−1 from successive frames. These differences ∆ m have very high peaks at camera-shot boundaries. We use a threshold value for these differences in order to detect the position of each boundary. Preliminary experimental results showed a threshold of 10% to be effective. Figure 9 shows an example of shot boundary detection. This algorithm often fails to obtain correct boundaries when someone cuts right in front of the camera: ∆ m 's exceed the threshold in many frames that do not correspond to boundaries. To solve this problem, we modify the algorithm as follows. The frames that have ∆ m 's larger than the threshold are clustered into several groups such that the time interval between any two frames in each group is less than a certain period. We use 20 frames as this period in our experiment. Then, for each group, the frame with the largest ∆ m is chosen as a shot boundary. This modification does not cause many problems since the shot almost always changes when this phenomenon happens. Figure 10 shows an example of this modified shot boundary detection. 2. Pitching shot recognition: Next, pitching shots are extracted from the set of segmented shots. Here, we use an HMM-based shot recognition method. First, the parameters of an HMM for each shot type are estimated from training data. Then, the pitching shots in the test data are recognized using these HMMs. †
As shown later in Sect. 5.3, the extraction accuracy for pitching shots is high. Assuming that a scene starts from a pitching shot, the video data is then segmented into scenes using the results from the pitching shot recognition. Then, scene recognition is carried out for each segmented data. In this method, we use the grammar H 1 |H 2 | . . . |H n , which indicates that each set of test data contains only one scene.
Game Adaptation Using Maximum Likelihood Linear Regression
The parameters for each scene HMM are estimated using data from many games. This scene HMM is a gameindependent (GI) model that represents average characteristics that appear in all the games. In speech recognition, using the so-called speaker adaptation, a speaker-independent model can be adjusted to a specific speaker to improve the recognition rate when a small amount of data for that speaker is given. The adjusted model is called a speakerdependent model. We can apply the same technique to our framework to adjust a model to make it a gamedependent (GD) model. We use an adaptation method using maximum likelihood linear regression (MLLR) [11] . MLLR computes a set of transformations that reduces the mismatch between an initial model set and the adaptation data. More specifically, MLLR is a model adaptation technique that estimates a set of linear transformations for the mean and variance parameters of Gaussian mixture HMMs. The variance parameters are not adapted in our method, since adapting them is less effective than adapting the mean. In MLLR adaptation, the mean parameter µ in each state of the HMMs is transformed aŝ
where A is an n × n matrix and b is an n-dimension vector, which are obtained by solving a maximization problem using the expectation maximization (EM) algorithm. We use the GI model as an initial model for the adaptation. The effect of this transformation is the transformation of the means in the HMMs so that each state in the HMMs is more likely to generate the adaptation data. If the adaptation data is labeled, we have a supervised adaptation. Otherwise, unsupervised adaptation is used in which the recognition results are used as supervising signals for the adaptation process. Since scene labels are not available in a real situation, we use unsupervised adaptation.
We use the following algorithm for the game adaptation of multi-stream HMMs (Fig. 11 ).
1. Train the multi-stream GI HMMs for all the scenes from the training database, which consists of many games. † While only the pitching shots are needed, recognition for the other shot types was also carried out in this study. This is because we are also interested in using the recognition of the other shot types for other purposes, as discussed in Sect. 6.1. This algorithm gives us the advantages of both multi-stream HMMs and MLLR adaptation.
Recognize the test data using the GI

Experiments
Experimental Conditions
We used 40 hours of baseball broadcast video provided by NHK (Japan Broadcasting Corporation) Lab, which consisted of ten games. From this full data, we created 4.5 hours of digest data for tractability by removing replays, CG effects, and other scenes that would not attract much interest from users, such as regular strikes and balls. To this data, we applied the 8 scene labels described in Table 1 . Four hours of the data, consisting of nine games, were used for training and the other 30 minutes, consisting of one game, for testing. Table 1 shows the number of appearances for each scene. To evaluate shot models for the scene segmentation process in Method B, we also manually labeled the training data and test data with 9 types of camera shot. Table 2 shows the shot types used and the number of appearances of each shot label. We used Precision P and Recall R for the evaluation of scene extraction. Precision and Recall for the scene label l are calculated as
where C is the number of frames with the correct label l and also with the recognized label l, S is the number of frames with the recognized label l, and T is the number of frames with the correct label l. In some applications, Precision is more important than Recall, but in others, Recall is more important. However, for most applications, it is desirable that both Precision and Recall are high. From this view point, we also used F-measure, a harmonic average of Precision and Recall:
Method A
First, we evaluated the scene extraction performance of Method A. One scene HMM was prepared for each scene label in Table 1 . Each scene HMM had the same number of states, 75, which was optimized in our preliminary experiment. The features used in this experiment were the four features explained in Sect. 2: principal component features (PFs), fractal features (FFs), difference features (DFs), and camera-motion features (CFs). We changed the weights among these features in the multi-stream HMMs in many different ways and evaluated the extraction accuracy for the test data using each weight combination. The results obtained when the weights of the four streams were varied in several ways are shown in Table 3 . The F-measure was 64.3% when the weights among the four streams (0.25, 0.25, 0.25, 0.25) were equal, and it was 77.4% when the stream weights were (0.08, 0.0, 0.92, 0.0). The F-measure was improved by 13.1 points. This result confirms the effectiveness of our multi-stream HMMs. This also indicates that PFs and DFs are more effective than the other two features.
Method B
Since the performance of Method B largely depends on that of shot recognition, we first evaluated its accuracy. The number of states for each shot HMM was fixed to 25. Since the extraction results obtained using Method A in Table 3 proved that PFs and DFs are more effective than the other two features, only PFs and DFs were used for this evaluation. We carried out several experiments with different weights between PFs and DFs. The result obtained using the weight (0.5, 0.5), which was the optimal value for shot recognition in our preliminary experiments, is shown in Table 4 . Precision 98% and Recall 93% were obtained for pitching shots. This result confirms that the extraction rate for pitching shots is sufficiently high to be used for scene boundary detection. Then, we evaluated the extraction performance of Method B, which used both multi-stream HMMs and the above-mentioned scene boundary detection method, with the same stream weights (0.08, 0.0, 0.92, 0.0) as those used in Method A. Its results are also shown in Table 3 . The F-measure was 78.7%, with an improvement of 1.3 points from that of Method A. This result shows the effectiveness of our scene boundary detection method. Table 3 also shows the results of scene extraction when the scene boundaries were known (B ideal ), which corresponds to the upper bound for the performance of the scene detection method in Method B.
Game Adaptation
Finally, we applied the game adaptation using MLLR to the multi-stream HMM with the stream weights (0.08, 0.0, 0.92, 0.0), which had the highest performance in Method A. Table 5 shows the results. The result obtained after unsupervised adaptation for Method A was 81.1% and that for Method B was 81.4%, with improvements of 3.7 and 2.7 points, respectively. These results confirm that the game adaptation is effective for scene extraction. Table 5 also shows the results of a supervised adaptation experiment (MLLR (supervised)), in which the scene labels applied manually for the test data were used as the supervising signals. This shows the upper bound for the performance of the unsupervised adaptation.
Discussion
Robust Scene Extraction
Recently, CBVIR for sports videos has been extensively studied. The targets include baseball [2] , [12] , soccer [13] , [14] , tennis [15] , basketball [16] , and American football [17] . While all of these studies employed shot boundary information, Method A proposed in this paper, which uses no shot boundary information, achieved comparable results with Method B with shot boundary information, as shown in Table 3 . This result shows that our system is more robust than conventional methods, because the shot boundary detection is often difficult in real applications. Table 3 also shows that Method B had slightly better performance than Method A. This may be mainly because the language model (grammar) used in Method B was much simpler than that used in Method A. However, the performance of Method B is significantly influenced by that of the pitching shot recognition for scene segmentation. Moreover, since the manual shot labeling for training data takes a large effort, it is impractical to apply it when the amount of data becomes much larger. These two methods should be investigated for other conditions.
In addition, Table 4 shows that our shot recognition method in Method B successfully recognized pitching shots with a high accuracy. Table 4 also shows that player shots were also recognized precisely. In player shots, players' faces or their uniform numbers are often clearly observed. Therefore, our shot recognition method is effective as an preprocessor for player identification in baseball broadcasts.
Global Features
Most conventional methods used local features that are dependent on the target sport. Some examples are the "grass and sand feature" in baseball [2] and "line marks" in soccer [13] , [14] On the other hand, our method employs only global features that do not depend on the target sport, such as PFs and DFs. Therefore, it can be applied to other sports with little effort. Table 3 shows that the four features, PFs, FFs, DFs, and CFs, have different effects on the performance of scene extraction. When they were combined, PFs and DFs proved to be particularly important. When they were used one by one, their F-measures were 61.2%, 41.4%, 64.4%, and 22.1%, respectively. The difference features (DFs) gave the highest value. This result indicates that the importance of dynamic features is equal to or greater than that of static features, though most conventional methods used only static features. Camera-motion features (CFs) gave the lowest performance among the four features. Only pan and tilt features may be insufficient for representing the characteristics of the camera movement for each scene.
The scene extraction result for each scene type in Table 3 indicates that base hit (bh, two-base hit and three-base hit) scenes were not extracted, while the extraction performance increased for the other scene types. While the main reason is that this scene rarely appeared in the training data, the features may not be sufficiently adequate to distinguish this scene from others. Further investigation with more data is required.
In this work, we employed only features in the video stream and did not use features in other modes, such as speech and closed captions. Some previous studies [12] , [17] showed that a multi-modal approach involving these other modes improves the extraction performance. It is easy to include other modes in our approach based on multistream HMMs. Research in this direction is promising.
Adaptation Scheme
We proposed a novel game adaptation scheme in 4.3 and confirmed its effectiveness, as shown in Table 5 . Our system adapts to the differences among games without any additional information and achieves more stable performance. This scheme can be easily applied to other statistical approaches using HMMs.
While unsupervised adaptation was used in this research, supervised adaptation should be used when data for adaptation is available. For example, let us recognize a game between Team A and Team B in Stadium C. In a real situation, it is likely that these two teams have had many games in the same stadium in the past. The data of these past games can be used for the supervised adaptation to improve further the performance of scene extraction. Since the numbers of teams and stadiums are limited, it is feasible to prepare such adaptation data.
Conclusions
A scene extraction framework for baseball broadcasts was proposed. In this framework, multi-stream HMMs are used to model each scene. Since the structure of these models is simple and identical for all the scenes, it is robust against variations in data and against the unbalanced occurrences of scenes. Four features, principal component features (PFs), fractal features (FFs), difference features (DFs), and camera-motion features (CFs), are used in this method. This method was evaluated using the digest data of baseball broadcasts. The F-measure was improved by 12.9 points when multi-stream HMMs were used and was further improved by 3.7 points when game adaptation was applied. The final F-measure achieved by our method was 81.1%.
This study should be regarded as the starting point of video indexing using the data-driven approach, which is often used in speech recognition. Many problems still remain to be solved. First, while the proposed method was evaluated only for digest data in this study, an evaluation with whole-game data should be carried out. In this case, it is important to build a language model (P(H) in Eq. (1)) that represents scene contexts and to deal with out-of-vocabulary scenes, which do not appear in training data. Second, there are many other features that should be effective for our method. One example is color information. Such features should be included in our framework. Third, while the shot boundary detection algorithm we employed in this study is effective for clear cuts, it is not clear whether it works well for dissolves and fade-ins/outs. We should improve our shot detection algorithm to cover various shot changes. Furthermore, the stream weights for the multi-stream HMMs were optimized using the data for evaluation in this study. Weight optimization methods using discriminative training should be investigated. Finally, we plan to extend our framework using multi-stream HMMs to a multi-modal recognition framework that deals not only with a video mode but also with other modes, such as speech and text.
