For optimal control problems with set-valued control constraints and pure state constraints we propose new second-order necessary optimality conditions. In addition to the usual second-order derivative of the Hamiltonian, these conditions contain extra terms involving secondorder tangents to the set of feasible trajectory-control pairs at the extremal process under consideration. The second-order necessary optimality conditions of the present work are obtained by using a variational approach. In particular, we present a new second-order variational equation. This approach allows us to make direct proofs as opposed to the classical way of obtaining second-order necessary conditions by using an abstract infinite dimensional optimization problem. No convexity assumptions on the constraints are imposed and optimal controls are required to be merely measurable.
Introduction.
We consider the optimal control problem of the Bolza form 
l(t, x(t), u(t))dt
over measurable u and solutions x of the control system R m , the subset K ⊂ R n , and the initial state x 0 ∈ R n are given. The special case when K = R n will be denoted by (P NC ). We refer to a measurable function u : [0, 1] → R m as a control function or simply control. The set of all control functions u such that u(t) ∈ U (t) a.e. will be denoted by U. A process (x, u) comprises a control function u ∈ U and an absolutely continuous function x ∈ W 1,1 ([0, 1]; R n ) which satisfies the differential equation (1.1). A state trajectory x is a solution of (1.1) for some control function u. A process (x, u) is 
2) H(t, x, p, u) = f (t, x, u), p − l(t, x, u).
Let (x,ū) be an optimal solution of problem (P ) and assume that the constrained normal maximum principle holds true. That is, there exist p ∈ W 1,1 ([0 1] 
H u (t,x(t), p(t) + ψ(t),ū(t))u(t)dt −
[0,
ν(t), y(t) dμ(t) ≥ 0.
A more precise description of a suitable notion of tangency is given in section 4. A proof of (1.3) is provided in section 5. This paper is devoted to second-order necessary optimality conditions. Similar to classical analysis, where second-order conditions are meaningful only when first-order terms vanish, our second-order necessary conditions apply to "tangents" u such that J (ū)u = 0. These second-order conditions are stated in Theorem 3.5 and constitute the main contribution of this paper.
Second-order optimality conditions for optimal control problems have been studied for almost half a century, but it remains a challenge to formulate them in a very general context. Earlier results concerning second-order necessary conditions for control problems without state constraints are due to Hestenes [28] and Warga [52, 53] . Then, Gilbert and Bernstein [27] generalized and simplified these results in order to state second-order necessary conditions for problems with very general constraints on controls. More precisely, they allowed U to be an arbitrary subset of the set of ; R m ) be an extremal process for a control problem and let C(x,ū) denote a set of critical directions associated with it. Ideally, C(x,ū) should be the set of tangents to the set of feasible processes. However, since in practice one needs to describe the set of critical directions analytically, C(x,ū) is usually assumed to be a subset of the ideal set of critical directions. The choice of the set C(x,ū) is therefore a part of the second-order statements and has an important impact on their quality. One can distinguish two ways of formulating second-order necessary conditions. The first common formulation is as follows:
For all (y, u) ∈ C(x,ū), there exist multipliers (adjoint state variable, cost multipliers, etc.) such that some second-order conditions hold true.
The second alternative, which in general is stronger, is as follows:
There exist multipliers such that some second-order conditions hold true ∀(y, u) ∈ C(x,ū). In the first case, multipliers depend on critical directions; in the second case they are independent from them.
For instance, in [27, Thm. 3.1] , multipliers depend on the critical direction which makes statements weaker. Also, the authors of [27] impose that ∀(y, u) ∈ C(x,ū), we have u ∈ U , where
Consequently, in the case of a nonconvex U, there might be many feasible directions which are not in C(x,ū). Later on, Maruyama [36] imposed the additional hypothesis that the set U is a closed, convex subset of L ∞ ((0, 1); R m ) with nonempty interior and obtained the same results as in [27] but with multipliers independent from the critical directions. In [54] , Zeidan and Zezza derived results similar to those in [36] , without the convexity assumptions, for control sets described by equality and inequality constraints and piecewise continuous controls (i.e., in P W C ([0, 1] ; R m )). More precisely,
U = {u ∈ P W C([0, 1]; R m ) | g(u(t)) = 0 and h(u(t)) ≤ 0 ∀t ∈ [0, 1]},
where g and h are some given smooth maps.
In [27, 36, 52, 53] the authors deduced the second-order optimality conditions from an abstract infinite dimensional optimization problem. A different approach was proposed by Hestenes [28] and followed more recently by Milyutin and Osmolovskii [38, 39] . There, the authors worked directly in the state-control space. A particularity of [38, 39] is that the main results are stated for the so-called Pontryagin minimum. In general, the notion of the Pontryagin minimum is weaker than the notion of strong local minima, investigated in the present paper. Indeed, every strong local minimum is a Pontryagin minimum. Further, in [38, 39] the authors restrict their attention to mixed state-control constraints. Let us underline that the hypotheses needed to obtain their results, notably the full rank condition (see, for instance, [39, Ch. 3] ), do not hold for pure state constraints.
In Theorem 3.2 we state second-order necessary optimality conditions for the Bolza problem (P NC ) involving a normal maximum principle (see, for instance, [51] ). Using second-order tangents, we define a set of admissible variations of a reference control which is in general larger than U from (1.4). Our result applies to any first-order necessary optimality conditions in the form of the constrained maximum principle. In addition, the use of second-order variations leads to a very geometric and, as we believe, quite direct proof of Theorem 3.2, in comparison to some very technical results in second-order theory. In [54] , the authors used a variational approach that is similar to ours but they only considered first-order variations of controls and included the control constraints into the definition of the Hamiltonian. Therefore their optimality conditions are different from ours. For the sake of completeness, by using techniques similar to those of [39] , we deduce from Theorem 3.2 second-order necessary conditions for a problem with mixed state-control equality constraints (Theorem 3.3) similar to those in [38, 39] but with the additional advantage that the optimal control is assumed to be essentially bounded instead of piecewise continuous as in [38, 39] .
Note that there is a rich literature on problems with mixed equality and inequality constraints; see, for instance, [16, 49] and the references therein. For problems that are linear in the control see Dmitruk [19, 20, 21, 22] . The goal of this paper is to provide second-order necessary conditions that are applicable to optimal control problems under pure state constraints. A comparison of our results with those on problems with mixed constraints and/or particular dynamics is therefore beyond the scope of this introduction.
Pure state constraints, which are important in applications, bring some additional difficulties because the state is not linked to controls by a functional relation. Consider the case where the state constraint is formulated as an inequality constraint, i.e.
where x : [0, 1] → R n denotes the state trajectory and g : R n → R k is a given (smooth) map. A classical way of dealing with state constraints of this form is to differentiate the components g i of the map g(x(·)) with respect to time, until an explicit dependence from the control appears, so that the problem can be treated as a problem with mixed constraints. See [11, 12, 26, 31] for first-order necessary conditions using this approach. Bonnans and Hermant [6, 7, 8] provided second-order necessary and sufficient conditions for optimal control problems with state constraints of the form (1.5). They used second-order necessary conditions due to Kawasaki for an abstract optimization problem with infinitely many inequality constraints [32, 34] . The major difficulty in this approach is that these second-order necessary conditions contain, in the presence of pure state constraints, a so-called curvature term. By a careful analysis of junction points, using an extension of the junction conditions from [31] , they were able to characterize the curvature term in a way that led to no-gap second-order optimality conditions, i.e., second-order necessary and sufficient conditions that are as close as in classical analysis (see [8] ). Thanks to the no-gap character of the optimality conditions, the second-order necessary conditions are very strong. On the other hand, these results are proved under quite restrictive assumptions. One of these is continuity of the optimal control (their assumptions do imply that the optimal control is continuous). In addition, except in the case of mixed state-control constraints, they do not allow constraints on the control, and finally, it is required that there exist only finitely many boundary arcs, which for a constraint of order ≥3 in general is not true; see, for instance, [37, 47] .
Páles and Zeidan addressed the problem of pure state constraints in a series of papers, see [40, 43, 44] and the references therein. The optimal control problem considered in [40] is similar to the one of [8] . However, contrary to the strong regularity conditions in [8] , Páles and Zeidan provide necessary conditions for problems where the map g from (1.5) is only locally Lipschitz continuous. The drawback of their approach is that, as in [27] , the multipliers depend upon critical directions. In [43] these results were extended to problems with more general pure and mixed state constraints:
where Q and S are set-valued maps with closed, convex values having nonempty interior. Finally, in [44] the second-order conditions were derived for time independent state constraints S(t) = S ∀t ∈ [0, 1], where S is a closed convex subset of R n with nonempty interior, and control constraints are of the form u(t) ∈ U almost everywhere, where U is an arbitrary subset of R m . Note that in both cases the pure state constraints are more general than (1.5), but multipliers depend on critical directions. In addition, to use the time transformation introduced by Dubovitskii and Milyutin in [23] , the authors impose in [44] differentiability of f with respect to the time variable. This approach has the advantage that their results can be extended to time optimal problems; see [45] . However, for nonautonomous control systems arising in applications, it often occurs that the dynamic of the system is less regular in the time variable and may even be discontinuous.
In mathematical programming, second-order optimality conditions are classically derived using second-order variations; see [24] . Since these early results, much work has been done to extend this approach to a very general context, notably constrained optimization problems in infinite dimensional spaces (see, for instance, [3, 5, 15, 30, 32, 41, 46] and the references therein). A detailed treatment of this topic can be found in the book by Bonnans and Shapiro [9] . An important application of such second-order necessary optimality conditions for abstract optimization problems are second-order necessary optimality conditions for optimal control problems.
In the present work, unlike previous papers on second-order necessary optimality conditions for control problems with pure state constraints, we do not reformulate our optimal control problem in an abstract form. Indeed, some of our assumptions, in particular the low regularity of the optimal control, are not covered by known abstract general second-order theories. Therefore we provide a direct proof of secondorder necessary optimality conditions. For this aim we use second-order variations of the state trajectory, which we obtain from second-order control variations and a second-order variational equation; see section 4. Some of the results of section 4 (Propositions 4.2 and 4.4) are new. Further, in the difference with the approach involving an abstract optimization problem, we separate proofs of first-and secondorder conditions, which allows us to benefit entirely from the most general first-order conditions. See, for instance, [51] for an overview of first-order necessary optimality conditions. In addition, our main result is a straightforward extension of the case when state constraints are absent. In particular, the presence of state constraints does not lead to any restrictions on control constraints and multipliers are independent from critical directions. Finally, we do not assume any regularity of the optimal control except the usual measurability and also dynamics of the control system are allowed to be merely measurable in the time variable. The price to pay for dealing with measurable optimal controls is that our results are stated for the subset A (1) (x,ū) of the set of first-order tangents A(x,ū). (See section 3 for the definitions of these sets.) Finally, normality of the maximum principle is important for second-order conditions, and even though there exist some sufficient conditions for normality of the constrained maximum principle with end point constraints (see, for instance, [25] ), they are not applicable in the case of a fixed initial state. For this reason, we do not consider end point constraints here.
The paper is organized as follows. In section 2 we recall some definitions and state the main assumptions. In section 3 we present the main results of this paper, in particular, second-order necessary optimality conditions for problems (P NC ) and (P ). First-and second-order variational equations for problems with and without state constraints are provided in section 4. The proofs of the main results are given in sections 5 and 6.
2. Notation and main assumptions.
Basic notation.
We denote the norm in R n by |·| and by ·, · the inner product. B := {x ∈ R n | |x| ≤ 1} denotes the closed unit ball,B its interior, i.e., the open unit ball, and S n−1 the unit sphere, i.e., the boundary of B. B(x, r) denotes a closed ball with radius r > 0 and center x ∈ R n , i.e., B(x, r) = x + rB.
For an arbitrary set S ⊂ R n , ∂S denotes its boundary, Int S its interior, and S c its complement. The convex hull and the closed convex hull of the set S will be denoted by co S and co S, respectively. 
Here and in the rest of the paper a.e. means with respect to the Lebesgue measure. Finally, let Y be a normed, finite dimensional vector space and
is twice differentiable for all t ∈ [0, 1], we denote the second-order partial derivatives with respect to x and/or u at (t 0 , x 0 , u 0 ) by f xx (t 0 , x 0 , u 0 ), f xu (t 0 , x 0 , u 0 ), and f uu (t 0 , x 0 , u 0 ). Further, f (t, x 0 , u 0 ) denotes the Hessian of the map (x, u) → f (t, x, u) evaluated at (x 0 , u 0 ). Second-order derivatives are bilinear maps and for u, v ∈ R n we write f xx (t 0 , x 0 , u 0 )uv instead of f xx (t 0 , x 0 , u 0 )(u, v). The same simplification will be used for f xu and f uu .
When dealing with Lipschitz continuous functions that are not differentiable, we will use the notion of the Clarke gradient.
Definition 2.1. Consider a function f : R n → R and a point x ∈ R n . Assume that f is Lipschitz continuous on a neighborhood of x. The Clarke gradient of f at x is the set For an interval I ⊂ R, B(I) denotes the Borel σ-algebra associated with the interval I. Next, we recall some definitions concerning tangent sets to subsets of R n . The distance between a point x ∈ R n and a subset K ⊂ R n is defined by dist(x, K) := inf k∈K |x−k|. We denote by T K (x) and C K (x), respectively, the Bouligand and Clarke tangent cone of K at x. See [2] for their definitions. First-and second-order adjacent subsets are defined next. Definition 2.2. Let K be a closed subset of R n and let x ∈ K. The adjacent cone to K at x is the set defined by
We recall that a set K is called sleek if the Bouligand and the Clarke tangent cone to K coincide for all x ∈ K. In this case, also the adjacent tangent cone to K coincides with the Clarke tangent cone to K for all x ∈ K and the set-valued map x T K (x) is lower semicontinuous at every point of K. For further properties of sleek sets, see, for instance, [2] .
K (x, u) is convex as well. The set K is called twice derivable if for all (x, u) the second-order Bouligand and the second-order adjacent tangent set to K at (x, u) coincide. See, for instance, [2] for more information about derivable sets. We will also use polar and normal cones.
Definition 2.4. Let K be a closed subset of R n . The (negative) polar cone to K is the set defined by
For basic properties of tangent sets and normal cones, see, for instance, [2] . Finally, we give a useful regularity property of a subset of R n .
Definition 2.5. Let K be a closed subset of R n and let r > 0. We say that K satisfies the uniform interior sphere property of radius r if for every x ∈ ∂K there exists y x ∈ R n such that
The following proposition is an immediate consequence of
Main assumptions.
In this subsection we give a list of the assumptions that we will use in the remainder of this paper.
Let us consider an admissible process (x,ū) for either (P ) or (P NC ). Throughout the paper we assume the following: (A1) The set-valued map U is measurable and has closed nonempty images.
For the rest of the paper, we are going to abbreviate (t,x(t),ū(t)) by [t]; thus, for instance,
Some of the results of this paper will require additional assumptions. In order to state them, let (x,ū) be an admissible process of either (P ) or (P NC ) and let δ > 0.
(
Main results.
In this section we present the main results of the present work. The proofs rely on the variational equations stated in section 4 and will be given in section 6.
Second-order necessary optimality conditions for problem (P N C ).
In this subsection we present second-order necessary optimality conditions for the problem (P NC ). We start with first-order necessary conditions, usually called the maximum principle. The Hamiltonian H :
Theorem 3.1. Let (x,ū) be a strong local minimizer for problem (P NC ). Assume (H1)(b) and that l satisfies the same assumptions as f in (H1)(b). Then there exists
x(t), p(t),ū(t)) = max u∈U(t) H(t,x(t), p(t), u) a.e.
Proof. It is well known that by using an additional state variable, the Bolza problem can be reduced to the Mayer one. Applying this to (P NC ) we get a problem for which [51, Prop. 6.4.4] applies. By using this proposition, the statement of the theorem can be easily deduced.
Let p be the adjoint state variable from the maximum principle. Below we will use the abbreviation [t] also for (t,x(t), p(t),ū(t)). The precise meaning will be given by the context. We introduce the following linear system, which will play an important role throughout the paper:
and
The next theorem was announced in [29] . We will provide its detailed proof in section 6. Theorem 3.2. Let (x,ū) be a strong local minimizer for problem (P NC ). Assume (H1) and that l fulfills the same assumptions as f in (H1). Let p be as in the maximum principle of Theorem 3.
and then the inequality
is the solution of the linear system (3.1). Remark 3.1. Observe that if there exists r > 0 such that U (t) satisfies the uniform interior sphere property of radius r for almost every t ∈ A, then for every u ∈ L ∞ ((0, 1); R m ) satisfying for a.e. t ∈ A, u(t) ∈ T U(t) (ū(t)) and H u [t]u(t) = 0, we have that u ∈ U A . Indeed, let t ∈ A. It follows from the maximum principle that
By the uniform interior sphere property there exists
and therefore we deduce from Proposition 2.6 that dist(ū(t)+hu(t),
3.2. Second-order necessary optimality conditions for problems with mixed constraints. Theorem 3.2 can be applied to deduce second-order necessary conditions for problems with mixed equality constraints. Consider problem (P NC ), where U (t) = R m ∀t ∈ [0, 1], and suppose that we have the additional mixed statecontrol equality constraint
Before stating the second-order necessary conditions, we introduce the following Hamiltonian:
Analogously to the previous subsection, [t] abbreviates (t,x(t), p(t),ū(t), b(t)) as well as (t,x(t),ū(t)
). The precise meaning will be given by the context. Theorem 3.3 (see [29, Thm. 15] ). Let (x,ū) be a strong local minimizer for problem (P MC ). Assume the following hypotheses:
(a) f , l, and γ are twice continuously differentiable on Q.
and such that the inequality
where
is the solution of the linear system (3.1). Remark 3.2. Results of the same nature for problems in the Mayer form can be found in [38] and [39] , where the authors requireū to be piecewise continuous.
Remark 3.3. Assuming that an appropriate full rank condition holds, problems with mixed inequality constraints can be reduced to problems with mixed equality constraints; see [50] . Thus, the above theorem can also be used to find second-order necessary conditions for problems with mixed inequality constraints.
Proof of Theorem 3.3. Similar to [39] , the main idea of the proof is to reduce problem (P MC ) to a problem without the mixed constraints, i.e., a problem to which Theorem 3.2 can be applied. See [29] for details.
Second-order necessary optimality conditions for problem (P ).
Below we state necessary optimality conditions for problem (P ). We start by presenting a normal maximum principle for problem (P ). This result is based on the maximum principle [51, Thm. 9.5.1] and a normality result due to Bettiol and Frankowska [4] .
In this subsection we will make the following assumptions on the set of state
Note that assumption (SC) implies that the sets K i are of class C 1,1 loc . See, for instance, [17, 18] for properties of smooth sets. In particular, it follows that
∀i. In addition, (SC) implies that the set K is sleek and twice derivable (see [2, Thm. 4.7.4, Prop. 4.7.5]). Finally, one has the following characterizations of the tangent and the normal cone:
In addition, we require that the set K ⊂ R n satisfy the following inward pointing condition:
The Hamiltonian H is defined by (1.2). We provide the proof of the following theorem in section 5. Theorem 3.4. Let x 0 ∈ Int K and (x,ū) be a strong local minimizer for the problem (P ). Assume (SC) and (IP). Ifx is Lipschitz continuous, then there exist
positive Radon measure μ, and a Borel measurable
Furthermore, the following jump conditions hold true:
Remark 3.5. It is not difficult to show that there exist positive Radon measures μ i , i = {1, . . . , r}, such that
Next we state second-order necessary conditions for problem (P ). First, we introduce some notation. Let (x,ū) be an admissible process of problem (P ). We set
H[t] := H(t,x(t), q(t),ū(t))
, where q = p+ψ is as in Theorem 3.4.
etc., are defined similarly. The set of tangent directions A(x,ū) for problem (P ) at (x,ū) is defined as follows:
Under all the assumptions of Theorem 3.4, ∀(y, u) ∈ A(x,ū) we have
For second-order conditions, we have to use a smaller set of tangents in order to ensure that the tangent variations to the control remain uniformly bounded:
Note that the converse statement is not true in general. That is, the above inequality does not imply nonemptyness of T (2) 1) ; R m ), consider the following secondorder approximation of the nonlinear control system (1.1):
For i ∈ {1, . . . , r}, we set
Then, for t ∈ [0, 1] we define 
We say that w satisfies (TV) strictly if (3.7) holds with strict inequality. Remark 3.7. Note that by [34, Thm. 3.2] , the condition (TV) is equivalent to the statement that the map t → g (x(t))w(t) + 1 2 g (x(t))y(t)y(t) is in the second-order adjacent set to the set of nonpositive continuous functions at (g(x(·)), g (x(·))y(·)).
The set of second-order tangent directions A (2) (x,ū, u, y) of problem (P ) at the process (x,ū) and the first-order tangent (y, u) ∈ A
(1) (x,ū) is defined by
, w is solution of (3.6) s.t. (TV) is satisfied .
We can state now the second-order conditions. Their proof will be given in section 6. 
Note that if the set-valued map U (·) has convex images, then one can define
Second, we would like to underline that the above result is derived for any q, μ, ν satisfying the constrained maximum principle.
Remark 3.8. Consider (y, u) ∈ A (1) (x,ū) and for t ∈ [0, 1] set
The set of second-order active constraints is defined as follows:
Observe that every solution w of (3.6) can be represented by w = w 1 + w 2 , where 
It would be interesting to study more general conditions for the existence of pairs (w, v) ∈ A (2) (x,ū, y, u) satisfying (TV) strictly. This problem, however, is out of the scope of this paper.
Examples.
We conclude this section with two examples. In the first example we consider the case without pure state constraints and we compare Theorem 3.2 with other known results. The second example illustrates the application of Theorem 3.5.
Example 1. We consider problem (P NC ), where
T , x 0 = 0, and f :
where g : R 2 → R is given by g(u 1 , u 2 ) = −u 2 1 + u 2 . Consider the feasible process (x,ū) defined by (x(t),ū(t)) = (0, 0) ∀t ∈ [0, 1]. Clearly this process is not optimal. In what follows, we show that one can use the second-order necessary conditions of Theorem 3.2 in order to prove that (x,ū) is not a strong local minimum. We will also show that the necessary conditions stated in [27] and [43] do not allow a similar conclusion.
First, note that for the above data all our assumptions are satisfied and the statements of Theorem 3.2 and Theorem 3.5 are equivalent. The Hamiltonian H : R 6 → R is defined by the following:
Thus, the adjoint equation of the maximum principle corresponding to (x,ū) = 0 iṡ p(t) = 0 and p(1) = 0.
Consequently, p ≡ 0 and it is not difficult to verify that sup u∈U(t)

H(x(t), p(t), u) = H(x(t), p(t),ū(t))
hence the maximum principle holds true.
Consider
U(t) (ū(t), u(t)) ∀t ∈ [0, 1]. The linear system (3.1) for u(t) iṡ y(t) = (1 1)
T and y(0) = 0.
Thus y(t) = (t, t)
T . The partial derivatives of the Hamiltonian are as follows: 
However, [43, Thm. 4 .1] cannot be applied since the required normality condition is not satisfied by the data. We show next that necessary optimality conditions of [27, Thm. 3.1] are satisfied by (x,ū). Applying these conditions to our problem, we find again that p(·) ≡ 0 and the Hamiltonian H : R 6 → R is defined by
It is obvious that all u ∈Ũ, whereŨ is as in (1.4), must satisfy u(t) ∈ R × {0}.
Consequently, ∀u ∈Ũ ,
, the first-order conditions are satisfied. Further, the linearized system considered in [27] iṡ
The second-order conditions derived in [27] are as follows: (3.10) 
H xx [t]y(t)y(t)+2H xu [t]y(t)u(t)+H uu [t]u(t)u(t)dt =
where u 1 ∈ L ∞ ((0, 1); R) and y 1 (t) = 
Thus (3.10) holds true and consequently the necessary optimality conditions from [27, Thm. 3.1] are satisfied. Therefore we cannot deduce that the process (x,ū) is not optimal. Example 2. We consider problem (P ), where again n = m = 2, and we use the same notation as in the previous example. Let C, M > 0 be given constants and assume that the dynamics of the control system are as follows:
T . The cost is given by
The control constraints are given by the set-valued map U : [0, 1] R 2 defined by
In order to formulate the state constraints we define the map g :
and we set K = {x ∈ R 2 | g(x) ≤ 0}. Finally we assume that x 0 = (−C, 0) T . It is easy to see that this data satisfies all the assumptions of Theorem 3.5.
Consider the reference controlū = (ū 1 ,ū 2 ) T given bȳ
This leads to the following reference trajectoryx = (x 1 ,x 2 ) T : 
o t h e r w i s e , and p 2 (t) = q 2 (t) ≡ 0. It remains to check the maximum principle. If t < 1/2, then
H(t,x(t), q(t), u)
= 2q 1 (t)Cu 1 +q 2 (t)u 2 +Mx 1 (t)+2Cu 1 = 2C M 2 − M t u 1 +Mx 1 (t).
Hence, max u∈U(t) H(t,x(t), q(t), u) = H[t]. If t > 1/2, then
H(t,x(t), q(t), u)
Thus the maximum principle holds true for this choice of p, ν, μ and consequently (x,ū) is an extremal. We show next, using the second-order necessary conditions, that it is not a strong local minimizer.
Second-order necessary conditions. We consider the following first-order control variations:
o t h e r w i s e .
It is obvious that u(t) ∈ T U (ū(t)) a.e. Furthermore, this control variation leads to the following solution of the linearized system (3.1):
Furthermore, it is easy to see that
ν(t), y(t) dμ(t) = 0 and
and, consequently, the direction (y, u) is critical. Let us now consider the secondorder control variation v(·) and the corresponding solution w(·) of the second-order approximation (3.6), u(t) ). The only active constraint is g 1 (x) ≤ 0. However, since y 1 (t) ≡ 0, it follows immediately that c i (t) ≡ 0. In addition, w satisfies (TV) strictly since
On the other hand, the second-order inequality (3.8) does not hold because
We conclude that the extremal (x,ū) is not a strong local minimizer.
Variational equations.
In real analysis, second-order necessary conditions for a local minimum of a twice continuously differentiable function ϕ : R n → R are valid for critical points, i.e., points x ∈ R n , where the first-order necessary condition ϕ (x) = 0 holds, and are based on the fact that if the critical point x is a local minimum then for all perturbations δx ∈ R n with |δx| small enough, the inequality
holds. The same approach can be used to derive second-order necessary conditions for optimal control problems. However, there are three questions to be answered: It is natural to investigate perturbations of the control, since they imply corresponding perturbations of the state trajectories. Forgetting the state constraints for a moment, an intuitive choice for the control perturbations is essentially bounded maps that are "tangent" to the set of admissible controls. This intuition is confirmed by the following proposition, which is a slight modification of [2, Thm. 8.5.1].
Proposition 4.1.
−→ u, when h → 0+. We would like to underline that in general the statement of Proposition 4.1 is not true when we replace the adjacent tangent cone by the (larger) Bouligand tangent cone.
Proof. The proof is a simple modification of the proof of [2, Thm. 8.5.1] and very similar to the proof of Proposition 4.2 below and therefore it is omitted.
In order to obtain second-order conditions, we need second-order perturbations. For second-order tangents we have the following result, similar to Proposition 4.1.
Indeed, for sleek U (t), u ∈ Int T U(t) (ū(t)) implies by [48, Thm. 2] that ∃ > 0 such thatū
from which we deduce readily the statement. Remark 4.2. It is possible to prove that if for a.e. t ∈ [0, 1] the set U (t) is twice derivable, then assumption (a) is a sufficient condition for the nonemptyness of T 
U(t) (ū(t), u(t)).
Remark 4.3. It is easy to verify that any pair (u, v) ∈ L ∞ ((0, 1); R m ) 2 with u ≡ 0 and v(t) ∈ T U(t) (ū(t)) a.e. satisfies the assumptions of Proposition 4.2 and that in this case, the statement of Proposition 4.2 is a consequence of Proposition 4.1. However, as the following example shows, in general there are other possible choices than u ≡ 0.
Example.
Proof. Let x → ϕ(x) := x 2 . Then ϕ (ū 1 ) = 2 and ϕ (ū 1 ) = 2. First, we show that ∀h n → 0+ there exists a sequence v n → v such thatū + h n u + h the Taylor formula,
, we obtain the desired result. On the other hand,
This completes the proof.
Proof of Proposition 4.2. Let h ∈ ]0, h 0 ]. We define a h (t) := dist(ū(t) + hu(t) + h 2 v(t), U(t)).
Then a h is measurable. Further, there exists a measurable y h such that y h (t) ∈ U (t) ∀t and such that
Similarly there exists a measurable z h such that z h (t) ∈ U (t) ∀t and such that b h (t) := |ū(t) + hu(t) − z h (t)| = dist(ū(t) + hu(t), U(t)).
It follows from assumption (a) that for almost every t in [0, 1], b h (t) ≤ h 2 c. Thus, by definition of a h , we have obviously
Therefore,
With this definition we find
Therefore, for almost every 1) ; R m ). Further, it follows directly from the definition of v h thatū(t) +
a.e., when h → 0+. The two previous propositions provide an answer to the first of the three questions stated at the beginning of this section for the case of unconstrained state trajectories. In the following, we remain in this particular case and respond to the second question.
First, let us recall the following well-known fact, which can be found, for example, in [1, pp. 255-256] . 
Then,
Remark 4.4. It follows from assumption (A2) and the Picard-Lindelöf theorem that ∀h > 0, x h exists and is unique.
Remark 4.5. The hypothesis (H1)(a) could be replaced by the following weaker hypothesis:
Next, we present a second-order analogue of Proposition 4.3. To the best of our knowledge, this is a new result dealing with a second-order variational equation. 
Step 1. We prove that ∀h > 0 small enough, the map R h (·)/h 2 is integrably bounded by a mapping independent from h.
In order to simplify the notation, we define
.
, and f uu [t, h, τ ] are defined in a similar way.
Before we start the actual estimation of R h (·), observe that
Thus,
From (4.3) and (4.4) we deduce that
Using this, assumption (H2), the fact that max{ w ∞ , u ∞ , 2 v ∞ + c} < ∞, and the fact that v h ∞ ≤ 2 v ∞ + c ∀h > 0 small enough, we deduce that for some C > 0 independent from t and ∀h > 0 small enough,
and consequently we have shown that ∀h > 0 small enough, |R h (·)|/h 2 is integrably bounded by a function that is independent from h.
Step 2. We prove that
where |o(t, h 2 )|/h 2 → 0 when h → 0+. Indeed, it suffices to consider the second-order Taylor development of
Then the statement follows readily from the definitions of y and w. By Proposition 4.2 we know that v h a.e.
−→ v when h → 0+ and therefore,
Step 3. We show that |x h (t) − z h (t)|/h 2 converges uniformly to 0. Using assumption (A2), it is not difficult to show that there exist r > 0 and k r ∈ L 1 ((0, 1); R + ) such that
Hence, by the Gronwall lemma, ∃M > 0, independent from h, such that
Using this and (4.5), it follows from the first step and the Lebesgue dominated convergence theorem that
Consequently (x h −x − hy)/h 2 converges to w uniformly when h → 0+. The above result answers the second question. In the state constrained case, we are going to show that the trajectories x h constructed as in Proposition 4.4 remain in the set K if K satisfies (SC) and if we impose that the solution w of the second-order approximation (3.6) satisfies (TV) strictly.
Proposition 4.5. Let (x,ū) be a feasible process for (P ). Assume that (H2) and (SC) are satisfied. Let u, v, y, w, and x h be as in Proposition 4.4. In addition assume that
and that ∀i ∈ {1, . . . , r} and ∀t ∈ [0, 1] such that g i (x(t)) = 0 and ∇g i (x(t)), y(t) = 0,
we have [33] and [41] ). For the sake of completeness we provide its direct proof.
Proof. It suffices to prove that ∀i ∈ {1, . . . , r}, there exists η > 0 such that ∀h ∈ ]0, η],
Therefore we fix an arbitrary i ∈ {1, . . . , r} and prove that (4.8) is satisfied. We start by stating some implications of the assumptions and introducing some notation. First, note that since x h unif −→x, when h → 0+, for some constant C > 0,
for all small h > 0. Since C is compact and
Define
As in the proof of Proposition 4.4, we define
Obviously, z h unif −→x when h → 0+. Hence, we have that z h (t) ∈ C ∀t ∈ [0, 1] and for all small h > 0. Therefore, the following inequality holds:
Also, by Proposition 4.4,
Thus, using the Taylor formula and (4.10)-(4.12), we obtain that ∀h > 0 small enough and ∀t ∈ [0, 1], (4.13)
is independent from t. Our first goal is to show that (4.8) holds on (BT i + 1B ) ∩ [0, 1] for some 1 > 0. We consider t ∈ N := {s ∈ BT i | ∇g i (x(s)), y(s) = 0}. We claim that there exist
Indeed, assume to the contrary that the claim is false. Then there exist h n > 0 converging to 0 and a sequence S := {s n } n∈N converging to t when n → ∞ such that
We distinguish two cases. First assume that the sequence S has a subsequencẽ S := {s n } with corresponding subsequence {h n } such that ∀s ∈S, (4.16) g i (x(s)) < 0 and ∇g i (x(s)), y(s) > 0.
We show that this leads to a contradiction with (4.15). For all s ∈S and all h > 0 we have
Thus, it follows from (4.13) that ∀s ∈S and ∀h > 0 small enough,
Then, by (4.7), there existsδ > 0 such that for someñ 0 ∈ N,
which contradicts (4.15). Consider now the case when (4.16) is not satisfied for s = s n and all large n. Then there exists a subsequenceŜ := {ŝ n } such that ∀s ∈Ŝ either g i (x(s)) = 0 and thus by (4.9), ∇g i (x(s)), y(s) ≤ 0 or g i (x(s)) < 0 and ∇g i (x(s)), y(s) ≤ 0. In both cases it is obvious that ∀s ∈Ŝ,
Hence by (4.13) ∀h > 0 small enough,
Finally, using (4.7), continuity, and the fact that c i (t) ≥ 0, we find that there existŝ δ > 0 such that for somen 0 ∈ N, 
which also contradicts (4.15), and consequently we have established that (4.14) holds. Let us now consider t ∈ BT i \ N . By the definition of N and (4.9), there exists δ t > 0 such that
and therefore there exists t > 0 such that
Then, by (4.13),
where o(h)/h → 0 when h → 0+ and o(h) is independent from s. Consequently, we can find
Next we show that there exist
Thanks to the compactness of BT i , (4.14), and (4.17), we know that there exists a finite family T := {t 1 , . . . , t q } such that
and such that ∀k ∈ {1, . . . , q},
Then we set 1 := min k t k 2 > 0 and 
Then, using the uniform convergence of x h tox, when h → 0+, we deduce the existence of h 2 > 0 such that ∀h ∈ ]0, h 2 ],
Note that with this definition ψ satisfies (5.2) and is of bounded variation. In addition, it is right continuous and vanishes at zero. Hence ψ ∈ N BV ([0, 1]; R n ) andψ(t) = ψ(t) a.e., because they differ only at a countable number of points, i.e., on a set of zero Lebesgue measure. Therefore, if we define q(t) = p(t) + ψ(t) as above, then alsõ q(t) = q(t) a.e. and consequently (iii)-(v) are also satisfied for q.
Let us now show that there exist a Borel measurable ν : [0, 1] → R n and a positive Radon measure μ such that 
For t ∈ [0, 1] such that g(x(t)) = 0, this condition can be rewritten
The above set inclusion is a consequence of Remark 3. Then ∀t ∈ ]0, 1],
and we have
Next, let us prove that ψ satisfies the jump conditions (3.5). By [25, Prop. 2.5], we know that if the set-valued map t N K (x(t)) has a closed graph, then ψ satisfies the jump conditions. Let us therefore prove that t N K (x(t)) has a closed graph. Note that since K is sleek, the set-valued map C K (·) is lower semicontinuous and
We have to show that y ∈ N K (x(t)).
For this, consider an arbitrary
In particular, it follows that y j , w ≤ 0 for j such thatx(t j ) ∈ B(x(t), η), y j ∈ N K (x(t j )), and w ∈ T K (x(t j )) ∩ V . Since the neighborhood V can be chosen arbitrarily small, by continuity of the scalar product we find y, v ≤ 0.
Finally, because the above is true for arbitrary v ∈ T K (x(t)), we have established that y ∈ N K (x(t)) and hence N K (x(·)) has a closed graph.
It remains to show that λ can be chosen equal to 1. This follows directly from [4, Cor. 3.6] if we can show that the following regularity condition is verified:
For any x ∈ ∂K and > 0 there exists
To prove this, let x ∈ ∂K and > 0 be fixed. Then ∀i = 1, . . . , r, by continuity of ∇g i (·), there exists an η
Define η x := min i η i x . Then, consider an arbitrary pair y, z ∈ K ∩ B(x, η x ). We can assume that y ∈ ∂K; otherwise N K (y) ∩ S n−1 = ∅ and the supremum equals, by convention, −∞. Further, y = z; otherwise the statement is trivial. Fix i ∈ I(y). As g i (y) = 0 we find
Then, by the mean-value theorem, there exists ξ ∈ B(x, η x ) such that
It follows from the definition of η x and (5.5)-(5.7) that
This allows us to conclude, since 
Proof. It suffices to show that
ν(t), y(t) dμ(t).
For h > 0, let u h be such that {u h } is bounded in L ∞ ((0, 1); R m ) and u h a.e.
−→ u. By Proposition 4.1 such sequence u h does exist. Then, by Proposition 4.3, the solution
Hence, using the above definitions and the Lipschitz continuity of f and l, we have that ∀(y, u) ∈ A(x,ū),
where for almost every t ∈ [0, 1], R(h, t)/h → 0 when h → 0+. It is not difficult to show that the integrand on the right-hand side of (5.8) is bounded by an integrable function that is independent of h. Thus, the Lebesgue dominated convergence theorem applies and it remains to show that
Indeed, this can be proved using the definition of the Hamiltonian, the Taylor formula, and integration by parts. See the beginning of the proof of Theorem 3.5 in section 6 for details. It is obvious that the same line of argument leads to the following statement for the case of problem (P NC ).
Corollary 5.2. Let (x,ū) be a strong local minimizer for problem (P NC ). Assume that (H1)(a)-(b) are satisfied and that l satisfies the same assumptions as f in (A1), (A2), and
6. Second-order necessary conditions. In this section, we provide proofs of Theorems 3.2 and 3.5. We start with the proof of Theorem 3.2. We use the same notation as in section 3.1. In addition, we introduce the critical set C NC (x,ū) for problem (P NC ) at the process (x,ū) which is defined as follows: 1) ; R m ) (3.1) and (3.2) are satisfied and The critical set has the property that if (y, u, v) ∈ C NC (x,ū) and λ > 0, then (λy, λu, λ 2 v) ∈ C NC (x,ū). Proof of Theorem 3.2. Since u(t) ∈ T U(t) (ū(t)) a.e., by Corollary 5.2 we know that (6.6) . This is very similar to what is done in the proof of Theorem 3.5 below and therefore we omit the details of this step.
Next we are going to prove Theorem 3.5. The proof is based on the first-order conditions from Theorem 3.4 and the second-order variational equation, Proposition 4.5. We use the same notation as in section 3.3. In addition, we define the set of critical directions C(x,ū) of problem (P ) at the process (x,ū) by C(x,ū) := (y, u) ∈ A
(1) (x,ū) is an admissible process of (P ). Since (x,ū) is a strong local minimizer, ∀h > 0 small enough, the inequality 
H[t] − H(t,x h (t), q(t),ũ h (t)) + q(t), f(t,x h (t),ũ h (t)) − f [t] dt ≥ 0.
Integrating by parts, we find (6.9) 
ν(t), hy(t) + h 2w h (t) dμ(t).
Then, since p(1) + ψ(1) = q(1) = 0, we deduce from (6.7)-(6.9) that (6.10) 
