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Chapitre 1
Introduction
1.1 Introduction ge´ne´rale
Le but de cette the`se est d’e´tudier quelques proble`mes dans lesquels in-
terviennent les fonctions a` variation borne´e et les ensembles de pe´rime`tre fini.
Depuis leur introduction par Camille Jordan en 1881, les fonctions a` varia-
tion borne´e se sont impose´es comme un outil tre`s puissant pour mode´liser de
nombreux phe´nome`nes et affronter quantite´ de proble`mes mathe´matiques.
C’est surtout a` partir des anne´es 50, avec les travaux de De Giorgi, qu’elles
ont pris une place centrale dans le calcul des variations.
Outre le proble`me des surfaces minimales, les fonctions a` variation borne´e
ont permis d’e´tudier de nombreux phe´nome`nes tels que les transitions de
phases, les fractures, la segmentation ou d’autres applications en traitement
d’images, des proble`mes de discontinuite´s libres tels que certaines questions
de plasticite´ ou de la the´orie des cristaux liquides. C’est e´galement un bon
cadre pour e´tudier des questions de nature ge´ome´trique telles que les di-
verses variantes du proble`me isope´rime´trique. Pour plus de de´tails ainsi que
pour d’autres exemples d’applications, on pourra consulter [10, 32, 104].
Nous verrons ici quelques-unes des utilisations des fonctions a` variation
borne´e en traitement d’images, en ge´ome´trie et en probabilite´s. Le plan de
la the`se est le suivant :
– Dans le chapitre 2, nous e´tudions une me´thode dite Primale-Duale pro-
pose´e par Appleton et Talbot pour re´soudre de nombreux proble`mes
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de traitement d’images tels que le de´bruitage ou la segmentation. Nous
donnons un sens rigoureux a` leur approche en l’interpre´tant comme
une me´thode d’Arrow-Hurwicz pour la recherche de points selle. Nous
de´montrons ensuite que le proble`me de Cauchy e´tudie´ est bien pose´.
Pour le proble`me de de´bruitage nous prouvons la convergence vers
l’e´quilibre . Nous donnons e´galement des estimations a posteriori et
terminons le chapitre par une e´tude nume´rique. Ces re´sultats pro-
viennent de l’article [86].
– Dans le chapitre 3, nous de´montrons l’existence, ge´ne´riquement dans
L∞, de surfaces ferme´es compactes de courbure moyenne prescrite en
milieu pe´riodique. Nous e´tudions e´galement le comportement asymp-
totique des solutions ainsi construites lorsque leur volume tend vers
l’infini. Ce chapitre est base´ sur un article e´crit en collaboration avec
Matteo Novaga [88].
– Dans le chapitre 4, nous de´montrons un the´ore`me de type Modica-
Mortola dans les espaces de Wiener. Nous calculons la Γ-limite de la
fonctionnelle d’Allen-Cahn dans ce contexte. Contrairement a` ce qui
se passe dans le cadre euclidien, cette Γ-limite n’est pas un multiple
du pe´rime`tre. En effet, nous montrons qu’elle co¨ıncide avec une fonc-
tionnelle bien connue de certains probabilistes inte´re´sse´s par l’e´tude
de phe´nome`nes de diffusion. L’un des outils principaux de ce travail
est la me´thode de syme´trisation d’Ehrhard. Nous effectuons donc une
e´tude pousse´e de celle-ci. Ce chapitre est issu d’un travail e´crit avec
Matteo Novaga [89].
– Dans le dernier chapitre de la the`se, nous e´tudions la convexite´ des
solutions de certains proble`mes variationnels en dimension infinie. Ce
dernier chapitre contient d’une part une preuve utilisant les techniques
de´veloppe´es par Alvarez Lasry et Lions [7] et d’autre part une preuve
moins ge´ne´rale mais de nature plus ge´ome´trique inspire´e par les tech-
niques de Korevaar [99]. La premie`re partie de ce chapitre provient de
travaux effectue´s avec Antonin Chambolle et Matteo Novaga [47]. La
deuxie`me partie est issue de la note [87]
Les concepts de Γ-convergence, de semi-continuite´, de convexite´ ainsi que
les me´thodes de syme´trisations sont, avec les fonctions a` variation borne´e,
au coeur de cette the`se. Nous rappellons donc dans les deux prochaines
parties de cette introduction certaines de ces notions. Nous faisons ensuite
une introduction plus de´taille´e de chacuns des chapitres de cette the`se.
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1.2 De´finitions et proprie´te´s principales des fonctions
BV
Nous rappellons brie`vement dans cette partie les de´finitions et proprie´te´s
principales des fonctions a` variation borne´e et des ensembles de pe´rime`tre
fini. Pour en savoir d’avantage sur ce sujet, le lecteur pourra se re´fe´rer aux
livres [10] ou [83] ainsi qu’a` l’ouvrage re´cent [104].
Nous de´signerons ici par Ω un ensemble ouvert de Rm.
De´finition 1.2.1. Soit BV (Ω) l’espace des fonctions u appartenant a` L1
pour lesquelles, ∫
Ω
|Du| := sup
ξ∈C1c (Ω)|ξ|∞≤1
∫
Ω
udiv ξ < +∞.
Muni de la norme |u|BV =
∫
Ω |Du|+ |u|L1, l’espace BV (Ω) est un espace de
Banach.
Proposition 1.2.2. Soit u ∈ L1(Ω) alors u ∈ BV (Ω) si et seulement si, sa
de´rive´e au sens des distributions Du est une mesure de Radon finie. De plus,
la variation totale de Du est alors e´gale a`
∫
Ω
|Du|. Nous noterons parfois
|Du|(Ω) =
∫
Ω
|Du|.
L’un des aspects importants de l’espace BV est l’existence de bonnes pro-
prie´tes de compacite´, d’approximation et de semicontinuite´.
Proposition 1.2.3. Soit Ω un ouvert borne´ a` bord Lipschitz et un ∈ BV (Ω)
une suite borne´e dans BV (Ω) alors la suite un est compacte pour la topologie
L1(Ω).
Proposition 1.2.4. Soit u ∈ BV (Ω) alors il existe une suite un ∈ C∞(Ω)
telle que un converge vers u dans L1 et∫
Ω
|Dun| →
∫
Ω
|Du|.
Proposition 1.2.5. Soit un ∈ BV (Ω) telle que un converge vers u ∈ L1(Ω)
alors
lim
n→∞
∫
Ω
|Dun| ≥
∫
Ω
|Du|.
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De´finition 1.2.6. Si E est un ensemble de Rm tel que χE ∈ BV (Ω), nous
dirons que E est un ensemble de pe´rime`tre fini dans Ω et nous noterons
P (E,Ω) :=
∫
Ω |DχE |. Lorsque Ω = Rm, nous dirons simplement que E est
un ensemble de pe´rime`tre fini et de´signerons son pe´rime`tre P (E,Rm) par
P (E).
Un lien important entre les ensembles de pe´rime`tre fini et les fonctions a`
variation borne´e est donne´ par la formule de la coaire.
The´ore`me 1.2.7. Soit u ∈ BV (Ω) et B un bore´lien de Ω alors
|Du|(B) =
∫
R
|Dχ{u>t}|(B) dt.
Lorsque B = Ω, cette e´galite´ s’e´crit
|Du|(Ω) =
∫
R
P ({u > t},Ω) dt.
Pour les ensembles de pe´rime`tre fini, il est possible de de´finir une notion
de frontie`re, de normale et de plan tangent au sens de la mesure. C’est
pourquoi, on de´signe fre´quemment cette branche des mathe´matiques sous le
nom de The´orie Ge´ome´trique de la mesure.
De´finition 1.2.8. Soit E un ensemble de pe´rime`tre fini et soit t ∈ [0; 1].
On de´finit alors l’ensemble
E(t) :=
{
x ∈ Rm / lim
r↓0
|E ∩Br(x)|
|Br(x)| = t
}
.
Nous appellerons frontie`re au sens de la mesure l’ensemble ∂E :=
(
E(0) ∪ E(1))c.
On peut e´galement de´finir la frontie`re re´duite de E par
∂∗E :=
{
x ∈ supp|DχE | / ν(x) := − lim
r↓0
DχE(Br(x))
|DχE |(Br(x)) existe et |ν(x)| = 1
}
.
Pour nous, ν sera donc la normale sortante a` l’ensemble E. Un the´ore`me
profond de De Giorgi de´montre que les ensembles de pe´rime`tre fini posse`dent
une certaine re´gularite´. Nous noterons dans la suite Hm−1 la mesure de
Hausdorff m− 1 dimensionnelle.
The´ore`me 1.2.9. Soit E un ensemble de pe´rime`tre fini. La frontie`re re´duite
∂∗E ve´rifie alors :
– ∂∗E est de´nombrablement m− 1 rectifiable,
– ∂E = ∂∗E a` un ensemble de mesure Hm−1 nulle pre`s,
1.3. Γ-CONVERGENCE ET ENVELOPPES SEMI-CONTINUES 5
– |DχE | = Hm−1x∂∗E,
– pour tout x ∈ ∂∗E, les ensembles (E − x)/r convergent localement au
sens des mesures vers le demi-espace orthogonal a` ν(x) lorsque r tend
vers 0.
L’ine´galite´ isope´rime´trique est une pierre angulaire de cette the´orie. Elle
re´sume le fait que les boules sont les ensembles de pe´rime`tre minimal parmi
tous les ensembles ayant un volume fixe´.
The´ore`me 1.2.10. Il existe une constante C(m) de´pendant uniquement de
la dimension de l’espace ambient tel que pour tout ensemble de pe´rime`tre
fini E on ait :
P (E) ≥ C(m)|E|m−1m .
De plus, on a l’ine´galite´ isope´rime´trique relative : pour tout ouvert a` bord
Lipschitz Ω, il existe une constante C(Ω,m) telle que
|Ω ∩ E|
|Ω| ·
|Ω\E|
|Ω| ≤ C(Ω,m)P (E,Ω).
1.3 Γ-convergence et enveloppes semi-continues
Nous rappellons ici les de´finitions et les quelques proprie´te´s essentielles
de la Γ-convergence et de la relaxation. Ces deux concepts apparaˆıtrons a`
de tre`s nombreuses reprises dans cette the`se. Pour de plus amples de´tails,
nous renvoyons aux livres [32] et [58].
La Γ-convergence est une notion introduite par De Giorgi pour traiter
des proble`mes de convergence en calcul des variations.
De´finition 1.3.1. Soit X un espace topologique et soit Fn : X → R une
suite de fonctions. La Γ-limite infe´rieure et la Γ-limite supe´rieure de la suite
Fn sont de´finies par :
(Γ− lim
n→∞
Fn)(x) := sup
U∈N (x)
lim
n→∞
inf
y∈U
Fn(y)
(Γ− lim
n→∞Fn)(x) := supU∈N (x)
lim
n→∞ infy∈U
Fn(y)
ou` N (x) est l’ensemble des voisinages de x dans X. Lorsque ces deux quan-
tite´s co¨ıncident, on dit que la suite Fn Γ-converge.
Lorsque X est un espace me´trique, il existe une caracte´risation se´quentielle
de la Γ-convergence.
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The´ore`me 1.3.2. Soit X un espace me´trique. Une suite de fonctions Fn
Γ-converge vers F : X → R si et seulement si, les deux conditions suivantes
sont ve´rifie´es :
– pour toute suite xn convergeant vers x, on a lim
n→∞
Fn(xn) ≥ F (x),
– pour tout x ∈ X il existe une suite xn convergeant vers x avec
lim
n→∞Fn(xn) ≤ F (x).
Dans la pratique, il suffit de ve´rifier la deuxie`me proprie´te´ pour un espace
dense en e´nergie dans X.
L’inte´reˆt principal de la Γ-convergence provient du the´ore`me suivant.
The´ore`me 1.3.3. Si une suite de fonctionnelles Fn Γ-converge vers F et
si xn est une suite de minimiseurs de Fn telle que xn converge vers x alors
x est un minimiseur de F .
L’un des exemples les plus classiques de Γ-convergence est celui de Modica-
Mortola [110]. Cet exemple re´apparaˆıtra d’ailleurs fre´quemment dans la
the`se. Ce re´sultat stipule que l’e´nergie d’Allen-Cahn,∫
Ω
ε
2
|∇u|2 + W (u)
ε
dx
Γ-converge lorsque ε tend vers 0, vers un multiple du pe´rime`tre. Ici W
de´signe un potentiel double puit, typiquement W (t) = (1− t2)2. Ce re´sultat
montre que les liens entre les solutions de l’e´quation d’Allen-Cahn,
−∆u+W ′(u) = 0
et les surfaces minimales sont tre`s forts. L’e´tude de ces liens a d’ailleurs e´te´
l’objet de nombreux travaux. Voir par exemple [120, 124].
Nous de´finissons maintenant l’enveloppe semi-continue d’une fonction.
Cette notion apparaˆıt naturellement en calcul des variations. En effet, lorsque
l’on essaye d’appliquer la me´thode directe pour minimiser une fonctionnelle,
on se rend compte que celle qui est effectivement minimise´e n’est pas l’e´nergie
initiale mais son enveloppe semi-continue.
De´finition 1.3.4. Soit X un espace topologique. L’enveloppe semi-continue
(ou fonction relaxe´e) d’une fonction F : X → R, est la plus grande fonction
semi-continue infe´rieurement qui soit en desous de F .
Lorsque X est un espace me´trique, comme pour la Γ-convergence il existe
une caracte´risation se´quentielle de la relaxation.
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Proposition 1.3.5. Soit X un espace me´trique. Pour toute fonction F :
X → R, et tout x ∈ X, la fonction relaxe´e F est donne´e par
F (x) = inf
{
lim
n→∞
F (xn) : xn → x
}
.
Le lien entre relaxation et Γ-convergence est le suivant :
Proposition 1.3.6. Soit F une fonction de X dans R. La Γ-limite de la
suite constante e´gale a` F n’est autre que son enveloppe semi-continue.
Parmi les nombreux proble`mes de relaxation, on peut citer celui du calcul
de l’enveloppe semi-continue de fonctionnelles inte´grales de la forme
J(u) :=
∫
Ω
F (x, u,∇u) dx.
Ce proble`me, qui a connu de tre`s nombreux de´veloppements depuis les
anne´es 80, reviendra fre´quemment tout au long de cette the`se. On pourra
consulter a` ce sujet le livre [36], ou bien [10, Chapitre 5] ou encore les articles
[28, 29, 63].
1.4 Les fonctions a` variation borne´e en traitement
d’images
Depuis l’ave`nement des ordinateurs et l’explosion de leurs capacite´s de
calcul dans les anne´es 60, le traitement d’images est devenue une discipline
de recherche tre`s importante, a` cheval entre les mathe´matiques applique´es et
l’informatique. On y utilise des outils mathe´matiques tre`s divers tels que les
statistiques, l’analyse harmonique, les e´quations aux de´rive´es partielles ou
le calcul des variations. Ce domaine est extreˆmement vaste et en constante
e´volution de sorte qu’il n’existe pas, a` ma connaissance, de livre complet et
vraiment a` jour sur le sujet. Nous renvoyons toutefois le lecteur inte´resse´
aux livres [19], [64], [105] ou [111] pour un panorama plus pre´cis.
L’une des grandes difficulte´s en traitement d’images provient de l’im-
mense varie´te´ existante dans les images naturelles comme le montre par
exemple la figure 1.1. Il est donc tre`s difficile de mode´liser correctement
les images. L’un des mode`les mathe´matiques les plus utilise´s aujourd’hui
consiste a` conside´rer les images comme e´tant des fonctions a` variation borne´e.
On sait toutefois que celui-ci n’est pas parfait (voir [91] a` ce sujet). Il posse`de
l’avantage d’admettre les images ayant des objets aux contours bien nets tels
8 CHAPITRE 1. INTRODUCTION
les images cartoon mais a du mal a` tenir compte des textures fines.
Fig. 1.1: Quelques exemples d’images naturelles
Ce mode`le d’images a e´te´ utilise´ dans de nombreux proble`mes tels que le
de´bruitage, le zoom, la segmentation, l’inpainting ou l’estimation de dispa-
rite´ pour la reconstruction d’images en 3D. On pourra trouver bien d’autres
applications des fonctions a` variation borne´e en imagerie dans [45]. Dans
toutes ces applications, on se rame`ne a` l’e´tude d’un proble`me variationnel
du type :
min
u∈BV (Ω)
J(u) :=
∫
Ω
g(x)|Du|+G(u), (1.1)
ou` Ω est le domaine de de´finition de l’image (typiquement Ω = [0, 1]2) et ou`
G est un terme d’attache a` la donne´e. L’un des exemples les plus classiques
ou` l’on rencontre ce genre de re´gularisations est celui du de´bruitage. En
effet, Rudin, Osher et Fatemi ont propose´ en 1992 dans [125] de minimiser
la fonctionnelle (dite de ROF) :
min
u∈BV (Ω)
∫
Ω
|Du|+ λ
2
∫
Ω
|u− f |2 dx,
afin de corriger l’image bruite´e f . Ce proble`me a` e´te´ e´tudie´ de fac¸on ap-
profondie par Chambolle et Lions dans [50]. On renvoie au travail de Ce´cile
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Louchet [103] pour une interpre´tation de ce mode`le en termes statistiques.
On peut voir sur la figure 1.2 le re´sultat obtenu a` l’aide de cette me´thode.
Fig. 1.2: De´bruitage par la fonctionnelle de ROF.
Un autre proble`me tre`s classique entrant dans cette cate´gorie est celui de
la segmentation par contours actifs ge´ode´siques. Le proble`me est le suivant.
Partant d’une image f , on cherche a` trouver les bords de l’un des objets
contenus dans l’image. On suppose de plus qu’une partie S de l’objet est
connue ainsi qu’une partie T en dehors de celui-ci. L’ide´e des contours actifs
ge´ode´siques introduits par Caselles et al. dans [41] est que les bords de l’objet
doivent passer par les zones ou` l’image f a un fort gradient. On associe a`
l’image f , une fonction g positive qui est petite la` ou` le gradient de l’image
est grand et inversement. On cherche alors une courbe ferme´e qui passe par
les zones ou` la valeur de g est faible. On veut donc trouver E un ensemble
qui minimise :
min
S∈E
T∈Ec
∫
∂∗E
g(s)dHm−1. (1.2)
On utilise ge´ne´ralement pour g des fonctions de la forme :
g =
1
1 + |∇(Gσ ∗ f)| + ε.
Le terme Gσ ∗ f , qui est la convolution de l’image par une gaussienne de
variance σ permet de traiter des images de´grade´es par du bruit. Le terme
ε > 0 pe´nalise la longueur de la courbe ce qui permet d’obtenir des courbes
re´gulie`res. La figure 1.3 montre ce que l’on trouve pour la segmentation
d’une levure. Le carre´ blanc repre´sente l’ensemble S et les bords de l’image
correspondent a` l’ensemble T . Si l’on pose
BVD(Ω) := {u ∈ BV (Ω) / u = 1 sur S, u = 0 sur T et 0 ≤ u ≤ 1} ,
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on peut voir a` l’aide de la formule de la coaire, que les minimiseurs de (1.2)
sont les lignes de niveaux des minimiseurs de
min
u∈BVD(Ω)
∫
Ω
g(x)|Du|. (1.3)
Fig. 1.3: Segmentation d’une levure.
La non-diffe´rentiabilite´ de la fonctionnelle apparaissant dans (1.1), rend
difficile la mise en oeuvre d’algorithmes efficaces pour re´soudre nume´riquement
la minimisation. Le nombre important de publications re´centes a` ce sujet
montre que ce proble`me est loin d’eˆtre conside´re´ comme re´solu.
Depuis le premier sche´ma nume´rique re´ellement efficace propose´ par
Chambolle dans [44], quasiment tous les algorithmes ont fait intervenir d’une
fac¸on ou d’une autre la dualite´. On pourra trouver dans [45] un guide (de´ja`
en partie de´passe´ !) pour se repe´rer dans cette jungle. Le Chapitre 2 de cette
the`se contient une e´tude de´taille´e de l’une de ces me´thodes dite Primale-
Duale continue introduite par Appleton et Talbot dans [17] pour minimiser
(1.1). Ce type de me´thodes est aujourd’hui conside´re´ comme l’un des plus
performant.
Les deux auteurs de [17], e´taient a` l’origine motive´s par la re´solution de
(1.2) en se basant sur une analogie avec les me´thodes dites de “max flow/
min cut”. Ce type de me´thodes a e´te´ utilise´ en segmentation d’images depuis
que Boykov et Kolmogorov ont remarque´ dans [31] que la discre´tisation de
(1.2) se re´duit a` la question classique de recherche de coupures minimales
dans les graphes.
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1.4.1 Coupures minimales et flots maximaux sur les graphes
Soit G un graphe oriente´ de sommets V et d’areˆtes E. A chaque areˆte
e ∈ E on associe une capacite´ C(e) ≥ 0. Pour une partition (V1, V2) donne´e
de V , on de´finit la coupure Γ comme l’ensemble des areˆtes de E ayant un
sommet dans V1 et l’autre dans V2. Le couˆt de Γ est alors e´gal a` la somme
des capacite´s des areˆtes de Γ. Soient s et t deux sommets fixe´s de V . On
cherche alors parmi les coupures qui se´parent s et t i.e. telles que s ∈ V1
et t ∈ V2, celle qui minimise le couˆt. Pour le re´sumer en une formule, on
cherche
min
Γ
∑
e∈Γ
C(e).
La recherche de coupures minimales se fait a` l’aide du the´ore`me “de max
flow/ min cut”.
Un flot ξ depuis une source s vers un puit t est une fonction de E dans R+
ayant les proprie´te´s suivantes :
– Loi de Kirchhoff ou conservation du flot : pour tout sommet autre que
la source ou le puit, le flot entrant est e´gal au flot sortant. Si on note
ev l’ensemble des areˆtes ayant v comme sommet, on a donc pour v
diffe´rent de s ou t,
∑
e∈ev
±ξ(e) = 0 ou` le signe est plus si l’areˆte est
entrante en v et moins si elle est sortante.
– Le flot dans une areˆte ne peut de´passer sa capacite´. Autrement dit,
pour tout e ∈ E, ξ(e) ≤ C(e).
La valeur du flot est de´finie comme la somme des flots sortants de s. Le
the´ore`me du “max flow/ min cut” e´tablit une correspondance entre les flots
ayant une valeur maximale et les coupures minimales. Les areˆtes sature´es
par un flot maximal i.e. celles ou` ξ(e) = C(e), forment une coupure minimale.
Une me´thode rapide pour calculer un flot maximal est la me´thode du
“prefow-push”. Le principe est l’abandon de la contrainte de conservation
du flot (on parle alors de pre´flot) et l’introduction d’une variable auxiliaire.
Pour la de´monstration du the´ore`me, la description du “preflow-push”
ainsi que pour plus de pre´cisions sur l’optimisation sur les graphes, on pourra
par exemple consulter le livre de Ahuja, Magnanti et Orlin [1].
Les me´thodes d’optimisation sur les graphes aboutissent en un nombre
fini d’ope´rations a` une minimisation exacte et globale. C’est l’avantage sur
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les me´thodes d’optimisation continue. Le prix a` payer est l’apparition de
biais duˆs la discre´tisation.
1.4.2 L’approche d’Appleton et Talbot
Pour e´viter ce biais, Appleton et Talbot ont e´tudie´ dans leur article [17]
le proble`me continu directement. Leur ide´e est de pousser l’analogie avec le
discret. Ils utilisent pour cela une version continue du the´ore`me de “max
flow / min cut” de´montre´e par Strang dans [127]. Celui-ci de´montre en effet
que si l’on pose,
XN := {ξ / |ξ| ≤ g, ξ · ν = 0 sur ∂Ω\(S ∪ T ) et div ξ = 0} ,
alors
min
S⊂E
T⊂Ec
∫
∂∗E
g(x)dHm−1 = sup
ξ∈XN
∫
S
ξ · νdHm−1.
On rappelle qu’ici ν de´signe la normale sortante a` l’ensemble E. L’ide´e
d’Appleton et Talbot est alors de trouver un flot maximal en utilisant un
analogue continu de la me´thode de “preflow-push”. Ils introduisent alors une
variable auxiliaire u et proposent de re´soudre le syste`me :
∂tu = div(ξ)
∂tξ = Du |ξ| ≤ g.
La solution de (1.2) est alors donne´e par l’une des lignes de niveau de
u¯ = lim
t→∞u(t).
On peut toutefois donner une interpre´tation alternative de cette ap-
proche qui explique le terme de me´thode Primale-Duale.
Afin de simplifier la pre´sentation, nous de´crivons uniquement le cas ho-
moge`ne g ≡ 1. Pour le cas ge´ne´ral, il suffit d’utiliser les formules de dualite´
contenues par exemple dans [28] ou [29]. En e´crivant la de´finition de la varia-
tion totale, on voit que le proble`me (1.3) peut se re´e´crire comme un proble`me
de recherche de point selle :
min
u∈BVD(Ω)
∫
Ω
|Du| = min
u∈BVD(Ω)
sup
ξ∈C∞c (Ω)|ξ|∞≤1
−
∫
Ω
udiv ξ dx
= min
u∈BVD(Ω)
sup
ξ∈C∞c (Ω)
−
∫
Ω
udiv ξ dx− IB(0,1)(ξ),
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ou` IB(0,1) est la fonction indicatrice de la boule unite´ de L∞ (qui vaut 0 si
|ξ|∞ ≤ 1 et plus l’infini sinon). On applique alors une me´thode d’Arrow-
Hurwicz [18] pour trouver ce point selle, a` savoir, une descente de gradient
pour la variable primale u et une monte´e de gradient dans la variable duale
ξ (d’ou` le terme Primale-Duale). Le syste`me a` re´soudre est alors,
∂tu = div(ξ)
∂tξ = Du− ∂IB(0,1)(ξ).
Ceci montre que, du moins formellement, la solution u¯ trouve´e par Appleton
et Talbot, n’est rien d’autre que la solution du proble`me (1.3). Cette ap-
proche Primale-Duale s’e´tend de fac¸on imme´diate au proble`me plus ge´ne´ral
(1.1). Notons e´galement que cette me´thode est l’analogue continu de l’algo-
rithme propose´ par Chan et Zhu [135] pour minimiser la variation totale.
1.4.3 Contributions de la the`se
Dans le Chapitre 2, nous donnons un sens rigoureux a` ce syste`me d’EDP
hyperboliques a` l’aide de la the´orie des ope´rateurs maximaux monotones
[33]. Le principal re´sultat que nous obtenons est l’existence et l’uncite´ d’une
solution au proble`me de Cauchy :
The´ore`me 1.4.1. Pour tout (u0, ξ0), il existe un unique couple (u(t), ξ(t))
tel que 
∂tu ∈ div(ξ)− ∂G(u)
∂tξ ∈ Du− ∂IB(0,1)(ξ)
(u(0), ξ(0)) = (u0, ξ0).
(1.4)
De plus, l’e´nergie |d
+u
dt
|22 + |
d+ξ
dt
|22 est de´croissante.
La question de la convergence vers un point selle est en ge´ne´ral assez
de´licate. Ne´anmoins, dans le cas du de´bruitage par ROF nous avons re´ussi a`
l’obtenir. De plus, nous avons prouve´ des estimations a posteriori inconnues
jusque-la`.
Proposition 1.4.2. Soit u¯ l’unique minimiseur de ROF alors toute solution
de (1.4) converge en norme L2 vers u¯. On a e´galement l’estimation,
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|u− u¯|2 ≤ 12
 1
λ
|∂tu|2 +
√
|∂tu|22
λ2
+
8|Ω| 12
λ
|∂tξ|2
 .
Il est inte´ressant de noter que cette estimation a posteriori s’e´tend a` l’algo-
rithme de Chan et Zhu. Cette estimation est nouvelle meˆme dans ce contexte.
En ce qui concerne le cas ge´ne´ral, bien que la convergence vers un point
selle de la solution semble difficile a` de´montrer, nous avons e´te´ en mesure
d’obtenir des estimations a posteriori.
Proposition 1.4.3. Pour tout point selle (u¯, ξ¯) et tout (u0, ξ0), la solution
(u(t), ξ(t)) de (1.4) ve´rifie,
|J(u)− J(u¯)| ≤
(√
|u0 − u¯|22 + |ξ0 − ξ¯|22
)
|∂tu|2 + 2|Ω| 12 |∂tξ|2.
Ces diffe´rentes estimations a posteriori permettent de donner des crite`res
d’arreˆt fiables pour les sche´mas nume´riques.
1.5 Surfaces de courbure moyenne prescrite
Dans le Chapitre 3 de cette the`se, nous nous inte´ressons a` un proble`me
de nature plus ge´ome´trique. La question est la suivante. Soit g une fonction
de Rm dans R donne´e, on veut savoir s’il existe des hypersurfaces de Rm
(des sous-varie´te´s de dimension m − 1 de Rm) ayant en chaque point une
courbure moyenne e´gale a` g. Cette question a e´te´ pose´e plus ou moins en ces
termes par S.T. Yau dans [134]. Ce proble`me ge´ne´ralise l’e´tude des surfaces
minimales et des surfaces de courbure de moyenne constante.
1.5.1 Surfaces minimales et proble`me de Plateau
Le proble`me de Plateau consiste a` trouver parmi les surfaces ayant un
bord prescrit, celle qui a une aire minimale. Ce proble`me a e´te´ tout d’abord
e´tudie´ expe´rimentalement par le physicien belge Joseph Plateau au XIXe`me
sie`cle. On peut voir sur la figure 1.4 un exemple d’une telle surface. Le tre`s
beau livre d’Hildebrandt et Tromba [93] contient de tre`s nombreux autres
exemples.
1.5. SURFACES DE COURBURE MOYENNE PRESCRITE 15
Fig. 1.4: Une surface minimale
On peut de´montrer qu’une solution du proble`me de Plateau a une cour-
bure moyenne nulle. On appelle alors surface minimale toute surface ayant
une courbure moyenne nulle. Les hyperplans constituent l’exemple le plus
simple de telles surfaces. Les premiers re´sultats d’existence pour les sur-
faces minimales ont e´te´ obtenus par Douglas et Rado` en 1931 dans la classe
des surfaces parame´triques. L’e´tude de ces surfaces minimales est depuis
devenu un champ d’investigations mathe´matiques tre`s vaste (voir [119] par
exemple).
Cette premie`re approche souffre toutefois de nombreuses limitations. Elle
posse`de par exemple, un caracte`re fortement non intrinse`que. De plus, elle
demande d’imposer a priori le genre de la solution recherche´e et une grande
re´gularite´ sur les objets conside´re´s. Enfin, et c’est peut eˆtre l’une des li-
mitations les plus se´rieuses, les surfaces minimales ne sont que des points
critiques de l’aire et non des minima. Pour pallier a` toutes ces restrictions,
De Giorgi, Federer, Fleming et Almgren ont e´te´ amene´s a` introduire dans
les anne´es 60, de nouvelles notions de surfaces telles que les ensembles de
pe´rime`tre fini, les courants rectifiables et les varifolds. Dans cette the`se nous
nous limiterons a` l’e´tude des ensembles de pe´rime`tre fini et nous renvoyons
aux livres introductifs [112] et [3] ainsi qu’au livre monumental de Federer
[73] au sujet des deux autres notions faibles de surfaces.
La question importante qui se pose une fois que l’on a introduit ces
nouveaux concepts de surfaces est de savoir s’il est possible de de´montrer
que les solutions faibles du proble`me de Plateau sont en fait des surfaces
re´gulie`res et donc des solutions classiques. Cette question a e´te´ re´solue dans
les travaux de De Giorgi, Bombieri, Giusti, Simons et Federer. Le the´ore`me
central de cette the´orie est le suivant :
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The´ore`me 1.5.1. Soit E un ensemble de pe´rime`tre fini minimisant locale-
ment le pe´rime`tre alors :
– l’ensemble ∂∗E est localement analytique,
– l’ensemble singulier Σ = ∂E\∂∗E est un ferme´ de ∂E,
– si la dimension de l’espace est infe´rieure a` 7 alors Σ = ∅,
– si m ≥ 8 alors la dimension de Hausdorff de Σ est infe´rieure ou e´gale
a` m− 8.
De plus, l’exemple du coˆne de Simons montre que le the´ore`me est optimal.
Pour une de´monstration de ce the´ore`me nous conseillons de consulter l’ex-
cellent livre de Giusti [83] ou celui plus re´cent de Maggi [104]. Cette the´orie
de la re´gularite´ a ensuite e´te´ e´tendue a` des surfaces minimisants des fonc-
tionnelles plus ge´ne´rales ainsi que pour des surfaces quasi-minimisantes. On
pourra consulter a` ce sujet [4], [66].
1.5.2 Surfaces de courbure moyenne constante et proble`me
isope´rime´trique
Le proble`me isope´rime´trique ressemble beaucoup au proble`me de Pla-
teau. Il s’agit de trouver parmi les surfaces enfermant un volume fixe, celle
qui posse`de l’aire la plus petite.
Il est “connu” depuis des sie`cles que les solutions de ce proble`me doivent eˆtre
les sphe`res (selon la le´gende, la reine Didon, fondatrice de Carthage le savait
de´ja` !). Toutefois, pendant tre`s longtemps il n’existait pas de preuve de ce
fait en dehors de la classe des ensembles lisses. L’une des premie`res grandes
re´ussites de De Giorgi a e´te´ de de´montrer ce the´ore`me dans la classe tre`s
vaste des ensembles de pe´rime`tre fini dans [61] (voir e´galement [62] pour
une traduction en anglais). La de´monstration se base sur l’utilisation de
la syme´trisation de Steiner. On verra au Chapitre 4 comment l’utilisation
d’une autre syme´trisation tre`s semblable permet d’obtenir le meˆme type de
re´sultats dans un contexte gaussien.
Si l’on conside`re des ensembles qui sont minimiseurs locaux du pe´rime`tre
sous contrainte de volume, on peut de´montrer que ceux-ci posse`dent la meˆme
re´gularite´ que les ensembles minimisants le pe´rime`tre sans contrainte (a` sa-
voir que ce sont des ensembles analytiques en dehors d’un ensemble singulier
de dimension m−8). On pourra consulter a` ce sujet les articles re´cents [121]
et [133] ou les travaux originaux de Gonzalez, Massari et Tamanini [90].
On voit alors que ces ensembles ont une courbure moyenne constante. Ce-
pendant, un the´ore`me d’Alexandrov [2] assure que les seules hypersurfaces
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compactes plonge´es de Rm ayant une courbure moyenne constantes sont les
sphe`res.
1.5.3 Le proble`me ge´ne´ral
Il n’existe pas de re´ponse ge´ne´rale a` la question pose´e par S.T. Yau
concernant l’existence de surfaces ayant une courbure moyenne prescrite.
Toutefois, des re´sultats existent sous diffe´rentes hypothe`ses sur la fonction
g donne´e.
Une premie`re famille de re´sultats a e´te´ obtenue par Bakelman, Kantor,
Treibergs, Wei et Huang dans [20], [130] et [94]. Ceux-ci utilisent une ap-
proche parame´trique. Partant d’une surface de re´fe´rence et sous l’hypothe`se
que g ressemble a` la courbure moyenne de cette surface, ils construisent
une solution au proble`me parame´tre´ par la surface de re´fe´rence. L’un des
re´sultats repre´sentatifs de cette approche est le suivant
The´ore`me 1.5.2. [130] Soit U := {r1 < |x| < r2} avec 0 < r1 ≤ 1 ≤ r2 et
0 < g ∈ C1(U¯) tel que
–
∂
∂ρ
ρg(ρx) ≤ 0 pour tout ρx ∈ U ,
– g(x) > 1|x| pour |x| = r1 et g(x) < 1|x| pour |x| = r2,
alors il existe α ∈ (0, 1) tel qu’il existe une surface plonge´e, parame´tre´e par
la sphe`re unite´ et ayant comme courbure moyenne g.
Les deux autres approches pour ce proble`me sont de nature variation-
nelle. Elles partent de l’observation que, comme pour les surfaces minimales
et les surfaces de courbure moyenne constante, les surfaces de courbure
moyenne prescrite peuvent eˆtre vues comme des ensembles stationnaires
pour l’e´nergie
F (E) := P (E)−
∫
E
g dx. (1.5)
Sans hypothe`ses tre`s fortes sur g, il n’est cependant pas possible de garantir
l’existence de minimiseurs pour F .
La premie`re de ces deux approches est une approche parame´trique res-
treinte aux dimensions 2 et 3. Pour simplifier sa pre´sentation, nous nous
restreindrons ici au cas de la dimension 2. On identifie alors R2 et le plan
complexe C. L’ide´e est de conside´rer pour chaque courbe ferme´e, une pa-
rame´trisation u : [0, 1] → C de celle-ci et d’observer que la courbe a pour
courbure g si et seulement si g ve´rifie l’e´quation diffe´rentielle :
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u¨ = iL(u)g(u)u˙, (1.6)
ou`
L(u) :=
(∫ 1
0
|u˙|2
) 1
2
.
Soit Q : R2 → R2 un champ de vecteurs tel que divQ = g. On pose alors
S(u) :=
∫ 1
0
iQ(u) · u˙.
L’e´quation (1.6) est l’e´quation d’Euler-Lagrange de la fonctionnelle
Fg(u) := L(u)− S(u).
Remarquons que la fonctionnelle Fg ressemble beaucoup a` celle de (1.5).
L’existence d’une solution a` (1.6) s’obtient alors en utilisant le Lemme du
Col (voir par exemple [71] a` ce sujet).
En dimension 3, la parame´trisation par longueur d’arc est remplace´e
par l’utilisation de parame´trisations conformes. Une difficulte´ ne´e alors de
l’invariance du proble`me par transformation conforme. Cette me´thode ne
peut cependant pas s’e´tendre en dimension supe´rieure car il n’existe pas
d’e´quivalent pour la notion de parame´trisation conforme en grande dimen-
sion. Remarquons e´galement que cette approche fournit l’existence de courbes
(ou de surfaces de R3) parame´tre´es, ce qui n’exclut pas les auto-intersections.
Nous renvoyons le lecteur inte´re´sse´ aux articles de Bethuel, Caldiroli, Guida,
Rolando et Musina ainsi qu’a` la the`se de Kirsch, [24, 92, 115, 98].
La deuxie`me approche, qui est celle que nous suivrons dans la the`se,
consiste a` minimiser la fonctionnelle F de (1.5) sous certaines contraintes. Il
s’agit alors de montrer que ces contraintes n’influencent pas trop l’e´quation
d’Euler-Lagrange ve´rifie´e par les solutions. L’article fondateur dans cette
direction est sans conteste celui de Caffarelli et De La Llave [37]. Dans ce
travail, les auteurs conside`rent une fonction g pe´riodique de moyenne nulle
sur le carre´ unite´ Q := [0, 1)m, ve´rifiant pour un certain 0 < Λ < 1, la
condition ∫
E
g dx ≤ (1− Λ)P (E,Q) ∀E ⊂ Q. (1.7)
Cette condition (1.7) est par exemple ve´rifie´e si la norme Lm de g est as-
sez petite. Dans l’article [37] c’est en fait cette condition plus forte qui est
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requise. La condition (1.7) apparaˆıt elle seulement dans [52]. Sous ces condi-
tions, les auteurs de´montrent l’existence de minimiseurs plane-like de F . Un
tel minimiseur est un ensemble qui est localement de pe´rime`tre fini, dont
le pe´rime`tre augmente lorsque l’on effectue des perturbations compactes et
dont la frontie`re est comprise entre deux plans paralle`les. Plus pre´cise´ment
on a le the´ore`me,
The´ore`me 1.5.3. Soit g ∈ Lm(Q) pe´riodique de moyenne nulle et ve´rifiant
la condition (1.7) alors il existeM > 0 tel que pour toute direction ω ∈ Sm−1,
il existe E minimiseur local de F tel que
{x · ω ≥ −M} ⊂ E ⊂ {x · ω ≤M}.
Par la the´orie de la re´gularite´ pour les surfaces minimales, si m ≤ 7 et si
g ∈ C0,α(Q) alors ces plane-like minimiseurs sont re´guliers et ont donc une
courbure moyenne e´gale a` g.
L’ide´e de la de´monstration de ce the´ore`me est de regarder les minimi-
seurs de F avec une contrainte d’inclusion entre deux plans paralle`les. On
augmente alors la distance entre ces deux plans jusqu’a` ce qu’il n’y ait plus
de contact entre les minimiseurs et les plans. On obtient ainsi des minimi-
seurs libres du proble`me.
On peut se demander s’il existe dans ce contexte des solutions compactes.
En ge´ne´ral ce n’est pas le cas comme le de´montre un re´sultat de Barles,
Cesaroni et Novaga [22].
Proposition 1.5.4. Soit g une fonction lipschitz ve´rifiant les hypothe`ses
pre´ce´dentes et telle que |g|lip ≤ δ pour un certain δ assez petit. Si g ne
de´pend pas de la dernie`re variable alors il n’existe pas de surface compacte
de courbure moyenne g plonge´e dans Rm.
Novaga et Valdinoci ont cependant de´montre´ dans [117] qu’il e´tait possible
de trouver de telles solutions compactes de fac¸on ge´ne´rique au sens L1.
The´ore`me 1.5.5. Soit g une fonction pe´riodique C2 de moyenne nulle et de
norme L∞ assez petite alors pour tout ε > 0 il existe gε ∈ C∞(Q) pe´riodique
de moyenne nulle telle que
– |gε|L∞ ≤ |g|L∞,
– |gε − g|L1 ≤ ε,
– il existe un ensemble compact ayant pour courbure moyenne gε.
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L’ide´e de la de´monstration est a` nouveau de minimiser F sous contraintes
d’inclusions entre une sous-solution et une sur-solution du proble`me.
Ce type de re´sultats d’existence de surfaces de courbure moyenne pres-
crite est fortement lie´ a` des questions d’homoge´nisation de fronts. En ef-
fet, ces ensembles servent de barrie`res pour des e´volutions de type mouve-
ment par courbure moyenne avec forc¸age. On pourra par exemple consulter
[22, 118] a` ce sujet.
Notons enfin qu’il existe un analogue de ces questions pour l’e´quation
d’Allen-Cahn. En effet, comme le montre le re´sultat de Γ-convergence de
Modica-Mortola [110] de´ja` cite´, il existe un lien tre`s fort entre cette e´quation
et les surfaces minimisantes. L’existence de solutions de type plane-like ou
bump a e´te´ e´tudie´e par exemple dans [116, 117].
1.5.4 Contributions de la the`se
L’un des de´fauts du re´sultat de Novaga et Valdinoci re´side dans le ca-
racte`re L1 de l’approximation. En effet, les hypersurfaces sont des ensembles
de mesure de Lebesgue nulle et il est donc possible de changer de manie`re
drastique une fonction sur un petit voisinage d’une telle hypersurface sans
s’e´loigner beaucoup en norme L1. La question qui se pose, et qui est de´ja`
pose´e dans [117], est de savoir s’il est possible d’obtenir un re´sultat analogue
au the´ore`me 1.5.5 mais en renforc¸ant l’approximation. Dans le chapitre 3
nous de´montrons le the´ore`me suivant
The´ore`me 1.5.6. Soit g ∈ C0,α(Q) une fonction pe´riodique de moyenne
nulle ve´rifiant (1.7). Si m ≤ 7, alors pour tout ε > 0 il existe ε′ ∈ [0, ε] tel
qu’il existe une hypersurface compacte ve´rifiant
κ = g + ε′.
Dans l’e´nonce´ du the´ore`me et dans la suite de la the`se, la lettre κ de´signe la
courbure moyenne. L’ide´e est de conside´rer le proble`me sous contrainte de
volume :
f(v) := min
|E|=v
P (E)−
∫
E
g. (1.8)
La premie`re e´tape consiste a` montrer que le minimium est bien atteint pour
chaque v par un ensemble compact. Pour cela, on restreint le proble`me spa-
tialement aux ensembles inclus dans une grande boule dont on fait tendre
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le rayon vers l’infini (ce qui est tre`s similaire au raisonnement de [37]).
Notons qu’au cours de la de´monstration de l’existence de minimiseurs
compacts, on de´montre une ine´galite´ ge´ne´ralisant l’ine´galite´ d’Alexandrov-
Fenchel (voir [126]) aux ensembles non convexes.
Lemme 1.5.7. Soit E ⊂ Rm un ensemble compact de frontie`re C2 alors
m− 1
m
P (E)2 ≥ |E|
∫
∂E
κ dHm−1.
Soit donc E un minimiseur compact de F sous contrainte de volume. Il
ve´rifie alors l’e´quation d’Euler-Lagrange
κ = g + λ
ou` λ est une constante. On de´montre ensuite que la fonction isovolume´trique
f est lipschitz et qu’en tout point de diffe´rentiabilite´,
f ′(v) = λ.
Pour prouver le the´ore`me 1.5.6, il suffit donc de montrer qu’on peut toujours
trouver un volume v tel que f ′(v) est aussi petit que l’on veut. Cette dernie`re
proprie´te´ de´coule du fait que graˆce a` l’hypothe`se (1.7),
f(v) ' vm−1m .
On voit donc que plus ε sera petit et plus les surfaces construites ainsi au-
ront tendance a` contenir un grand volume.
On peut alors se demander quel est le comportement asymptotique des
ensembles que nous avons construit lorsque le volume tend vers l’infini. Soit
φg : Rm → [0,+∞), la fonction de´finie par
φg(p) := min
u∈BV (Q)
∫
Q
|Du+ p|+
∫
Q
p · x− g(x) dx.
On pose
Wg :=
{
x ∈ Rm : max
φg(y)≤1
x · y ≤ 1
}
.
Wg est la forme de Wulff associe´e a` φg. D’apre`s, [132, 129], Wg est l’unique
minimiseur a` translation et homothe´tie pre`s du pe´rime`tre anisotrope∫
∂∗E
φg(ν)dHm−1
sous contrainte de volume. On peut de´montrer que :
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The´ore`me 1.5.8. Soit m ≤ 7. Pour v > 0, soit Ev un minimiseur compact
avec contrainte de volume de (1.5). Il existe alors des points zv ∈ Rm tels
qu’en de´finissant
E˜v :=
( |Wg|
v
) 1
m
Ev + zv,
on ait
lim
v→+∞
∣∣∣E˜v∆Wg∣∣∣ = 0.
La preuve de ce re´sutat est base´e sur un the´ore`me de Γ-convergence contenu
dans [52]. La difficulte´ a` surmonter est le manque de compacite´ de la suite
E˜v. Ceci est re´alise´ par un raisonnement de type concentration-compacite´
(voir [102] a` ce sujet).
1.6 Fonctions a` variation borne´e dans les espaces de
Wiener
Depuis les premiers articles de Fukushima et Hino [79, 80], de nombreux
travaux ont e´te´ mene´s pour e´tendre la the´orie des fonctions a` variation
borne´e aux espaces de Wiener. Ces espaces, tre`s utilise´s en probabilite´s,
sont des espaces de Banach e´quipe´s d’une mesure gaussienne. Depuis leur
introduction par Gross, ils ont e´te´ l’objet d’innombrables travaux. Ils sont
en effet le cadre adapte´ pour le calcul des variations stochastique ou calcul
de Malliavin. On pourra voir a` ce sujet [106] ou [59] ainsi que [27].
L’extension a` ces espaces de Wiener des fonctions a` variation borne´e et
des ensembles de pe´rime`tre fini se justifie principalement par l’e´tude des
phe´nome`nes de concentration dans les e´quations de diffusion stochastiques.
Celle-ci est intimement lie´e avec les proprie´te´s isope´rime´triques qui, comme
nous l’avons de´ja` dit, s’expriment naturellement dans le langage des en-
sembles de pe´rime`tre fini. Il existe toutefois bien d’autres applications po-
tentielles de cette the´orie telles que l’analyse des semi-groupes en dimension
infinie ou celle des e´quations diffe´rentielles de´finies par un champ de vecteurs
BV.
La the´orie des fonctions a` variation borne´e a e´te´ e´tendue a` des espaces
me´triques tre`s ge´ne´raux (voir [14]). Cependant, ce qui permet d’e´tablir une
“bonne” the´orie dans ces espaces me´triques est l’hypothe`se que la mesure
e´quipant l’espace est doublante. Ceci veut dire que l’on peut controˆler la
mesure des boules de taille 2r par celle des boules de taille r. L’une des
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spe´cificite´s des espaces de Wiener est justement qu’ils sont munis d’une
mesure qui n’est pas doublante. L’une des difficulte´s dans ce contexte non
localement compact, est la non validite´ des the´ore`mes de de´rivation de Be-
sicovitch et de dualite´ de Riesz qui sont a` la base de nombreux the´ore`mes
sur les fonctions a` variation borne´e dans le cadre euclidien.
Dans celui-ci, on sait depuis longtemps qu’il est e´quivalent de de´finir
les fonctions a` variation borne´e de diverses manie`res. On peut les voir soit
comme les fonctions ayant une de´rive´e au sens des distributions qui est une
mesure de Radon borne´e, soit comme des fonctions dont la variation est finie.
Celle-ci peut eˆtre e´galement de´finie de multiples fac¸ons, soit par dualite´, en
tant que supre´mum, soit en tant que relaxe´e de la variation de´finie pour les
fonctions lisses, soit encore a` l’aide du semi-groupe de la chaleur. L’une des
premie`res pierres dans l’e´dification de la the´orie des fonctions BV dans le
cadre gaussien a e´te´ de montrer que ces diffe´rentes de´finitions y co¨ıncidaient
e´galement [12]. Le semi-groupe jouant le roˆle du semi-groupe de la chaleur
e´tant ici le semi-groupe d’Ornstein-Uhlenbeck de´fini sur l’espace de Wiener
X par la formule de Mahler,
Ttu(x) :=
∫
X
u
(
e−tx+
√
1− e−2ty
)
dγ(y).
De nombreux travaux ont e´galement e´te´ mene´s pour trouver une bonne no-
tion de frontie`re re´duite pour les ensembles de pe´rime`tre fini ainsi qu’une
preuve de la rectifiabilite´ de celle-ci. Feyel et De La Pradelle [74] ont les pre-
miers re´ussi a` de´finir une notion de frontie`re re´duite dans ce contexte ainsi
qu’une de´finition de mesure de Hausdorff de codimension 1. Ils ont de´montre´
que pour un ensemble de pe´rime`tre fini E, la mesure DγχE e´tait concentre´e
sur cette frontie`re re´duite et co¨ıncidait alors avec la mesure de Hausdorff
restreinte a` celle-ci. Ambrosio, Miranda et Pallara [13] ont ensuite prouve´
la rectifiabilite´ au sens de Sobolev de cette frontie`re re´duite. Afin d’e´liminer
en partie le caracte`re non intrinse`que de la de´finition de frontie`re re´duite
de [74], Ambrosio et Figalli [9] ont donne´ une de´finition de E
1
2 utilisant le
semi-groupe de Ornstein-Uhlenbeck. De nombreuses questions restent toute-
fois ouvertes comme la rectifiabilite´ lipschitz de la frontie`re re´duite ou encore
un analogue du the´ore`me de blow-up de De Giorgi.
Avant d’aller plus avant, rappellons quelques de´finitions concernant les
espaces de Wiener.
De´finition 1.6.1. Un espace de Wiener est un espace de Banach X muni
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d’une mesure gaussienne non de´ge´ne´re´e γ. Ceci veut dire que pour tout
x∗ ∈ X∗, la mesure image de γ par x∗ est une mesure gaussienne sur R.
On peut montrer que les fonctions x → 〈x∗, x〉 sont dans L2γ(X). On
conside`re alors l’espace H ⊂ L2γ(X) de´fini comme e´tant la fermeture dans
L2γ(X) de celles-ci. L’espace de Cameron-Martin H de´fini comme l’ensemble
H :=
{∫
X
xhˆ(x) dγ(x) / hˆ ∈ H
}
joue un roˆle fondamental dans l’e´tude des espaces de Wiener. C’est en effet
un espace de Hilbert inclus dans X tel que la mesure γ est invariante par
les rotations de H. On peut voir que c’est e´galement l’espace des directions
dans lesquelles il faut calculer les de´rive´es et on notera alors ∇H le gradient
par rapport aux directions de H.
1.7 Approximation et relaxation du pe´rime`tre dans les
espaces de Wiener
1.7.1 Isope´rime´trie et syme´trisation de Ehrhard
Ainsi que nous l’avons de´ja` indique´ plus haut, l’une des justifications
principales de l’introduction des fonctions a` variation borne´e dans le contexte
gaussien vient de l’e´tude des ine´galite´s isope´rime´triques. Il a e´te´ de´montre´
de fac¸on inde´pendante par Borell, Sudakov et Tsirel’son que parmi les en-
sembles contenant un volume fixe´, les demi espaces sont ceux qui ont un
pe´rime`tre minimal. Autrement dit, si l’on note
Φ(t) :=
1√
2pi
∫ t
−∞
e−
x2
2 dx,
et
U(v) := Φ′(Φ−1(v))
alors U(v) est le pe´rime`tre du demi-espace de volume v et donc pour tout
ensemble E, si l’on note Pγ le pe´rime`tre dans ce cadre gaussien, on a
Pγ(E) ≥ U(γ (E)).
La premie`re de´monstration de cette ine´galite´ e´tait base´e sur un passage a` la
limite dans une ine´galite´ isope´rime´trique sur les sphe`res. Plus tard, Ehrhard
[67] a utilise´ une technique de syme´trisation pour rede´montrer ce re´sultat.
Son ide´e est de partir d’un ensemble quelconque, de choisir une direction
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et de remplacer toutes les sections orthogonales de cet ensemble par des
demi-espaces de meˆme volume (voir figure 1.5). Il montre alors que cette
syme´trisation fait de´croˆıtre le pe´rime`tre tout en conservant le volume. Pour
une de´monstration usant le langage de la the´orie de la mesure et des en-
sembles de pe´rime`tre fini, on pourra consulter [56].
X⊥1
x1
E
E∗
Fig. 1.5: La syme´trisation de Ehrhard.
Une troisie`me de´monstration de cette ine´galite´ a e´te´ donne´e par Bobkov
[26]. Cette dernie`re de´monstration se base sur une ine´galite´ ponctuelle ainsi
que sur l’utilisation d’un the´ore`me central limite. Cette preuve a ensuite
inspire´ le travail pionnier de Bakry et Ledoux [21] ou` ce type d’ine´galite´s
isope´rime´triques sont de´montre´es pour des ope´rateurs de diffusion ge´ne´raux.
L’ide´e est de de´montrer en fait l’ine´galite´ fonctionnelle suivante :
U
(∫
X
udγ
)
≤
∫
X
√
U(u)2 + |∇Hu|2Hdγ (1.9)
et de remarquer que si on met dans cette ine´galite´ u = TtχE alors le membre
de gauche tend vers U(γ (E)) quand t tend vers 0 tandis que le membre de
droite converge vers Pγ(E) ce qui donne l’ine´galite´ isope´rime´trique. Notons
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que l’article de Bakry et Ledoux a e´te´ le point de de´part de nombreux
travaux sur les ine´galite´s fonctionnelles et leurs liens avec la courbure des
espaces sous-jacents. On pourra consulter a` ce sujet le livre de Villani [131].
1.7.2 Contributions de la the`se
Dans le Chapitre 4 de cette the`se, nous de´montrons un re´sultat de type
Modica-Mortola dans les espaces de Wiener. La de´monstration de ce re´sultat
permet de faire un lien entre la syme´trisation d’Ehrhard et la de´monstration
de l’ine´galite´ isope´rime´trique par Bobkov.
Inspire´ par le cas euclidien, on peut se demander s’il est vrai que la
fonctionnelle ∫
X
ε
2
|∇Hu|2H +
W (u)
ε
dγ
Γ-converge vers un multiple du pe´rime`tre lorsque ε tend vers 0. Malheureu-
sement, en dimension infinie, il n’y a pas de compacite´ forte des minimiseurs
de cette fonctionnelle. Ceci est duˆ au fait que dans les espaces de Wiener,
il n’est plus vrai que d’une suite borne´e dans BV, on puisse extraire une
sous-suite convergeant fortement dans L1. On voit donc que la bonne topo-
logie pour calculer la Γ-limite est la topologie faible de L2γ(X). Le proble`me
e´tant que dans cette topologie, le pe´rime`tre n’est pas semi-continu car la
classe des ensembles de pe´rime`tre fini n’est pas un ferme´ de L2γ(X) pour
cette topologie. La Γ-limite ne peut donc pas eˆtre un multiple du pe´rime`tre !
Nous de´montrons que cette Γ-limite est en fait un multiple de
F (u) :=

∫
X
√
U2(u) + |Dγu|2dγ si 0 ≤ u ≤ 1 γ − a.e.
+∞ sinon.
Cette fonction F n’est rien d’autre que le second membre de l’ine´galite´ (1.9)
prouve´e par Bobkov. C’est e´galement la fonctionnelle relaxe´e du pe´rime`tre.
La preuve de ce the´ore`me est base´e principalement sur la syme´trisation de
Ehrhard car F (u) correspond au pe´rime`tre d’un ensemble syme´trique ayant
des sections de volume u(x).
Nous montrons e´galement que si l’on conside`re le meˆme proble`me de
Γ-convergence avec contrainte de volume, alors a` moins d’une rotation, les
minimiseurs de l’e´nergie d’Allen-Cahn convergent fortement vers un demi-
espace.
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Proposition 1.7.1. Soit s ∈ [0, 1] et soit uε un minimiseur de
minR
X u dγ=s
∫
X
(
ε
2
|∇Hu|2H +
W (u)
ε
)
dγ
alors uε = vε(hˆε(x)) pour un certain hˆε ∈ H avec |hε|H = 1 et un certain vε
minimiseur du proble`me unidimensionnel
minR
R vdγ1=s
∫
R
ε
2
v′2dγ +
∫
R
W (v)
ε
dγ1.
en particulier, vε converge vers la fonction caracte´ristique d’une demi-droite.
Ceci montre que le manque de compacite´ des minimiseurs uε provient essen-
tiellement de l’invariance du proble`me par rotation de l’espace. La de´monstration
de cette proposition utilise un analogue de l’ine´galite´ de Po´lya-Szego¨ dans
le cas gaussien. On de´finit la syme´trise´e de Ehrhard d’une fonction u en
transformant chaque sous-niveau de u en un demi-espace de meˆme volume.
Cette transformation est l’e´quivalent de la syme´trise´e de Schwarz dans le
contexte gaussien. On a alors,
Proposition 1.7.2. Soit u ∈ H1γ(X), et soit u∗ sa syme´trise´e de Ehrhard
alors u∗ ∈ H1γ(X) et ∫
X
|∇Hu∗|2H dγ1 ≤
∫
X
|∇Hu|2H dγ.
L’e´galite´ a lieu si et seulement si
u = u˜
(
hˆ(x)
)
pour un certain hˆ ∈ H ,
ou` hˆ peut eˆtre choisi unitaire.
Nous e´tudions par ailleurs les cas d’unicite´ lorsque l’on conside`re le proble`me
de courbure moyenne prescrite.
Proposition 1.7.3. Soit g ∈ L2γ(X) alors les propositions suivantes sont
e´quivalentes :
– la fonctionnelle
Fg(E) := Pγ(E) +
∫
E
gdγ (1.10)
posse`de un unique minimiseur dans la classe des ensembles de pe´rime`tre
fini ;
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– la fonctionnelle
F g(u) := F (u) +
∫
X
ugdγ (1.11)
a un unique minimiseur dans BVγ(X).
De plus, lorsque l’une des deux conditions est ve´rifie´e, les deux minimiseurs
co¨ıncident. Enfin, si uε est une suite de H1γ(X) ve´rifiant
sup
ε
(
Fε(uε) +
∫
X
uεgdγ
)
≤ C
pour un certain C > 0, alors uε posse`de une sous-suite convergeant forte-
ment vers χE dans L2γ(X), ou` E est le minimiseur commun de (1.10) et
(1.11).
Nous de´montrons e´galement dans ce chapitre un analogue du the´ore`me de
Bernstein dans l’espace de Wiener :
Proposition 1.7.4. Les demi-espaces sont les seuls minimiseurs locaux du
pe´rime`tre avec contrainte de volume.
1.8 Convexite´ des solutions de certains proble`mes va-
riationnels en dimension infinie
1.8.1 Le cas Euclidien
L’e´tude des proprie´te´s qualitatives des solutions d’EDP ou de proble`mes
variationnels a occupe´ et occupe toujours de tre`s nombreux mathe´maticiens.
La convexite´ est l’une des caracte´ristiques ge´ome´triques qui ont fait l’objet
de nombreuses recherches. Parmi les diverses me´thodes existantes pour af-
fronter cette question, il existe deux classes de me´thodes tre`s importantes.
La premie`re est base´e sur des techniques de syme´trisations telles que la
syme´trisation de Schwarz et de Steiner dont on a brie`vement parle´ dans la
section pre´ce´dente. La deuxie`me classe est constitue´e par les me´thodes repo-
sant sur un principe du maximum ou un principe de comparaison. Nous nous
focaliserons ici sur le deuxie`me ensemble de me´thodes. On pourra trouver
dans le livre de Kawohl [97] un large panorama sur ces deux approches.
Dans le chapitre 5 de cette the`se, nous utiliserons deux me´thodes diffe´rentes,
mais apparente´es, pour de´montrer la convexite´ de solutions de certains
proble`mes variationnels. La premie`re de ces me´thodes est duˆe a` Korevaar
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[99]. L’ide´e est de conside´rer une solution classique u d’une EDP elliptique
sur un domaine Ω avec contact vertical au bord et de poser
C(t, x, y) := u(tx+ (1− t)y)− tu(x)− (1− t)u(y).
La convexite´ de u est alors e´quivalente a`
C(t, x, y) ≤ 0, ∀(t, x, y) ∈ [0, 1]× Ω¯× Ω¯.
On proce`de par l’absurde. Si u n’est pas convexe alors le maximum de C doit
eˆtre strictement positif. La condition de contact vertical au bord, exclut que
ce maximum puisse eˆtre atteint au bord du domaine. En utilisant ensuite
l’e´quation satisfaite par u a` l’inte´rieur du domaine, on arrive e´galement a`
exclure que ce maximum puisse y eˆtre positif.
Illustrons la deuxie`me partie de l’argument sur un cas tre`s simple. Soit u la
solution de
−∆u+ u = g (1.12)
ou` g est une fonction convexe. Soit (t, x, y) un point ou` le maximum de C est
atteint. On conside´re alors la fonction de´finie par φ(τ) := C(t, x+ τ, y + τ).
La de´rive´e seconde de φ en 0 est ne´gative donc
D2u(tx+ (1− t)y)− tD2u(x)− (1− t)D2u(y) ≤ 0.
Ceci qui donne en prenant la trace et en utilisant l’e´quation (1.12),
0 < C(t, x, y) ≤ g(tx+ (1− t)y)− tg(x)− (1− t)g(y) ≤ 0
d’ou` une contradiction.
La deuxie`me me´thode, qui s’applique de fac¸on beaucoup plus ge´ne´rale
que celle de Korevaar, est duˆe a` Alvarez, Lasry et Lions [7]. Leur approche
se place dans le cadre des solutions viscosite´. Rappellons en la de´finition.
De´finition 1.8.1. Soit F (x, r, p,X) : Ω×R×Rm×S(m)→ R un ope´rateur
elliptique. On a alors les de´finitions suivantes :
– une fonction u est sous-solution de viscosite´ de l’e´quation F (x, u,∇u,D2u) =
0 si u est semi-continue supe´rieurement et si pour tout ϕ ∈ C2(Ω) et
tout x ∈ Ω, si u− ϕ a un maximum local en x et u(x) = ϕ(x) alors
F (x, ϕ(x),∇ϕ(x), D2ϕ(x) ≤ 0,
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– une fonction u est sur-solution de viscosite´ l’e´quation F (x, u,∇u,D2u) =
0 si u est semi-continue infe´rieurement et si pour tout ϕ ∈ C2(Ω) et
tout x ∈ Ω, si u− ϕ a un minimum local en x et u(x) = ϕ(x) alors
F (x, ϕ(x),∇ϕ(x), D2ϕ(x) ≥ 0.
Une fonction qui est a` la fois sous-solution et sur-solution est appele´e solu-
tion de viscosite´ de l’e´quation F (x, u,∇u,D2u) = 0.
Dans la de´finition pre´ce´dente, S(m) de´signe l’ensemble des matrices syme´triques
d’ordre m. La the´orie des solutions viscosite´ permet d’obtenir des re´sultats
d’existence pour des e´quations elliptiques et paraboliques tre`s ge´ne´rales. On
pourra consulter [57] pour une bonne introduction a` ce sujet.
L’ide´e de [7] est de conside´rer une e´quation elliptique au sens ou` F est
une fonction continue tel que,
F (x, r, p,X) ≤ F (x, r, p, Y ) si X ≥ Y
ve´rifiant de plus que la fonction
(x, r,X)→ F (x, r, p,X−1) (1.13)
est concave pour tout (x, r, p,X) ∈ Ω¯×R×Rm×S(m)++, ou` S(m)++ est l’en-
semble des matrices syme´triques de´finies positives d’ordre m. Ils montrent
alors que si u est sur-solution de viscosite´ de l’e´quation alors son enveloppe
convexe est e´galement sur-solution. Si l’e´quation ve´rifie un principe de com-
paraison et si u est e´galement sous-solution de l’e´quation (et donc en fait
solution) u est en-dessous de son enveloppe convexe. E´tant e´galement au-
dessus, u co¨ıncide avec son enveloppe convexe et est donc elle-meˆme convexe.
Par cette me´thode, Alvarez, Lasry et Lions de´montrent le the´ore`me suivant
The´ore`me 1.8.2. Soit Ω un ensemble convexe borne´ et soit F un ope´rateur
elliptique ve´rifiant la condition (1.13) et pour lequel le principe de comparai-
son pour les solutions de l’e´quation avec contact vertical au bord soit ve´rifie´
alors toute solution viscosite´ de l’e´quation est convexe.
Nous renvoyons a` nouveau a` [57] en ce qui concerne les conditions assu-
rant que le principe de comparaison soit valable. Notons e´galement que le
the´ore`me pre´ce´dent a e´te´ le´ge`rement e´tendu par Imbert dans [95]. On pourra
e´galement voir l’article [25] ou` une approche similaire permet de traiter des
e´quations avec conditions de Dirichlet.
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Dans [6], Alter, Caselles et Chambolle ont utilise´ ces re´sultats de convexite´
pour de´montrer le the´ore`me suivant :
The´ore`me 1.8.3. Soit Ω un ensemble convexe borne´ de classe C1,1 et soit
K son unique ensemble de Cheeger alors pour tout v ∈ [|K|, |Ω|], la solution
de
min
E⊂Ω,|E|=v
P (E)
est unique et convexe.
Un ensemble de Cheeger de Ω est un ensemble minimisant
min
E⊂Ω
P (E)
|E| . (1.14)
L’unicite´ de l’ensemble de Cheeger est de´montre´e dans [5]. Cette approche
a ensuite e´te´ utilise´e par Caselles et Chambolle [40] pour de´montrer le
the´ore`me analogue suivant :
The´ore`me 1.8.4. Soit g une fonction convexe telle que limx→∞
g(x)
|x| = L <
+∞ alors il existe v0 tel que pour tout v ∈]v0,+∞[, il existe une unique
solution de
min
|E|=v
P (E) +
∫
E
g(x) dx. (1.15)
De plus cette solution est convexe.
Remarquons que si g est la fonction indicatrice de Ω alors les proble`mes
(1.14) et (1.15) sont identiques. On peut e´galement noter que dans [40], ce
re´sultat bien que nulle part e´nonce´ clairement, est en fait de´montre´ pour
des pe´rime`tres anisotropes tre`s ge´ne´raux. Les auteurs de [40] e´taient en fait
a` l’origine motive´s par l’e´tude du mouvement par courbure moyenne aniso-
trope.
La de´monstration du the´ore`me 1.8.4, est base´e sur l’ide´e suivante. On
conside`re tout d’abord pour λ ∈ R, le proble`me auxiliaire :
minP (E) +
∫
E
(g − λ) dx. (Pλ)
Graˆce a` la formule de la coaire, on peut de´montrer que les solutions du
proble`me (Pλ) sont les lignes de niveaux de l’unique minimiseur local u¯ a`
croissance L de la fonctionnelle∫
Rm
|Du|+ 1
2
∫
Rm
|u− g|2. (1.16)
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Ce minimiseur local est solution de l’e´quation
−div Du|Du| + u = g.
Par approximation et a` l’aide des re´sultats d’Alvarez, Lasry et Lions [7], on
peut de´montrer que u¯ est convexe. Ses lignes de niveaux sont donc e´galement
convexes. On obtient ainsi en posant v0 = |{u¯ = inf u¯}|, pour v ∈]v0,+∞[,
que les solutions de (1.15) sont convexes.
Observons que si dans [77], Figalli et Maggi ont de´montre´ que les solu-
tions de (1.15) e´taient convexes pour de petits volume v, la convexite´ de ces
solutions pour tout volume reste ouverte.
Pour les espaces de Wiener, le seul re´sulat de convexite´ pour des solutions
de proble`mes variationnels est duˆs a` Caselles, Miranda, et Novaga. Ceux-ci
ge´ne´ralisent dans [43] le the´ore`me 1.8.3.
1.8.2 Contributions de la the`se
Dans le chapitre 5 de la the`se, nous nous inte´ressons a` l’analogue du
the´ore`me 1.8.4 dans les espaces deWiener. Nous pre´sentons deux de´monstrations
de ce the´ore`me, la premie`re base´e sur la me´thode d’Alvarez, Lasry et Lions
et l’autre sur celle de Korevaar. L’ide´e est, dans les deux cas, de conside´rer
comme pre´ce´demment, le proble`me
min
u∈BVγ(X)
∫
X
F (Dγu) +
1
2
∫
X
(u− g)2 dγ (1.17)
pour F = | · |H . Une fois la convexite´ du minimiseur de (1.17) prouve´e, celle
des minimiseurs de
minPγ(E) +
∫
E
g(x) dγ (1.18)
s’obtient aise´ment en proce´dant comme dans le cas euclidien. Dans les deux
de´monstrations, l’ide´e est d’approcher le proble`me (1.17) en dimension infi-
nie par des proble`mes de dimension finie pour lesquels il est possible d’adap-
ter les techniques de Korevaar ou d’Alvarez, Lasry et Lions afin d’obtenir
la convexite´ des solutions des proble`mes approche´s. Dans la premie`re de ces
me´thodes, on montre que de fac¸on tre`s ge´ne´rale :
The´ore`me 1.8.5. Soit F une fonction convexe coercive finie et soit g ∈
L2γm(R
m) une fonction convexe alors le minimiseur de
min
u∈BVγm
∫
Rm
F (Dγmu) +
1
2
∫
Rm
(u− g)2dγm (1.19)
1.8. CONVEXITE´ DES SOLUTIONS DE CERTAINS PROBLE`MES
VARIATIONNELS EN DIMENSION INFINIE 33
est convexe.
La preuve est une adaptation non triviale de la me´thode d’Alvarez, Lasry et
Lions. La difficulte´ vient en partie de la non utilisation de principes de com-
paraison ainsi que de la construction pas e´vidente de sur et sous-solutions.
A` l’aide de la deuxie`me strate´gie de de´monstration, il n’a e´te´ possible de
prouver le the´ore`me 1.8.5 que dans les cas particuliers de la variation totale,
de l’e´nergie de Dirichlet (c’est-a`-dire F = | · |2) et pour la fonctionnelle
de l’ “aire”, F (p) =
√
ε2 + |p|2. En effet, pour cette dernie`re fonction, on
commence par conside´rer le proble`me restreint spatialement
min
u=M sur ∂BR
∫
BR
√
ε2 + |Dγmu|2 +
1
2
∫
BR
(u− g)2 dγm.
On montre, en utilisant un principe de comparaison que pourM assez grand,
la solution uM de ce proble`me a un contact vertical avec le bord. En utili-
sant un re´sultat de Giaquinta, Modica et Soucˇek [81], on obtient que uM est
lisse a` l’inte´rieur de BR. La difficulte´ provient du fait que pour appliquer le
the´ore`me de Korevaar, il faudrait savoir que uM est continue jusqu’au bord
de BR. Pour contourner cette difficulte´, on montre que le sous-graphe de uM
est solution d’un certain proble`me de surfaces minimales avec obstacles, ce
qui permet d’en obtenir la re´gularite´ jusqu’au bord. On applique alors une
version ge´ome´trique de l’argument de Korevaar pour obtenir la convexite´
de uM . On laisse ensuite R tendre vers l’infini pour obtenir la convexite´ de
la solution de (1.19) pour F (p) =
√
ε2 + |p|2. En faisant ensuite tendre ε
vers ze´ro ou vers l’infini on prouve la convexite´ des solutions pour les deux
autres fonctionnelles. Cette me´thode ne s’e´tend malheureusement pas a` des
e´nergies plus ge´ne´rales car celles-ci donnent naissance a` des proble`mes d’obs-
tacles pour des surfaces minimales par rapport a` des pe´rime`tres anisotropes
pour lesquels la re´gularite´ ne´cessaire fait de´faut.
On de´montre ensuite par Γ-convergence le the´ore`me suivant
The´ore`me 1.8.6. Soit F : H → R une fonction convexe propre semi-
continue infe´rieurement et soit g ∈ L2γ(X) une fonction convexe alors la
solution de (1.17) est convexe.
L’une des e´tapes clefs dans la preuve de ce the´ore`me est la ge´ne´ralisation
de the´ore`mes de repre´sentation de fonctionnelles inte´grales aux espaces de
Wiener.
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The´ore`me 1.8.7. Soit F : H → R une fonction convexe semi-continue et
borne´e infe´rieurement st soit µ = µaγ+µs une mesure de Radon borne´e sur
X alors∫
X
F (µa) dγ +
∫
X
F∞(
dµs
d|µs|)d|µ
s| = sup
Φ∈FC1b (X,H)
∫
X
[Φ, dµ]H −
∫
X
F ∗(Φ)dγ.
Ici FC1b (X,H) est l’espace des fonctions C1 borne´es de X dans H de´pendant
d’un nombre fini de variables et dont l’image est e´galement de dimension
finie. Ces fonctions sont dites cylindriques.
Chapitre 2
Continuous Primal-Dual
methods for Image Processing
Abstract
In this chapter we study a continuous Primal-Dual method proposed by Ap-
pleton and Talbot and generalize it to other problems in image processing.
We interpret it as an Arrow-Hurwicz method which leads to a better descrip-
tion of the system of PDEs obtained. We show existence and uniqueness of
solutions and get a convergence result for the denoising problem. Our anal-
ysis also yields new a posteriori estimates. We also discuss the numerical
scheme and its link with other existing methods.
Re´sume´
Dans ce chapitre, nous e´tudions la me´thode Primale-Duale continue pro-
pose´e par Appleton et Talbot. Nous la ge´ne´ralisons a` d’autres proble`mes
de traitement d’images et l’interpre´tons comme une me´thode de Arrow-
Hurwicz. Ceci permet d’aboutir a` une meilleure compre´hension du syste`me
d’EDP obtenu. Nous prouvons l’existence et l’unicite´ d’une solution au
proble`me de Cauchy a` l’aide de la the´orie des ope´rateurs maximaux mo-
notones. Nous donnons e´galement un preuve de convergence de la solution
lorsque le proble`me conside´re´ est le de´bruitage a` l’aide de la fonctionnelle de
Rudin-Osher-Fatemi. Notre analyse permet d’obtenir de nouvelles estima-
tions a posteriori. Nous discutons finallement l’imple´mentation nume´rique
de cette me´thode ainsi que son lien avec d’autres algorithmes existants.
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2.1 Introduction
In imaging, duality has been recognized as a fundamental ingredient for
designing numerical schemes solving variational problems involving a total
variation term. Primal-Dual methods were introduced in the field by Chan,
Golub and Mulet in [53]. Afterwards, Chan and Zhu [135] proposed to
rewrite the discrete minimization problem as a min-max and solve it using
an Arrow-Hurwicz [18] algorithm, which is a gradient ascent in one direction
and a gradient descent in the other. Just as for the simple gradient descent,
one can think of extending this method to the continuous framework. This
is in fact what is done by the algorithm previously proposed by Appleton
and Talbot in [17], derived by analogy with discrete graph cuts techniques.
The first to notice the link between their method and Primal-Dual schemes
were Chambolle et al. in [46].
Besides its intrinsic theoretical interest, considering the continuous frame-
work has also pratical motivations. Indeed, as illustrated by Appleton and
Talbot in [17], this approach leads to higher quality results compared with
fully discrete schemes such as those proposed by Chan and Zhu. We will
numerically illustrate this in the final part of this chapter.
This chapter proposes to study the continuous Primal-Dual algorithm follow-
ing the philosophy of the work done for the gradient flow by Caselles and its
collaborators (see the book of Andreu et al. [15] and the references therein).
We give a rigorous definition of the system of PDEs which is obtained and
show existence and uniqueness of a solution to the Cauchy problem. We
prove strong L2 convergence to the minimizer for the Rudin-Osher-Fatemi
model and derive some a posteriori estimates. As a byproduct of our analy-
sis we also obtain a posteriori estimates for the numerical scheme proposed
by Chan and Zhu.
This chapter is based on the paper [86].
2.1.1 Presentation of the problem
Many problems in image processing can be seen as minimizing in BV 2 :=
BV ∩ L2 an energy of the form
J(u) =
∫
Ω
|Du|+G(u) +
∫
∂ΩD
|u− ϕ|. (2.1)
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We assume that Ω is a bounded Lipschitz open set of Rm (in applications
for image processing, usually m = 2 or m = 3) and that ∂ΩD is a subset
of ∂Ω. The function ϕ being given in L1(∂ΩD), the term
∫
∂ΩD
|u − ϕ| is a
Dirichlet condition on ∂ΩD. We call ∂ΩN the complement of ∂ΩD in ∂Ω
and assume that G is convex and continuous in L2 with
G(u) ≤ C(1 + |u|p2) with 1 ≤ p ≤ +∞.
In this chapter we note |u|2 the L2 norm of u. According to Giaquinta et
al. [81] we have,
Proposition 2.1.1. The functional J is convex and lower-semi-continuous
(lsc) in L2.
In the following, we also assume that J attains its minimum in BV ∩ L2.
This is for example true if G satisfies some coercivity hypothesis or if G is
non negative.
Two fundamental applications of our method are image denoising via total
variation regularization and segmentation with geodesic active contours.
In the first problem, one starts with a corrupted image f = u¯+n and wants
to find the clean image u¯. Rudin, Osher and Fatemi proposed to look for an
approximation of u¯ by minimizing∫
Ω
|Du|+ λ
2
∫
Ω
(u− f)2.
This corresponds to G(u) = λ2
∫
Ω(u − f)2 and ∂ΩD = ∅ in (2.1). For a
comprehensive introduction to this subject, we refer to the lecture notes of
Chambolle et al. [45]. Figure 2.1 shows the result of denoising using the
algorithm of Chan and Zhu.
The issue in the second problem is to extract automatically the boundaries
of an object within an image. We suppose that we are given two subsets
S and T of ∂Ω such that S lies inside the object that we want to segment
and T lies outside. Caselles et al. proposed in [41] to associate a positive
function g to the image in a way that g is high where the gradient of the
image is low and vice versa. The object is then segmented by minimizing
min
E⊃S,Ec⊃T
∫
∂E
g(s)ds. (2.2)
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Figure 2.1: Denoising using the ROF model
In order to simplify the notation, we will deal only with g = 1 in the fol-
lowing. It is however straightforward to extend our discussion to general
(continuous) g. The energy we want to minimize is thus
∫
Ω |DχE |. This
functional is non convex but by the coarea formula (see Ambrosio-Fusco-
Pallara [10]), it can be relaxed to functions u ∈ [0, 1].
Let ϕ = 1 on S and ϕ = 0 on T . Letting ∂ΩD = S ∪ T and f be an L2
function, our problem can be seen as a special case of the prescribed mean
curvature problem (in our original segmentation problem, f = 0),
inf
0≤u≤1
u=ϕ in ∂ΩD
∫
Ω
|Du|+
∫
Ω
fu. (2.3)
If u is a solution of (2.3), a minimizer E of (2.2) is then given by any su-
perlevel of u, namely E = {u > s} for any s ∈]0, 1[. This convexification
argument is somewhat classical but more details can be found in the lecture
notes [45, Section 3.2.2].
It is however well known that in general the infimum is not attained because
of the lack of compactness for the boundary conditions in BV . Following the
ideas of Giaquinta et al. [81] we have to relax the boundary conditions by
adding a Dirichlet term
∫
∂ΩD
|u−ϕ| to the functional. We also have to deal
with the hard constraint, 0 ≤ u ≤ 1. This last issue will be discussed after-
wards but it brings some mathematical difficulties that we were not able to
solve. Fortunately, our problem is equivalent (see [46]) to the minimization
of the unconstrained problem
J(u) = inf
u∈BV (Ω)
∫
Ω
|Du|+
∫
∂ΩD
|u− ϕ|+
∫
Ω
f+|u|+
∫
Ω
f−|1− u|.
Here f+ = max(f, 0) and f− = max(−f, 0).
We give in Figure 2.2 the result of this segmentation on yeasts. The small
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square is the set S and the set T is taken to be the image boundary. The
study of this problem was in fact our first motivation for this work.
Figure 2.2: Yeast segmentation
2.1.2 Idea of the Primal-Dual method
Formally, the idea behind the Primal-Dual method is using the definition of∫
Ω |Du| (see Definition 1.2.1) in order to write J as
J(u) = sup
ξ∈C1c (Ω)|ξ|∞≤1
K(u, ξ),
where K(u, ξ) = − ∫Ω udiv(ξ) + ∫∂ΩD |u− ϕ|+G(u). Then, finding a min-
imum of J is equivalent to finding a saddle point of K. This is done by a
gradient descent in u and a gradient ascent in ξ.
Let IB(0,1)(ξ) be the indicator function of the unit ball in L∞ (it takes the
value 0 if |ξ|∞ ≤ 1 and +∞ otherwise) and ∂ denote the subdifferential (see
Ekeland-Temam [69] for the definition ). As
K(u, ξ) = −
∫
Ω
udiv(ξ) +
∫
∂ΩD
|u− ϕ|+G(u)− IB(0,1)(ξ).
we have ∇uK ' −div ξ+ ∂G(u) and ∇ξK ' Du− ∂IB(0,1)(ξ). We are thus
led to solve the system of PDEs:
∂tu = div(ξ)− ∂G(u)
∂tξ = Du− ∂IB(0,1)(ξ)
+ boundary conditions.
(2.4)
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This system is almost the one proposed by Appleton and Talbot in [17] for
the segmentation problem.
Let us remark that, at least formally, the differential operator
A(u, ξ) =
(
−div ξ + ∂G(u)
−Du+ ∂IB(0,1)(ξ)
)
verifies by Green’s formula and the mono-
tonicity of the subdifferential (see Proposition 2.2.3),
〈A(u, ξ), (u, ξ)〉 = 〈∂G(u), u〉+ 〈∂IB(0,1)(ξ), ξ〉 ≥ 0
which means that A is monotone (see Definition 2.2.2).
In the next section we recall some facts about the theory of maximal mono-
tone operators and its applications for finding saddle points. In the last
section we use it to give a rigorous meaning to the hyperbolic system (2.4)
together with existence and uniqueness of solutions of the Cauchy problem.
2.2 Maximal Monotone Operators
Following Bre´zis [33], we briefly present in the first part of this section the
theory of maximal monotone operators. In the second part we show how
this theory sheds light on the general Arrow-Hurwicz method. We mainly
give results found in Rockafellar’s paper [123].
2.2.1 Definitions and first properties of maximal monotone op-
erators
Definition 2.2.1. Let X be a Hilbert space. An operator is a multivaluated
mapping A from X into P(X). We call D(A) = {x ∈ X /A(x) 6= ∅} the
domain of A and R(A) =
⋃
x∈X
A(x) its range. We identify A and its graph
in X ×X.
Definition 2.2.2. An operator A is monotone if :
∀x1, x2 ∈ D(A), 〈A(x1)−A(x2), x1 − x2〉 ≥ 0
or more precisely if for all x∗1 ∈ A(x1) and x∗2 ∈ A(x2),
〈x∗1 − x∗2, x1 − x2〉 ≥ 0.
It is maximal monotone if it is maximal in the set of monotone operators.
The maximality is to be understood in the sense of graph inclusion.
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One of the essential results for us is the maximal monotonicity of the sub-
gradient for convex functions.
Proposition 2.2.3. [33] Let ϕ be a proper lower-semi-continuous convex
function on X then ∂ϕ is a maximal monotone operator.
Before stating the main theorem of this theory, namely the existence of
solutions of the Cauchy problem −u′ ∈ A(u(t)) we need one last definition.
Definition 2.2.4. Let A be maximal monotone. For x ∈ D(A) we call
A◦(x) the projection of 0 on A(x) (it exists since A(x) is closed and convex,
see Brzis [33, p. 20]).
We now turn to the theorem.
Theorem 2.2.5. [33] Let A be maximal monotone then for all u0 ∈ D(A),
there exists a unique function u(t) from [0,+∞[ into X such that
• u(t) ∈ D(A) for all t > 0,
• u(t) is Lipschitz continous on [0,+∞[, i.e u′ ∈ L∞(0,+∞;X) (in the
sense of distributions) and∣∣u′∣∣
L∞(0,+∞;X) ≤ |A◦(u0)|,
• −u′(t) ∈ A(u(t)) for almost every t,
• u(0) = u0.
Moreover u verifies,
• u has a right derivative for every t ∈ [0,+∞[ and −d
+u
dt
∈ A◦(u(t)),
• the function t → A◦(u(t)) is right continuous and t → |A◦(u(t))| is
non increasing,
• if u and uˆ are two solutions then |u(t)− uˆ(t)| ≤ |u(0)− uˆ(0)|.
2.2.2 Application to Arrow-Hurwicz methods
Let us now see how this theory can be applied for tracking saddle points.
As mentioned before, we here follow [123]. We start with some definitions.
Definition 2.2.6. Let X = Y ⊕ Z where Y and Z are two Hilbert spaces.
A proper saddle function on X is a function K such that :
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• for all y ∈ Y , the function K(y, ·) is convex,
• for all z ∈ Z, the function K(·, z) is concave,
• there exists x = (y, z) such that K(y, z′) < +∞ for all z′ ∈ Z and
K(y′, z) > −∞ for all y′ ∈ Y . The set of x for which it holds, is called
the effective domain of K and is written domK.
Definition 2.2.7. A point (y, z) ∈ X is called a saddle point of K if
K(y, z′) ≤ K(y, z) ≤ K(y′, z) ∀y′ ∈ Y, ∀z′ ∈ Z.
We then have,
Proposition 2.2.8. A point (y, z) is a saddle point of a saddle function K,
if and only if
K(y, z) = sup
z′∈Z
inf
y′∈Y
K(y′, z′) = inf
y′∈Y
sup
z′∈Z
K(y′, z′).
The proof of this proposition is easy and can be found in Rockafellar’s
book [122, p.380] .
The next theorem shows that the Arrow-Hurwicz method always provides a
monotone operator.
Theorem 2.2.9. [123] Let K be a proper saddle function. For x = (y, z)
let
T (x) =
{
(y∗, z∗) ∈ Y ⊕ Z/ y
∗ is a subgradient of K(·, z) in y
z∗ is a subgradient of −K(y, ·) in z
}
.
Then T is a monotone operator with D(T ) ⊂ domK.
We can now characterize the saddle points of K using the operator T .
Proposition 2.2.10. [123] Let K be a proper saddle function then a point
x is a saddle point of K if and only if 0 ∈ T (x).
Remark 2.2.11. This property is to be compared with the minimality con-
dition 0 ∈ ∂f(x) for convex functions f .
The next theorem shows that for regular enough saddle functions, the cor-
responding operator T is maximal.
Theorem 2.2.12. [123] Let K be a proper saddle function on X. Sup-
pose that K is lsc in y and upper-semi-continuous in z then T is maximal
monotone.
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Proof. We just sketch the proof because it will inspire us in the following.
The idea is to use the equivalent theorem for convex functions. For this we
“invert” the operator T in the second variable. Let
H(y, z∗) = sup
z∈X
〈z∗, z〉+K(y, z).
The proof is then based on the following lemma :
Lemma 2.2.13. [123] H is a convex lsc function on X and
(y∗, z∗) ∈ T (y, z)⇔ (y∗, z) ∈ ∂H(y, z∗).
It is then not too hard to prove that T is maximal.
2.3 Study of the Primal-Dual Method
In this section, unless otherwise stated, everything holds for general func-
tionals J of the type (2.1).
Before starting the study of the Primal-Dual method, let us remind some
facts about pairings between measures and bounded functions.
Following Anzellotti [16], we define
∫
Ω[ξ,Du] which has to be understood as∫
Ω ξ ·Du, for functions u with bounded variation and bounded functions ξ
with divergence in L2.
Definition 2.3.1. • Let X2 = {ξ ∈ (L∞(Ω))m / div ξ ∈ L2(Ω)}.
• For (u, ξ) ∈ BV 2 ×X2 we define the distribution [ξ,Du] by
〈[ξ,Du], ϕ〉 = −
∫
Ω
uϕdiv(ξ)−
∫
Ω
u ξ · ∇ϕ ∀ϕ ∈ C∞c (Ω).
Theorem 2.3.2. [16] The distribution [ξ,Du] is a bounded Radon measure
on Ω and if ν is the outward unit normal to Ω, we have Green’s formula,∫
Ω
[ξ,Du] = −
∫
Ω
u div(ξ) +
∫
∂Ω
(ξ · ν)u.
We will need in the following some approximation Lemmas which can be
found in [16]
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Proposition 2.3.3. [16, Prop 2.1 and Lem. 2.2] Let u ∈ BV 2(Ω) and
ξ ∈ X2 with |ξ|∞ ≤ 1, then we can find ξn ∈ X2 ∩ C(Ω) with |ξn|∞ ≤ 1 and
[ξn, Du] tending to [ξ,Du] in the sense of weak convergence of measures.
Proposition 2.3.4. [16, Lem. 5.2 and Lem. 1.8] Let Ω be any open set in
Rm and let u ∈ BV 2(Ω) be fixed then there exists a sequence of functions
un ∈ C∞ ∩BV (Ω) such that
• un → u in L2(Ω),
•
∫
Ω
|Dun| →
∫
Ω
|Du|,
•
∫
Ω
|Dun − h| dx→
∫
Ω
|Du− h dx| for all h ∈ L1(Ω).
Moreover if ξ ∈ X2 then ∫
Ω
[ξ,Dun]→
∫
Ω
[ξ,Du].
Proposition 2.3.5. [16, Lem. 5.5] Let Ω be a bounded open set with Lip-
schitz boundary then for any u ∈ L1(∂Ω) and for any ε > 0, there exists
w ∈W 1,1(Ω) ∩ C(Ω) such that
• w = u on ∂Ω,
• ∫Ω |Dw| ≤ ∫∂Ω |u|+ ε,
• w(x) = 0 if dist(x, ∂Ω) > ε,
• |w|2 ≤ ε.
We will need the following lemma.
Proposition 2.3.6. Let u ∈ BV (Ω) then∫
Ω
|Du| = sup
ξ∈X2
|ξ|∞≤1
∫
Ω
[ξ,Du].
Proof. By the definition of the total variation,∫
Ω
|Du| ≤ sup
ξ∈X2
|ξ|∞≤1
∫
Ω
[ξ,Du].
The other inequality follows from [16, Cor. 1.6] which states that∫
Ω
[ξ,Du] ≤ |ξ|∞
∫
Ω
|Du|.
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The next proposition gives a characterization of the minimizers of the func-
tional J .
Proposition 2.3.7. Let J(u) =
∫
Ω
|Du|+G(u) +
∫
∂ΩD
|u− ϕ| then u is a
minimizer of J in BV 2 if and only if there exists ξ ∈ X2 with |ξ|∞ ≤ 1 such
that 
div(ξ) ∈ ∂G(u)∫
Ω
|Du| =
∫
Ω
[ξ,Du]
ξ · ν = 0 in ∂ΩN and (ξ · ν) ∈ sign(ϕ− u) in ∂ΩD.
We do not give the proof of this proposition here since it can be either
found in Andreu et al. [15] p.143 or derived more directly using the tech-
niques we used in Proposition 2.3.8 and Proposition 2.3.9.
With these few propositions in mind we can turn back to the analysis of the
Primal-Dual method. As noticed in the introduction, finding a minimizer of
J is equivalent to finding a saddle point of
K(u, ξ) =
∫
Ω
[Du, ξ] +G(u) +
∫
∂ΩD
|u− ϕ| − IB(0,1)(ξ).
The saddle function K does not fulfill the assumptions of Theorem 2.2.12
since it is not lsc in u. However staying in the spirit of Lemma 2.2.13, we
set
H(u, ξ∗) = sup
ξ∈X2
|ξ|∞≤1
〈ξ, ξ∗〉+K(u, ξ)
= sup
ξ∈X2
|ξ|∞≤1
〈ξ, ξ∗〉+
∫
Ω
[Du, ξ] +G(u) +
∫
∂ΩD
|u− ϕ|
=
∫
Ω
|Du+ ξ∗|+G(u) +
∫
∂ΩD
|u− ϕ|.
Where the last equality is obtained as in Proposition 2.3.6. The function H
is then a convex lsc function on L2× (L2)m hence ∂H is maximal monotone.
We are now able to define a maximal monotone operator T by
T (u, ξ) = {(u∗, ξ∗) / (u∗, ξ) ∈ ∂H(u, ξ∗)} .
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In order to compute ∂H, which gives the expression of T , we use the char-
acterization of the subdifferential
(u∗, ξ) ∈ ∂H(u, ξ∗) ⇐⇒ 〈u∗, u〉+ 〈ξ∗, ξ〉 = H(u, ξ∗) +H∗(u∗, ξ).
A first step is thus to determine what H∗ is.
Proposition 2.3.8. We have
D(H∗) =
{
(u∗, ξ) / u∗ ∈ L2(Ω) and ξ ∈ X2 , ξ · ν = 0 in ∂ΩN , |ξ|∞ ≤ 1
}
and
H∗(u∗, ξ) = G∗(u∗ + div(ξ))−
∫
∂ΩD
(ξ · ν)ϕ.
Proof. We start by computing the domain of H∗.
If (u∗, ξ) ∈ D(H∗) then there exists a constant C such that for every
(u, ξ∗) ∈ BV 2 × (L2)m,
〈u∗, u〉+ 〈ξ∗, ξ〉 −H(u, ξ∗) ≤ C.
Restraining to u ∈ H1(Ω) with u|∂ΩD = 0 and ξ
∗ ∈ (L2)m, we find that
〈u∗, u) + 〈ξ∗, ξ〉 −
∫
Ω
|∇u+ ξ∗| −G(u) ≤ C
from which
〈∇u+ ξ∗, ξ〉 − 〈∇u, ξ〉+ 〈u∗, u〉 −
∫
Ω
|∇u+ ξ∗| −G(u) ≤ C.
Setting ξ′ = ∇u+ ξ∗ and taking the supremum over all ξ′ ∈ (L2)m we have
that |ξ|∞ ≤ 1 and for all u ∈ H1(Ω) with u|∂ΩD = 0 ,
−〈∇u, ξ〉+ 〈u∗, u〉 ≤ C +G(u).
Taking now u˜ = λu with λ positive and recalling the form of G, it can be
shown letting λ tends to infinity, that for every u ∈ H1 with u|∂ΩD = 0,
−〈∇u, ξ〉+ 〈u∗, u〉 ≤ C|u|2.
This implies that u∗+div ξ ∈ L2 hence div ξ ∈ L2. Then by Green’s formula
in H1(div) (see Dautray-Lions [60] p.205) we have ξ · ν = 0 in ∂ΩN .
2.3. STUDY OF THE PRIMAL-DUAL METHOD 47
Let us now compute H∗.
Let (u∗, ξ) ∈ D(H∗),
H∗(u∗, ξ) = sup
ξ∗∈L2
sup
u∈BV 2
{
〈u∗, u〉+ 〈ξ∗, ξ〉 −
∫
Ω
|Du+ ξ∗| −G(u)−
∫
∂ΩD
|u− ϕ|
}
.
Let ξ∗ ∈ L2 be fixed. Then by Proposition 2.3.4, for every u ∈ BV 2 there
exists un ∈ C∞ ∩BV 2 such that
un
L2→ u , (un)|∂ΩD = u|∂ΩD and∫
Ω
|Dun + ξ∗| →
∫
Ω
|Du+ ξ∗|.
We can thus restrict the supremum to functions u of class C∞(Ω). We then
have
H∗(u∗, ξ) = sup
u∈BV 2∩C∞
sup
ξ∈L2
{
〈u∗, u〉+ 〈ξ∗, ξ〉 −
∫
Ω
|Du+ ξ∗| −G(u)−
∫
∂ΩD
|u− ϕ|
}
= sup
u∈BV 2∩C∞
{
〈u∗, u〉 − 〈∇u, ξ〉 −G(u)−
∫
∂ΩD
|u− ϕ|
}
= sup
u∈BV 2
{
〈u∗, u〉 −
∫
Ω
[Du, ξ]−G(u)−
∫
∂ΩD
|u− ϕ|
}
= sup
u∈BV 2
{
〈u, u∗ + div ξ〉 −G(u)−
∫
∂ΩD
{|u− ϕ|+ (ξ · ν)u}
}
.
Beware that u ∈ BV 2 ∩ C∞ implies that ∇u ∈ L1 and not ∇u ∈ L2 but the
density of L2 in L1 allows us to pass from the first equality to the second.
The third equality follows from Proposition 2.3.4. We now have to show
that we can take the supremum in the interior of Ω and on the boundary
∂ΩD separately.
Let f be in L1(∂Ω) and v be in L2(Ω). We want to find uε ∈ BV 2 converg-
ing to v in L2 and such that (uε)|∂ΩD = f .
By Proposition 2.3.5 there is a wε ∈W 1,1 with (wε)|∂ΩD = f and |wε|2 ≤ ε.
By density of C∞c (Ω) in L2 we can find vε ∈ C∞c (Ω) with |vε − v|2 ≤ ε We
can then take uε = vε + wε.
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This shows that
H∗(u∗, ξ) = sup
u∈L2(Ω)
{〈u, u∗ + div ξ〉 −G(u)} − inf
u∈L1
∫
∂ΩD
{|u− ϕ|+ (ξ · ν)u}
= G∗(u∗ + div(ξ))−
∫
∂ΩD
(ξ · ν)ϕ.
We can now compute T
Proposition 2.3.9. Let (u, ξ) ∈ BV 2 ×X2 then, (u∗, ξ∗) ∈ T (u, ξ) if and
only if 
u∗ + div(ξ) ∈ ∂G(u)∫
Ω
|ξ∗ +Du| = 〈ξ∗, ξ〉+
∫
Ω
[ξ,Du]
ξ · ν = 0 in ∂ΩN and (ξ · ν) ∈ sign(ϕ− u) in ∂ΩD.
Proof. Let us first note that,
G(u) +G∗(u∗ + div(ξ)) ≥ 〈u, u∗ + div(ξ)〉 (2.5)∫
Ω
|Du+ ξ∗| ≥
∫
Ω
[ξ,Du] +
∫
Ω
ξ∗ξ (2.6)
|u− ϕ| ≥ (ξ · ν)(ϕ− u) (2.7)
where the second inequality is obtained by arguing as in Proposition 2.3.6.
By definition, (u∗, ξ∗) ∈ T (u, ξ) if and only if
〈u, u∗〉+ 〈ξ, ξ∗〉 =H(u, ξ∗) +H∗(u∗, ξ)
=
∫
Ω
|Du+ ξ∗|+G(u) +
∫
∂ΩD
|u− ϕ|
+G∗(u∗ + div(ξ))−
∫
∂ΩD
(ξ · ν)ϕ.
This shows that (2.5), (2.6) and (2.7) must be equalities which is exactly
u∗ + div(ξ) ∈ ∂G(u)∫
Ω
|ξ∗ +Du| = 〈ξ∗, ξ〉+
∫
Ω
[ξ,Du]
(ξ · ν) ∈ sign(ϕ− u) in ∂ΩD.
Moreover, ξ · ν = 0 in ∂ΩN because (u, ξ) ∈ D(T ).
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Remark 2.3.10.
• The condition (ξ · ν) ∈ sign(ϕ− u) in ∂ΩD is equivalent to∫
∂ΩD
|u− ϕ|+ (ξ · ν)u = inf
v
∫
∂ΩD
|v − ϕ|+ (ξ · ν)v
because inequality (2.7) holds true for every v and is an equality for u.
• Whenever it has a meaning, it can be shown that the condition∫
Ω
|ξ∗ +Du| = 〈ξ∗, ξ〉+
∫
Ω
[ξ,Du]
is equivalent to
ξ∗ +Du ∈ ∂IB(0,1)(ξ)
so that we will not distinguish between these two notations.
• This analysis shows why the constraint u ∈ [0, 1] is hard to deal with.
In fact, it imposes that div(ξ) is a measure but not necessarily a L2
function. It is not easy to give a meaning to
∫
ΩDu·ξ or to (ξ ·ν) on the
boundary for such functions. However, when dealing with numerical
implementations, it is better to keep the constraint on u.
We can summarize those results in the following theorem which says that
the Primal-Dual Method is well-posed.
Theorem 2.3.11. For all (u0, ξ0) ∈ dom(T ), there exists a unique (u(t), ξ(t))
such that 
∂tu ∈ div(ξ)− ∂G(u)
∂tξ ∈ Du− ∂IB(0,1)(ξ)
(ξ · ν) ∈ sign(ϕ− u) in ∂ΩD ξ · ν = 0 in ∂ΩN
(u(0), ξ(0)) = (u0, ξ0).
(2.8)
Moreover, the energy |d
+u
dt
|22 + |
d+ξ
dt
|22 is non increasing and if (u¯, ξ¯) is a
saddle point of K, |u− u¯|22 + |ξ − ξ¯|22 is also non increasing.
Proof. The operator T is maximal monotone hence Theorem 2.2.5 applies
and gives the result.
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Remark 2.3.12. This theorem also shows that whenever J has a mini-
mizer, K has saddle points. This is because stationary points of the system
(2.8) are minimizers of J (verifying the Euler-Lagrange equation for J , see
Proposition 2.3.7).
For the Rudin-Osher-Fatemi model, one can show that there is convergence
of u to the minimizer of the functional J and obtain a posteriori estimates.
Proposition 2.3.13. Let G =
λ
2
∫
Ω
(u− f)2 and ∂ΩD = ∅. Then if u¯ is the
minimizer of J , every solution of (2.8) converges in L2 to u¯. Furthermore,
|u− u¯|2 ≤ 12
 1
λ
|∂tu|2 +
√
|∂tu|22
λ2
+
8|Ω| 12
λ
|∂tξ|2
 .
Proof. Let (u¯, ξ¯) be such that 0 ∈ T (u¯, ξ¯). Let e(t) = |u(t)− u¯|22 and
g(t) = |ξ(t)− ξ¯|22. We show that
1
2
(e+ g)′ ≤ −λe. (2.9)
Indeed, by definition of the flow,∫
Ω
[ξ,Du]− 〈ξ, ∂tξ〉 ≥
∫
Ω
[ξ¯, Du]− 〈ξ¯, ∂tξ〉 and∫
Ω
[ξ¯, Du¯]− 〈ξ¯, ∂tξ¯〉 ≥
∫
Ω
[ξ,Du¯]− 〈ξ, ∂tξ¯〉.
Summing these two we find,∫
Ω
[ξ − ξ¯, D(u− u¯)] ≥ 〈ξ − ξ¯, ∂tξ − ∂tξ¯〉.
We thus have
1
2
(e+ g)′ = 〈u− u¯, ∂tu− ∂tu¯〉+ 〈ξ − ξ¯, ∂tξ − ∂tξ¯〉
≤ 〈u− u¯,div(ξ − ξ¯)− λ(u− u¯)〉+
∫
Ω
[ξ − ξ¯, D(u− u¯)]
= −λe.
The functions e and g are Lipschitz continuous. Let L be the Lipschitz con-
stant of e and let h = e+ g.
Let us show by contradiction that e tends to zero when t tends to infinity.
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Suppose that there exist α > 0 and T > 0 such that e ≥ α for all t > T ,
then we would have h′ ≤ −λα and h would tend to minus infinity which is
impossible by positivity of h. Hence
∀α > 0 ∀T > 0 ∃t ≥ T such that e(t) ≤ α.
Suppose now the existence of ε > 0 such that for all T ≥ 0 there exists t ≥ T
with e(t) ≥ ε.
By continuity of e, there exists a sequence (tn)n∈N with lim
n→+∞ tn = +∞
such that
e(t2n) =
ε
2
e(t2n+1) = ε.
Moreover, on [t2n−1, t2n], we have e(t) ≥ ε2 . We then find that
|e(t2n)− e(t2n−1)| ≤ L(t2n − t2n−1) so
ε
2L
≤ t2n − t2n−1.
From this we see that,
h(t2n+2) = h(t2n+1) +
∫ t2n+2
t2n+1
h′(t) dt
≤ h(t2n+1)− ελ(t2n+2 − t2n+1)
≤ h(t2n)− λε
2
2L
.
This shows that lim
t→+∞ e(t) = 0.
We now prove the a posteriori error estimate. We have that
u = f +
1
λ
(div ξ − ∂tu)
u¯ = f +
1
λ
div ξ¯,
which leads to
|u− u¯|22 =
1
λ
〈div(ξ − ξ¯)− ∂tu, u− u¯〉
=
1
λ
[〈div(ξ − ξ¯), u− u¯〉 − 〈∂tu, u− u¯〉]
=
1
λ
[−〈ξ − ξ¯, Du−Du¯〉 − 〈∂tu, u− u¯〉]
≤ 1
λ
[∫
Ω
|Du| −
∫
Ω
[ξ,Du] + |∂tu|2|u− u¯|2
]
, ]
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where the last inequality follows from
∫
Ω
[ξ¯, Du] ≤
∫
Ω
|Du| and∫
Ω
ξ¯ ·Du¯ =
∫
Ω
|Du¯| ≥ 0.
Studying the inequality X2 ≤ A+BX, we can deduce that
|u− u¯|2 ≤ 12
 1
λ
|∂tu|2 +
√
|∂tu|22
λ2
+
4
λ
(
∫
Ω
|Du| −
∫
Ω
[ξ,Du])
 .
The estimate follows from the fact that∫
Ω
| − ∂tξ +Du| =
∫
Ω
[ξ,Du]−
∫
Ω
∂tξ · ξ thus∫
Ω
|Du| −
∫
Ω
|∂tξ| ≤
∫
Ω
[ξ,Du]−
∫
Ω
∂tξ · ξ hence∫
Ω
|Du| −
∫
Ω
[ξ,Du] ≤ 2
∫
Ω
|∂tξ| ≤ 2|Ω| 12 |∂tξ|2.
Remark 2.3.14. Since there is a priori no uniqueness of the calibrating
field ξ¯, it is not so clear whether ξ(t) converges to ξ¯.
Following the same lines, we can show a posteriori error estimates for general
finite difference scheme. Indeed if ∇h is any discretization of the gradient
and if divh is defined as −(∇h)∗, the associated algorithm is
ξn = PB(0,1)(ξn−1 + δτn∇hun−1)
un = un−1 + δtn(divh ξn − λ(un−1 − f)),
(2.10)
where PB(0,1)(ξ)i,j =
ξi,j
max(|ξi,j |, 1) is the componentwise projection of ξ on
the unit ball. This algorithm is exactly the one proposed by Chan and Zhu
in [135]. We can associate at this system a discrete energy,
Jh(u) =
∑
i,j
|∇hu|i,j + λ2
∑
i,j
|ui,j − fi,j |2.
The algorithm (2.10) could have been directly derived from this discrete
energy using the method of Chan and Zhu [135] (which is just the discrete
counterpart of our continuous method). Hence, the next proposition gives
a stopping criterion for their algorithm.
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Proposition 2.3.15. Let N ×M be the size of the discretization grid and
u¯ be the minimizer of Jh then
|un − u¯|2 ≤ 12
 1
λ
|∂tun|2 +
√
|∂tun|22
λ2
+
8
√
N ×M
λ
|∂tξn|2
 ,
where ∂tun =
un+1 − un
δtn+1
and ∂tξn =
ξn+1 − ξn
δτn+1
.
Proof. For notational convenience, we present the proof for λ = 1. Let u¯ be
the minimizer of Jh then there exists ξ¯ such that |ξ¯|∞ ≤ 1 and
∑
i,j |∇hu¯|i,j = 〈∇hu¯, ξ¯〉
u¯ = divh ξ¯ + f.
Recalling that un = f + divh ξn+1 − ∂tun we get
|un − u¯|2 = 〈divh(ξn+1 − ξ¯)− ∂tun, un − u¯〉
= −〈ξn+1 − ξ¯,∇hun −∇hu¯〉 − 〈∂tun, un − u¯〉
≤ 〈ξ¯ − ξn+1,∇hun〉+ |∂tun||un − u¯|.
We have that ξn+1 = PB(0,1)(ξn + δτn+1∇hun) hence by definition of the
projection,
∀ξ¯ ∈ B(0, 1) 〈ξn+1 − (ξn + δτn+1∇hun), ξ¯ − ξn+1〉 ≥ 0.
This gives us
〈∇hun, ξ¯ − ξn+1〉 ≤ 〈∂tξn, ξ¯ − ξn〉.
Combining this with 〈∂tξn, ξ¯〉 − 〈∂tξn, ξn〉 ≤ 2
√
N ×M |∂tξn| (which holds
by Cauchy-Schwarz’s inequality, |ξ¯|∞ ≤ 1 and |ξn|∞ ≤ 1), we find that
|un − u¯|2 ≤ 2√N ×M |∂tξn|+ |∂tun||un − u¯|.
The announced inequality easily follows.
Remark 2.3.16. When the paper [86] (from which this chapter is taken),
was finished and in contrast with the continuous framework, no fully satis-
factory statement was known in the discrete framework. Some partial results
were however available (see for example [70] or [51]). Very recently, Jalalzai
proved in his PhD Thesis [96] an analogous of inequality (2.9) for the algo-
rithm of Chan and Zhu which as in the continuous case implies convergence.
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For the general problem, there is no uniqueness for the minimizer (for ex-
ample in the segmentation problem) and hence convergence may not occur
or be hard to prove. Indeed, even when uniqueness holds, we can have non
vanishing oscillations. For example in the simpler one dimensional problem
min
u∈BV ([0,1])
∫ 1
0
|u′|
the unique minimizer is u = 0 but u(t, x) = 12 cos(pix) sin(pit) and
ξ(t, x) = 12 sin(pix) cos(pit) gives a solution to the associated PDE system
which does not converge to a saddle point. In this example, the energy is
constant hence does not converges to zero. We can however show general a
posteriori estimates for the energy.
Proposition 2.3.17. For every saddle point (u¯, ξ¯) and every (u0, ξ0), the
solution (u(t), ξ(t)) of (2.8) satisfies
|J(u)− J(u¯)| ≤
(√
|u0 − u¯|22 + |ξ0 − ξ¯|22
)
|∂tu|2 + 2|Ω| 12 |∂tξ|2.
Proof. Let (u¯, ξ¯) be a saddle point and (u(t), ξ(t)) be a solution of (2.8).
Then
J(u)−J(u¯) =
∫
Ω
|Du|+
∫
∂ΩD
|u−ϕ|−
∫
Ω
|Du¯|−
∫
∂ΩD
|u¯−ϕ|+G(u)−G(u¯).
By definition of the operator T we have∫
Ω
[ξ,Du]−
∫
Ω
∂tξ · ξ =
∫
Ω
|Du− ∂tξ|
≥
∫
Ω
|Du| −
∫
Ω
|∂tξ|.
This shows that ∫
Ω
|Du| ≤
∫
Ω
[ξ,Du] + 2
∫
Ω
|∂tξ|. (2.11)
On the other hand,∫
Ω
[ξ,Du] +
∫
∂ΩD
|u− ϕ| = −
∫
Ω
udiv ξ +
∫
∂ΩD
{(ξ · ν)u+ |u− ϕ|} .
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Applying
∫
∂ΩD
{(ξ · ν)u+ |u− ϕ|} = inf
v
∫
∂ΩD
{(ξ · ν)v + |v − ϕ|} (remem-
ber the Remarks after Proposition 2.3.9) to v = u¯ we have∫
Ω
[ξ,Du] +
∫
∂ΩD
|u− ϕ| −
∫
∂ΩD
|u¯− ϕ| ≤ −
∫
Ω
udiv ξ +
∫
∂ΩD
(ξ · ν)u¯
= −
∫
Ω
udiv ξ +
∫
Ω
u¯div ξ +
∫
Ω
[ξ,Du¯]
=
∫
Ω
(u¯− u) div ξ +
∫
Ω
[ξ,Du¯].
This and (2.11) show that
J(u)−J(u¯) ≤
∫
Ω
(u¯−u) div ξ+
∫
Ω
[ξ,Du¯]+2
∫
Ω
|∂tξ|−
∫
Ω
|Du¯|+G(u)−G(u¯).
If we now use the definition of the subgradient to get
G(u)−G(u¯) ≤ 〈div(ξ)− ∂tu, u− u¯〉
we find with Cauchy-Schwarz’s inequality,
J(u)− J(u¯) ≤ 2|Ω| 12 |∂tξ|2 +
∫
Ω
(u¯− u)∂tu+
∫
Ω
[ξ,Du¯]−
∫
Ω
|Du¯|
≤ 2|Ω| 12 |∂tξ|2 + |u¯− u|2|∂tu|2
which gives the estimate, recalling that
√
|u− u¯|22 + |ξ − ξ¯|22 is non increas-
ing.
Remark 2.3.18. Supported by numerical evidence, we can conjecture that
whenever the constraint on ξ is saturated somewhere, convergence of u oc-
curs. It might however also be necessary to add the constraint u ∈ [0, 1] in
order to have this convergence.
Considering a finite difference scheme, just as for the Rudin-Osher-Fatemi
model, we can define a discrete energy Jh and show the corresponding a
posteriori estimate.
Proposition 2.3.19. If u¯ is a minimizer of Jh and (un, ξn) is defined by
ξn = PB(0,1)(ξn−1 + δτn∇hun−1)
un = un−1 + δtn(divh ξn − pn).
with pn ∈ ∂Gh(un−1) then
|Jh(un)− Jh(u¯)| ≤ 2
√
N ×M |∂tξn|+ |∂tun||un−1 − u¯|.
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The proof being very similar to the proof of Proposition 2.3.15 we omit
it.
Remark 2.3.20. • The boundary conditions are hidden here in the op-
erator ∇h.
• In the discrete framework, the estimate involves |un− u¯| which cannot
easily be bounded by the initial error.
• In this still more general framework than in (2.10) no good convergence
result is known. For some partial results for variants of this algorithm,
we again refer to Chambolle and Pock [51].
2.4 Numerical Experiments
2.4.1 The numerical scheme
We explicit here the scheme proposed by Appleton and Talbot in [17] to
solve the system (2.4). We give it only for the denoising problem since there
is no difficulty to extend it to segmentation. The only subtlety lies in the
choice of the weight function. For a discussion about this, we refer to [17]
or to [85]. We recall that for the ROF model, the system we want to solve
is formally: 
∂tu = div(ξ)− λ(u− f)
∂tξ = Du |ξ|∞ ≤ 1.
We then discretize u and ξ on a regular grid; un, living on the vertices and
(ξnx , ξ
n
y ) on the edges of this grid. The scheme then writes for u
n,
un+1(i, j) = (1−λδt)un(i, j)+δt
[
ξnx (i+
1
2
, j)− ξnx (i−
1
2
, j) + ξny (i, j +
1
2
)
−ξny (i, j −
1
2
) + λf(i, j)
]
.
We let
ξ′n+1x (i+
1
2
, j) = ξnx (i+
1
2
, j) + δt
[
un+1(i+ 1, j)− un+1(i, j)]
ξ′n+1y (i, j +
1
2
) = ξny (i, j +
1
2
) + δt
[
un+1(i, j + 1)− un+1(i, j)] .
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We apply then the constraint on the norm of ξn. Let first
|ξn+1x (i, j)|′ = max(−ξ′n+1x (i−
1
2
, j), 0, ξ′n+1x (i+
1
2
, j))
|ξn+1y (i, j)|′ = max(−ξ′n+1y (i, j −
1
2
), 0, ξ′n+1y (i, j +
1
2
)).
We also let
vn+1(i, j) = max(
√
(|ξn+1x (i, j)|′)2 + (|ξn+1y (i, j)|′)2, 1)
and then
|ξn+1x (i, j)| =
|ξn+1x (i, j)|′
vn+1(i, j)
|ξn+1y (i, j)| =
|ξn+1y (i, j)|′
vn+1(i, j)
.
Finally we compute
ξn+1x (i−
1
2
, j) = max(ξ′n+1x (i−
1
2
, j),−|ξn+1x (i, j)|)
ξn+1x (i+
1
2
, j) = min(ξ′n+1x (i+
1
2
, j), |ξn+1x (i, j)|)
ξn+1y (i, j −
1
2
) = max(ξ′n+1y (i, j −
1
2
),−|ξn+1y (i, j)|)
ξn+1y (i, j +
1
2
) = min(ξ′n+1y (i, j +
1
2
), |ξn+1y (i, j)|).
2.4.2 The experiments
To illustrate the relevance of our a posteriori estimates, we first consider
the simple example of denoising a rectangle (see Figure 2.3). We then com-
pare the a posteriori error bound with the ”true” error. We use the relative
L2 error defined as
|un − u¯|
|u¯| and ran the algorithm of Chan and Zhu with
λ = 0.005 and fixed time steps verifying λδt = 1 and δτ = λ5 . With this
choice of parameters convergence is guaranteed by the work of Esser et al.
[70]. The minimizer u¯ is computed by the algorithm after 50000 iterations.
Figure 2.4 shows that the a posteriori bound is quite sharp.
The second experiment was performed on the yeast segmentation of Fig-
ure 2.2. The solution was computed with the algorithm of Chan and Zhu
using as weight function g the one proposed by Appleton and Talbot [17].
We used the error |Jh(un) − Jh(u¯)|, this time and ran the algorithm with
δt = 0.2 and δτ = 0.2. For this problem there is no proof of convergence of
the algorithm. The minimizer u¯ was computed by the algorithm after 50000
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Figure 2.3: Denoising of a rectangle using the ROF model
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
iterations
 
 
a posteriori error
real error
Figure 2.4: Comparison of the relative L2 error with the predicted a poste-
riori bound.
iterations. We can see in Figure 2.5 that for this problem, the a posteriori
estimate is not so sharp. We must also notice that in general we do not
know u¯.
In the third example, we compare the results obtained by the algorithm
of Appleton and Talbot (see [17]) with those obtained by a classical dis-
cretization of the total variation. In Figure 2.6, we can see the denoising
of a disk with these two methods for λ = 0.003. We used the algorithm
of Chan and Zhu [135] to compute the minimization of the discrete total
variation.
Looking at the top right corner (see Figure 2.7), we can see that the result
is more accurate and less anisotropical for the algorithm of Appleton and
Talbot than for the scheme of Chan and Zhu. These results are to be com-
pared with those obtained by Chambolle et al. for the so-called “upwind”
discrete BV norm in [49].
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Figure 2.5: Comparison for the segmentation problem.
Figure 2.6: Denoising of a disk using the algorithm of Appleton-Talbot (left)
and Chan-Zhu (right)
Finally in Figure 2.8, we show how this scheme can be applied for com-
puting three dimensional minimal surfaces.
2.5 Conclusion and perspectives
In this chapter we have shown the well posedness of the continuous Primal-
Dual method proposed by Appleton and Talbot for solving problems arising
in imaging. We have also proved for the ROF model, that in the continuous
setting there is convergence towards the minimizer. We then derived some
a posteriori estimates. Numerical experiments have illustrated that if these
estimates are quiet sharp for the ROF model, they should be improved for
applications to other problems.
This continuous framework leaves the way open to a wide variety of numer-
ical schemes, ranging from finite differences to finite volumes. Indeed, by
designing algorithms solving the system of PDEs (2.8) one can expect to
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Figure 2.7: Top right corner of the denoised disk, Appleton-Talbot (left)
and Chan-Zhu (right)
Figure 2.8: A minimal surface computed with the algorithm of Appleton
and Talbot
find accurate algorithms for computing solutions of variational problems in-
volving a total variation term. It would be interesting to investigate further
in this direction.
Chapitre 3
Volume-constrained minimizers
for the prescribed curvature
problem in periodic media
Abstract
We establish existence of compact minimizers of the prescribed mean curva-
ture problem with volume constraint in periodic media. As a consequence,
we construct compact approximate solutions to the prescribed mean cur-
vature equation. We also show convergence after rescaling of the volume-
constrained minimizers towards a suitable Wulff Shape, when the volume
tends to infinity.
Re´sume´
Dans ce chapitre, nous prouvons l’existence de solutions compactes au proble`me
de courbure moyenne prescrite avec contrainte de volume dans un milieu
pe´riodique. Gra`ce a` ce re´sultat, nous sommes en mesure de construire des
solutions approche´es de l’e´quation de courbure moyenne prescrite. Nous
e´tudions par ailleurs le comportement asymptotique de ces minimiseurs
lorsque leur volume tend vers l’infini.
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3.1 Introduction
In recent years, a lot of attention has been drawn towards the problem of
constructing surfaces with prescribed mean curvature. More precisely, given
an assigned function g : Rm → R, the problem is finding a hypersurface
having mean curvature κ satisfying
κ = g. (3.1)
To the best of my knowledge, this problem was first posed by S.T. Yau in
[134], under the additional constraint of the hypersurface being diffeomor-
phic to a sphere, and a solution was provided in [130, 94] when the function
g satisfies suitable decay conditions at infinity, namely that it decays faster
than the mean curvature of concentric spheres. Another approach was pre-
sented in [24, 92], by means of conformal parametrizations and a clever use
of the mountain pass lemma. A serious limitation of this method is the
impossibility to extend it to dimension higher than three, due to the lack of
a good equivalent of a conformal parametrization.
Motivated by some homogenization problems in front propagation [117],
in this chapter we look for solutions to (3.1) without any topological con-
straint but with a periodic function g, so that in particular, it does not
decay to zero at infinity. A natural idea is to look for critical points of the
prescribed curvature functional
F (E) = P (E)−
∫
E
g dx,
as it is well-known that such critical points solve (3.1), whenever they are
smooth [83]. Observe that, in general, it is not possible to construct solu-
tions of (3.1) by a direct minimization of the functional F , because such
minimizers may not exist or be empty.
The first result in this setting was obtained by Caffarelli and de la Llave
in [37] (see also [52]) where the authors construct planelike solutions of (3.1)
under the assumption that g is small and has zero average, by minimizing
F among sets with boundary contained in a given strip, and then show that
the constraint does not affect the curvature of the solution.
Here we are interested instead in compact solutions of (3.1). This prob-
lem seems difficult in this generality and only some preliminary results, in
the two-dimensional case, are presently available [98]. However, the follow-
ing perturbative result has been proved in [117]: given a periodic function g
with zero average and small L∞-norm and ε arbitrarily small, there exists
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a compact solution of
κ = gε
where ‖gε− g‖L1 ≤ ε. Since the L1-norm does not seem very well suited for
this problem, a natural question raised in [117] was whether the same result
holds when the L1-norm is replaced by the L∞-norm.
In this chapter we answer this question. More precisely, we prove the
following result (see Theorem 3.4.4): let g be a periodic Ho¨lder continuous
function with zero average on the unit cell Q = [0, 1]m and such that∫
E
g dx ≤ (1− Λ)P (E,Q) ∀E ⊂ Q (3.2)
for some Λ > 0, where P (E,Q) is the relative perimeter of E in Q. Then
for every ε > 0 there exist 0 < ε′ < ε and a compact solution of
κ = g + ε′. (3.3)
We observe that (3.2) is the same assumption made in [52] in order to prove
existence of planelike minimizers. This condition is for instance verified if
||g||Lm(Q) is smaller than the isoperimetric constant of Q, and allows g to
take large negative values.
We construct approximate solutions of (3.3) as volume constrained min-
imizers of F for big volumes. This motivates the study of the isovolumetric
function f : [0,+∞)→ R defined as
f(v) = min
|E|=v
F (E). (3.4)
As a by-product of our analysis, we are able to characterize the asymptotic
shape of minimizers as the volume tends to infinity, showing that they con-
verge after appropriate rescaling to the Wulff Shape (i.e. the solution of
the isoperimetric problem) relative to an anisotropy φg depending on g. We
mention that, in the small volume regime, the contribution of g becomes
irrelevant and the minimizers converge to standard spheres (see [77] and
references therein).
The plan of the chapter is the following: in Section 3.2 we show existence
of compact minimizers of (3.4). In Section 3.3 we prove that the function
f is locally Lipschitz continuous and link its derivative to the curvature of
the minimizers. We also provide an example of a function f which is not
differentiable everywhere. Let us notice that in these first two parts no as-
sumption is made on the average of g or on its size. In Section 3.4 we use
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the isovolumetric function to find solutions of (3.3). Eventually, in Section
3.4.1 we investigate the behavior of the constrained minimizers of (3.4) as
the volume goes to infinity.
This chapter is based on a joint work with Matteo Novaga [88].
Notation and general assumptions. We shall assume that g is a C0,α periodic
function, with periodicity cell Q = [0, 1[m. We shall also suppose that the
dimension of the ambient space is smaller or equal to 7, so that quasi-
minimizers of the perimeter have boundary of class C2,α [83]. We believe
that this restriction is not relevant for the results of this work, but we were
not able to remove it. For a set of finite perimeter we denote by P (E) its
perimeter and by ∂∗E its reduced boundary (see [83] for precise definitions).
Given an open set Ω, we denote by P (E,Ω) the relative perimeter of E in
Ω. We take as a convention that the mean curvature (which we define as
the sum of all principal curvatures) of a convex set is positive. If ν is the
outward normal to a set with smooth boundary, this amounts to say that
the mean curvature κ is equal to div(ν).
3.2 Existence of minimizers
In this section we prove existence of compact volume-constrained minimizers
of F , by showing that for every volume v, the problem is equivalent to the
unconstrained problem
min
E⊂Rm
Fµ(E) = min
E⊂Rm
P (E)−
∫
E
g dx+ µ
∣∣|E| − v∣∣, (3.5)
for µ > 0 large enough. We start by studying (3.5), showing existence of
smooth compact minimizers. We then show that there exists µ0 such that,
for µ ≥ µ0, every compact minimizer of Fµ has volume v. In particular,
this will provide existence of minimizers of (3.4), since f(v) ≤ min
E
Fµ(E)
for every µ ≥ 0.
Denoting by QR the cube [−R/2, R/2]m of sidelength R, we consider the
spatially constrained problem
min
E⊂QR
Fµ(E). (3.6)
Having restrained our problem to a bounded domain, we gain compactness
of minimizing sequences and thus existence of minimizers for (3.6) by the
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direct method [83]. We want to show that these minimizers do not depend
on R for R big enough. In order to do so, we need density estimates as [37].
Proposition 3.2.1. There exist two constants C(m) and γ depending only
on the dimension m such that, if we set r0(µ) =
C(m)
µ+ ‖g‖∞ , then for every
minimizer E of (3.6) and every x ∈ Rm,
• |E ∩Br(x)| ≥ γrm for every r ≤ r0 if |Br(x) ∩ E| > 0 for any r > 0,
• |Br(x)\E| ≥ γrm for every r ≤ r0 if |Br(x)\E| > 0 for any r > 0.
Proof. Let x ∈ ∂∗E then by minimality of E we have
P (E)−
∫
E
g dx+µ
∣∣|E|−v∣∣ ≤ P (E\Br(x))−∫
E\Br(x)
g dx+µ
∣∣|E\Br(x)|−v∣∣,
hence
P (E) ≤
∫
E∩Br
g dx+ P (E\Br) + µ
∣∣|E| − |E\Br|∣∣
=
∫
E∩Br
g dx+ P (E\Br) + µ|E ∩Br|
≤ |E ∩Br|(‖g‖∞ + µ) + P (E\Br).
On the other hand we have
P (E) = Hm−1(∂∗E ∩Br) +Hm−1(∂∗E ∩Bcr)
and
P (E\Br) = Hm−1(E ∩ ∂Br) +Hm−1(∂∗E ∩Bcr).
From these inequalities we get
Hm−1(∂∗E ∩Br) ≤ Hm−1(E ∩ ∂Br) + (‖g‖∞ + µ)|E ∩Br|.
Letting U(r) = |E∩Br| and using the isoperimetric inequality [83], we have
c(m)U(r)
m−1
m ≤ P (E ∩Br)
= Hm−1(∂∗E ∩Br) +Hm−1(∂Br ∩ E)
≤ 2Hm−1(∂Br ∩ E) + (‖g‖∞ + µ)U(r).
Recalling that Hm−1(∂Br ∩ E) = U ′(r) for a.e. r > 0, we find
c(m)U(r)
m−1
m ≤ 2U ′(r) + (‖g‖∞ + µ)U(r). (3.7)
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The idea is that, when U is small, the term U
m−1
m dominates the term which
is linear in U so that we can get rid of it. Letting ωm be the volume of the
unit ball and r ≤ ω−
1
m
m
(
c(m)
2(µ+ ‖g‖∞)
)
, we then have
U(r) ≤ |Br| = ωmrm ≤
(
c(m)
2(µ+ ‖g‖∞)
)m
.
Raising each side of the inequality to the power − 1m and multiplying by U
we get
U(r)
m−1
m ≥ 2(µ+ ‖g‖∞)
c(m)
U
and from this
c(m)
2
U(r)
m−1
m − (µ+ ‖g‖∞)U ≥ 0
thus finally
c(m)U(r)
m−1
m − (µ+ ‖g‖∞)U ≥ c(m)2 U(r)
m−1
m .
Putting this back in (3.7) and letting C(m) = c(m)ω
− 1
m
m /2 we have
c(m)
4
U(r)
m−1
m ≤ U ′(r) ∀r ≤ C(m)
(µ+ ‖g‖∞) .
If we set V (r) = U
1
m (r) we have
V ′(r) =
1
m
U ′(r)U
1−m
m (r) ≥ c(m)
4m
.
Integrating we get
V (r) ≥ c(m)
4m
r hence U(r) ≥
(
c(m)
4m
)m
rm.
The second inequality is obtained by repeating the argument with E ∪
Br(x) instead of E\Br(x).
We now estimate the error made by relaxing the constraint on the vol-
ume.
Lemma 3.2.2. For every set of finite perimeter E and every µ > ‖g‖∞ we
have ∣∣|E| − v∣∣ ≤ Fµ(E) + v‖g‖∞
µ− ‖g‖∞ .
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Proof. If |E| > v we have
Fµ(E) = P (E)−
∫
E
g + µ(|E| − v)
thus
µ(|E| − v) ≤ Fµ(E) + ‖g‖∞|E|
and from this we find
(µ− ‖g‖∞)(|E| − v) ≤ Fµ(E) + v‖g‖∞.
Dividing by µ− ‖g‖∞ we get∣∣|E| − v∣∣ ≤ Fµ(E) + v‖g‖∞
µ− ‖g‖∞ .
If |E| ≤ v we similarly get
(µ+ ‖g‖∞)(|E| − v) ≤ Fµ(E) + v‖g‖∞
hence ∣∣|E| − v∣∣ ≤ Fµ(E) + v‖g‖∞
µ+ ‖g‖∞ ≤
Fµ(E) + v‖g‖∞
µ− ‖g‖∞ .
We now prove that the minimizers do not depend on R, for R big enough.
Here the periodicity of g is crucial.
Proposition 3.2.3. For every µ > ‖g‖∞, there exists R0(µ) such that for
every R ≥ R0, there exists a minimizer ER of (3.6) verifying diam(ER) ≤
R0. Equivalently we have
min
E⊂QR
Fµ(E) = min
E⊂QR0
Fµ(E)
for all R ≥ R0.
Proof. Let ER be a minimizer of (3.6). Let Q be the unit square and
N = ]{z ∈ Zm / |{z +Q} ∩ ER| 6= 0}.
We want to bound N from above by a constant independent of R.
Let r0 =
C(m)
µ+‖g‖∞ as in Proposition 3.2.1. For all x ∈ ER we have
|ER ∩Br(x)| ≥ γrm ∀r ≤ r0.
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Letting r1 = min(r0, 12), for all x ∈ Rm we have
]{z ∈ Zm / {z +Q} ∩Br1(x) 6= ∅} ≤ 2m.
Therefore, we can find at least N/2m points xi in ER such that Br1(xi) ∩
Br1(xj) = ∅ for every i 6= j and such that xi ∈ Q+zi with |{zi+Q}∩ER| 6= 0
for some zi ∈ Z.
We thus have
|ER| ≥
∑
i
|Br1(xi) ∩ ER| ≥
N
2m
γrm1 .
This gives us
N ≤ 2
m|ER|
γrm1
.
Letting Bv be a ball of volume v, by Lemma 3.2.2 and Fµ(ER) ≤ Fµ(Bv),
we have ∣∣|ER| − v∣∣ ≤ Fµ(Bv) + v‖g‖∞
µ− ‖g‖∞
≤ c(m)v
m−1
m + 2v‖g‖∞
µ− ‖g‖∞ .
This shows that
|ER| ≤ v + c(m)v
m−1
m + 2v‖g‖∞
µ− ‖g‖∞
so that N is bounded by a constant independent of R.
We now prove that diam(ER) ≤ C(m)N . Indeed let x ∈ ER and let
P0 = [0, 1] × [−R/2, R/2]m−1 be a slice of QR orthogonal to the direction
e1. For i ∈ Z we also set Pi = P0 + ie1. Our aim is showing that ER is
contained in a box of size N in the direction e1. Up to translation we can
suppose that ER∩Pi = ∅ for all i < 0. We want to show that we can choose
ER ⊂
⋃
0≤i≤N
Pi.
Let I ≤ R be the least integer such that ER ⊂
⋃
0≤i≤I
Pi and suppose I ≥
N . Because of the definition of N , there is at most N slices Pi such that
Pi∩ER 6= ∅. Hence there exists i between 0 andN such that Pi∩ER = ∅. Let
E+i =
⋃
j>i
ER∩Pj and E−i =
⋃
j<i
ER∩Pj then if we set E˜R = E−i ∪{E+i −e1}
we have Fµ(E˜R) = Fµ(ER) and E˜R ⊂
⋃
0≤i≤I−1 Pi giving the claim by
iterating the procedure (see Figure 3.1).
The same argument applies to any orthonormal direction ek, hence ER ⊂
Q2N .
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E−i e1
E+iE
+
i − e1
Pi
Figure 3.1: The construction in the proof of Proposition 3.2.3.
We now prove existence of minimizers for Fµ.
Proposition 3.2.4. For µ > ‖g‖∞, there exists a bounded minimizer of Fµ.
Moreover such minimizer has essential boundary ∂∗E of class C2,α, where α
is the Ho¨lder exponent of the function g. If we further assume that m ≤ 7,
then the singular part of ∂E is empty and thus E is smooth.
Proof. By Proposition 3.2.3 there exists R0 such that ER ⊂ BR0 for every
R > 0. Suppose now that there exists E with Fµ(E) < Fµ(ER0). Then
there exists ε > 0 such that
Fµ(E) + ε ≤ Fµ(ER0).
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Let us show that there exists R > R0 such that
Fµ(E ∩BR) + ε2 ≤ Fµ(ER0).
We start by noticing that |E ∩BR| tends to |E| and that
∫
E∩BR
g dx tends
to
∫
E
g dx when R→ +∞. On the other hand,
P (E ∩BR) = Hm−1(E ∩ ∂BR) +Hm−1(∂∗E ∩BR)
and we have
lim
R→+∞
Hm−1(∂∗E ∩BR) = P (E)
and
lim
R→+∞
∫ R
0
Hm−1(E ∩ ∂Bs)ds = lim
R→+∞
|E ∩BR| = |E|.
The last equality shows that Hm−1(E∩∂BR) is integrable so that, for every
R > 0, there exists R′ > R such that Hm−1(E ∩ ∂BR′) is arbitrarily small.
This implies that we can find a R large enough so that
Fµ(E ∩BR) + ε2 ≤ Fµ(ER0).
The minimality of ER0 yields to a contradiction.
We now focus on the regularity. Let E be a minimizer of Fµ then for
every G,
P (E)−
∫
E
g dx+ µ
∣∣|E| − v∣∣ ≤ P (G)− ∫
G
g dx+ µ
∣∣|G| − v∣∣.
Hence
P (E) ≤ P (G) + ‖g‖∞|E∆G|+ µ
∣∣|E| − |G|∣∣
≤ P (G) + (‖g‖∞ + µ)|E∆G|.
E is thus a quasi-minimizer of the perimeter so that, by classical regularity
theory [83] (see also [113]), we get that ∂∗E is of class C2,α.
Before stating the equivalence between the constrained and unconstrained
problems, we prove a generalization of the Alexandrov-Fenchel inequality
(see Schneider [126]) for smooth non convex sets which will be useful for us
and, we believe, is of independent interest.
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Lemma 3.2.5. Let E ⊂ Rm be a compact set with C2 boundary, then
m− 1
m
P (E)2 ≥ |E|
∫
∂E
κ dHm−1. (3.8)
Proof. Let ϕ(t) =
∣∣(1− t)E + tB∣∣ 1m where B is the unit ball. The function
ϕ is concave by the Brunn-Minkowski inequality [35]. If we set
ψ(t) = |E + tB|.
We have
ϕ(t) = (1− t)ψ
(
t
1− t
) 1
m
.
We can now compute ϕ′′(0). The first derivative of ϕ is given by
ϕ′(t) = −ψ
(
t
1− t
) 1
m
+
1
m(1− t)ψ
′
(
t
1− t
)
ψ
(
t
1− t
) 1−m
m
.
Differentiating again we find
ϕ′′(t) =
1
(1− t)3ψ
′′
(
t
1− t
)
ψ
(
t
1− t
) 1−m
m
+
1−m
m(1− t)3ψ
′2
(
t
1− t
)
ψ
(
t
1− t
) 1−2m
m
,
which gives
ϕ′′(0) =
ψ(0)
1−2m
m
m
(
ψ′′(0)ψ(0)− m− 1
m
ψ′2(0)
)
.
The concavity of ϕ thus implies
ψ′′(0)ψ(0) ≤ m− 1
m
ψ′2(0).
As E is smooth, for t small we have
E + tB = E ∪ {x+ sν(x)with x ∈ ∂E, s ∈ [0, t] }
thus
|E + tB| = |E|+ tP (E) + t
2
2
∫
∂E
κ dHm−1 + o(t2).
This shows that ψ′(0) = P (E) and ψ′′(0) =
∫
∂E
κ dHm−1 giving the desired
result.
We are finally in position to prove existence of minimizers of problem
(3.4).
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Theorem 3.2.6. Let m ≤ 7, then for all v > 0 there exists a compact min-
imizer Ev of (3.4) with ∂Ev of class C2,α. Moreover, Ev is also a minimizer
of Fµ for all
µ ≥ C1(m)‖g‖∞ + C2(m)v− 1m (3.9)
where C1(m) and C2(m) are two positive constants depending only on m.
Proof. Letting Eµ be a bounded and smooth minimizer of Fµ, given by
Proposition 3.2.4, We will show that |Eµ| = v, for µ large enough. Let µ be
larger than ‖g‖∞ and suppose by contradiction |Eµ| 6= v. Then, if |Eµ| > v,
the Euler-Lagrange equation for Fµ writes
κEµ = g − µ
where κEµ is the mean curvature of Eµ. But this is impossible since µ >
‖g‖∞, which would lead to κEµ < 0, contradicting the compactness of Eµ.
Thus for µ > ‖g‖∞, we have |Eµ| < v and
κEµ = g + µ.
Using inequality (3.8) with E = Eµ, and the fact that |Eµ| ≥ v/2 by Lemma
3.2.2, we get
Fµ(Eµ) ≥ m
m− 1(µ− ‖g‖∞)|Eµ| − ‖g‖∞|Eµ|
≥ m
m− 1(µ− ‖g‖∞)
v
2
− ‖g‖∞v.
On the other hand, Fµ(Eµ) ≤ Fµ(Bv), where Bv is a ball of volume v, so
that
C(m)v
m−1
m + ‖g‖∞v ≥ Fµ(Bv) ≥ m
m− 1(µ− ‖g‖∞)
v
2
− ‖g‖∞v
and we finally obtain
µ ≤ C1(m)‖g‖∞ + C2(m)v− 1m .
Remark 3.2.7. The minimizer Ev satisfies the Euler-Lagrange equation
κE = g + λv with |λv| ≤ µ,
where µ verifies (3.9). In particular, λv and thus also ‖κE‖∞ are uniformly
bounded in v, for v ∈ [ε,+∞).
The regularity of ∂Ev also follows from the works of Rigot [121] and Xia
[133] on quasi-minimizers of the perimeter with a volume constraint.
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3.3 Properties of the isovolumetric function
We show here some of the properties of the isovolumetric f defined by (3.4).
Proposition 3.3.1. The function f is sub-additive and locally Lipschitz
continuous. Let v be a point of differentiability of f and Ev be a minimizer
of (3.4) then f ′(v) = λv where λv is the Lagrange multiplier associated to
Ev, that is, κEv = g + λv. As a consequence, λv is unique for almost every
v > 0, in the sense that it does not depend on the specific minimizer Ev.
Proof. Let Ev and Ev′ be compact minimizers associated to v and v′. Up to
a translation we can suppose that F (Ev ∪ Ev′) = F (Ev) + F (Ev′), so that
f(v + v′) ≤ F (Ev ∪ Ev′) = F (Ev) + F (Ev′) = f(v) + f(v′)
and f is sub-additive.
By Theorem 3.2.6, for every α > 0 there exists µα such that, for every
v ≥ α, the constrained problem (3.4) and the relaxed one (3.5) are equivalent
for µ ≥ µα. Let v, v′ ∈ [α,+∞), then
f(v) = F (Ev) ≤ P (Ev′)−
∫
Ev′
g dx+ µα|v − v′| = f(v′) + µα|v − v′|
thus |f(v)− f(v′)| ≤ µα|v − v′| and f is Lipschitz continuous on [α,+∞).
We now compute the derivative of f . For v, ε > 0 we have
f(v + ε)− f(v) ≤ F ((1 + ε/v) 1mEv)− F (Ev).
Let δε = (1 + ε/v)
1
m − 1; then (1 + ε/v) 1mEv = Ev + δεEv. Recalling that
κEv = g + λv we get
P ((1 + δε)Ev) = P (Ev) + δε
∫
∂Ev
κEvx · ν dHm−1 + o(δε)
= P (Ev) + δε
∫
∂Ev
g(x)x · ν dHm−1 + δε
∫
∂Ev
λvx · ν dHm−1 + o(δε)
= P (Ev) + δε
∫
∂Ev
g(x)x · ν dHm−1 + δελvd|Ev|+ o(δε)
and ∫
(1+δε)Ev
g =
∫
Ev
g dx+ δε
∫
∂Ev
g(x)x · ν dHm−1 + o(δε).
From this we obtain
F ((1 + ε/v)
1
mEv)− F (Ev) = δεvdλv + o(δε).
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As δε = ε/(vm) + o(ε), we find
lim sup
ε→0+
f(v + ε)− f(v)
ε
≤ λv
lim inf
ε→0−
f(v + ε)− f(v)
ε
≥ λv.
In particular, if f is differentiable in v we have
f ′(v) = λv.
In fact, the isovolumetric function f is slightly more regular.
Proposition 3.3.2. Let λmaxv and λ
min
v be respectively the bigger and the
smaller Lagrange multipliers associated with v then f has left and right
derivatives in v and
lim
h→0+
f(v + h)− f(v)
h
= λminv ≤ λmaxv = lim
h→0−
f(v + h)− f(v)
h
. (3.10)
The proof is based on the following lemma:
Lemma 3.3.3. Let vn be a sequence converging to v. Then there exist sets
En with |En| = vn and
f(vn) = F (En),
and a set E with |E| = v and
f(v) = F (E),
such that, up to extraction, En tends to E in the L1-topology, ∂En tends to
∂E in the Hausdorff sense, and λn tends to λ, where λn (resp. λ) is the
Lagrange multiplier corresponding to En (resp. to E).
Proof. By Theorem 3.2.6, we can find minimizers En of (3.4), with |En| =
vn. Moreover, by Proposition 3.2.3 we can assume that En ⊂ BR with R
independent of n. Since P (En) is uniformly bounded from above, it then
follows that there exists a (not relabelled) subsequence of En converging in
the L1-topology to a set E ⊂ BR with volume v = lim
n
vn. Moreover, by
the lower-semi-continuity of the perimeter and the continuity of f , the set
E verifies
f(v) = F (E).
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Let us now prove that the convergence also occurs in the sense of Hausdorff.
Let ε > 0 be fixed and let x ∈ E ∩ {y / d(y, ∂E) > ε}. If x is not in En
then by Proposition 3.2.1 we have
|En∆E| ≥ |Bε(x)\En| ≥ γεm.
This is impossible if n is big enough because |En∆E| tends to zero. Similarly,
we can show that for n big enough, all the points of Ec ∩{y / d(y, ∂E) > ε}
are outside En. This shows that ∂En ⊂ {y / d(y, ∂E) ≤ ε}. Inverting the
roˆles of En and E, the same argument proves that ∂E ⊂ {y / d(y, ∂En) ≤ ε}
giving the Hausdorff convergence of ∂En to ∂E. Now if λn is the Lagrange
multiplier associated with En, it is uniformly bounded and we can extract
a converging subsequence which converges to some λ ∈ R.
To conclude the proof we must show that κE = g + λ. As proved for
instance in [128], for every x ∈ ∂E there exists r > 0 such that for n large
enough the set Br(x) ∩ ∂En is the graph of a function ϕn, and the set
Br(x) ∩ ∂E is the graph of a function ϕ, in a suitable coordinate system.
We then have that ϕn tends uniformly to ϕ, as n→ +∞, and
−div
(
∇ϕn√
1 + |∇ϕn|2
)
= g(x, ϕn(x)) + λn (3.11)
for all n big enough. By elliptic regularity [38], we can pass to the limit in
(3.11) and obtain that φ solves
−div
(
∇ϕ√
1 + |∇ϕ|2
)
= κE = g(x, ϕ(x)) + λ.
Proof of Proposition 3.3.2. Let v > 0 and let
λ = lim inf
ε→0+
f ′(v + ε) (3.12)
Notice that, for every ε > 0, there exists a vε ∈]v, v + ε[ such that
f ′(vε) ≤ f(v + ε)− f(v)
ε
. (3.13)
From (3.13) we get
λ ≤ lim inf
ε→0+
f(v + ε)− f(v)
ε
.
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Let εn be a sequence realizing the infimum in (3.12) and let En ⊂ BR be a
set of volume vn = v + εn such that
f(vn) = F (En).
By Lemma 3.3.3 the sets En converge, up to a subsequence in the L1-
topology, to a limit set E, with |E| = v and κE = g + λ, where λ = lim
n
λn.
Reasoning as in Proposition 3.3.1, we see that
lim inf
ε→0+
f(v + ε)− f(v)
ε
≥ λ ≥ lim sup
ε→0+
f(v + ε)− f(v)
ε
hence f admits a right derivative which is equal to λminv . Analogously one
can show that f has a left derivative equal to λmaxv .
Remark 3.3.4. f is differentiable at any local minimum so that, if equation
(3.1) has no solution, either f is increasing on [0,+∞), or there exists
v > 0 such that f is increasing on [0, v], decreasing on [v,+∞), and is not
differentiable at v.
We now give an example of a isovolumetric function f which has a point
of nondifferentiability. It is not clear to which extent this is a generic phe-
nomenon.
Example. Consider a periodic function g which is equal to 0 everywhere in
the unit cell Q, except in the neighborhood of two points a and b. Around
these points, g is taken to be equal to radial parabolas centered at the point,
one parabola high and thin, and the other small and large (see Figure 3.2).
It is shown in [77] that, when the volume v is sufficiently small, the
minimizer Ev is connected. Since the bound on v depends only on ‖g‖∞,
which can be fixed as small as we want, we can suppose that the minimizers
Ev are connected and are located near a or b. By the isoperimetric inequality
[83] we then get that Ev is a disk with volume v centered at a or b, and will
be denoted by Dv(a), Dv(b), respectively.
Therefore, for small volumes the global minimizer is Dv(a) and, once the
equality ∫
Dv(a)
g =
∫
Dv(b)
g
is attained, it switches to the disk Dv(b). When this transition occurs, there
is a jump singularity of the derivative f ′.
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b
a
Figure 3.2: Example of a function f with a point of nondifferentiability.
3.4 Existence of surfaces with prescribed mean curva-
ture
In this section we shall assume that g has zero average and satisfies∫
E
g ≤ (1− Λ)P (E,Q) ∀E ⊂ Q (3.14)
for some Λ > 0. Notice that (3.14) is always satisfied if ‖g‖Lm(Q) is small
enough, and is precisely the assumption needed in [52] (see also [37]) to prove
existence of planelike minimizers of F . Notice also that, if g satisfies (3.14),
then the inequality in (3.14) holds for all sets E ⊂ Rm of finite perimeter.
In particular, this implies the following estimate on the function f :
c v
m−1
m ≤ f(v) ≤ C vm−1m for some 0 < c < C. (3.15)
In the sequel we will need a representation result for the functional F ,
due to Bourgain and Brezis [30].
Theorem 3.4.1. Let g be a function verifying (3.14) then there exists a
periodic and continuous function σ with maxσ(x) < 1 satisfying div σ = g.
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The energy F can thus be written as an anisotropic perimeter:
F (E) =
∫
∂∗E
(1 + σ(x) · ν) .
Theorem 3.4.1 implies that
ΛP (E) ≤ F (E) ≤ 2P (E) (3.16)
for all sets E of finite perimeter.
The next Lemma gives an upper bound on the number of “large” con-
nected components of a volume-constrained minimizer.
Lemma 3.4.2. Let g be a periodic C0,α function with zero average and
satisfying (3.14). Let Ev be a compact minimizer of (3.4), and let Ei be the
connected components of Ev. We can order the sets Ei in such a way that
|Ei| is decreasing in i. Given δ > 0 let
Nδ =
[
1 +
(
C
c
)m 1
δm
]
.
Then ∞∑
i=Nδ
|Ei| ≤ δv. (3.17)
Proof. Let xi =
|Ei|
v
∈ [0, 1]. Recalling (3.15), we have
cv
m−1
m
∞∑
i=1
x
m−1
m
i ≤
∞∑
i=1
f(|Ei|) = f(v) ≤ Cv
m−1
m ,
hence ∞∑
i=1
x
m−1
m
i ≤
C
c
and
∞∑
i=1
xi = 1.
Let now M be the smallest integer such that
∞∑
i=M+1
xi < δ,
we want to prove that M < Nδ. Indeed, we have
δ ≤
∞∑
n=M
xi =
∞∑
n=M
x
1
m
i x
m−1
m
i ≤ x
1
m
M
∞∑
n=M
x
m−1
m
i ≤
C
c
x
1
m
M .
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We then obtain
xM ≥
( c
C
)m
δm.
Hence, as
1 ≥
M∑
i=1
xi ≥
M∑
i=1
xM =MxM ,
by the decreasing property of xi, we get
1 ≥MxM ≥M
( c
C
)m
δm,
which gives
M ≤
(
C
c
)m 1
δm
< Nδ.
3.4.1 Compact solutions with big volume.
From (3.15), Proposition 3.3.2 and Remark 3.3.4, we immediately obtain
the following result.
Proposition 3.4.3. Let g be a periodic C0,α function of zero average satisfy-
ing (3.14). Assume that f ′(v) ≤ 0 for some v > 0. Then there exists w > 0
such that f ′(w) = 0, therefore problem (3.1) admits a compact solution.
Theorem 3.4.4. Let g be a periodic C0,α function with zero average and
satisfying (3.14). There exist vn → +∞ and compact minimizers En of
(3.4) such that |En| = vn and En solves
κ = g + λn
with λn ≥ 0 and λn → 0 as n→ +∞.
Proof. Two situations can occur:
Case 1. There exists a sequence v˜n → +∞ such that f ′(v˜n) ≤ 0. Recalling
(3.15) we have f(v) ≥ cvm−1m , which implies that we can find vn ≥ v˜n such
that f has a local minimum in vn, hence λv = f ′(vn) = 0.
Case 2. There exists v0 > 0 such that f ′(v) > 0 for every v ≥ v0. By (3.15)
we have f(v) ≤ Cvm−1m , and
f(v) = f(v0) +
∫ v
v0
f ′(s) ds.
It follows that there exists a sequence vn → +∞ such that
lim
n→+∞ f
′(vn) = 0.
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Corollary 3.4.5. Let g be a periodic C0,α function with zero average and
satisfying (3.14). Then for every ε > 0 there exists ε′ ∈ [0, ε] such that there
exists a compact solution of
κ = g + ε′.
Notice that for a general function g we cannot let ε′ = 0 in Corollary
3.4.5. Indeed, as shown in [22], there are no compact solutions to (3.1) for
periodic functions g, of zero average, which are translation invariant in some
direction and of sufficiently small lipschitz norm.
We expect that condition (3.14) is not necessary for the thesis of Corol-
lary 3.4.5 to hold, as suggested by the following result:
Theorem 3.4.6. Let g be a periodic C0,α function with zero average and
such that g|∂Q = 0. Then for every ε > 0 there exists a compact solution of
κ = g + ε.
Proof. Fix ε > 0. For N ∈ N we let EN be a minimizer of the problem
min
E⊂QN
P (E)−
∫
E
(g(x) + ε) dx.
Since g|∂Q = 0, by strong maximum principle, EN is contained in the
interior of QN and either EN = ∅ or ∂EN is a C2,α solution of κ = g + ε.
However, from the inequality
P (EN )−
∫
EN
(g(x) + ε) dx ≤ P (QN )− εNm+ = Nm−1 (2m − εN) < 0
which holds for all N > 2m/ε, it follows EN 6= ∅.
3.4.2 Asymptotic behavior of minimizers.
For ε > 0 and E ⊂ Rm of finite perimeter, we let
Fε(E) = ε(m−1)F
(
ε−1E
)
= P (E)− 1
ε
∫
E
g
(x
ε
)
dx.
Notice that, given a minimizerEv of (3.4), the set εEv is a volume-constrained
minimizer of Fε. We recall from [52, Theorem 2] the following result.
Theorem 3.4.7. Let g be a periodic C0,α function with zero average and
satisfying (3.14). Then there exists a convex positively one-homogeneous
function φg : Rm → [0,+∞), with φg(x) > 0 for all x 6= 0, such that the
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functionals Fε Γ-converge, with respect to the L1-convergence of the charac-
teristic functions, to the anisotropic functional
F0(E) =
∫
∂∗E
φg(ν) dHm−1 E ⊂ Rm of finite perimeter.
We remark that, with a minor modification of the proof, the result of
Theorem 3.4.7 also holds if we restrict the functionals Fε and F0 to set
of prescribed volume. In particular, by a general property of Γ-converging
sequences [58], we have the following consequence of Theorem 3.4.7.
Corollary 3.4.8. Let E˜ε be minimizers of Fε with volume constraint |E˜ε| =
v, then
lim sup
ε→0
Fε(E˜ε) ≤ min
| eE|=v F0(E˜). (3.18)
Moreover, if |E˜ε∆E˜| → 0 for some E˜ ⊂ Rm, as ε→ 0, then |E˜| = v and E˜
is a volume-constrained minimizer of F0. More generally, if E˜ε → E˜ in the
L1loc topology, then E˜ is a minimizer of F0 with volume constraint |E˜| ≤ v.
Given the function φg as above, we let
Wg =
{
x ∈ Rm : max
φg(y)≤1
x · y ≤ 1
}
be the Wulff Shape corresponding to φg. It is well-known that Wg is the
unique minimizer of F0 with volume constraint, up to homothety and trans-
lation [132, 129]. It is not very difficult to see [48] that
φg(p) = sup
{(∫
Q
ξ
)
· p / ξ ∈ L2(Q), div ξ = g and |ξ|∞ ≤ 1
}
from which it follows by standard calculus on polar functions that
Wg =
{∫
Q
ξ / ξ ∈ L2(Q), div ξ = g and |ξ|∞ ≤ 1
}
.
By Theorem 3.4.7 we can characterize the asymptotic shape of the con-
strained minimizers as the volume tend to infinity.
Theorem 3.4.9. Let m ≤ 7. For v > 0 we let Ev be volume-constrained
minimizers of (3.4), whose existence is guaranteed by Theorem 3.2.6. Then,
there exist points zv ∈ Rm such that letting
E˜v =
( |Wg|
v
) 1
m
Ev + zv
it holds
lim
v→+∞
∣∣∣E˜v∆Wg∣∣∣ = 0. (3.19)
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Proof. Notice first that E˜v is a minimizer of F
(
|Wg |
v
)
1
m
, with volume con-
straint |E˜v| = |Wg|. Moreover, by (3.15) the perimeter of E˜v is uniformly
bounded in v.
Case 1. Let us consider the case m = 2. Assume first that E˜v is connected.
Then we have
diam(E˜v) ≤ P (E˜v)/pi,
hence the sets E˜v are all contained, up to a translation, in a fixed ball cen-
tered in the origin. By the compactness theorem for sets of finite perimeter
[83], there exist a bounded set E˜∞ of finite perimeter and a sequence vk →∞
such that |E˜∞| = |Wg| and
lim
k→+∞
∣∣∣E˜vk∆E˜∞∣∣∣ = 0.
Since by Theorem 3.4.7 the set E˜∞ is also a volume-constrained minimizer
of F0, by uniqueness of the minimizer it follows that E˜∞ is equal to Wg up
to a translation.
We now consider the general case when the sets E˜v are not necessarily
connected. In particular we can write E˜v = ∪i≥1E˜iv, with |E˜iv| a decreasing
sequence and
∑
i≥1 |E˜iv| = 1. Reasoning as before, there exists a sequence
vk → +∞ such that for all i ∈ N the sets E˜ivk converge to ρiWg, up to a
translation, where ρi ∈ [0, 1] is a decreasing sequence. Moreover, by Lemma
3.4.2, for all δ > 0 there exists Nδ ∈ N such that
∑∞
i=Nδ
|E˜iv| ≤ δ|Wg| for all
δ > 0, which implies in the limit
∞∑
i=1
ρ2i = 1. (3.20)
We claim that ρ1 = 1 and ρi = 0 for all i > 1. Indeed, from (3.18) we have
F0(Wg) ≥ lim sup
k→+∞
F“ |Wg |
vk
” 1
2
(E˜vk) ≥
+∞∑
i=1
F0(ρiWg) = F0(Wg)
+∞∑
i=1
ρi .
Recalling (3.20), this implies
+∞∑
i=1
ρi =
+∞∑
i=1
ρ2i = 1
which proves the claim.
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Case 2. We now turn to the general case. Let vk → +∞ and let εk =
(|Wg|/vk)
1
d . For all k, let {Qi,k}i∈N be a partition of Rm into disjoint cubes
of equal volume larger than 2|Wg|, such that the sets E˜vk ∩ Qi,k are of
decreasing measure, and let xi,k = |E˜vk ∩ Qi,k|/|Wg|. By the isoperimetric
inequality [83], there exist 0 < c < C such that
c
∑
i
x
m−1
m
i,k = c
∑
i
min
(
|E˜vk ∩Qi,k|
|Wg| ,
|Qi,k\E˜vk |
|Wg|
)m−1
m
≤
∑
i
P (E˜vk , Qi,k)
≤
∑
i
1
Λ
∫
∂ eEvk∩Qi,k
(
1 + σ
(
x
εk
)
· ν
)
dHm−1
≤ 1
Λ
Fεk(E˜vk) ≤ C
hence
+∞∑
i=1
xi,k = 1 and
+∞∑
i=1
x
m−1
m
i,k ≤
C
c
.
Reasoning as in Lemma 3.4.2 we obtain that for all δ > 0 there exists Nδ ∈ N
such that ∞∑
i=Nδ
xi,k ≤ δ. (3.21)
Up to extracting a subsequence, we can suppose that xi,k → αmi ∈ [0, 1] as
k → +∞ for every i ∈ N, so that by (3.21) we have∑
i
αmi = 1. (3.22)
Let zi,k ∈ Qi,k. Up to extracting a further subsequence, we can suppose that
d(zi,k, zj,k)→ cij ∈ [0,+∞], and(
E˜vk − zi,k
)
→ Ei in the L1loc-convergence
for every i ∈ N (see Figure 3.3). By Corollary 3.4.8 we thus have
Ei = ρiWg ρi ∈ [0, 1].
We say that i ∼ j if cij < +∞ and we denote by [i] the equivalence class
of i. Notice that Ei equals Ej up to a traslation, if i ∼ j. We want to prove
that ∑
[i]
ρmi ≥ 1, (3.23)
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where the sum is taken over all equivalence classes. For all R > 0 let
QR = [−R/2, R/2]m be the cube of sidelength R. Then for every i ∈ N,
|Ei| ≥ |Ei ∩QR| = lim
k→+∞
∣∣∣(E˜vk − zi,k) ∩QR∣∣∣ .
If j is such that j ∼ i and cij ≤ R2 , possibly increasing R we have Qj,k−zi,k ⊂
QR for all k ∈ N, so that
lim
k→+∞
∣∣∣(E˜vk − zi,k) ∩QR∣∣∣ ≥ lim
k→+∞
∑
cij≤R2
|E˜vk ∩Qj,k| =
∑
cij≤R2
αmj |Wg|.
Letting R→ +∞ we then have
|Ei| ≥
∑
i∼j
αmj |Wg|
hence, recalling (3.22), ∑
[i]
|Ei| ≥ |Wg|,
thus proving (3.23).
Let us now show that ∑
[i]
ρm−1i = 1. (3.24)
Up to passing to a subsequence, from now on we shall assume that cij = +∞
for all i 6= j. Let I ∈ N be fixed. Then for every R > 0 there exists K ∈ N
such that for every k ≥ K and i, j less than I, we have
d(zi,k, zj,k) > R.
For k ≥ K we thus have
Fεk(E˜vk) ≥
I∑
i=1
∫
∂ eEvk∩(BR+zi,k)
(
1 + σ
(
x
εk
)
· ν
)
dHm−1
=
I∑
i=1
∫
∂( eEvk−zi,k)∩BR
(
1 + σ
(
x
εk
)
· ν
)
dHm−1
=
I∑
i=1
Fεk(E˜vk − zi,k, BR)
where
Fε(E,BR) =
∫
∂E∩BR
(
1 + σ
(
x
εk
)
· ν
)
dHm−1.
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E˜vk − zi,k
E˜vk − zj,k
Figure 3.3: The construction in the proof of Theorem 3.4.9.
From this, (3.18) and the Γ-convergence of Fε(·, BR) to F0(·, BR), we get
F0(Wg) ≥ lim sup
εk→0
Fεk(E˜vk) ≥
I∑
i=1
lim inf
εk→0
Fεk(E˜vk−zi,k, BR) ≥
I∑
i=1
F0(Ei, BR).
For R > diam(Wg) we have F0(Ei, BR) = F0(Ei) because Ei = ρiWg and
therefore
F0(Wg) ≥
I∑
i=1
F0(Ei) =
I∑
i=1
ρm−1i F0(Wg).
Letting I → +∞ we get (3.24).
Recalling (3.23), from (3.24) we then obtain∑
i
ρm−1i =
∑
i
ρmi = 1.
As before, this implies ρ1 = 1 and ρi = 0 for all i > 1, thus giving
lim
k→+∞
∣∣∣(E˜vk − z1,k)∆Wg∣∣∣ = 0.
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By the uniqueness of the limit this shows that the whole sequence E˜v tends
to Wg as v → +∞, up to suitable translations.
Remark 3.4.10. Let us point out that, if uniform density estimates for E˜v
were available, we would get Hausdorff convergence instead of L1 conver-
gence in (3.19), showing in particular that the sets E˜v are connected for v
large enough (see [114]). We believe that such estimates are true even if we
were not able to prove them.
Remark 3.4.11. The asymptotic behavior of minimizers of (3.4), in the
small volume regime, have been considered in [77], where the authors prove
a result similar to Theorem 3.4.9, with the Wulff Shape Wg replaced by the
Euclidean ball, showing in particular that the volume term becomes irrelevant
for small volumes.
Remark 3.4.12. Notice that the results of this chapter can be extended with
minor modifications of the proofs to anisotropic perimeters of the form
Pφ(E) =
∫
∂∗E
φ(ν)dHm−1
where φ : Rm → [0,+∞) is a smooth and uniformly convex norm on Rm,
with m ≤ 3 [4].
3.5 Conclusion and perspectives
In this chapter we used a variational approach to prove existence of closed
hypersurfaces of prescribed mean curvature in periodic media up to an arbi-
trary small L∞ term. We also characterized the limit of these sets when their
volume goes to infinity as Wulff shapes for anisotropic perimeters. However,
this work leaves some questions open.
First, we can wonder if it is possible to prove existence of the volume
constrained minimizers Ev independently of the dimension of the ambiant
space. It is very unlikely that this existence should depend on the regularity
of the sets Ev. Our approach seems also to fail covering the case of g with
positive mean which intuitively looks easier. An other interesting question,
raised in Remark 3.4.10, is the study of the Hausdorff convergence of the
rescaled sets E˜v towards the Wulff shape. A question raised to us by But-
tazzo is whether the limiting anisotropy φg can ever be in fact isotropic.
This question has strong links with problems of homogenization of Rieman-
nian metrics and weak KAM theory. Finally, we can wonder if an analogous
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approach can lead to the construction of approximated bump solutions of
the forced Allen-Cahn equation
−∆u+W ′(u) = g.

Chapitre 4
Approximation and relaxation
of perimeter in the Wiener
space
Abstract
In this chapter, we characterize the relaxation of the perimeter in an infi-
nite dimensional Wiener space, with respect to the weak L2-topology. We
also show that the rescaled Allen-Cahn functionals approximate this relaxed
functional in the sense of Γ-convergence.
Re´sume´
Dans ce chapitre nous calculons la relaxe´e du pe´rime`tre dans un espace de
Wiener de dimension infinie. Celle-ci se trouve eˆtre une fonctionnelle bien
connue de certains probabilistes. Nous de´montrons e´galement un re´sultat de
Γ-convergence pour la fonctionnelle d’Allen-Cahn correspondante.
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4.1 Introduction
Extending the variational methods and the geometric measure theory from
the Euclidean to the Wiener space has recently attracted a lot of attention.
In particular, the theory of functions of bounded variation in infinite dimen-
sional spaces started with the works by Fukushima and Hino [79, 80]. Since
then, the fine properties of BV functions and sets of finite perimeter have
been investigated in [12, 13, 9, 8]. We point out that this theory is closely
related to older works by M. Ledoux and P. Malliavin [100, 106].
In the Euclidean setting it is well-known that the perimeter can be approx-
imated by means of more regular functionals of the form∫ (
ε
2
|∇u|2 + W (u)
ε
)
dx
when ε tends to zero, in the sense of Γ-convergence with respect to the
strong L1-topology [110, 109]. An important ingredient in this proof is the
compact embedding of BV in L1.
A natural question is whether a similar approximation property holds in
the infinite dimensional case. The main goal of this chapter is answering to
this question by computing the Γ-limit, as ε → 0, of the Allen-Cahn-type
functionals (see Section 4.2 for precise definitions)
Fε(u) =
∫
X
(
ε
2
|∇Hu|2H +
W (u)
ε
)
dγ.
In the Wiener space there are two possible definitions of gradient, and con-
sequently two different notions of Sobolev spaces, functions of bounded vari-
ation and perimeters [12, 8]. In one definition the compact embedding of
BVγ(X) in L1γ(X) still holds [12, Th. 5.3] and the Γ-limit of Fε is, as ex-
pected, the perimeter up to a multiplicative constant. We do not reproduce
here the proof of this fact, since it is very similar to the Euclidean one.
A more interesting situation arises when we consider the other definition
of gradient, which gives rise to a more invariant notion of perimeter and
is therefore commonly used in the literature [79, 80, 12]. In this case, the
compact embedding of BVγ(X) in L1γ(X) does not hold anymore. In partic-
ular sequences with uniformly bounded Fε-energy are not generally compact
in the (strong) L1γ-topology, even though they are bounded in L
2
γ(X), and
hence compact with respect to the weak L2γ(X)-topology. This suggests that
the right topology for considering the Γ-convergence should rather be the
weak L2γ(X)-topology.
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A major difference with the finite dimensional case is the fact that the
perimeter function defined by
F (u) =
 Pγ(E) if u = χE+∞ otherwise
is no longer lower semicontinuous in this topology, and therefore cannot be
the Γ-limit of the functionals Fε. The problem is that the sets of finite
perimeter are not closed under weak convergence of the characteristic func-
tions. However, it is possible to compute the relaxation F of F (Theorem
4.4.4), which reads:
F (u) =

∫
X
√
U2(u) + |Dγu|2 dγ if 0 ≤ u ≤ 1
+∞ otherwise.
Such functional is quite familiar to people studying log–Sobolev and isoperi-
metric inequalities in Wiener spaces [21, 26, 39].
Our main result is to show that the Γ-limit of Fε, with respect to the weak
L2γ(X)-topology, is a multiple of F (Theorem 4.5.3). The proof relies on the
interplay between symmetrization, semicontinuity and isoperimetry.
The plan of the chapter is the following. In Section 4.2 we recall some basic
facts about Wiener spaces and functions of bounded variation. In Section
4.3 we give the main properties of the Ehrhard symmetrizations. We also
prove a Po´lya-Szego¨ inequality and a Bernstein-type result in the Wiener
space (Propositions 4.3.12 and 4.3.5), which we believe to be interesting in
themselves. In Section 4.4, we use the Ehrhard symmetrization to compute
the relaxation of the perimeter (Theorem 4.4.4). Finally, in Section 4.5 we
compute the Γ-limit of the functionals Fε (Theorem 4.5.3) and discuss some
consequences of this result.
The results of this chapter are contained in a joint work with M. Novaga
[89].
4.2 Wiener space and functions of bounded variation
A clear and comprehensive reference on the Wiener space is the book by
Bogachev [27] (see also [106]). We follow here closely the notation of [12].
Let X be a separable Banach space and let X∗ be its dual. We say that X
92
CHAPITRE 4. APPROXIMATION AND RELAXATION OF PERIMETER IN
THE WIENER SPACE
is a Wiener space if it is endowed with a non-degenerate centered Gaussian
probability measure γ. That amounts to say that γ is a probability measure
for which x∗]γ is a centered Gaussian measure on R for every x∗ ∈ X∗. The
non-degeneracy hypothesis means that γ is not concentrated on any proper
subspace of X.
As a consequence of Fernique’s Theorem [27, Th. 2.8.5], for every x∗ ∈ X∗,
the function R∗x∗(x) = 〈x∗, x〉 is in L2γ(X) = L2(X, γ). Let H be the
closure of R∗X∗ in L2γ(X); the space H is usually called the reproducing
kernel Hilbert space of γ. Let R, the operator from H to X, be the adjoint
of R∗ that is, for hˆ ∈ H,
Rhˆ =
∫
X
xhˆ(x) dγ
where the integral is to be intended in the Bochner sense. It can be shown
that R is a compact and injective operator. We will let Q = RR∗so that for
every x∗, y∗ ∈ X∗,
〈Qx∗, y∗〉 =
∫
X
〈x∗, x〉〈y∗, x〉 dγ.
We denote by H the space RH ⊂ X. This space is called the Cameron-
Martin space. It is a separable Hilbert space with the scalar product given
by
[h1, h2]H = 〈hˆ1, hˆ2〉L2γ(X)
if hi = Rhˆi. We will denote by | · |H the norm in H. The space H is a dense
subspace of X, with compact embedding, and γ(H) = 0 if X is of infinite
dimension.
For x∗1, .., x∗m ∈ X∗ we denote by Πx∗1,..,x∗m the projection from X to Rm given
by
Πx∗1,..,x∗m(x) = (〈x∗1, x〉, .., 〈x∗m, x〉).
We will also denote it by Πm when specifying the points x∗i is unnecessary.
Two elements x∗1 and x∗2 ofX∗ will be called orthonormal if the corresponding
hi = Qx∗i are orthonormal in H. We will fix in the following an orthonormal
basis of H given by hi = Qx∗i .
We also denote byHm = span(h1, .., hm) ' Rm andX⊥m = Ker(Πm) = H⊥m
X
,
so thatX ∼= Rm⊕X⊥m. The map Πm induces the decomposition γ = γm⊗γ⊥m,
with γm, γ⊥m Gaussian measures on Rm, X⊥m respectively.
Proposition 4.2.1 ([27]). Let hˆ1, .., hˆm be in H then the image measure of
γ under the map
Πhˆ1,..,hˆm(x) = (hˆ1(x), .., hˆm(x))
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is a Gaussian in Rm. If the hˆi are orthonormal, then such measure is the
standard Gaussian measure on Rm.
Given u ∈ L2γ(X), we will consider the canonical cylindrical approximation
Em given by
Emu(x) =
∫
X⊥m
u(Πm(x), y) dγ⊥m(y).
Notice that Emu is a cylindrical functions depending only on the first m
variables, and Emu converges to u in L2γ(X).
We will denote by FC1b (X) the space of cylindrical C1 bounded functions
that is the functions of the form v(Πm(x)) with v a C1 bounded function
from Rm to R. We denote by FC1b (X,H) the space generated by all functions
of the form Φh, with Φ ∈ FC1b (X) and h ∈ H.
We now give the definitions of gradients, Sobolev spaces functions of bounded
variation. Given u : X → R and h = Rhˆ ∈ H, we define
∂u
∂h
(x) = lim
t→0
u(x+ th)− u(x)
t
whenever the limit exists, and
∂∗hu =
∂u
∂h
− hˆu.
We define ∇Hu : X → H, the gradient of u by
∇Hu =
+∞∑
i=1
∂u
∂hi
hi
and the divergence of Φ : X → H by
divγ Φ =
+∞∑
i=1
∂∗hi [Φ, hi]H .
The operator divγ is the adjoint of the gradient so that for every u ∈ FC1b (X)
and every Φ ∈ FC1b (X,H), the following integration by parts holds:∫
X
udivγ Φ dγ = −
∫
X
[∇Hu,Φ]Hdγ. (4.1)
The ∇H operator is thus closable in L2γ(X) and we will denote by H1γ(X)
its closure in L2γ(X). From this, formula (4.1) still holds for u ∈ H1γ(X) and
Φ ∈ FC1b (X,H). Analogously, we define the Sobolev spaves W 1,pγ (X) for
p ≥ 1 (these spaces are denoted by D¯1,p(X, γ) in [12]).
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Following [79, 12], given u ∈ L1γ(X) we say that u ∈ BVγ(X) if∫
X
|Dγu|H = sup
{∫
X
udivγ Φ dγ; Φ ∈ FC1b (X,H), |Φ|H ≤ 1 ∀x ∈ X
}
< +∞.
We will also denote by |Dγu|(X) the total variation of u. If u = χE is the
characteristic function of a set E we will denote Pγ(E) its total variation
and say that E is of finite perimeter if Pγ(E) is finite. As shown in [12] we
have the following properties of BVγ(X) functions.
Theorem 4.2.2. Let u ∈ BVγ(X) then the following properties hold:
• Dγu is a countably additive measure on X with finite total varia-
tion and values in H (we will note the space of these measures by
M(X,H)), such that for every Φ ∈ FC1b (X) we have:∫
X
u ∂∗hjΦ dγ = −
∫
X
Φdµj ∀j ∈ N
where µj = [hj , Dγu]H .
• |Dγu|(X) = inf lim{
∫
X |∇Hui|Hdγ : uj ∈ H1γ(X), uj → u in L1γ(X)}.
We next introduce the the Ornstein-Uhlenbeck semigroup. Let u ∈ L1γ(X)
then
Ttu(x) :=
∫
X
u
(
e−tx+
√
1− e−2ty
)
dγ(y).
Proposition 4.2.3. The Ornstein-Uhlenbeck semigroup satisfies:
• if u ∈ L1γ(X) then Ttu ∈W 1,1γ (X),
• if u ∈ Lpγ(X) then Ttu converges in Lpγ(X) to u when t goes to zero,
• for every Φ ∈ FC1b (X,H), and u ∈ L2γ(X),∫
X
Ttudivγ Φ dγ = e−t
∫
X
udivγ TtΦ dγ, (4.2)
• if Φ ∈ FC1b (X,H) then TtΦ ∈ FC1b (X,H)
• for every convex function F : H → R, and every Φ,∫
X
F (TtΦ)dγ ≤
∫
X
F (Φ) dγ.
Remark 4.2.4. Notice that (4.2) holds more generally for u in the Orlicz
space L log
1
2 L but not for a general u in L1γ(X) (see [12]).
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Proposition 4.2.5. Let u = v(Πm) be a cylindrical function then u ∈
BVγ(X) if and only if v ∈ BVγm(Rm). We then have∫
X
|Dγu|H =
∫
Rm
|Dγmv|.
Proposition 4.2.6 (Coarea formula [10]). If u ∈ BVγ(X) then for every
borel set B ⊂ X,
|Dγu|(B) =
∫
R
Pγ({u > t}, B) dt. (4.3)
In Proposition 4.3.12, we will need the following extension of Proposition
4.2.6.
Lemma 4.2.7. For every function u ∈ BVγ(X) and every non-negative
Borel function g,∫
X
g(x) d|Dγu|(x) =
∫
R
(∫
X
g(x) d|DγχEt |(x)
)
dt (4.4)
where Et := {u > t}.
Proof. The proof of this lemma mimic the standard proof in the Euclidean
case [55, Th.2.2]. By [72, Ch.1,Th.7] we can write g as
g =
+∞∑
i=1
1
i
χAi
where the Ai ⊂ X are Borel sets. Using the coarea formula (4.3), we then
get ∫
X
g(x)d|Dγu|(x) =
+∞∑
i=1
1
i
|Dγu|(Ai)
=
+∞∑
i=1
1
i
∫
R
|DγχEt |(Ai) dt
=
∫
R
(∫
X
+∞∑
i=1
1
i
χAid|DγχEt |(x)
)
dt
=
∫
R
∫
X
g(x) d|DγχEt |(x) dt.
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In [12] it is also shown that sets with finite Gaussian perimeter can be
approximated by smooth cylindrical sets.
Proposition 4.2.8. Let E ⊂ X be a set of finite Gaussian perimeter then
there exists smooth sets Em ⊂ Rm such that Π−1m (Em) converges in L1γ(X)
to E and Pγ(Π−1m (Em)) = Pγm(Em) converges to Pγ(E) when m tends to
infinity.
Note that, for half-spaces, the perimeter can be exactly computed [12, Cor.
3.11].
Proposition 4.2.9. Let h = Rhˆ ∈ H and c ∈ R then the half-space
E = {x ∈ X : hˆ(x) ≤ c}
has perimeter
Pγ(E) =
1√
2pi
e
− c2
2|h|2
H .
The following result can be found in [27, Corollary 4.4.2].
Proposition 4.2.10. Let u be a convex function from X to R ∪ {+∞}, let
F (t) = γ ({u ≤ t}) and t0 = inf{t : F (t) > 0}, then F is continuous on
R\{t0}. As a consequence γ ({u = t}) = 0 for every t 6= t0.
In the finite dimensional setting, we will keep the same notations as in
the infinite dimensional one. Notice that in Rm, the following equality holds:
divγ Φ = divΦ− 〈x,Φ〉.
We see that functions in BVγm(Rm) are in BVloc(Rm) and that Dγmu = γDu
so that most of the properties of classical BV functions extend to BVγm(Rm)
(see [10]).
4.3 The Ehrhard symmetrization
The Ehrhard symmetrization has been introduced by Ehrhard in [67] for
studying the isoperimetric inequality in a Gaussian setting. We recall the
definition and the main properties of such symmetrization.
Definition 4.3.1. We define the functions Φ and α by
Φ(x) =
1√
2pi
∫ x
−∞
e−
t2
2 dt and α(x) = Φ−1(x).
we then let U(x) = Φ′ ◦ α(x) = 1√
2pi
e−
α2(x)
2 .
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Notice that Φ(t) is the volume of the half-space {hˆ(x) < t} and that U(x)
is the perimeter of a half-space of volume x.
Lemma 4.3.2. Let hˆ1, hˆ2 ∈ H, with |h1|H = |h2|H = 1, and suppose that
there exist C1, C2 ∈ R such that
{hˆ1 < C1} ⊂ {hˆ2 < C2}.
Then hˆ1 = hˆ2.
Proof. Assume by contradiction hˆ1 6= hˆ2, and let η > 0 be such that |hˆ1 −
hˆ2|L2γ(X) ≥ η. We shall bound from below by a positive constant the quantity
γ
({
hˆ1(x) < C1
}
∩
{
hˆ2(x) ≥ C2
})
thus contradicting the inclusion{
hˆ1 < C1
}
⊂
{
hˆ2 < C2
}
.
Letting h be a unitary vector in H orthogonal to h1, we can write
h2 = λh1 + βh
with λ2 + β2 = 1. Up to exchanging h with −h, we can also assume that
β ≥ 0. We then have |h1 − h2|H = 2(1− λ) and thus −1 ≤ λ ≤ 1− η2 .
Let us first suppose that −1 ≤ λ ≤ −12 , then{
hˆ1(x) < min
(
C1,−C2
λ
)}
∩
{
hˆ(x) ≥ 0
}
⊂
{
hˆ1(x) < C1
}
∩
{
hˆ2(x) ≥ C2
}
.
As hˆ1 and hˆ are orthogonal we have Πhˆ1,hˆ]γ = γ2 and thus
γ
({
hˆ1(x) < min(C1,−C2
λ
)
}
∩
{
hˆ(x) ≥ 0
})
=
1
2
Φ(min(C1,−C2/λ))
≥ 1
2
Φ(min(C1, 2C2)).
Hence, for −1 ≤ λ ≤ −12 ,
γ
({
hˆ1(x) < C1
}
∩
{
hˆ2(x) ≥ C2
})
≥ 1
2
Φ(min(C1, 2C2)).
If now −12 ≤ λ ≤ 1 − η2 , we can assume that η is such that 1− η2 ≥ 12 . Let
us start by computing the Fourier transform of Πhˆ1,hˆ2]γ. Denoting by µ˜ the
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Fourier transform of a measure µ (see [27, Sec. 1.2]) and letting Π := Πhˆ1,hˆ2 ,
for every (z1, z2) ∈ R2 we have
Π˜]γ(z1, z2) =
∫
R2
eiz·xdΠ]γ(x)
=
∫
X
eiz·Π(x)dγ(x)
=
∫
X
ei[z1hˆ1(x)+z2hˆ2(x)]dγ(x)
=
∫
X
ei[(z1+z2λ)hˆ1(x)+z2βhˆ(x)]dγ(x)
=
∫
R2
ei[(z1+z2λ)x1+z2βx2]dγ2(x1, x2)
= γ˜2(z1 + λz2, βz2)
= e−
1
2
[(z1+λz2)2+β2z22 ]
= e−
1
2
[z21+z
2
2+2λz1z2].
Thus, if we set K :=
(
1 λ
λ 1
)
, we have Π˜]γ(z) = e−
1
2
ztKz. It follows that
Π]γ is a centered Gaussian measure with density 1
2pi
√
detK
e−
1
2
ztK−1z and
thus
Π]γ(z1, z2) =
√
1− λ2
2pi
e−
1
2
[z21+z
2
2−2λz1z2]dz.
We now compute
γ
({
hˆ1(x) < C1
}
∩
{
hˆ2(x) ≥ C2
})
=
∫
X
χ{hˆ1(x)<C1}(x)χ{hˆ2(x)≥C2}(x) dγ(x)
=
∫
R2
χ{z1<C1}(z)χ{z2≥C2}(z) dΠ]γ(z)
=
∫ C1
−∞
∫ +∞
C2
√
1− λ2
2pi
e−
1
2
[z21+z
2
2−2λz1z2]dz1dz2
≥ 1
2pi
√
3
4
∫ C1
−∞
∫ +∞
C2
e−
1
2
z21e−
1
2
z22eλz1z2dz1dz2.
Finally, when λz1z2 ≥ 0, we can bound eλz1z2 from below by 1, and when
λz1z2 ≤ 0 we can bound it form below by e− 12 |z1z2| so that we can always
bound from below
γ
(
{hˆ1(x) < C1} ∩ {hˆ2(x) ≥ C2}
)
by a positive constant.
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We now define the Ehrhard symmetrization.
Definition 4.3.3. Let E ⊂ X and let m ∈ N. The Ehrhard symmetral of
E along the first m variables is defined as (see Figure 4.1):
E∗ :=

{
(x, xm, x⊥m) ∈ Rm−1 × R×X⊥m : xm < α(Em−1χE(x))
}
if m > 1
{x ∈ X : 〈x∗1, x〉 < α(γ (E))} if m = 1.
xm
Em−1χE(x)
E
Es
Em−1χE(x)
α(Em−1χE)
x
Figure 4.1: The Ehrhard symmetrization.
The interest of this symmetrization is that it decreases the Gaussian perime-
ter, while keeping the volume fixed.
Proposition 4.3.4. Let E be a set of finite perimeter and E∗ be an Ehrhard
symmetral of E, then
γ(E∗) = γ(E), (4.5)
Em−1χE∗ = Em−1χE and
Pγ(E∗) ≤ Pγ(E). (4.6)
In particular, we have the isoperimetric inequality
Pγ(E) ≥ U(γ (E)),
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with equality if and only if E is a half-space.
For the proof we refer to [26, 39], and to [12] for the extension to infinite
dimensions.
We can also prove a stronger result which is a kind of Bernstein Theorem
in this setting.
Proposition 4.3.5. The half-spaces are the only local minimizers of the
Gaussian perimeter with volume constraint.
Proof. Let E ⊂ X be a local minimizer of the (Gaussian) perimeter and
let v = γ (E). This means that, for every R > 0 and every set F of finite
perimeter, with γ (F ) = v and E∆F ⊂ BR (where BR denotes the ball of
radius R centered at 0), we have
Pγ(E) ≤ Pγ(F ).
If E is not an half space then, by Proposition 4.3.4, there exists η > 0 such
that
Pγ(E) ≥ U(v) + η.
Let αR be such that
γ (E ∩BR) = γ ({〈x∗1, x〉 < αR} ∩BR) .
We have that αR tends to α(v) when R goes to infinity and Pγ({〈x∗1, x〉 <
αR}) tends to Pγ({〈x∗1, x〉 < α(v)}). Letting
FR = ({〈x∗1, x〉 < αR} ∩BR) ∪ (E ∩BcR)
we get
U(v) + η ≤ Pγ(E) ≤ Pγ(FR) ≤ Pγ({〈x∗1, x〉 < αR} ∩BR) + Pγ(E ∩BcR)
≤ Pγ({〈x∗1, x〉 < αR}) + Pγ(BR) + Pγ(E ∩BcR)
≤ Pγ({〈x∗1, x〉 < α(v)}) + ε(R)
= U(v) + ε(R),
where we used various time the inequality (see [83])
Pγ(E ∪ F ) + Pγ(E ∩ F ) ≤ Pγ(E) + Pγ(F )
and where ε(R) is a function which goes to zero when R goes to infinity. We
thus found a contradiction.
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Remark 4.3.6. In the Euclidean setting, half-spaces are the only local min-
imizers of the perimeter only in dimension lower than 8 (see [83]). Notice
also that if we drop the volume constraint, half spaces are no longer local
minimizers for the Gaussian perimeter, since there are no nonempty local
minimizers.
In the sequel we will also need another transformation which from a finite
dimensional function gives an Ehrhard symmetric set whose sections have
volume prescribed by the original function. More precisely:
Definition 4.3.7. Given a measurable function v : Rm → [0, 1], we define
its Ehrhard set ESm(v) ⊂ X by
ESm(v) :=
{
(x, xm+1, x⊥m+1) ∈ Rm × R×X⊥m+1 : xm+1 < α(v(x))
}
.
Given a measurable cylindrical function u : X → [0, 1] depending only on
the first m variables, that is, u = v ◦Πm for some v : Rm → [0, 1], we set
ESm(u) := ESm(v).
The link between Ehrhard sets and Ehrhard symmetrization is the following:
Proposition 4.3.8. Let E be a set of finite perimeter and E∗ be its Ehrhard
symmetrization with respect to the first (m+ 1) variables, then
E∗ = ESm(Em(χE)).
In the next proposition we compute the perimeter of Ehrhard sets. It slightly
extends a result in [56].
Proposition 4.3.9. Let u ∈ BVγm(Rm) with 0 ≤ u ≤ 1, then
Pγ(ESm(u)) =
∫
Rm
√
U(u)2 + |Dγmu|2 dγm
where∫
Rm
√
U(u)2 + |Dγmu|2dγm =
∫
Rm
√
U(u)2 + |∇u|2 dγm + |Dsγu|(X)
and Dγu = ∇u γ +Dsγu is the Radon-Nikodym decomposition of Dγu.
Proof. By [56, Th. 4.3] the result holds for u ∈ H1γm(Rm). We will show by
approximation that the same holds for u ∈ BVγm(Rm).
Let E = ESm(u), then we can find sets En such that γ(En∆E) → 0 and
Pγ(En)→ Pγ(E) as n→ +∞, and all the En have smooth boundary and are
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Ehrhard symmetric. Thus, for every n ∈ N, there exists a smooth function
un such that 0 ≤ un ≤ 1, En = ESm(un), un → u in L1γm(Rm), and
Pγ(En) =
∫
Rm
√
U(un)2 + |Dγmun|2 dγm.
Since, by Proposition 4.4.2, the functional
∫
Rm
√U(u)2 + |Dγmu|2dγm is
lower semicontinuous in L1γm(R
m), we get
Pγ(E) = lim
n→∞Pγ(En)
= lim
n→∞
∫
Rm
√
U(un)2 + |Dγmun|2 dγm
≥
∫
Rm
√
U(u)2 + |Dγmu|2 dγm.
The other inequality follows as in [56]. Let E˜ = Πm+1(E) ⊂ Rm+1 and
observe that γm+1(E˜) = γ(E) and Pγm+1(E˜) = Pγ(E). By Vol’pert Theorem
[10, Th. 3.108] there exists a set B ⊂ Rm such that for every x ∈ B,
ν
eE
m+1(x, α(uE(x))) exists and is not equal to zero, where ν
eE
m+1 denotes the
last coordinate of the unit external normal to ∂∗E˜. By [56, Lemma 4.4],
γm-almost every x ∈ B is a point of approximate differentiability for u. By
Lemma 4.5 and 4.6 of [56] we then have
Pγm+1(E˜) = Pγm+1(E˜, B × R) + Pγm+1(E˜, Bc × R)
≤
∫
B
√
U(u)2 + |∇u|2dγm +
∫
Bc
|Dγmu|+
∫
Bc
U(u) dγm .
As γm(Bc) = 0, we find that∫
B
√
U(u)2 + |∇u|2dγm+
∫
Bc
|Dγmu| =
∫
Rm
√
U2(u) + |∇u|2dγm+|Dsγmu|(Rm)
and thus Pγ(E) = Pγm+1(E˜) ≤
∫
Rm
√U(u)2 + |Dγmu|2dγm.
The last transformation that we consider is the analog of the Schwarz sym-
metrization in the Gaussian setting, and was first introduced by Ehrhard in
[68].
Definition 4.3.10. Let u ∈ X → R be a measurable function and let m ∈ N
be fixed. We define the m-dimensional Ehrhard symmetrization u∗ of u as
follows:
• for all t ∈ R we let E∗t be the Ehrhard symmetrization of Et := {u > t}
with respect to the first m variables;
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• we let u∗(x) := inf{t : x ∈ E∗t }.
As (4.5) implies γ({u∗ > t}) = γ({u > t}) for all t ∈ R, from the Layer
Cake formula it follows that, if u ∈ L2γ(X), then u∗ ∈ L2γ(X) and∫
X
|u∗|2dγ =
∫
X
|u|2 dγ . (4.7)
Indeed, we have∫
X
|u|2dγ = 2
∫ +∞
0
t γ({u > t}) dt− 2
∫ 0
−∞
t γ({u < t}) dt
= 2
∫ +∞
0
t γ({u∗ > t}) dt− 2
∫ 0
−∞
t γ({u∗ < t}) dt
=
∫
X
|u∗|2dγ.
Lemma 4.3.11. Let u, v : X → [0,+∞) belonging to L2γ(X), then
‖u∗ − v∗‖L2γ(X) ≤ ‖u− v‖L2γ(X). (4.8)
Proof. The proof is a straightforward adaptation of the analogous proof for
the Schwarz symmetrization [101, Th. 3.4].
Recalling (4.7) with p = 2, we have only to show that∫
X
uvdγ ≤
∫
X
u∗v∗dγ. (4.9)
Again by the Layer Cake formula we have∫
X
uvdγ =
∫ +∞
0
∫ +∞
0
∫
X
χ{u>t}(x)χ{v>s}(x)dγ(x) dt ds.
Thus (4.9) would follow from the same inequality for sets, that is,
γ (A ∩B) ≤ γ (A∗ ∩B∗) . (4.10)
Let xm ∈ Rm and assume that∫
X⊥m
χA(xm, y)dγ⊥m(y) ≥
∫
X⊥m
χB(xm, y)dγ⊥m(y)
then by definition of the Ehrhard symmetrization we have
B∗ ∩ (xm +X⊥m) ⊂ A∗ ∩ (xm +X⊥m)
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and therefore∫
X⊥m
χA∗(xm, y)χB∗(xm, y)dγ⊥m(y) =
∫
X⊥m
χA∗(xm, y)dγ⊥m(y)
=
∫
X⊥m
χA(xm, y)dγ⊥m(y)
≥
∫
X⊥m
χA(xm, y)χB(xm, y)dγ⊥m(y)
This inequality also holds if
∫
X⊥m
χB(xm, y)dγ⊥m(y) ≥
∫
X⊥m
χA(xm, y)dγ⊥m(y)
so that finally
γ (A∗ ∩B∗) =
∫
Rm
∫
X⊥m
χA∗(x, y)χB∗(x, y)dγ⊥m(y)dγm(x)
≥
∫
Rm
∫
X⊥m
χA(x, y)χB(x, y)dγ⊥m(y)dγm(x)
= γ (A ∩B)
which gives (4.10).
As for the Schwarz symmetrization, a Po´lya-Szego¨ principle holds for the
Ehrhard symmetrization.
Proposition 4.3.12. Let u ∈ H1γ(X), let m ∈ N and let u∗ be the m-
dimensional Ehrhard symmetrization of u. Then u∗ ∈ H1γ and∫
X
|∇Hu∗|2H dγ ≤
∫
X
|∇Hu|2H dγ. (4.11)
Moreover, if m = 1 and equality holds in (4.11), then
u = u˜
(
hˆ(x)
)
for some hˆ ∈ H ,
and hˆ can be chosen to be a unitary vector.
Proof. In [68, Th. 3.1], inequality (4.11) is proven for Lipschitz functions,
in finite dimensions. We extend it by approximation to Sobolev functions.
We can assume u ≥ 0, since we have (u±)∗ = (u∗)±, where u±, (u∗)± denote
the positive and negative part of u and u∗, respectively.
Let un ∈ FC1c (X) be positive functions converging to u in H1γ(X), then by
(4.8), u∗n converges to u∗ in L2γ(X) and thus by the lower semicontinuity of
the H1γ(X) norm we have∫
X
|∇Hu∗|2H ≤ lim
n→∞
∫
X
|∇Hu∗n|2H ≤ lim
n→∞
∫
X
|∇Hun|2H =
∫
X
|∇Hu|2H .
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We now turn to the equality case for one-dimensional symmetrizations. For
this we closely follow [39] and give an alternative proof of (4.11), based on
ideas of Brothers and Ziemer [34] for the Schwarz symmetrization.
Let u ∈ H1γ(X) and µ(t) = γ({u > t}) = γ({u∗ > t}). By the coarea
formula (4.4), for all t ∈ R we have
µ(t) = γ({u > t} ∩ {∇Hu = 0}) +
∫ +∞
t
(∫
{∇Hu6=0}
1
|∇Hu|H d|DγχEτ |
)
dτ.
Hence
−µ′(t) ≥
∫
{∇Hu6=0}
1
|∇Hu|H d|DγχEt | for a.e. t ∈ R. (4.12)
Since u∗ is a function depending only on one variable, arguing as in [55] we
get
d
dt
γ({u∗ > t} ∩ {∇Hu∗ = 0}) = 0 for a.e. t ∈ R.
As u∗ is monotone we have that |∇Hu∗|H is constant on {u∗ = t}∩{∇Hu∗ 6=
0}. Observe also that, being u∗ one-dimensional, {u∗ = t} has a well defined
meaning. We thus find:
−µ′(t) = Pγ({u
∗ > t})
|∇Hu∗|{u∗=t}
for a.e. t ∈ R,
which implies, recalling (4.12),
Pγ({u∗ > t})
|∇Hu∗|{u∗=t}
≥
∫
{∇Hu6=0}
1
|∇Hu|H d|DγχEt | for a.e. t ∈ R. (4.13)
Let us note that as in [39, Lem. 4.2], using (4.4) with g = χ{∇Hu=0} we find∫
X
χ{∇Hu=0}|∇Hu|Hdγ = 0 =
∫
R
∫
X
χ{∇Hu=0}d|DγχEt |(x) dt
and thus for almost every t ∈ R,∫
X
χ{∇Hu=0}d|DγχEt |(x) = 0.
This shows that for almost every t ∈ R, ∇Hu(x) 6= 0 for |DγχEt |-almost
every x ∈ X and thus∫
{∇Hu6=0}
1
|∇Hu|H d|DγχEt |(x) =
∫
X
1
|∇Hu|H d|DγχEt |(x) for a.e. t ∈ R.
(4.14)
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By (4.4), (4.6),(4.13) and (4.14), we eventually get∫
X
|∇Hu∗|2dγ =
∫
R
|∇Hu∗|{u∗=t}Pγ({u∗ > t})dt
=
∫
R
Pγ({u∗ > t})2(
Pγ({u∗>t})
|∇Hu∗|{u∗=t}
)dt
≤
∫
R
Pγ({u > t})2∫
X
1
|∇Hu|H d|DγχEt |(x)
dt
≤
∫
R
∫
X
|∇Hu|H d|DγχEt |(x) dt
=
∫
X
|∇Hu|2Hdγ .
As a consequence, if equality holds in (4.11), then equality holds in the
Gaussian isoperimetric inequality, that is,
Pγ(u > t) = Pγ(u∗ > t) for a.e. t ∈ R.
This implies that almost every level-set of u is a half-space, i.e. for almost
every t ∈ R there exists hˆt ∈ H such that {u > t} = {hˆt < α(µ(t))}, and
without loss of generality we can assume that |ht|H = 1. Such half-spaces
being nested, by Lemma 4.3.2 we have that hˆt does not depend on t and
thus u(x) = v(hˆ(x)).
Remark 4.3.13. We notice that the fact that equality in (4.11) implies that
u is one-dimensional is a specific feature of the Gaussian setting, and the
analogous statement does not hold for the Schwarz symmetrization in the
Euclidean case [34]. Indeed, this property is a consequence of the fact that
Gaussian measures, differently from the Lebesgue measure, are not invariant
under translations.
4.4 Relaxation of perimeter
In this section we compute the relaxation of the perimeter functional
F (u) :=
 Pγ(E) if u = χE+∞ otherwise
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with respect to the weak L2γ(X)-topology. The fact that F is not lower semi-
continuous can be easily checked by taking the sequence En = {〈x∗n, x〉 < 0}.
Indeed, the characteristic functions of these sets weakly converge to the con-
stant function 1/2, which is not a characteristic function, while the perimeter
of En is constantly equal to 1/
√
2pi.
We will show that the relaxation of F is equal to
F (u) :=

∫
X
√
U2(u) + |Dγu|2dγ if 0 ≤ u ≤ 1 γ − a.e.
+∞ otherwise
where∫
X
√
U2(u) + |Dγu|2dγ =
∫
X
√
U2(u) + |∇Hu|2Hdγ + |Dsγu|(X)
with Dγu = ∇Hudγ +Dsγu. Observe that the functional F already appears
in the seminal work of Bakry and Ledoux [21] and in the earlier work of
Bobkov [26] in the context of log-Sobolev inequalities. This functional has
been also studied in [39]. See also [12, Remark 4.3] where it appears in a
setting closer to ours.
We now show a representation formula for F which is reminiscent of the
definition of the total variation and of the nonparametric area functional
(see [83]). We start with a preliminary result.
Lemma 4.4.1. Let g ∈ L∞(X) with g ≥ 0, let µ ∈M(X,H), and define
f˜(g, µ) :=
√
g2 + |h|2H dγ + |µs| ,
where µ = h γ + µs. There holds
f˜(g, µ)(X) = sup
Φ∈L1µ(X,H)
ξ∈L1µ(X)
{∫
X
[Φ, dµ]H +
∫
X
g ξ dγ : |Φ|2H + |ξ|2 ≤ 1 in X
}
.
(4.15)
Proof. The proof is adapted from [63].
Notice first that, for (λ, p) ∈ R×H, the function f(λ, p) :=
√
λ2 + |p|2H
defines a norm on the product space R × H. Moreover, if we let fλ(p) :=√
λ2 + |p|2H , then the convex conjugate of fλ is f∗λ(Φ) = −λ
√
1− |Φ|2H . We
divide the proof into three steps.
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S tep 1. Let
M(g, µ) = sup
Φ∈L1µ(X,H)
{∫
X
[Φ, dµ]H +
∫
X
g
√
1− |Φ|2H dγ : |Φ|H ≤ 1 in X
}
.
We will show that
M(g, hγ) =
∫
X
f(g, h)dγ. (4.16)
By definition of convex conjugate, it is readily checked that M(g, hγ) ≤∫
X f(g, h)dγ. We thus turn to the other inequality. By definition of the
Bochner integral, for every δ > 0, there exists hi ∈ H and Ai ⊂ X with Ai
disjoints Borel sets and i ∈ [1, n] such that if we set
θ =
n∑
i=1
χAihi
then |θ − h|L1γ ≤ δ. Analogously there exists ηi ∈ X such that setting
g˜ =
n∑
i=1
χAiηi
we have |g˜− g|L1γ ≤ δ. By the observation at the beginning of the proof and
the triangle inequality we get
|f(g˜, θ)− f(g, h)| ≤ f(g˜ − g, θ − h)| ≤ |g˜ − g|+ |θ − h|H .
For every i, by definition of convex conjugate, there exists ξi ∈ H with
|ξi|H ≤ 1 such that
f(ηi, hi) ≤ [ξi, hi]H + ηi
√
1− |ξi|2H + δ.
From this, setting Φ =
∑n
i=1 χAiξi we have∫
X
f(g, h)dγ ≤
∫
X
f(g˜, θ)dγ + 2δ
=
n∑
i=1
∫
Ai
f(ηi, hi)dγ + 2δ
≤
n∑
i=1
∫
Ai
[ξi, hi]H + ηi
√
1− |ξi|2Hdγ + 3δ
=
∫
X
[Φ, θ]H + g˜
√
1− |Φ|2Hdγ + 3δ.
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Since
∣∣ g˜√1− |Φ|2H + g√1− |Φ|2H ∣∣ ≤ |g˜ − g| we find∫
X
f(g, h)dγ ≤
∫
X
Φ · h− g
√
1− |Φ|2Hdγ + 5δ
≤M(g, hγ) + 5δ.
Since δ is arbitrary we have M(g, hγ) =
∫
X f(g, h)dγ.
S tep 2. The proof proceeds exactly as in [63] and we only sketch it. Recalling
(4.16), it remains to show that
M(g, hγ + µs) =M(g, hγ) + |µs|(X).
One inequality is easily obtained, since
M(g, hγ + µs) = sup
Φ
∫
X
[Φ, h]Hdγ +
∫
X
Φ · dµs +
∫
X
g(x)
√
1− |Φ|2Hdγ
≤
(
sup
Φ
∫
X
[Φ, h]Hdγ +
∫
X
g(x)
√
1− |Φ|2Hdγ
)
+
∫
X
|dµs|
=M(g, hγ) + |µs|(X).
For the opposite inequality, let δ > 0 be fixed then there exists Φ1 and Φ2
such that
M(g, hγ) ≤
∫
X
[Φ1, h]Hdγ +
∫
X
g(x)
√
1− |Φ1|2Hdγ + δ
|µs|(X) ≤
∫
X
[Φ2, dµs]H + δ.
Taking Φ equal to Φ2 on a sufficiently small neighborhood of the support of
µs and equal to Φ1 outside this neighborhood, we get
M(g, hγ) + |µs|(X) ≤
∫
X
[Φ, h]Hdγ +
∫
X
g(x)
√
1− |Φ|2Hdγ +
∫
X
[Φ, dµs]H + Cδ
≤M(g, hγ + µs) + Cδ
which gives the opposite inequality.
S tep 3. In order to conclude the proof, it is enough to notice that for every
Φ ∈ L1µ(X,H), with |Φ|H ≤ 1, we have
sup
ξ∈L1µ(X)
{∫
X
[Φ, dµ]H +
∫
X
g ξ dγ : |Φ|2H + |ξ|2 ≤ 1 in X
}
=
∫
X
[Φ, dµ]H +
∫
X
g
√
1− |Φ|2H dγ.
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Proposition 4.4.2. Let u ∈ BVγ(X) then
F (u) = sup
Φ∈FC1
b
(X,H)
ξ∈FC1b (X)
{∫
X
(udivγ Φ+ U(u)ξ) dγ : |Φ(x)|2H + |ξ(x)|2 ≤ 1 ∀x ∈ X
}
.
(4.17)
Proof. We apply Lemma 4.4.1 with µ = Du and g = U(u). Since µ is tight
[12], the space FC1b (X,H) is dense in L1µ(X,H) so that we can restrict the
supremum in (4.17) to smooth cylindrical functions Φ, ξ.
Remark 4.4.3. Since U is concave, the duality formula (4.17) is not suf-
ficient to prove that F is lower semicontinuous for the weak L2γ(X)-topology.
It shows however the lower-semicontinuity of F in the strong L2γ(X)-topology.
We now prove that F is the lower semicontinuous envelope of F .
Theorem 4.4.4. F is the relaxation of F in the weak L2γ(X)-topology.
Proof. Let us first notice that F takes finite values only on functions of
the closed unit ball of L2γ(X) which is metrizable for the weak convergence.
Therefore the relaxation and the sequential relaxation in the weak topology
of L2γ(X) coincide.
Let χEn be a sequence of sets weakly converging in L2γ(X) to u ∈
BVγ(X), with uniformly bounded perimeter. We shall show that
lim
n→∞
Pγ(En) ≥ F (u).
Notice that, by weak convergence, we necessarily have 0 ≤ u ≤ 1 a.e. on X.
For all n ≥ 1 and k ≥ 2, we let Ekn be the Ehrhard symmetral of En with
respect to the first k variables. Recalling the notation of Section 4.3, we
have
Pγ(Ek+1n ) ≤ Pγ(En) and Ek+1n = ESk (EkχEn) .
As
∫
X
|DγEk(χEn)|H ≤ Pγ(En) and Ek(χEn) depends only on the first k
variables, by the compact embedding of BVγk(Rk) into L1γk(R
k) we can ex-
tract a subsequence from Ek(χEn) which converges strongly to uk := Ek(u).
From this we get that Ek+1n = ESk(EkχEn) tends strongly to Ek+1 :=
ESk(uk). By the lower semicontinuity of the perimeter we then have
lim
n→∞
Pγ(En) ≥ lim
n→∞
Pγ(Ek+1n ) ≥ Pγ(Ek+1).
4.4. RELAXATION OF PERIMETER 111
For every ϕ ∈ FC1b (X), with ϕ depending only of the j ≤ k first variables,
there holds∫
X
χEk+1(x)ϕ(x)dγ(x) =
∫
X
uk(x)ϕ(x)dγ(x) =
∫
X
u(x)ϕ(x)dγ(x),
which implies that the sequence χEk+1 tends weakly to u. In order to con-
clude the proof it remains to show that
lim
k→∞
Pγ(Ek+1) = F (u).
Notice that, by Proposition 4.3.9, there holds
Pγ(Ek+1) = F (uk).
For every Φ ∈ FC1b (X,H) and ξ ∈ FC1b (X), depending on the first k vari-
ables and such that the range of Φ is included in Hk, by Proposition 4.4.2,
we have∫
X
(
uk divγ Φ+ U(uk)ξ
)
dγ =
∫
X
(udivγ Φ+ U(u)ξ) dγ ≤ F (u).
Taking the supremum in Φ, ξ and recalling (4.17), we then get
F (uk) ≤ F (u) for all k.
Repeating the same argument with uk+1 instead of u, we obtain that F (uk)
is nondecreasing in k. Therefore there exists ` ≥ 0 such that
lim
k→∞
F (uk) = lim
k→∞
Pγ(Ek+1) = ` ≤ F (u).
Assume by contradiction that ` < F (u). Then there exists δ > 0 such that
F (uk) ≤ F (u) − δ for all k, hence there exist N ∈ N, Φ ∈ FC1b (X,H) and
ξ ∈ FC1b (X), depending only on the first N variables, such that∫
X
(
uk divγ Φ+ U(uk)ξ
)
dγ ≤ F (uk) ≤ F (u)−δ ≤
∫
X
(udivγ Φ+ U(u)ξ) dγ−δ2 ,
but for k > N we have∫
X
(
uk divγ Φ+ U(uk)ξ
)
dγ =
∫
X
(udivγ Φ+ U(u)ξ) dγ
which leads to a contradiction.
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Remark 4.4.5. Theorem 4.4.4 provides an example of a nonconvex func-
tional, namely F , which is lower semicontinuous for the weak L2γ(X)-topology.
We also know that semicontinuity does not holds for general functional of
the form
J(u) =
∫
X
f(u,Dγu)dγ
since if we take for instance f(u, p) :=
√
g2(u) + |p|2 with g such that
g(1/2) > U(1/2) and g(0) = g(1) = 0, then, letting un := {〈x∗n, x〉 < 0}, we
have un ⇀ u = 1/2 weakly in L2γ(X), so that
J(u) = g
(
1
2
)
> U
(
1
2
)
=
1√
2pi
= lim
n→∞
J(un).
One could wonder what are the right hypotheses for a functional of this form
to be lower semicontinuous with respect to the weak topology.
4.5 Γ-limit for the Modica-Mortola functional
Let us briefly recall the definition of Γ-convergence. We refer to [58] for a
comprehensive treatment of the subject.
Definition 4.5.1. Let X be a topological space, and let Fn : X → R be
a sequence of functions. The Γ-lower limit and the Γ-upper limit of the
sequence Fn is defined as
(Γ− lim
n→∞
Fn)(x) = sup
U∈N (x)
lim
n→∞
inf
y∈U
Fn(y)
(Γ− lim
n→∞Fn)(x) = supU∈N (x)
lim
n→∞ infy∈U
Fn(y)
where N (x) denotes the set of all open neighbourhoods of x in X. When the
Γ-lower limit and the Γ-upper limit coincide, we say that the sequence Fn
Γ-converges.
As for the relaxation, if X is a metric space we have a sequential caracteri-
zation of the Γ-convergence.
Theorem 4.5.2. Let X be a metric space. A sequence of functions Fn
Γ-converges to F : X → R if and only if the following two conditions hold:
• for every sequence xn converging to x, it holds lim
n→∞
Fn(xn) ≥ F (x)
• for every x ∈ X there exists a sequence xn converging to x with
lim
n→∞Fn(xn) ≤ F (x).
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Let now W ∈ C1(R) be a double-well potential with minima in {0, 1}, that
is, W (t) ≥ 0 for all t ∈ R, and W (t) = 0 iff t ∈ {0, 1}. We also assume
W (t) ≥ C(t2 − 1) for some C > 0 and t ∈ R. A typical example of such
potential is W (t) = t2(t− 1)2.
For any ε > 0 we define the functionals Fε : L2γ(X)→ [0,+∞] as
Fε(u) :=

∫
X
(
ε
2
|∇Hu|2H +
W (u)
ε
)
dγ if u ∈ H1γ(X)
+∞ if u ∈ L2γ(X) \H1γ(X) .
We are ready to prove our main Γ-convergence result.
Theorem 4.5.3. When ε tends to zero the functionals Fε Γ-converge, in the
weak topology of L2γ(X), to the functional cWF , where cW =
∫ 1
0
√
2W (t) dt.
Proof. Notice first that the Γ-limit does not change if we restrict the domain
of Fε to the functions u ∈ H1γ(X) such that 0 ≤ u ≤ 1. This follows from
the following two facts:
- for all u ∈ H1γ(X), letting u˜ = min(max(u, 0), 1), we have Fε(u˜) ≤
Fε(u);
- Fε(u) ≥
∫
X
W (u)
ε dγ for all u ∈ H1γ(X), which implies that the Γ-limit
is concentrated on the functions u ∈ L2γ(X) such that u(x) ∈ {0, 1}
for a.e. x ∈ X.
Since the restricted domain is contained in the unit ball of L2γ(X), which is
metrizable for the weak L2γ(X)-topology, by Theorem 4.5.2 the Γ-limit and
the sequential Γ-limit of Fε coincide.
We now compute the Γ-liminf of Fε.
Let uε ∈ H1γ(X) be such that 0 ≤ uε ≤ 1 and Fε(uε) ≤ C for some C >
0. Then
∫
X W (uε)dγ ≤ Cε, which gives a uniform bound on ‖uε‖L2γ(X)
recalling that W (u) ≥ C(u2 − 1). As a consequence, there exists a weakly
converging subsequence, still denoted by uε. Letting u be its weak limit,
from 0 ≤ uε ≤ 1 we get 0 ≤ u ≤ 1. Using the coarea formula (4.3), we
obtain the estimate
Fε(uε) =
∫
X
(
ε
2
|∇Hu|2H +
W (u)
ε
)
dγ
≥
∫
X
√
2W (uε) |∇Hu|H dγ
=
∫ 1
0
√
2W (t)Pγ({uε > t}) dt .
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Fix now δ > 0. From the fact that γ ({δ ≤ uε ≤ 1− δ}) → 0 as ε → 0, it
follows that, for every sequence tε ∈ [δ, 1− δ], then functions χ{uε>tε} tend
weakly to u in L2γ(X). For every ε > 0 let us choose tε ∈ [δ, 1− δ] such that∫ 1−δ
δ
√
2W (t)Pγ({uε > t})dt ≥
(∫ 1−δ
δ
√
2W (t)dt
)
Pγ({uε > tε}).
Then, by Theorem 4.4.4 we have
lim
ε→0
Fε(uε) ≥ lim
ε→0
(∫ 1−δ
δ
√
2W (t)dt
)
Pγ({uε > tε})
≥
(∫ 1−δ
δ
√
2W (t)dt
)
F (u) .
Since δ is arbitrary we get the Γ-liminf inequality.
The Γ-limsup is done similarly to the (Euclidean) finite dimensional case
[109, 110, 76]. Since F is the relaxation of F in the weak L2γ(X)-topology
and since we can approximate sets of finite perimeter by smooth cylindrical
sets by Proposition 4.2.8, for every u ∈ BVγ(X) with 0 ≤ u ≤ 1 there exists
a sequence En of smooth cylindrical sets with χEn converging weakly to
u and such that Pγ(En) tends to F (u). This shows that we can restrict
ourselves to smooth cylindrical sets for computing the Γ-limsup of Fε.
Let m ∈ N and E = Π−1m (Em), where Em ⊂ Rm is a smooth set with finite
Gaussian perimeter, and let
dH(x,E) := d(Πm(x), Em)
where d(x,Em) is the usual distance function from Em in Rm. Notice that
dH(x,E) = min{|x− y|H ; y ∈ E, x− y ∈ H},
moreover dH is differentiable almost everywhere with |∇HdH(x,E)|H = 1.
Let δ > 0, αδ := max{W (t) : t ∈ [0, δ] ∪ [1 − δ, 1]} and define Wδ, Hδ :
[0, 1]→ R as
Wδ(t) :=

αδ if 0 ≤ t ≤ δ
W (t) if δ ≤ t ≤ 1− δ
αδ if 1− δ ≤ t ≤ 1.
Hδ(t) :=
∫ t
0
1√
2Wδ(s)
ds.
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Finally let ηδ be the usual truncated one-dimensional transition profile de-
fined as
ηδ(t) :=

0 if t ≤ 0
H−1δ (t) if 0 ≤ t ≤ Hδ(1)
1 if t > Hδ(1).
Observe that ηδ is a Lipschitz function which verifies
η′2δ
2 =Wδ(ηδ). We then
set
uε(x) := ηδ
(
dH(x,E)
ε
)
.
We finally have
Fε(uε) =
∫
X
(
ε
2
|∇Huε|2H +
W (uε)
ε
)
dγ
≤
∫
X
(
ε
2
|∇Huε|2H +
Wδ(uε)
ε
)
dγ
=
∫
X
ε
2
η′δ
2
(
d(Πm(x))
ε
)( |∇Hd(Πm(x))|
ε
)2
+
1
ε
Wδ
(
ηδ(d(Πm(x)))
ε
)
dγ
=
∫
Rm
[
1
2
η′δ
2
(
d
ε
)
+Wδ
(
ηδ
(
d
ε
))] |∇d|
ε
dγm
=
∫ Hδ(1)
0
(
η′δ
2(t)
2
+Wδ(ηδ(t))
)
Pγm({d > εt}) dt.
The proof is completed since for every t ∈ [0,Hδ(1)], Pγm({d > εt}) tends
to Pγm(Em) as ε→ 0, and∫ Hδ(1)
0
(
η′2δ (t)
2
+Wδ(ηδ(t))
)
dt =
∫ 1
0
√
2Wδ(t) dt .
Thus we have
lim
ε→0
Fε(uε) ≤
(∫ 1
0
√
2Wδ(t) dt
)
Pγm(Em),
which gives the desired inequality letting δ → 0 and m→ +∞.
Remark 4.5.4. As in the Euclidean case, a similar result can be proven for
the volume constrained problems. In this case, the proof of the Γ-liminf is
exactly the same as in Theorem 4.5.3, and the Γ-limsup is also very similar.
The only difference comes from the fact that we have to adapt the recovery
sequence to have the right volume, and this can be done as in [109] by slightly
translating ηδ.
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We now state some simple implications of the Γ-convergence result.
Proposition 4.5.5. Let m ∈ [0, 1] and uε be a minimizer of
minR
X u dγ=m
∫
X
(
ε
2
|∇Hu|2H +
W (u)
ε
)
dγ (4.18)
then uε = vε(hˆε(x)) for some hˆε ∈ H with |hε|H = 1 and some vε minimizer
of the one-dimensional problem
minR
R vdγ1=m
∫
R
ε
2
v′2dγ +
∫
R
W (v)
ε
dγ1. (4.19)
in particular, vε (strongly) converges to the characteristic function of a half-
line.
Proof. For every u ∈ H1γ(X), by Proposition 4.3.12, we have
∫
X u
∗dγ =∫
X udγ and Fε(u
∗) ≤ Fε(u), with equality only if u is of the form u(x) =
v(hˆ(x)) for some hˆ ∈ H with |h|H = 1. Using that hˆ is the limit in L2γ(X)
of linear functions of the form R∗x∗i , it is readily seen that ∇H hˆ = h, and
thus we get
Fε(u) =
∫
X
(
ε
2
v′(hˆ(x))2 +
W (v(hˆ(x)))
ε
)
dγ
=
∫
R
(
ε
2
v′2dγ +
∫
R
W (v)
ε
)
dγ1.
Therefore problem (4.18) reduces to the one-dimensional problem (4.19).
Using the compact embedding of H1γ1(R) in L
2
γ1(R) (see [12, Th. 4.10])
and the direct method of the calculus of variations, we get that (4.19) has a
minimizer. Moreover, by the Γ-convergence of the one-dimensional function-
als in the strong L2γ1(R)-topology towards the a multiple of the perimeter
(which can be obtained exactly as in the classical Modica-Mortola Theorem
since compact embedding of BVγ1(R) in L1γ1(R) holds), we find that every
sequence of minimizers vε of (4.19) has a subsequence strongly converging
towards the characteristic of the half-line of measure m.
We finally give another convergence result for the prescribed curvature prob-
lem in case of uniqueness of minimizers.
Proposition 4.5.6. Let g ∈ L2γ(X), then the following assertions are equiv-
alent:
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• the functional
Fg(E) = Pγ(E) +
∫
E
gdγ (4.20)
has a unique minimizer in the class of sets of finite perimeter;
• the functional
F g(u) = F (u) +
∫
X
ugdγ (4.21)
has a unique minimizer in BVγ(X).
Moreover, when this holds the two minimizers coincides. Finally, if uε is a
sequence in H1γ(X) satisfying
sup
ε
(
Fε(uε) +
∫
X
uεgdγ
)
≤ C
for some C > 0, then uε has a subsequence strongly converging to χE in
L2γ(X), where E is the common minimizer of (4.20) and (4.21).
Proof. We first notice that the problem (4.20) always has a solution. Indeed,
arguing as in [43], if En is a minimizing sequence for (4.20), it has a subse-
quence weakly converging to some u ∈ BVγ(X). By the lower semicontinuity
of the total variation and the coarea formula we then have
inf
E
(
Pγ(E) +
∫
E
gdγ
)
≥
∫
X
|Dγu|H +
∫
X
ugdγ
=
∫ 1
0
(
Pγ({u > t}) +
∫
{u>t}
g(x)dγ(x)
)
dt
and thus the sets {u > t} minimize Fg for almost every t. As F is the
relaxation of the perimeter we have that the minimum values in (4.20) and
(4.21) are the same and thus any minimizer of Fg is also a minimizer of F g.
This shows that if uniqueness does not hold in (4.20) then it does not hold
in (4.21), too. Now, if u is a minimizer of F g, applying the coarea formula
once again we get
inf
E
Fg(E) = F g(u) ≥
∫
X
|Dγu|H +
∫
X
ugdγ
=
∫ 1
0
(
Pγ({u > t}) +
∫
{u>t}
g(x)dγ(x)
)
dt.
As above, this implies that {u > t} solves (4.20) for almost every t. There-
fore, if the minimizer of F g is not a characteristic function, then uniqueness
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does not hold neither in (4.20) nor in (4.21). This proves the first part of
the Proposition.
The second statement easily follows from Theorem 4.5.3. Indeed, as the
functionals Fε(u) +
∫
X ugdγ Γ-converge to F g in the weak L
2
γ(X)-topology,
for every sequence uε bounded in energy, there exists a subsequence weakly
converging to χE (where E is the unique minimizer of (4.20) and (4.21)).
However, by the lower semicontinuity of the norm,
m
1
2 ≥ lim
ε→0
‖uε‖L2γ(X) ≥ ‖χE‖L2γ(X) = m
1
2 .
Thus ‖uε‖L2γ(X) converges to ‖χE‖L2γ(X), which implies the strong conver-
gence of uε.
Remark 4.5.7. In chapter 5, we provide an example of functionals for
which uniqueness of minimizers holds, namely
Pγ(E) +
∫
X
(g − λ) dγ
where g : X → R is convex and λ ∈ (0,+∞) is large enough.
4.6 Conclusion and perspectives
In this chapter we computed the Γ-limit of the Allen-Cahn functional in
Wiener spaces. In order to do so we studied the connections between
symetrization and isoperimetry in this setting. It has shown that in infi-
nite dimensions, the perimeter might not be the right functional to consider
when dealing with variational problems since it is not lower-semicontinuous
for the weak L2γ(X) convergence.
This chapter, and the next one, started the investigation of the lower-
semicontinuity and representation formulas for integral functionals in the
Wiener space. However there is still a lot to do in this direction. As pointed
out in [11] a crucial missing point is a precise knowledge of the structure of
Dγu for u ∈ BVγ(X).
Chapitre 5
Convex minimizers for infinite
dimensional variational
problems
Abstract
In this chapter, we show convexity of solutions to a class of convex variational
problems in the Gauss and in the Wiener space. We give two proofs of this.
The first approach relies on the method of Alvarez, Lasry and Lions and
the second on the concavity maximum principle of Korevaar. An important
tool in the proof is a representation formula for integral functionals in this
infinite dimensional setting that we prove. It extends previous analogous
results in the classical Euclidean framework.
Re´sume´
Dans ce chapitre nous e´tudions la convexite´ des minimiseurs de certains
proble`mes variationnels dans les espaces de Gauss et de Wiener. Nous don-
nons deux de´monstrations de ce re´sultat. La premie`re suit l’approche d’Alva-
rez, Lasry et Lions tandis que la deuxie`me consiste en une version ge´ome´trique
du principe du maximum de Korevaar. L’un des ingre´dients principaux
dans ces preuves est une formule de repre´sentation pour les fonctionnelles
inte´grales dans ce contexte gaussien. Celle-ci ge´ne´ralise une formule analogue
tre`s utilise´e dans le cadre euclidien.
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5.1 Introduction
The aim of this chapter is to study the convexity of the minimizers of some
variational problems in Wiener spaces. In the Euclidean setting convexity
is a widely discussed issue [97]. Recently, following previous work by Kore-
vaar [99] and Alvarez, Lasry and Lions [7], Alter, Caselles and Chambolle
[6, 40] showed the convexity of solutions to variational problems involving
functionals with linear growth and in particular to the prescribed curvature
problem.
The main goal of this chapter, is to extend these results to the (finite di-
mensional) Gauss space and to the (infinite dimensional) Wiener space. In
this setting, very few results are currently available. To the best of our
knowledge, the only result in this direction is contained in [43], where the
authors proved the convexity of the solutions of the isoperimetric problem
in convex domains. More explicitly they prove the following:
Theorem 5.1.1. [43] Let C be a convex set of positive (Gaussian) measure
and of finite (Gaussian) perimeter then there exists α > 0 such that for
every v ∈ [α, γ (C)], the solution of the constrained isoperimetric problem
min {Pγ(E) : E ⊆ C and γ (E) = v}
has a unique solution which is convex.
We are interested in the convexity of solutions of the problem
min
γ(E)=v
Pγ(E)−
∫
E
g(x) dγ(x), (5.1)
where g is a convex function.
The idea is to follow the approach of Caselles and Chambolle [40] in the
Euclidean case. We will thus be naturally led to consider the variational
problem
min
BVγ∩L2γ(X)
∫
X
|Dγu|H + 12
∫
X
|u− g|2dγ (5.2)
for which we will show convexity of the minimizers. More generally, we will
prove that minimizers of
min
L2γ(X)
∫
X
F (Dγu) dγ +
1
2
∫
X
|u− g|2dγ (5.3)
are convex if F and g are convex (see Theorems 5.3.1 and 5.4.1).
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The definitions and main properties of functions of bounded variation in
Wiener spaces are given in Section 4.2 and will thus not be reminded here.
One of the main ingredients in our proof is the following Theorem due
to Feyel and U¨stu¨nel [75, Thm 3.1 and 4.4]:
Theorem 5.1.2. Let un ∈ L2γ(X) be a sequence of convex functions con-
verging to u in the weak L2γ(X) convergence then u is convex.
Remark 5.1.3. In [75], the authors introduce the notion of almost surely
convex function in the sense that it coincides almost everywhere with a con-
vex function. Since here we work with L2γ(X) functions this distinction is
not relevant.
For F : H → R a convex function we denote by F∞ its recession function
defined for h ∈ H as:
F∞(h) := lim
t→+∞
F (th)
t
.
The main assumptions we will use are:
(H1) F : H → R ∪ {+∞} is a proper convex lsc bounded from below and
attains its minimum.
(H2) F has p ≥ 1 growth i.e. there exists α1, β1, α2 and β2 real positive
such that
α1|h|pH + β1 ≥ F (h) ≥ α2|h|pH − β2 ∀h ∈ H.
Notice that of course (H2) implies (H1). Notice also that hypothesis (H2)
includes the limiting case p = 1 which is of particular interest for us. Under
hypothesis (H1), it is not restrictive to assume that F (0) = 0 and F ≥ 0.
By Hahn-Banach Theorem, for every proper convex lsc function F : H →
R ∪ {+∞}, there exists q ∈ H such that F ′(h) := F (h) − [q, h]H satisfies
(H1).
The plan of the chapter is the following. In Section 5.2 we prove a useful
representation formula for integral functionals on Wiener spaces. In Section
5.3 we show the convexity of the minima of (5.2) in finite dimension, and
in Section 5.4 we investigate the convexity of the minimizers in the infinite
dimensional Wiener space. Finally in Section 5.5 we give an alternative ap-
proach of the convexity of the minimizers of the total variation in the Gauss
space.
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The first three sections of this chapter are based on a joint work with Antonin
Chambolle and Matteo Novaga [47]. The last part of the chapter comes from
the note [87].
5.2 Representation formula and relaxation of integral
functionals
We extend in this section a representation formula for integral functionals.
We start by proving it for functionals with linear growth.
Proposition 5.2.1. Let F : H → R be a convex function satisfying
α|h|+ β ≥ F (h) ≥ 0 ∀h ∈ H
For µ ∈M(X,H), with µ = µaγ+µs its Radon-Nikodym decomposition, let∫
X
F (µ) :=
∫
X
F (µa)dγ +
∫
X
F∞
(
dµs
d|µs|
)
d|µs|,
then there holds∫
X
F (µ) = sup
Φ∈FC1b (X,H)
∫
X
[Φ, dµ]H −
∫
X
F ∗(Φ)dγ. (5.4)
Proof. For µ ∈ M(X,H), with µ = µaγ + µs its Radon-Nikodym decom-
position let DF := {Φ =
∑n
i=1 χAihi /n ∈ N, Ai disjoint Borel sets, hi ∈
H, F ∗(hi) < +∞}. Then we start by proving∫
X
F (µ) = sup
Φ∈DF
∫
X
[Φ, dµ]H −
∫
X
F ∗(Φ) dγ. (5.5)
The proof is adapted from [63] and is divided into three steps.
S tep 1. Let
M(µ) := sup
Φ∈DF
∫
X
[Φ, dµ]H −
∫
X
F ∗(Φ)dγ.
We will show that for every h ∈ L1γ(X),
M(hγ) =
∫
X
F (h)dγ. (5.6)
By definition of convex conjugate, it is readily checked that M(hγ) ≤∫
X F (h)dγ. We thus turn to the other inequality. By definition of the
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integral, for every δ > 0, there exists hi ∈ H and Ai ⊂ X with Ai disjoints
Borel sets and i ∈ [1, n] such that if we set
θ =
n∑
i=1
χAihi
then |θ − h|L1γ ≤ δ. As F is of linear growth it is Lipschitz continuous and
thus we can assume that also
|F (h)− F (θ)|L1γ(X) ≤ δ.
For every i, by definition of convex conjugate, there exists ξi ∈ H such that
F (hi) ≤ [ξi, hi]H − F ∗(ξi) + δ.
Notice that since F is of linear growth, the ξi are uniformly bounded. From
this, setting Φ =
∑n
i=1 χAiξi we have∫
X
F (h)dγ ≤
∫
X
F (θ)dγ + δ
=
n∑
i=1
∫
Ai
F (hi)dγ + δ
≤
n∑
i=1
∫
Ai
[ξi, hi]H − F ∗(ξi)dγ + 2δ
=
∫
X
[Φ, θ]H − F ∗(Φ)dγ + 2δ
≤
∫
X
[Φ, h]H − F ∗(Φ)dγ + Cδ
≤M(h) + Cδ.
Since δ is arbitrary we have M(hγ) =
∫
X F (h)dγ.
S tep 2. By reproducing the proof with F∞ instead of F , dµ
s
d|µs| instead of
h and |µs| instead of γ we find, using that DF∞ = DF (since dom F ∗ =
dom (F∞)∗ by [122, Thm. 13.3]) and (F∞)∗ = 0 in its domain,
M∞(µs) := sup
Φ∈DF
∫
X
[Φ, dµs] =
∫
X
F∞
(
dµs
d|µs|
)
d|µs|.
S tep 3. It remains to show that
M(µaγ + µs) =M(µaγ) +M∞(µs).
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One inequality is easily obtained, since
M(µaγ + µs) = sup
Φ∈DF
∫
X
[Φ, µa]Hdγ +
∫
X
[Φ, dµs]−
∫
X
F ∗(Φ)dγ
≤
(
sup
Φ∈DF
∫
X
[Φ, µa]H − F ∗(Φ)dγ
)
+
(
sup
Φ∈DF
∫
X
[Φ, dµs]
)
=M(µaγ) +M∞(µs).
For the opposite inequality, let δ > 0 be fixed then there exists Φ1 and Φ2
such that
M(µaγ) ≤
∫
X
[Φ1, µa]H − F ∗(Φ1)dγ + δ
M∞(µs) ≤
∫
X
[Φ2, dµs]H + δ.
Taking Φ equal to Φ2 on a sufficiently small neighborhood of the support of
µs and equal to Φ1 outside this neighborhood, we get
M(µaγ) +M∞(µs) ≤
∫
X
[Φ, µa]H − F ∗(Φ)dγ +
∫
X
[Φ, dµs]H + Cδ
≤M(µaγ + µs) + Cδ
which gives the opposite inequality and shows (5.5).
For Φ ∈ DF , the image of Φ, being a finite number of vectors ofH, is included
in a finite dimensional vector space V of H. If we now considerK the convex
hull of these vectors then K is a convex polytope of V . We can then write
Φ =
∑N
i=1 θih˜i with h˜i the extremal points of K and θi ∈ L1γ(X) ∩ L1µ(X)
with θi ≥ 0 and
∑N
i=1 θi ≤ 1. Arguing as in [12, Section 2.1], γ + |µ| being
tight we can approximate θi in L1γ(X)∩L1µ(X) with θki ∈ FC1b (X) in such a
way that θki ≥ 0 and
∑N
i=1 θ
k
i ≤ 1. As F ∗ is bounded and continuous on K,
letting Φk :=
∑N
i=1 θ
k
i h˜i we have Φ
k ∈ DF and
lim
k→+∞
∫
X
[Φk, dµ]−
∫
X
F ∗(Φk)dγ =
∫
X
[Φ, dµ]−
∫
X
F ∗(Φ)dγ.
We then deduce the following corollary:
Theorem 5.2.2. For F : H → R∪ {+∞} a proper lsc convex function and
µ ∈M(X,H), with µ = µaγ + µs, then again∫
X
F (µ) = sup
Φ∈FC1b (X,H)
∫
X
[Φ, dµ]H −
∫
X
F ∗(Φ)dγ.
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Proof. Case 1. First assume that (H1) holds. For n ∈ N let
Fn(p) := sup
|Φ|H≤n
[Φ, p]H − F ∗(Φ).
Then Fn is of linear growth and Fn is a nondecreasing sequence converging
pointwise to F and thus by the monotone convergence theorem,∫
X
F (µa) dγ = lim
n→∞
∫
X
Fn(µa) dγ.
Analogously, (Fn)∞ converges monotonically to F∞. Indeed, since Fn is
nondecreasing, (Fn)∞ is clearly nondecreasing and
(Fn)∞(p) = lim
t→+∞
Fn(tp)
t
≤ lim
t→+∞
F (tp)
t
= F∞(p).
On the other hand, for every Φ ∈ dom F ∗ = dom (F∞)∗, if n ≥ |Φ|H , for
every p ∈ H and t > 0,
Fn(tp)
t
≥ [Φ, p]H − F
∗(Φ)
t
and thus letting t goes to infinity and then n goes to infinity as well, we find
lim
n→∞(Fn)
∞(p) ≥ sup
Φ∈domF ∗
[Φ, p]H = F∞(p).
We thus have∫
X
F
(
dµs
d|µs|
)
d|µs| = lim
n→∞
∫
X
Fn
(
dµs
d|µs|
)
d|µs|.
By Proposition 5.2.1, for every n ∈ N,∫
X
Fn(µa)dγ +
∫
X
Fn
(
dµs
d|µs|
)
d|µs| = sup
Φ∈FC1
b
(X,H)
|Φ|∞≤n
∫
X
[Φ, dµ]−
∫
X
F ∗(Φ) dγ.
(5.7)
Passing to the limit when n tends to infinity we get∫
X
F (µ) = sup
Φ∈FC1b (X,H)
∫
X
[Φ, dµ]−
∫
X
F ∗(Φ) dγ.
Case 2. Let now F be a generic proper lsc convex function and q ∈ H
be such that F ′(h) := F (h) − [q, h] satisfies (H1). It is readily seen that
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(F ′)∞(h) = F∞(h) − [q, h]H and (F ′)∗(Φ) = F ∗(Φ + q). Since (5.5) holds
for F ′,∫
X
F (µ)−
∫
X
[q, dµ]H =
∫
X
F ′(µ)
= sup
Φ∈FC1b (X,H)
∫
X
[Φ, dµ]H −
∫
X
F ∗(Φ + q)dγ
= sup
Φ∈FC1b (X,H)
∫
X
[Φ− q, dµ]H −
∫
X
F ∗(Φ)dγ
= sup
Φ∈FC1b (X,H)
{∫
X
[Φ, dµ]H −
∫
X
F ∗(Φ)dγ
}
−
∫
X
[q, dµ]H .
Remark 5.2.3. An important example of functionals covered by the Theo-
rem is given by the functionals with p ≥ 1 growth.
For F a proper lsc convex function, we can define the functional on L2γ(X)∫
X
F (Dγu) := sup
Φ∈FC1b (X,H)
∫
X
−u divγ Φ− F ∗(Φ) dγ. (5.8)
The functional defined in this way is thus lsc in L2γ(X). By (5.4), we have∫
X
F (Dγu) =
∫
X
F (∇u)dγ +
∫
X
F∞
(
dDsγu
d|Dsγu|
)
d|Dsγu| (5.9)
for u ∈ BVγ(X) with Dγu = ∇uγ+Dsγu its Radon-Nikodym decomposition.
We then have the following relaxation result:
Proposition 5.2.4. Let F be a proper lsc convex function then the func-
tional
∫
X F (Dγu) is the relaxation of the functional defined as
∫
X F (∇Hu)dγ
for u ∈ W 1,1γ (X). If F satisfies also (H2) then is is also the relaxation of
the functional
∫
X F (∇Hu)dγ defined on the smaller class FC1b (X).
Proof. Case 1. Assume first that F satisfies (H1). We start by proving that∫
X
F (Dγu) = inf lim
{∫
X
F (∇Hun) dγ, un ∈W 1,1γ (X) un → u in L2γ(X)
}
.
(5.10)
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Thanks to Proposition 5.2.1, the inequality ’≤’ is obvious. To prove the
opposite inequality, we proceed as in [12, Th. 4.1] by using the Ornstein-
Uhlenbeck semigroup. For u ∈ L2γ(X) and t > 0, thanks to Proposition
4.2.3, ∫
X
F (DγTtu) = sup
Φ∈FC1b (X,H)
∫
X
−Ttudivγ Φ− F ∗(Φ) dγ
= sup
Φ∈FC1b (X,H)
∫
X
−e−tudivγ TtΦ− F ∗(Φ) dγ
≤ sup
Φ∈FC1b (X,H)
∫
X
−e−tudivγ TtΦ− F ∗(TtΦ) dγ
≤ e−t sup
Φ∈FC1b (X,H)
∫
X
−e−tudivγ TtΦ− F ∗(TtΦ) dγ
≤ e−t
∫
X
F (Dγu)
where, as F (0) = 0 we have F ∗ ≥ 0 and thus e−tF ∗ ≤ F ∗ . This inequality
shows that∫
X
F (Dγu) ≥ inf lim
{∫
X
F (∇Hun) dγ, un ∈W 1,1γ (X) un → u in L2γ(X)
}
.
Case 2. Let F be a proper lsc convex function and q ∈ H be such that
F ′(h) = F (h)− [q, h] satisfies (H1) then for u ∈ L2γ(X),∫
X
F (Dγu) =
∫
X
F ′(Dγu)−
∫
X
udivγ p dγ.
Therefore, by Case 1 applied to F ′ we get that∫
X
F (Dγu) = inf lim
{∫
X
F (∇Hun) dγ, un ∈W 1,1γ (X) un → u in L2γ(X)
}
.
Case 3. If now F satisfies (H2), by the density of FC1b (X) in W 1,pγ (X) for
p ≥ 1, for every u ∈ W 1,pγ (X) there exists un ∈ FC1b (X) tending to u in
W 1,pγ (X) and almost everywhere. Then as F (∇Hun) ≤ α2|∇Hun|pH +β2, by
the dominated convergence theorem,∫
X
F (∇Hun) dγ →
∫
X
F (∇Hu) dγ.
Thus starting fromW 1,pγ (X) or FC1b (X) gives the same relaxation for
∫
X F (∇Hu)dγ.
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5.3 The finite dimensional case
In this section we focus on the finite dimensional problem. Let F : Rm → R
be a convex function satisfying for p ≥ 1,
(H ′2) α2|h|p + β2 ≥ F (h) ≥ α|h|p − β ∀h ∈ Rm.
As before we set∫
Rm
F (Dγmu) dγm := sup
Φ∈C1b (Rm)
∫
Rm
(−udivγ Φ− F ∗(Φ)) dγm.
By Theorem 5.2.2 and Proposition 5.2.4,∫
X
F (Dγmu) =
∫
Rm
F (∇u)dγm +
∫
Rm
F∞
(
dDsγmu
d|Dsγmu|
)
d|Dsγmu|
and this functional also coincides with the relaxation for the L2γm(R
m)
topology of the functional classically defined on Lipschitz functions u by∫
Rm F (∇u)dγm. In this finite dimensional setting this representation for-
mula is not new (see [28] and [36]).
We show in this section the convexity of the solutions of
min
u∈L2γm (Rm)
∫
Rm
F (Dγmu) +
(u− g)
2
2
dγm. (5.11)
Formally the Euler-Lagrange equation of this problem reads
−div∇F (∇u) + x · ∇F (∇u) + u = g. (5.12)
Theorem 5.3.1. Let F : Rm → R be a convex function satisfying (H2’)
and g ∈ L2γm(Rm) be a convex function. The minimizer of (5.11) is then
convex.
Proof. We consider Fn → F a sequence of smooth, uniformly convex func-
tions, with quadratic growth which converge locally uniformly to F . The
functional
∫
Rm Fn(∇u)dγm is then finite if and only if u ∈ H1γm(Rm).
We consider for ε > 0 the approximation
gε(x) = max{g(x),−1
ε
}+ εx2 + 1
ε
F ∗n(εx)
so that gε → g locally uniformly as ε → 0. Indeed, it follows from the
uniform convexity of Fn that F ∗n is differentiable, hence
lim
ε→0
1
ε
F ∗n(εx) = ∇F ∗n(0) · x = 0.
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Since Fn(p) ≥ C(|p|2 + 1), F ∗n(q) ≤ C(|q|2 − 1) and gε ∈ L2γm(Rm).
In particular, letting
uε(x) =
F ∗n(εx)
ε
+mε− 1
ε
∈ L2γm(Rm) ,
we have
−div∇Fn(∇uε) + x·∇Fn(∇uε) + uε = −mε+ εx2 + F
∗
n(εx)
ε
+mε− 1
ε
≤ gε(x)
hence uε is a classical subsolution of the approximate problem. We observe
that both gε and uε have superlinear growth at infinity.
We now consider the solution u¯ of
min
u≥uε
∫
Rm
Fn(∇u) + (u− gε)2
2
dγm (5.13)
which by definition is above uε.
We must show that it is a supersolution of
−div∇Fn(∇u) + x · ∇Fn(∇u) + u = gε. (5.14)
Let us first notice that by [107], the function u¯ is Ho¨lder continuous. Assume
that u¯ is not a supersolution of (5.13) then there exists x0 ∈ Rm and a
smooth function φ such that φ < u¯ in Rm\{x0}, φ(x0) = u¯(x0) and
−div∇Fn(∇φ) + x · ∇Fn(∇φ) + φ − gε < 0 at x0. (5.15)
By the smoothness of φ we can assume that inequality (5.15) holds for φ+ δ
in a neighborhood of x0 for δ small. Replacing φ by φ − η|x − x0|2 we
can further assume that (5.15) holds on the open set {φ + δ > u¯}. As
v = max(φ+ δ, u¯) ≥ uε, we have∫
Rm
Fn(∇v) + (v − gε)
2
2
dγm ≥
∫
Rm
Fn(∇u¯) + (u¯− gε)
2
2
dγm
and thus∫
{φ+δ>u¯}
Fn(∇φ) + (φ+ δ − gε)
2
2
dγm ≥
∫
{φ+δ>u¯}
Fn(∇u¯) + (u¯− gε)
2
2
dγm.
Using that Fn(∇u¯) − Fn(∇φ) ≥ ∇Fn(∇φ) · (∇u¯ − ∇φ) by convexity of Fn
and
(u¯− gε)2
2
− (φ+ δ − gε)
2
2
≥ (φ+ δ − u¯)
2
2
+ (φ+ δ − gε)(u¯− φ− δ)
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we get
0 ≥
∫
{φ+δ>u¯}
∇Fn(∇φ) · (∇u¯−∇φ) + (φ+ δ − u¯)
2
2
+ (φ+ δ − gε)(u¯− φ− δ)dγm
=
∫
{φ+δ>u¯}
[−div∇Fn(∇φ) + x · ∇Fn(∇φ) + φ+ δ − gε] (u¯− φ− δ) + (φ+ δ − u¯)
2
2
dγm
> 0
and thus a contradiction. The integration by part used above is justified by
the fact that {φ+ δ > u¯} is an open set on the boundary of which φ+ δ and
u¯ agree.
Notice that using the same arguments it can be shown that there is no
contact between uε and u¯ so that u¯ is in fact an unconstrained minimizer of
the energy.
Now, thanks to [7, Proposition 3], given any supersolution u of (5.14), with
superlinear growth, the convex envelope u∗∗ is still a supersolution. More-
over, if u ≥ uε, then clearly u∗∗ ≥ uε (which is convex).
Hence, if we define u˜ ≤ u¯ as the infimum of all supersolutions of (5.14)
which are larger than uε, it is also the infimum of their convex envelopes
(hence it is a locally uniform limit of convex supersolutions) and therefore
is convex. It is also a supersolution.
Let us now show that u˜ is a viscosity solution. If it were not, there would
exist a smooth φ and x ∈ Rm with u˜(x) = φ(x), and u˜ < φ in Rm \ {x},
with
−div∇Fn(∇φ(x)) + x · ∇Fn(∇φ(x)) + φ(x) > gε(x).
In particular, u˜(x) > uε(x), otherwise x would also be a local maximum of
uε−φ and the reverse inequality should hold. Now, by standard arguments,
we check that min{u˜, φ− δ} is still a supersolution, larger than uε, if δ > 0
is small enough, a contradiction.
Hence u˜ is a solution of (5.14). By [95, Theorem 4], u˜ is a C1,1 function
and thus by [7, Lemma 2], u˜ satisfies (5.14) almost everywhere (and also
weakly). The function u˜ is therefore a critical point of the (strictly convex)
energy, hence the unique solution to (5.11) (with F replaced with Fn and g
with gε). Denote now this solution by unε .
Let us now show that we can send ε→ 0 and then n→∞.
Comparing the energy of unε with the energy of 0, we find that
‖unε ‖L2γm (Rm) ≤ 2‖gε‖L2γm (Rm) ≤ 2‖g‖L2γm (Rm)+2
∥∥∥∥εx2 + 1εF ∗n(εx)
∥∥∥∥
L2γm (Rm)
(5.16)
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so that ‖unε ‖L2γm (Rm) is uniformly bounded. Hence, we can send ε → 0 and
will find that unε ⇀ u
n. By a Theorem of Dudley [65], unε converges locally
uniformly to un which is thus convex. By the lower-semicontinuity of the
energy, un is the solution of problem (5.11) with F replaced with Fn.
Analogously, un → u locally uniformly since by (5.16), ‖un‖L2γm (Rm) ≤
2‖g‖L2γm (Rm) and thus u is convex. Let us show that u is the minimizer
of (5.11). We start by proving that
lim
n→∞
∫
Rm
Fn(∇un)dγm ≥
∫
Rm
F (∇u)dγm. (5.17)
Since un is a sequence of convex functions converging to u ∈ L2γm(Rm) then,
up to subsequence, ∇un converges to ∇u almost everywhere. Moreover, for
all R > 0 there exists C = C(R, v) such that ‖∇un‖L∞(BR) ≤ C for all
n ∈ N. This is a general property of convex functions and we refer to [40,
Theorem 3] for further details. By the dominated convergence Theorem, we
then get
lim
n→∞
∫
Rm
Fn(∇un)dγm ≥ lim
n→∞
∫
BR
Fn(∇un)dγm =
∫
BR
F (∇u)dγm.
Letting R→ +∞ we obtain (5.17).
Now if v is a Lipschitz function in L2γm(R
m), as Fn converges locally uni-
formly to F ,
lim
n→∞
∫
Rm
Fn(∇v)dγm =
∫
Rm
F (∇v)dγm
and thus, by the minimality of un and (5.17),∫
Rm
F (∇v) + (v − g)
2
2
dγm = lim
n→∞
∫
Rm
Fn(∇v) + (v − g)2
2
dγm
≥ lim
n→∞
∫
Rm
Fn(∇un) + (u
n − g)
2
2
dγm
≥
∫
Rm
F (∇u) + (u− g)
2
2
dγm.
Since Lipschitz functions are dense in energy in L2γm(R
m), we obtain that u
is a minimizer of (5.11).
Remark 5.3.2. The proof directly extends to variational problems of the
form
min
u∈L2(µ)
∫
Rm
F (∇u) + (u− g)
2
2
dµ
for measures dµ = µ(x) dx, with µ(x) = e−(Ax,x) and A > 0.
132
CHAPITRE 5. CONVEX MINIMIZERS FOR INFINITE DIMENSIONAL
VARIATIONAL PROBLEMS
Remark 5.3.3. Arguing as in the Theorem 5.4.1 of the next section, we see
that this result extends to generic proper lsc convex functions F .
5.4 The infinite dimensional case
In this final section we turn to the infinite dimensional problem.
Theorem 5.4.1. Let F : H → R ∪ {+∞} be a proper lsc convex function
and g ∈ L2γ(X) be a convex function then the minimizer of
J(u) :=
∫
X
F (Dγu) +
1
2
∫
X
(u− g)2dγ
is convex.
Proof. Case 1. We start by assuming that F satisfies also (H2) .
Let gm = Em(g) then gm is a convex function. Let also u¯m be the minimizer
of
min
u∈L2γ(X):u=Emu
Jm(u) :=
∫
X
F (Dγu) +
1
2
∫
X
|u− gm|2dγ.
Thanks to (5.9), if u depends only on the first m variables then∫
X
F (Dγu) =
∫
X
Fm(Dγu) =
∫
Rm
Fm(Dγmu)
where Fm(h) = F (Πmh). By Theorem 5.3.1, um is thus a convex function.
As Jm(u¯m) ≤ Jm(0) and since gm → g in L2γ(X), u¯m is bounded in L2γ(X)
and is thus weakly converging to u¯ which is therefore convex by [75, Theo-
rem 4.4].
We now show that u¯ is the minimizer of J .
If um is a weakly converging sequence to u ∈ L2γ(X), then by strong conver-
gence of gm to g we have
lim
m→∞
1
2
∫
X
|um − gm|2dγ ≥ 12
∫
X
|u− g|2dγ.
By the lower semicontinuity of
∫
X F (Dγu) (which comes from (5.8)) we then
have
lim
m→∞
Jm(um) ≥ J(u).
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Thus if u ∈ FC1b (X), by minimality of u¯m,
J(u) = lim
m→+∞Jm(u) ≥ limm→+∞ Jm(u¯m) ≥ J(u¯). (5.18)
Since we assumed that F satisfies (H2), by Proposition 5.2.4, the space
FC1b (X) is dense in energy in L2γ(X) and thus inequality (5.18) proves that
u¯ is the minimizer of J in L2γ(X).
Case 2. If F is a proper lsc convex function, we can approximate it by a
convex function Fδ with linear growth
Fδ(p) := δ|p|H + inf
q∈H
(
1
δ
|p− q|H + F (q)
)
.
By Case 1, the minimizer uδ of the functional with Fδ instead of F is convex.
As before, we have that uδ weakly converges to a convex function u in L2γ(X).
AsW 1,1γ (X) is dense in energy in L2γ(X), in order to conclude, it is sufficient
to prove that for every v ∈W 1,1γ (X) ∩ L2γ(X),∫
X
F (∇Hv)dγ ≥ lim
δ→0
∫
X
Fδ(∇Hv) (5.19)
and
lim
δ→0
∫
X
Fδ(Dγuδ) ≥
∫
X
F (Dγu). (5.20)
For inequality (5.19) we can assume that
∫
X F (∇Hv)dγ < +∞ then as for
the Moreau regularization, limδ→0 Fδ(p) = F (p) for every p ∈ H so that
for every v ∈ W 1,1γ (X), Fδ(∇Hv) converges almost everywhere to F (∇Hv)
and since Fδ(∇Hv) ≤ δ|∇Hv|H + F (∇Hv), by the dominated convergence
Theorem, inequality (5.19) follows.
For inequality (5.20), we start by noticing that by calculus on inf-convolutions
and convex conjugates, we have,
F ∗δ (q) = inf
|p|H≤ 1δ|p−q|H≤δ
F ∗(p),
where we take as a convention that F ∗δ (q) = +∞ if B 1
δ
∩Bδ(q) = ∅. There-
fore, for every q ∈ H, as soon as |q|H ≤ 1δ , we have F ∗δ (q) ≤ F ∗(q) and
thus
lim
δ→0
F ∗δ (q) ≤ F ∗(q) ∀q ∈ H.
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If now Φ ∈ FC1b (X,H) with F ∗(Φ) integrable, we have F ∗δ (Φ) ≤ F ∗(Φ) for
δ small enough and thus by the reverse Fatou lemma,
lim
δ→0
∫
X
F ∗δ (Φ) dγ ≤
∫
X
lim
δ→0
Fδ(Φ)dγ ≤
∫
X
F ∗(Φ) dγ. (5.21)
We can now conclude since for every Φ ∈ FC1b (X,H) with
∫
X F
∗(Φ) dγ we
have using (5.21),
lim
δ→0
∫
X
Fδ(Dγuδ) ≥ lim
δ→0
∫
X
−uδ divγ Φ− F ∗δ (Φ) dγ
≥
∫
X
−udivγ Φ− F (Φ) dγ
Taking then the supremum on all Φ ∈ FC1b (X,H) and using (5.4), we get
(5.20).
Remark 5.4.2. Notice that, by taking F (h) = |h|p with p ≥ 1, Theorem
5.4.1 applies in particular to the p-Dirichlet problems
min
L2γ(X)
∫
X
|∇Hu|pH dγ +
1
2
∫
X
|u− g|2dγ.
Remark 5.4.3. When X is an Hilbert space, there is another definition
of the gradient due to Da Prato which gives an alternative definition of
Sobolev and BV spaces (see [12, Section 5]). Roughly speaking it corresponds
to Du := Q−
1
2∇Hu. Theorem 5.4.1 then applies to the associated total
variation since it is given by the choice
F (h) =
(
+∞∑
i=1
1
λi
|hi|2
) 1
2
where the λi’s are the eigenvalues of Q.
Remark 5.4.4. Notice that in the proofs of Theorem 5.3.1 and 5.4.1 we
made standard Γ-convergence arguments (see [32]).
We can now use these convexity results to show the convexity of solutions
of (5.1).
Theorem 5.4.5. Let g be a convex function in L2γ(X) and let u be the
minimizer of (5.2). Let λ = inf{λ : γ(u ≤ λ) > 0}. If v = γ({u ≤ λ})
then for every v > v there exists a unique solution to (5.1) and this solution
is convex.
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Proof. The proof follows quite standard arguments so that we only sketch
it (see [43] and [6] for details). Let us first consider the problem
minPγ(E) +
∫
E
(g − λ)dγ. (Pλ)
Then as in Proposition 34 of [43], by the direct method of the calculus of
variations and by the co-area formula it is not difficult to show that (Pλ)
has a minimum Eλ. By [43, Lemma 8] we have Eλ1 ⊂ Eλ2 if λ1 ≤ λ2.
Setting w(x) = inf {λ : x ∈ Eλ}, it is not hard to see that w ∈ BVγ ∩
L2γ(X) and that w solves (5.2) (see [43] again or Lemma 3.5 in [45]). By
the uniqueness of minimizers of (5.2), w = u and Eλ = {u < λ} for almost
every λ (and then for every λ by an approximation procedure).
By Proposition 4.2.10, the function λ→ γ (Eλ) is continuous on ]λ,+∞[ and
nondecreasing. Together with the inclusion property of the Eλ this implies
the uniqueness of the minimizers of (Pλ). Moreover, the sets Eλ solve the
problem:
min
γ(Eλ)=γ(E)
Pγ(E) +
∫
E
gdγ.
Vice-versa, if Ev solves (5.1) and v > v then there exists λ > λ such that
γ (Eλ) = v and as Ev solves (Pλ) we get Ev = Eλ.
Remark 5.4.6. If F : H → R is homogeneous of degree one and such that
c|h|H ≤ F (h) ≤ C|h|H ∀h ∈ H,
then F satisfies (H2) and we can define the anisotropic perimeter PF by
PF (E) :=
∫
X
F (DγχE).
Repeating verbatim the proof of [72, Section 5.5], (and using that smooth
cylindrical functions are dense in BVγ(X) by Proposition 5.2.4), we still
have a coarea formula,∫
X
F (Dγu) =
∫
R
PF ({u < t}) dt ∀u ∈ BVγ(X).
Using Theorem 5.4.1, it is then not difficult to extend Theorem 5.1.1 and
Theorem 5.4.5 to these anisotropic perimeters PF .
Notice that in the Wiener space, the solution of the Wulff problem
min
γ(E)=v
PF (E) (5.22)
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is quite simple. If F attains its minimum on the sphere at some direction
νmin then by the isoperimetric inequality, if Eνmin is the half-space of volume
v and normal νmin and E is any other set with volume v,
PF (Eνmin) = F (νmin)Pγ(Eνmin) ≤ F (νmin)Pγ(E) ≤ PF (E)
and thus Eνmin is the minimizer of (5.22). If instead F does not attain its
minimium on the sphere, there is no solution to (5.22).
We can finally state a simple corollary.
Corollary 5.4.7. Let g be a convex function in L2γ(X) and let
F (E) = Pγ(E) +
∫
E
g dγ.
Then two situations can occur:
• If minF < 0 then there exists a unique non-empty minimizer of F .
Moreover this minimizer is convex.
• If minF = 0 then there exists at most one non-empty minimizer of F
which is then convex.
Proof. The two possibilities corresponds respectively to λ < 0 and λ ≥
0.
5.5 A Geometric proof for the total variation in Gauss
space
The aim of this section is to show an alternative proof of Theorem 5.3.1
when F is the total variation (which was our main motivation in the previous
sections) based on ideas of Korevaar [99]. More precisely, we will show that
for g ∈ L2γm(Rm) a convex function then the solution of
min
BVγ(Rm)∩L2γm (Rm)
∫
Rm
|Dγmu|+
1
2
∫
Rm
|u− g|2dγm (5.23)
is convex. As a by-product of our analysis we will also get that the minimizer
of the Ornstein-Uhhlenbeck functional
min
H1γm (Rm)∩L2γm (Rm)
∫
Rm
|∇u|2
2
+
1
2
∫
Rm
|u− g|2dγm
is convex if g is convex.
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We recall some facts about pairings between measures and bounded func-
tions (see [16] for more details).
We define the space X2 to be the space of bounded functions z with divγ z ∈
L2γm(R
m). For every smooth open set Ω, the trace [z · ν] can be defined in
such a way that the integration by part formula∫
Ω
(z,Dγmu)dγm +
∫
Ω
udivγ zdγm =
∫
∂Ω
[z · ν]uγm(x)Hm−1
holds for z ∈ X2 and u ∈ BVγm ∩ L2γm(Rm) where as usual (z,Dγmu) is the
measure defined by∫
Rm
(z ·Dγmu)dγm = −
∫
Rm
uϕdivγ zdγm −
∫
Rm
uz · ∇ϕdγm
for every ϕ ∈ C1c (Rm,Rm).
5.5.1 Convexity of the minimizer
In this section we are going to prove the following result:
Let g ∈ L2γm(Rm) be a convex function then the minimizer of
min
BVγm∩L2γm (Rm)
∫
Rm
|Dγmu|+
1
2
∫
Rn
|u− g|2dγm (5.24)
is a convex function.
As in many other papers involving the total variation, we are going to study
first the regularized problem:
min
BVγm∩L2γm (Rm)
Jε(u) =
∫
Rm
√
ε2 + |Dγu|2dγ + 12
∫
Rm
|u− g|2dγm (5.25)
where as usual, if the Radon-Nikodym decomposition of Dγmu is given by
Dγmu = ∇udγm +Dsγmu we let∫
Rm
√
ε2 + |Dγu|2dγ =
∫
Rm
√
ε2 + |∇u|2dγm + |Dsγmu|(Rm).
As a simple consequence of the Reshetnyak’s continuity Theorem we have
that Jε is lower semicontinuous for the L2γm(R
m) convergence (see [10]).
We start by studying the Dirichlet problem on balls, namely
min
BVγm (BR)
∫
BR
√
ε2 + |Dγu|2dγ+12
∫
BR
|u−g|2dγm+
∫
∂BR
|u−M |γm(x)dHm−1(x).
(5.26)
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Here BR is the ball of radius R centered in the origin and M is a constant
to be chosen later. The term
∫
∂BR
|u − M |γm(x)dHm−1(x) can be seen
as a Dirichlet term (see [81] and [15]). In the following we will note by
F (p) =
√
ε2 + |p|2.
On bounded domains, by Theorem 6.7 in [15] we can give a characterization
of the minimizers of (5.26)
Theorem 5.5.1 (Characterization of the minima). A function u ∈ BVγm(BR)
minimizes (5.26) if and only if ∇u√
ε2+|∇u|2 ∈ X2 and
− divγ
(
∇u√
ε2 + |∇u|2
)
+ u = g,
∇u√
ε2 + |∇u|2 ·D
s
γmu = |Dsγmu| |Dsγmu| − a.e.
and [
∇u√
ε2 + |∇u|2 · ν] ∈ sign(M − u) H
m−1 − a.e. in ∂BR.
where ν is the outward normal to BR.
We can prove the following comparison principle:
Proposition 5.5.2 (Comparison). Let g1 ≥ g2 and ϕ1 ≥ ϕ2 then the mini-
mizers ui with i = 1, 2 of
min
BVγm (BR)
∫
BR
F (Dγmu)dγm+
1
2
∫
BR
|u−gi|2dγm+
∫
∂BR
|u−ϕi|γm(x)dHm−1(x)
verify u1 ≥ u2.
Proof. The proof follows closely the proof of Theorem 5.16 p.145 of [15]. Let
Φϕ(u) =
∫
BR
F (Dγmu)dγm +
∫
∂BR
|u− ϕ|γm(x)dHm−1(x).
By Theorem 5.5.1 we know that p ∈ ∂Φϕ if and only if:
p = −divγ(z), z = ∇F (∇u), z·Dsγmu = |Dsγmu| and [z·ν] ∈ sign(ϕ−u)
where we used the decomposition Dγmu = ∇udγm + Dsγmu. We thus have
that ui+pi = gi for i = 1, 2. By multiplying these two equalities by (u2−u1)+
(which is the positive part of u2−u1), subtracting them and integrating, we
find∫
BR
[(u2 − u1) + (p2 − p1)] (u2−u1)+dγm =
∫
BR
(g2−g1)(u2−u1)+dγm ≤ 0.
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But on the left-hand side we have that∫
BR
(u2 − u1)(u2 − u1)+dγm ≥ 0.
So that proving
∫
BR
(p2−p1)(u2−u1)+dγm ≥ 0 would imply the claim. This
inequality is obtained as following:∫
BR
(p2 − p1)(u2 − u1)+dγm =−
∫
BR
divγ(z2 − z1) (u2 − u1)+dγm
=
∫
BR
(
(z2 − z1), Dγm(u2 − u1)+
)
−
∫
∂BR
[(z2 − z1) · ν](u2 − u1)+γm(x)dHm−1(x)
Now, on the one hand, by Corollary C.16 of [15] (see also Proposition 2.8 of
[16]),∫
BR
(
(z2 − z1), Dγm(u2 − u1)+
)
=
∫
BR
((z2 − z1), Dγm(u2 − u1)) dγm.
Writing that Dγmui = ∇uidγm +Dsγmui we find that,∫
BR
((z2 − z1), Dγm(u2 − u1)) dγm =
∫
BR
(z2 − z1) · (∇u2 −∇u1) dγm
+
∫
BR
(z2 − z1) · (Dsγmu2 −Dsu1).
By convexity of F ,
∫
BR
(F (∇u2)−F (∇u1)) · (∇u2−∇u1)dγm ≥ 0 and since
zi ·Dsγmui = |Dsγmui|, we have
∫
BR
(z2 − z1) · (Dsγmu2 −Dsγmu1) ≥ 0.
On the other hand, by a simple argument, it can be shown that∫
∂BR
[(z1 − z2) · ν](u2 − u1)+γm(x)dHm−1 ≤ 0,
which ends the proof.
With this comparison property in hands, we can prove that for M large
enough, the minimizer of (5.26) makes vertical contact angle with the bound-
ary of BR. In the following, we will say that a function v is a supersolution
of (5.26) if it minimizes the functional with g˜ ≥ g and ϕ ≥M .
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Proposition 5.5.3 (vertical contact angle). If C ≥ mεr + Rε + r+ |g|L∞(BR),
then
v(x) =

C −√r2 − (x− x0)2 if x ∈ Br(x0)
M otherwise
is a supersolution of (5.26) if Br(x0) ⊂ BR. Then forM > C, the minimizer
of (5.26) has vertical contact angle with ∂BR.
Proof. We must show that for C large enough,
−divγ(∇F (∇v)) + v − g ≥ 0.
A direct computation shows that in Br(x0) we have ∇v = x− x0√
r2 − (x− x0)2
thus
∇F (∇v) = x− x0√
ε2r2 + (1− ε2)|x− x0|2
.
From this we get that
−divγ(∇F (∇v)) + v − g ≥− m
εr
+
x− x0√
ε2r2 + (1− ε2)|x− x0|2
· x+ C
−
√
r2 − (x− x0)2 − |g|L∞(BR)
≥− m
εr
− |x− x0|√
ε2r2 + (1− ε2)|x− x0|2
|x|+ C
− r − |g|L∞(BR)
≥− m
εr
− R
ε
+ C − r − |g|L∞(BR)
Thus if C ≥ mεr + Rε + r + |g|L∞(BR) then v is a super-solution.
IfM > C, then considering balls of radius r such that ∂Br∩∂BR is reduced
to a point, by the comparison Theorem 5.5.2, if u minimizes (5.26) then
M > C ≥ v ≥ u and thus by Theorem 5.5.1 we have
[
∇u√
ε2 + |∇u|2 · ν] = 1 H
m−1 − a.e. on ∂BR
which is the vertical contact angle condition.
The interior regularity of minimizers of (5.26) easily follows by a result of
Giaquinta, Modica and Soucek [81].
Proposition 5.5.4. Let g be a Cα function then the minimizer of (5.26) is
C2,α(BR).
5.5. A GEOMETRIC PROOF FOR THE TOTAL VARIATION IN GAUSS
SPACE 141
Proof. By Theorem 3.3 of [81] we have that minimizers of
min
BVγm (BR)
∫
BR
F (Du)dγm +
∫
BR
G(x, u)dγm +
∫
∂BR
|u−M |γm(x)dHm−1(x)
are locally Lipschitz if G(x, u) verifies the following hypothesis:
• ∣∣∂G
∂u
∣∣+ ∣∣ ∂2G
∂u∂x
∣∣ ≤ C.
• ∂
2G
∂u2
≥ 0.
Originally we have G(x, u) = 12 |u − g(x)|2 which does not verifies exactly
the hypothesis. However if we set G˜(x, u) = Ψ(u) − g(x)u + 12g(x)2 where
Ψ(u) = 12u
2 if u ≤ C and Ψ convex, C2 with linear growth at infinity then
G˜ verifies the condition mentioned above. The Euler-Lagrange equation
verified by the minimizers with G˜ instead of G is
∂Ψ
∂u
+ ∂Φϕ(u) = g(x). (5.27)
Now we can apply Theorem 3.3 of [81] to find that solutions of (5.27) are
locally Lipschitz. Exactly as in Proposition 5.5.2 the comparison principle
holds for this equation and thus M (respectively −M) is a supersolution
(respectively a subsolution). This implies that if C ≥M solutions of (5.27)
are also solutions of (5.26) which are thus locally Lipschitz. By classical reg-
ularity theory for elliptic equations (see [82]) this implies that the solutions
are indeed C2,α(BR).
Remark 5.5.5. This proposition in particular applies for g convex since
convex functions are locally Lipschitz.
Having only interior regularity it is not possible to directly apply the results
of Korevaar [99] which need continuity up to the boundary. The idea will
be to use a geometric version of Korevaar’s argument to get the convexity
of the minimizers.
For simplicity, in this part of the proof we focus on the case ε = 1. By
rescaling, the general case of ε 6= 1 can be easily recovered (the Gaussian
measure γm is not invariant by this scaling but it does not matter). Consider
now the set (see Figure 5.1)
E = {(x, t) ∈ BR × [−M ;M ] / t < u(x)} . (5.28)
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U
E˜
−M
BR
dv(z, U)
M
z
Figure 5.1: The set E˜
The aim is to show that E is a concave set. First we need to show that E
is regular. For this we follow an idea of Giusti (see [83] and [84]) showing
that E is a solution of a certain obstacle problem.
For F a set of finite perimeter in Rm+1 let P˜ (F ) be defined by
P˜ (F ) =
∫
∂∗F
γm(x)dHm(x, t).
P˜ is thus the perimeter associated to the measure µ(x, t) = γm(x)dxdt. Let
now H(x, t) = (t− g(x))γm(x) then we have the following:
Proposition 5.5.6. The set E˜ = E ∪ (BcR × [−M ;M ]), where E is defined
in (5.28), is a minimizer of
P˜ (F ) +
∫
F
H(x, t) dx dt (5.29)
among all sets containing BcR × [−M ;M ]. As a consequence ∂E˜ is C1.
Proof. Let us define the field
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z(x, t) =

(
− ∇u√
1 + |∇u|2 ,
1√
1 + |∇u|2
)
(x, t) ∈ BR×]−M ;M [
−νBR(x) (x, t) ∈ ∂BR×]−M ;M [
.
Then z is a X2 vector field in BR×] −M ;M [ satisfying |z|Rm+1 = 1 and
[z ·νE˜ ] = 1 where νE˜ is the outward normal to E˜. Moreover if z = (z′, zm+1)
with z′ ∈ Rm and zm+1 ∈ R then setting by a slight abuse of notations
divγ z = divγ z′ +
∂zm+1
∂t
we have divγ z = g − u. Hence if F∆E˜ ⊂ BR×]−M ;M [, as t < u(x) in E,
∫
E˜\F
(divγ z)dµ =
∫
E˜\F
(g − u)dµ ≤
∫
E˜\F
(g(x)− t)dµ
= −
∫
E˜\F
H(t, x)dxdt =
∫
E˜∩F
Hdxdt−
∫
E˜
Hdxdt.
On the other hand we have:∫
E˜\F
(divγ z)dµ =
∫
∂∗(E˜\F )
[z · νE˜\F ]γm(x)dHm(x, t)
But E˜\F = E˜ ∩ F c and as noticed by Figalli, Maggi and Pratelli in [78],
∂∗(E˜ ∩ F c) = JE˜,F c ∪
(
∂∗E˜ ∩ (F c)(1)
)
∪
(
∂∗F c ∩ E˜(1)
)
where JE˜,F c =
{
x ∈ ∂∗E˜ ∩ ∂∗F c/νE˜ = νF c
}
. Moreover we have:
νE˜\F =

νE˜ in ∂∗E˜ ∩ (F c)(1)
νF
c
= −νF in ∂∗F c ∩ E˜(1)
νE˜ = −νF in JE˜,F c
.
From this we find
∫
E˜\F
(divγ z)dµ =
∫
∂∗E˜∩F (0)
γmdHm −
∫
∂∗F∩E˜(1)
νF · zγmdHm +
∫
JE˜,Fc
[z · νE˜ ]γmdHm
≥
∫
∂∗E˜∩F (0)
γmdHm −
∫
∂∗F∩E˜(1)
γmdHm +
∫
JE˜,Fc
[z · νE˜ ]γmdHm.
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We thus find:∫
E˜∩F
Hdxdt−
∫
E˜
Hdxdt ≥
∫
∂∗E˜∩F (0)
γmdHm−
∫
∂∗F∩E˜(1)
γmdHm+
∫
JE˜,Fc
[z·νE˜ ]γmdHm.
Similarly, studying what happens on F\E˜ we get:∫
E˜∩F
Hdxdt−
∫
F
Hdxdt ≤
∫
∂∗F∩E˜(0)
γmdHm−
∫
∂∗E˜∩F (1)
γmdHm+
∫
JF,E˜c
[z·νF ]γmdHm.
Summing these two inequalities and using that
∫
JE˜,Fc
[z · νE˜ ]γmdHm =∫
JF,E˜c
[z · νF ]γmdHm we have:∫
∂∗F∩(E˜(0)∪E˜(1))
γm(x)dHm(x, t) +
∫
F
H(x, t)dxdt ≥∫
∂∗E˜∩(F (0)∪F (1))
γm(x)dHm(x, t) +
∫
E˜
H(x, t)dxdt.
Adding to this equality
∫
∂∗E˜∩∂∗F γm(x)dHm(x, t) and using that Hm((A(1)∪
A(0) ∪ ∂∗A)c) = 0 for every set of finite perimeter A ⊂ Rm+1, we find as
desired that∫
∂∗F
γm(x)dHm(x, t)+
∫
F
H(x, t)dxdt ≥
∫
∂∗E˜
γm(x)dHm(x, t)+
∫
E˜
H(x, t)dxdt.
The regularity of ∂E˜ follows from an old paper of Miranda [108]. We point
out that in the paper cited above, the results are written for the classical
perimeter without curvature terms. However, the argument is based on
a blow-up procedure under which our functional reduces to the classical
perimeter.
We can now prove the concavity of E˜.
Proposition 5.5.7. The set E˜ is concave thus u is convex.
Proof. We will show that the set U = Ec is convex (see Figure 5.1). Let us
define for every z = (x, t) ∈ BR × [−M ;M ] the vertical distance of z to U
by
dv(z, U) = inf
(|t− t′| / (x′, t′) ∈ U) .
The function dv is continuous since ∂U is a C1 surface by Proposition 5.5.6.
U is a compact set thus the function
C(λ, z, z′) = dv(λz + (1− λ)z′, U) for (λ, z, z′) ∈ [0; 1]× U × U
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attains its maximum. If this maximum is zero then U is convex and we are
done. Assume on the contrary that this maximum is positive.
By the vertical contact angle condition we can assume that this maximum
is attained at points z and z′ in the interior of BR × [−M ;M ]. Moreover,
if z = (x, t) ∈ U , by decreasing t (which increases C), we can assume that
t = u(x). Analogously we can assume that z′ = (x′, u(x′)). Then we find
C(λ, z, z′) = u(λx+ (1− λ)x′)− λu(x)− (1− λ)u(x′).
We are thus in the situation of applying Korevaar’s concavity maximum
principle [99] to conclude. We briefly recall the argument for the reader’s
convenience.
As (λ, z, z′) is a point of maximum, the gradient in x and in x′ is zero and
thus
∇u(λx+ (1− λ)x′) = ∇u(x) = ∇u(x′).
As the second derivative of C(λ, (x + τ, u(x + τ)), (x′ + τ, u(x′ + τ))) is
nonpositive in zero for every direction τ ∈ Rm we get
D2u(λx+ (1− λ)x′)− λD2u(x)− (1− λ)D2u(x′) ≤ 0.
Using the equation satisfied by u, this yields the desired contradiction.
We now finally turn to the proof of our main result:
Theorem 5.5.8. Let g ∈ L2γm(Rm) be a convex function and u be the min-
imizer of
min
BVγm∩L2γm (Rm)
∫
Rm
|Dγmu|+
1
2
∫
Rm
|u− g|2dγm
then u is a convex function.
Proof. By Proposition 5.5.3 we see that if uR is the minimizer of (5.26) then
it is convex. Arguing as in Theorem 5.3.1, we see that uR converges locally
uniformly to uε the minimizer of (5.25). Analogously, we can let ε goes
to zero and get that uε converges to u the solution of (5.24) which is thus
convex.
Let us also notice that along the same lines we can prove the following result:
Theorem 5.5.9. Let g be a convex L2γm(R
m) function then the minimizer
of
min
u∈H1γm (Rm)
∫
Rm
|∇u|2
2
dγm +
1
2
∫
Rm
|u− g|2dγm
is convex.
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Proof. Let
Jλ(u) = λ2
∫
Rm
[√
1 +
|∇u|2
λ2
− 1
]
dγm +
1
2
|u− g|2dγm
then uλ minimizes Jλ if and only if it minimizes∫
Rm
√
λ2 + |∇u|2dγm + 12λ
∫
Rm
|u− g|2dγm.
Thus uλ is convex. Using that for any p,
lim
λ→∞
λ2
[√
1 +
|p|2
λ2
− 1
]
=
|p|2
2
we get the conclusion.
Remark 5.5.10. If we want to follow this approach for more general func-
tionals, there is a difficulty due to the lack of boundary regularity of the
minimizers. More precisely, when reasoning as in Proposition 5.5.6, these
functionals give rise to anisotropic perimeters, for which it is not known if
the minimizers of the corresponding obstacle problem are smooth in a neigh-
borhood of the obstacle.
5.6 Conclusion and perspectives
In this chapter we proved convexity of the minimizers of some variational
problems in Gauss and Wiener spaces. An essential tool in the proof is a
representation formula for integral functional in this setting. This is a first
step towards the generalization of these kind of results in infinite dimensions.
Following an approach a` la Almgren-Taylor-Wang, as in [23] our convexity
results could open the way to a study of a motion by mean curvature in
Gauss and Wiener spaces which has never been investigated yet.
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