This paper proposes a reduced rank regression framework for constructing coincident and leading indexes. Based on a formal definition that requires that the first differences of the leading index are the best linear predictor of the first differences of the coincident index, it is shown that the notion of polynomial serial correlation common features can be used to build these composite variables. Concepts and methods are illustrated by an empirical investigation of the US business cycle indicators.
Introduction
In a large number of countries coincident and leading indexes are routinely built in order to provide economic analysts with early signals of the broad swings in macroeconomic activity known as the business cycle. These indexes are typically constructed in two steps. The first step aims at identifying groups of variables that move in, before or after the recession (see e.g. Niemera and Klein, 1994) . In this paper the focus is on the first two groups of variables, which are respectively defined as the coincident and leading indicators. The second step consists in forming composite indicators, namely the Coincident Index [CI] and Leading Index [LI] , in order to extract the relevant business cycle features from the individual indicators.
Among the various statistical methods for constructing such CI and LI, the procedure developed by Stock and Watson (1989 , 1991 for the NBER has rapidly become a standard reference. But other approaches exist since a while, from the well known principal component and classical linear time series analyses to more complex non-linear methods such as smooth transition regressions, switching regimes and probit models, and nonparametric procedures (see Camacho and Perez-Quiros, 2002 , for a comparison of the forecasting performances of some of these procedures).
In a similar spirit as Emerson and Hendry (1996) , the viewpoint in this article is that the construction of coincident and leading indexes should be based on a formal statistical analysis of the multivariate time series properties of the data. Hence, a Reduced Rank Regression [RRR] approach is proposed to build a CI&LI from a vector of cointegrated economic indicators. RRR has been extensively analyzed in the statistical and macroeconometric literature (see inter alia In particular, the dynamic properties of the data are investigated within the polynomial serial correlation common feature modeling (Cubadda and Hecq, 2001) . Similarly as the composite indexes built by The Conference Board (1997), the proposed CI&LI's are obtained as linear combinations of observed variables. However, the weights of the novel indexes are derived such that the changes of the LI are the best linear predictor of the changes of the CI.
Hence, the suggested CI&LI's are constructed in order to satisfy the purpose of documenting and predicting the variations of the overall economic activity. 1 Other relevant characteristics of the new composite indicators are that the existence of such CI&LI is tested and not assumed a priori, it is possible to check if the individual indicators significantly enter in the CI and LI, and the multivariate Beveridge-Nelson (1981) cycle of the LI leads that of the CI. This paper is organized as follows. Section 2 proposes a definition of the CI&LI, and shows how to build such indexes by means of RRR. In Section 3 the conditions for the existence of a long leading index are examined. In Section 4 the methodology is applied to the US business cycles indicators. Section 5 concludes.
The statistical methodology
The aim of this section is to present a RRR framework to build the CI&LI from a set of cointegrated time series.
Preliminaries
Let us start with the VAR(p) model for a n-vector of I(1) time series {y t , t = 1, . . . , T },
for fixed values of y −p+1 , ..., y 0 and where
To simplify the notation, the deterministic terms are omitted at this stage.
It is further assumed that the process y t is cointegrated of order (1,1), namely that 1 • ) rank(A(1)) = r, 0 < r < n, so that A(1) can be expressed as A(1) = αβ 0 with α and β both (n × r) matrices of full column rank r, and 2 • ) the matrix α 0 ⊥ A * (1)β ⊥ has rank equal to (n − r) where A * (1) denotes the first derivative of A(z) at z = 1. The columns of β span the space of cointegrating vectors, and the elements of α are the corresponding adjustment coefficients. In order to rewrite the system in a VECM form we use the identity
The stationary process ∆y t admits the following Wold representation
with 
where ξ t = C * (L)ε t , and ∆τ t = C(1)ε t .
The multivariate BN decomposition has a natural interpretation in forecasting terms. Indeed, we easily get from equations (2) and (3) that
where Ω t is the σ-field generated by {y t−i ; i ≥ 0}. Based on the popular view that the trend of a non-stationary time series coincides with its infinite-step ahead prediction (see e.g. Harvey, 1990) , the processes τ t and ξ t are respectively defined as the stochastic trends and cycles of variables y t . Proietti (1997) and Hecq et al. (2000) provided explicit expressions of the components τ t and ξ t in terms of the VECM parameters.
In order to analyze non-contemporaneous short-run comovements, Cubadda and Hecq (2001) have The presence of the PSCCF(m) endows series y t with several interesting properties. First, the following restrictions on the VECM (1) parameters hold
Second, variables y t must share at least one common trend since Condition 1 implies that the matrix α has rank less then n. Third, the multivariate BN cycles ξ t respect the following
which is equivalent to say that the process δ(L) 0 ξ t+h is a VMA(m − 1) for m ≥ 1. 2
The Coincident and Leading Indexes
Let us assume that the vector of n time series may be partitioned into two subvectors such that y t = (z 0 t , x 0 t ) 0 . The first n 1 series z t are the relevant business cycle indicators whereas the remaining n 2 = n − n 1 series x t must Granger-cause the reference series z t . Hence, the following notion of coincident and leading indexes is proposed.
Definition 2 CI&LI. CI t and LI t are respectively the composite coincident and leading indexes iff
where CI t is a linear combinations of the reference series z t , and LI t is a linear combinations of series (y 0 t , ..,
The above definition can be motivated as follows. In view of the BN decomposition in (3), if the reference series z t possess some cyclical components, their first differences ∆z t must be autocorrelated. The weights of the suggested CI&LI are simultaneously determined such that the CI exhibits a cyclical behavior but ∆CI t+1 −E(∆CI t+1 |∆LI t ) is an innovation with respect
to Ω t . Hence, the BN cycle of CI t+1 is cancelled after removing the influence of LI t .
2 When m = 0, i.e. δ(L) = δ0, equation (4) stands for the common cycle property δ 0 0 ξ t = 0.
5
Notice that Definition 2 involves the differences rather than the levels of the indexes. The reason of this choice is that CI&LI's are conceived as a tool for short-term analysis. Indeed, whether the goal is to monitor and predict the turning points in the business cycle or macroeconomic growth, the changes of the indexes are entailed (see e.g. The Conference Board, 1997,
TCB henceforth).
Suppose now that series ∆y t exhibit at least one PSCCF(m) such that δ
. In view of Definition 1, we have that
Consequently the coincident and leading indexes are simply given by
It is easy to see that the reverse implication holds as well, i. 
The above proposition tells us that the cyclical movements of the LI lead those of the CI when the forecast horizon is not less than the PSCCF order. Hence, the case of the PSCCF(1)
is particularly attractive for CI&LI building. In the rest of the paper the focus will be on such particular case.
Based on Cubadda and Hecq (2001), we can make inference on the existence of such CI&LI's by means of the following RRR procedure. We first solve the following canonical correlation
. . .
where D t is a vector of deterministic terms, then the LR test statistic for the hypothesis that are at most s CI&LI couples is
where b λ i is the i−th smallest squared canonical correlation coming from (6) and the estimates of the parameters (ω 0 0 , δ 0 1 ) 0 are the eigenvectors associated with the s smallest eigenvalues b λ 1 , ..., b λ s . 3 Under the null hypothesis the test statistic (7) is asymptotically distributed as a
. 4 A relevant feature of the RRR approach is that it is possible to test for linear restrictions on the CI&LI weights. Alike Johansen (1995) in cointegration analysis, these restrictions are expressed as follows
where H is matrix of known elements, the sub-matrix H 11 has rank equal to
and ϕ is a parameter matrix to be estimated.
Let us a consider the illustrative example where the reference series z t are the coincident indicators used by TCB (1997), namely the industrial production, employment, real income, and manufacturing and trade sales, and we wish to test if the reference series do enter in the 3 Since such eigenvalues and eigenvectors are invariant to non-singular linear transformation of variables
0 , inference on the CI&LI's does not depend on the identification of the cointegration vectors β. 4 Based on Cubadda and Hecq (2001), a test statistic with better small-sample properties can be obtained by applying the scaling factor (T − n(p − 2) − r)/T to (7).
LI. Then the matrix H takes the form
which means that there are no cross restrictions between ω 0 and δ 1 , ω 0 is unrestricted, and
We can handle such linear restrictions by means of the following procedure. We first solve the following canonical correlation program
Then the LR test statistic is
where b η i is the i−th smallest squared canonical correlation coming from (10) and the estimates of the parameters (ϕ 0 0 , ϕ 0 1 ) 0 are the eigenvectors associated with the s smallest eigenvalues b η 1 , ..., b η s . Under the null hypothesis the test statistic (11) follows asymptotically a χ 2
Notice that when s > 1 there is not necessarily a unique CI&LI pair. 5 In the sequel we consider both the case where several indexes are individually identified and the most usual case where a unique CI&LI pair must be constructed.
Identifying the CI&LI's
This subsection shows how to identify "structural" pairs of CI&LI's by means of overidentifying restrictions. Coming back the previous illustrative example, we may wish to construct a leading index that does not include the four Conference Board coincident series. In this case, we need to test for zero canonical correlations between (∆z 0 t , −∆x 0 t−1 ) 0 and the past of y t . More generally, suppose that we are willing to consider only composite indexes with weights which obey the linear restrictions (8) . Then the LR test statistic for the null hypothesis that there exist s "restricted" CI&LI's against the alternative that no restricted CI&LI's exist is given by
Under the null hypothesis the test statistic (12) is asymptotically distributed as a χ 2
Building the Optimal CI&LI
This subsection shows how to combine several CI&LI's in order to extract the most relevant pair for forecasting purposes. More precisely, the following notion of optimal coincident and leading composite indexes is proposed.
Definition 4 Optimal CI & LI. CI * t ≡ ξ * 0 CI t and LI * t ≡ ξ * 0 LI t are respectively the optimal composite coincident and leading indexes iff
where ξ is a generic s-vector, e t ≡ ∆CI t − E(∆CI t |∆LI t−1 ) and V (·) is the covariance matrix of the process in argument.
When several PSCCF vectors exist (i.e., s > 1), condition (13) requires that ∆CI * t and ∆LI * t−1 are the most correlated among all the linear combinations of ∆z t and ∆y t−1 that satisfy equation (5) . Based on a standard result from canonical correlation theory, equation (13) is solved by ξ * = [V (∆CI t )] −1/2 ζ 1 , where ζ 1 is the eigenvector associated to the smallest eigenvalue of the matrix
9 Hence, the optimal CI weights are given by ω * 0 = ω 0 ξ * and the optimal LI weights are given by
We summarize the above results in the following proposition.
Proposition 5 Construction of the optimal CI&LI. Suppose that there exist s PSCCF (1) vectors such that δ 0 0 = (ω 0 0 , 0 0 s×n 2 ) and δ 1 6 = 0. In this case, the optimal CI and LI are respectively given by CI * t = ω * 0 0 z t and LI * t = δ * 0
ζ 1 is the eigenvector associated to the smallest eigenvalue of the matrix (14) .
The optimal CI&LI weights can be estimated as follows. Compute the RRR estimates Linear restrictions on ω * 0 and δ * 1 may be tested by a linear switching algorithm similar as the one proposed by Johansen (1995) in cointegration analysis. In particular, let us consider the following system of hypothesis:
where H * is a matrix of known elements and ϕ * is a g × 1 parameter matrix.
Let us then write
, and ζ 1 is the matrix of the (s − 1) eigenvectors associated to the (s − 1) largest eigenvalues of the matrix (14) . Thus the iterative procedure goes as follows
2. For fixed δ # = b δ # , obtain b ϕ as the eigenvector associated with the smallest eigenvalue coming from the solution of
∆y t−1 ∆y t−2 . . .
3. For fixed δ
, where b φ (s−1) are the eigenvectors associated with the (s − 1) smallest eigenvalues coming from the solution of
4. Continue with 2. and 3. until numerical convergence.
The LR test statistic is
where b ρ i and b υ i are the i−th smallest squared canonical correlations respectively coming from 
The Long Leading Indicator
We have so far focused on building CI&LI's when the time delay is one period only. However, it is often desirable to anticipate the state of economic activity with a larger advance. Hence, the properties of the composite indexes must be evaluated also when the forecast horizon is larger than one. By construction of the CI&LI we get
where e t = (ω 0 0 , 0 0 n 2 )ε t . Equation (18) implies in turn that
for h ≥ 2. Hence, the h-step ahead forecasts of the first differences of CI are given by the (h − 1)-step ahead forecasts of the first differences of LI.
Notice that the left hand side of equation (19) is generally not a function of ∆LI t only. For instance, for h = 2 we get
which is generally different from E(∆LI t+1 |∆LI t ).
Based on equation (19), the h-step ahead leading index LI h t is defined as follows
In order to build such h-step ahead leading index we may follow two different approaches.
The first approach requires to derive the h-step ahead forecasts of series y t and combine them with the estimated CI weights b δ 0 . A possible way to incorporate the CI&LI's restrictions within the VECM is to rely on the following common factor representation
where Λ is a full-rank n × (n − s) matrix such that (ω 0 0 , 0 0 n 2 )Λ = 0,
e α is a (n − s) × r matrix, and e Γ i is n × (n − s) matrix for i = 2, , ..., p − 1. Efficient estimates of the parameters [e α, e Γ 0 1 , e Γ 0 2 , ..., e Γ 0 p−1 ] are provided by the canonical variates coefficients of (y 0 t−1 β, ∆y 0 t−1 , ..., ∆y 0 t−p+1 ) 0 associated to the (n − s) largest eigenvaluesλ s+1 , ...,λ n . Finally, the remaining parameters of model (21) 
using series (y 0 tβ , ∆y 0 t , ..., ∆y 0 t−p+2 ) 0 as instruments, where CI t and LI t are a generic CI&LI pair, γ h is a scalar, and e h t is a MA(h − 1) error. Clearly, ∆LI h t is then obtained by subtracting the residuals b e h t+h−1 to the observed values of ∆CI t+h . Although the second approach may be preferred for its simplicity, one should keep in mind that statistical inference on (22) is conditional on the estimated CI&LI's weights and hence their sample variability is ignored.
An interesting question to be posed is if one can build an optimal CI&LI pair such that LI * t is a valid leading indicator for any forecast horizon of CI * t . Such CI&LI should satisfy, along with condition (13), the following equation
for any h ≥ 1.
In view of equation (19) and keeping in mind that ∆CI * t and ∆LI * t are stationary ARMA processes, we see that equation (23) is satisfied when
where ρ 6 = 0, |ρ| < 1, and ν t = δ * 0 1 ε t . Equation (24) implies that the optimal leading index is an ARIMA(1,1,0) process. But we need a stronger requirement that the error term of this ARIMA process is an innovation with respect Ω t−1 . In the terminology of Granger and Yoon (2001) , the optimal LI must be a self-generating variable.
By comparing equation (18) 
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Variable Definitions and Description
For the empirical analysis we consider the monthly Business Cycle Indicators [BCI] that TCB used to build their own indexes. The first two columns of Table 1 is computed for all the 9 × p max VARX models. Again, we compare the smallest BIC of these 9 × p max VARX models with the BIC of the previously selected VARX model. The procedure stops when it is not possible to find a better VARX model according to the BIC. The outcome is that the selected series are the average weekly hours, vendor performances building permits, and interest rate spread. These four series respectively comprise the leading indicators vector Table 3 reports both the asymptotic and the small-sample corrected versions of the Johansen trace statistics in a VAR(3). We can not reject the presence of three cointegrating vectors and then five common trends. A graphical inspection of the cointegrating vector confirms the outcome of the formal analysis. Hence, we fix at three the number of cointegrating vectors and we pursue the CI&LI analysis. The next step is testing whether there exists a PSCCF vector such that the CI is formed by the four TCB coincident series only. We use the test statistic (7), both in the asymptotic and the small-sample corrected version. From Table 4 we see that one cannot reject the presence of a single CI&LI at the 5% confidence level. The weights of such CI&LI are also reported in the same Table. 7 It is also possible to evaluate additional restrictions on the individual indicator coefficients.
Building the RRR-based CI&LI
As a result of a general to specific testing procedure, we cannot reject the null hypothesis that sales (z 4t ) do not enter in both the CI and the LI. In particular, the p-value associated with the test statistic (11) for these joint restrictions on the CI&LI's weights is equal to 0.312. 8 Table 4 also reports the value of the test statistics (12) and the associated coefficients of such restricted CI&LI. In the sequel, we will refer to these restricted CI and LI respectively as the RRR_CI and RRR_LI.
Comparison with Other Coincident Indices
In this sub-section the RRR_CI is compared with two other composite indicators, namely TCB
[TCB_CI] and SW [SW_CI] coincident indicators. The levels of the three series, rebased to average 100 in 1995, are graphed in Figure 2 . Visual inspection suggests that these indexes provide a rather similar picture of the business cycle. Table 5 reports the cross-correlation functions between the monthly growth rates of the various CI's. It is apparent that the three indexes are clearly synchronous and highly crosscorrelated. Moreover, Table 6 shows the average spectral coherency of the alternative CI's growth rates in the 3-9 year period band. It emerges that these indexes are almost perfectly coherent at the business cycle frequencies. Table 7 compares the recessions determined by each index with the NBER official chronology.
To facilitate the comparison, the following set of dummy variable were created for i = RRR, TCB, SW, and for each d i,t its average squared deviation from d t was computed:
We see that TCB_CI captures the NBER reference series best, but the new index perform very similarly. The SW_CI exhibits the same value of the above index as the RRR_CI.
Comparison with Other Leading Indices
So far, the one-month ahead leading index [RRR_LI] was obtained. However, SW (1989) and TCB built their leading indicators, denoted respectively by SW_LLI and TCB_LLI, in order to foresee the business cycles about six months in advance. Hence, also the six-month ahead Long Leading Index [RRR_LLI] was constructed using equation (22) . Similarly as in the case of TCB, the growth rates of RRR_LLI were adjusted in order to have the same variability as those of RRR_CI. Moreover, the levels of RRR_LLI were computed using the values of RRR_CI at 1959.7-8 as starting values.
The levels of the indexes RRR_LLI, SW_LLI, TCB_LLI, rebased to average 100 in 1995, are plotted in Figure 2 . The graphical comparison indicates that RRR_LLI is smoother than its competitors, providing so a clearer picture of the business cycle. Table 8 reports the correlations of each CI's monthly growth rates with the lags of the associated LI's growth rates. We see that RRR_LI forecasts its CI changes best for shorter lags, namely one and two, whereas RRR_LLI performs better from three up to twelve periods in advance. One may observe that this is an unfair way of comparing the in-sample forecasting performances of the alternative LI's because the RRR-based LI's are explicitly designed for predicting the associated CI's growth rates. Hence, Table 9 shows the correlations of the alternative CI's j-month growth rates with the j-th lags of the associated LI's j-month growth rates for j = 1, 2, ..., 12. We see that RRR_LI again forecasts best for j = 1, 2, RRR_LLI performs better for j = 3, ...6, whereas TCB_LLI is superior to its competitors for longer lags.
Out-of-Sample Forecasting Exercise
In this sub-section we wish to evaluate the out-of-sample performances of the new CI&LI.
Hence, the weights estimated using the sub-sample from 1959.01 to 1999.11 are kept fixed in the forecasting period 2000.1-2002.12.
Let us preliminary compare the properties of the RRR_CI with those of SW_CI and TCB_CI, which are instead built using the full sample. In Table 10 we see the cross-correlation functions of the alternative CI's growth rates for the period 2000.01-2002.12. We notice that the various CI's clearly exhibit positive contemporaneous comovements, even if the evidence is less strong than within the sample. Table 11 shows the recessions determined by each index and the NBER official chronology. The index (25) indicates that the RRR_CI accords with NBER chronology quite well, since the index assume an intermediate value with respect to those associated with TCB_CI and SW_LI.
In order to check for possible structural breaks in the forecasting period, the Chow tests for parameter stability were applied. For the unrestricted VECM, the value of the χ 2 (288) test statistic is 264.69 that corresponds to a p-value equal to 0.834. After imposing the CI&LI's restrictions through the common factor representation (21), the value of the test statistic becomes 252.01 and the associated p-value increases to 0.938.
Finally, the forecasting performances of ∆LI h t built according to equation (22) are contrasted with those of an unrestricted h-step ahead forecasts of ∆CI t+h . The latter forecasts are obtained by estimating with Generalized Least Squares the equation
where γ h 0 is a r-vector, and γ h i is a n-vector for i = 1, 2, ..., p − 2, and e h t is a MA(h − 1) error. (22) and (26) for h = 1, ..., 6. The third column reports the p-values for the alternative hypothesis that the former equation has a smaller MSFE than the latter, and the p-values for the opposite inequality are the complements to one of the third column elements. It emerges that ∆LI h t forecasts significantly better than equation (26) for h = 1 at the 5% level, and h = 2 at the 10% level, whereas none of the two predictors has a significantly smaller MSFE for larger forecasting horizons at the 10% level.
Conclusions
This paper has presented a new method to build a CI and a LI from a set of cointegrated Figure 1 : RRR, TCB, and SW coincident indexes Table 6 Average spectral coherency of different CI's growth rates at the business cycle frequencies (3-9 year periods) 1969. 12-1970.11 1969.10-1970.11 1969.12-1970.11 1969.10-1970.11 1973.11-1975.03 1973.12-1975.04 1973.12-1975.04 1973.11-1975 Table 9 Correlations of CI's j-month growth rates with j-th lags of LI's j-month growth rates for alternative indexes j RRR_LI RRR_LLI TCB_LLI SW_LLI Table 11 Recession periods determined by alternative indexes 
