Abstract. This paper presets the specification and implementation of the control system of the mobile platform Rex. The presented system structure and the description of its functioning result from the application of a formal method of designing such systems. This formalism is based on the concept of an embodied agent. The behaviours of its subsystems are specified in terms of transition functions that compute, out of the variables contained in the internal memory and the input buffers, the values that are inserted into the output buffers and the internal memory. The transition functions are the parameters of elementary actions, which in turn are used in behaviour patterns which are the building blocks of the subsystems of the designed control system. Rex is a skid steering platform, with four independently actuated wheels. It is represented by a single agent that implements the locomotion functionality. The agent consists of a control subsystem, a virtual effector and a virtual receptor. Each of those subsystems is discussed in details. Both the data structures and the transition functions defining their behaviours are described. The locomotion agent is a part of the control system of the autonomous exploration and rescue robot developed within the RobREx project.
Introduction
Design of a complex systems requires both the design of controllers for its subsystems and design of the overall system controller. Both parts of the design are interrelated. The design can only be treated as adequate if the subsystems can be integrated into the overall system in such a way that it executes the allotted tasks satisfactorily. In the case of research into control algorithms for a particular subsystem often the future integration of such a controller into a larger system is neglected. To enable the designer to concentrate on a subsystem controller, yet to avoid problems in the integration phase, an adequate system specification method should be chosen. As robot control systems are inherently complex, this choice is of paramount importance, thus when subsystems of a rescue and exploration robot had to be designed, a systematic specification method, well embedded in the robotics domain, was selected. It was assumed that the designed robot is to consist of a mobile platform carrying a manipulator and diverse sensors. This paper focuses on the specification of a skid steering mobile platform. By assuming that the mobile platform is an embodied agent [1] , it can readily be incorporated into a larger multi-agent system, where each of the subsystems is represented as an agent.
Systematic design methods distinguish between the system specification phase and its implementation. It is desirable that the specification should be detailed enough to guide the implementation in a straightforward manner. In the domain of software engineering there is a plethora of different approaches to the design of software [2, 3] . Those methods can be used for the design at hand as general guidelines, yet domain specific methods are generally easier to follow by the designers having background specific to that domain. Here the domain is robotics. A design method fulfilling the above mentioned requirements has been presented in [4] [5] [6] [7] [8] [9] [10] . It is based on the assumption that the overall control system is composed of multiple embodied agents, where each of the agents, representing a specific system component, is decomposed into: a control subsystem, real effectors, virtual effectors, real receptors and virtual effectors. Moreover, as the agents can communicate with each other through their control subsystems a multi-agent system controlling the complex system results.
The mentioned robot is being designed for research purposes, i.e. to study diverse control algorithms implemented for specific subsystems, yet tested within the whole system. Here the specification of the embodied agent representing just the mentioned mobile platform is described. The Rex platform has four independently driven wheels with constant orientation with respect to the body - Fig. 1 .
Generally, the Rex platform is a test platform for algorithms concerning motion planning and real-time trajectory tracking. The motion planning methods that are currently tested involve the Endogenous Configuration Space Approach (ECSA) [11, 12] in constrained [13] and unconstrained [14] versions. Competitively to ECSA the Optimal Control Method (OPCM) is considered. A comparative study of those two planning methods has been presented in [15, 16] . In the field of real-time trajectory tracking, two major approaches are considered: Nonlinear Model Predictive Control (NMPC) [17] [18] [19] and an Artificial Force Method (AFM) [20, 21] . Both methods rely on the knowledge of the kinematics and dynamics models of the considered mobile platform and its interaction with the ground. An effective numerical algorithms implementing the OPCM, NMPC are provided by the ACADO toolkit [17, 22] . Elaborated motion planning and trajectory tracking algorithms require easily modifiable software running on the real model of the platform. The injection of the required modification into the control software is simple only when, on the one hand, there exists a formal specification of this software pointing to the exact places that those changes have to be done. On the other hand, there are available tools accompanying the formal specification, that enable fast prototyping and testing. Such a specification of the controller structure and integration tools selection is the subject of this paper. This paper presents the outcome of utilizing the proposed design approach. Focus is on disclosing those parts of the control structure which need to be modified while testing diverse control algorithms. The selected hardware-software toolchain is a mixture of the well integrated hardware components, supervised by a real-time operating system, and well known, open-source middleware frameworks supporting component-oriented programming paradigm, providing ready to use application building blocks and standard interfaces. With these hardwaresoftware tools, the user is able to build a centralized realtime control system based on powerful computational devices, equipped with multifunctional I/O cards, as well as a distributed one utilizing many computers and embedded custom devices that communicate with each other in real-time.
The paper is organised in the following way. Section 2 introduces the general concept of an embodied agent, describing its structure and behaviour. Section 3 describes the REX robot control system specification. Section 4 presents the locomotion agent implementation details. Finally Sec. 5 provides conclusions.
Embodied agent
An embodied agent a j , where j is the agent's designator, physically interacts with its environment through its effectors E j and gathers information through its receptors R j . As rarely the physical devices E j and R j enable interaction by using adequate level of abstraction, data used by those devices has to be transformed into appropriate concepts, e.g. motor positions have to be transformed into the pose of the end-effector represented in terms of a homogeneous transform, or a bitmap obtained from the camera has to be transformed into the pose of object detected in the image. Those transformations are performed by the virtual effectors e j,n and virtual receptors r j,k respectively, where n and k are the designators of a particular virtual effector or receptor. The definition of the appropriate abstraction level is one of the design tasks. This level is defined by the set of concepts that are used in the design of the control subsystem c j of the agent a j . The thus introduced subsystems communicate with each other using buffers (Fig. 2) . The agent itself can communicate with other agents through its transmission buffers located in its control subsystem. The systematic buffer naming convention is the following. The central symbol refers to a subsystem: e, r, c, E or R. The leading superscript designates the component that the buffer is connected to. If it is a repetition of the central symbol it implies internal memory of the subsystem. Leading subscript x labels an input buffer, while y an output buffer. Lack of this symbol implies the internal memory. The following superscript designates a discrete time instant, while the following subscript names: the agent and the instance of the considered subsystem, so it usually is a compound index. Each of those buffers has its internal structure, which has to be designed Control system architecture for the investigation of motion control algorithms... taking into account both the type of the controlled robot and the task that it has to execute.
The mentioned buffers provide just the infrastructure. The transition functions define how the subsystem containing those buffers will behave. The input buffers and the internal memory are the input arguments of those function, while the output buffers and the memory (once again) constitute the store for the results of the computation of those transition functions. Each of the subsystems is governed by its own transition functions. The control subsystem c j uses c f j , a virtual receptor r j employs r f j , while a virtual effector e j exploits e f j . Each of those transition functions must be further decomposed, as one function would be usually too complex to exhibit all the necessary behaviours of the considered subsystem. The canonic form of decomposition is the division according to the buffer in which the results of the function evaluation are placed. This decomposition requires an extra index -in this case an additional leading superscript (c, e, r, E, R or T ), located after a coma, designates the target subsystem. Thus the transition functions for the three types of subsystems are decomposed in the following way. 
where ι is a superscript signifying the discrete time instant (the iteration number of subsystem activity (1), (2) and (3), that define the computations that need to be done by particular subsystems of the agent, tend to be complex, thus further decomposition is necessary. To distinguish between those functions a following subscript after a coma following the agent's designator j is used (here m). Algorithm 1 presents the general pattern of an elementary action in the case of the control subsystem. In the case of virtual effectors and receptors the pattern is similar, however the leading superscript c has to be substituted either by e or r. The statement i → i + 1 models the elapse of cycle time, while the symbol represents the inter-subsystem data transmissions. Elementary actions, and thus transition functions associated with them are executed cyclically. Cyclic execution of a particular elementary action is termed a behaviour. Further decomposition of transition functions multiplies the number of elementary actions and thus behaviours. This multiplicity implies the necessity of selection of the behaviour that should be active in each instant of time and a method of choosing the discrete instant when the particular behaviour should terminate its repetitive actions. Both choices are made by predicates, i.e. Boolean valued functions, one of which is termed the initial condition and the other the terminal condition. In the case of the control subsystem those will be: c f σ j,m and c f τ j,m respectively. If the terminal condition associated with a certain behaviour is fulfilled its cyclic execution is terminated and a new behaviour has to be picked for execution. This is done by taking into account the initial conditions associated with the behaviours. Thus a finite state machine (FSM) structure results. The nodes of its graph are labeled by the behaviours, e.g. in the case of the control subsystem those will be: cB j,m ( c f j,m , c f τ j,m ), and the initial conditions are used to form the labels of the arcs. Now two forms of behaviour can be defined. One is the while type behaviour and the other is the repeat type behaviour. In the case of the control subsystem those are:
, which tests the terminal condition before executing an iteration of the loop, and
, which performs the test after the execution of the loop.
output:
Algorithm 3. Control subsystem behaviour
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The behaviour patterns
) label the nodes of the FSM governing the control subsystem. They are parameterised by transition functions c f j,m , and terminal conditions c f τ j,m that must be provided by the designer. The designer is also responsible for providing the graph of the FSM, thus the initial conditions must be defined by him/her too. The behaviours of the virtual effectors and receptors are defined likewise, but the leading superscript c should be substituted by e or r respectively.
In the following text the internal structure of the subsystem buffers and their transition functions as well as the terminal and initial conditions will be defined for the REX robot. The thus defined functions are used as arguments of elementary actions and behaviours as defined by Algorithms 1, 2 and 3. Moreover the FSMs will be created, thus producing the specification of the whole control system.
Locomotion agent
The general description of the designed system structure and its functioning are as follows. The mobile platform Rex is represented by the agent that performs the locomotion task. This is an embodied agent that directly interacts with the environment, and is able to read its state. Figure 3 illustrates the location of this agent in the control system of an autonomous service robot. The ontology agent a 2 generates the tasks for the locomotion agent a 1 in the form of a plan. The plan consists of a series of points corresponding to the positions specified on the map. Those points have to be traversed in a fixed order. The agent a 1 reports the completion of the task by sending the acknowledge signal ack to the agent a 2 . The locomotion agent exchanges information also with the map agent a 3 , which possesses the information about the position of the robot on the map. The map agent obtains this information from a motion capture system during indoor experiment phase or a navigation system in the case of outdoor operation. The locomotion agent a 1 receives the current robot position estimates from the map agent. Optionally it can send back the state estimates worked out by itself. The structure of the locomotion agent a 1 is presented in Fig. 4 . The locomotion agent a 1 consists of a control subsystem c 1 , a virtual effector e 1,1 and a virtual receptor r 1,1 . The control subsystem c 1 coordinates the agent's actions consisting in the realization of the high level control goals. This involves supervision of the plan execution, trajectory planning and communication with the other agents. The virtual effector e 1,1 directly controls the mobile platform movements -currently it implements the model based control algorithm and the real-time state estimator. The mobile platform E 1 consist of four torque driven electric motors x E 1 and proprioceptors: inertial measurement unit y E 1,1 , a set of force sensors y E 1,2 mounted between body frame and each wheel actuation unit that measure wheels load, and four rotary encoders associated with platform wheels y E 1,3 . . . y E 1,6 . The visual odometry utilizing information from the stereo camera R 1 is represented by a virtual receptor r 1,1 . Further, each subsystem of the locomotion agent will be discussed in more detail. The presentation follows a top-down fashion, which facilitates understanding of the functioning of the system, but does not necessarily imply that the system as a whole was designed in this fashion. Usually top-down and bottom-up approaches are mixed and applied iteratively. This was the case here, but in the following description this fact is not evident, for obvious reasons. Control system architecture for the investigation of motion control algorithms...
3.1.
Control subsystem c 1 . In general the control subsystem c 1 of the embodied agent a 1 acts in the following way. It is responsible for the execution of the agent's task as well as the coordination of functioning of the subsystems that this agent is built of. Here the goal of the locomotion agent is to execute the plan commissioned by the ontology agent. The plan is defined as a series of points on the map, through which the robot has to pass in a specified order. It is assumed that the ontology agent will provide a sufficiently dense list of points to avoid collisions with obstacles. The control subsystem adds to each point the information about the desired platform orientation, then transforms the thus modified series of points into the mobile platform trajectory and finally passes it to the virtual effector which will try to execute it. The trajectory is generated by the Trajectory Planner module that operates within the control subsystem. The planner implements the endogenous configuration space approach [11] . The performance of this method in a similar application has been presented in [15] . Due to the high computational complexity of this method and a relatively long time needed for trajectory planning, a planning task and a trajectory execution task have been split into two concurrent processes running within the Trajectory Planner module. The planner generates, as fast as possible, the consecutive fragments of the trajectory, that connect respective points forming the plan. These fragments are assembled into a dedicated list. Independently, the trajectory execution process supervises the progress of the trajectory realization. It takes a trajectory fragment from the list and passes it to the virtual effector adding information about the number of the steps (step) needed for trajectory execution and number of the step (notify) after which the virtual effector should report its ready state. This method of interaction of the virtual effector and the control subsystem was used by all systems based on the MRROC++ robot programming framework [10, 23] . Keeping notify smaller than step prevents the platform from unintended stops. The control subsystem assumes that the plan has been completed when the entire trajectory has been generated and sent to the virtual effector for execution. This fact is reported to ontological agent a 2 by an acknowledge signal ack. In fact, transfer by the control subsystem of the last fragment of the trajectory to the virtual effector is not equivalent to reaching the end of the trajectory by the mobile platform. Usually in such a case, the virtual effector will be somewhere in the middle of the trajectory fragment execution. The advantage of early reporting of the plan accomplishment is to avoid the situation when the robot holds up the task execution due the lack of a new plan, assuming that ontological agent needs some time for the preparation of a new plan.
As mentioned earlier, besides the task execution, the control subsystem c 1 also coordinates the data flow inside the agent. It transfers the information from the external world through the virtual receptor r 1,1 to the virtual effector e 1,1 . Moreover, it retrieves the platform state estimates computed by the virtual effector e 1,1 .
The control system activities have been decomposed into three behaviors: waiting for the ontological agent a 2 to send the plan
) and notification by an acknowledge signal ack that the plan has been executed
). These behaviors are selected by the finite state machine presented in Fig. 5 . The data flow diagrams of the transition functions implementing each behavior have been shown in Fig. 6 . The function c,e f 1 is used by behaviors 1 and 3, while functions c,c f 1,3 and c,r f 1 are not necessary. As mentioned earlier, the transition functions take as arguments the contents of the input buffers and internal memory and they produce the contents of the output buffers and the same memory. The contents of the control subsystem memory and buffers is the following.
• The internal memory contains: • The input buffer consist of: • The output buffer includes: The trajectory planner has been decomposed into a set of transition subfunctions described by the Algorithms 4-8. The following auxiliary functions have been defined:
• isnew(buf ) checks whether buffer buf contains new data, • proc(desired plan) appends to the desired plan the information about consecutive platform orientations, • trajgenInit(trajgen, state) initializes the trajectory planner structure trajgen using the current platform state, • trajgenStart(trajgen, point) starts the planning process of the trajectory that links the last processed position with the given point, • trajgenStop(trajgen) finalizes the trajectory planning process, • trajgenIsReady(trajgen) checks whether the trajectory planning process has been completed, • trajgenStat(trajgen) gets the current state of the trajectory planner, • listIsEmpty(list) checks whether the list is empty, • listAddLast(list, data) adds a new element containing data at the end of the list, • listDelFirst(list) removes the first element from the list, • listAddLastDelFirst(list, data) adds a new element containing data at the end of the list, and simultaneously removes the first element from the list,
• listGetData(list) gets the data from the first element of the list, • trajToSteps(traj) calculates the number of steps required for the trajectory traj execution, • trajToSteps(traj) calculates the number of the step after which the virtual effector should send the ready signal. Fig. 7 . The virtual effector translates the high level motion command provided by the control subsystem c 1 in the form of trajectories into torque signals driving wheels of the mobile platform E 1 . The translation process is handled by the model-based controller that implements predictive trajectory tracking algorithm [24] adopted to skid-steering platform. When a new trajectory fragment is received from the control subsystem, the virtual effector executes a behaviour in step number of iterations. The ready signal is sent back to the control subsystem after the execution of the notify iterations of the behaviour. When the platform reaches the end of the trajectory, and a new trajectory fragment is not delivered, the virtual effector will stabilize the last point of the trajectory being executed. The values of step and notify parameters are set for each trajectory fragment by the control subsystem separately.
In order to solve a trajectory tracking problem the following optimal control problem has been formulated: find an admissible control u(·) ∈ U that minimizes the objective function
conforming to the system equationq = f (q, u, p), as well as control and state constraints in the form
where P and R are positive defined matrices, q = (x, y, φ, θ 1 , θ 2 , θ 3 , θ 4 ) are the natural generalized coordinates of the mobile platform [15] (q(t) is the computed trajectory and q d (t) is the desired trajectory), u = (τ 1 , τ 2 , τ 3 , τ 4 ) represent the actuation torques and p represents the model parameters which correspond to the slip coefficients that characterize the friction of the wheels against the ground [15] . After discretization, the optimal control problem can be re-formulated as a constrained optimization problem, and solved using sequential quadratic programming and direct multiple shooting approach [22] . A predictive version of such constrained optimization algorithm provided by the ACADO Toolkit [17] is utilized by the model based controller. The trajectory tracking algorithm during each iteration requires the information about the current platform state q and the values of the wheels slip coefficients p. This information is provided by the state estimator that implements a MHE (Moving Horizon Estimation) algorithm [25, 26] . This algorithm makes use of the platform motion model and sensor data provided by: the wheel rotary incremental encoders (θ 1...4 ,θ 1...4 ), the inertial measurement unit (α,α), force sensors (F ij,k ), the visual odometry (A 4×4 ), and the map agent ( x, y, φ). The MHE problem is formulated as follows
subject to the system equationq = f (q, u, p), and constraints s(q(t), p) ≤ 0, where q, u and p represent state, control and model parameters respectively, as in the case of the trajectory tracking problem. The h (q(t), u(t), p) is the measurement function, while Y (t) represents the current observations of θ 1...4 ,θ 1...4 , α,α, F ij,k , A 4×4 , x, y and φ. Due to the fact, that the MHE problem is formulated as an optimization problem, it can be solved effectively with the methods implemented in the ACADO Toolkit as well.
M. Janiak and C. Zieliński The contents of the virtual effector buffers are the following.
• The internal memory contains: • The input buffer consists of:
• • The output buffer is composed of: 3.3. Virtual receptor r 1,1 . The virtual receptor r 1,1 implements the real-time visual odometry algorithm presented in [27] . Although the algorithm is well optimized, it is computationally complex and thus runs with much lower frequency than the state estimator provided by the virtual effector. For this reason, during the decomposition process, it has been separated from state estimator and moved to a distinct subsystem. In order to increase the frequency of the visual odometry algorithm, it can be ported to GPU [28] . The virtual receptor defines only one behavior, its transition functions are presented in Fig. 8 . Taking the stream of the stereo images captured by the stereo camera R 1 as input, the visual odometry estimates the motion of the cameras in 6DOF. The cameras are fixed to the mobile platform, therefore motion of the cameras Control system architecture for the investigation of motion control algorithms... unambiguously determines the motion of the platform. As the result of computations, visual odometry provides a transform matrix A 4×4 that determines the motion of the platform that took place between the two last measurements. The frequency of image acquisition is controlled by the video capture block. It sends the acquisition command to the stereo camera R 1 every k steps of the virtual receptor behaviour. The updated stereo images will be available in the next behaviour iteration at the earliest. To minimize the time between image acquisition and image processing, a frequency of the virtual receptor behaviour is higher than the image acquisition frequency. As soon as the stereo image will be available, usually in the step k + 1, the visual odometry starts the estimation process and sends the resulting transform matrix A 4×4 to the agent control subsystem. It is paramount that the delay introduced into transferring this data to the control subsystem be low, thus the frequency of the virtual agent functioning is much higher than the frequency of image acquisition. After that transfer the virtual receptor waits till the next stereo image will be captured.
The contents of the virtual receptor buffers are the following.
• The internal memory contains: 
Implementation
The general concept of the distributed architecture implementing the specification described in Sec. 3 has been presented in Fig. 9 . As the computational load of the investigated algorithms cannot be judged a priori the architecture of the implemented system has to be extensible -thus the anticipated multitude of PC computers. The hardware can consist of several computational devices such as PCs or ARM based computers and a number of custom embedded controllers.
The number of computational devices and custom controllers is not limited. The absolute minimum is one computational device. The intention is that the computers should perform high level control tasks that require high computational power and many resources. However this is not obligatory, so low level control algorithms can be hosted as well. Computers can be equipped with any number of internal or external devices that extend their functions and communication abilities, e.g. cameras, range finders, multifunctional I/O cards and WiFi network cards. Computers are supervised by real-time Linux with Xenomai [29] extension. Xenomai provides hard real-time support to the user-space applications. It is well integrated with the GNU/Linux environment and implements many programming interfaces including the native one and POSIX. The software stack is based on two well known robotics frameworks: ROS [30] and OROCOS [31] . No time critical components should be implemented as ROS nodes, while time critical as OROCOS components. This distinction is due to the fact that OROCOS is fully integrated with Xenomai. ORO-COS components are associated with real-time threads and utilize Xenomai infrastructure. ROS has not been designed as a real-time framework, however it provides a rich set of tools, services and ready to use application building blocks. ORO-COS and ROS frameworks are well integrated, each framework provides common interfaces and transport layer for communication between components located within one machine as well as when they are spread over several machines.
Custom devices with embedded microcontrollers can be easily adopted to any specific requirements regarding functionality, resources and dimensions. Such devices are dedicated to performing low level control tasks such as: motor control, signal conditioning and sensor fusion. Usually this kind of tasks require specialized resources, real-time response and high stability. For this reason custom embedded controllers, are managed by FreeRTOS [32] , a tinny footprint, hard real-time operating system dedicated to small embedded devices. FreeRTOS has very portable source code structure. It is predominantly written in C -typically its kernel binary image is in the range of 4k to 9k bytes, and it support 34 different architectures including the very popular ARM Cortex-M. Applications hosted by custom controllers are implemented mainly as RTOS tasks. Critical application parts can be implemented as bare metal procedures running directly on hardware. Number of applications running on each device is limited only by its resources.
M. Janiak and C. Zieliński The communication between components running on different machines is made possible with a ROS publishsubscribe message passing mechanism and also with an ORO-COS CORBA framework. Those transport layers are based on standard Ethernet IPv4 protocol and can be used for nontime-critical communication. Time critical communication between computational devices, as well as custom embedded controllers, is possible with the RTnet [33] framework, a hard real-time network protocol stack for the Xenomai and recently also for the FreeRTOS. The RTnet operates on standard Ethernet hardware, implements common Ethernet protocols in a deterministic way, and provides a standard POSIX socket API. In the future, it is planned to implement a publish-subscribe protocol over the RTnet. With the presented toolchain, an implementation of the locomotion agent on real hardware is straightforward. The final structure of the Rex platform control system, is presented in Fig. 10 . This distributed control system consists of two computational devices PC 1 and PC 2 as well as six custom embedded devices uC 1... 6 . PC 1 is an industrial grade mini-ITX PC with Intel Core i7 processor and 8GB RAM operational memory, running Linux with Xenomai, ROS and OROCOS. The control subsystem c 1 and the virtual effector e 1,1 of the agent a 1 are hosted by this machine. The trajectory planner is implemented as a ROS node, while model-based controller and state estimator as OROCOS components. The virtual receptor r 1,1 is hosted by the second computational device the PC 2 . This is an industrial grade small PC/104 embedded PC with Intel Atom processor, 2GB RAM and IEEE 1394 FireWire interface. This machine is supervised by the standard Linux with ROS, thus the visual odometry is implemented as a ROS node. Communication between the two machines as well as between the agents is realized by the ROS transport layer.
The real effector E 1 of the locomotion agent is realized by six custom embedded controllers uC 1...6 , all supervised by the FreeRTOS operating system. Devices uC 1... 4 , associated with the respective platform wheels, provide motor control and encoder measurements. The device uC 5 handles the communication with the IMU, and the device uC 6 provides support for the force sensors. Real-time communication between computers and custom devices is handled by the RTnet interface.
Conclusions
The paper describes the specification and the resulting architecture of the Rex mobile platform control system. The methodology relying on the decomposition of an embodied agent into several standard subsystems, employing transition functions for the description of their behaviours, has been used for the designed system specification. The internal data structures of each of the subsystems have been defined. Finally implementation architecture has been proposed relaying on a set of well integrated hardware and software tools.
Within resulting control system architecture, motion planning and trajectory tracking tasks have been isolated and closed into separate components with well defined interfaces. This allows for independent development and testing of various algorithms, without disturbing other system components. Replacing one system element does not enforce changes in the others. Through the use of proposed integration tools, time needed for prototyping algorithms has been significantly reduced. The Trajectory planner and Model-based controller components will be a subject of further exchange. A trajectory planner implementing ECSA and OPCM motion planning algorithms, as well as a model-based controller implementing NMPC and AFM trajectory tracking algorithms will be investigated in the future. Other system components remain unchanged, unless the control paradigm is entirely changed.
