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Abstract
The calibration of any artificial  -source
attached to a luminescence reader is funda-
mental for the accuracy of luminescence dating
results. Here, we present calibration results
obtained for a  -source attached to a single
grain Risø reader in Bordeaux using a series
of quartz of different origins. The quartz was
irradiated with three different  -irradiators.
An unexpected variability of the apparent dose
rates was observed and our results suggest that
the  -irradiation is the main reason for this
variability. Further work is needed to clarify
the underlying reasons.
Keywords: Source calibration; luminescence
dating; quartz
1. Introduction
The calibration of any artificial  -source commonly at-
tached to a luminescence reader is a fundamental step for
applying luminescence dating methods. However, despite
its importance for the overall accuracy and comparability of
the results obtained across luminescence dating laboratories
worldwide, no calibration procedure largely validated and
performed by the luminescence community has been agreed
on during the last 30 years. As a consequence, each lumi-
nescence dating laboratory defines its calibration strategy,
although a few studies have drawn attention to difficulties
encountered with different materials and to sample specific
effects (e.g., optical attenuation), with the measurement pro-
cedures and with the physics of  -particles themselves, in-
cluding build-up and backscattering effects as well as non-
uniformity of the dose rate due to field gradients test (e.g.,
Aitken 1985 and references therein; Bell & Mejdahl 1981;
Göksu et al. 1995; Kadereit & Kreutzer 2013; Guérin & Val-
ladas 2014).
In practice, natural materials (e.g., quartz, flint, quartzite
pebbles, feldspars, calcite, . . . ) similar to those dated with
the luminescence methods are usually preferred for calibra-
tion (e.g., Pernicka & Wagner, 1979), although alternatives
based on artificial materials (e.g., Al2O3:C, CaF2) have also
been suggested in the past (e.g., Erfurt et al., 2001). Nowa-
days, quartz appears to be the most commonly dated natural
mineral with luminescence methods. Hence, using quartz for
 -source calibration appears to be a logical step, providing
its luminescence properties are suitable for high-precision
calibration work. To date, two types of ‘calibration quartz’
are commercially available: from the Risø National Labora-
tory (DTU Nutech) (Hansen et al., 2015, 2018), henceforth
named ‘Risø calibration quartz’ (RCQ), and more recently
from Freiberg Instruments GmbH (D. Richter, pers. comm.),
henceforth named LexCal2014 quartz (LCQ). In both cases,
batch numbers (#) are assigned to distinguish between cali-
bration materials prepared and irradiated at different times.
The RCQ and the LCQ, in conjunction with the single
aliquot regenerative (SAR) dose protocol (Murray & Wintle,
2000) provide a convenient way of obtaining dose rate
values for many laboratories worldwide. However, and
despite of the tests that have been carefully run on these
materials before they were shipped to the luminescence
community (Hansen et al. 2015; Hansen et al. 2018; D.
Richter, pers. comm.), this ‘commonly’ followed procedure
is not free from drawbacks and requires leaps of faith.
Underlying premises are: (1) the quartz luminescence
signals are stable over time, (2) their test dose response
corrections are accurate, (3) those quartz samples have a
suitable “average behaviour” (compared to other natural
quartz) and (4) they are highly representative. Furthermore,
Hansen et al. (2015, 2018) have shown that, for reasons
not yet fully understood, the variability of the calibration
dose rates obtained using different batches of the RCQ, or
within one batch for different periods of measurement, is
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much higher than expected: “any calibration can be up to
10% (95% probability) away from the mean” (Hansen et al.,
2015).
At the IRAMAT-CRP2A luminescence dating laboratory
in Bordeaux, the two commercially available ‘calibration
quartz’ samples are routinely measured for estimating
 -sources dose rates by applying SAR OSL. We repeat
these tests for each  -source attached to a luminescence
reader at least twice a year to verify the dose rates. The
average dose rate and the associated uncertainty for a given
source are determined from the entire (growing) time series.
Additionally, considering the potential limitations of these
two materials, quartz originating from various dating studies
have also been investigated recently.
In practice, whereas Hansen et al. (2015, 2018) focused
on multi-grain measurements and compared different
batches of the same quartz or, different quartz (or feldspars)
irradiated with the same facility, here we report single grain
measurements for all the quartz samples considered here:
RCQ, LCQ and quartz samples of different origins that were
 -irradiated with different facilities.
Our contribution does not aim at discarding or favour-
ing a specific calibration material or  -source but aims at
encouraging discussions on this important topic which we
believe to be of relevance for the upcoming Trapped Charge
Dating Association.
2. Material and Methods
Table 1 summarises the different quartz samples that
were used as calibration materials, and which are grouped
into three categories according to their provenance. Table 2
summarises central information available in the literature
for the employed  -source facilities and the method used
for their calibration. At Munich and Risø, the air kerma is
deduced from measurements with an ionisation chamber,
calibrated against a primary beam. The air kerma for such
a beam is generally known with a high precision (< 0.5%)
and the facilities follow ISO standards (for Munich, e.g.,
Greiter et al. 2016). However, the geometry of the quartz
grain container differs as well as the mode of calculation
of the dose to quartz (analytic against numeric – Monte
Carlo Markov Chain). The  -facility at the “Laboratoire
des Sciences du Climat et de l’Environnement” (LSCE,
Gif-sur-Yvette, France) is not directly calibrated with an
ionization chamber, but calibration results from comparisons
of TL signals (for quartzite pebbles) for this beam and a
secondary 60Co beam (Table 2).
Group (A). It includes five batches of RCQ (see Hansen
et al. 2015, 2018 for details about origin, preparation and
characteristics): #40, #90, #106 and #113, plus one batch
that was provided in 2013 but was not tagged with a specific
batch number; henceforth it will be called “#2013”. For
four out of the five batches, the granulometric fraction of Ta
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the quartz grains is 180 – 250 µm, but it is much smaller
(about 120 µm) for batch #40. For batch #106, both the
unirradiated and  -irradiated (4.81 ± 0.14 Gy) fractions
were available whereas batches #40, #113, and #2013 were
limited to the irradiated fraction (4.81 ± 0.14 Gy). For #90,
only the 0 Gy (zero dose) fraction was usable, since the
4.81 Gy fraction had been exhausted for calibrating other
equipment. This fraction received a dose of 5 Gy (±3%)
using the  -source facility of the LSCE (Valladas, 1978).
Group (B). This group consists of the first batch of
the LCQ provided by Freiberg Instruments GmbH (D.
Richter, pers. comm.). Two subsamples are available: one
had been irradiated (3.00 ± 0.06 Gy) with a 137Cs  -source
“Buchler Gammakalibrator OB 20” at the IAEA/WHO
Secondary Standard Dosimetry Laboratory (SSDL) of the
Helmholtz Zentrum München (D. Richter, pers. comm.);
facility: Greiter et al. 2016) (henceforth termed ‘Munich’)
and a second subsample, not dosed, was also provided.
Group (C). This group combines eight different quartz
samples originating from four South African prehistoric
sites: Sibudu (SB7 and SB12), Bushman Rock Shelter
(BRS2), Umbeli Belli (UBB5 and UBB6), and Diepkloof
Rock Shelter (DRS5, DRS9 and DRS11) (e.g., Tribolo
et al., 2013; Soriano et al., 2015; Porraz et al., 2018; Bader
et al., 2018). All these samples have been naturally bleached
during the Middle Stone Age period and have then received
potentially measurable equivalent doses. Except for Sibudu
and Umbeli Belli, which are distant from each other only
by few tens of kilometres, the sites are separated by more
than 1,000 km. We therefore consider those quartz samples
as being of different origins. They are all bright and their
OSL signal is dominated by a fast component (checked with
LM-OSL (Bulur, 1996) measurements and compared to the
RCQ). For all of them, the 200 – 250 µm granulometric
fraction was available. The quartz samples were bleached
twice for one minute in a Hönle SOL500 solar simulator
with, at least, a pause of three hours between the two
bleaching steps. Each bleached sample was divided into
two subgroups: one was kept unirradiated and the other part
was sent to the LSCE for  -irradiation. For calibrating our
 -source, we administered large doses between 30 Gy and
180 Gy (± 3%), which were chosen to be similar in size to
natural doses.
All quartz samples were mounted on single grain (SG)
discs facilitating 100 holes (theoretical diameter: 300 µm;
depth: 300 µm). All these discs are supposed to be identical;
however, they differ for several reasons: (1) SG discs tend
to become worn out over time, i.e. the coating degrades
and eventually falls apart. (2) Different batches of discs
bought at different times do not have precisely the same
characteristics, e.g., the diameters and depth of the holes
are larger for some batches (closer to 350 µm) than for the
other batches. To test the influence of the disc condition and
geometry on the apparent calibration dose rate we measured
one material (RCQ, #113) with different sets of discs: new,
old with small holes, and almost new with large holes.
All measurements were performed on a single machine
(and with a single carrousel): a Risø TL-OSL DA-20 single
grain reader (basic design: Bøtter-Jensen et al. 2000). A
10 mW Nd:YVO4 diode-pumped green laser (532 nm)
was used for stimulation and the luminescence signal was
detected with a PDM9107-CP-TTL photomultiplier tube
through a combination of Hoya U340 glass filters (3 x
2.5 mm). The  -source 90Sr/90Y attached to this reader
has a nominal activity of 1.2 GBq. The irradiation field
of this source revealed a non-uniformity that needs to be
corrected and taken into account for the data analysis. To
perform the correction, we used the software ‘CorrSGbin’
provided by DTU Nutech (Lapp et al., 2012). However, in
our experiments, we found that the mean dose rate appeared
to be unaffected by this correction (data not shown).
Before starting the calibration measurements, the effi-
ciency of the SAR protocol was systematically checked:
a  -dose was given by the source attached to the reader
to the unirradiated fractions (i.e. RCQ #106, LCQ, all the
South African quartz). When no unirradiated fraction was
available (for the RCQ batches #40, #113 and #2013), the
zero dose quartz of RCQ#106 was analysed, assuming that
all the RCQ batches would support the same protocol on
the same machine; a behaviour confirmed by our time series
calibrations. For each measured aliquot, the normalized
(Lx/Tx) OSL signals were fitted with a saturating expo-
nential: Lx/Tx = a ⇤ (1   exp (b+D)/D0), where D is the
regenerative dose and a, b and D0 are fitting parameters.
Table 1 summarises the parameters (preheat temperatures)
and measurements conditions (regenerative doses) applied
for each sample.
A series of rejection criteria were used for the grain se-
lection: (1) natural test dose signal at least 3 times above
background, (2) natural test dose relative error < 10%, and
(3) recuperation < 5% of the natural signal. Note that, ac-
cording to our own observations, the recycling ratio seems
not to be a key criterion as already suggested by, e.g., Guérin
et al. (2015) and Thomsen et al. (2016), and was thus not
used as a selection criterion. In addition, since for some of
our quartz samples the given dose is high (up to 180 Gy) and
may, therefore, induce signal saturation problems for some
of the grains, an additional criterion was applied based on
the saturation parameter D0 (cf. Thomsen et al., 2016).
For each series of measurements, the central dose model
(Galbraith et al., 1999) was applied for calculating the final
dose and hence, the apparent dose rate of our  -source.
The software Analyst (v4.52; Duller 2015) was used for
the data analyses. Plots were produced using the R (R Core
Team, 2018) package (Kreutzer et al.,
2012, 2018).
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Figure 1. Abanico plot (Dietze et al., 2016) of the dose recovery ratio. Different samples are colour coded. Circles display samples irradiated
at Risø; rectangle show samples irradiated at the LSCE; triangles are used for samples irradiated at Munich.
3. Results
Results are presented in Table 3 and in Figures 1 and 2.
Except for one case (RCQ#106 from September 2017), the
dose recovery ratios are consistent with unity or within 5%
of unity. The central1 ratio for all the data is 1.02 ± 0.01 with
an overdispersion (OD) of 3 ± 1% (Fig. 1).
The apparent dose rates deduced from the cali-
bration measurements show a significant dispersion
(0.115 ± 0.002 Gy/s, OD 7 ± 1%). Two dose rate groups
can be distinguished: the first includes the LCQ (irradiated
in Munich), all the South African quartz samples and the
RCQ #90 irradiated at the LSCE, as well as the RCQ #2013
1In all the data presented here, the differences between the arithmetic
mean and the central dose rates following Galbraith et al. (1999) are negli-
gible.
(irradiated at DTU Nutech) (central dose: 0.122 ± 0.001
Gy/s, OD: 2 ± 1%). The second group includes the RCQ
#113, #40 and #106 and potentially, two south African
quartz samples having a lower precision (SB7 and DRS5)
(central dose: 0.107 ± 0.001 Gy/s, OD: 2 ± 1%). The 14%
difference between the central dose values for these two
groups is statistically significant (two-sided paired t-test,
p-value: < 0.01).
Note 1: Additionally, we have performed a few multi-
ple grain measurements on other readers with similar results.
To keep the text concise, only the SG measurements for one
reader are reported.
Note 2: The 12% discrepancy between one of the RCQ
(#2013) alone and the other RCQ (#40, #106, #113) is con-
sistent with those reported by Hansen et al. (2015, 2018).
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Figure 2. Abanico plot (Dietze et al., 2016) of the obtained calibration dose rates. Different samples are colour coded (similar to Fig. 1).
Circles display samples irradiated at Risø; rectangles show samples irradiated at the LSCE; triangles are used for samples irradiated at
Munich.
4. Discussion
The mean sensitivity changes vary for all samples ex-
cept for RCQ#2013, between 0.7 ± 0.2 and 1.5 ± 0.5 (ra-
tio of last and first test dose signal; Table 3). As expected,
they are similar for the non-irradiated and the correspond-
ing  -irradiated samples. This is unfortunately not true for
RCQ#2013 whose mean sensitivity changes are significantly
higher (4.1 ± 3.2 and 3.3 ± 1.6). This weakens the use as
a surrogate for dose recovery test of RCQ#106 and might
explain partly why this RCQ quartz gives an apparent dose
rate significantly different from the other RCQ. Except for
RCQ#2013, we did not observe correlations between the sen-
sitivity changes and the apparent dose rates (data not shown).
The consistency of the dose recovery ratio with unity and
the low OD observed there (3 ± 1%, compared to the 2 ± 1%
observed for each calibration group) suggests that neither
the protocol nor the stability of the equipment is responsi-
ble for the observed differences between the calibration dose
rates. The 2 ± 1% OD for each group may reflect small “be-
havioural” differences between the quartz samples.
The software CorrSGbin (Lapp et al., 2012) was ap-
plied to the data before the analyses to correct for the non-
uniformity of the  -radiation field of the source. Besides, the
grains that are selected for the apparent dose rate calculations
are sufficiently numerous and well spread over the discs, so
that any remaining effect of non-uniformity unlikely caused
the observed discrepancy. Figure 3 illustrates our assump-
tion for two examples: RCQ#113 irradiated with the Risø
 -source, and RCQ#90 irradiated in LSCE. All the positions
are covered and for a large majority of them, the apparent
dose rates of the RCQ#90 are larger than the apparent dose
rates of the RCQ#113.
For the first group of calibration dose rates, the consis-
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Figure 3. Plot of the apparent dose rate as a function of the grain position on the disc (numbered from 1 to 100). Red dots: RCQ#113,
irradiated 4.81 Gy at Risø; turquoise dots: RCQ#90 irradiated with 5 Gy at Gif-sur-Yvette. Error bars represent the individual standard
error of each value. While the dose rates between the two batches differ significantly, the variation between the grain positions appears to be
random, with a very small increase towards grain position 100.
tency of the results suggests that neither the provenance of
the quartz (see also Hansen et al. 2018) nor the value of
the artificially given dose (and potential saturation problems)
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Figure 4. Isoline plots showing the impact of the uncertainty on
the calibration dose rate on the final standard error on the age, for
various values of p(
⇣
sḊ
Ḋ
⌘2
+
⇣
sDe
De
⌘2
)
is responsible for the observed discrepancy. For the second
group of calibration dose rates which includes #40 (smaller
diameter of quartz grains, implying more than one grain per
hole) and all the measurements made with different type-
s/qualities of SG discs (#113), we deduce that neither the
grain size (ca. 100 µm vs ca. 200 µm), nor the condition of
the SG discs is responsible for the observed variability.
Consequently, according to our measurements and obser-
vations, it seems that the primary source for the discrepancy
between the two groups of apparent dose rates is the  -dose
delivered by the three irradiation facilities.
For most dating applications, a discrepancy of 14%
between two estimates of calibration dose rates is hardly
acceptable since a similar offset would be observed in
resulting luminescence ages and such value is larger than the
average age uncertainties of ca. 9% usually reported (Q0.25:
6.8%, Q0.75: 12.7%, nvalid = 3,484; source: INQUA Dune
Atlas, Lancaster et al. 2015). Nonetheless, based on the
results presented here, it appears that the current systematic
uncertainty of 2% to 4% for the calibration dose rate usually
reported might be underestimated.
Since the standard error (SE) of the source calibration im-
pacts all individual doses similarly measured with one reader,
it may be considered as a systematic error (cf. Aitken, 1985).
To obtain the final standard error for a luminescence age, the
following equation can be used:
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⇣sA
A
⌘2
=
⇣sḊ
Ḋ
⌘2
+
✓
sDe
De
◆2
+
✓
sDCAL
DCAL
◆2
where sA is the total absolute uncertainty of the age A,
sḊ2 is the quadratic sum of the absolute systematic and
statistical uncertainties of the environmental dose rate Ḋ,
s2De is the quadratic absolute uncertainty of the equivalent
dose De, and s2CAL is the quadratic systematic absolute un-
certainty on the calibration dose rate Dcal. Figure 4 dis-
plays plots of sAA as function of
sDCAL
DCAL
for various values
of p(
⇣
sḊ
Ḋ
⌘2
+
⇣
sDe
De
⌘2
) (termed SE(Age) in Fig. 4), from
2.5% to 20%. For example, if this quantity is 10% and the
relative uncertainty of the calibration dose rate, sCALDcal , is 7%
instead of 3%, it would imply an increase of the coefficient
of variation on the age of ca. 17%, from 10.4% to 12.2%.
Whether this is acceptable or not depends on the chronologi-
cal context. Nonetheless, contrary to the various factors used
in the age equation for which the uncertainty is both diffi-
cult to evaluate precisely, and/or difficult to reduce (water
contents, dosimetric heterogeneity, long-term luminescence
signal behaviour issues etc.), it seems that the uncertainty
of the calibration dose rate could be improved and properly
handled.
5. Conclusion
By using a series of different quartz samples (‘calibration’
quartz commercially available and quartz samples prepared
at the IRAMAT-CRP2A), we performed SAR OSL measure-
ments that aimed at determining apparent dose rates for one
of our in-built  -source. High variability was observed, and
our experiments lead us to conclude that the doses deliv-
ered by different irradiation facilities might not be compa-
rable (two groups with a different apparent dose rate of ca.
14%). As a consequence, our observations, in conjunction
with those already reported by Hansen et al. (2015, 2018),
suggest that the systematic error of 2% to 4% for the calibra-
tion dose rate usually reported by the luminescence dating
community in dating studies might be underestimated. The
source of the observed discrepancy needs to be further in-
vestigated. At the IRAMAT-CRP2A, we will continue our
investigations with samples irradiated by more than the three
here already compared  -irradiators.
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