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Abstract
We prove a blow-up criterion in terms of an L2-bound of the curvature for so-
lutions to the curve diffusion flow if the maximal time of existence is finite. In
our setting, we consider an evolving family of curves driven by curve diffusion flow,
which has free boundary points supported on a line. The evolving curve has fixed
contact angle α ∈ (0, pi) with that line and satisfies a no-flux condition. The proof
is led by contradiction: A compactness argument combined with the short time ex-
istence result enables us to extend the flow, which contradicts the maximality of the
solution.
Key words: curve diffusion, surface diffusion, contact angles, weighted Sobolev spaces,
blow-up criteria
AMS-Classification: 53C44, 35K35, 35K55
1 Introduction and Main Result
The curve diffusion flow is the one-dimensional version of the surface diffusion flow, which
describes the motion of interfaces in the case that it is governed purely by diffusion within
the interface. It was originally derived by Mullins to model the development of surface
grooves at the grain boundaries of a heated polycrystal in 1957, see [19]. Moreover, the
flow is related to the Cahn-Hilliard equation for a degenerate mobility, see e.g. [6] or [13].
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Our goal is to establish a blow-up criterion for the curve diffusion flow with a contact
angle in terms of the curvature. More precisely, we consider the time dependent family
of regular open curves {Γt}t≥0 moving according to
V = −∂ssκΓt on Γt, t > 0, (1.1)
where V is the scalar normal velocity, κΓt is the scalar curvature of Γt, and s denotes the
arc length parameter. We complement the evolution law with the boundary conditions
∂Γt ⊂ R× {0} for t > 0, (1.2)
]
(
nΓt ,
(
0
−1
))
= pi − α at ∂Γt for t > 0, (1.3)
∂sκΓt = 0 at ∂Γt for t > 0, (1.4)
where nΓt is the unit normal vector of Γt and α ∈ (0, pi). We give a sketch of the
geometrical situation in Figure 1.
α
Γt
α(
0
−1
)~nΓt
Figure 1: Evolution by curve diffusion flow with α-angle condition for α > pi
2
.
Escher, Mayer, and Simonett gave numerical evidence that closed curves in the plane,
which are moving according to (1.1) can develop singularities in finite time, cf. [12]. In-
deed, for smooth closed curves driven by (1.1), Chou provided a sharp criterion for a finite
lifespan of the flow in [7]. Additionally, Chou, see [7], and Dzuik, Kuwert, and Schätzle,
see [11], showed that if a solution has a maximal lifespan Tmax < ∞, then the L2-norm
of the curvature with respect to the arc length parameter tends to infinity as Tmax is
approached. Moreover, they gave a rate for the blow-up.
Before we state the main result, we give our notion of solution. We refer to Section 2
below for the definitions of the function spaces in the following.
Definition 1.1 (Strong Solution, Maximal Solution)
Let f0 : I¯ → R2, I := (0, 1), be a regular curve in W 4(µ−1/2)2 (I;R2), µ ∈
(
7
8
, 1
]
. Further-
more, let it fulfill
f0(σ) ∈ R× {0} for σ ∈ {0, 1},
]
(
nΓ0(σ),
(
0
−1
))
= pi − α for σ ∈ {0, 1}, (1.5)
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where Γ0 := f0(I¯) and α ∈ (0, pi) and ](u, v) denotes the angle between two vectors
u, v ∈ R2. We call f : [0, T )× I¯ → R2, a strong solution of the curve diffusion flow, if
the following holds true:
(i) f ∈ W 12,µ,loc ([0, T );L2(I;R2)) ∩ L2,µ,loc ([0, T );W 42 (I;R2)), where
W k2,µ,loc([0, T );E) :=
{
u : [0, T )→ E is strongly measurable : u|(0,T ′) ∈ W k2,µ((0, T ′);E)
for all 0 < T ′ < T )
}
,
(ii) f fulfills the equations (1.1)-(1.4) and there exists a regular C1-reparametrization
ϕ : [0, 1]→ [0, 1] such that f0(ϕ(σ)) = f(0, σ) for all σ ∈ [0, 1],
(iii) f(t, ·) is for each t ∈ [0, T ) a regular parametrization of the curve f(t, I¯).
If T is the largest time for a given f0 such that there is a strong solution on [0, T ), we set
Tmax = T and call it a maximal solution of curve diffusion flow.
Our first main result is:
Theorem 1.2 (Blow-up Criterion)
Let f : [0, Tmax) × I¯ → R2, I := (0, 1), Tmax < ∞, be a maximal solution of (1.1)-(1.4).
Then limt→Tmax ‖κ[f(t)]‖L2(0,L[f(t)]) =∞.
The strategy of our proof is inspired by the blow-up criterion in [11]: By assumption,
f : [0, Tmax) × S1 → Rn, Tmax < ∞, is a smooth solution of (1.1) for closed curves,
which cannot be extended in time. The authors assume, contrary to their claim, that
‖κ(t)‖L2 is uniformly bounded in t < Tmax. Here ‖ · ‖L2 denotes the L2-norm with respect
to the arc length parameter. Carrying on, they consider the normal component of the
derivative, i.e. ∇s~κ := ∂s~κ − 〈∂s~κ, τ〉, where 〈·, ·〉 denotes the Euclidean inner product
on Rn and τ is the unit tangent vector. Using the motion law, they obtain differential
inequalities for ‖∇ms ~κ(t)‖L2 for all t < Tmax and for all m ∈ N. By the curvature bound,
they iteratively establish bounds on ‖∇ms ~κ(t)‖L2 by Gagliardo-Nirenberg-type inequalities.
Comparing the full arc length derivatives ∂ms ~κ(t) to the projected ones ∇ms ~κ(t), they can
prove bounds on the L2-norms of the full spatial derivatives of the curvature vector for
all t < Tmax. This permits for an extension of the flow beyond Tmax, which contradicts
the maximality of the solution.
The authors use the same approach also for showing global existence of solutions:
Considering an L2-gradient flow of an energy which provides a bound on ‖κ(t)‖L2 the
strategy allows for proving global existence of solutions and subconvergence results as
t → ∞, i.e. convergence of a subsequence. In [11], Dziuk, Kuwert, and Schätzle also
inspect the bending energy with length penalization for closed curves, which is for a
smooth, regular f : S1 → Rn, n ≥ 2 given by
B[f ] :=
ˆ
S1
(
1
2
|~κ|2 + λ
)
ds for λ ∈ R. (1.6)
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They obtain by the previously described technique that for smooth, regular initial data
the L2-gradient flow of (1.6) with λ ∈ [0,∞) has a smooth global solution. In the case
λ > 0, they deduce that it subconverges to an equilibrium after reparametrization to
arc length and a suitable translation. Moreover, they give an analogous result for the
L2-gradient flow of (1.6) for λ = 0 with a length constraint.
The same strategy was also adapted to the case of open curves: In [14], [9], and [8], the
authors consider L2-gradient flows of the bending energy, either with length penalization
or with length constraint, for open curves. For a smooth, regular function f : I → Rn,
n ≥ 2, I a closed bounded interval, they look for different parameters ξ and λ at the
energy
E [f ] :=
ˆ
I
(
1
2
|~κ− ξ|2 + λ
)
ds for ξ ∈ Rn and λ ∈ R. (1.7)
Here, the vector ξ is called spontaneous curvature, see [9].
Lin proved a global existence result for the L2-flow of (1.7) for fixed λ ∈ R+ and
ξ = 0 for open curves with clamped boundary conditions in [14]. The gradient flow is
considered among curves with fixed boundary points and fixed tangent vectors at the
boundary points. Additionally, the initial datum is supposed to be smooth with positive,
finite length and satisfying certain compatibility conditions. Again, it is assumed that f
is a smooth solution which cannot be extended in time. The author controls ∇mt f(t) for
all t < Tmax, instead of ∇ms ~κ(t) as in [11], where ∇tf := ∂tf −〈∂tf, τ〉. He obtains bounds
on ‖∇mt f(t)‖L2 for all m ∈ N in terms of ∇ps~κ(t), p ∈ N, for all t < Tmax. In contrast to
the setting in [11], attention has to be paid to the boundary terms, which occur due to
integration by parts. Thus, the quantities∇mt f(t) are a clever choice, as they vanish at the
boundary points due to the boundary conditions. Additionally, from the global existence
of the flow it is deduced that the family of curves subconverges after reparametrization
by arc length to an equilibrium. Dall’Acqua, Pozzi, and Spener strengthened the result
of Lin in [14] by showing that up to a time dependent reparametrization φ(t, ·) : I → I,
t ∈ [0,∞), the whole solution f(t, φ(t, ·)) converges to a critical point of the energy in L2
for t→∞, see [10].
In [9], Dall’Acqua and Pozzi proved a global existence and subconvergence result for
the L2-flow of the energy (1.7) for λ ∈ [0,∞) and ξ ∈ Rn, with fixed boundary points
and such that the curvature vector equals the normal component of ξ at the boundary.
In this setting, the authors also control the quantities ∇mt f(t), but those do not vanish
at the boundary and thus have to be analyzed carefully.
Moreover, Dall’Acqua, Lin, and Pozzi obtained an analogous result for the L2-gradient-
flow of (1.7) with ξ = 0, which is complemented with hinged boundary conditions, i.e.
fixed boundary points and zero curvature at the boundary points, see [8]. Additionally, a
special time dependent λ is chosen to preserve the length of the curve during the flow.
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The strategy of the proof of Theorem 1.2 is similar: For a given maximal solution f , we
assume, contrary to the claim, that ‖κ(tl)‖L2 is uniformly bounded for a sequence (tl)l∈N
with tl → Tmax for l→∞. In contrast to the reasoning in [11] we do not work with smooth
solutions: For α ∈ (0, pi
2
) ∪ (pi
2
, pi) the considered flow also has a tangential component, as
the boundary points are attached to the x-axis during the flow. This makes the control
of the boundary terms complicated. By just using the bound on the curvature, we obtain
a uniform W 22 -bound for f˜l, which denotes the reparametrized and translated solution at
time tl. This motivates us to consider solutions in the space W 12 ((0, Tmax);L2(I;R2)) ∩
L2((0, Tmax);W
4
2 (I;R2)), as its temporal trace space is W 22 (I;R2)). The idea is to restart
the flow at these times tl in order to extend the flow beyond Tmax, since this contradicts
the maximality of the solution. In order to achieve this, we have to find a uniform lower
bound on the existence time of the solutions by a compactness argument. To this end,
we work with initial data of class W β2 (I;R2)), β < 2. Finally, this enables us to extend
the original solution and provides a contradiction to the maximality of the solution.
More precisely, we exploit a short time existence result Theorem 2.14 in [1], which
guarantees that the curve diffusion flow starts for initial curves given by a certain suf-
ficiently small height function of class W 4(µ−1/2)2 (I), µ ∈ (78 , 1], of a reference curve in
C5(I¯;R2). For the blow-up criterion, it will be crucial to make sure that it starts for
every admissible W 4(µ−1/2)2 (I;R2)-curve f0. The second main result reads:
Theorem 1.3 (Local Well-Posedness for a Fixed Initial Curve)
Let f0 : I¯ → R2, I := (0, 1), be a regular curve in W 4(µ−1/2)2 (I;R2), µ ∈
(
7
8
, 1
]
. Further-
more, let it fulfill the boundary conditions (1.5) Then, there exists a T > 0, such that f
is a strong solution to curve diffusion flow.
In order to prove the result, we have to assure that for every admissible regular initial
curve there exists a suitable reference curve. By evolving the initial curve by a linear
parabolic equation, we obtain a smoothened curve close to the initial curve. In the fol-
lowing, we use C0-semigroup and interpolation theory to carry out technical estimates,
which provide control on the distance of the two curves. Moreover, we find conditions on
the distance of two curves which guarantee that one curve is a reference curve of the other
one. Combining those steps enables us to confirm that the solution of the aforementioned
parabolic equation is in fact a suitable reference curve.
A related result for the curve diffusion flow with a free boundary was proven by
Wheeler and Wheeler in [23]: They consider immersed curves supported on two parallel
lines moving according to curve diffusion flow, such that the evolving curves are orthog-
onal to the boundary and satisfy a no flux condition. A blow-up criterion is given in
terms of the sum of the position vector and the L2-norm of the arc length derivative of
the curvature. Moreover, they establish criteria for global existence of the flow.
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This article is organized as follows: In Section 2, we present some preliminary results.
Then, we construct reference curves to general admissible initial data in Section 3. Finally,
we give a proof of the blow-up criterion Theorem 1.2 in Chapter 4.
2 Preliminaries
In this section, we introduce weighted Slobodetskii space and some of their properties.
Moreover, we present two inequalities for the length and a local wellposedness result for
the curve diffusion flow.
2.1 Weighted Sobolev-Slobodetskii Spaces and Some Properties
In the following, we present some results on weighted Sobolev-Slobodetskii spaces. For
more details, the reader is referred to [16] and [17].
Definition 2.1 (Weighted Lebesgue Space)
Let J = (0, T ), 0 < T ≤ ∞ and E be a Banach space. For 1 < p <∞ and µ ∈
(
1
p
, 1
]
the
weighted Lebesgue space is given by
Lp,µ(J ;E) :=
{
u : J → E is strongly measurable : ‖u‖Lp,µ(J ;E) <∞
}
,
where
‖u‖Lp,µ(J ;E) :=
∥∥[t 7→ t1−µu(t)]∥∥
Lp(J ;E)
=
(ˆ
J
t(1−µ)p‖u(t)‖pE dt
) 1
p
.
Remark 2.2. (i) (Lp,µ(J ;E), ‖u‖Lp,µ(J ;E)) is a Banach space.
(ii) One easily sees that for T <∞ it follows
Lp(J ;E) ↪→ Lp,µ(J ;E).
This does not hold true for T =∞.
(iii) We have Lp,µ((0, T );E) ⊂ Lp((τ, T );E) for τ ∈ (0, T ).
(iv) For µ = 1 it holds Lp,1(J ;E) = Lp(J ;E).
Moreover, we define associated weighted Sobolev spaces.
Definition 2.3 (Weighted Sobolev Space)
Let J = (0, T ), 0 < T ≤ ∞ and E be a Banach space. For 1 ≤ p < ∞, k ∈ N0, and
µ ∈
(
1
p
, 1
]
the weighted Sobolev space is given by
W kp,µ(J ;E) :=
{
u ∈ W k1,loc(J ;E) : u(j) ∈ Lp,µ(J ;E) for j ∈ {0, . . . , k}
}
6
for k 6= 0, where u(j) := ( d
dt
)j
u, and we set W 0p,µ(J ;E) := Lp,µ(J ;E). We equip it with
the norm
‖u‖Wkp,µ(J ;E) :=
(
k∑
j=0
∥∥u(j)∥∥p
Lp,µ(J ;E)
) 1
p
.
Remark 2.4. (W kp,µ(J ;E), ‖u‖Wkp,µ(J ;E)) is a Banach space, see Section 3.2.2 of [22].
In the following, we introduce a generalization of the usual Sobolev spaces by means
of interpolation theory. By (·, ·)θ,p we denote real interpolation functor, cf. [15] or [22] for
general properties of real interpolation.
Definition 2.5 (Weighted Sobolev-Slobodetskii Space)
Let J = (0, T ), 0 < T ≤ ∞ and E be a Banach space. For 1 ≤ p < ∞, s ∈ R+\N, and
µ ∈
(
1
p
, 1
]
the weighted Sobolev-Slobodetskii space is given by
W sp,µ(J ;E) :=
(
W bscp,µ (J ;E),W
bsc+1
p,µ (J ;E)
)
s−bsc,p .
Remark 2.6. (i) W sp,µ(J ;E) is a Banach space by interpolation theory, cf. Proposition
1.2.4 in [15].
(ii) We have W sp,1(J ;E) = W sp (J ;E) for all s ≥ 0.
(iii) By equation (2.8) in [17], we have for s = bsc+ s∗
W sp,µ(J ;E) =
{
u ∈ W bscp,µ (J ;E) : u(bsc) ∈ W s
∗
p,µ(J ;E)
}
,
where the natural norm is equivalent to the interpolation space norm with constants
independent of J .
(iv) By interpolation theory, see (2.6) in [17], we have the following representation of
the Sobolev-Slobodetskii space: For s ∈ (0, 1) it holds
W sp,µ(J ;E) =
{
u ∈ Lp,µ(J ;E) : [u]W sp,µ(J ;E) <∞
}
,
where
[u]W sp,µ(J ;E) :=
(ˆ T
0
ˆ t
0
τ (1−µ)p
‖u(t)− u(τ)‖pE
|t− τ |1+sp dτ dt
) 1
p
.
Then, the norm given by
‖u‖W sp,µ(J ;E) := ‖u‖Lp,µ(J ;E) + [u]W sp,µ(J ;E)
is equivalent to the one induced by interpolation.
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(v) If E = R is the image space, we omit it, e.g. W sp,µ(J) := W sp,µ(J ;R).
We will use the following results involving weighted Sobolev-Slobodetskii spaces.
Proposition 2.7. Let 0 < T0 <∞ be fixed and J = (0, T ) for 0 < T ≤ T0. Moreover, let
µ ∈
(
1
p
, 1
]
and E be a Banach space. Let 1 < p <∞, 2 ≥ s > 1− µ+ 1
p
, and α ∈ (0, 1).
Then W sp,µ(J ;E) ↪→ Cα(J¯ ;E) for s− (1− µ) + 1p > α > 0 with the estimate
‖ρ‖Cα(J¯ ;E) ≤ C(T0)(‖ρ‖W sp,µ(J ;E) + ‖ρ|t=0‖E),
where C(T0) does not depend on T ∈ (0, T0].
Remark 2.8. By the latter proposition, we can also prove the following: Let 1 < p <∞,
k ∈ N. Then W sp (J ;E) ↪→ Ck,α(J¯ ;E) for s− 1/p > k + α > 0 with the estimate
‖ρ‖Ck,α(J¯ ;E) ≤ C‖ρ‖W sp (J ;E),
where C depends on J .
The proof can be found in Lemma 2.1.15 in [5]. Moreover, we deduce the following
lemma, cf. Lemma 2.1.17 in [5].
Lemma 2.9. Let 0 < T0 < ∞ be fixed and J = (0, T ) for 0 < T ≤ T0. Moreover, let
µ ∈ (7
8
, 1
]
. Let f ∈ W s2,µ(J), 1 > s > 12 − µ such that there exists a C˜ > 0 with |f | ≥ C˜.
Then 1
f
∈ W s2,µ(J) with ∥∥∥ 1f ∥∥∥
W s2,µ(J)
≤ C
(
‖f‖W s2,µ(J), C˜, T0
)
.
Additionally, we will exploit the following embedding, cf. Lemma 2.2.3 in [5].
Lemma 2.10. Let T0 be fixed, J = (0, T ), 0 < T ≤ T0, and I a bounded open interval.
Let E be a Banach space. Then
W 12,µ
(
J ;L2(I;E)
) ∩ L2,µ(J ;W 2m2 (I;E)) ↪→ BUC(J¯ ,W 2m(µ−1/2)2 (I;E))
with the estimate
‖ρ‖BUC(J¯ ,Xµ,E) ≤ C(T0)
(
‖ρ‖W 12,µ(J ;L2(I;E))∩L2,µ(J ;W 2m2 (I;E)) + ‖ρ|t=0‖W 2m(µ−1/2)2 (I;E)
)
.
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2.2 Two Estimates for the Length
We introduce the following quantities:
Definition 2.11 (Length, Energy)
Let g : I¯ → R2, x 7→ g(x), be a regular C1-curve. We define the length of the curve g
and the energy of the curve g by
L[g] :=
ˆ
I
|∂xg(x)| dx, E [g] := L[g] + cosα[g(0)− g(1)]1, resp.
Lemma 2.12. Let α ∈ (0, pi). Furthermore, let c : [0, 1] → R2, σ 7→ c(σ), be a regular
curve of class C2 parametrized proportional to arc length. Moreover, let the unit tangent
τ := ∂σcL[c] fulfill τ(σ) = (cosα,± sinα)T for σ = 0, 1. Then it holds
1
L[c] ≤
1√
2 sinα
‖κ[c]‖C([0,1]) .
The proof can be found in Lemma 2.14 in [1] or Lemma 2.3.1 in [5].
Lemma 2.13. Let f be a strong solution of the curve diffusion flow. Then it holds for
α ∈ (0, pi) and t˜ ∈ [0, T )
L[f(t)] ≤ E [f(t˜)]
1− | cosα| for all t ∈ [t˜, T ).
The proof can be found in Remark 3.2.5 in [5].
2.3 A Local Wellposedness Result for the Curve Diffusion Flow
Let Φ∗ : [0, 1]→ R2 be a regular C5-curve parametrized proportional to arc length, such
that Λ := Φ∗([0, 1]) fulfill the conditions
Φ∗(σ) ∈ R× {0} for σ ∈ {0, 1},
]
(
nΛ(σ),
(
0
−1
))
= pi − α for σ ∈ {0, 1},
κΛ(σ) = 0 for σ ∈ {0, 1}, (2.1)
where τΛ(σ) := ∂σΦ∗(σ)/L[Φ∗] and nΛ(σ) := RτΛ(σ) are the unit tangent and unit normal
vector of Λ at the point Φ∗(σ) for σ ∈ [0, 1], respectively. Here, R denotes the counter-
clockwise pi/2-rotation matrix. Furthermore, the curvature vector of Λ at Φ∗(σ) is given
by ~κΛ(σ) := ∂2σΦ∗(σ)/(L[Φ∗])2 for σ ∈ [0, 1].
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For a sufficiently small d we define curvilinear coordinates by
Ψ : [0, 1]× (−d, d)→ R2
(σ, q) 7→ Φ∗(σ) + q (nΛ(σ) + cotαη(σ)τΛ(σ)) , (2.2)
where the function η : [0, 1]→ [−1, 1] is given by
η(x) :=

−1 for 0 ≤ x < 1
6
0 for 2
6
≤ x < 4
6
1 for 5
6
≤ x ≤ 1
arbitrary else,
(2.3)
such that it is monotonically increasing and smooth. Note, that if α = pi/2, then cotα = 0
and the second summand in the definition of Ψ vanishes, cf. (2.2).
In the following, ρ : [0, T ] × [0, 1] → (−d, d) serves as a height function such that Γ
can be expressed via (2.2). The main result of [1] reads:
Theorem 2.14 (Local Well-Posedness for Data Close to a Reference Curve)
Let Φ∗ and η be given such that (2.1) and (2.3) are fulfilled, respectively. Let ρ0 ∈
W
4(µ−1/2)
2 (I), with I = (0, 1) and µ ∈
(
7
8
, 1
]
, fulfill the conditions
‖ρ0‖C(I¯) <
K0
3
with K0(α,Φ∗, η) :=
1
2‖κΛ‖C(I¯)
(
1 + (cotα)2 + Cˆ| cotα|‖η′‖C([0,1])
) (2.4)
‖∂σρ0‖C(I¯) <
K1
3
with K1(α,Φ∗) :=
L[Φ∗]
12| cotα| , (2.5)
where Cˆ :=
√
2 sinα > 0 and the compatibility condition
∂σρ0(σ) = 0 for σ ∈ {0, 1}. (2.6)
Furthermore, let T0 > 0 and R2 > 0 such that ‖L−1‖ ≤ R2, where L−1 is the solution
operator for a linear partial differential equation depending on Φ∗ and ρ0. Then there
exists a T = T (α,Φ∗, η, R1, R2) > 0, ‖ρ0‖Xµ ≤ R1, such that the quasilinear parabolic
partial differential equation for the height function representing Γ, cf. (3.18) [1], possesses
a unique solution ρ ∈ W 12,µ((0, T );L2(I))∩ L2,µ((0, T );W 42 (I)), such that ρ(t) is a regular
parametrization for all t ∈ [0, T ], and ρ(·, 0) = ρ0 in W 4(µ−1/2)2 (I).
Remark 2.15. If follows directly that [0, T ) × [0, 1] 3 (t, σ) 7→ Ψ(σ, ρ(t, σ)) is a strong
solution of the curve diffusion flow with Φ(0, ·) = Φ(ρ0).
3 Construction of Reference Curves
The idea of the proof is inspired by the argumentation for the approximation of C2-
hypersurfaces in Subsection 2.3 in [20].
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3.1 Generation of Potential Reference Curves
Let f0 : I¯ → R2, I := (0, 1), be parametrized proportional to arc length and be in
W
4(µ−1/2)
2 (I;R2), µ ∈ (7/8, 1]. Moreover, let f0 fulfill the boundary conditions in (1.5).
In order to apply the short time existence result, Theorem 2.14, to the curve f0, we
have to construct a suitable reference curve for f0. More precisely, we look for a regular
function Φ∗ : [0, 1] → R2 of class C5, such the boundary conditions in (2.1) are fulfilled.
We use the same notations as before. Later on, we will take care of the smallness condition
of the corresponding initial height function, see (2.5) in Theorem 2.14.
We find a family of such curves by solving a parabolic equation subject to the pre-
viously mentioned boundary conditions (2.1) with the initial value f0. The required
regularity will be proven by the regularizing effects of parabolic equations. We consider
∂tf − ∂6xf = 0 for x ∈ (0, 1) and t > 0,
f = f0 for x ∈ {0, 1} and t > 0,
∂xf = ∂xf0 for x ∈ {0, 1} and t > 0,
∂2xf = 0 for x ∈ {0, 1} and t > 0,
f|t=0 = f0 for x ∈ (0, 1), (3.1)
where the first order condition is a representation of the α-angle condition and the second
order one implies that ~κ[f(t)] = 0 at the boundary for t > 0.
Remark 3.1. In general dimension, it is not possible to use f0 as boundary data by
reasons of the regularity of the function. It works in this case, since the boundary consists
only of two points, which means that the spatial regularity can be neglected.
The following lemma provides a well-posedness result for (3.1) with initial data f0 of
class W 4(µ−1/2)2 . In order to solve a linear problem with optimal regularity, we will use
Theorem 2.1 in [18] on maximal Lp-regularity with temporal weights. To this end, we use
the notation
Xµ˜,R2 = W
6(µ˜−1/2)
2 (I;R2) = W
4(µ−1/2)
2 (I;R2) for µ˜(µ) = 23µ+
1
6
∈ (3
4
, 5
6
]
,
Eµ˜,T,R2 = W 12,µ˜
(
J ;L2(I;R2)
) ∩ L2,µ˜(J ;W 62 (I;R2)),
E0,µ˜,R2 = L2,µ˜
(
J ;L2(I;R2)
)
.
All the spaces are equipped with their natural norms.
Lemma 3.2. Let J = (0, T ) be finite and let f0 : I¯ → R2, I := (0, 1), be parametrized
proportional to arc length and in Xµ˜,R2 for µ ∈
(
7
8
, 1
]
. Then the problem (3.1) possesses
a unique solution f ∈ Eµ˜,T,R2 with µ˜(µ) = 23µ+ 16 ∈
(
3
4
, 5
6
]
.
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The claim follows by applying a maximal regularity result, Theorem 2.1 in [18], for
m = 3 and initial data of class W 6(µ˜−1/2)2 (I;R2) with µ˜ ∈
(
3
4
, 5
6
]
, cf. Lemma 6.1.2 in [5] for
details.
Thus, the solution f satisfies the desired boundary conditions (2.1) and is arbitrarily
W
4(µ−1/2)
2 (I;R2)-close to the initial datum f0, which follows by Lemma 2.10. It remains
to show that f(t, ·), t > 0, is smooth enough to use it as a reference curve.
Lemma 3.3. Let f be the solution of problem (3.1) given by Lemma 3.2. Then f(t, ·) ∈
C5(I¯;R2) for all t ∈ (0, T ].
Proof. The proof is split into the following parts: We find a homogeneous problem equiv-
alent to (3.1) and use the regularization effects, which follow by the fact that the corre-
sponding operator generates an analytic semigroup. Then we show that the regularity
transfers to the solution of the original problem.
First, we choose a function ξ ∈ C∞(I¯;R2) fulfilling
ξ(x) = f0(x)
∂xξ(x) = ∂xf0(x)
∂2xξ(x) = 0
 for x ∈ {0, 1} (3.2)
and set u0 := f0 − ξ and h := ∂6xξ. If f ∈ Eµ˜,T,R2 is the unique solution of (3.1), then the
function v := f − ξ ∈ Eµ˜,T,R2 solves
∂tv − ∂6xv = ∂6xξ for x ∈ (0, 1) and t > 0,
v = ∂xv = ∂
2
xv = 0 for x ∈ {0, 1} and t > 0,
v|t=0 = u0 for x ∈ (0, 1), (3.3)
and problem (3.3) can be written as the abstract Cauchy problem
∂tu(t) + Au(t) = h(t) for t ∈ (0, T ),
u|t=0 = u0, (3.4)
with A = −∂6x : D(A) → X, D(A) := {u ∈ W 62 (I;R2)| u|∂I = 0, ∂xu|∂I = 0, ∂2xu|∂I = 0}
and X := L2(I;R2). It is a well-known result, that −A is the generator of an analytic
C0-semigroup, see Claim 6.1.5 in [5] for the proof. Now we can show higher regularity for
the solution of the homogeneous problem.
Claim 3.4. v ∈ C∞ ((0, T ];C5(I¯;R2)).
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Proof of the claim: For an h ∈ X, which is an element of L1(J ;X) ∩ C(J¯ ;X) for J
bounded, and a u0 ∈ X, we consider the mild solution of (3.4), cf. Definition 4.1.4 in [15],
given by
u(t) = e−tAu0 +
ˆ t
0
e−(t−s)Ah(s) ds = e−tAu0 +
ˆ t
0
e−sAh ds,
where we used that h does not depend on time. Using the basic properties of the analytic
semigroup generated by −A, see Chapter 2.1 in [15], we conclude that for an x ∈ X the
mapping [t 7→ e−tAx] ∈ C∞((0, T ], D(A)) for T < ∞. Combining this with the theorem
on parameter integrals for separable Banach spaces, see Theorem 3.17 in [3], it holds
u ∈ C∞((0, T ];D(A)) ↪→ C∞ ((0, T ];C5(I¯;R2)) .
This proves the claim.
It follows by direct calculations that f˜ := v + ξ ∈ Eµ˜,T,R2 solves the original problem
(3.1) and that the function is in C∞((0, T ];C5(I¯;R2)). Due to the fact that the solution
is unique, we obtain f(t) ∈ C5(I¯;R2) for t ∈ (0, T ].
3.2 Characterization of Reference Curves
This section aims to establish certain conditions which enable us to prove that the
smoothed versions of the initial curve f := f(, ·),  > 0, see Chapter 3.1, are suit-
able to use as reference curves in the short time existence result, Theorem 2.14. A good
starting point is the formulation of conditions for the admissible initial curves for a fixed
reference curve denoted by Φ∗. Again, we use the curvilinear coordinates given in (2.2).
We begin by specifying the requested properties of a reference curve.
Definition 3.5 (Reference Curve Φ∗ for the Initial Curve f0)
Let α ∈ (0, pi) be fixed. Furthermore, let Φ∗ : [0, 1]→ R2 be a regular C5-curve parametrized
proportional to arc length, fulfilling the boundary conditions (2.1) and let f0 : [0, 1]→ R2
be a regular W β2 -curve, β ∈
(
3
2
, 2
]
, fulfilling the boundary conditions (1.5). We call Φ∗ a
reference curve for the initial curve f0, if the following conditions hold true:
(i) There exists a regular C1-reparametrization ϕ : [0, 1] → [0, 1] and a function ρ :
[0, 1]→ (−d, d) of class W β2 , such that
f0(ϕ(σ)) = Φ
∗(σ) + ρ(σ)(nΛ(σ) + cotαη(σ)τΛ(σ)) for all σ ∈ [0, 1]. (3.5)
(ii) The function ρ satisfies the bounds (2.5), i.e.
‖ρ‖C([0,1]) < 1
6‖κΛ‖C(I¯)
(
1 + (cotα)2 + Cˆ| cotα|‖η′‖C([0,1])
) = K0(α,Φ∗)
3
,
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and in the case α 6= pi
2
additionally
‖∂σρ‖C([0,1]) < L[Φ
∗]
36| cotα| =
K1(α,Φ
∗)
3
.
This enables us to state the main result of this section.
Theorem 3.6
Let α ∈ (0, pi) be fixed. Furthermore, let Φ∗ : [0, 1]→ R2 be a regular C5-curve parametrized
proportional to arc length and let it fulfill the boundary conditions (2.1). Let f0 : [0, 1]→
R2 be a regular W β2 -curve, β ∈
(
3
2
, 2
]
, fulfilling the boundary conditions (1.5). Moreover,
let λ ∈ (0, 1) be given such that the conditions
λCα
√
1 + (cotα)2 < min
{
sin
(√
(cotα)2+1−| cotα|
4
)
,
{
sin
(
1
2(4·144)2(cotα)2
)
for α 6= pi2
1 for α = pi2
}}
(3.6)
λ < min
{
1
6
√
1 + (cotα)2
,
{ 1
144| cotα| for α 6= pi2
1 for α = pi2
}}
(3.7)
hold true. If f0 ∈ BC0ξ0 (Φ∗) and ∂σf0 ∈ BC
0
ξ1
(∂σΦ
∗), for
ξ0 = min
{
Cα(λ),
(sinα)2
2
}
1
‖κΛ‖C([0,1]) ,
ξ1 = min
{√
(cotα)2 + 1− | cotα|
4
,
{ 1
2(4·144)2| cotα|2 for α 6= pi2
1 for α = pi
2
}
,
sinα
2
}
L[Φ∗],
where
Cα(λ) :=
(
1−
√
(λCα cotα)2 + (1− λCα)2
)
∈ (0, λ]
for Cα given by
Cα :=
[
1 + (cotα)2 + Cˆ| cotα|‖η′‖C([0,1])
]−1
∈ (0, 1]
and Cˆ := (
√
2 sinα)−1 > 0, cf. Lemma 2.12. Then Φ∗ is a reference curve for the
initial curve f0. Moreover, there is a constant C
(
α,Φ∗, η, ‖f0‖Wβ2 ((0,1);R2)
)
such that
‖ρ‖Wβ2 ((0,1)) ≤ C.
The first step to prove this theorem, is to show that Ψ is a local diffeomorphism in a
suitably small neighborhood of Φ∗.
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Lemma 3.7. Let λ ∈ (0, 1] and d be given by
d :=
Cα
‖κΛ‖C([0,1]) , (3.8)
where Cα is given as in Theorem 3.6. Then Ψ is a local diffeomorphism on [0, 1]×(−λd, λd)
with
|DΨ|(σ, q) > (1− λ)L[Φ∗] for (σ, q) ∈ [0, 1]× (−λd, λd).
The proof follows easily by calculating the derivatives of Ψ and using Lemma 2.12.
Now, the first criterion for reference curves can be formulated.
Lemma 3.8. Let α ∈ (0, pi) be fixed. Furthermore, let Φ∗ : [0, 1] → R2 be a regular
C5-curve parametrized proportional to arc length and let it fulfill the boundary conditions
(2.1). Let f0 : [0, 1] → R2 be a regular W β2 -curve, β ∈
(
3
2
, 2
]
, fulfilling the boundary
conditions (1.5). Moreover, let the following conditions hold true for a λ ∈ (0, 1) fulfilling
the assumptions (3.6) and (3.7):
(i) The initial curve Γ0 := f0(I¯) is contained in Ψ ([0, 1]× (−λd, λd)).
(ii) The curves f0 and Φ∗ fulfill the conditions
|f0(σ)− Φ∗(σ)| < Cα(λ)‖κΛ‖C([0,1]) ,
|∂σf0(σ)− ∂σΦ∗(σ)| < min
{√
(cotα)2+1−| cotα|
4 ,
{ 1
2(4·144)2| cotα|2 for α 6= pi2
1 for α = pi2
}}
L[Φ∗]
for all σ ∈ [0, 1].
Then Φ∗ is a reference curve for the initial curve f0.
Proof. The proof is done in two steps: In the first step, we show that there exist functions
ϕ and ρ fulfilling Definition 3.5.1. Then we prove the bounds given in Definition 3.5.2.
Step 1: Finding ϕ and ρ fulfilling (3.5)
In order to prove this, we want to use the implicit function theorem. To this end, we
need the local invertibility of the function Φ∗ on a slightly larger open set: We extend
the function Φ∗ to (−δ˜, 1 + δ˜) for a small δ˜ > 0: We define the extension of Φ∗, which we
again denote by Φ∗, by
Φ∗(σ) :=

Φ∗(0) + σ∂σΦ∗(0) for σ ∈ (−δ˜, 0),
Φ∗(σ) for σ ∈ [0, 1],
Φ∗(1) + (σ − 1)∂σΦ∗(1) for σ ∈ (1, 1 + δ˜).
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Furthermore, we extend the function η by
η(σ) :=

η(0) for σ ∈ (−δ˜, 0),
η(σ) for σ ∈ [0, 1],
η(1) for σ ∈ (1, 1 + δ˜),
and call the extension η again. We observe that for a sufficiently small δ˜ > 0 the function
Ψ is still a local diffeomorphism on (−δ˜, 1 + δ˜)× (−d, d), where we used Lemma 3.7. For
the following argumentation, it is convenient to decompose the local inverse of Ψ at the
point Ψ(σ˜, q) = p into Ψ−1 = (ΠΛ, dΛ), such that
ΠΛ ∈ C1
(
U ; (−δ˜, 1 + δ˜)) and dΛ ∈ C1(U ; (−d, d)), (3.9)
where U is a suitable neighborhood of p in R2. Note that the inverse is not necessarily
unique.
Moreover, we need to extend the initial curve f0. We denote by τΓ0(σ) = ∂σf0(σ)/|∂σf0(σ)|
and nΓ0(σ) = RτΓ0(σ) the unit tangent vector and the unit normal vector of Γ0 at f0(σ),
respectively, for σ ∈ [0, 1]. Then we set
f0(σ˜) :=

f0(0) + σ˜τΓ0(0) for σ˜ ∈ (−δ, 0),
f0(σ˜) for σ˜ ∈ [0, 1],
f0(1) + (1− σ˜)τΓ0(1) for σ˜ ∈ (1, 1 + δ),
and denote the extension by f0 again. Hence, we can define
H :(−δ, 1 + δ)× (−δ˜, 1 + δ˜)× (−d, d)→ R2
(σ˜, σ, q) 7→ f0(σ˜)−Ψ(σ, q) = f0(σ˜)− Φ∗(σ)− q(nΛ(σ) + cotαη(σ)τΛ(σ)).
For a fixed but arbitrary σ˜0 ∈ [0, 1] it follows by (3.9) that
H(σ˜0,ΠΛ(f0(σ˜0))), dΛ(f0(σ˜0))︸ ︷︷ ︸
=:y0
) = 0.
Since Ψ is a local diffeomorphism on (−δ˜, 1 + δ˜) × (−d, d), the function ∂yH is invert-
ible in (σ˜0, y0). Moreover, H and ∂yH are continuous in (σ˜0, y0). Thus, we obtain by
the implicit function theorem, cf. Theorem 4.B in [24], that there exists a neighborhood
U0 ⊂ (−δ, 1 + δ) of σ˜0 and V0 ⊂ (−δ˜, 1 + δ˜) of y0 and a function g : U0 → V0 such that
H(σ˜, g(σ˜)) = 0. As f0 and Ψ are C1-maps, g is as well of class C1 in a neighborhood of x0.
In this way, we obtain for each σ˜0 ∈ [0, 1] a function g, which is just locally defined in
U0. As Ψ is a local C1-diffeomorphism on the domain, g is uniquely determined. Thus,
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two functions ga and gb, for a, b ∈ [0, 1] with a 6= b, have to coincide on Ua ∩ Ub. Addi-
tionally, it follows by construction that the first component of g, which is denoted by g1,
fulfills g1(0) = g1(0) = 0 and g1(1) = 1. By gluing together the locally defined functions,
we obtain a C1-function g(·) with g1([0, 1]) = [0, 1].
In order to define the function ϕ, cf. Definition 3.5, we show that g1 is injective.
Consequently, it is invertible on [0, 1] and we can define
ϕ(σ) := g−11 (σ) and ρ(σ) := g2(ϕ(σ)) = g2 ◦ g−11 (σ).
By the differential rule for inverse mappings both functions are of class C1.
Claim 3.9. The function g1 : [0, 1]→ [0, 1] is injective.
Proof of the claim: We use the chain rule and obtain for σ˜ ∈ [0, 1]
0 = ∂σ˜(H(σ˜, g(σ˜))) = (∂σ˜H)(σ˜, g(σ˜)) + (∂yH)(σ˜, g(σ˜))∂σ˜g(σ˜).
By Lemma 3.7, it follows that ∂σ˜Ψ and ∂qΨ are linearly independent for (σ, q) ∈ [0, 1]×
(−d, d), where d is given by (3.8). Using Condition 1, we obtain from the previous
calculations that
∂σ˜g1(σ˜) = 0 ⇔ ∂σf0(σ˜) = ∂qΨ(g1(σ˜))∂σ˜g2(σ˜).
Thus, we want to rule out that it holds τΓ0(σ˜) ‖ ∂qΨ(g1(σ˜)), or equivalently nΓ0(σ˜) ⊥
∂qΨ(g1(σ˜)). Direct calculations provide
〈nΓ0(σ˜), ∂qΨ(g1(σ˜))〉 =
1
2
(|nΓ0(σ˜)|2 + |∂qΨ(g1(σ˜))|2 − |nΓ0(σ˜)− ∂qΨ(g1(σ˜))|2)
=
1
2
(
1 + 1 + (cotα)2(η(g1(σ˜)))
2 − |nΓ0(σ˜)− ∂qΨ(g1(σ˜))|2
)
.
This implies that 〈nΓ0(σ˜), ∂qΨ(g1(σ˜))〉 > 1/2, if
|nΓ0(σ˜)− ∂qΨ(g1(σ˜))|2 < 1 + (cotα)2(η(g1(σ˜)))2 (3.10)
holds true. We deduce
|nΓ0(σ˜)− ∂qΨ(g1(σ˜))| ≤ |nΓ0(σ˜)− nΛ(g1(σ˜))|+ |nΛ(g1(σ˜))− ∂qΨ(g1(σ˜))|
≤ |nΓ0(σ˜)− nΛ(σ˜)|+ |nΛ(σ˜)− nΛ(g1(σ˜))|︸ ︷︷ ︸
=:I+II
+| cotαη(g1(σ˜))|,
where we used the definition of ∂qΨ. Comparing this with (3.10), it suffices to show that
(I + II + | cotαη(g1(σ˜))|)2 < 1 + (cotα)2(η(g1(σ˜)))2,
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which is equivalent to
(I + II)2 + 2| cotα|(I + II) < 1.
Solving the quadratic inequality and taking the positive solution, we deduce the condition
I + II <
√
(cotα)2 + 1− | cotα| ⇒ g1 is injective. (3.11)
In the following, we show that the left-hand side of (3.11) is fulfilled by estimating I
and II separately: For the term I = |nΓ0(σ˜)− nΛ(σ˜)|, we obtain by adding a zero
I =
∣∣∂σf0(σ˜)|∂σΦ∗(σ˜)| − ∂σΦ∗(σ˜)|∂σf0(σ˜)|∣∣
|∂σf0(σ˜)||∂σΦ∗(σ˜)| (3.12)
≤
∣∣|∂σΦ∗(σ˜)| − |∂σf0(σ˜)|∣∣
|∂σΦ∗(σ˜)| +
|∂σf0(σ˜)− ∂σΦ∗(σ˜)|
|∂σΦ∗(σ˜)| ≤
2
|∂σΦ∗(σ˜)| |∂σf0(σ˜)− ∂σΦ
∗(σ˜)|,
where |∂σΦ∗(σ˜)| = L[Φ∗], as Φ∗ is parametrized proportional to arc length. Thus, we have
by Condition 2
I <
√
(cotα)2 + 1− | cotα|
2
. (3.13)
Considering the summand II, we deduce by the fundamental theorem of calculus
II ≤
∣∣∣∣∣
ˆ g1(σ˜)
σ˜
L[Φ∗]κΛ(σ)nΛ(σ) dσ
∣∣∣∣∣ ≤ L[Φ∗([g1(σ˜), σ˜])]‖κΛ‖C([0,1]), (3.14)
since |g1(σ˜)−σ˜|L[Φ∗] = L[Φ∗([g1(σ˜), σ˜])] by the proportional-to-arc-length-parametrization
of Φ∗. Here, we assumed w.l.o.g. that g1(σ˜) ≤ σ˜. Thus, it remains to estimate L[Φ∗([g1(σ˜), σ˜])]
by geometric considerations. By the bound on the curvature, it follows, that L[Φ∗([g1(σ˜), σ˜])]
cannot be larger than the circle arc with radius r = 1/‖κΛ‖C([0,1]) that connects the points
Φ∗(g1(σ˜)) and Φ∗(σ˜). It is denoted by Lmax[Φ∗([g1(σ˜), σ˜])], cf. Figure 2.
f0(σ˜)
Φ∗(g1(σ˜))
Φ∗(σ˜)
< λC
α
√
1+(cotα) 2
‖κ
Λ‖
C 0
[0,1]
<
Cα
(λ
)
‖κΛ
‖ C0 [
0,
1]
Lmax[Φ∗([g1(σ˜), σ˜])]
Figure 2: The estimate of Lmax[Φ∗([g1(σ˜), σ˜])] for |κΛ(σ)| = ‖κΛ‖C([0,1]) for σ ∈ [g1(σ˜), σ˜].
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By Condition 1 of Lemma 3.8 it holds
|Φ∗(g1(σ˜))− f0(σ˜)| = |dΛ(f0(σ˜))| < λd
√
1 + (cotα)2 ≤ λCα
√
1 + (cotα)2
‖κΛ‖C0[0,1] . (3.15)
Moreover, we have a bound on |Φ∗(σ˜) − f0(σ˜)| for σ˜ ∈ [0, 1] by Condition 2 of Lemma
3.8. Thus, we observe by adding a zero
|Φ∗(g1(σ˜))− Φ∗(σ˜)| <
[
λCα
√
1 + (cotα)2 + Cα(λ)
] 1
‖κΛ‖C0[0,1]
and the estimated term corresponds to the length of the doted line in Figure 2. The
inequality
Cα(λ) =
(
1−
√
(λCα cotα)2 + (1− λCα)2
)
< 1−
√
(1− λCα)2 = λCα,
provides
|Φ∗(g1(σ˜))− Φ∗(σ˜)| < 2λCα
√
1 + (cotα)2
‖κΛ‖C([0,1]) .
Now, we can use basic geometry on the symmetric rectangular triangles, which arise by
splitting the grey area in Figure 2, to estimate L[Φ∗([g1(σ˜), σ˜])]. It follows
Lmax[Φ∗([g1(σ˜), σ˜])] ≤ 2 arcsin
( |Φ∗(g1(σ˜))− Φ∗(σ˜)|‖κΛ‖C([0,1])
2
)
1
‖κΛ‖C([0,1])
< 2 arcsin
(
λCα
√
1 + (cotα)2
) 1
‖κΛ‖C([0,1]) .
By assumption (3.6), we have
λCα
√
1 + (cotα)2 < sin
(√
(cotα)2 + 1− | cotα|
4
)
.
Hence,
Lmax[Φ∗([g1(σ˜), σ˜])] <
√
(cotα)2 + 1− | cotα|
2‖κΛ‖C([0,1])
is deduced. By plugging this into (3.14), we obtain for II = |nΛ(σ˜)− nΛ(g1(σ˜))|
II < 2 arcsin
(
λCα
√
1 + (cotα)2
)
<
√
(cotα)2 + 1− | cotα|
2
. (3.16)
Combining this with (3.13) shows that condition (3.11) is fulfilled.
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By construction we obtain for σ ∈ [0, 1]
0 = H(ϕ(σ), σ, ρ(σ)) = f0(ϕ(σ))− Φ∗(σ)− ρ(σ)(nΛ(σ) + cotαη(σ)τΛ(σ)),
hence, the identity (3.5) is fulfilled. Differentiation with respect to σ yields
0 = ∂σH(ϕ(σ), σ, ρ(σ)) = ∂σf0(ϕ(σ))ϕ
′(σ)−Ψσ(σ, ρ(σ))−Ψq(σ)∂σρ(σ). (3.17)
Step 2: Proof of the bounds given in Definition 3.5.2
It remains to show that the bounds on ρ and ∂σρ stated in Definition 3.5 hold true. To
this end, the following claims are proven:
Claim 3.10. It holds ‖ρ‖C([0,1]) < K0(α,Φ∗,η)3 .
Proof of the claim. By the identity (3.5), we obtain
‖ρ‖C([0,1]) ≤ ‖ρ(nΛ + cotαητΛ)‖C([0,1]) = ‖f0 ◦ ϕ− Φ∗‖C([0,1]).
As reparametrization does not change the ‖ · ‖C([0,1])-norm, it follows
‖ρ‖C([0,1]) ≤ ‖f0 − Φ∗ ◦ g1‖C([0,1]) < λCα
√
1 + (cotα)2
‖κΛ‖C0[0,1] , (3.18)
where (3.15) is used for the last inequality. By assumption (3.7), the inequality
λCα
√
1 + (cotα)2 <
1
6
(
1 + (cotα)2 + Cˆ| cotα|‖η′‖C([0,1])
)
is inferred and therefore the claim.
Claim 3.11. In the case α 6= pi
2
, it holds ‖∂σρ‖C([0,1]) < K1(α,Φ
∗)
3
.
Proof. By taking the inner product of identity (3.17) with R∂σf0(ϕ(σ)), where R is the
matrix which rotates vectors by pi/2 counterclockwise, we have
〈R∂σf0(ϕ(σ)),Ψq(σ, ρ(σ))〉∂σρ(σ) = −〈R∂σf0(ϕ(σ)),Ψσ(σ, ρ(σ))〉.
Taking into account 〈nΓ0(σ˜), ∂qΨ(g1(σ˜))〉 > 1/2, see proof of Claim 3.9, we obtain
∂σρ(σ) = −〈R∂σf0(ϕ(σ)),Ψσ(σ, ρ(σ))〉〈R∂σf0(ϕ(σ)),Ψq(σ, ρ(σ))〉 = −
〈nΓ0(ϕ(σ)),Ψσ(σ, ρ(σ))〉
〈nΓ0(ϕ(σ)),Ψq(σ, ρ(σ))〉
. (3.19)
Thus
‖∂σρ‖C([0,1]) ≤ 2 ‖〈nΓ0(ϕ(·)),Ψσ(·, ρ(·))〉‖C([0,1]) . (3.20)
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In the following, we use
Ψσ(σ, ρ(σ)) = L[Φ∗]
(
1− ρκΛ + ρcotα η
′(σ)
L[Φ∗]
)
τΛ(σ) + (L[Φ∗]ρcotαη(σ)κΛ)nΛ(σ),
see the calculation in the proof of Lemma 3.7. First, we show that
|〈nΓ0(ϕ(σ)), τΛ(σ)〉| =
√
1− 〈nΓ0(ϕ(σ)), nΛ(σ)〉2 (3.21)
is small. To this end, we use again the representation
〈nΓ0(ϕ(σ)), nΛ(σ)〉 =
1
2
(
2− |nΓ0(ϕ(σ))− nΛ(σ)|
)
. (3.22)
By triangle inequality, it follows
|nΓ0(ϕ(σ))− nΛ(σ)| ≤ |nΓ0(ϕ(σ))− nΛ(ϕ(σ))|+ |nΛ(ϕ(σ))− nΛ(σ)| = I + II.
We observe that we already derived bounds on both summands previously, cf. (3.12) and
(3.16). More precisely, we obtain by Condition 2 in Lemma 3.8 and assumption (3.6) that
I <
1
(4 · 144)2(cotα)2 and II <
1
(4 · 144)2(cotα)2 .
Consequently, it holds
|nΓ0(ϕ(σ))− nΛ(σ)| <
1
2(4 · 144)2(cotα)2 =: γ
and by plugging this into (3.22)
〈nΓ0(ϕ(σ)), nΛ(σ)〉 >
1
2
(2− 2γ) = 1− γ.
Finally, we deduce by (3.21)
|〈nΓ0(ϕ(σ)), τΛ(σ)〉| <
√
1− (1− γ)2 =
√
2γ − γ2 <
√
2γ =
1
2 · 144| cotα| .
This yields
|〈nΓ0(ϕ(σ)),Ψσ(σ, ρ(σ))〉| <
∣∣∣∣L[Φ∗](1− ρκΛ + ρcotα η′(σ)L[Φ∗]
)∣∣∣∣√2γ + |L[Φ∗]ρcotαη(σ)κΛ| .
Using the bound on ρ in (3.18), we infer that
|〈nΓ0(ϕ(σ)),Ψσ(σ, ρ(σ))〉| < L[Φ∗]2
√
2γ + L[Φ∗]λ = L[Φ
∗]
144| cotα| + L[Φ
∗]λ.
The claim follows by the assumption (3.7).
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Finally, the bound on ‖ρ‖Wβ2 ((0,1)) is shown.
Claim 3.12. ‖ρ‖Wβ2 ((0,1)) is bounded by a constant depending on α,Φ
∗, η, ‖f0‖Wβ2 ((0,1);R2).
Proof of the claim. First, we observe that 4(µ − 1/2) ∈ (3/2, 2] for µ ∈ (7/8, 1]. Using the
characterization of Sobolev-Slobodetskii spaces in Remark 2.6.(iii), we have for s ∈ (1, 2)
that
u ∈ W s2 (I) ⇔ u ∈ W 12 (I) ∧ u′ ∈ W s
∗
2 (I) for s
∗ := s− bsc ∈ (0, 1).
By the Claims 3.10 and 3.11, we obtain bounds on ‖ρ‖C([0,1]) for arbitrary α ∈ (0, pi) and
on ‖∂σρ‖C([0,1]) for α ∈ (0, pi)\{pi/2}. Note that in the case α = pi/2, we obtain by (3.20)
the estimate for ‖∂σρ‖C([0,1]). Thus it suffices to show that
• for 4(µ−1/2) ∈ (3/2, 2) the semi-norm [∂σρ]W s∗2 ((0,1)) is bounded by a suitable constant,
• for 4(µ− 1/2) = 2 the norm ‖∂2σρ‖L2((0,1)) is bounded by a suitable constant.
To this end, we use equality (3.19): We already proved that the denominator is bounded
from below, see proof of Claim 3.9. Moreover, we observe that W a2 ((0, 1)) ↪→ C([0, 1])
for a ∈ (1/2, 1] by Proposition 2.10 in [17]. Then it follows by Corollary 2.86 in [4], that
W s
∗
2 (I), s∗ ∈ (1/2, 1) is closed with respect to multiplication. Moreover, W 12 ((0, 1)) is also
a Banach algebra. Additionally, by Lemma 2.9, it holds 1/f ∈ W s∗2 (I), s∗ ∈ (1/2, 1), if
f ∈ W s∗2 (I) and f is bounded away from zero. The analogous result holds for f ∈ W 12 (I).
The claim follows by combining these results.
This proves Lemma 3.8.
There is one last step to conclude Theorem 3.6 from Lemma 3.8: We have to show
that we can substitute Condition 1 and 2 in Lemma 3.8 by conditions on the C0-difference
of f0 and Φ∗, and on the one of their first derivatives. Note that Condition 2 is already in
a convenient form. We observe that Condition 1 cannot be achieved directly by choosing
the difference small enough, as it cannot rule out that the initial curve is negative in a
neighborhood of the boundary points, cf. Figure 3.
Λ
Figure 3: We have to rule out that the initial curve is in the grey areas of the C0-
neighborhood of the reference curve Λ.
22
The next lemma solves this problem:
Lemma 3.13. Let Φ∗ and f0 fulfill the assumptions of Theorem 3.6. Then [f0(σ)]2 > 0
for σ ∈ (0, x) ∪ (y, 1), where x := min{σ ∈ [0, 1] | [Φ∗(σ)]2 = ξ0} and y := max{σ ∈
[0, 1] | [Φ∗(σ)]2 = ξ0}. In particular, the Conditions 1 and 2 in Lemma 3.8 are fulfilled.
Proof of Lemma 3.13. The proof of the lemma is split into two parts: First we show that
a condition on the L∞-distance of f0 and Φ∗ in terms of ‖κΛ‖C([0,1]) is sufficient to guar-
antee f0([0, 1]) ⊂ Ψ([0, 1]× (−λd, λd))∪
⋃
i=0,1B
C0
d¯
(Φ∗(i)), which is a first step to replace
Condition 1 of Lemma 3.8. The remaining part is done afterwards: We have to assure
that the initial curve is not contained in the grey parts in Figure 3.
W.l.o.g. we can assume that α ∈ (0, pi/2): the handling of the case α ∈ (pi/2, pi) will be
the same as the first one, as they are symmetric. Moreover, in the case α = pi/2 the bound
is just given by λd, as cot pi/2 = 0.
Now let σ ∈ [0, 1] be arbitrary but fixed. By rotation, we can assume that the tangent
vector of Φ∗(σ) is horizontal. Due to the curvature bounds on the reference curve Φ∗, we
deduce that the curve is in the complement of two circles with radius r := (‖κΛ‖C([0,1]))−1
touching at Φ∗(σ), cf. Figure 4.
α
pi
2
− α
r
λd
λdη(σ) cotατΛ
d¯
λ
d(
n Λ
+
η(
σ
)
co
t
α
τ Λ
)
Φ∗(σ)
Ψ(σ, λd)
r − d¯
Figure 4: Estimation of the C0-neighborhood.
This implies that the distance of Ψ(σ, λd) to the curve Φ∗([0, 1]) can be bounded from
below by the distance of Ψ(σ, λd) to the circle around, which we denote by d¯. In order to
quantify d¯, we use elementary geometry on the grey triangle in Figure 4. By Pythagoras’
Theorem, we have
(r − d¯)2 = (λdη(σ) cotα)2 + (r − λd)2 ⇔ d¯ = r −
√
(λdη(σ) cotα)2 + (r − λd)2.
23
Using the definition of d in (3.8), we obtain
d¯ ≥ r
(
1−
√
(λCα cotα)2 + (1− λCα)2
)
= rCα(λ).
These considerations are a starting point to replace Condition 1 by a C0-condition: If f0
and Φ∗ fulfill |f0(σ)− Φ∗(σ)| < d¯ for all σ ∈ [0, 1], which holds due to Condition 2, then
it follows f0([0, 1]) ⊂ Ψ([0, 1]× (−λd, λd)) ∪
⋃
i=0,1B
C0
d¯
(Φ∗(i)).
In order to satisfy Condition 1 it remains to prove that [f0(σ)]2 is non negative in a
neighbourhood of the boundary points, more precisely for σ ∈ (0, x) ∪ (y, 1), where
x := min{σ ∈ [0, 1] | [Φ∗(σ)]2 = ξ0} and y := max{σ ∈ [0, 1] | [Φ∗(σ)]2 = ξ0}. Since
the situations at the boundary points are the same, we concentrate on the boundary
point σ = 0. By direct estimates it follows
[Φ∗(σ)]2 ≥ −
ˆ σ
0
ˆ σ˜
0
‖κΛ‖C([0,1])(L[Φ∗])2 dσ¯ dσ˜ + sinαL[Φ∗]σ
= −σ
2
2
‖κΛ‖C([0,1])(L[Φ∗])2 + sinαL[Φ∗]σ,
where it was used that
∂σΦ
∗(0) = L[Φ∗]
(
cosα
sinα
)
.
We deduce
[Φ∗(σ)]2 > ξ0 if − σ
2
2
‖κΛ‖C([0,1])(L[Φ∗])2 + sinαL[Φ∗]σ > ξ0.
By using the quadratic formula, the previous inequality holds true for σ ∈ (x−, x+), where
x∓ =
sinαL[Φ∗]∓√(sinαL[Φ∗])2 − 2‖κΛ‖C([0,1])(L[Φ∗])2ξ0
‖κΛ‖C([0,1])(L[Φ∗])2 .
For ξ0 < (sinα)2(2‖κΛ‖C([0,1]))−1, we obtain by using a2 − b2 > (a − b)2 for a > b > 0 to
the argument of the square root that
x− <
√
2ξ0√‖κΛ‖C([0,1])L[Φ∗] := x¯.
Thus, it suffices to show [f(σ)]2 > 0 for σ ∈ (0, x¯): By the fundamental theorem of
calculus, we have
[f(σ)]2 =
ˆ σ
0
[∂σf0(σ˜)]2 dσ˜ ≥
ˆ σ
0
([∂σ˜Φ
∗(σ˜)]2 − ξ1) dσ˜
≥ −σ
2
2
‖κΛ‖C([0,1])(L[Φ∗])2 + sinαL[Φ∗]σ − ξ1σ,
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where we used [f0(0)]2 = 0, ∂σf0 ∈ BC0ξ1 (∂σΦ∗), and for the last line the same argument
as for [Φ∗(σ)]2. The roots of the equation
−σ
2
2
‖κΛ‖C([0,1])(L[Φ∗])2 + sinαL[Φ∗]σ − ξ1σ = 0
are given by
z− = 0 and z+ =
2(L[Φ∗] sinα− ξ1)
‖κΛ‖C([0,1])(L[Φ∗])2 .
Note that z+ is positive as ξ1 < L[Φ∗] sinα. Thus, [f(σ)]2 > 0 for σ ∈ (z−, z+) = (0, z+)
and it remains to prove that z+ > x¯, which is equivalent to
2(L[Φ∗] sinα− ξ1)
‖κΛ‖C([0,1])(L[Φ∗])2 >
√
2ξ0√‖κΛ‖C([0,1])L[Φ∗]
and which is a consequence of(
L[Φ∗] sinα >
√
2ξ0‖κΛ‖C([0,1])L[Φ∗]
)
∧ (L[Φ∗] sinα > 2ξ1).
But the latter inequalities follow by the choice of ξ0 and ξ1.
Combining this with the result from the first part shows that Condition 1 holds true.
As Condition 2 is fulfilled by assumption, the proof is complete.
Proof of Theorem 3.6. The claim follows from the Lemmas 3.8 and 3.13.
3.3 Some Technical Estimates
In order to prove that the smoothed curves constructed in Section 3.1 can be used as
reference curves, we need the following estimates:
Lemma 3.14. Let f0 : I¯ → R2, I := (0, 1), be parametrized proportional to arc length
and in W 4(µ−1/2)2 (I;R2) for µ ∈
(
7
8
, 1
]
. Moreover, let f(t) = f(t, ·) ∈ C5(I¯;R2), t ∈ (0, T ),
be the curves given by Lemma 3.2, cf. Lemma 3.3 for the regularity. Then it holds for
1
6
> δ > 0
‖f()− f0‖C(I¯;R2) ≤ C
(

2
3
µ− 5
12
−δ‖u0‖
W
4(µ−1/2)
2 (I;R2)
+ 
11
12
−δ‖h‖L2(I;R2)
)
, (3.23)
‖f()‖C2(I¯;R2) ≤ C
(
−
3
4
+ 2
3
µ−δ‖u0‖
W
4(µ−1/2)
2 (I;R2)
+ 
7
12
−δ‖h‖L2(I;R2) + ‖ξ‖C2(I¯;R2)
)
. (3.24)
Additionally, we have for a sufficiently small δ > 0
‖f()− f0‖C1(I¯;R2) ≤ C
(

2
3
µ− 7
12
−δ‖u0‖
W
4(µ−1/2)
2 (I;R2)
+ 
3
4
−δ‖h‖L2(I;R2)
)
. (3.25)
Here, ξ, u0 := f0 − ξ and h := ∂6xξ are quantities determined by f0, see (3.2).
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Proof. Since we want to take advantage of the properties of the analytic C0-semigroup
generated by −A, we switch again to the Cauchy problem (3.4) which is equivalent to (3.1)
for the initial datum u0 = f0 − ξ and the right-hand side h(t) = h = ∂6xξ, ξ ∈ C∞(I¯;R2)
is given by (3.2). As −A generates an analytic C0-semigroup, cf. Claim 6.1.5 in [5], the
mild solution formula can be exploited, see proof of Claim 3.4,
v(t) = e−tAu0 +
ˆ t
0
e−sAh ds.
Additionally, we will use the following characterization of D(A): It is well-known, that
the norms ‖ · ‖W 62 (I;R2) and ‖ · ‖D(A) are equivalent on D(A), see Lemma 6.1.7 in [5]. We
can consider the components of u separately, as they are not coupled by the equations.
Applying Section 4.3.3 in [22] on both components of u, we obtain the representation
D(A) = B62,2,{Bj}(I;R
2) :=
{
f ∈ B62,2(I;R2) : Bjf|∂I = 0 for j < s−
1
2
}
, (3.26)
where Bj are the differential operators given by
Bjf := bj∂
j
xf for bj =
{
1 for j = 0, 1, 2,
0 for j = 3, 4, 5.
In the following, our main tool will be Proposition 2.2.9(i) in [15], which is stated
here in a notation adjusted to our problem, as −A (and not A) is the generator of the
semigroup:
Let (α, p), (β, p) ∈ (0, 1) × [1,∞] ∪ {(1,∞)}, and let n ∈ N. Then there are constants
C = C(n, p, α, β) such that∥∥tn−α+β(−A)ne−tA∥∥
L(DA(α,p),DA(β,p))
≤ C for 0 < t ≤ 1. (3.27)
The statement also holds for n = 0, provided α ≤ β. Moreover, we will use an inequality
in the proof of the latter proposition: For α = 0, we set DA(α, p) = X, cf. Remark before
Proposition 2.2.9 in [15]. Then, we have∥∥tn+β(−A)ne−tA∥∥
L(X,DA(β,p))
≤ C for 0 < t ≤ 1. (3.28)
We start proving the estimate (3.23). Clearly, it holds
f()− f0 = (f()− ξ)− (f0 − ξ) = v()− u0.
Applying Lemma 2.7, we have for δ > 0
W
1/2+6δ
2
(
I;R2
)
↪→ Cγ (I¯;R2) ↪→ C (I¯;R2) ,
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for 0 < γ < 6δ. Thus, it follows
‖f()− f0‖C(I¯;R2) ≤ C‖v()− u0‖W 1/2+6δ2 (I;R2).
Choosing β = 1/12 + δ, for an arbitrary 1/6 > δ > 0 , we obtain
DA(β, 2) = (X,D(A))β,2 =
{
u ∈ W 1/2+6δ2
(
I;R2
)
: u|∂I = 0
}
(3.29)
with equivalent norms. Here we used Proposition 2.2.2 in [15] for the first equality and
the combination of (3.26) and Theorem in Section 4.3.3 of [22] for the second identity.
Consequently, we have
‖f()− f0‖C(I¯;R2) ≤ C‖v()− u0‖DA(β,2).
Using the mild solution formula and the triangle inequality, we obtain
‖f()− f0‖C(I¯;R2) ≤ C
(∥∥∥∥ˆ 
0
−Ae−sAu0 ds
∥∥∥∥
DA(β,2)
+
∥∥∥∥ˆ 
0
e−sAh ds
∥∥∥∥
DA(β,2)
)
= C(I + II),
where we used e−Au0 − u0 =
´ 
0
−Ae−sAu0 ds, cf. Proposition 2.1.4 (ii) in [15]. For the
first summand, we obtain by (3.27) in case n = 1, β = 1/12 + δ, α = µ˜− 1/2
I ≤
ˆ 
0
∥∥Ae−sA∥∥
L(DA(α,2),DA(β,2))
‖u0‖DA(α,2) ds ≤
ˆ 
0
C
s1−(µ˜−1/2)+(1/12+δ)
‖u0‖DA(α,2) ds.
Here it follows analogously to the explanation of (3.29) that{
u ∈ W 4(µ−1/2)2 (I;R2) : u|∂I = 0, ∂xu|∂I = 0
}
=
{
u ∈ W 6(µ˜−1/2)2 (I;R2) : u|∂I = 0, ∂xu|∂I = 0
}
= DA(α, 2)
with equivalent norms for µ ∈ (7/8, 1] and µ˜ ∈ (3/4, 5/6] with µ˜ = 2/3µ + 1/6, respectively.
Since we have(
µ˜− 1
2
)
−
(
1
12
+ δ
)
= µ˜− 7
12
− δ > 3
4
− 7
12
− 1
6
= 0 for 0 < δ < 1/6,
thus 1− (µ˜− 1/2) + (1/12 + δ) < 1, we can integrate with respect to s and obtain
I ≤ Cµ˜− 712−δ‖u0‖
W
4(µ−1/2)
2 (I;R2)
.
Using (3.28) in the case n = 0, β = 1/12 + δ, α = 0, we deduce for the second summand
II ≤
ˆ 
0
∥∥e−sA∥∥
L(X,DA(β,2))
‖h‖X ds ≤
ˆ 
0
C
sβ
‖h‖X ds ≤ C 1112−δ‖h‖X .
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In summary, we obtain by µ˜(µ) = 2/3µ+ 1/6
‖f()− f0‖C(I¯;R2) ≤ C
(

2
3
µ− 5
12
−δ‖u0‖
W
4(µ−1/2)
2 (I;R2)
+ 
11
12
−δ‖h‖X
)
,
where 2/3µ− 5/12− δ > 2/3 · 7/8− 5/12− δ = 1/6− δ > 0 for µ ∈ (7/8, 1].
For the proof of the inequalities (3.24) and (3.25) the same techniques are employed,
see the proof of Lemma 6.3.1 in [5] for details.
3.4 f is a Reference Curve
The technical estimates from the previous section enable us to apply the results of Sub-
section 3.2 to the curves f = f(, ·),  > 0, derived in Section 3.1.
The main result reads as follows:
Theorem 3.15 (f is a reference curve for f0 provided  is small enough)
Let f0 : I¯ → R2, I := (0, 1), be parametrized proportional to arc length, let it be in
W
4(µ−1/2)
2 (I;R2), µ ∈
(
7
8
, 1
]
, and let it fulfill the boundary conditions given in (1.5). More-
over, let f(, ·) := f : I¯ → R2,  > 0, be the smoothed curves generated by evolving f0 by
a parabolic equation, see Lemma 3.2 and Lemma 3.3 in Subsection 3.1.
Then there exists an ˜ > 0, such that for f, 0 <  < ˜, the conditions in Theorem 3.6 are
fulfilled for the parameterizations f ◦ β and f0 ◦ β. Here, β : I¯ → I¯ is the orientation
preserving reparametrization such that f ◦ β is parametrized proportional to arc length.
In particular, f is a reference curve for the initial curve f0.
Note that it is not trivial that f is a reference curve for the initial curve f0 for some
 > 0: Although, by making  smaller, we can diminish the C0-distance between f0 and
f, see (3.23), but the curvature κ of f may explode, see (3.24). Therefore, we have to
be careful, since the bound on the C0-distance is proportional to the reciprocal of the
C0-norm of the curvature of the reference curve, cf. (3.8). In order to compare those two
effects, we give a formulation of Lemma 3.6 in the "initial curve perspective", i.e. in the
proportional-to-arc-length-parametrization on [0, 1] of the initial curve.
Lemma 3.16. Let f0 and f be as in Theorem 3.15. Then there exists an ¯ > 0 such that
f, 0 <  < ¯, is a regular curve. Let λ ∈ (0, 1) be given such that the conditions (3.6)
and (3.7) are fulfilled. If f ∈ BC0ξ0 (f0) and ∂σf ∈ BC
0
ξ1
(∂σf0) for 0 <  < ¯ and
ξ0 = min
{
Cα(λ),
(sinα)2
2
}
1
‖κ[f]‖C([0,1]) ,
ξ1 = min
{√
(cotα)2 + 1− | cotα|
4
,
{ 1
2(4·144)2| cotα|2 for α 6= pi2
1 for α = pi
2
}
,
sinα
2
}
K(¯, f0),
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where
K(¯, f0) := L[f0]− C(¯) > 0
for C() → 0 monotonically for  → 0, and Cα(λ) is defined in Lemma 3.6, then f is a
reference curve for the initial curve f0.
Proof. The strategy is to go through the proof of Theorem 3.6, to reparametrize the in-
equalities and to replace the conditions. We recall that reparametrization of the condition
for f and f0 does not affect the radius ξ0. Furthermore, we set
ξ˜1 := min
{√
(cotα)2 + 1− | cotα|
4
,
{ 1
2(4·144)2| cotα|2 for α 6= pi2
1 for α = pi
2
}
,
sinα
2
}
Then, the condition for the derivatives of f and f0 is given by
|∂σ(f0 ◦ β)(σ)− ∂σ(f ◦ β)(σ)| < ξ˜1|∂σ(f ◦ β)(σ)|,
supposed β : I¯ → I¯ is a regular orientation preserving reparametrization such that f ◦β
is parametrized proportional to arc length. By chain rule, this is equivalent to
|∂σf0(β(σ))− ∂σf(β(σ))| < ξ˜1|∂σf(β(σ))|, (3.30)
as β′(σ) > 0 for σ ∈ [0, 1]. Thus, it remains to prove that f is a regular curve and that
there exists a uniform lower bound for |∂σf| for every 0 <  < ¯.
Claim 3.17. There exists an ¯ > 0 such that for every 0 <  < ¯ the following holds true:
The function f(·) is regular with the bound
K(¯, f0) ≤ |∂σf(σ)| (3.31)
and there exists a uniform lower bound on L[f]
K(¯, f0) ≤ L[f], (3.32)
where K(¯, f0) := L[f0]− C(¯) > 0 with C()→ 0 as → 0.
Proof of the Claim: We want to use estimate (3.25) in Lemma 3.14: For µ ∈ (7/8, 1] it
holds 2/3µ− 7/12 > 0 thus, the first summand of the right-hand side in (3.25) has a positive
 power if δ is chosen sufficiently small. This implies that
L[f0]− C() = min
σ∈[0,1]
|∂σf0(σ)| − C() ≤ min
σ∈[0,1]
|∂σf(σ)|
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with a C()→ 0 monotonically as → 0. Choosing ¯ sufficiently small, we obtain
0 < L[f0]− C(¯) ≤ L[f0]− C() ≤ min
σ∈[0,1]
|∂σf(σ)| ≤ |∂σf(σ)|
for σ ∈ [0, 1] and all 0 <  < ¯, which shows the estimate (3.31) and that the parametriza-
tion is regular. Integrating the last inequality with respect to the parameter σ over [0, 1],
we deduce estimate (3.32)
0 < L[f0]− C(¯) =
ˆ
[0,1]
L[f0]− C(¯) dσ ≤
ˆ
[0,1]
|∂σf(σ)| dσ = L[f]
for all 0 <  < ¯.
Thus, the condition on ξ1 in Lemma 3.16 is stronger than (3.30) and the lemma is
proven.
We proceed with the proof of Theorem 3.15:
Proof of Theorem 3.15. By estimate (3.25), we see that ‖f()− f0‖C1(I¯;R2) → 0 as → 0.
Thus, by choosing ¯ small enough, the conditions on the derivatives of f and f0 in Lemma
3.16 are fulfilled for 0 <  < ¯. It just remains to show the following claim:
Claim 3.18. Let λ ∈ (0, 1) be given such that the conditions (3.6) and (3.7) are fulfilled.
Then there exists an ˜ with 0 < ˜ ≤ ¯, such that f ∈ BC0ξ0 (f0) for all 0 <  < ˜, where ξ0
is as in Lemma 3.16.
Proof of the claim: We have to show that there exists an ˜, such that
‖f0 − f‖C([0,1];R2) < min
{
Cα(λ),
(sinα)2
2
}
1
‖κ[f]‖C([0,1])
for 0 <  < ˜. To this end, we use the estimate (3.23), i.e.
‖f0 − f‖C([0,1];R2) ≤ C1
(

2
3
µ− 5
12
−δ1‖u0‖
W
4(µ−1/2)
2 (I;R2)
+ 
11
12
−δ1‖h‖X
)
for 0 < δ < 1
6
and a rearranged version of (3.24) given by
1
‖κ[f]‖C([0,1];R2) ≥ C
−1
2
(
−
3
4
+ 2
3
µ−δ2‖u0‖
W
4(µ−1/2)
2 (I;R2)
+ 
7
12
−δ2‖h‖X + ‖ξ‖C2(I;R2)
)−1
,
where the δ2 > 0 is a sufficiently small number and the norms are finite and do not depend
on . Thus, it is enough to show that there exists an ˜ ∈ (0, ¯] such that the inequality(

2
3
µ− 5
12
−δ1 ‖u0‖
W
4(µ−1/2)
2 (I;R2)
+ 
11
12
−δ1‖h‖X
)
×
(
−
3
4
+ 2
3
µ−δ2‖u0‖
W
4(µ−1/2)
2 (I;R2)
+ 
7
12
−δ2‖h‖X + ‖ξ‖C2(I;R2)
)
< C (3.33)
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is fulfilled for each 0 <  < ˜, where C := C−11 min
{
Cα(λ), (sinα)
2/2
}
C−12 . Direct calcula-
tions show that the powers in  of the first factor are both positive, and that 2/3µ−5/12−δ1
is the smaller than one. Concerning the second factor, the first summand is the only
critical one, as its power in  is negative for µ ∈ (7/8, 1]. We want to make sure that
the product of these worst factors has in total a positive power. Thus, we calculate
2/3µ− 5/12− (3/4− 2/3µ) > 0 and deduce the existence of δ1, δ2 > 0, such that
2
3
µ− 5
12
− δ1 −
(
3
4
− 2
3
µ+ δ2
)
> 0.
This implies that the smallest power of  of the summands on the left-hand side of (3.33)
is positive for a µ ∈ (7/8, 1] provided δ1, δ2 > 0 are sufficiently small. Consequently, there
exists ˜ > 0 such that the inequality (3.33) is fulfilled for each 0 <  < ˜.
By Claim 3.18, it follows that both ball conditions in Lemma 3.16 are fulfilled for
0 <  < ¯, if ¯ > 0 is chosen small enough. Since the conditions in Lemma 3.16 are
stronger than the ones from Theorem 3.6, the latter are also satisfied. It is a direct
consequence that f is a reference curve for the initial curve f0.
This enables us to prove the theorem on local well-posedness for a fixed initial curve.
Proof of Theorem 1.3. Let f0 : I¯ → R2, I := (0, 1) fulfill the assumption of Theorem 1.3.
Then, we obtain by Theorem 3.15 a reference curve Φ∗ = f ◦ β : [0, 1] → R2, which is
parametrized proportional to arc length, and a corresponding initial height function ρ0,
which fulfill the conditions given in Definition 3.5. In particular, there exists a regular
C1-reparametrization ϕ : [0, 1]→ [0, 1] and a function ρ0 : [0, 1]→ (−d, d) inW 4(µ−1/2)2 (I),
µ ∈ (7/8, 1], such that
f0(ϕ(σ)) = Φ
∗(σ) + ρ0(σ)(nΛ(σ) + cotαη(σ)τΛ(σ)),
where Λ = Φ∗([0, 1]). By Theorem 2.14 , we obtain a strong solution (t, σ) 7→ Ψ(σ, ρ(t, σ))
to (1.1)-(1.4) with initial curve Ψ(·, ρ0(·)). By construction, compare the coordinates (2.2)
to the formula (3.5), we observe that f0(ϕ(·)) = Ψ(·, ρ0(·)). This shows the existence of a
solution.
4 The Proof of the Blow-up Criterion Theorem 1.2
The proof is done in three steps.
Step 1: W 22 -bound for the reparametrized and translated solution
Conversely, we assume that there exists a sequence in time (tl)l∈N with tl → Tmax as
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l→∞, such that κ[f(tl)] : [0,L[f(tl)]]→ R satisfies an L2-bound with respect to the arc
length, which is uniform in l ∈ N, i.e.
‖κ[f(tl)]‖L2(0,L[f(tl)]) ≤ C for all l ∈ N. (4.1)
Here, f : [0, Tmax)× I¯ → R2, I = (0, 1), Tmax <∞, is a maximal solution of (1.1)–(1.4),
which is given by assumption. Let
I¯ 3 s 7→ σl(s) ∈ I¯
be the orientation preserving reparametrization such that f(tl, σl(s)) : I¯ → R2 is parame-
trized proportional to arc length. Then, we denote by
τ(tl, σl(s)) :=
∂sf(tl, σl(s))
L[f(tl)] and ~κ[f(tl)](σl(s)) :=
∂2sf(tl, σl(s))
(L[f(tl)])2
the tangent vector and the curvature vector of f(tl, I¯) at f(tl, σ(s)), respectively. Now,
we define
f˜(tl, ·) : I¯ → R2, s 7→ f˜(tl, s) := L[f(tl)]
(ˆ s
0
ˆ s˜
0
~κ[f(tl)](σl(y))L[f(tl)] dy + τ(tl, 0) ds˜
)
.
It follows by direct calculations that s 7→ f˜(tl, s) is – up to translation by f(tl, 0) – for each
l ∈ N the orientation preserving reparametrization of f(tl, ·) on I¯ which is proportional
to arc length. Moreover, we deduce the bounds∥∥∥[s 7→ ∂sf˜(tl, s)]∥∥∥
L2(I;R2)
= L[f(tl)] 12 ,∥∥∥[s 7→ ∂2s f˜(tl, s)]∥∥∥
L2(I;R2)
= L[f(tl)] 32 ‖κ[f(tl)]‖L2(0,L[f(tl)]) .
By enlarging the domain of integration, a change of variables with z = L[f(tl)]y, and
Hölder’s inequality, we obtain∥∥∥∥∥
[
s 7→
ˆ s
0
ˆ s˜
0
~κ[f(tl)](σl(y))L[f(tl)] dy ds˜
]∥∥∥∥∥
L2(I;R2)
≤ L[f(tl)] 12 ‖κ[f(tl)]‖L2(0,L[f(tl)]) .
Additionally, we deduce ∥∥∥∥[s 7→ ˆ s
0
τ(tl, 0) ds˜
]∥∥∥∥
L2(I;R2)
≤ 1.
Combining these bounds with the bound in Remark 2.13, we obtain
‖f˜(tl, ·)‖W 22 (I;R2) ≤ C∗ for each l ∈ N, (4.2)
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where we used the uniform in time bound (4.1).
Step 2: Restarting the flow for translated initial data
We set f˜l := f˜(tl, ·). The bound (4.2) implies,∥∥f˜l∥∥W 22 (I;R2) ≤ C∗ for all l ∈ N. (4.3)
Thus, we observe that by
M :=
{
f˜l : l ∈ N
}
,
we have a bounded set in W 22 (I;R2). By combining the statements in Theorem 2 (b) in
Section 1.16.4 and Theorem 1 in 4.3.1, both in [22], with Theorem 10.9 (2) in [2], we have
the compact embedding
W 22
(
I;R2
)
↪→ W γ2
(
I;R2
)
for γ < 2. (4.4)
Consequently, the set M is precompact in W γ2 (I;R2). Note, that for a fixed γ ∈ (3/2, 2)
we find a µ ∈ (7/8, 1) such that γ = 4(µ− 1/2).
In the following, we want to find a covering for the closure of M with respect to
‖·‖W γ2 (I;R2). By Theorem 3.15, there exists for each f˜l a reference curve Φ∗l : I¯ = [0, 1]→ R2
with the following properties:
• Φ∗l is a regular curve and in C5(I¯;R2), see Lemma 3.3.
• Φ∗l fulfills (2.1), where Λl = Φ∗l (I¯).
• Let βl : I¯ → I¯ be the orientation preserving reparametrization such that Φ∗l ◦ βl is
parametrized proportional to arc length. Then, it holds that
‖f˜l ◦ βl − Φ∗l ◦ βl‖C0(I¯;R2) < ξ0,l,
‖∂σ(f˜l ◦ βl)− ∂σ(Φ∗l ◦ βl)‖C0(I¯;R2) < ξ1,l,
where ξ0,l, ξ1,l are defined as ξ0, ξ1 in Theorem 3.6 with respect to Φ∗l ◦ βl instead of
Φ∗l .
Now, we set
δ0,l := ξ0,l − ‖f˜l ◦ βl − Φ∗l ◦ βl‖C0(I¯;R2) > 0,
δ1,l := ξ1,l − ‖∂σ(f˜l ◦ βl)− ∂σ(Φ∗l ◦ βl)‖C0(I¯;R2) > 0,
and consider the balls BW
γ
2 (I;R
2)(f˜l ◦βl,mini=1,2 δi,l/2C), which are balls in W γ2 (I;R2) around
f˜l ◦ βl with radius mini=1,2 δi,l/2C. Here, the constant denoted by C is the operator norm of
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the embedding i : W γ2 (I;R2) ↪→ C1(I¯;R2). We can cover MW
γ
2 (I;R
2) by the union of all
these balls. By compactness, there exists a finite set S ⊂ N such that it holds
M
W γ2 (I;R
2) ⊂
⋃
l∈S
BW
γ
2 (I;R
2)
(
f˜l ◦ βl, mini=1,2 δi,l
2C
)
.
Therefore, for each k ∈ N there exists an l ∈ S with f˜k◦βk ∈ BW γ2 (I;R2)(f˜l◦βl,mini=1,2 δi,l/2C)
again. Consequently, we have∥∥∥f˜k ◦ βk − f˜l ◦ βl∥∥∥
C(I¯;R2)
< C
∥∥∥f˜k ◦ βk − f˜l ◦ βl∥∥∥
W γ2 (I;R2)
<
δ0,l
2∥∥∥∂σ(f˜k ◦ βk)− ∂σ(f˜l ◦ βl)∥∥∥
C(I¯;R2)
<
δ1,l
2
.
These estimates imply by adding a zero∥∥f˜k ◦ βk − Φ∗l ◦ βl∥∥C(I¯;R2) ≤ 12
(
ξ0,l −
∥∥∥f˜l ◦ βl − Φ∗l ◦ βl∥∥∥
C(I¯;R2)
)
+
∥∥∥f˜l ◦ βl − Φ∗l ◦ βl∥∥∥
C(I¯;R2)
≤ 1
2
(
ξ0,l +
∥∥∥f˜l ◦ βl − Φ∗l ◦ βl∥∥∥
C(I¯;R2)
)
< ξ0,l∥∥∥∂σ(f˜l ◦ βl)− ∂σ(Φ∗l ◦ βl)∥∥∥
C(I¯;R2)
< ξ1,l.
The combination of the established inequalities with Theorem 3.6 shows that Φ∗l ◦βl is a reference
curve for the initial curve f˜k ◦ βk: There exists a regular C1-reparametrization ϕk : I¯ → I¯ and a
function ρk,0 : I¯ → (−d, d) of class C1, such that
f˜k ◦ βk(ϕk(σ)) = Φ∗l ◦ βl(σ) + ρk,0(σ)(nΛl(σ) + cotαη(σ)τΛl(σ)), for σ ∈ I¯ (4.5)
where Λl = Φ∗l ◦βl(I¯). Moreover, by Condition 2 in Definition 3.5, ρk,0 satisfies the bounds (2.5)
and the bound
‖ρk,0‖W γ2 (I) ≤ C
(
α,Φ∗l ◦ βl, η,
∥∥f˜k∥∥W γ2 (I;R2)) , (4.6)
which are required in the short time existence result Theorem 2.14. Consequently, we obtain by
(4.3) and the fact that S is a finite set that
‖ρk,0‖W γ2 (I) ≤ maxl∈S C (α,Φ
∗
l ◦ βl, η, C∗) for all k ∈ N.
We note that the time of existence T in Theorem 2.14 is determined by α, the reference curve
Φ∗l ◦ βl, the coordinates η, and the constants R1 and R2, where
‖ρ0‖Xµ ≤ R1 and
∥∥L−1∥∥ ≤ R2.
We recall that L−1 depends on the reference curve Φ∗l ◦ βl and also on the initial curve ρk,0.
Since we only need finitely many reference curves to be able to represent the initial curves, it
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just remains to prove that for each reference curve Φ∗l ◦ βl there exists a constant C > 0 such
that ∥∥L−1(ρk,0)∥∥ < C (4.7)
for each ρk,0 ∈W γ2 (I), which corresponds to an f˜k ◦ βk ∈ BW
γ
2 (I;R
2)(f˜l ◦ βl,mini=1,2 δi,l/2C). In the
following, the set of those ρk,0 ∈W γ2 (I) is denoted by Ml. By the compact embedding
W γ2 (I) ↪→W γ¯2 (I) for γ > γ¯ > 3/2,
which is proven like in (4.4), we observe that the set Ml
W γ¯2 (I) is compact in W γ¯2 (I). By direct
calculations, it follows that the operator L(ρk,0) depends continuously on ρk,0 ∈W γ¯2 (I) fulfilling
the bounds (2.5). Thus, we obtain by a Neumann series argument that for each ρk,0 ∈Ml there
exists a δ(ρk,0) > 0, such that for all ρ ∈ BW
γ¯
2 (I)
0 (ρk,0, δ(ρk,0)),
B
W γ¯2 (I)
0 (ρk,0, δ(ρk,0)) :=
{
ρ ∈W γ¯2 (I) : ∂σρ(σ) = 0 for σ = 0, 1 and ‖ρk,0 − ρ‖W γ¯2 (I) < δ(ρk,0)
}
,
the operator L(ρ) ∈ L(Eµ,T ;E0,µ × F˜µ ×Xµ) is invertible with∥∥L−1(ρ)∥∥ ≤ 2 ∥∥L−1(ρk,0)∥∥ .
Moreover, we can cover Ml
W γ¯2 (I) by the union of BW
γ¯
2 (I)
0 (ρk,0, δ(ρk,0)) with k ∈ Ml. By
compactness of Ml
W γ¯2 (I), there exists a finite set Sl ⊂ N such that
Ml
W γ¯2 (I) ⊂
⋃
Sl⊂N
BW
γ¯
2 (I)(ρk,0, δ(ρk,0)).
Consequently, we deduce ∥∥L−1(q)∥∥ ≤ 2 max
k∈Sl
∥∥L−1(ρk,0)∥∥ =: C
for all ρk,0 ∈ M , cf. (4.7). Thus, it makes sense to set T˜ := minl∈S Tl. As tk → Tmax for
k →∞, we can choose a sufficiently large k ∈ N such that tk + T˜ > Tmax.
We fix a k ∈ N with this property. Let ρk,0 ∈ W 4(µ−1/2)2 (I) be the height function over
Φ∗l ◦ βl, l ∈ S, which corresponds to f˜k ◦ βk. By the short time existence result, Theorem
2.14, we obtain for the initial datum ρk,0 ∈ W 4(µ−1/2)2 (I) a solution
ρ : [0, T˜ )× I → (−d, d), (t, x) 7→ ρ(t, x),
such that ρ ∈ W 12 ([0, T˜ );L2(I))∩L2,loc([0, T˜ );W 42 (I)) and ρ(0, ·) = ρk,0. This implies that
for
f˜(t, σ) := Φ∗l ◦ βl(σ) + ρ(t, σ)(nΛl(σ) + cotαη(σ)τΛl(σ))
the following holds true:
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(i) f˜ ∈ W 12,µ
(
[0, T˜ );L2,µ(I;R2)
)
∩ L2
(
[0, T˜ );W 42 (I;R2)
)
,
(ii) f˜ fulfills (1.1)-(1.4) and there exists a regular C1-reparametrization ϕk : I¯ → I¯ such
that f˜(0, σ) = f˜k ◦ βk(ϕk(σ)) for all σ ∈ I¯, cf. (4.5),
(iii) f˜(t, ·) is for each t ∈ [0, T˜ ) a regular parametrization of the curve f˜(t, I¯).
Step 3: Extension of the original solution
It remains to show that we can extend the original solution f beyond Tmax < ∞, which
was assumed to be maximal. To this end, we want to translate f˜ by f(tk, 0), as f˜(tk, 0) +
f(tk, 0) = f(tk, 0). By Lemma 2.10, we have
W 12,µ,loc
(
[0, T );L2(I;R2)
) ∩ L2,µ,loc ([0, T );W 42 (I;R2))
↪→ BUC
(
[0, T − ],W 4(µ−1/2)2 (I;R2)
)
for each 0 <  < T.
Consequently, it follows by Remark 2.8
|f(tl, 0)| ≤ ‖f(tl, ·)‖C(I¯;R2) ≤ C‖f(tl, ·)‖W 4(µ−1/2)2 (I;R2).
We notice the flow is invariant under translation, i.e. if f : [0, T ) × I¯ → R2 is strong
solution with f(0, I¯) = f0(I¯), then fh(t, σ) := f(t, σ) + (h, 0)T is a strong solution with
fh(0, I¯) = f0(I¯) + (h, 0)
T . Therefore, f˜ +f(tk, 0) fulfills properties analogous to f˜ , see the
previous step of the proof. By concatenating the "old" part of the solution for t ∈ [0, tk]
and the new one for t ∈ [tk, tk + T˜ ) at t = tk, we obtain an extension of the original
solution as tk + T˜ > Tmax, which contradicts the maximality of the original solution.
Thus, the assumption (4.1) on the curvature cannot be true. As the sequence (tl)l∈N was
arbitrary, the claim is proven.
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