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Abstract 
In this paper, we present a theoretical framework for modeling of assembly supply chains and propose three possible indicators to 
measure a structural complexity of assembly supply networks. Models of such networks are divided into classes on the basis of the 
numbers of initial suppliers. Subsequently, we compare proposed indicators and graphically demonstrate obtained results. Finally, 
pertinent finding of this research are summarized.   
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1. Introduction 
Complexity of assembly supply chains (ASCs) as a 
topic of interest is truly a new challenge for designers 
and managers of such systems. It is because of that that, 
ASC systems are becoming increasingly complex due to 
technological advancements and geographically diverse 
sourcing arrangements. One of the major challenges at 
the early configuration design stage is to make a 
decision about a suitable topology of assembly supply 
chain. In this context any reduction of redundant 
complexity of ASC is considered as a way to increase 
organizational performance and reduce operational 
inefficiencies. In generally, high complexity of ASC 
systems makes it difficult to analyze, because a small 
change leads to a massive reaction.  One way of how to 
approximate a structural complexity of such systems is 
to transform them into simpler ones. Therefore structural 
complexity is addressed in this way. In structural 
complexity the main focus is on exploration of classes of 
networks, as opposed to the study of systems behavior to 
be conducted more efficiently. According to Hartmanis 
structures of complexity classes, and relations that hold 
intent is to determine topological classes of assembly 
supply chains (ASC) and subsequently to determine a 
parameterized measure of topological complexity of 
such networks. 
In this paper, we focus on the generating of models of 
assembly supply chains, which are divided into classes 
on the basis of the numbers of initial suppliers. 
Subsequently, a comparison of three possible approaches 
to complexity metrics of such supply chain structures is 
performed. Finally, obtained results are summarized. 
2. Related work 
Complexity of systems has many facets, some of 
which are mutually correlated. For example, 
Kolmogorov complexity [2-3] is based on algorithmic 
information theory, which is related to Shannon entropy 
[4]. Both theories use the same unit the bit for measuring 
tion has been widely 
used in biological and ecological networks in the form of 
information indices, characterizing different aspects of 
chemical structure [5-7].  
 Another category of intricacy so-called stochastic 
complexity is defined using the concept of the minimum 
description length principle [8-9]. Information theories 
consider information complexity as the minimum 
description size of a system [10-11]. Related pertinent 
findings with regards to the impact of organization size 
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on increasing differentiation have been expressed in 
literature [12-14]. These authors maintain that increasing 
differentiation of networks creates a control problem of 
integrating the differentiated subunits. According to 
Strogatz [15], the most basic issues in the study of 
complex networks are structural properties because 
structure always affects function. Moreover, he adds that 
there are missing unifying principles underlying their 
topology. The lack of such principles makes it difficult 
to evaluate of certain topological aspects of networks 
including complexity. 
Structural or configuration complexity of assembly 
supply chains as a research problem can be characterized 
in terms of several interconnected aspects of the 
networked system. Some of these aspects that were 
described by, e.g. [16-19] are: product structure; 
uncertainty and variety by information and material 
flows; number of elements or sub-systems; degree of 
order within the structure of elements or subsystems; 
degree of interaction or connectivity between the 
elements, sub-systems and the environment. 
Hu et al. [20] who outlined the way forward to model 
possible supply chain structures with four original 
suppliers comes closest to our research. In their paper, 
they also proposed original approaches to complexity 
measurement of assembly supply chain structures. 
3. Generating of assembly supply chain structures 
Assembly-type of supply chains is that one in which 
each node in the chain has at most one successor, but 
may have any number of predecessors. Such supply 
chain structures are convergent and can be divided into 
two types, modular and non-modular. In the modular 
structure, the intermediate sub-assemblers are 
understood as assembly modules, while the non-modular 
structure consists only from suppliers (initial nodes) and 
a final assembler (end node). 
Generating all possible combinations of structures 
brings enormous combinatorial difficulties. Thus, it is 
proposed here to establish a framework for creating 
topological classes of assembly supply chains for non-
modular and modular ASC networks based on number of 
initial nodes respecting the following combinatorial rules 
and specific conditions: 
1. The initial nodes in topological alternatives are 
allocated to possible tiers tl (l=1,..., m), except the tier tm, 
in which is situated a final assembler. 
2. The minimal number of initial nodes in the first tier 
tl equals 2. 
The numbers of all possible ASC structures for 
arbitrary class of a network can be determined by the 
following manner. We first need to calculate the sum of  
 
 
S(i) K M S(i) K M S(i) K M S(i) K M S(i) K M S(i) K M S(i) K M S(i) K M S(i) K M
1 1;1 1 1 2;1 1 1 3;1 2 1 4;1 5 1 5;1 12 1 6;1 33 1 7;1 90 1 8;1 261 1 9;1 766
1 2 1;1;1 1 2 2;2 1 2 3;2 2 2 4;2 5 2 5;2 12 2 6;2 33 2 7;2 90 2 8;2 261
2 3 2;1;1 1 3 3;1;1 2 3 4;1;1 5 3 5;1;1 12 3 6;1;1 33 3 7;1;1 90 3 8;1;1 261
4 1;1;1;1 1 4 2;2;1 1 4 3;3 3 4 4;3 10 4 5;3 24 4 6;3 66 4 7;3 180
5 5 2;1;1;1 1 5 3;2;1 2 5 4;2;1 5 5 5;2;1 12 5 6;2;1 33 5 7;2;1 90
6 1;1;1;1;1 1 6 3;1;1;1 2 6 4;1;1;1 5 6 5;1;1;1 12 6 6;1;1;1 33 6 7;1;1;1 90
12 7 2;2;2 1 7 3;3;1 3 7 4;4 15 7 5;4 60 7 6;4 165
8 2;2;1;1 1 8 3;2;1;1 2 8 4;3;1 10 8 5;3;1 24 8 6;3;1 66
9 2;1;1;1;1 1 9 3;1;1;1;1 2 9 4;2;2 5 9 5;2;2 12 9 6;2;2 33
10 1;1;1;1;1;1 1 10 3;2;2 2 10 4;2;1;1 5 10 5;2;1;1 12 10 6;2;1;1 33
33 11 2;2;2;1 1 11 4;1;1;1;1 5 11 5;1;1;1;1 12 11 6;1;1;1;1 33
12 2;2;1;1;1 1 12 3;3;2 3 12 4;4;1 15 12 5;5 78
13 2;1;1;1;1;1 1 13 3;3;1;1 3 13 4;3;2 10 13 5;4;1 60
14 1;1;1;1;1;1;1 1 14 3;2;2;1 2 14 4;3;1;1 10 14 5;3;2 24
90 15 3;2;1;1;1 2 15 4;2;2;1 5 15 5;3;1;1 24
16 3;1;1;1;1;1 2 16 4;2;1;1;1 5 16 5;2;2;1 12
17 2;2;2;2 1 17 4;1;1;1;1;1 5 17 5;2;1;1;1 12
18 2;2;2;1;1 1 18 3;3;3 4 18 5;1;1;1;1;1 12
19 2;2;1;1;1;1 1 19 3;3;2;1 3 19 4;4;2 15
20 2;1;1;1;1;1;1 1 20 3;3;1;1;1 3 20 4;4;1;1 15
21 1;1;1;1;1;1;1;1 1 21 3;2;2;2 2 21 4;3;3 15
261 22 3;2;2;1;1 2 22 4;3;2;1 10
23 3;2;1;1;1;1 2 23 4;3;1;1;1 10
24 3;1;1;1;1;1;1 2 24 4;2;2;2 5
25 2;2;2;2;1 1 25 4;2;2;1;1 5
26 2;2;2;1;1;1 1 26 4;2;1;1;1;1 5
27 2;2;1;1;1;1;1 1 27 4;1;1;1;1;1;1 5
28 2;1;1;1;1;1;1;1 1 28 3;3;3;1 4
29 1;1;1;1;1;1;1;1;1 1 29 3;3;2;2 3
766 30 3;3;2;1;1 3
31 3;3;1;1;1;1 3
32 3;2;2;2;1 2
33 3;2;2;1;1;1 2
34 3;2;1;1;1;1;1 2
35 3;1;1;1;1;1;1;1 2
36 2;2;2;2;2 1
37 2;2;2;2;1;1 1
38 2;2;2;1;1;1;1 1
39 2;2;1;1;1;1;1;1 1
40 2;1;1;1;1;1;1;1;1 1
41 1;1;1;1;1;1;1;1;1;1 1
2312
i=10i=2 i=3 i=4 i=5 i=6 i=7 i=8 i=9
Fig. 1. Determination of total combinations of ASC structures related to the given classes 
Cardinal Number 
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non-repeated combinations for each class of ASC 
structures through the so called the Cardinal Number. 
The individual classes are determined by number of 
initial nodes (inputs) denoted by . Then, for any 
integer , we denote by S(i) the finite set consisting 
of all q-tuples (i1,..., iq) of integers i1,..., iq  with i1 + · 
· · + iq , where q is a non-negative integer. The 
Cardinal Number S(i) is equal to , where p(i) 
denotes the number of partition of , which increases 
quite rapidly with . For instance, for i = 2, 3, 4, 5, 6, 7, 
8, 9, 10, the cardinal numbers S(i) are given respectively 
by 1, 2, 4, 6, 10, 14, 21, 29, 41 introduced by Chen [21]. 
Subsequently, for each non-repeated combination K , a 
multiplication coeff ssigned, see Fig 1. 
The multiplication coefficients M are determined 
based on specific combinatorial rules, which differ from 
each other, but are generated by the same logic. For 
instance we can show some of these rules without exact 
order. 
R1: If a sequen
cons  2 then M=1. 
 3 
then M=2. 
 3 
then M=3. 
 3 
then M=5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
< 3 then M=12. 
The logic of these rules can be easily verified from 
Fig 2, where ASC structures are divided into classes and 
circles/blocks demonstrate a mechanism of creation of   
the multipli  
4. Approaches to structural complexity measurement 
4.1. Description of selected indicators 
When comparing two or more structures with the 
ing 
argument can be constructed:  
The structure with the smallest number of tiers is 
topologically less complex than other one(s). 
Then, it is proposed to measure structural complexity 
by formula Links/Tiers Index [22]: 
p
j
lj
m
l
tlLTI
1 1
1,0.  (1) 
                                            
Fig. 3. Example of comparison of ASC structures with same number of 
links and nodes 
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Fig. 2. An example of generating ASC structures through the Cardinal number and the Multiplication coefficients  
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Modified FC indicator FC [23] 
together with Multi-Tier ratio (MTR) and index (MTI), 
and Multi-Link ratio (MLR). Using MTI, MTR and 
MLR we can determine ,  and  coefficients. MFC 
basically counts all Tiers (including Tier 0), Nodes and 
Links and adds all these counts, weighted with 
determined ,  and  coefficients. In MFC indicator, 
Nodes and Links are counted only once, even if they are 
repeated in graph. Presence of Nodes and Links 
repetition is included in coefficients. In mathematically 
term, the MFC indicator can be expressed as follows 
[24]: 
LNTMFC , (2) 
NT
NTNMTI
1
, (3) 
N
TNMTR
, (4) 
L
LKMLR
. (5) 
Where: 
N - Number of Nodes,  
TN - Number of Nodes per i-th Tier Level,  
L - Number of Links, 
LK - Number of Links per i-th Tier Level,  
T - Number of Tiers. 
 
theory [4], the 
entropy of information  in describing a message of 
N system elements (or symbols), distributed according to 
N1, N2
Nk  elements, is calculated by the formula: 
k
i
ii
i
k
i
i N
N
N
N
ppH
1
22
1
loglog
. (6) 
where pi specifies the probability of occurrence of the 
elements of the ith group. 
 
Since it is of interest to characterize entropy of 
information of a network according to (6), it is possible 
to substitute symbols or system elements for the vertices. 
In order to define the probability for a randomly 
chosen system element i it is possible to formulate 
general weight function as pi = wi i, assuming that 
i = 1. 
Considering the system elements, the vertices, and 
supposing the weights assigned to each vertex to be the 
corresponding vertex degrees, one easily distinguishes 
the null complexity of the totally disconnected graph 
from the high complexity of the complete graph [25].  
Then, the probability for a randomly chosen vertex i 
in the complete graph of V vertices to have a certain 
degree deg(v)i can be expressed by formula: 
V
i
i
i
i
v
v
p
1
deg
deg
. (7) 
Shannon defines information as: 
HHI max . (8) 
where Hmax is maximum entropy that can exist in a 
system with the same number of elements.  
Subsequently, the information entropy of a graph 
with a total weight W and vertex weights wi can be 
expressed in the form of the equation: 
V
i
ii wwWWWH
1
22 loglog
. (9) 
Since the maximum entropy is when all wi =1, then 
WWH 2max log . (10) 
By substituting i and wi = deg(v)i, the 
information content  of the vertex degree distribution of  
a network called as Vertex degree index (Ivd) is derived 
by Bonchev et al. [25] that is expressed as follows: 
V
i
iivd vvI
1
2 deglogdeg
. (11) 
Based on our previous comparison [26] of Vertex 
degree index with another complexity measures we can 
confirm that Ivd meet given criteria for a complexity 
assessment of networks in best way. 
4.2. Determination of parameters for structural 
complexity 
Usually, for the application of ASC complexity 
indicators, the following structural parameters are being 
used. They are t, n, l or vertex degree parameters. In this 
case it makes sense to consider only the non-repeated 
structures of all possible structure combinations in Fig 1.  
In this context there are all possible numerical 
combinations of non-repeated ASC structures for t, n, l 
and vertex degree parameters for the selected classes 
showed in Fig 4 and Fig 5. 
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Concurrently, the complexity values have been 
obtained. Figure 4 and 5 show the computational results 
fragments of the complexity indicators application that 
were described in previous section.  
t n l LTI MFC t n l LTI MFC t n l LTI MFC t n l LTI MFC t n l LTI MFC t n l LTI MFC t n l LTI MFC
2 3 2 0,4 5 2 4 3 0,6 7 2 5 4 0,8 9 2 6 5 1 11 2 7 6 1,2 13 2 8 7 1,4 15 2 9 8 1,6 17
3 5 4 1,2 9 3 6 5 1,5 11 3 7 6 1,8 13 3 8 7 2,1 15 3 9 8 2,4 17 3 10 9 2,7 19
3 7 6 1,8 13 3 8 7 2,1 15 3 9 8 2,4 17 3 10 9 2,7 19 3 11 10 3 21
4 7 6 2,4 13 4 8 7 2,8 15 3 10 9 2,7 19 3 11 10 3 21 3 12 11 3,3 23
4 9 8 3,2 17 4 9 8 3,2 17 4 10 9 3,6 19 3 13 12 3,6 25
5 9 8 4 17 4 10 9 3,6 19 4 11 10 4 21 4 11 10 4 21
4 11 10 4 21 4 12 11 4,4 23 4 12 11 4,4 23
5 10 9 4,5 19 4 13 12 4,8 25 4 13 12 4,8 25
5 11 10 5 21 5 11 10 5 21 4 14 13 5,2 27
6 11 10 6 21 5 12 11 5,5 23 4 15 14 5,6 29
5 13 12 6 25 5 12 11 5,5 23
6 12 11 6,6 23 5 13 12 6 25
6 13 12 7,2 25 5 14 13 6,5 27
7 13 12 8,4 25 5 15 14 7 29
6 13 12 7,2 25
6 14 13 7,8 27
6 15 14 8,4 29
7 14 13 9,1 27
7 15 14 9,8 29
8 15 14 11,2 29
2
1
4
14
10
6
20
i=2 i=3 i=6i=5i=4 i=8i=7
 
Fig. 4. Non-repeated sets of ASC structures based on t, n, l parameters  
deg (v)i Ivd deg (v)i Ivd deg (v)i Ivd deg (v)i Ivd deg (v)i Ivd deg (v)i Ivd deg (v)i Ivd
2 2 3 4,75 4 8,00 5 11,61 6 15,51 7 19,65 8 24,00
3;2 6,75 4;2 10,00 5;2 13,61 6;2 17,51 7;2 21,65 8;2 26,00
3;3 9,51 4;3 12,75 5;3 16,36 6;3 20,26 7;3 24,41
3;3;2 11,51 4;3;2 14,75 5;3;2 18,36 6;3;2 22,26 7;3;2 26,41
3;3;3 14,26 4;4 16,00 5;4 19,61 6;4 23,51
3;3;3;2 16,26 4;4;2 18,00 5;4;2 21,61 6;4;2 25,51
4;3;3 17,51 5;3;3 21,12 6;3;3 25,02
4;3;3;2 19,51 5;3;3;2 23,12 6;3;3;2 27,02
3;3;3;3 19,02 4;4;3 20,75 5;5 23,22
3;3;3;3;2 21,02 4;4;3;2 22,75 5;5;2 25,22
4;3;3;3 22,26 5;4;3 24,36
4;3;3;3;2 24,26 5;4;3;2 26,36
3;3;3;3;3 23,77 5;3;3;3 25,87
3;3;3;3;3;2 25,77 5;3;3;3;2 27,87
4;4;4 24,00
4;4;4;2 26,00
4;4;3;3 25,51
4;4;3;3;2 27,51
4;3;3;3;3 27,02
4;3;3;3;3;2 29,02
3;3;3;3;3;3 28,53
3;3;3;3;3;3;2 30,53
i=4i=3i=2
14
10
6
4
2
1
i=7i=6
22
i=5 i=8
 
Fig. 5. Non-repeated sets of ASC structures based on vertex degree 
parameter 
4.3. Interpretation of computational experiments 
In order to be able to review the divergency of 
calculated values of selected indicators, the graphical 
interpretation has been used (see Fig 6, Fig 7 and Fig 8). 
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Fig. 6. Computational results of the LTI  
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Fig. 7. Computational results of the MFC 
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Fig. 8. Computational results of the Ivd 
Based on the graphical interpretation the following 
statements can be constructed: 
1. LTI is a suitable indicator for assessment of 
divergence of the same ASC structure class, 
2. MFC indicator is in comparison with LTI more 
suitable for comparison of different ASC structure 
classes, 
3. Ivd has got an analogical advantage like MFC 
indicator against LTI, but seems to be more suitable 
than MFC because of the smaller variance of values 
in the appropriate ASC structure class. 
5. Summary and conclusion 
Complexity of Assembly Supply Chains is becoming 
topical interdisciplinary subject. Based on that, the 
proposed approaches for measurement of topological 
properties of ASC structures are used. The usability is 
not only for theoretical knowledge but also for practice, 
which cannot be readily improvised. Its contributions 
can be seen in two mutually consistent domains. A first, 
it is generic model for generating the classes of ASC 
structures based on mathematically determined rules of 
these structures. As the second contribution of this paper 
it is an exploration of existing indices for structural 
complexity assessment. 
48   V. Modrak and D. Marton /  Procedia CIRP  7 ( 2013 )  43 – 48 
 
References 
[1]  Hartmanis, J., 1988. New Developments in Structural Complexity 
Theory, Lecture Notes in Computer Science 317, p. 271-286. 
[2] Kolmogorov, A.N., 1965. Three Approaches to the Quantitative 
Definition of Information, Problems of Information Transmission 
1, p. 1 7. 
[3] Chaitin, G., 1966. On the Length of Programs for Computing Finite 
Binary Sequences, Journal of the ACM, p. 547 569. 
[4] Shannon, C.E., 1948. A Mathematical Theory of Communication, 
Bell Systems Technology Journal 27, p. 379-423. 
[5] Bonchev, D., 1979. Information Indices for Atoms and Molecules, 
MATCH-Commumications in Mathematical and in  Computer 
Chemistry 7, p. 65-113.  
[6] Bonchev, D., Kamenska, V., 1978. Information Theory in 
Describing the Electrionic Structure of Atoms, Croatica Chemica 
Acta 51, p. 19-27.  
[7] Bonchev, D., Trinajstic, N., 1977. Information Theory, Distance 
Matrix and Molecular Branching, Chemical physics 67, p. 4517-
4533.  
[8] Grünwald, P., 2007. The Minimum Description Length Principle, 
p. 736. MIT Press. Eidhoven. 
[9] Rissanen, J., 1978. Modeling By Shortest Data Description, 
Automatica 14, P. 445 471.  
[10] Grassberger, P., 1991. Information And Complexity Measures in 
Dynamical Systems, in Atmanspacher, H. And Scheingraber, H., 
Information Dynamics. New York, Plenum Press.  
[11] Crutchfield, J.P., Young, K., 1989. Inferring Statistical 
Complexity, Physical Review Letters, p. 63-105.  
[12] Ouchi, W.G., 1977. The Relationship Between Organizational 
Structure And Organizational Control, Administrative Science 
Quarterly 22, p. 95-113.  
[13] Blau, P. M., Schoenherr, R. A., 1971. The Structure of 
Organizations. New York. 
[14] Blau, P.M., Scott, W.R., 1962. Formal Organizations.San 
Francisco. 
[15] Strogatz, S. H., 2001. Exploring Complex Networks, Nature 410, 
p. 268-276. 
[16] Isik, F., 2010. An Entropy-Based Approach For Measuring 
Complexity in Supply Chains. International Journal of 
Production Research 48, p. 3681-3696. 
[17] Calinescu, A.,  Efstathiou, J., Schirn J., Bermejo, J., 1998. 
Applying and Assessing Two Methods for Measuring 
Complexity in Manufacturing, Journal of the Operational 
Research Society 49, p. 723-733. 
[18] Calinescu, A., Efstathiou, J., Sivadasan, S., Schirn, J., Huaccho 
Huatuco, L., 2000. Complexity in Manufacturing: An 
Information Theoretic Approach, Complexity and Complex 
Systems in Industry. Conference Proceedings, p. 30 44. 
[19] Wiendahl, H.P., Scholtissek, P., 1994. Management and Control 
of Complexity in Manufacturing, Annals of the CIRP 43, p. 1 8. 
[20] Hu, S.J., Zhu, X.W., Wang, H. Koren, Y., 2008. Product Variety 
and Manufacturing Complexity in Assembly Systems And 
Supply Chains, Annals of the CIRP 57, p. 45 48. 
[21] Chen, B.Y., 2004. What Can We Do With Embedding 
Theorem? Soochow Journal Of Mathematics 30, p. 303 338. 
[22] Modrak, V., Marton, D., Kulpa, W., Hricova, R., 2012. 
Unraveling Complexity in Assembly Supply Chain Networks. 4th 
IEEE International Symposium on Logistic and Industrial 
Informatics, p. 151-155. Smolenice, Slovakia.  
[23] Crippa, R., Bertacci, N., Larghi, L., 2006. Representing and 
Measuring Flow Complexity in the Extended Enterprise: The 
D4G Approach, RIRL International Congress For Research in 
Logistics. 
[24] Modrak, V., Marton, D., 2012. Modelling and Comoplexity 
Assessment of Assembly Supply Chain Systems, Procedia 
Engineering 48, p. 428-435. 
[25] Bonchev, D., Buck, G. A., 2005. Quantitative Measures of 
Network Complexity, In Bonchev, D., Rouvray, D.H., editors, 
Complexity in Chemistry, Biology and Ecology, Springer, p. 
191-235. 
[26] Modrak, V., Marton, D., 2013. Complexity Metrics for Assembly 
Supply Chains: A Comparative Study, Advanced Material 
Research 629, p. 757-762. 
