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Abstract. We present MGPU, a C++ programming library targeted at
single-node multi-GPU systems. Such systems combine disproportionate
floating point performance with high data locality and are thus well
suited to implement real-time algorithms. We describe the library de-
sign, programming interface and implementation details in light of this
specific problem domain. The core concepts of this work are a novel kind
of container abstraction and MPI-like communication methods for intra-
system communication. We further demonstrate how MGPU is used as
a framework for porting existing GPU libraries to multi-device architec-
tures. Putting our library to the test, we accelerate an iterative non-linear
image reconstruction algorithm for real-time magnetic resonance imag-
ing using multiple GPUs. We achieve a speed-up of about 1.7 using 2
GPUs and reach a final speed-up of 2.1 with 4 GPUs. These promising
results lead us to conclude that multi-GPU systems are a viable solution
for real-time MRI reconstruction as well as signal-processing applications
in general.
Keywords: GPGPU, multi-GPU, hardware-aware algorithm, real-time,
signal-processing, MRI, iterative image reconstruction
1 Introduction
Within the last five years general-purpose computation on graphics hardware has
become increasingly attractive among industry and academia. The combination
of convenient programming tools and libraries with the striking performance-to-
dollar and performance-to-watt ratio makes graphics processing units the default
solution to many data-parallel problems. Several such devices can be used in a
cluster configuration with multiple nodes connected via a local area network.
These systems lend themselves well to solve large high performance computing
problems such as scientific simulations, as the cluster can be sized to fit the
problem. Cluster implementations generally exhibit good weak scaling, i.e. they
perform efficiently if the problem size increases with the number of processing
units.
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2Real-time signal-processing problems have different requirements. Their prob-
lem size is fixed and usually defined by physical constraints. In addition, cal-
culation results must be available before an operational deadline expires. The
processing delay of a real-time algorithm must be bounded as it runs in synchro-
nism with the data acquisition process. If such real-time applications are very
compute intensive and require the floating point performance of more than one
GPU, single-node desktop systems with multiple compute devices are preferable
over multi-node clusters. Single-node systems exhibit higher memory bandwidth
and lower latency compared to clusters, resulting in better data locality. This
matches the fixed problem size of real-time applications and the requirement for
strong scaling. Despite these advantages, we are not aware of any programming
tools or libraries that explicitly target desktop multi-GPU systems.
In this work we present a programming library for multi-GPU systems called
MGPU that supports the development of strong scaling applications. We de-
scribe the core concepts, the interface, and important implementation details of
the library. Performance is evaluated with a number of micro-benchmarks. We
further document our efforts of speeding up an iterative non-linear image recon-
struction algorithm for real-time magnetic resonance imaging (MRI) - a prime
example for computationally demanding digital signal-processing algorithms.
2 MGPU
MGPU is a combination of a C++ template header library and a small static
link library and depends on a number of Boost C++ libraries [8] including Test,
Thread, Bind and Function. It is tested on both Linux and Windows platforms
and can be built using a standard C++ compiler. MGPU is implemented as
a layer on top of existing GPU computing frameworks and numerical libraries,
designed for single-GPU systems, and combines them under a coherent interface.
It is modelled after the C++ Standard Template Library.
The modular design of MGPU supports different frameworks such as CUDA
and OpenCL. The current version of MGPU focuses on the CUDA backend as it
exposes hardware features not yet supported by OpenCL. MGPU applications
must be compiled for each specific target system. The build process detects var-
ious performance relevant architecture features such as the number of devices
present and the capabilities of each device. This allows MGPU to enable opti-
mized versions of functions such as peer-to-peer for inter-GPU communication
which is much faster than transfers staged through the host.
Since MGPU is designed to support real-time signal-processing applications
it forgoes advanced automated parallelization methods employed in modern high
performance computing frameworks. Instead MGPU allows full control over
the hardware at all times and carefully employs convenient abstractions such
as well-known MPI-based communication functions and segmented containers.
These segmented containers facilitate the implementation of hardware-aware al-
gorithms, a prerequisite for good efficiency on distributed memory systems. In
addition, MGPU does not limit access to lower level GPU computing frame-
3works, giving developers full access to performance relevant hardware features
that might not yet be supported by MGPU.
2.1 Runtime Environment
MGPU contains a single-threaded and multi-threaded runtime environment to
interact with all GPUs in the compute node. The multi-threaded runtime creates
a thread for each GPU. The single-threaded version handles each GPU from
within one thread by switching GPU contexts. The runtime is initialized by
instantiating an environment object. The following code snippet shows how the
number of devices can be selected at runtime.
environment e; // use all devices
environment e(dev_group::from_to(0, 2)); // use device 0 and 1
With the default constructor, all devices present in the system are used for
computation. Specifying a dev_group limits the number of devices that are avail-
able for computation to a subset.
2.2 Memory Management
GPU based architectures are distributed memory systems: main memory is of-
ten arranged in a non-uniform manner and each compute device has a separate
memory block. A basic abstraction the library employs is the device vector, a
container that manages data on a single GPU. It represents the device equiv-
alent of a vector in main memory such as std::vector. On instantiation, it
allocates the requested amount of data on the device that is associated with
the calling thread. Algorithms can interface with the container through itera-
tors. The container allows access to a raw pointer T* as well as a device pointer
dev_ptr<T>.
Fig. 1. Data stored across 3 GPUs using a segmented vector container: a vector of
tuples for pointer and size represents each local device vector
To manage data across multiple devices, MGPU offers an implementation
of the segmented container concept. It is based on the work by Austern on
segmented iterators [1]. An elementary implementation is the segmented vector
that can be modelled as a vector of local vectors but is a large vector that is
4split in segments and distributed across the local memory of all GPUs. Figure
1 illustrates this for 3 GPUs. The container segments data automatically, de-
pending on the number of compute devices used by the runtime. The way data
is split across GPUs can be controlled during construction of the segmented
vector. Natural and block-wise splitting as well as cloning and 2D overlapped
splitting are possible. The container implicitly holds information about the lo-
cation of each memory segment. This location awareness of segmented vectors
makes them the major building block for implementing algorithms that scale
across multiple compute devices and exploit segmentation. MGPU communica-
tion methods, linear algebra functions as well as the fast Fourier transform are
aware of the data segmentation through this hierarchical abstraction. By modi-
fying the number of devices used by the runtime environment, an algorithm can
be scaled up to multiple devices.
2.3 Data Transfer
Today’s commercial off-the-shelf multi-GPU systems can contain up to 8 or more
compute-devices. Figure 2 shows the block diagram of a state of the art Tyan
FT72-B7015 computer equipped with 8 GPUs. The various memory transfer
paths that are possible in such a system are highlighted. Host memory perfor-
mance was measured using a NUMA version of the STEAM benchmark [4] and
GPU memory throughput was measured using modified CUDA SDK examples.
Fig. 2. Octo-GPU system showing various memory transfer paths and their through-
put. Due to the non-uniform memory architecture, there is a difference between trans-
fer paths (a) and (b). And since the I/O hubs (IOH) on this mainboard only support
memory-mapped I/O (MMIO) between peers, GPUs connected to IOH 0 can not di-
rectly communicate with GPUs connected to IOH 1. Memory transfers between these
GPUs have to be staged through main memory which accounts for the difference in (c)
and (d).
Not only are there multiple possible memory transfer paths on such devices,
with segmented containers there are also various modes to transfer data. MGPU
implements a subset of the MPI standard communication routines. Figure 3
shows communication primitives involving segmented containers that the MGPU
library implements.
5Fig. 3. Segmented data transfer primitives supported by MGPU: copying a segmented
vector to another segmented vector, scattering and gathering a local vector from CPU
or GPU to a segmented vector, broadcasting a local vector to a segmented vector and
reducing a segmented vector to a local vector using an operation.
2.4 Libraries
MGPU also acts as a framework to use single-GPU libraries on multi-GPU
systems and consolidates them under a coherent interface. Existing algorithms
are extended to interoperate with segmented containers resulting in hierarchical
implementations that are aware of the memory segmentation. Currently MGPU
supports the CUDA FFT and the CUDA BLAS library. The interfaces are part
of the modular backend architecture and can thus be ex. This will enable us to
support APPML through the same interface in the future.
seg_dev_vector<complex<float> > d(x*y*batch, x*y); // segment data
fft<complex<float>, complex<float> > f(x, y, batch); // fft handle
f.forward(d, d); // distributed fft
The above code snippet shows how several fast Fourier transforms can be
calculated in parallel. As the input data is segmented and distributed across
multiple devices, a significant speed-up can be achieved for such batched trans-
forms. Individual FFTs can currently not be split across devices.
2.5 Kernel Invocation and Synchronization
Kernels can be called through the invoke family of functions. A kernel can be
launched on all devices or just on a subset. Segmented containers are forwarded
as device ranges referencing only local memory. If the entire segmented vector
must be known by the kernel for peer-to-peer access, a pass-through type is
provided to directly forward the segmented vector. The following listing shows
various options of this mechanism:
invoke_kernel(kernel_caller, par1, par2, dev_rank);
invoke_kernel_all(kernel_caller, par3, par4);
The first function call invokes a kernel caller in the device context of dev_rank.
The second call launches the kernel for each device in the environment. The
kernel_caller function is a stub provided by the user that configures the ker-
nel call with the proper grid- and block-size or number of work-groups and
work-group size and finally calls the kernel.
MGPU is by default asynchronous. Synchronizing separate operations and
multiple compute-devices in a system is done through a family of barrier and
fence functions provided by MGPU. Calling for example
6barrier_fence();
blocks all devices until all devices finished pending operations. Synchroniza-
tion functions are implemented using condition variables and GPU driver syn-
chronization mechanisms for device-local operations and incur a respective over-
head.
2.6 Evaluation
A number of micro-benchmarks help to measure the performance of core func-
tions of MGPU and are used to assess the benefits of using a multi-GPU system
in combination with our library. Type and size of the test input data is chosen
explicitly with typical real-time applications in mind.
Fig. 4. Algorithm performance comparison of the fast Fourier transform, and basic
linear algebra subprograms a ∗ X + Y as well as A · B. Input data are 12 complex
square matrices of single precision floating point values. The MGPU implementation
internally calls CUDA functions.
The first benchmark compares the runtime of three common algorithms.
Figure 4 shows that both FFT and a ∗X + Y operations scale well, especially
for larger matrix sizes. The variance in the FFT performance is caused by the
CUFFT implementation. The measured time shows the combined performance
of the forward and inverse Fourier transform. The A · B operation does not
exhibit strong scaling and an efficiency of 34 can be achieved only for larger data
sets. This is due to the reduction step in the operation that can not distribured
across devices efficiently and requires and additional inter-device reduction step
for the final result.
Figure 5 illustrates the performance of MGPU host to device and device
to host data transfer primitives. The strong copy test, where the amount of
data is constant, shows that data can be copied faster to multiple GPUs. The
weak copy test behaves similarly to the broadcast test: transfer time increases
with more GPUs and more data but also shows the same behaviour as the
strong copy test: data can be copied more efficiently to multiple GPUs. If more
7Fig. 5. MGPU data transfer primitives; data used for these test are squared complex
single floating point matrices. Strong copy keeps the number of matrices constant with
varying number of GPUs. Weak copy increases the number of matrices with the number
of GPUs. The broadcast function copies one matrix to all GPUs and the reduce function
merges one matrix per GPU through summation and the final result is transferred to
host memory.
GPUs are involved in the memory transfer, multiple PCI Express pathways can
be utilized resulting in higher bandwidth. Reduction is done using peer-to-peer
communication. 1 GPU of each PCIe domain performs a reduction through peer-
to-peer data access and directly transfers the result to CPU memory. If GPUs
attached to different I/O hubs are involved, peer-to-peer access is not possible
between all devices and a final reduction has to be calculated by the host. For
our test system this is the case if more than 4 GPUs participate. From 1 to 2
GPUs, there is negligible overhead but with increasing peer-to-peer transfer the
parallel efficiency decreases.
After assessing the relative performance of individual operations using arti-
ficial benchmarks, an image reconstruction algorithm with existing single-GPU
implementation is modified using MGPU to support multiple compute-devices.
3 MRI Image Reconstruction
Recently, iterative image reconstruction algorithms for MRI have made unprece-
dented temporal resolution at high image quality attainable. This is made possi-
ble by reducing the data necessary for image reconstruction to a minimum (see
for example [20,5,17,21,14]). These new methods pave the way for new insights
into human physiology and are a valuable new tool for scientists and radiolo-
gist to study dynamic processes such as the beating heart, joint movement and
speech production.
8Due to the algorithms’ iterative nature, they are orders of magnitude more
compute-intensive than traditional methods and reach the limits of modern high-
performance computer systems. Fast image reconstruction, however, is key to
facilitate adoption of these advantageous methods in a clinical setting. In such
an environment, images should be reconstructed without a perceivable delay to
not compromise clinical workflow and maintain patient throughput.
In the following, we document our efforts of porting an existing single-GPU
implementation of the nonlinear inverse reconstruction algorithm [21,22] to a
multi-GPU system using the MGPU library. Using this particular algorithm,
it is possible to acquire real-time MRI movies up to a temporal resolution of
20ms [23]. This achievable frame-rate widens the gap between acquisition and
reconstruction time and is the primary motivation to look into new ways of
accelerating the reconstruction beyond the possibilities of the existing single-
GPU implementation.
3.1 Reconstruction Problem and Algorithm
During data acquisition multiple radio frequency coils J positioned around the
subject measure the MRI signal. Each coil possesses a unique spatial sensitivity
map cj . The signal equation for an image ρ is:
yj(t) =
∫
Ω
dxρ(x)cj(x)e
−ik(t)x (1)
where k describes the trajectory in k space and yj the signal received in coil
j. The algorithm interprets this as an ill-conditioned nonlinear inverse problem
Fx = y. The operator F maps the unknown image ρ to the acquired k space
positions using the sensitivities cj . On a discretized rectangular Cartesian grid,
the operator F can be written as
F = Pk DTFTMΩCW
−1 (2)
where Pk is a projection onto the measured sample positions, DTFT is the
multidimensional discrete-time (here: space) Fourier transform andMΩ is a mask
that restricts the reconstructed image to the area Ω. The non-linear operator C
multiplies image and coil sensitivities. W is a weighted discrete Fourier trans-
form applied to the coil sensitivities, which represents an assumption about the
smoothness of cj that is included in the equation.
Equation Fx = y is then solved using the iteratively regularized Gauss-
Newton method [2]. In each iteration xn+1 is estimated from the current result
xn by solving the regularized equation
(DFHxn DFxn +αnI)(xn+1 − xn)
= DFHxn(y − Fxn) − αn(xn − xref) . (3)
9with the conjugate gradient algorithm. The regularization parameter is αn.
After an initial interpolation of the data to the grid which is performed as a
pre-processing step on the CPU, all further operations can be performed on the
grid. The operation DTFT−1 Pk DTFT embedded in the left-hand side of the
equation can be understood as a convolution with the point spread function and
is implemented by applying two Fourier transforms.
3.2 Single- and multi-GPU Implementation
The data used in this work is acquired using a 3T MRI system (Tim Trio,
Siemens Healthcare, Erlangen, Germany) that is capable of recording up to 32
data channels simultaneously. For real-time applications, spatial image resolution
usually varies between 1.5× 1.5 mm2 and 2× 2 mm2 which yields a matrix size
of 192 to 384 depending on the field of view. The grid size is then doubled to
implement the non-periodic convolution with the point spread function and to
achieve a high accuracy when initially interpolating the measured data onto the
Cartesian grid. Computation is carried out in complex single precision floating
point format. A principal component analysis preprocessing step is applied before
reconstruction to compress the 32 channels to 8−12 [12]. The multi-GPU target
system for this application is a Tyan FT72-B7015 computer equipped with two
Intel X5650 six-core processors, 96GB main memory and 8 GeForce GTX 580
compute-devices with 1.5GB memory each.
The algorithm consists of a number of Fourier transform calculations applied
separately to each channel, point-wise matrix operations involving one fixed
matrix and the separate channel matrices as well as scalar products of all data.
The original implementation utilizes the parallel computation capabilities of a
single GPU to individually speed up each operation. The CUDA FFT library
batched-mode is used to calculate the Fourier transforms of all channel matrices.
Custom CUDA kernels handle the point-wise operations and the CUDA BLAS
library is used to calculate the scalar products. Single pixels are mapped to GPU
threads, image and coil sensitivities are calculated at the same time.
Successive frames in a movie are calculated subsequently, as each xn depends
on the result of the previous frame xref. This temporal regularization makes it
impossible to use a straight-forward pipeline-approach to parallelize the recon-
struction of movies on a multi-GPU system. The MGPU implementation of the
algorithm instead distributes the coil sensitivity maps cj across all GPUs G and
the image ρ is split into one ρg per GPU with ρ =
∑G
ρg. This summation
amounts to a block-wise all-reduce operation, since all GPUs require ρ. An al-
ternative decomposition is not feasible due to the FFT that operates on an entire
matrix.
MGPU simplifies the process of extending the existing implementation to
support multiple compute-devices. Existing containers can be replaced with
segmented vectors. Only kernel interfaces have to be modified to accept local
ranges instead of containers but kernel bodies can be reused and called through
invoke_kernel functions. The FFT and BLAS library of MGPU exhibits a
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custom C++ interface and all calls to those libraries have to be changed. In ad-
dition, since MGPU operations are asynchronous, synchronization points have
to be chosen carefully as to ensure completion of dependent operations.
Table 1 gives a breakdown of the three operators from equation 3 and one
entry that includes all additional conjugate gradient operations.
Table 1. Algorithm operator breakdown showing the number of Fourier transforms,
element-wise operations, channel summations, scalar products and communication
steps in each operator.
FFT AB
∑
cj A ·B ∑ ρng
F 2 4 1
DF 2 5
DFH 2 4 1 1
CG 6 2
While F is only required once per Newton step, DF and DFH are applied
in each conjugate gradient iteration with the consequence of continual inter-
GPU data transfer.
∑
ρg is implemented using the peer-to-peer communication
capabilities of the GeForce GTX 580 GPUs. This restricts the number of parallel
GPUs used for image reconstruction to 4 on our particular system because direct
peer-to-peer communication is only possible between those devices. The following
listing shows the peer-to-peer communication kernel for 4 GPUs.
__global__ void kern_all_red_p2p_2d(cfloat * dst, cfloat* src0,
cfloat* src1, cfloat* src2, cfloat* src3, int dim, int off)
{
int i = off + blockIdx.x * dim + threadIdx.x;
dst[i] = src3[i] + src2[i] + src1[i] + src0[i];
}
Each GPU runs this kernel at the same time. To speed up this operation
further, the kernel only transfers a 2D section of ρg. This is possible because
a mask MΩ is applied immediately after the summation. A double-buffering
solution is chosen to avoid local overwrites of data that is not yet transferred to
neighbouring devices. Therefore, destination and local source pointers reference
distributed memory blocks.
3.3 Results
The goal is an implementation of a non-linear iterative image reconstruction al-
gorithm that is capable of calculating images without perceivable delay. While
images can be measured at up to 50 Hz, clinically relevant protocols are en-
visioned to encompass frame rates of 5-30 Hz. The existing single-GPU imple-
mentation is capable of reconstructing about 3 − 4.5 frames per second. This
version however is not taken into account in this comparison because of MGPU-
unrelated code optimization. Instead we benchmark the algorithm with varying
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Fig. 6. Performance comparison with vary-
ing number of GPUs, channels, and size
Fig. 7. Overall power drain and energy
consumption per frame
number of GPUs since MGPU permits a seamless adjustment of the number of
GPUs used for reconstruction.
The number of channels the algorithms operates on can be reduced using
a principle component decomposition. Acceptable image quality is achievable
by compressing the 32 data channels to no less than eight. Figure 6 shows the
performance in frames per second as well as the speed-up for 2 different image
resolutions, varying number of GPUs and different numbers of channels. Setup
as well as pre- and post-processing steps are excluded from these measurements.
Peak performance of 11.4 frames per second is reached with the smaller matrix
size, 8 channels and 4 GPUs. Due to unequal data distribution, the frame-rate
is the same for 10 and 12 channels if 4 GPUs are used.
Fig. 8. DF and DFH performance Fig. 9. FFT and all-reduce performance
Figure 8 shows a breakdown of the runtime for the 2 main operators DF and
DFH. For the DF curve, the gradient increases if more channels are calculated. If
the GPUs are given more work it can be distributed more efficiently. The perfor-
mance of the Fourier transform greatly influences the performance of the overall
image reconstruction algorithm as it is the most time-consuming operation. Its
scalability is a function of batch- and matrix size as shown in figure 9. The op-
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erator DFH includes peer-to-peer communication which causes a performance
decrease if more than 2 GPUs are used. This communication overhead increases
and neutralizes a large portion of the speed-up in this operator. Execution time
even increases for 4 GPUs. Figure 9 illustrates this interrelation. If only 1 GPU
is used, the communication kernel effectively copies data on-device.
Fig. 10. Non-iterative (gridding) and non-linear inversion (nlinv) reconstruction of
short-axis view of a healthy human heart at a temporal resolution of 33ms.
Alongside the runtime performance of this algorithm the energy consumption
of this multi-GPU implementation is investigated. We monitor power-drain of
our system using its integrated baseboard management controller. Figure 7 shows
the power consumption for reconstructing an MRI video with 400 frames using a
variable number of compute-devices. The figure also shows the energy consumed
per frame, calculated by integrating power over time. While using 2 and 3 GPUs
is most power efficient, using 4 GPUs does not consume significantly more energy
compared to single GPU image reconstruction.
Figure 10 shows the difference between a non-iterative image reconstruction
method and the non-linear inversion algorithm described in this work. While
the extreme radial undersampling causes severe streaking artefacts, the iterative
algorithm is capable of reconstruction high-quality images.
4 Related Work
Developers can choose between a number of tools and libraries such as CUDA,
OpenCL and C++ AMP to develop code for single-GPU architectures. As to
our knowledge, none exist that explicitly target single-node multi-GPU systems
or provide facilities to describe algorithms regardless of the number of accel-
erators in the target system. There exist however a number of tools for GPU
clusters such as the many GPUs package published by Barak et al. [3] in 2010.
The framework allows parallel OpenMP, C++ and unmodified OpenCL applica-
tions to run on multiple GPUs in a cluster. Network latency is a limiting factor
in their implementation that is targeted at massive parallel and high perfor-
mance computing applications. SkePU [9] is a multi-backend (CUDA, OpenCL)
library based on algorithmic skeletons [7] for solving data-parallel problems on
GPU and multi-GPU systems. The library can utilize multiple GPUs and au-
tomatically distributes data across all devices, the authors report issues with
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a multi-GPU gaussian blur implementation because of inter-GPU communica-
tion staged through main memory. A MGPU implementation of this algorithm
could be designed to take the disjoint memory areas into account and utilize
peer-to-peer memory transfer. AGILE [16] is an open source library for mag-
netic resonance image reconstruction using graphics card hardware acceleration.
While restricted to a single GPU, their library targets the same applications as
MGPU. Another high-level GPGPU library is Thrust [11]: a selection of par-
allel algorithms closely following the C++ Standard Template Library. Thrust
does not support data decomposition across multiple GPUs but can be used on
multi-GPU systems through the use of the lower level CUDA API. ViennaCL
[19] is a high level linear algebra library that supports both GPUs and multi-core
CPUs through OpenCL. While the library provides mechanisms to use multiple
devices for computation, data decomposition and synchronization is left to the
user.
The viability and usefulness of GPU and multi-GPU systems for real-time
applications has previously been shown. A medical signal-processing application
running on a multi-GPU system is described by Jang et al. [13]. Their implemen-
tation of an iterative image reconstruction algorithm for computed tomography
achieves a speed-up of about 2 when comparing single- and quad-GPU implemen-
tations. Verner et al. [24] present a hard real-time stream scheduling algorithm
for GPU based systems and Chilingaryan et al. implement [6] a near real-time
GPU-base reconstruction software for synchrotron experiments. Suitability of
GPUs for MRI reconstruction is shown early on by Hansen et al [10]. Later Kim
et al. [15] compare implementations of an iterative algorithm for 3D compres-
sive sensing MRI reconstruction on various many-core architectures including
Nvidia GPUs and the novel Intel MIC architecture. A comprehensive discussion
of multi-core and multi-GPU implementation of a novel iterative 3D algorithm
for MRI with clinically feasible reconstruction time is presented by Murphy et
al. [18].
5 Conclusion
We presented MGPU, a C++ template-based multi-GPU programming library
for real-time applications. We demonstrated the benefits of the segmented con-
tainer concept and pointed out the developer-friendly implementation of the var-
ious data transfer routines. An evaluation of our library through various micro-
benchmarks yields expected results. Batched fast Fourier transforms and ele-
ment wise matrix operations scale well across multiple devices. We have further
demonstrated that the concepts of MGPU and its generic structure are suitable
to extend existing single-GPU libraries with multi-GPU interfaces. High data
locality due to low latency and high bandwidth, compact form factor compared
to GPU clusters, manageable power consumption, low cost and the convenient
but efficient tools MGPU provides are the reasons why multi-GPU systems are
suitable to solve data-parallel real-time problems. MGPU is certainly not lim-
ited to the problem domain described in this work and we can imagine that
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general high performance computing problems can benefit from the combination
of multi-GPU hardware and the MGPU framework.
The modular architecture of MGPU renders the extension of the current
device interface with OpenCL support possible, which we plan to implement as
a next step. This will enable us to compare the performance of Nvidia and AMD
systems. Beyond that we will incorporate even more single-GPU libraries in our
library. In addition, we plan to investigate how MGPU concepts can apply to
emerging multi-core architectures such as Intel MIC and AMD Fusion.
Encouraged by our micro-benchmark results we used MGPU to extend an
existing numerical algorithm for MRI image reconstruction and submit evidence
that indeed, multi-GPU systems are suitable for speeding up signal-processing
and real-time applications. We measured a speed-up by 1.7 when using two
compute-devices and a speed-up of more than 2 when using 4 GPUs. To overcome
the problem of inter-GPU communication overhead when using 4 GPUs we plan
to investigate alternative data decomposition schemes. Since the performance of
the Fourier transform is the major determining factor of this algorithm we are
also experimenting with different implementations that are capable of exploiting
the sparsity of our data.
Although the reconstruction frame rate does not yet match the temporal
resolution of data acquisition process, the multi-GPU implementation of the
algorithm is fast enough so that simultaneous recording and reconstruction is
feasible. Thus, results are immediately available for scientists and physicians to
interpret. The existence of an on-line iterative algorithm will ease the adoption of
real-time MRI in a clinical setting. We expect that the high temporal resolution
that is made possible by these advanced iterative algorithms will give radiolo-
gists new insights and might ultimately result in a more accurate diagnosis for
patients.
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