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Abstract
We study a family of pattern-detection problems in vertex-colored temporal graphs. In par-
ticular, given a vertex-colored temporal graph and a multiset of colors as a query, we search
for temporal paths in the graph that contain the colors specified in the query. These types of
problems have several applications, for example in recommending tours for tourists or detecting
abnormal behavior in a network of financial transactions.
For the family of pattern-detection problems we consider, we establish complexity results
and design an algebraic-algorithmic framework based on constrained multilinear sieving. We
demonstrate that our solution scales to massive graphs with up to a billion edges for a multiset
query with five colors and up to hundred million edges for a multiset query with ten colors,
despite the problems being NP-hard. Our implementation, which is publicly available, exhibits
practical edge-linear scalability and is highly optimized. For instance, in a real-world graph
dataset with more than six million edges and a multiset query with ten colors, we can extract an
optimum solution in less than eight minutes on a Haswell desktop with four cores.
1 Introduction
Pattern mining in graphs has become increasingly popular due to applications in analyzing and
understanding structural properties of data originating from information networks, social networks,
transportation networks, and many more. Searching for patterns in graphs is a fundamental graph-
mining task that has applications in computational biology and analysis of metabolic networks [42],
discovery of controversial discussions in social media [16], and understanding the connectivity of the
brain [31], among others. At the same time, real-world data are inherently complex. To accurately
represent the heterogeneous and dynamic nature of real-world graphs, we need to enrich the basic
graph model with additional features. Thus, researchers have considered labeled graphs [60], or
heterogeneous graphs [46], where vertices and/or edges are associated with additional information
represented with labels, and temporal graphs [29], where edges are associated with timestamps that
indicate when interactions between pairs of vertices took place.
In this paper we study a family of pattern-detection problems in graphs that are both labeled and
temporal. In particular, we consider graphs in which each vertex is associated with one (or more)
∗An earlier version of this work appeared in the SIAM International Conference on Data Mining (SDM20) titled “Pattern
detection in large temporal graphs using algebraic fingerprints”. A final version of this work will appear in the Big Data
journal special issue titled “Best of SDM 2020”.
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labels, to which we refer as colors, and each edge is associated with a timestamp. We then consider a
motif query, which is a multiset of colors. The problem we consider is to decide whether there exists
a temporal path whose vertices contain exactly the colors specified in the motif query. A temporal
path in a temporal graph refers to a path in which the timestamps of consecutive edges are strictly
increasing. If such a path exists, we also want to find it and return it as output.
The family of problems we consider have several applications. One application is in the domain
of tour recommendations [18] for travelers or tourists in a city. In this case, vertices correspond to
locations. The colors associated with each location represent different activities that can be enjoyed
in that particular location. For example, activity types may include items such as museums, archae-
ological sites, or restaurants. Edges correspond to transportation links between different locations,
and each transportation link is associated with a timestamp indicating departure time and duration.
Furthermore, for each location we may have information about the amount of time recommended
to spent in that location, e.g., minimum amount of time required to enjoy a meal or appreciate a
museum. Finally, the multiset of colors specified in the motif query represents the multiset of activi-
ties that a user is interested in enjoying. In the tour-recommendation problem we would like to find
a temporal path, from a starting location to a destination, which satisfies temporal constraints (e.g.,
feasible transportation links, visit times, and total duration) as well as the activity requirements of
the user, i.e., what kind of places they want to visit.
Another application is in the domain of analyzing networks of financial transactions. Here,
the vertices represent financial entities, the vertex colors represent features of the entities, and the
temporal edges represent financial transactions between entities, annotated with the time of the
transaction, amount, and possibly other features. An analyst may be interested in finding long
chains of transactions among entities that have certain characteristics, for example, searching for
money laundering activities may require querying for paths that involve public figures, companies
with certain types of contracts, and banks in offshore locations.
The use cases outlined above, as well as similar applications, can be abstracted and formulated as
problems of finding paths in vertex-colored (vertex-labeled) and temporal graphs. More concretely,
in this paper we consider the following problems:
• k-TEMPPATH: decide if there exists a temporal path of length k− 1;
• PATHMOTIF: decide if there exists a temporal path whose vertices contain the set of colors
specified by a motif query;
• COLORFULPATH: decide if there exists a temporal path of length k − 1 whose vertices have all
the colors precisely once;
• (s, d)-COLORFULPATH: decide if there exists a temporal path of length k + 1, whose internal
vertices have all the colors precisely once, and with a given source s and destination d;
• RAINBOWPATH: decide if there exists a temporal path of length k−1 having k distinct colors in
a graph with q > k colors;
• EC-TEMPPATH: decide if there exists a temporal path of length k − 1 with specific edge times-
tamps;
• EC-PATHMOTIF: decide if there exists a temporal path with specific edge timestamps and vertices
containing the set of colors specified by a motif query;
• VC-PATHMOTIF: decide if there exists a temporal path whose vertices contain the set of colors
specified by motif query in the specified order; and
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• VC-COLORFULPATH: decide if there exists a temporal path of length k− 1, whose vertices have
distinct colors in the specified order.
These problem variants can be useful in different scenarios of our application domain, depending
on the user constraints and/or requirements. To motivate some of the different problem variants we
presented above, consider again the tour-recommendation use-case in which the vertices correspond
to locations and vertex labels correspond to location types, e.g., museum, restaurant, café, etc.
The temporal edges between vertices correspond to travel connections at specific timestamps. The
tour-recommendation problem asks to find an itinerary by taking into consideration the tourist’s
preferences with respect to the locations which they want to visit. The case that a tourist prefers
not to visit more than one location of the same type can be modeled as a COLORFULPATH problem.
The case that, in addition to the previous constraint, a tourist knows their start and end location
(for example, starting at the hotel they stay and ending at a favorite restaurant) can be modeled as
an (s, d)-COLORFULPATH problem. Finally, the case that a tourist wants to maximize the number of
different types of locations they visit can be modeled as a RAINBOWPATH path.
Most of the problems we consider are NP-hard;1 thus, there is no known efficient algorithm to
find an exact solution. In such cases most algorithmic solutions resort to heuristics or approximation
schemes for the reason of scalability. In this paper we present an (exact) algebraic approach based
on constrained multilinear sieving for pattern detection in temporal graphs and demonstrate that our
approach is scalable to large graphs.
The algorithms based on constrained multilinear detection offer the theoretically best-known
results for a set of fundamental combinatorial problems including k-path [5], Hamiltonian path [6],
and many variants of the graph motif problem [8]. The implementations based on multilinear siev-
ing are known to saturate the empirical arithmetic and memory bandwidth on modern CPU and
GPU micro-architectures. Furthermore, these implementations can scale to large graphs as well as
large query sizes [9, 32].
Even though these algebraic techniques have been studied extensively in the algorithms com-
munity, they have not been applied to data-mining problems to the best of our knowledge. As such,
this is the first work to do so and also to apply these techniques for pattern detection in temporal
graphs.
Our key contributions are as follows:
• We introduce a set of pattern-detection problems that originate in the vertex-colored and tempo-
ral graphs. For the problems we consider we present NP-hardness results, while showing that
they are fixed-parameter tractable [17], meaning that if we restrict the size of the motif query
the problems are solvable in polynomial time in the size of the host graph.
• We present a general algebraic-algorithmic framework based on constrained multilinear sieving.
Our solution exhibits edge-linear scalability. The algorithmic approach described in this work
is not limited to temporal paths, but rather it can be extended to study information cascades,
temporal arborescences and temporal subgraphs. An overview of our key results is given in
Table 1.
• We extend the vertex-localization variant of the constrained multilinear sieving to solve path
problems in temporal graphs. In this approach, we work with a family of polynomials one for
each vertex, rather than a single polynomial, there by isolating the vertices which are part of
1VC-COLORFULPATH problem is solvable in polynomial time (see § 7.5).
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Table 1: An overview of our key results. Here, n is the number of vertices, m is the number of edges,
t is the maximum timestamp, k−1 is the length of path and q is the number of colors in the graph.
Problem Hardness Time complexity Space complexity
k-TEMPPATH NP-complete (Lemma 5.1) O(2kk(nt + m)) O(nt)
PATHMOTIF NP-complete (Lemma 5.2) O(2kk(nt + m)) O(nt)
COLORFULPATH NP-complete (Lemma 5.3) O(2kk(nt + m)) O(nt)
(s, d)-COLORFULPATH NP-complete (Lemma 5.4) O(2kk(nt + m)) O(nt)
RAINBOWPATH NP-complete (Lemma 5.5) O(qk2kk(nt + m)) O(nt)
EC-TEMPPATH NP-complete (Lemma 5.6) O(2k(nk + m)) O(n)
EC-PATHMOTIF NP-complete (Lemma 5.7) O(2k(nk + m)) O(n)
VC-PATHMOTIF NP-complete (Lemma 5.8) O(2kk(nt + m)) O(nt)
VC-COLORFULPATH Polynomial O(mt) O(nt)
a match. Most importantly, vertex-localization comes with no additional cost with respect to
either space or time. This approach is effective for preprocessing the graph and extracting a
solution for many variants of the temporal-path problem.
• We engineer a memory-efficient implementation of the algebraic algorithm and demonstrate
with extensive experiments that our implementation can scale to graphs with up to a billion
edges for multiset query with five colors and up to one hundred million edges for multiset
query with ten colors.
• Open-source release: our implementations and datasets are released as open source [51, 53].
2 Related work
Pattern detection and pattern counting are fundamental problems in data mining. In the context of
paths and trees, pattern matching problems have been extensively studied in non-temporal graphs
both in theory [5, 8, 14, 22, 25, 40] as well as applications [4, 15, 30, 48]. For many restricted
variants of path problems Kowalik and Lauri [40] presented complexity results and determinis-
tic algorithms with runtime bounds that are optimal under plausible complexity-theoretic assump-
tions. Most of these problems are known to be fixed-parameter tractable and the best known ran-
domized algorithms for a subset of path and subgraph pattern detection problems is due to Björk-
lund et al. [5, 8]. An algorithmic technique known as color coding can be used to approximately
count the patterns inO∗(2k) time, however, these algorithms requireO∗(2k) memory [1].2 A practi-
cal implementation of color coding using adaptive sampling and succint encoding was demonstrated
by Bressan et al. [11] for a pattern counting problem. However, the techniques based on color coding
are mostly used to detect and count patterns in graphs with no vertex labels.
Algebraic algorithms based on multilinear and constrained multilinear sieving are due to the
pioneering work of Koutis [34, 35, 36], Williams [57], Koutis and Williams [37, 38]. The approach
has been extended to various combinatorial problems using a multivariate variant of the sieve by
Björklund et al. [5]. The authors introduced decision oracles which were used by Dell et al. [20]
to approximately count motifs. A practical implementation of multilinear sieving and its scalability
to large graphs has been demonstrated by Björklund et al. [9]. Furthermore, its parallelizability to
2The notation O∗ hides factors bounded polynomially in the input size.
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vector-parallel architectures and scalability to large multiset sizes was shown by Kaski et al. [32].
In the recent years there has been a lot of progress with respect to mining temporal graphs.
The most relevant work includes methods for efficient computation of network measures, such as
centrality, connectivity, density, and motifs [19, 28, 29, 33, 43], as well as mining frequent subgraphs
in temporal networks [47, 49, 56]. Path problems in temporal graphs are well studied [24, 58]. In
fact, many variants of these path problems are known to be solvable in polynomial-time [58, 59].
Perhaps surprisingly, a simple variant where one wants to check the existence of a temporal path with
waiting time constraints was shown to be NP-complete by Casteigts et al. [12]. A known variant of
the temporal-path problem is finding top-k shortest paths, which not only asks us to find a shortest
path, but also the next k− 1 shortest paths; which may be longer than the shortest path [27]. Here
by shortest path we mean that the total elapsed time of the temporal path is minimized. Note that
the top-k shortest path is different from the k-TEMPPATH problem studied in our work.
With the availability of social media data in the recent years there has been growing interest to
study pattern mining problems in temporal graphs. Paranjape et al. [49] presented efficient algo-
rithms for counting small temporal patterns. Liu et al. [47] presented complexity results and approx-
imation methods for counting patterns in temporal graphs. However, they mainly study temporal
graphs with no vertex-labels (colors). Kovanen et al. [39] studied a general variant of the temporal
subgraph problem in temporal graphs with vertex labels. Aslay et al. [2] presented methodologies
for counting frequent patterns with vertex and edge labels in streaming graphs. However, most of
these approaches were limited to small pattern sizes of up to three vertices.
To the best of our knowledge, there is no existing work related to detecting and extracting
temporal patterns with vertex labels. The problems considered in this paper are closely related to
variants of classical problems such as the orienteering problem, TSP and Hamiltonian path [55, 23].
A motivating application for the problems can be traced to the context of tour recommendations [18,
26].
3 Method overview
Our method relies on the algebraic-fingerprinting technique [37, 57]. As this technique is not well
known in the data-mining community, we provide a bird’s eye view. The approach is described in
more detail in Section 6.
In a nutshell, the problem is to decide the existence of a pattern, or a structure in the data.
The idea is to encode the pattern-discovery problem as a polynomial over a set of variables. The
variables represent entities of the problem instance (e.g., vertices and/or edges), and their values
represent possible solutions (e.g., whether a vertex belongs to a path). The challenge is to find
a polynomial encoding that has the property that a solution to our problem exists if and only if
the polynomial evaluates to a non-zero term. We can then verify the existence of a solution, using
polynomial identity testing, in particular, by evaluating random substitutions of variables: if one of
them does not evaluate to zero, then the polynomial is not identically zero. Thus, the method can
give false negatives, but the error probability can be brought arbitrarily close to zero.
It should also be noted that an explicit representation of the polynomial can be exponentially
large. However, we do not need to represent the polynomial explicitly, since we only need to be able
to evaluate the variable substitutions fast.
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This paper is organized as follows. In the next section we will introduce the terminology. In Sec-
tion 5 we introduce the path problems in temporal graphs and in Section 6 we present an algebraic
algorithm to solve the temporal-path problems. In Section 7, we extend our algebraic framework to
solve temporal path problems with additional constraints. In Sections 8, 9, and 10 we discuss im-
plementation, experimental setup and experimental evaluation, respectively. Finally, we conclude
in Section 11.
4 Terminology
In this section we introduce the basic terminology used in the paper.
A graph G is a tuple (V, E) where V is a set of vertices and E is a set of unordered pairs of vertices
called edges. We denote the number of vertices |V | = n and the number of edges |E| = m. Vertices
u and v are adjacent if there exists an edge (u, v) ∈ E. The set of vertices adjacent to vertex u
excluding u itself is the neighborhood of vertex u and it is denoted by N(u). A walk between any two
vertices is an alternating sequence of vertices and edges u1e1u2 . . . ekuk+1 such that there exists an
edge ei = (ui , ui+1) ∈ E for each i ∈ [k].3 We call the vertices u1 and uk+1 the start and end vertices
of the walk, respectively. The vertices v2, . . . , vk are called internal vertices. The length of a walk is
the number of edges in the walk. A path is a walk with no repetition of vertices.
A temporal graph Gτ is a tuple (V, Eτ), where V is a set of vertices and Eτ is a set of temporal
edges. A temporal edge is a triple (u, v, j) where u, v ∈ V and j ∈ Z+ is a timestamp. The maximum
timestamp in Gτ is denoted by t. The total number of edges at time instance j ∈ [t] is denoted by m j
and the total number of edges in a temporal graph is m =
∑
j∈[t] m j . A vertex u is adjacent to vertex
v at timestamp j if there exists an edge (u, v, j) ∈ Eτ. The set of vertices adjacent to vertex u at time
step j is denoted by N j(u). The set of vertices adjacent to vertex u excluding u itself is denoted by
N(u) =
⋃
j∈[t] N j(u). A temporal graph can also be defined as Gτ =
⋃
j∈[t] G j , where G j = (V, E j)
is a snapshot of the graph at time instance j ∈ [t], where t is the maximum time instance. In our
discussions we mostly use the former definition of a temporal graph.
A temporal walk Wτ between any two vertices in a temporal graph is an alternating sequence of
vertices and temporal edges u1e1u2e2 . . . ekuk+1 such that there exists an edge ei = (ui , ui+1, j) ∈ Eτ
for all i ∈ [k] and for any two edges ei = (ui , ui+1, j), ei+1 = (ui+1, ui+2, j′) in the walk Wτ, it is
j < j′. In other words, the timestamps of the edges should always be in strictly increasing order.
We call the vertices v1 and vk+1 the start and end vertices, respectively. The vertices v2, . . . , vk are
called internal vertices. The length of a temporal walk is the number of edges in the temporal walk.
A temporal path is a temporal walk with no repetition of vertices.
To distinguish a graph from a temporal graph sometimes we explicitly refer to a graph as non-
temporal graph or static graph.
5 Path problems in temporal graphs
In this section we will introduce a set of path problems in temporal graphs. An exact algorithm
based on multilinear sieving is presented in the next section.
3For convenience, we write [k] = {1,2, . . . , k} for a positive integer k.
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Temporal graph Gτ
Figure 1: An illustration of graph construction Gτ.
Before proceeding, we note that in all our hardness proofs it is straightforward to establish
membership to NP. Thus, to streamline the presentation, we explicitly omit showing this part in all
subsequent proofs. Let us begin our discussion with the k-path problem for non-temporal graphs
before continuing to path problems in temporal graphs.
5.1 k-path problem in non-temporal graphs (k-PATH)
Given a graph G = (V, E) and an integer k ≤ n the k-PATH problem asks to decide whether there
exists a path of length at least k− 1 in G.
The k-PATH problem is NP-complete [23, ND29] with the fastest known randomized fixed-
parameter algorithm for the problem is due to Björklund et al. [5] and has complexity O∗(1.66k).
The fastest known deterministic algorithm for the problem is due to Fomin et al. [21] and has com-
plexity O∗(2.62k).
5.2 k-path problem in temporal graphs (k-TEMPPATH)
Given a temporal graph Gτ = (V, Eτ) and an integer k ≤ n the k-TEMPPATH problem asks to decide
whether there exists a temporal path of length at least k−1 in Gτ. An example of the k-PATH problem
is illustrated in Figure 1.
For the NP-hardness, we reduce the k-PATH problem to k-TEMPPATH problem.
Lemma 5.1. Problem k-TEMPPATH is NP-complete.
Proof. To prove our claim, we proceed by giving a polynomial-time reduction from the k-PATH prob-
lem.
Given an instance 〈G = (V, E), k〉 of k-PATH, we construct a temporal graph Gτ = (Vτ, Eτ) such
that Vτ = V and Eτ =
⋃
i∈[k] E i , where E i =
⋃
(u,v)∈E(u, v, i). The construction is illustrated in
Figure 1. We claim that there exists a k-PATH in G if and only if there exists a k-TEMPPATH in Gτ.
Assume that there exists a path P = u1e1u2 . . . ek−1uk of length k in G. By construction of Gτ, we
know that all edges in E are present in Eτ for every timestamp in [k − 1]. Thus, we can construct
a temporal path Pτ such that for all vertices in ui ∈ P we keep it as it is in Pτ and for each edge
ei = (ui , ui+1) ∈ P we replace it by e∗i = (ui , ui+1, i) in Pτ (by construction such an edge always exist
in Gτ). So Pτ = u1e∗1u2 . . . e∗k−1uk is a temporal path of length k− 1 in Gτ.
Conversely, assume that there exists a temporal path Pτ = u1e∗1u2 . . . e∗k−1uk of length k in Gτ.
We construct a path P = u1e1u2 . . . ek−1uk by replacing e∗i = (ui , ui+1, i) by ei = (ui , ui+1) (such an
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(a) A motif query and a temporal graph
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(b) A PATHMOTIF
Figure 2: An example of PATHMOTIF problem in temporal graphs.
edge always exist in G by construction). Evidently, P is a path of length k− 1 in G, completing the
proof.
5.3 Path motif problem in temporal graphs (PATHMOTIF)
Given a vertex-colored temporal graph Gτ = (V, Eτ) and a multiset M of colors the PATHMOTIF
problem asks to decide whether there exists a temporal path Pτ in Gτ such that the vertex colors of
Pτ agree with M . An example of the PATHMOTIF problem is illustrated in Figure 2.
The PATHMOTIF problem is NP-complete and a reduction from k-TEMPPATH to PATHMOTIF is
straightforward.
Lemma 5.2. Problem PATHMOTIF is NP-complete.
Proof. Given an instance of a k-TEMPPATH with the input temporal graph Gτ = (V, Eτ) we reduce it,
in polynomial time, to PATHMOTIF as follows. We build a vertex-colored temporal graph such that
all its vertices have the same color and the multiset M comprises the color 1 exactly k times. More
precisely, we let Gτc = (Vc , E
τ
c ) with the vertex set Vc = V , the edge set E
τ
c = E
τ, the color mapping
c : V → {1} and the multiset M = {1k}. This finishes the construction. We claim that there exists a
k-TEMPPATH in Gτ if and only if there exists a PATHMOTIF in Gτc .
Let P be a temporal path of length k − 1 in Gτ. We choose Pc = P as a PATHMOTIF of length
k in Gτc since all vertices have the same color and the multiset M agree with the colors of vertices
in Pc . In the other direction, it suffices to observe that any PATHMOTIF of length k− 1 in Gτc is also
a temporal path in G. By Lemma 5.1 we have that k-TEMPPATH is NP-hard, so by our construction
PATHMOTIF is NP-complete, which is what we wanted to show.
5.4 Colorful path problem in temporal graphs (COLORFULPATH)
Given a temporal graph Gτ = (V, Eτ), an integer k ≤ n, and a coloring function c : V → [k], the
COLORFULPATH problem asks us to decide whether there exists a temporal path Pτ of length k − 1
such that all vertex colors of Pτ are different.
In [52], we introduced the colorful path problem as the rainbow path problem, nevertheless to
keep the problem definition concurrent with non-temporal graphs we rename the problem as the
colorful path problem.
The COLORFULPATH problem is a special case of the PATHMOTIF problem, where all the colors in
the multiset M are different, that is M = [k]. It is easy to see that the COLORFULPATH problem in
static graphs can be reduced to the COLORFULPATH problem in temporal graphs by replacing each
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(b) A RAINBOWPATH
Figure 3: An example of COLORFULPATH problem in temporal graphs.
static edge with k−1 temporal edges. So, the COLORFULPATH problem is NP-complete. We skip the
proof as the construction is similar to that of Lemma 5.1.
The COLORFULPATH problem in static graphs is defined as follows: given a static graph G = (V, E)
and a coloring function c : V → [k], the problem asks us to find a path P of length k − 1 such that
all vertex colors of P are different. The COLORFULPATH problem in static graphs is known to be NP-
complete [13, 54]; however, it can be noted that these works consider a variant in which one requires
the internal vertices of a path not to repeat colors. Nevertheless, this variant is computationally
equivalent to COLORFULPATH (see e.g., [40]).
Lemma 5.3. Problem COLORFULPATH is NP-complete.
5.5 Colorful (s, d)-connectivity in temporal graphs ((s, d)-COLORFULPATH)
Given a temporal graph Gτ = (V, Eτ), an integer k ≤ n, a source vertex s ∈ V , a destination vertex
d ∈ V , and a coloring function c : V \ {s, d} → [k], the (s, d)-COLORFULPATH problem is to decide
whether there exists a temporal path Pτ of length k+1 between vertices s and d such that the colors
of internal vertices in Pτ are different.
The (s, d)-COLORFULPATH problem isNP-hard. The proof, obtained by a reduction from COLORFULPATH
problem is presented in Lemma 5.4.
Lemma 5.4. Problem (s, d)-COLORFULPATH is NP-complete.
Proof. We proceed via a polynomial-time reduction from COLORFULPATH. Specifically, given an in-
stance 〈Gτ, k, c〉 of COLORFULPATH, we construct an instance 〈Gτ′ , k′, c′〉 of (s, d)-COLORFULPATH,
where Gτ
′
= (V ′, Eτ′), V ′ = V ∪ {s, d}, Eτ′ =⋃(u,v,i)∈Eτ(u, v, i + 1)∪⋃u∈V (s, u, 1)⋃u∈V (u, d, t + 2),
c′(v) = c(v) for all v ∈ V , c(s) = k + 1, c(d) = k + 2, and k′ = k + 2. Here, t is the maximum
timestamp in Gτ. We claim that there exists a COLORFULPATH of length k−1 in Gτ if and only there
exists a (s, d)-COLORFULPATH of length k + 1 between vertices s and d in Gτ
′
.
Let Pτ = v1e1v2 . . . ek−1vk be a COLORFULPATH in Gτ. We construct a path Pτ
′
= se∗0v1e∗1 . . . e∗k−1vke∗kd
such that e∗0 = (s, v1, 1), e∗k+1 = (vk+1, d, t + 2) and e∗i = {(u, v, j + 1) : ei = (u, v, j)} for all i ∈ [k].
Since the colors of vi ∈ V (Pτ) are all different, the vertices in path Pτ′ will also have different colors.
So Pτ
′
is a colorful path of length k + 1 between vertices s and d.
Let Pτ
′
= se∗0v1e∗1 . . . e∗k−1vke∗kd be a temporal path of length k + 1 in Gτ
′
. We construct a path
Pτ = v1e1 . . . ek−1vk such that ei = {(u, v, j − 1) : e∗i = (u, v, j)} for all i ∈ [k− 1]. Since the colors of
vertices in Pτ
′
are all different which means the colors of vertices in Pτ will also be different. So Pτ
is a COLORFULPATH of length k− 1 in Gτ.
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Figure 4: Construction of Gτ.
5.6 Rainbow path problem in temporal graphs (RAINBOWPATH)
Given a vertex-colored temporal graph Gτ = (V, Eτ), an integer k and a coloring function c : V → [q]
with k < q ≤ n, the RAINBOWPATH problem is to decide whether there exists a temporal path Pτ of
length k− 1 in Gτ such that the vertex colors of Pτ are different.
For theNP-hardness, we reduce the k-PATH problem in non-temporal graphs to the RAINBOWPATH
problem in temporal graphs. The proof is presented in Lemma 5.5.
Lemma 5.5. Problem RAINBOWPATH is NP-complete.
Proof. We reduce the k-PATH problem in general graphs to the RAINBOWPATH problem in temporal
graphs. Given an instance of a k-path problem on a graph G = (V, E), we construct a vertex-colored
temporal graph Gτ = (Vτ, Eτ) such that the vertex set Vτ =
⋃k+3
i=1 V
i , where V i =
⋃n+2
j=1 u
i
j for all
i ∈ [k + 3], and the edge set Eτ = ⋃k+2i=1 E i where for all i ∈ {2, 3, . . . , k + 1} and for each edge
(ux , uy) ∈ E we add edges (uix , ui+1y , i), (ui+1x , uiy , i) to E i . Additionally, add edges (u1n+1, u2j , 1) and
(uk+2j , u
k+3
n+2, k + 2) for all j ∈ [n]. The edges between V i and V i+1 are the temporal edges in E i at
time instance i for all i ∈ [k+2]. Finally, for all i ∈ [n+2] j ∈ [k+3] the vertex u ji is assigned color
i. The construction of graph Gτ is illustrated in Figure 4.
We claim that there exists a path of length k in G if and only if there exists a RAINBOWPATH of
length k+2 in Gτ. So the RAINBOWPATH problem in temporal graphs is at least as hard as the k-PATH
problem in graphs.
Let us assume that there exists a path P = u1e1u2 . . . ekuk+1 of length k in G. We construct a
temporal path Pτ = u∗1e∗1u∗2 . . . e∗k+2u∗k+3 in Gτ as follows. For all i ∈ {2, . . . , k + 2} we have ui−1 ∈ P
so u∗i = uii−1 and u∗1 = u1n+1, u∗k+3 = uk+3n+2. The edges in Pτ are constructed as follows: e∗i =
(uii−1, ui+1i , i + 1) for all i ∈ {2, . . . , k + 2} where the original edge in the path P is ei = (ui−1, ui)
(such a temporal edge always exists by construction of Gτ). Finally, e∗1 = (u1n+1, u21, 1) where u1 is
the first vertex in P, e∗k+2 = (uk+2k+1, uk+3n+2, k + 2) where uk+1 is the end vertex of path P. Since P is a
path there exists no two vertices ui , u j ∈ P such that ui = u j , so no two vertices u∗i , u∗j ∈ Pτ have the
same color. Consequently, Pτ is a RAINBOWPATH of length k + 2 in Gτ.
Let us assume that Pτ = u11e
1
1u
2
2 . . . e
k+2
k+2u
k+2
k+1 is a RAINBOWPATH of length k+2 in G
τ. We construct
a path P = u∗1e∗1u∗2 . . . , e∗ku∗k+1 such that for all i ∈ {2, . . . , k + 2} u∗i−1 = ui such that ui+1i + 1 ∈ Pτ
and for each edge eii = (u
i
i , u
i+1
i+1, i) ∈ Pτ such that i ∈ {2, . . . , k + 2} we replace e∗i−1 = (ui , ui+1) in
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P. Since Pτ is a rainbow path there exists no two vertices in Pτ that have the same color, implying
that there exist no two vertices vi , v j ∈ P such that vi = v j . Thus, P is a path of length k in G and
we are done.
5.7 Temporal path problem with edge constraints (EC-TEMPPATH)
Given a temporal graph Gτ = (V, Eτ), an integer k ≤ n, a tuple T = ( j1, . . . , jk−1) of timestamps such
that ji < ji+1 for all i ∈ [k − 2], the problem asks us to decide the existence of a temporal path Pτ
such that the timestamps in Pτ agree with the timestamps in T in the specified order.
To establish the NP-hardness we reduce the k-PATH problem in non-temporal graphs to the
EC-TEMPPATH problem in temporal graphs. The proof of the reduction is presented in Lemma 5.6.
Lemma 5.6. Problem EC-TEMPPATH is NP-complete.
Proof. We proceed by a polynomial-time reduction from k-PATH (in non-temporal graphs) to TEMPPATH
with edge constraints.
Given an instance 〈G = (V, E), k〉 of k-PATH, we construct an instance of EC-TEMPPATH problem
such that Gτ = (V, Eτ), where Vτ = V and Eτ =
⋃
(u,v)∈E,i∈[k](u, v, i), and the set time constraints
on edges T = {1,2, . . . , k}. We claim that there exists a solution for the k-PATH problem in G if and
only if there exists a solution for EC-TEMPPATH problem in Gτ.
Let P = {v1, e1, v2, . . . , ek, vk+1} be a solution for the k-PATH problem in G. We construct a tem-
poral path Pτ = {v1, e′1, v2, . . . , e′k, vk+1} such that e′i = (vi , vi+1, i) for each i ∈ [k]. By construction,
we have that such an edge always exists in Eτ. The proof in other direction is analogous to the
previous. The claim follows.
5.8 Path motif problem with edge constraints (EC-PATHMOTIF)
Given a vertex-colored temporal graph Gτ = (V, Eτ), an integer k ≤ n, a multiset M of colors and
a tuple T = ( j1, . . . , jk−1) of timestamps such that ji < ji+1 for all i ∈ [k − 2]. The problem asks
us to decide the existence of a temporal path Pτ such that the timestamps of Pτ agree to that of
timestamps in T in the specified order and the vertex colors of Pτ agree to that of colors in M .
A reduction from COLORFULPATH problem in non-temporal graphs to EC-PATHMOTIF problem in
temporal graphs is straightforward. The construction is similar to that of Lemma 5.1, so we omit a
detailed proof.
Lemma 5.7. Problem EC-PATHMOTIF is NP-complete.
5.9 Path motif problem with vertex constraints (VC-PATHMOTIF)
Given a vertex-colored temporal graph Gτ = (V, Eτ), an integer k ≤ n, a tuple M of colors. The
problem asks us to find a temporal path of length k−1 such that the vertex colors of the path match
to that of colors in M in the specified order.
A reduction from the k-TEMPPATH problem to VC-PATHMOTIF problem with multiset M = {1k}
is straightforward. The hardness follows.
Lemma 5.8. Problem VC-PATHMOTIF is NP-complete.
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5.10 Colorful path problem with vertex constraints (VC-COLORFULPATH)
Given a temporal graph Gτ = (V, Eτ), an integer k ≤ n, a coloring function c : V → [k] and a tuple
M of k different colors. The problem asks us to decide the existence of a temporal path Pτ of length
k− 1 such that the vertex colors of Pτ agree to that of M in the order specified.
The VC-COLORFULPATH problem is solvable in polynomial time. We present a dynamic program-
ming algorithm in Section 7.5.
6 Algebraic algorithm for temporal paths
We now present an algorithm for the k-TEMPPATH and PATHMOTIF problems. Our algorithm relies on
a polynomial encoding of temporal walks and the algebraic fingerprinting technique [8, 34, 37, 57].
The algorithm is presented in three steps:
(i) a dynamic programming recursion to generate a polynomial encoding of temporal walks;
(ii) an algebraic algorithm to detect the existence of a multilinear monomial in the polynomial
generated using the recursion in (i) — furthermore, we prove that the existence of a multilinear
monomial implies the existence of a temporal path; and
(iii) finally, an extension of the approach to detect temporal paths with additional color constraints
via constrained multilinear detection.
Let us begin our discussion with the concept of polynomial encoding of walks and continue to
polynomial encoding of temporal walks.
Let P be a multivariate polynomial such that every monomial M is of the form
xd11 x
d2
2 . . . x
dq
q y
f1
1 y
f2
2 . . . y
fr
r .
A monomial is multilinear if di ∈ {0,1} for all i ∈ [q], and f j ∈ {0,1} for all j ∈ [r]. A monomial is
x-multilinear if di ∈ {0,1} for all i ∈ [q] — in other words, we do not take into account the degrees
of the y-variables. The degree of a monomial M is the sum of the degrees of all its variables. More
restrictively, the x-degree of M is the sum of the degrees of all its x-variables.
6.1 Monomial encoding of a walk
Let W = v1e1v2 . . . ek−1vk be walk in a temporal graph G = (V, E) for any integer k > 1. Let
{xv1 , . . . , xvn} be a set of variables corresponding to the vertices in V = {v1, . . . , vn} and let {yuv,` :
(u, v) ∈ E,` ∈ [k]} be a set of variables such that yuv,` corresponds to an edge (u, v) ∈ E that appears
at position ` in W . A monomial encoding of W is represented as
xv1 yv1v2,1 xv2 yv1v2,2 . . . yvk−1vk ,k−1, xvk .
It is easy to see that this encoding of W is multilinear if and only if W is a path for in a path
no vertex repeats. Moreover, for the later discussion, the reader should expect a convention where
x-variables correspond to vertices and y-variables to edges of a graph in question.
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v2
v3
v4
v1
Pv2,`−1
Pv3,`−1
Pv4,`−1
Pv1,` = xv1 yv1v2,`−1 Pv2,`−1 +
xv1 yv1v3,`−1 Pv3,`−1 +
xv1 yv1v4,`−1 Pv4,`−1
yv1v2,`−1
yv1v3,`−1
yv1v4,`−1
Figure 5: An illustration of the polynomial encoding of walks.
6.2 Generating polynomial for walks
Consider an example illustrated in Figure 5. Here, let Pv2,`−1, Pv3,`−1, and Pv4,`−1 denote the poly-
nomial encoding of all walks of length `− 1 ending at v2, v3, and v4, respectively. We construct the
polynomial encoding denoting all walks with length ` and ending at vertex v1 by writing
Pv1,` = xv1 yv1v2,`−1 P`−1,v2 + xv1 yv1v3,`−1 P`−1,v3 + xv1 yv1v4,`−1P`−1,v4 .
The intuition is that we can construct a walk of length ` for the vertex v1 using the walks of length
`− 1 for its neighbors in N(v1) = {v2, v3, v4}. Further, the intuition is that such a setup is appealing
algorithmically for an application of dynamic programming as we will see later on.
In general, we write Pu,` to denote the polynomial encoding of all walks of length `− 1 ending
at vertex u. As such, a generating function Pu,` for each u ∈ V and ` ∈ Z+ can be written as
Pu,1 = xu,
for each u ∈ V , and then
Pu,` = xu
∑
v∈N(u)
yuv,`−1Pv,`−1, (1)
for each u ∈ V and ` ∈ {2, . . . , k}.
Finally, we denote the polynomial P` =
∑
u∈V Pu,` for each ` ∈ [k]. In other words, P` is the
polynomial encoding of all walks of length `− 1.
We demonstrate the polynomial encoding of walks in a non-temporal graph using a toy example.
Let G = (V, E) be a graph with vertex set V = {v1, v2, v3} and edge set E = {(v1, v2), (v2, v3)}. Figure 6
(a), (b) and (c) illustrate the encoding of all walks with length zero, one and two, respectively.
Observe that monomials that correspond to paths are multilinear and they are highlighted in bold.
6.3 Monomial encoding of a temporal walk
Let Wτ = v1e1v2 . . . ek−1vk be a temporal walk in a temporal graph Gτ = (V, Eτ). Let {xv1 , . . . , xvn} be
a set of variables corresponding to the vertices in V = v1, . . . , vn and let {yuv,`,i : (u, v, i) ∈ Eτ,` ∈ [k]}
be a set of variables where yuv,`,i corresponds to an edge (u, v, i) ∈ Eτ that appears at position `
in Wτ. A monomial encoding of Wτ is represented as
xv1 yv1v2,1,i1 xv2 yv1v2,2,i2 . . . yvk−1vk ,k−1,ik−1 , xvk ,
where i1, . . . , ik−1 denote the timestamps on the edges e1, . . . , ek−1, respectively.
We make the following observation regarding the monomial encoding of a temporal walk.
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v1
v2
v3
Pv1,1 = xv1
Pv3,1 = xv3
Pv2,1 = xv2
(a) `= 1.
v1
v2
v3
Pv1,2 = xv1yv1v2,1xv2
Pv3,2 = xv3yv3v2,1xv2
Pv2,2 = xv2yv2v1,1xv1 +
xv2yv2v3,1xv3
(b) `= 2.
v1
v2
v3
Pv1,3 = xv1 yv1v2,2 xv2 yv2v1,1 xv1 +
xv1yv1v2,2xv2yv2v3,1xv3
Pv2,3 = xv2 yv2v1,2 xv1 yv1v2,1 xv2 +
xv2 yv2v3,2 xv3 yv3v2,1 xv2
Pv3,3 = xv3yv3v2,2xv2yv2v1,1xv1 +
xv3 yv3v2,2 xv2 yv2v3,1 xv3
(c) `= 3.
Figure 6: An example demonstrating the polynomial encoding of walks of length zero (a), one (b)
and two (c) in a non-temporal graph. Observe that monomials correspond to paths are multilinear
(highlighted in bold).
Lemma 6.1. The monomial encoding of a temporal walk Wτ is multilinear if and only if Wτ is a
temporal path.
Proof. Suppose that the temporal walk Wτ is a temporal path. By definition, each vertex of Wτ
appears exactly once, so all x terms in its monomial encoding are unique. From this, it is also
evident that the y terms are unique. Thus, the monomial encoding of Wτ is multilinear.
For the other direction, suppose that Wτ is not a temporal path. Because at least one vertex in
Wτ repeats, there is at least one x term in the monomial encoding of Wτ of degree at least two. It
follows that the encoding is not multilinear, concluding the proof.
6.4 Generating polynomial for temporal walks
In this section, we present a dynamic programming recursion to generate temporal walks.
Let Pu,`,i denote the encoding of all walks of length `−1 ending at vertex u at latest time i ∈ [t].
Again, consider the example illustrated in Figure 7, where v1 is a vertex such that Ni(v1) =
{v2, v3, v4}. Following our notation, Pv2,`−1,i−1, Pv3,`−1,i−1 and Pv4,`−1,i−1 represent the polynomial
encoding of walks ending at vertices v2, v3 and v4, respectively, such that all walks have length `−2
and end at latest time i−1. Further, Pv1,`,i−1 denotes the polynomial encoding of all walks of length
`− 1, ending at v1 at latest time i − 1.
The polynomial encoding to represent walks of length `−1 ending at v1 and at latest time i can
be written as
Pv1,`,i = xv1 yv1v2,`−1,i Pv2,`−1,i−1 +
xv1 yv1v3,`−1,i Pv3,`−1,i−1 +
xv1 yv1v4,`−1,i Pv4,`−1,i−1 + Pv1,`,i−1.
Intuitively, the above equation says that we can reach vertex v1 at time step i if we have already
reached any of its neighbors in Ni(v1) by latest time i − 1. Notice that the term Pv1,`,i−1 is included
so that if we have reached v1 at latest time i − 1 we can choose to stay at v1 for time i.
By generalizing the above idea, a generating function is obtained by setting
Pu,1,i = xu,
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v2
v3
v4
v1
Pv2,`−1,i−1
Pv3,`−1,i−1
Pv4,`−1,i−1
Pv1,`,i = xv1 yv1v2,`−1,i Pv2,`−1,i−1 +
xv1 yv1v3,`−1,i Pv3,`−1,i−1 +
xv1 yv1v4,`−1,i Pv4,`−1,i−1 + Pv1,`,i−1
yv1v2,`−1,i
yv1v3,`−1,i
yv1v4,`−1,i
Figure 7: An illustration of the polynomial encoding of temporal walks.
for each u ∈ V and i ∈ [t], and
Pu,`,i = xu
∑
v∈Ni(u)
yuv,`−1,i Pv,`−1,i−1 + Pu,`,i−1, (2)
for each u ∈ V , ` ∈ {2, . . . , k}, and i ∈ [t].
Furthermore, let us form the polynomial P`,i =
∑
u∈V Pu,`,i , for each ` ∈ [k] and i ∈ [t]. Put
differently,P`,i denotes the polynomial encoding of all walks of length `−1 ending at latest time i.
Now, we observe that the problem of detecting a k-TEMPPATH is equivalent to finding an x-
multilinear monomial inPk,t . From the construction of the generating function (2) it is clear that
the y variables are always distinct, so detecting an x-multilinear monomial is equivalent to detecting
a multilinear monomial.
We demonstrate the polynomial encoding of temporal walks using a small example graph. Con-
sider a temporal graph Gτ = (V, Eτ) with vertex set V = {v1, v2, v3} and edges Eτ = {(v1, v2, 1) ,
(v1, v2, 2), (v2, v3, 1), (v2, v3, 2)}. The polynomial encoding of temporal walks of length zero, one
and two is illustrated in Figure 8 (a,b), (c,d) and (e,f), respectively. Again, observe that multilinear
monomials highlighted in bold correspond to temporal paths in the graph.
Lemma 6.2. The polynomial encoding Pu,`,i in Equation (2) contains an x-multilinear monomial of
x-degree ` if and only if there exists a temporal path Wτ of length ` − 1 ending at vertex u at latest
time i.
Proof. Suppose that there exists an x-multilinear monomial M of x-degree ` in Pu,`,i . By Lemma 6.1,
we know that M corresponds to a temporal path Wτ. Because M has x-degree `, we have that Wτ
has length ` − 1. Moreover, by the construction of the generating function, all the walks end at
vertex u meaning Wτ also ends at vertex u. Finally, all the monomial encodings of walks of length
`−1 reaching u before time i are preserved using the term Pu,`,i−1, so the time of reaching u can be
at most i for Wτ, as required.
For the other direction, we have again by Lemma 6.1 that there exists a multilinear monomial
M in Pu,`,i . Since the length of W
τ is `− 1, we have that M has ` unique x terms. In other words,
the x-degree of M is ` and our claim follows.
6.5 Multilinear sieving
From Lemma 6.2 the problem of deciding the existence of a k-TEMPPATH in Gτ reduces to detecting
the existence of a multilinear monomial term inPk,t .
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v1
v2
v3
Pv1,1,1 = xv1
Pv2,1,1 = xv2
Pv3,1,1 = xv3
{1, 2}
{1, 2}
(a) `= 1, i = 1.
v1
v2
v3
Pv1,1,2 = xv1
Pv2,1,2 = xv2
Pv3,1,2 = xv3
{1,2}
{1,2}
(b) `= 1, i = 2.
v1
v2
v3
Pv1,2,1 = xv1yv1v1,1,1xv2
Pv2,2,1 = xv2yv2v1,1,1xv1 +
xv2yv2v3,1,1xv3
Pv2,2,1 = xv3yv3v2,1,1xv2
{1,2}
{1,2}
(c) `= 2, i = 1.
v1
v2
v3
Pv1,2,2 = xv1yv1v2,1,1xv2 +
xv1yv1v2,1,2xv2
Pv2,2,2 = xv2yv2v1,1,1xv1 +
xv2yv2v3,1,1xv3 +
xv2yv2v1,1,2xv1 +
xv2yv2v3,1,2xv3
Pv3,2,2 = xv3yv3v2,1,1xv2 +
xv3yv3v2,1,2xv2
{1,2}
{1,2}
(d) `= 2, i = 2.
v1
v2
v3
Pv1,3,1 = ;
Pv2,3,1 = ;
Pv3,3,1 = ;
{1,2}
{1,2}
(e) `= 3, i = 1.
v1
v2
v3
Pv1,3,2 = xv1 yv1v2,2,2 xv2 yv2v1,1,1 xv1 +
xv1yv1v2,2,2xv2yv2v3,1,1xv3
Pv2,3,2 = xv2 yv2v1,2,2 xv1 yv1v2,1,1 xv2 +
xv2 yv2v3,2,2 xv3 yv3,v2,1,1 xv2
Pv3,3,2 = xv3 yv3v2,2,2 xv2 yv2v1,1,1 xv1 +
xv3yv3v2,2,2xv2yv2v3,1,1xv3
{1,2}
{1,2}
(f) `= 3, i = 2.
Figure 8: An example to demonstrate the polynomial encoding denoting temporal walks of length
zero (a, b), one (c, d) and two (e, f) in a temporal graph. Observe that monomials corresponding
to a temporal path are multilinear (highlighted in bold).
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Let L be the set of k labels and [n] the set of vertices in V . We express L and [n] in terms of
a set of new variables. More precisely, for each vertex i ∈ [n] and label j ∈ L we introduce a new
variable zi, j . The vector of all variables of zi, j is denoted as z and the vector of all y-variables as y.
At this point, we turn to the multilinear sieving technique of Björklund, Kaski and Kowalik [6].
Lemma 6.3 (Multilinear sieving [6]). The polynomialPk,t has at least one multilinear monomial if
and only if the polynomial
Q(z,y) =
∑
A⊆L
Pk,t(z
A
1 , . . . , z
A
n,y) (3)
is not identically zero, where zAi =
∑
j∈A zi, j for all i ∈ [n] and A⊆ L.
From the lemma, we can determine the existence of a multilinear monomial inPk,t by making 2
k
substitutions of the new variables in z in Equation (3). In fact, as detailed in [6], these substitutions
can be random for a low-degree polynomial which is not identically zero has only few roots. Indeed,
if one evaluates the said polynomial at a random point, one is likely to witness that it is not identically
zero (see e.g., Schwartz [50], Zippel [61]). Therefore, the algorithmic framework this approach
gives rise to is randomized with a false negative probability (2k − 1)/2b where the arithmetic is
over the finite field GF(2b) (for full technical details, see [8]).4 This result can be used to design an
algorithm for the k-TEMPPATH problem.
Lemma 6.4. There exists an algorithm for solving the k-TEMPPATH problem in O(2kk(nt + m)) time
and O(nt) space.
Proof. The algorithm will first construct the polynomial Pk,t representing all temporal walks of
length k−1 using the recursion in Equation (2). Afterwards, it checks if there exists an x-multilinear
monomial term in Pk,t via Lemma 6.3. Then, by Lemma 6.2, the existence of an x-multilinear
monomial term of size k implies the existence of a k-TEMPPATH of length k− 1 and vice versa.
In more detail, for ` ∈ [k], computingP`,i requires O(n+ mi) additions and multiplications in
the field GF(2b), where mi is the number of edges at time instance i ∈ [t]. Furthermore, computing
the polynomial for all i ∈ [t] requires O(nt + m) additions and multiplications. Finally, we need to
iterate the computations over ` ∈ [k], so, we have O(k(nt +m)) additions and multiplications. The
overall complexity of the algorithm is O(2kk(nt + m)(A(2b) + M(2b)), where A(2b) and M(2b) are
the complexities of addition and multiplication in the field GF(2b), respectively. Asymptotically, it is
known that M(2b) = O(b log b) and A(2b) = O(log b) (see [45]). Therefore, the overall complexity
of the algorithm is O(2kk(nt + m)b log b).
In order to compute P`,i we need to remember the computations of Pu,`,i−1 and P`−1,i−1 for
all v ∈ V \ u and for all i ∈ [t]. However, we can reuse space since computing the `-th polynomial
encoding only depends on the (` − 1)-th polynomial encoding. For each vertex v ∈ V we need a
field variable and we need to compute this for all i ∈ [t] (this is also required for even staying at
the vertex without moving). Thus, the memory requirement is O(nt).
As a corollary, one can also observe that the given algorithm establishes that k-TEMPPATH is
fixed-parameter tractable in polynomial space.
4In practice, to make the probability of a false negative very low one can choose b to be large enough, say b = 64.
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6.6 Constrained multilinear sieving
We now move on to extending the previous approach to detect PATHMOTIF using the constrained
multilinear sieving technique due to [8].
If we observe carefully, to obtain a PATHMOTIF we need to find a multilinear monomial term
in the polynomial Pk,t such that the vertex colors corresponding to the x-variables with degree
one agree with that of the multiset M . This can be done by imposing additional constraints while
evaluating the sieve.
Let C be a set of n colors and c : [n] → C a function that associates each i ∈ [n] to a color in
C . For each color s ∈ C , let us denote the number of occurrences of color s by µ(s). A monomial
xd11 . . . x
dq
q y
f1
1 . . . y
fr
r is properly colored if for all s ∈ C it holds that µ(s) = ∑i∈c−1(s) di , i.e., the
number of occurrences of color s is equal to the total degree of x-variables representing the vertices
with color s.
For each s ∈ C , let Ss be the set of {µ(s)} with color s such that Ss ∩ Ss′ = ; for all s 6= s′. For
i ∈ [n] and d ∈ Sc(i) we introduce a new variable vi,d . Let L be a set of k labels. For each d ∈ ∪s∈CSs
and each label i ∈ L we introduce a new variable wi,d .
Lemma 6.5 (Constrained multilinear sieving [8]). The polynomial Pk,t has at least one monomial
that is both x-multilinear and properly colored if and only if the polynomial
Q(z,w,y) =
∑
A⊆L
Pk,t(z
A
1 , . . . , z
A
n,y) (4)
is not identically zero, where
zAi =
∑
j∈A
zi, j , and zi, j =
∑
d∈Sc(i)
vi,d wd, j . (5)
To obtain an algorithm running time O(2kk(nt + m)) using O(nt) space for PATHMOTIF we
proceed similarly to the proof of Lemma 6.4, but instead apply Lemma 6.5 to the constructed poly-
nomial. Further and similarly, it follows that PATHMOTIF problem is fixed-parameter tractable.
6.7 Vertex-localization
The idea of vertex-localization was introduced by Kaski et al. [32] while engineering the multilinear
sieving approach to scale for large query sizes (for non-temporal graphs). The approach is effective
to sieve out the vertices that are not incident to at least one match, thus reducing the graph size.
We extend their idea of vertex-localization to temporal graphs. More precisely, we extend the sieve
construction to identify the set of vertices that have at least one temporal path agreeing with specific
constraints and end at these vertices.
In this approach instead of working with the polynomial encoding of temporal walks Pk,t for
all vertices, we operate on a family of multivariate polynomials Pu,k,t for each individual u ∈ V
simultaneously. We localize our evaluation to each individual vertex u by performing 2k random
evaluations of the variable z on the localized polynomial Pu,k,t , independently. Furthermore, the
polynomial Pu,k,t has at least one monomial that is both x-multilinear and properly colored if and
only if the polynomial
Qu(z,w,y) =
∑
A⊆L
Pu,k,t(z
A
1 , . . . , z
A
n,y) (6)
18
is not identically zero, where
zAi =
∑
j∈A
zi, j , and zi, j =
∑
d∈Sc(i)
vi,d wd, j . (7)
Thus, if the polynomial Qu(z,w,y) evaluates to a non-zero term, it follows from Lemma 6.2 that
there exists at least one temporal path of length k− 1 ending at vertex u satisfying the constraints.
By independently evaluating the set of polynomials Qu(z,w,y) for each u ∈ V , one can obtain a set
of vertices for which there exists at least one temporal path satisfying the constraints and ending at
these vertices. Most importantly, this redesign of the sieve comes with no change in the asymptotic
time and space complexity. It is to be noted that there is a per-vertex false negative probability of
(2k− 1)/2b where the arithmetic is over the finite field GF(2b). Again, in practice we can choose a
large enough field size (say b = 64) to keep the error probability very low.
For the full technical details of multilinear sieving with vertex-localization, we refer the reader
to the work of Kaski et al. [32, §2]
6.8 Finding optimum timestamp
In this section we describe a procedure to obtain an optimum timestamp. By optimum we mean that
the maximum timestamp of the edges in the temporal path is minimized. We refer to our algorithm
for the decision variant as decision oracle.
To find the minimum (optimum) timestamp t ′ ∈ [t], we make O(log t) queries to the decision
oracle using binary search on range {1, . . . , t}. More precisely, we construct a polynomial encoding
of all walks of length k − 1 which end at latest time t ′ and query the oracle for the existence of a
path. Thus, we need at most log t queries to the decision oracle to find the minimum timestamp t ′
for which there exists a match. As such, the overall complexity of finding the optimum timestamp
is O(2kk(nt + m) log t).
6.9 Extracting a solution
In the previous sections we described an algebraic solution for the decision version of the PATHMOTIF
problem. That is, the described algorithm strictly answers YES/NO to the question of whether a
solution exists. However, in many cases, we need to extract an explicit solution if such exists. We
propose two approaches to extract an optimal solution. Our first approach uses the self-reducibility
of the problem while the second approach uses vertex-localization.
Using self-reducibility. The extraction process works in two steps:
(i) extract a k-vertex temporal subgraph that contains a temporal path matching the multiset query;
(ii) extract a temporal path in the subgraph from (i) using temporal DFS.
Extracting a subgraph. We use the decision oracle as a subroutine to find a solution in O(n)
queries as follows: for each vertex v ∈ V , we remove the vertex v and the edges incident to it and
query the oracle. If there is a solution (i.e., the oracle returns YES), then we continue to next vertex;
otherwise we put back v and the edges incident to it, and continue to next vertex. In this way, we
can obtain a subgraph with k vertices in at most n− k queries to the oracle. However, the number
of queries to the decision oracle can be reduced to O(k log n) queries in expectation by recursively
dividing the graph in to two halves [6].
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Table 2: A summary of algorithm runtimes for the PATHMOTIF and k-TEMPPATH problems.
Algorithm Time complexity
Deciding the existence of a solution
Deciding existence O(2kk(nt + m))
Finding optimum timestamp O(2kk(nt + m) log t)
Extracting an optimum solution
Self-reducibility + Temporal-DFS O(2kk(nt + m)(k log n+ log t) + k!)
Vertex-localization + Temporal-DFS O((2kk(nt + m) log(t)) +∆k)
Extracting a temporal path. We pick an arbitrary start vertex in the subgraph obtained from
step (i) and find a temporal path connecting all the k vertices using temporal DFS. If such a path
does not exist, then we continue to the next vertex. Even though the worst case complexity of
this approach is O(k!), we will demonstrate later that it is highly practical. In contrast, extracting
a solution can be done using O(k) queries to the decision oracle using vertex-localized sieving.
However, we leave a vertex-localization variant of sieving for future work.
In summary, the overall complexity of extracting an optimum solution using self-reducibility is
O((2k(nt + m)(k log n+ log t)) + k!).
Using vertex-localization. Again, the process works in two steps: (i) we identify the set of vertices
for which there exists at least one temporal path satisfying the constraints and end at the vertex, (ii)
we choose a vertex from the set of vertices obtained from step (i) and perform a reverse temporal-
DFS (with decreasing order of the timestamps) such that the path ends at the chosen vertex.
As described earlier (cf. §6.7), vertex-localization comes with no additional cost with respect
either space or time. The temporal DFS takes O(∆k) time, where ∆ is the maximum degree of the
temporal graph. The details of the algorithm and its runtime analysis is described in Section 9.1.
So, the overall complexity of extracting an optimum solution using vertex-localization is
O((2kk(nt + m) log(t)) +∆k).
To summarize, the runtimes of the decision and extraction variants of the algorithm are reported
in Table 2.
7 Extending the framework
Our multilinear sieving method is not limited to solving the k-TEMPPATH and PATHMOTIF problems.
In this section, to demonstrate this, we describe extensions of our method to solve many similar
variants of these problems.
7.1 Solving COLORFULPATH and (s, d)-COLORFULPATH problems
The COLORFULPATH problem is a special case of the PATHMOTIF problem with a multiset query of
different colors. As such, one can use the algorithm described to solve the PATHMOTIF problem to
solve the COLORFULPATH problem. Furthermore, to adapt the algorithm for the (s, d)-COLORFULPATH
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problem, it suffices to assign unique colors to the source and the destination vertices, and include
these colors in the multiset. More precisely, given an instance of (s, d)-COLORFULPATH, we extend
the given vertex-coloring function c by also setting c(s) = k + 1 and c(d) = k + 2, where k + 1
and k + 2 are new unique colors. Further, we set M ′ = M ∪ {k + 1, k + 2} and apply the algorithm
described for PATHMOTIF on the produced instance (Gτ, c, M ′, k + 2).
7.2 Solving the RAINBOWPATH problem
Given a RAINBOWPATH problem with coloring function c : V → [q], we query the decision oracle
of the PATHMOTIF problem with k combinations of q colors. In total we need at most
 q
k

queries
to decide the existence of a RAINBOWPATH. So the overall complexity to decide the existence of a
RAINBOWPATH is O(qk2kk(nt + m)).
Note that the algorithm is practical for small values of q.
7.3 Solving the EC-PATHMOTIF problems
Recall that in the EC-PATHMOTIF problem we are given a temporal-graph Gτ = (V, Eτ), a tuple
T = ( j1, . . . , jk−1) of timestamps such that ji < ji+1 for all i ∈ [k−2] and a multiset M of colors, and
the goal is to decide whether there exists a temporal path matching T in the specified order with
vertex colors agreeing with M . We construct a generating polynomial for EC-PATHMOTIF such that
Pu,1, j0 = xu,
for each u ∈ V and j0 = 1; and
Pu,`, j`−1 = xu
∑
(u,v, j`−1)∈Eτ
yuv,`−1, j`−1 Pv,`−1, j`−2
for each u ∈ V , ` ∈ {2, . . . , k}.
From Lemmas 6.2 and 6.5, it follows that existence of a multilinear monomial in the polynomial
Pk, jk−1 =
∑
u∈V Pu,k, jk−1 would imply the existence of a EC-PATHMOTIF of length k − 1 and satisfy-
ing the constraints. The algorithm requires O(2k(nk + m)) time and O(n) space. In more detail,
computingP`, j`−1 requires n+ m`−1 additions and multiplications. Furthermore, for all ` ∈ [k− 1]
we require n(k − 1) +∑k−1`=1 m j` = O(nk + m) additions and multiplications. So the overall time
complexity of the algorithm is O(2k(nk + m)). For computing P`, j`−1 , we only need P`−1, j`−2 . So
the space complexity is O(n).
Note that EC-TEMPPATH problem is a special case of EC-PATHMOTIF problem such that the motif
query has a single color i.e, M = {1k}. Likewise, we use the algorithm described above to solve
the EC-TEMPPATH problem and the complexity results of the algorithm follow from EC-PATHMOTIF
problem.
7.4 Solving the VC-PATHMOTIF problem
Recall that in the VC-PATHMOTIF problem we are given a temporal graph Gτ = (V, Eτ), a coloring
function c : V → [q], a tuple M = (c1, . . . , ck) of colors, and the goal is to decide whether there
exists a temporal path Pτ such that the vertex colors of Pτ match with M in the specified order. We
construct a generating polynomial for the VC-PATHMOTIF problem such that
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Pu,1,i = xu,
for all u ∈ V , i ∈ [t] and c(u) = c1; and
Pu,`,i = xu
∑
v∈Ni(u)
yuv,`−1,i Pv,`−1,i−1 + Pu,`,i−1
for all u ∈ V , ` ∈ {2, . . . , k}, i ∈ [t], and c(u) = c`, c(v) = c`−1.
From Lemmas 6.2 and 6.5, it follows that the existence of a multilinear monomial in the poly-
nomial generated above would imply the existence of a EC-PATHMOTIF and vice versa. The runtime
and space complexity results follow.
7.5 Solving the VC-COLORFULPATH problem
The VC-COLORFULPATH problem in temporal graphs is solvable in polynomial time. Indeed, we
present a dynamic programming algorithm for solving the problem in O(mt) time and O(nt) space.
Again, recall that in the VC-COLORFULPATH problem we are given a temporal graph Gτ = (V, Eτ),
an integer k ≤ n, a coloring function c : V → [k], and a tuple M of k different colors. The problem
asks us to decide whether there exists a temporal path Pτ of length k−1 such that the vertex colors
of Pτ match with M in the specified order.
Without loss of generality, let M = (1, . . . , k). Let Vi ⊆ V denote the set of vertices with color
i ∈ [k]. Define an indicator variable Iu,i for each u ∈ V and i ∈ [t] to indicate the existence of an
VC-COLORFULPATH. Our dynamic programming recursion works as follows: for all u ∈ V1 and i ∈ [t],
initialize Iu,i = 1. Iterate over ` ∈ {2, . . . , k}. For each u ∈ V` set Iu, j = 1 for all j ∈ {i + 1, . . . , t} if
there exists an edge (u, v, i) ∈ Eτ such that v ∈ V`−1 and Iv,i = 1. Finally, if Iu,i = 1 for any vertex
u ∈ Vk and timestamp i ∈ [t], it implies that there exists a VC-COLORFULPATH ending at vertex u at
time i.
As we have a total of nt indicator variables, the space complexity is O(nt). For each edge e ∈ Eτ
we update at most t indicator variables, so the algorithm takes O(mt) time.
7.6 Path motif problem with delays
In a transport network a transition between any two locations may involve a transition time and a
minimum delay time at a location before continuing the journey, for example a minimum time to
visit a museum. In this section, we introduce a problem setting with transition and delay times, and
present generating polynomials to solve the problems.
For a temporal graph Gτ = (V, Eτ), an edge e ∈ Eτ is a tuple (u, v, i,ε) where u, v ∈ V , i ∈ [t]
is the edge timestamp and ε ∈ Z+ is the transition time from u to v. Additionally, each vertex has a
delay time δ : V → Z≥0.
We consider the following cases.
Encoding only with delay:
Pu,`,i = xu
∑
(u,v,i,ε)∈E
yuv,`−1,i Pv,`−1,i−δ(v) + Pu,`,i−1.
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Encoding only with transition time:
Pu,`,i+ε = xu
∑
(u,v,i,ε)∈E
yuv,`−1,i Pv,`−1,i−1 + Pu,`,i−1.
Encoding with transition time and delay:
Pu,`,i+ε = xu
∑
(u,v,i,ε)∈E
yuv,`−1,i Pv,`−1,i−δ(v) + Pu,`,i−1.
From Lemmas 6.2 and 6.5, it follows that existence of a multilinear monomial in the polynomial
generated above would imply the existence of a PATHMOTIF (or k-TEMPPATH). The time and space
complexity of the algorithm follow.
7.7 Including wildcard entries
We now describe how to extend our framework to include wildcard entries. We can extend the
PATHMOTIF problem so that each vertex is colored with a set of colors instead of a single color. This
extension enables us to have wildcard entry matches, which can be desirable in scenarios where
vertices are not immediately adjacent but rather some uncertain distance away.
Let c : V → [q] be the color mapping defined in the original problem instance. We introduce
an additional color q + 1 and associate it with each vertex in the graph. More precisely, c′ : V →
{c(v), q + 1}. In other words, each vertex v ∈ V is mapped to two colors; one of which is defined
by c and the other is q + 1. In the modified problem instance each vertex can either match to the
original color defined by c or the color q + 1.
We discuss the approach for solving the PATHMOTIF problem with wildcard entries, however, for
other variants of the problem the method is similar. Given a PATHMOTIF instance (Gτ, c, M , k) with
c : V → [q], we construct an instance (Gτ, c′, M ′, k′) such that c′ : V → {c(v), q′}, M ′ = M , k′ = k
q′ = q+1 and query the decision oracle. Now if the oracle returns a YES, we report the existence of
a match. Otherwise, we increment k′ = k′+1, add a color q′ to the multiset i.e, M ′ = M ′∪{q′} and
query the decision oracle with instance (Gτ, c′, M ′, k′). Again, if the decision oracle returns a YES,
we report the existence of a match with k′ − k wildcard entries, otherwise we repeat the procedure
of adding color q′ to M ′, incrementing k′ and querying the decision oracle up to some maximum
value of k′.
8 Implementation
We use the design of Björklund et al. [9] as a starting point for our implementation, in particular
we make use of their fast finite-field arithmetic implementation.
Intuition. A high-level intuition of the approach is as follows: we assign each variable in a monomial
a value in the field GF(2b). The multiplication between any two field variables is defined as a
XOR operation. Likewise, if we multiply two variables with the same value they cancel out each
other and the resulting monomial has a zero value. So, even though the generating polynomial has
monomials that are not x-multilinear, the contributions from such monomials will cancel out during
the evaluation. It is to be noted that the actual implementation is not identical to this description,
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but the high-level idea is similar. For the implementation details of the finite-field arithmetic, we
refer the reader to the work of Björklund et al. [9, § 3.3].
A natural challenge in implementation engineering is to saturate the arithmetic bandwidth of
the hardware, while simultaneously keeping the memory pipeline busy. Modern computing architec-
tures have high memory bandwidth, however, the increase in bandwidth comes at the cost of latency.
More precisely, after the processor issues a memory fetch instruction it takes many clock cycles to
fetch the data from the main memory and make it available on the registers. Often the memory
latency is orders of magnitude greater than the latency of arithmetic operations. Now, the challenge
is to keep the processer busy with enough arithmetic instructions for computation meanwhile the
memory pipeline is busy fetching the data for subsequent computations. The memory interface can
be effectively utilized using coalesced memory accesses, by arranging the memory layout such that
the data used for consecutive computation is available in consecutive memory addresses. The arith-
metic bandwidth can be saturated by enabling parallel executions of the same arithmetic operations,
which are enabled using vector extensions. More precisely, if we are executing the same arithmetic
operation on different operands, then we can group the operands using vector extensions to execute
arithmetic operations in parallel, thereby increasing the arithmetic throughput. The combination
of memory coalescence and vector extensions are often used to speedup the computation in the
algorithm-engineering community [3].
Our engineering effort boils down to implementing the generating function (2) and evaluating
the recurrence at 2k random points. Specifically, we introduce a domain variable xv for each v ∈ V
and a support variable yuv,`,i for each ` ∈ [k] and (u, v, i) ∈ Eτ. In total, there are O(n) domain
variables and O(mk) support variables. The values of variables xv are computed using Equation (7)
and the values of variables yuv,`,i are assigned uniformly at random using a pseudorandom number
generator, on the fly without storing in memory. Observe that the variables xv and yuv,`,i are used
exactly once during the computation ofPk,t . Recall that in theory our algorithm has a false negative
probability of 2k−12b , however, in practice the false negative probability depend on the quality of the
random number generator. Our implementation of the recurrence in Equation (2) loops over three
variables: the outermost loop is over [k], second loop over [t] and final loop over V . So we compute
the value of Pu,`,i for all u ∈ V with ` and i fixed. Precisely, for each iteration of inner most loop we
compute the value of Pu,`,i .
The implementation borrowed from our earlier work [52] uses O(ntk) memory, nevertheless,
in our current work we improve the memory footprint of the implementation to O(nt) memory, as
claimed in theory. For simplicity, we refer our implementations of using O(ntk) and O(nt) memory
as genf-1 and genf-2, respectively. Recall that computing the `-th polynomial encoding P`,i would
require only the (`− 1)-th polynomial encodingsP`−1,i−1 and Pu,`,i−1. StoringP`,i andP`−1,i for
all i ∈ [t] requires 2nt memory. However, computingP`+1,i for all i ∈ [t] does not requireP`−1,i ,
so we can reuse the memory used to storeP`−1,i . This is achieved by swapping the array pointers
and initializing the array at each iteration of the outermost loop over [k].
If we observe carefully, the dynamic programming recursion (2), computing Pu,`,i is independent
for each vertex. More precisely, computing Pu,`,i is independent for each u ∈ V , provided that we
fix the values of ` and i. So the algorithm is thread-parallelizable up to n threads. Likewise, we
employ OpenMP API using the “omp parallel for” construct with default scheduling over the
vertices in V to achieve thread-level parallelism. Furthermore, we need to evaluate at 2k random
points, that is, we need 2k random substitutions of the variables in z to evaluate Pk,t and these
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substitutions are independent of each other. More precisely, vector parallelization is achieved on
2k random points of evaluation, since we perform the same arithmetic operation on different set
of data. So the algorithm is vector-parallelizable up to 2kn. In order to reduce the memory access
latency we organize our memory layout as k × t × n and t × n for genf-1 and genf-2, respectively;
furthermore, we employ hardware pre-fetching [9, § 3.6] to saturate the memory bandwidth.
Our implementation is written in the C programming language with OpenMP constructs to
achieve thread-level parallelism. The source code is compiled using -march=native and -O5 opti-
mization flags to enable architecture-specific optimization and instruction set extensions. The run-
ning time is measured using OpenMP time interface omp_get_wtime and memory usage is tracked
using wrapper functions around standard C memory allocation subroutines malloc and free. We
support extracting an optimum solution using two approaches: the first approach uses self-reducibility
of the interval oracles, based on the work of Björklund et al. [7]; and our second approach makes
use of vertex-localization and temporal-DFS. We support both directed and undirected graphs.
8.1 Preprocessing
We take advantage of two preprocessing steps to reduce the size of the input graph: (i) we remove
all vertices whose vertex color do not match with the multiset colors; (ii) we merge the temporal
graph instance to a non-temporal graph, build a vertex-localized sieve on the non-temporal instance
and reconstruct a temporal graph using the list of vertices, which are incident to at least one match
in the vertex-localized sieve.
Recall that in the vertex-localized sieving instead of working with polynomial encoding of all
walks for all vertices, we localize the generating polynomial to each vertex. More precisely, we
construct polynomial encoding of all walks ending at each vertex, independently and perform 2k
random evaluations for the localized polynomial. If the sieve evaluates to a non-zero value, it indi-
cates that there exists at least one path ending at vertex satisfying the constraints. However, in case
of non-temporal graphs, the sieve evaluates to a non-zero if the vertex is incident to (part of) at least
one match, this helps us to obtain a list of vertices that are incident at least one match, furthermore
helps us to remove all vertices that are not incident to a match. We suggest the reader to refer the
work of Kaski et al. [32] for a detailed discussion of vertex-localization in non-temporal graphs.
For preprocessing using vertex-localization, we engineer an implementation of the generating
function (1) and evaluate the recurrence at 2k random points. Specifically, we compute a set of poly-
nomials {Pu,k: for each u ∈ V} and evaluate them independently. Finally, we obtain a set of vertices
for which the polynomial Pu,k evaluates to a non-zero term. We introduce a domain variable xv for
each v ∈ V and a support variable yuv,` for each ` ∈ [k] and (u, v) ∈ E. In total, there are O(n)
domain variables and O(m) support variables. The values of variables xv are computed using Equa-
tion (7) and the values of variables yuv,` are assigned uniformly at random using a pseudorandom
number generator, on the fly without storing in memory. Our implementation of the recurrence in
Equation (1) loops over two variables: the outer loop is over [k] and the inner loop over V . We
compute the value of Pu,` for all u ∈ V in the inner loop for each iteration of ` ∈ [k]. Precisely,
for each iteration of the inner most loop we evaluate a family of polynomials Pu,`: for each u ∈ V ,
independently. The generating function (1) has an asymptotic memory complexity of O(n). More
precisely, we need 2 · n memory to storeP` andP`−1.
The first preprocessing step is trivial, however, the approach is ineffective for COLORFULPATH,
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(s, d)-COLORFULPATH problem and also if a vertex matches to more than one color (for example,
while using wildcard entries). The second approach is non-trivial and unique to our generating
function construction, which can be employed to further reduce the graph size even after applying
the trivial first step. We make use of the fact that if there exists a temporal path in a temporal graph
it implies that there exist a path in the corresponding non-temporal instance of the graph, however,
the vice versa is not always true. To take advantage of this fact, we build a vertex-localized sieve
on the non-temporal instance, which return a list of vertices that are incident to at least one match.
Furthermore, we reconstruct a temporal graph using the vertices that are incident to at least one
match on the static graph. In practice, it is expected that there most likely will not be many matches,
as a consequence, the size of the input graph could reduce significantly depending on the number
of incident vertices. The runtime of our algorithm rely on the number of target matches in the
graph only if the preprocessing step is applied. Recall that our algorithm is randomized and has a
per-vertex false negative probability of 2k−12b [32], for most of our experiments we use field size of
GF(264), which makes the false negative probability very close to zero and a single run of vertex-
localized sieve construction is sufficient. However, for smaller field size multiple repetition of the
experiment is required to avoid false negatives.
Our software is available as open source [51, 53].
9 Experimental setup
In this section we discuss our experimental setup.
9.1 Baseline
For the problems considered in this paper we are not aware of any known baselines that provide an
exact or approximate solution. Thus, to compare our techniques with non-algebraic methods, we
implement two naive baselines:
(i) an exhaustive-search algorithm using temporal DFS, and
(ii) a brute-force algorithm based on random walks.
Exhaustive-search. In this technique, we pick a vertex v ∈ V and perform temporal DFS starting
from v by restricting the depth of the DFS to k. Every time we reach depth k, we check if the set
of vertices in the path satisfies the multiset colors. If it does, we update the solution to our optimal
solution only if the maximum timestamp in the temporal path is less than the current solution,
otherwise we continue. We repeat the process for each vertex.
The runtime of the exhaustive-search algorithm is bounded by O(n∆k), where ∆ is the maxi-
mum degree of the graph. The runtime analysis is as follows: as a worst case let us assume that
each vertex has degree ∆. While performing temporal DFS each vertex has one incoming edge and
∆ − 1 outgoing edges. So the temporal DFS tree of depth k has at most O(∆k) vertices to visit.5
Furthermore we perform temporal DFS starting from each vertex in the graph making the overall
complexity of the algorithm O(n∆k). Observe carefully that a temporal DFS on each vertex is inde-
pendent and it can be parallelized up to n-threads. So we use thread-level parallelism to speedup the
computation. Note that the runtime bound of exhaustive search is loose, in practice the algorithm
5More precisely, the number of vertices in the temporal DFS tree is (∆−1)
k−1+∆−3
∆−2 .
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performs much faster than the theoretical bounds. A more tighter bound can be obtained with an
assumption on degree and timestamp distribution, for example, d-regular or power-law distribution
for graph degrees.
Random-walk. In this approach we pick a vertex v uniformly at random and perform a random
temporal walk by restricting its length to k − 1. We check if the random walk is a path and the
vertex colors of the walk matches the multiset. If it does, we update the solution to the optimal
solution provided that the maximum timestamp in the current solution is less than the optimal
solution, otherwise we continue to the next random walk. The runtime of the algorithm is bounded
by the number of random walk iterations. This approach is also thread parallelizable since each
random walk is independent.
It is to be noted that, our random-walk implementation failed to report an optimal solution even
for small graph instances with m = 104 and k = 5 even after hundred million random iterations.
For this reason, we experiment only with the exhaustive-search baseline.
Our baselines are implemented in the C programming language. Furthermore, they are opti-
mized for architecture-specific instruction set and parallelized to achieve thread-level parallelism.
9.2 Hardware
To evaluate our algorithm implementations we experiment with two hardware configurations.
Workstation: A Fujitsu Esprimo E920 with 1×3.2 GHz Intel Core i5-4570 CPU, 4 cores, 16 GB mem-
ory, Ubuntu, and gcc v 5.4.0.
Computenode: A Dell PowerEdge C4130 with 2×2.5 GHz Intel Xeon 2680 V3 CPU, 24 cores, 12
cores/CPU, 128 GB memory, Red Hat, and gcc v 6.3.0.
Our executions make use of all the cores, advanced vector extensions (AVX-2) and PCMULQDQ
instruction set for fast finite field arithmetic. All the experiments are executed on the workstation
configuration with the only exception for the experiments with scaling to large graphs, which are
executed on the computenode.
9.3 Input graphs
We evaluate our methods using both synthetic and real-world graphs.
Synthetic graphs. We use two types of synthetic graphs: (a) random d-regular graphs and (b)
power-law graphs. The regular graphs are generated using the configuration model [10, § 2.4]. The
configuration model for power-law graphs is as follows: given non-negative integers D, n, w, and
α < 0, we generate an n-vertex graph such the following properties roughly hold: (i) the sum of
vertex degrees is Dn; (ii) the distribution of degrees is supported at w distinct values with geo-
metric spacing; and (iii) the frequency of vertices with degree d is proportional to dα. The edge
timestamps are assigned uniformly at random in range {1, . . . , t}. Both directed and undirected
graphs are generated using the same configuration model, however, for directed graphs the orienta-
tion is preserved. We ensure that the graph generator produces identical graph instances in all the
hardware configurations. Our graph generator is available as open source [51].
Real-world graphs. For the real-world graphs, we make use of temporal graphs from Koblenz
Network Collection [41], SNAP [44], and transport networks of Helsinki and Madrid [51].
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Transport. We use the bus, interurban bus, metro, train, tram networks of Madrid and bus
network of Helsinki. In these datasets, each row is a temporal edge between two locations, i.e., an
unique identifier describing origin and destination, starting time and duration of travel; origin and
destination locations.
Koblenz. We use Chess (chess), DNC emails (dnc-emails), Elections (wikipedia-elections),
and Epinions (epinions-trust) temporal graphs from Koblenz Network Collection.
SNAP. We make use of Bitcoin alpha (bitcoin-alpha), Bitcoin otc (bitcoin-otc), College
messages (college-msg), and Email EU core (email-eu) temporal graphs from SNAP.
For a detailed description of the datasets used from Koblenz [41]and SNAP [44], we refer the
reader check the webpages of the corresponding dataset collections. We preprocess the datasets
to generate a graph by renaming the location identifiers (or vertices) in the range from 1 to the
maximum number of locations (or vertices) available in the dataset. We assign an unique identifier
for each discrete timestamp beginning with 1 and incrementing the identifier by one for each next
available timestamp. By doing so we are avoiding the timestamps for which there are no temporal
edges, thereby reducing the maximum timestamp value. If the time values in dataset are unix
timestamps, then we approximate the value to the closest (floor) second before assigning an unique
timestamp identifier. The vertex colors are assigned uniformly at random in range {1, . . . , 30} and
the multiset colors are chosen uniformly at random in the range {1, . . . , 30}.
10 Experimental evaluation
We will now describe our results and key findings. We define decision time to be the time required
to decide the existence of one solution, and extraction time the time required to extract such a
solution. As discussed previously, extracting a solution requires multiple calls to the decision oracle.
Our baseline and scalability experiments are performed on the COLORFULPATH problem. Recall that
in the COLORFULPATH problem the set of vertex colors is equal to the colors in the query multiset.
As a result, the trivial preprocessing step of removing vertices with colors not matching the motif
query cannot be employed.
10.1 Baseline
Our first set of experiments compares the extraction time to obtain an optimum solution using our
algebraic algorithm and the exhaustive search baseline. In Table 3, we report extraction times of the
algebraic algorithm and the baseline for extracting an optimum solution for: (i) five independent
d-regular random graphs with n = 102, . . . , 105 and fixed values of d = 20, t = 100, k = 5; (ii)
five independent power-law graphs with n = 102 . . . , 105, D = 20, w = 100, k = 5, α = −0.5;
and (iii) same as the previous setting but α = −1.0. Vertex colors are assigned randomly in the
range {1, . . . , k} and the query multiset is {1, . . . , k}. Each graph has at least ten target occurrences
agreeing with the query multiset colors with different timestamps chosen uniformly at random.
For the baseline we report the minimum time of five independent runs, however, for the algebraic
algorithm we report the maximum. Speedup is the ratio of the runtime of the baseline by the runtime
of the algebraic algorithm. The experiments are executed on the workstation configuration using all
cores. All runtimes are shown in seconds.
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Table 3: Comparison of extraction time for baseline and algebraic algorithms.
No. of edges
(m)
Regular Powlaw d−0.5 Powlaw d−1.0
Baseline Algebraic Speedup Baseline Algebraic Speedup Baseline Algebraic Speedup
1 040 0.05 s 0.04 s 1.2 0.05 s 0.04 s 1.2 0.05 s 0.04 s 1.2
10 040 0.48 s 0.12 s 4.1 1.03 s 0.11 s 9.4 10.82 s 0.10 s 103.6
100 040 5.62 s 1.06 s 5.3 30.38 s 1.07 s 28.5 20 430.16 s 0.92 s 22306.1
1 000 040 74.01 s 12.02 s 6.2 808.24 s 11.18 s 72.3 – 10.03 s –
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Figure 9: Comparison of extraction time of baseline and algebraic algorithms. We report the decision
time as a function of the number of edges for d-regular random graph (left), power-law graph with
d = −0.5 (center), and power-law graph with d = −1.0 (right).
Surprisingly, the baseline can compete with the algebraic algorithm in the case of d-regular
random graphs, however, the runtimes have high variance across different graph topologies. On the
other hand, the algebraic algorithm is very stable. For the power-law graphs with m = 105 edges and
query multiset size k = 5, the algebraic algorithm is at least twenty thousand times faster than the
baseline. Our exhaustive-search implementation fails to report a solution in small graphs m = 103
with query multiset size k = 10.
In Figure 9, we report the extraction time for baseline and algebraic algorithms to obtain an opti-
mum solution for five independent d-regular random graphs with n = 102, . . . , 105 and fixed values
of d = 20, t = 100, k = 5 (left); five independent power-law graphs with n = 102 . . . , 105, D = 20,
w = 100, t = 100, k = 5, α = −0.5 (center); and α = −1.0 (right). The vertex colors are assigned
uniformly at random in the range {1, . . . , k} and the query multiset is {1, . . . , k}. Each graph instance
has at least ten target instances satisfying the query multiset colors with different timestamps chosen
uniformly at random. The experiments are executed on the workstation configuration.
The runtimes of both the baseline and the algebraic algorithms are consistent with very little
variance across independent graph inputs of the same graph topology. However, the exhaustive-
search baseline has high variance in runtime depending on the graph topology. For instance, for a
power-law graph of size m = 105 with α = −1.0, the runtime of the exhaustive-search approach is
at least three thousand times greater than the runtime on a d-regular graph of same size.
10.2 Scalability
Our second set of experiments studies scalability with respect to: (i) number of edges, (ii) query
multiset size, (iii) number of timestamps, and (iv) vertex degree.
Figure 10 (top-left) reports decision and extraction times for d-regular random graphs with n =
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Figure 10: Scalability results. Runtime as a function of the number of edges (top-left); query multiset
size (top-right); number of timestamps (bottom-left); and degree (bottom-right).
102, . . . , 105 and fixed values of d = 20, k = 8, t = 100. Figure 10 (top-right) shows decision time for
d-regular random graphs with k = 10, . . . , 18 and fixed values of n = 103, d = 20, t = 100. Vertex
colors are assigned randomly in the range {1, . . . , k} and the query multiset is {1, . . . , k}. We observe
linear scaling with increasing the number of edges and exponential scaling with increasing the query
multiset size, as expected by the theory. The variance in decision time is very small for different
inputs, however, it is higher for extraction time. The algorithm is able to decide the existence of a
solution in less than two minutes for graphs up to one million edges with query multiset size k = 8
and extract a solution in less than sixteen minutes.
Next we study the effect of graph density on scalability. Figure 10 (bottom-left) shows decision
and extraction times for d-regular random graphs with t = 10, . . . , 100 and fixed values of n = 104,
d = 20, k = 8. Figure 10 (bottom-right) shows decision and extraction times for d-regular random
graphs with d = 2, 20,200, 2000 and corresponding values of n = 106, . . . , 103, with fixed m = 106
and t = 100. We observe that the algebraic algorithm performs better for dense graphs. A possible
explanation is that for sparse graphs there is not enough work to keep both the arithmetic and the
memory pipeline busy, simultaneously.
All experiments are executed on the workstation configuration using all cores with undirected
graphs. Additionally, we make sure that each input instance has at least ten solutions agreeing with
the multiset of colors, with different timestamps chosen uniformly at random. We also verified the
correctness of our implementation with graph instances having an unique solution and no solution.
10.3 Using thread-level parallelism
In our third set of experiments we compare the decision and extraction times for single and multi-
threaded variants of our implementation. We display the decision and extraction times for five
independent d-regular random graph instances for each configuration of n = 103, . . . , 105, t = 100,
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Figure 11: Using thread-level parallelism. Decision time (left) and extraction time (right) as a
function of number of edges for sparse graphs with degree d = 20.
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Figure 12: Using thread-level parallelism. Decision time (left) and extraction time (right) as a
function of number of edges (m) for dense graphs with degree d = 200.
k = 8 with d = 20 (sparse graphs) in Figure 11 and d = 200 (dense graphs) in Figure 12. Table 4
reports the decision and extraction time along with the speedup, which is the ratio of single and
multi-threaded runtimes.The reported runtime is the maximum of five independent repetitions and
all runtimes are shown in seconds. When scaled to four threads in the workstation configuration, we
achieved up to factor 2.7 speedup for the dense graphs. However, for the sparse graphs the speedup
is modest with up to factor 1.9 improvement in the runtime.
Note that for the dense graphs in our experiments, for each vertex there exists at least one edge
at every timestamp with high probability. Conversely, there exists a set of vertices with no edges
at each timestamp. However, in our current implementation it is not guaranteed that the vertices
with no edges are distributed evenly across the threads while scheduled using the OpenMP default
scheduling. A possible explanation for not achieving a perfect speedup of factor four is due to the
inefficiency in the load-balancing mechanism. This presents us with a challenge to achieve perfect
load balancing by dynamically redistributing the set of vertices with no edges uniformly across the
threads at each timestamp. Additionally, since the graph instances are sparse, there is not enough
load on the threads to keep the arithmetic pipeline busy.
10.4 Memory footprint
Recall from §8 that we have presented two variants of the generating-function implementation: (i)
an implementation borrowed from our earlier work [52], which uses O(ntk) memory (genf-1); and
(ii) a memory-efficient implementation, which uses O(nt) working memory (genf-2).
Our next set of experiments demonstrates that the generating-function implementation genf-2
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Table 4: Using thread-level parallelism.
No. of edges
(m)
Decision Extraction
Single Multi Speedup Single Multi Speedup
Sparse graphs
1 070 0.08 s 0.14 s 0.6 0.46 s 0.95 s 0.5
10 070 0.86 s 0.48 s 1.8 2.94 s 2.05 s 1.4
100 070 9.72 s 5.03 s 1.9 43.22 s 23.15 s 1.9
1 000 070 109.95 s 58.38 s 1.9 379.31 s 219.33 s 1.7
Dense graphs
10 070 0.14 s 0.13 s 1.1 0.28 s 0.39 s 0.7
100 070 1.47 s 0.65 s 2.3 2.16 s 1.12 s 1.9
1 000 070 21.42 s 8.04 s 2.7 31.02 s 11.85 s 2.6
10 000 070 311.51 s 109.04 s 2.9 437.53 s 164.75 s 2.7
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Figure 13: Comparing the memory footprint. Extraction time (left) and peak-memory usage (right)
as a function of the number of edges for genf-1 and genf-2.
is more memory efficient than genf-1, without significant change in the runtime. Figure 13 displays
the extraction time (left) and peak-memory usage (right) for d-regular random graphs with n =
102, . . . , 105 with fixed values of t = 100, k = 8, and d = 20. We observe no significant change
in the extraction time between genf-1 and genf-2. However, the reduction in working memory is
significant, for example, in large graphs with m = 106 and k = 8, genf-1 uses at least three times
as much memory as genf-2. Note that the reported peak-memory also includes the memory used to
store the input graph, which occupy a significant portion of the working memory. The experiments
are executed on the workstation configuration using all cores.
10.5 Preprocessing and vertex-localization
Next we demonstrate the effectiveness of preprocessing and vertex-localization for improving the
performance of the algorithm.
Recall that we have implemented two preprocessing techniques [cf. §8.1]: (i) remove vertices
with colors not matching the query multiset colors and edges incident to them; and (ii) remove
vertices (and edges incident to them), which are not incident to a match in the corresponding non-
temporal instance. In the following experiments we only make use of the second preprocessing step.
In Table 5 we report the extraction time: (i) without preprocessing (algebraic), (ii) with prepro-
cessing (pre), (iii) with vertex-localization (vloc), and (iv) with preprocessing and vertex localiza-
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Table 5: Preprocessing and vertex-localization.
No. of edges
(m) Algebraic
Algebraic
(pre) Speedup-1
Algebraic
(vloc) Speedup-2
Algebraic
(pre + vloc) Speedup-3
PATHMOTIF
1 070 1.11 s 1.06 s 1.0 0.27 s 4.1 0.25 s 4.4
10 070 5.75 s 3.11 s 1.8 1.25 s 4.6 0.56 s 10.2
100 070 47.86 s 11.73 s 4.1 13.95 s 3.4 3.36 s 14.2
1 000 070 493.65 s 111.96 s 4.4 163.64 s 3.0 41.57 s 11.9
COLORFULPATH
1 070 0.87 s 0.90 s 1.0 0.26 s 3.3 0.26 s 3.4
10 070 1.96 s 2.03 s 1.0 0.58 s 3.4 0.55 s 3.6
100 070 16.60 s 16.90 s 1.0 7.56 s 2.2 7.98 s 2.1
1 000 070 195.99 s 196.79 s 1.0 86.66 s 2.3 90.38 s 2.2
10-1
100
101
102
103
103 104 105 106
Ex
tra
ct
io
n 
tim
e 
[s]
Number of edges (m)
No pre
Pre
Pre + vloc
10-1
100
101
102
103
103 104 105 106
Ex
tra
ct
io
n 
tim
e 
[s]
Number of edges (m)
No pre
Pre
Pre + vloc
Figure 14: Preprocessing and vertex-localization. Extraction time as a function of the number of
edges m for the PATHMOTIF problem (left) and the COLORFULPATH problem (right) problem.
tion (pre+ vloc). The experiments are performed on five independent instances of d-regular random
graphs for each configuration of n = 102, . . . , 105 and fixed values of d = 20, t = 100, k = 8. In
the PATHMOTIF problem the vertex colors are chosen uniformly in range {1, . . . , 30} and the query
multiset is chosen randomly. In the COLORFULPATH problem the vertices are colored uniformly in
range {1, . . . , k} and the query multiset is {1, . . . , , k}. The reported runtimes are the average of
five independent executions and all runtimes are shown in seconds. Additionally, we display the
extraction time as a function of the number of edges m for the PATHMOTIF problem (left) and the
COLORFULPATH problem (right) in Figure 14.
We observe that preprocessing and vertex-localization are very effective in the PATHMOTIF in-
stances compared to the COLORFULPATH instances. In PATHMOTIF instances we obtain up to factor-
fourteen speedup in extraction time for large graphs. However, for the COLORFULPATH instances the
speedup is rather modest with up to factor 3.6 improvement in runtime. We also observe high vari-
ance in the extraction time for the PATHMOTIF problem as compared to the COLORFULPATH problem.
The experiments are performed on the workstation configuration using all cores.
Note that, the execution time of our algorithm vary depending on the reduction in the graph size
obtained after preprocessing. The high variance in the runtime is a consequence of the variation in
the graph size after preprocessing, as observed in Figure 14. Additionally, we observed a significant
reduction in the graph size after preprocessing in PATHMOTIF instances compared to COLORFULPATH
instances. As a consequence, we obtain better speedup in computation for PATHMOTIF instances.
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Figure 15: Scaling to a billion edges with small query multiset size. Extraction time (left) and
peak-memory usage (right) as a function of the number of edges with query (multiset) size k = 5.
10.6 Scaling to large graphs
Next we demonstrate the scalability of the algebraic algorithm to graphs with up to one billion edges.
Figure 15 shows extraction time (left) and peak-memory usage (right) for d-regular random
graphs with n = 103, . . . , 107, d = 200, t = 100 with k = 5. In graphs with one billion edges, our
algebraic algorithm using preprocessing and vertex-localization can extract an optimum solution
in less than thirteen minutes for small query (multiset) size with k = 5, while making use of less
than one-hundred gigabytes of memory. It is important to note that more than half of the working
memory is used for processing the input graph.
Our next set of experiments studies the scaling of the algorithm for graphs up to hundred million
edges for large query multiset size with k = 10. Figure 16 shows the extraction time (left) and
peak-memory usage (right) of the algorithm for five independent d-regular random graphs with
n = 103, . . . , 106 and d = 200, k = 10, t = 200, fixed. In graphs with one hundred million edges
and query (multiset) size k = 10, our implementation using preprocessing and vertex-localization
can extract a solution in less than thirty five minutes while using of at most ten gigabytes of working
memory.
The experiments are executed on PATHMOTIF instances. The vertex colors are assigned uniformly
at random in range {1, . . . , 30} and the query multiset is chosen uniformly at random. We ensure
that each graph instance has at least ten target instances agreeing with the query multiset colors. All
experiments are performed on the computenode configuration using all cores with undirected graphs
and we employ the second preprocessing step (removing vertices that are not incident to a match
in the corresponding non-temporal instance).
10.7 Experiments with real-world graphs
Finally, we evaluate our algebraic algorithm on real-world data, using the datasets described in
Section 9.3. For this set of experiments we focus on extraction time. Table 6 compares the extraction
time (shown in seconds) for the baseline and algebraic algorithms on the transport datasets. For
each dataset we report the maximum time for the algebraic algorithm and the minimum time for
the baseline algorithm, over five independent executions by choosing the query multiset of colors
at random. For query multiset size k = 5, the extraction time is at most thirteen seconds. For larger
query multiset size k = 10, the extraction time is at most eight minutes in all the datasets. For the
baseline algorithm we preprocess the graphs by removing vertices whose colors do not match with
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Figure 16: Scaling to large graphs with large query multiset size. Extraction time (left) and peak-
memory usage (right) as a function of the number of edges with query (multiset) size k = 10.
Table 6: Experimental results on transport networks.
k = 5 k = 10
Dataset n m t Baseline Algebraic Baseline Algebraic
Madrid tram 70 35 144 1 265 1.37 s 0.12 s 1 337.98 s 28.05 s
Madrid train 91 43 677 1 181 40.01 s 0.12 s 1 634.56 s 24.12 s
Madrid interurban bus 7 543 1 495 055 1 440 744.79 s 1.11 s – 325.51 s
Madrid bus 4 597 2 254 993 1 440 6 337.89 s 1.40 s – 278.91 s
Helsinki bus 7 959 6 403 785 1 440 – 3.52 s – 444.66 s
Madrid metro 467 37 565 706 1 440 – 12.87 s – 98.69 s
the query multiset colors. The reported running time for the algebraic algorithm include the second
preprocessing step with vertex-localization. Note that for the baseline we timeout the experiments
which consume more than two hours.
Table 7 reports the extraction time (shown in seconds) of the algebraic algorithm for the experi-
ments on real-world datasets. For each dataset we report the maximum time among five independent
executions by choosing the multiset colors at random with multiset query size k = 5. Speedup is the
ratio of the runtime of the algebraic algorithm with and without vertex-localization. Memory is the
peak-memory usage in gigabytes. The algorithm can extract a solution in less than ninety seconds
in all the datasets using less than twelve gigabytes of working memory.
All experiments are performed on the workstation configuration using all cores with undirected
graphs and we employ the second preprocessing step (removing vertices that are not incident to a
match in the corresponding non-temporal instance).
11 Conclusions and future work
We introduced several pattern detection problems that arise in the context of mining large temporal
graphs. In particular, we presented both complexity results and designed exact algebraic algorithms
based on constrained multilinear sieving for the problems. As a highlight, our publicly available
implementation can scale to large graphs with up to one billion edges despite the studied problems
being NP-hard. We presented extensive experimental results that validate our scalability claims.
Note that the application of our framework is not limited to temporal paths but rather can be
extended to a wide range of pattern detection problems where we search for information cascades,
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Table 7: Experimental results on real-world graphs.
Dataset n m t No vloc vloc Speedup Memory (GB)
Bitcoin alpha 3 783 24 190 1 647 0.69 s 0.36 s 1.9 0.10
Madrid tram 70 35 139 1 265 0.20 s 0.12 s 1.7 0.00
Bitcoin otc 5 881 35 596 31 467 22.19 s 13.27 s 1.7 2.95
DNC emails 1 891 39 268 19 383 4.63 s 2.83 s 1.6 0.58
Madrid train 91 43 672 1 181 0.19 s 0.12 s 1.7 0.00
College msg 1 899 58 975 35 913 12.52 s 7.14 s 1.8 1.11
Chess 7 301 64 962 100 0.12 s 0.10 s 1.1 0.01
Elections 7 118 103 679 98 026 85.85 s 53.32 s 1.6 11.40
Emails EU core 986 327 228 139 649 44.15 s 23.93 s 1.8 2.26
Epinions 131 828 841 376 939 5.31 s 4.63 s 1.1 1.97
Madrid interurban bus 7 543 1 495 050 1 440 1.44 s 1.11 s 1.3 0.22
Madrid bus 4 597 2 254 988 1 440 1.77 s 1.40 s 1.3 0.21
Helsinki bus 7 959 6 403 780 1 440 3.50 s 3.52 s 1.0 0.41
Madrid metro 467 37 565 706 1 195 12.87 s 12.87 s 1.0 1.76
temporal arborescences, and temporal subgraphs. Our algebraic approach makes use ofO(nt) mem-
ory, which limits the scalability of the algorithm for large values of t. A possible direction to explore
would be to design algorithms with space complexity independent of t. Also we would like to study
if it is possible to trade time for space.
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