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We develop a theory of the spin Seebeck effect (SSE) in paramagnets as well as in antiferromagnets
at elevated temperatures where the classical limit of the fluctuation-dissipation theorem is applicable.
Employing dissipative stochastic models that are valid at these temperatures, we calculate the SSE
signal, and we find that both the paramagnetic SSE and the antiferromagnetic SSE are expressed by
a single equation that is proportional to the external magnetic field times the spin susceptibility of
the magnet. The present result suggests the appearance of a cusp structure at the Ne´el temperature
in the antiferromagnetic SSE signal.
I. INTRODUCTION
The spin Seebeck effect (SSE) [1–3] refers to the
spin injection from a magnet into the adjacent spin-
Hall electrode that is driven by a temperature gradient,
where no charge transfer across the interface between
spin-injecting magnet/spin-Hall electrode is involved [4].
While examples of the spin-Hall electrode range from
nonmagnetic metals [5–9], to oxides [10, 11], to magnetic
metals and alloys [12–17], a typical choice of the spin-
injecting magnet has been one of ferrimagnetic insulators
such as garnet ferrites or spinel ferrites [18]. In these
ferrimagnets, the magnetization is the order parameter
characterizing the magnetic state, and it is customary to
consider [19–21] that the main actor for the SSE is the
spin wave or the magnon that causes a thermal version
of spin pumping.
Recently, the SSE was measured by choosing a dif-
ferent class of materials other than ferrimagnets as the
spin-injecting magnet. In Ref. [22], the SSE in paramag-
netic insulators Gd3Ga5O12 and DyScO3 was reported.
More recently, Refs. [23–25] reported the SSE in antifer-
romagnetic insulators Cr2O3, MnF2, and NiO. The cru-
cial difference between these paramagnets and antiferro-
magnets and the ferrimagnets lies in the following fact.
In paramagnets and antiferromagnets, the magnetization
is not the order parameter. In ferrimagnets, by contrast,
the magnetization is the broken-symmetry variable, and
thus it plays the role of the order parameter. Therefore,
from a theoretical point of view, the paramagnetic and
antiferromagnetic SSEs have a common feature in that
the spin current is injected from a material that does not
possess spontaneous magnetization [26].
In the literature, the antiferromagnetic SSE has been
discussed theoretically in several publications [27–29].
However, these works are justified at low enough tem-
perature well below the Ne´el temperature TN (T ≪ TN).
This is because the Holstein-Primakoff boson is used in
Refs. [27, 28], or the amplitude of the order parameter
(staggered magnetization) in the ground state is assumed
to be temperature-independent in Ref. [29]. In this con-
nection, it is worth mentioning that there is a theory
dealing with spin transport in paramagnets and antifer-
romagnets via a Schwinger auxiliary boson/fermion rep-
resentation [30], but the theory does not consider the
SSE. Therefore, it is of vital importance to develop a
theory that is applicable at temperatures both near and
above TN.
In this paper, we develop a theory of the paramagnetic
SSE and antiferromagnetic SSE at elevated temperatures
where the classical limit of the fluctuation-dissipation
theorem is applicable. For this purpose, we use dissi-
pative stochastic models that have been well established
in the field of dynamic critical phenomena [31], and were
successfully applied to the ferromagnetic SSE near the
Curie temperature [32]. First, we apply this method to
the paramagnetic SSE, where the corresponding dynamic
equation is the stochastic Bloch equation [21]. In this
case, calculation of the paramagnetic SSE can be done in
a manner similar to that of the ferromagnetic SSE. Next,
we extend the calculation to the antiferromagnetic SSE,
where the corresponding dynamic equation is the time-
dependent Ginzburg-Landau equation [31]. Note that
calculation of the antiferromagnetic SSE is much more
involved than that of the ferromagnetic and paramag-
netic SSEs, since in this case the two degrees of freedom
(magnetization and staggered magnetization) are tightly
coupled by exchange interaction [33] such that we need
to deal with a complex matrix algebra. Indeed, as one
can see in Appendix A, a lengthy and tedious calculation
is required in order to obtain the result satisfying the sec-
ond law of thermodynamics, i.e., a signal proportional to
the temperature bias.
Starting from these two different models, the param-
agnetic SSE and antiferromagnetic SSE are calculated.
We find that, despite a marked difference in the model
equations, both SSEs are expressed by the same equa-
tion, which is proportional to the spin susceptibility of
the spin-injecting magnet multiplied by the external mag-
netic field. From this result, as well as recalling that the
spin susceptibility in antiferromagnets has a kink at TN,
we conclude that a cusp structure appears at TN in the
antiferromagnetic SSE signal.
This paper is organized as follows. In Sec. II, we de-
velop a theory of the paramagnetic SSE. In Sec. III, we
extend the calculation to the antiferromagnetic SSE near
2and above TN. Finally in Sec. IV, we discuss and sum-
marize our results.
II. PARAMAGNETIC SPIN SEEBECK EFFECT
In this section, we develop a theory of the paramag-
netic SSE, by extending the calculation of the ferromag-
netic SSE near the Curie temperature [32]. Starting from
the stochastic Bloch equation, we calculate the paramag-
netic SSE, and we show that the signal is proportional to
the spin susceptibility of the spin-injecting magnet mul-
tiplied by the external magnetic field.
A. Model
We consider a bilayer composed of a paramagnetic in-
sulator (PI) with its temperature TPI, and a metal (M)
acting as a spin-Hall electrode with its temperature TM,
as shown in Fig. 1. Our starting point is the stochastic
Bloch equation for localized spin S in PI:
∂
∂t
S = γH0 × S − ΓPI (S − Seq) + Jsd
~
σ × S + ξ, (1)
where γ is the gyromagnetic ratio, H0 = H0zˆ is the
uniform external magnetic field, ΓPI is the spin relaxation
rate of PI, and Jsd is the s-d exchange interaction at the
PI/M interface. The equilibrium value of S is given by
Seq = χPIgµBH0zˆ, (2)
where g is the g-factor, µB is the Bohr magneton, and
χPI is the spin susceptibility of PI. The last term, ξ, on
the right-hand side of Eq. (1) is the thermal noise field
in PI, represented by a Gaussian random variable with
zero mean and variance,
〈ξi(t)ξj(t′)〉 = 2kBTPIχPIΓPIδi,jδ(t− t′), (3)
where kB is the Boltzmann constant, and 〈· · ·〉 means
averaging over the thermal noise.
Similarly, we consider the Bloch equation for the spin
density σ in M:
∂
∂t
σ = − 1
τM
(σ − χMJsdS) + Jsd
~
S × σ + ζ, (4)
where τM is the spin relaxation time of M. The equilib-
rium spin density is given by
σeq = χMJsdSeq (5)
with χM being the spin susceptibility of M. The last term
on the right-hand side of Eq. (4) is the thermal noise field
in M, which is represented by a Gaussian random variable
with zero mean and variance
〈ζi(t)ζj(t′)〉 = 2kBTMχM
τM
δi,jδ(t− t′). (6)
FIG. 1. Schematic illustration of the system considered in
Sec. II for the paramagnetic SSE. Here, PI and M refer to a
paramagnetic insulator and a metal, respectively.
Here are a few comments on our model. First, the spin
dephasing of M is assumed to be very strong, so that a
precession term of the form γH0 × σ is disregarded in
Eq. (4). Second, consistently with this assumption, the
spin relaxation rate of PI is assumed to be much weaker
than that of M, i.e., ΓPI ≪ τ−1M . Third, although there
could be a term S′eq = JsdχPIσeq in the equilibrium value
of S, such a term does not affect the following perturba-
tive calculation with respect to Jsd. Finally, Eqs. (3) and
(6) are required by the fluctuation-dissipation theorem,
which is derived from the postulate that the equilibrium
probability of finding the spin variable equals the Boltz-
mann distribution [31].
B. Spin injection signal
We calculate the spin current injected into the metal M
by the paramagnetic SSE. Following [32], we define the
spin current Is as the rate of change of the spin density
in M, i.e., Is =
∂
∂t
〈σz〉. Because the SSE is driven by the
dynamic fluctuations of S and σ [21], it is convenient to
introduce their fluctuation components δS = S−Seq and
δσ = σ−σeq. Then, using the z-component of the Bloch
equation (4) and assuming negligibly small spin memory
loss at the PI/M interface [34–36], Is is calculated to be
Is(t) =
Jsd
~
Im〈δS−(t)δσ+(t)〉, (7)
where the quantity O± of a variable O is defined by
O± = Ox ± iOy. (8)
We now assume that the system is in the steady state
where both sides of Eq. (7) are independent of t. Then
3Is can be represented spectrally as
Is =
Jsd
~
∫
ω
Im〈〈δS−ω δσ+−ω〉〉, (9)
where the Fourier transform of a function f(t) is given
by f(t) =
∫
ω
fωe
−iωt with the shorthand notation∫
ω
=
∫∞
−∞
dω
2pi . In the above equation, the quan-
tity 〈〈δS−ω δσ+−ω〉〉 is defined by 〈δS−ω δσ+ω′〉 = 2piδ(ω +
ω′)〈〈δS−ω δσ+−ω〉〉.
To evaluate the right-hand side of Eq. (9), we use the
perturbative approach with respect to Jsd, and we ex-
pand δS±ω and δσ
±
ω as
δS± = δS±(0) + δS±(1) (10)
and
δσ± = δσ±(0) + δσ±(1), (11)
where δS±(0) and δσ±(0) are independent of Jsd, whereas
δS±(1) and δσ±(1) are the first-order corrections. Substi-
tuting Eqs. (10) and (11) into Eq. (9) and summarizing
the result up to linear order with respect to Jsd, the in-
jected spin current is written as
Is =
Jsd
~
∫
ω
Im
[
〈〈δS−(0)ω δσ+(1)−ω 〉〉+ 〈〈δS−(1)ω δσ+(0)−ω 〉〉
]
.(12)
Therefore, the remaining task is to calculate δS
−(0)
ω ,
δS
−(1)
ω , δσ
+(0)
−ω , and δσ
+(1)
−ω in order to evaluate Eq. (12).
We write the Bloch equation (1) for δS±ω :
(ω ± γH0 + iΓPI) δS±ω = ±
JsdSeq
~
δσ±ω + iξ
±
ω , (13)
and the Bloch equation (4) for δσ±ω :(
ω + iτ−1M
)
δσ±ω = i
χMJsd
τM
δS±ω + iζ
±
ω . (14)
From Eqs. (13) and (14), the unperturbed solutions are
obtained as
δS−(0)ω = G(ω)iξ
−
ω , (15)
and
δσ
+(0)
−ω = −g∗(ω)iζ+−ω, (16)
where G(ω) = (ω − γH0 + iΓPI)−1 and g(ω) = (ω +
iτ−1M )
−1. In a similar way, the first-order corrections
δS−(1) and δσ+(1) are given by
δS−(1)ω = −
Jsd
~
SeqG(ω)g(ω)iζ
+
ω , (17)
and
δσ
+(1)
−ω = i
JsdχM
τM
g∗(ω)G∗(ω)iξ+−ω. (18)
Substituting Eqs. (15)–(18) into Eq. (12), the injected
spin current is calculated to be
Is = I
pump
s − Ibacks , (19)
where
Ipumps = −
J2sd
~
∫
ω
|G(ω)|2|g(ω)|2ωχM
τM
〈〈ξ−ω ξ+−ω〉〉 (20)
and
Ibacks = −
J2sd
~
∫
ω
|G(ω)|2|g(ω)|2SeqΓPI
~
〈〈ζ−ω ζ+−ω〉〉. (21)
To proceed further, we first use the spectral represen-
tations of Eqs. (3) and (6), which reduce to 〈〈ξ−ω ξ+−ω〉〉 =
4kBTPIχPIΓPI and 〈〈ζ−ω ζ+−ω〉〉 = 4kBTMχM/τM in the
present case. Next, we evaluate the integral over ω by
picking up the magnon pole ω = γH0 + iΓPI, which is
justified by the assumption ΓPI ≪ τ−1M mentioned below
Eq. (6). After evaluating the residue at the magnon pole,
we finally obtain
Is = −2J
2
sdτMχM
~2
SeqkB(TPI − TM). (22)
Using the relation Seq/~ = χPIγH0, the above result can
be rewritten as
Is = −2J
2
sdτMχM
~
χPIγH0kB∆T, (23)
where we introduced the notation ∆T = TPI − TM.
Equation (23) shows that the paramagnetic SSE is pro-
portional to the spin susceptibility χPI of PI, multiplied
by the external magnetic field H0. This means that the
calculated paramagnetic SSE signal is proportional to
the field-induced magnetization in PI. Note that this re-
sult is consistent with the experimental result reported in
Ref. [22]. Later, Eq. (23) is used to argue that the param-
agnetic SSE and the antiferromagnetic SSE are expressed
by a single equation.
III. ANTIFERROMAGNETIC SPIN SEEBECK
EFFECT
In this section, we develop a theory of the antiferro-
magnetic SSE near and above TN. Starting from the
time-dependent Ginzburg-Landau equation for a uniax-
ial antiferromagnet, we calculate the antiferromagnetic
SSE and show that the signal is proportional to the spin
susceptibility of the antiferromagnet, multiplied by the
external magnetic field. As noted in the Introduction, the
calculation is much more involved than that of the previ-
ous section, since in this case the two degrees of freedom
(magnetization and staggered magnetization) are tightly
coupled by exchange interaction [33], such that a complex
matrix algebra is required.
4FIG. 2. Schematic illustration of the system considered in
Sec. III for the antiferromagnetic SSE. Here, AFI and M refer
to an antiferromagnetic insulator and a metal, respectively.
A. Model
We consider a bilayer composed of an antiferromag-
netic insulator (AFI) with its temperature TAFI and a
metal (M) with its temperature TM, as shown in Fig. 2.
For AFI, we use the Ginzburg-Landau free energy of the
following form [37]:
FGL = ε0
∫
d3r
{
u
2
n2 +
v
4
(
n2
)2
+
K
2
(n× zˆ)2
+
r0
2
m2 +
w
2
m2n2 − H0
h0
·m
}
− Jsdσ ·m, (24)
where m and n are respectively the total and staggered
spins which are coarse-grained within an effective cell
volume v0, and ε0 = h
2
0 is the magnetic energy den-
sity with h0 = γ~/v0. In the above equation, the first
three terms on the right hand side describe the physics
of staggered spin n, where u = (T − TN)/TN measures
the distance from the Ne´el Temperature, v is the quartic
term coefficient, K is the uniaxial anisotropy constant,
and the gradient term is disregarded because the spa-
tial fluctuation does not change the main result as in the
case of the ferromagnetic SSE near the Curie tempera-
ture [32]. The fourth term concerns the total spin m,
where r−10 = A/(T +Θ) with two parameters A and Θ is
the paramagnetic spin susceptibility of AFI at T > TN in
the dimensionless form. The fifth term comes from the
interaction between m and n [37], and the sixth term is
the coupling between m and a static external magnetic
fieldH0 = H0zˆ applied paralell to the easy axis. The last
term represents the coupling of m to the spin density σ
through the s-d interaction Jsd at the AFI/M interface.
Note that the strength of the external magnetic field is
assumed to be much smaller than the spin-flop critical
FIG. 3. Static spin susceptibility [Eq. (36)] calculated for
AFI as a function of temperature T . Here, A/TN = 0.143,
Θ/TN = 1.14, v = 1.0, and w = 10.0 are used. The dashed
line is an extrapolation to lower temperatures assuming no
antiferromagnetic order.
field, so that the spin-flop transition is not considered
here.
Following [38] and [39], we consider the time-
dependent Ginzburg-Landau dynamics for AFI:
∂
∂t
m = γHm ×m+ γHn × n+ ΓmHm + ξ, (25)
∂
∂t
n = γHn ×m+ γHm × n+ ΓnHn + η, (26)
where Γm and Γn are dissipation coefficients. The effec-
tive fields Hm and Hn are defined by
Hm = − 1
h0
δFGL
δm
(27)
and
Hn = − 1
h0
δFGL
δn
. (28)
In Eqs. (25) and (26), the two fields ξ and η represent
thermal noises form and n, taking the form of Gaussian
white noises with zero means and variances:
〈ξi(t)ξj(t′)〉 = 2kBTAFIΓm
ε0v0
δi,jδ(t− t′) (29)
and
〈ηi(t)ηj(t′)〉 = 2kBTAFIΓn
ε0v0
δi,jδ(t− t′). (30)
Note that the two noises ξ and η are assumed to be
statistically independent, such that they satisfy
〈ξi(t)ηj(t′)〉 = 0. (31)
5First, we consider thermal equilibrium of AFI in the
absence of Jsd. The equilibrium value of n is determined
by the condition Hn = 0, which yields neq = neqzˆ with
neq =
{√
|u|
v
=
√
TN−T
TN
1
v
(T < TN)
0 (T > TN)
(32)
due to the uniaxial anisotropy. In deriving the above
result, we assumed that the equilibrium value of m is
much smaller than that of n, i.e., meq ≪ neq, such that
a small correction to neq, which is proportional to wm
2
eq,
can be neglected [37]. In line with this assumption, the
equilibrium value of the total spinmeq = meqzˆ, which is
determined by the condition Hm = 0, is given by
meq =
1
r
H˜0, (33)
where we introduced the normalized magnetic field H˜0 =
H0/h0, and
r = r0 + wn
2
eq. (34)
Note that Eq. (33) can be rewritten in the same form as
Eq. (2):
meq = χAFI gµBH0, (35)
where we defined the spin susceptibility of AFI by
χAFI =
1
rε0v0
. (36)
In Fig. 3, we plot the calculated χAFI as a function of
temperature T near TN, where the development of the
staggered spin reduces the susceptibility [37].
As for M, the physics is described by the spin density
σ, which obeys the Bloch equation of the same form as
(4):
∂
∂t
σ = − 1
τM
(σ − χMJsdm) + Jsd
~
m× σ + ζ, (37)
where the thermal noise field ζ obeys the same Gaus-
sian ensemble as Eq. (6). Besides, the equilibrium spin
density is given by
σeq = χMJsdmeq, (38)
which is essentially the same as Eq. (5).
Next, we consider nonequilibrium fluctuations of m,
n, and σ by introducing the following decompositions:
m =meq + δm, (39)
n = neq + δn, (40)
σ = σeq + δσ. (41)
Then, going into the frequency space as well as using the
representation of Eq. (8), the time-dependent Ginzburg-
Landau equation of δm and δn for the minus branch is
summarized as(
ω − Â
)(
δm−ω
δn−ω
)
= −Jsdmeq
~
(
δσ−ω
0
)
+
(
iξ−ω
iη−ω
)
,(42)
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✶
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FIG. 4. Antiferromagnetic resonance frequency ω± [Eq. (53)]
calculated for AFI as a function of the external magnetic field
H˜0 = H0/h0, where the frequency is renormalized by ωafr =
γh0neq
√
Kr. Here, A/TN = 0.143, Θ/TN = 1.14, T/TN =
0.928, v = 1.0, w = 10.0, and K = 0.5 are used.
where each component of the matrix
Â =
(
a, b
c, d
)
(43)
is given by
a = γH0 − iΓmr, (44)
b = γh0Kneq, (45)
c = γh0r neq, (46)
d = γh0Kmeq − iΓnK. (47)
Similarly, the time-dependent Ginzburg-Landau equa-
tion of δm and δn for the plus branch is written as(
ω + Â∗
)(
δm+ω
δn+ω
)
=
Jsdmeq
~
(
δσ+ω
0
)
+
(
iξ+ω
iη+ω
)
. (48)
Finally, the Bloch equation for δσ is written as(
ω + iτ−1M
)
δσ±ω = i
χMJsd
τM
δm±ω + iζ
±
ω . (49)
Let us first discuss the spectrum of spin waves in the
present model. For this purpose, we consider Eq. (42)
and set Jsd = 0. Then, the dynamics of δm
− and δn− is
described by the propagator
Ĝ =
(
ω − Â
)−1
(50)
=
1
(ω − λ+)(ω − λ−)
(
ω − d, b
c, ω − a
)
, (51)
where
λ± =
a+ d±√(a− d)2 + 4bc
2
(52)
6are the eigenvalues of the two spin wave modes. Now we
define
ω± = ±Reλ±. (53)
Then, in the limit of H0 = 0, ω± are given by
ω±(H0 = 0) = ωafr, (54)
where we defined ωafr = γh0neq
√
Kr. Equation (54) co-
incides with the well-known antiferromagnetic resonance
frequency [40, 41] represented within the Ginzburg-
Landau framework (see Eq. (74.12) in [42]). In Fig. 4,
we plot ω± as a function of the external magnetic field
H0.
B. Spin injection signal
The spin current Is = 〈 ∂∂tσz(t)〉 injected into the metal
M can be obtained by the z-component of the Bloch equa-
tion (37):
Is =
Jsd
~
∫
ω
Im〈〈δm−ω δσ+−ω〉〉, (55)
where the steady-state solution is assumed. As in the
previous section, we expand δm±, δn±, and δσ± in pow-
ers of Jsd as
δm± = δm±(0) + δm±(1), (56)
δn± = δn±(0) + δn±(1), (57)
δσ± = δσ±(0) + δσ±(1), (58)
where δm±(0), δn±(0), and δσ±(0) are independent of Jsd,
whereas δm±(1), δn±(1), and δσ±(1) are the first order
corrections with respect to Jsd. Then, up to the linear
order with respect to Jsd, Eq. (55) becomes
Is =
Jsd
~
∫
ω
Im
[
〈〈δm−(0)ω δσ+(1)−ω 〉〉+ 〈〈δm−(1)ω δσ+(0)−ω 〉〉
]
.(59)
To proceed further, we need to calculate δm
−(0)
ω , δm
−(1)
ω ,
δσ
+(0)
−ω , and δσ
−(1)
−ω .
The fluctuation δm− of the total spin can be obtained
by operating the propagator Ĝ to Eq. (42) from the left.
Then, the unperturbed solution is given by
δm−(0)ω = Gm(ω)iξ
−
ω +Gn(ω)iη
−
ω , (60)
where
Gm(ω) =
ω − d
(ω − λ+)(ω − λ−) , (61)
Gn(ω) =
b
(ω − λ+)(ω − λ−) . (62)
The unperturbed solution for δσ± is exactly the same as
in the previous section, which is given by
δσ±(0)ω = g(ω)iζ
±
ω , (63)
where g(ω) is defined below Eq. (16). Similarly, the first-
order corrections can be calculated to be
δm−(1)ω = −
Jsdmeq
~
g(ω)Gm(ω)iζ
−
ω , (64)
δσ
+(1)
−ω = i
χMJsd
τM
g∗(ω)
[
G∗m(ω)iξ
+
−ω +G
∗
n(ω)iη
+
−ω
]
.(65)
Substituting Eqs. (60), (63), (64), and (65) into
Eq. (59), the spin current Is injected into M is calcu-
lated to be
Is = I
pump
s − Ibacks , (66)
where the pumping current is given by
Ipumps = −
J2sdχM
~τM
∫
ω
|g(ω)|2ω
{
|Gm(ω)|2〈〈ξ−ω ξ+−ω〉〉,
+|Gn(ω)|2〈〈η−ω η+−ω〉〉
}
,(67)
whereas the backflow current is
Ibacks =
J2sdmeq
~2
∫
ω
|g(ω)|2ImGm(ω)〈〈ζ−ω ζ+−ω〉〉. (68)
Note that the pumping current in Eq. (67) consists of
two terms proportional to |Gm(ω)|2 and |Gn(ω)|2. This
appears consistent with the result of Ref. [43], where it is
argued that the spin pumping in antiferromagnets con-
tains two terms proportional to m× m˙ and n× n˙.
The remaining integral over ω requires a quite long al-
gebra with the details summarized in Appendix A, but
the final result is very simple. Following each step ex-
plained in Appendix A and after a lengthy calculation,
the pumped and the backflow currents are respectively
calculated to be
Ipumps = −
2J2sdχMτM
~2
meqkBTAFI, (69)
Ibacks = −
2J2sdχMτM
~2
meqkBTM. (70)
Using the relation in Eq. (35) and introducing the nota-
tion ∆T = TAFI − TM, the above result can be summa-
rized as
Is = −2J
2
sdχMτM
~
χAFIγH0kB∆T, (71)
where the relation γ~ = gµB is used.
Equation (71) means that the antiferromagnetic SSE
is proportional to the external magnetic field H0 times
the spin susceptibility χAFI of AFI, the form of which
is exactly the same as that of the paramagnetic SSE
[Eq. (23)].
IV. DISCUSSION AND CONCLUSION
The main result of the present paper is that the ex-
pressions of the spin injection signal for the paramagnetic
7SSE [Eq. (23)] and the antiferromagnetic SSE [Eq. (71)]
are the same, and both are proportional to the external
magnetic field, multiplied by the spin susceptibility of the
magnets. The former result, i.e., the signal being propor-
tional to the external magnetic field in both SSEs at low
fields, is consistent with two experiments reported by Wu
et al. [22, 24]. Obviously, the signal vanishes in the ab-
sence of the external magnetic field. Turning to the latter
result that the signal is proportional to the spin suscep-
tibility of the magnet, the temperature dependence of
the spin susceptibility of paramagnets [χPI(T )] is rather
featureless, whereas that of antiferromagnets [χAFI(T )]
shows a kink at TN as the staggered spin reduces the sus-
ceptibility below TN (see Fig. 3). Therefore, the present
result indicates that a cusp structure appears at TN in
the antiferromagnetic SSE signal.
The importance of the above theoretical result and
its impact on future experiments can be summarized
as follows. First, the present work enabled a detailed
comparison between the theory and experiments for the
paramagnetic/antiferromagnetic SSE at elevated tem-
peratures. Second, the calculation revealed that the
spin susceptibility is intimately related to the param-
agnetic/antiferromagnetic SSE. This means that we can
measure the spin susceptibility of a thin film paramag-
net/antiferromagnet through the SSE. Thus, we predict
that the larger the spin susceptibility of the magnet, the
larger is the paramagnetic/antiferromagnetic SSE.
Let us comment on the low-temperature enhancement
of the antiferromagnetic SSE observed in [24]. First, al-
though the present theory can properly describe the an-
tiferromagnetic SSE near and above TN, calculation of
Is(T ) over a wide range of temperatures especially at low
temperatures is beyond our scope. This is because the
theory is based on the Ginzburg-Landau approach, which
is valid only near TN, and it uses a high-temperature
(classical) limit of the fluctuation-dissipation theorem,
which is justified at temperatures above the energy gap
of the antiferromagnetic magnons (∼ a few tens kelvin
in MnF2). Second, the possible origin of the low-
temperature peak has been discussed in Ref. [28] in terms
of the cancellation of two high-energy magnons with dif-
ferent helicities, or in Ref. [44] in terms of phonon drag.
A precise measurement of the antiferromagnetic SSE us-
ing the technique reported in Ref. [45] would be able
to distinguish the true origin of the low-temperature en-
hancement.
Let us also remark on the sign of the SSE signal. The
present theory concludes the same sign for both the para-
magnetic and antiferromagnetic SSEs. This sign is also
equal to the SSE in a simple ferromagnet [32].
Before ending, we briefly discuss the antiferromagnetic
SSE with an “uncompensated” interface. So far, we as-
sumed that the AFI/M interface is atomically rough and
the magnetic moment is compensated there, such that
there is no net magnetization at the interface. In this
situation, Eq. (71) applies to both the a-type antifer-
romagnet and the g-type antiferromagnet [46]. On the
other hand, idealistically, we can think of an atomically
sharp uncompensated AFI/M interface where a nonzero
net magnetization remains at the interface, which may
be realized in the a-type antiferromagnet. In such a sit-
uation, there appears a coupling between σ and n at
the interface, and we would expect the appearance of a
nonzero antiferromagnetic SSE signal even in the absence
of the external magnetic field.
To summarize, on the basis of the dissipative stochastic
models, we have developed a theory of the SSE in para-
magnets and antiferromagnets at elevated temperatures.
For the paramagnetic SSE, we use the stochastic Bloch
equation. For the antiferromagnetic SSE, by contrast,
we use the time-dependent Ginzburg-Landau equation.
Starting from these two different models we have found
that, despite a marked difference in the model equations,
both the paramagnetic SSE and the antiferromagnetic
SSE are expressed by a single equation, which is pro-
portional to the external magnetic field times the spin
susceptibility of the spin-injecting magnet. Moreover, we
have clarified that a cusp structure appears at TN in the
antiferromagnetic SSE, because of the fact that the anti-
ferromagnetic spin susceptibility has a kink at this point.
We hope that our theoretical result is tested experimen-
tally by a careful measurement for the antiferromagnetic
SSE.
After completing this work, we became aware of a re-
cent paper, in which the antiferromagnetic SSE in epitax-
ial FeF2 films is measured [47]. The experimental data
support our theoretical result, since a clear cusp struc-
ture at TN is observed in the SSE signal.
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Appendix A: Derivation of Eqs. (69) and (70)
In this appendix, we present the derivation of Eq. (69)
for Ipumps and Eq. (70) for I
back
s . Because the calculation
of the latter is easier, we first deal with Eq. (70).
We begin with Ibacks in Eq. (68), and recall the noise
correlator in Eq. (6) with its spectral representation given
by 〈〈ζ−ω ζ+−ω〉〉 = 4kBTMχM/τM. Then, Ibacks can be writ-
ten as
Ibacks =
4J2sdχM
~2τM
meqkBTMI1, (A1)
where the integral I1 is defined by
I1 =
∫
ω
|g(ω)|2ImGm(ω). (A2)
8We use the expression
ImGm(ω) = − γm(ω − d)(ω − d
∗) + γnbc
(ω − λ+)(ω − λ∗+)(ω − λ−)(ω − λ∗−)
,
(A3)
where we introduced γm = −Im a = Γm/χ˜AFI and γn =
−Im d = ΓnK. To proceed further, it is convenient to
introduce the following notation:√
(a− d)2 + 4bc =
√
Z = X + iY, (A4)
a+ d = Ω− iΓ+, (A5)
where X , Y , and Ω are pure real numbers, and
Γ± = γm ± γn. (A6)
We evaluate the integral over ω by picking up the magnon
poles ω = λ∗±, where we assume τ
−1
M ≫ γm, γn which
means that the antiferromagnetic magnons are well-
defined excitations. Then, after calculating the residues
at ω = λ∗±, the integral is calculated to be
I1 = −τ
2
M√
Z∗
[
pλ∗+ + q
(Γ+ − Y )(X + iY ) −
pλ∗− + q
(Γ+ + Y )(X − iΓ+)
]
= −τ2M
N
D , (A7)
where we defined
N = pXY + pΓ+(a∗ + d∗) + 2qΓ+, (A8)
D = (Γ2+ − Y 2)(X2 + Γ2+), (A9)
and we introduced p = γm(a
∗ − d) and q = −γm(a∗ −
d)d∗ + bcΓ+. Note that in the above equations, we used
the relations λ+ + λ− = a + d and λ+ − λ− =
√
Z.
The remaining task is to expand both N and D up to
the second order with respect to γm and γn. Using the
relationsX2−Y 2 ≈ (a−d)2+4bc and XY ≈ −(a−d)Γ−,
the numerator and the denominator are calculated to be
N ≈ 1
2
{
(Γ2+ − Γ2−)(a− d)2 + 4bcΓ2+
}
, (A10)
D ≈ (Γ2+ − Γ2−)(a− d)2 + 4bcΓ2+, (A11)
where the higher-order corrections with respect to γm, γn
are disregarded. Substituting this result into Eq. (A1),
we obtain Eq. (70).
Next, we come back to Ipumps in Eq. (67). It is conve-
nient to divide this quantity as
Ipumps = I
pump
s,m + I
pump
s,n , (A12)
where
Ipumps,m =
−J2sdχM
~τM
∫
ω
|g(ω)|2ω|Gm(ω)|2〈〈ξ−ω ξ+−ω〉〉, (A13)
Ipumps,n =
−J2sdχM
~τM
∫
ω
|g(ω)|2ω|Gn(ω)|2〈〈η−ω η+−ω〉〉. (A14)
We first calculate Ipumps,n because it is easier to evaluate.
Recalling the noise correlator in Eq. (30) with its spectral
representation given by 〈〈η−ω η+−ω〉〉 = 4kBTAFIΓn/ε0v0,
Ipumps,n can be written as
Ipumps,n = −
4J2sdχMΓn
~ε0v0
kBTAFII2, (A15)
where the integral I2 is defined by
I2 =
∫
ω
|g(ω)|2ω|Gn(ω)|2, (A16)
with the last term of the integrand given by
|Gn(ω)|2 = b
2
(ω − λ+)(ω − λ∗+)(ω − λ−)(ω − λ∗−)
.
(A17)
The integral over ω can be evaluated as before by pick-
ing up the magnon poles ω = λ∗±. After calculating the
residues at ω = λ∗±, the integral is calculated to be
I2 = b
2τ2M√
Z∗
[
λ∗+
(Γ+ − Y )(X + iY ) +
λ∗−
(Γ+ + Y )(X − iΓ+)
]
=
b2τ2M [Γ+(a
∗ + d∗) +XY ]
(Γ2+ − Y 2)(X2 + Γ2+)
. (A18)
Calculation of Ipumps,m can be done in a similar way. We
recall the noise correlator in Eq. (3) with its spectral
representation given by 〈〈ξ−ω ξ+−ω〉〉 = 4kBTAFIΓm/ε0v0.
Then, Ipumps,n can be written as
Ipumps,m = −
4J2sdχMΓm
~ε0v0
kBTAFII3, (A19)
where the integral I3 is defined by
I3 =
∫
ω
|g(ω)|2ω|Gm(ω)|2, (A20)
with the last term of the integrand given by
|Gm(ω)|2 = (ω − d)(ω − d
∗)
(ω − λ+)(ω − λ∗+)(ω − λ−)(ω − λ∗−)
.
(A21)
The integral over ω can be evaluated as before by picking
up the magnon poles ω = λ∗±, yielding
I3 = τ
2
M√
Z∗
[
kλ∗+ + k
(Γ+ − Y )(X + iY ) +
kλ∗− + l
(Γ+ + Y )(X − iΓ+)
]
=
τ2M [kXY + kΓ+(a
∗ + d∗) + 2lΓ+]
(Γ2+ − Y 2)(X2 + Γ2+)
, (A22)
where we defined k = a∗(a∗ − d) + bc and l = (a∗ −
d)(−ad∗ + bc).
Summing up Ipumps,m and I
pump
s,n , we obtain
Ipumps = −
4J2sdχM
~τMε0v0
kBTAFI (ΓnI2 + ΓmI3) . (A23)
9To proceed further, we first substitute Γm = γm/r and
Γn = γn/K, and we rewrite ΓnI2 + ΓmI3 as
ΓnI2 + ΓmI3 = τ2M
M
D , (A24)
M = γm
r
{kXY + Γ+[k(a∗ + d∗) + 2l]}
+
γnb
2
K
[Γ+(a
∗ + d∗) +XY ], (A25)
where D is defined in Eq. (A9). Then, we expand both
M and D up to the second order with respect to γm
and γn. Using the relation a ± d ≈ γH0(1 ± K/r) and
b2/K = bc/r, we obtain
M≈ γH0
2r
{
(Γ2+ − Γ2−)(a− d)2 + 4bcΓ2+
}
, (A26)
where D is given in Eq. (A11). Substituting the above
result into Eq. (A23), we finally obtain Eq. (69), where
Eqs. (35) and (36) are used.
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