A hybrid data-model fusion approach has been devised to calibrate a Flush Air Data Sensing system. Numerical simulation and artificial neural network based approaches have been previously applied to predict airdata state from flush pressure measurements. However both approaches have their shortcomings. Numerical simulations rely on approximations to model the truth while learning algorithms do not incorporate the physics of the problem and often need a large set of data for training. A principled approach has been devised to fuse experimental FADS data and numerical solutions in an optimal manner. The purpose of this approach is to improve the prediction accuracies of the airdata state obtained by a pure neural network based approach. Other objectives of this approach include better noise tolerance and a need for fewer experimental data. Nomenclature b n, b1 n, b2 n = n th bias in the approximation c n, c1 n, c2 n = n th linear coefficient in the approximation 
In FADS, the problem of estimating relative wind speed and direction from the surface pressure at a position θ can be framed as either a forward or inverse mapping problem, i.e.,
, , , the forward problem , , , the inverse problem. , , , 
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Here , , V P ρ ∞ ∞ ∞ are freestream density, speed and pressure, respectively. The parameter β represents the yaw angle while F and G are the forward and inverse mapping. For aircraft, pressure sensors need to be installed only on the nose which allows a semi-empirical function to be used for F. Once F has been established, nonlinear least squares or neural networks can be used to estimate the unknown airdata parameters 1, 2 . Empirical pressure models can also be constructed thorough numerical solutions alone 4 .
However, estimates of F cannot be obtained for arbitrary geometries. In such problems, it becomes essential to focus on neural network based approaches that have been proven to be efficient in solving illposed inverse problems. In the context of FADS problems artificial neural network and machine learning approaches learn the functional relationship between pressure and freestream wind velocity. This approximation is independent of the complexity of the geometry of the bluff body. However, the prediction accuracies of a neural network based approach depend on the following:
a. Signal to noise ratio: Noise could be induced in the static pressure measurements due to the inherent uncertainty of the pressure transducer. Other sources of noise include uncertainties in the atmospheric sensor and density measurements, errors due to thermal instability, improper tubing and sensor installation.
b. Incompleteness: This work deals with calibrating FADS systems for bluff bodies with arbitrary geometries. Unlike aircrafts, bluff bodies that experience significant cross-flow need pressure sensors installed all around one or several planes of the body surface. However, pressure sensor installation can become an issue because of lack of space, presence of inlet or exhaust valves that disturb the local airflow or prohibitive labor requirements. Such constraints can limit data collection and can possibly diminish wind speed and direction prediction accuracies.
c. Sparsity: Performance of any algorithm to predict wind speed and direction from pressure measurements directly depends on the number of training points. Finer resolution of training data would demand lengthy, costly and tedious wind tunnel runs. Any mathematical technique that helps engineers accelerate through the test matrices is welcome.
In an earlier work, Srivastava et al. 5 displayed the use of a greedy machine learning technique for calibrating the FADS system for a surface vessel. The authors showed that Sequential Function Approximation (SFA) could be successfully used to not only predict wind speed and direction from pressure measurements, but also help engineers accelerate through the test matrix. and decreasing number of training points respectively. These figures can inform the experimentalist as to how many wind tunnel runs need to be collected and how many pressure sensors are sufficient for wind speed and direction prediction. The objective of this work is to study how numerical simulations can be used apriori with Sequential Function Approximation to result in better pressure distributions which would imply better quality of training data and thereby better wind speed and direction prediction accuracies. The technique presented here is simple, yet powerful and a generic way of fusing numerical solutions with smoothness based mathematical approximation of experimental data. The training and testing procedure of SFA has been modified in the past for data-model fusion applications 6 . In this problem we use SFA to model the error between the wind tunnel pressure data and the pressure distribution approximated by full three dimensional
Navier-Stokes equations with turbulence modeling. Such an approach would result in smoother and more accurate pressure distributions than that obtained by wind tunnel or numerical experiments. This approach could be used with FADS on arbitrary geometries with varying levels of flow complexity but in this work we demonstrate the application of this approach on FADS for a Runway Assisted Landing Site (RALS) control tower (Fig. 4) . The specific objectives of this paper are the following:
1. Investigate how CFD techniques can be used to compensate for sparsity, noise and incomplete wind tunnel data.
2. Use CFD to determine possible locations of pressure ports that can improve wind speed and direction prediction accuracy.
We believe that a data-model fusion approach based on neural networks can be immensely helpful in reducing material and labor costs of expensive wind tunnel testing. It can also be seen as an approach that uses physics based regularization to reduce uncertainty and sparsity of the data. Our paper is organized as follows: in Section II we discuss the wind speed and direction estimation schemes. We present several approaches, list their benefits and drawbacks and pick the most suitable approach. In Section III we discuss the data-model fusion aspect of this work. In Section IV we compare the ability of smoothness and physics based regularization techniques to handle noise, sparsity and incompleteness of pressure data. In Section V we present the wind speed and direction prediction accuracies of the chosen estimation techniques. Section VI presents conclusions and future work.
II. Approach

A. Forward and Inverse Problems
Borrowing from the flight mechanics literature and restricting our problem in this paper to twodimensions, we can define β as the yaw angle. Using the incompressible flow about a right circular cylinder ( including the inability to handle high-dimensional inputs, noisy data, and nonlinear interpolation.
Computational algorithms like neural networks that learn from data can be very effective in solving inverse problems and bear potential advantages in the construction of the mapping function G compared to look-up tables. Examples of neural networks advantages include high-dimensional mapping, smoother nonlinear control, intelligent empirical learning and fewer memory requirements 10, 11, 12, 13 . For speed of evaluation, reduced complexity, and the potential for graceful performance degradation with the failure of pressure sensors, we have chosen to solve the inverse problem using only neural networks with pressures read from all surface sensors,
.
The problem of developing the mapping function G with empirical information falls under the category of regression in statistics and machine learning research. Popular regression methods include splines 14 , projection pursuit regression 15 , radial basis function networks 16 and back-propagation networks 17 . These methods require the use of user-determined control parameters and/or kernel hyper-parameters. The user must find the optimum values of the control parameters for the entire data set either by cross-validation or a grid search approach. In such time consuming approaches the data must be used to generate numerous randomly selected subsets for training and testing. The values of the control parameters must then be optimized on each of these testing subsets and the optimum control parameters averaged.
We believe that for the purpose of this type of fluid-structure interaction problem, a multi-dimensional learning tool should address the previously mentioned hyper-parameter selection problem, operate as easily on high-dimensional data as it does on low, and provide the user an assurance that the tool will give its best performance on an unseen test set. The tool should also require a minimum of storage and as little user interaction as possible. Finally, for the purposes of generalization and data compression, the scheme should construct an accurate approximation that uses as few basis functions as possible, preferably less than the number of sample points. In reference [5] we developed just such a learning tool that can solve the inverse problem under consideration, which we call Sequential Function Approximation (SFA). SFA was originally introduced to solve differential equations 18 but was later used to provide kernel based solutions to regression 19 and classification problems 20 . 
C. Sequential Function Approximation
Sequential Function Approximation (SFA) was developed from mesh-free finite element research but shares similarities with the Matching Pursuit 21 and Boosting 22 algorithms in that they can all be classified as greedy algorithms. We start our approximation of u utilizing the Gaussian Radial Basis Function (RBF) φ .
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where
ξ ∈ . We can write the function residual r at the n th stage of approximation as the following:
Using the Petrov-Galerkin approach, we select a coefficient that will force the function residual to be orthogonal to the basis function, and using the discrete inner product given by Eq. (4)
which is equivalent to selecting a value of that will minimize n c ,
with ( ) ( )
The discrete inner product , n n D r r , which is equivalent to the square of the discrete L 2 norm, can be rewritten, with the substitution of Eq. (5) and (6), as
, ,
Recalling the definition of the cosine, which is given by Eq. (8) using arbitrary functions f and v and the discrete inner product,
Eq. (7) can be written as
where n θ is the angle between n φ and 1 , which is a very robust condition for convergence. By inspection, the minimum of Eq. (9) is 0 n θ = , implying Eq. (10) ( )
Therefore, to force with as few stages n as possible, a low dimensional function approximation problem must be solved at each stage. This involves a bounded nonlinear minimization of Eq. (7) to determine the variable and index , representing the basis function center taken from the training set. The dimensionality of the nonlinear optimization problem is kept low since we are solving only one basis at a time. the MWR we calculated the optimum value of the coefficients and bias given by Eqs. (5) and (6) . This left us with a two-dimensional optimization problem for the center and the width at each stage.
In order to reduce computational time and expense we used a heuristic rather than optimization techniques to locate the center of the RBF at each stage. For each basis function the center was chosen to be the training vector that corresponds to the maximum absolute value of the residual at that stage. We are then left with a one-dimensional optimization problem, given by Eq. (7), for the width of the basis function which we solve at each stage in the algorithm.
A common stopping criterion used by greedy sparse approximation algorithms for regression problems is to put a threshold on the residual error. Studying and comparing the effectiveness of other stopping criterion like the minimum description length criterion 27 , the Akaike information criterion 28 , or a combination of several different criteria constitutes future work. In this work we stop adding basis functions when either the maximum absolute value of the residual error falls below a user determined tolerance (τ ) or the number of basis functions exceeds the number of training points.
E. Implementation of the Algorithm
Though our SFA scheme allows the basis center ( n ξ * ) to be located anywhere in , the practical application to problems with multiple inputs constrains the centers to the set of sample points A benefit to using RBFs is that in practical applications we can ignore the denominator in the discrete inner product formulation of Eq. (7). As a result, the determination of n η requires only 
for positive constants and . Equation (12) shows that for minimum convergence, the logarithm of the inner product of the residual as a linear function of the number of bases (n), which establishes an exponential convergence rate that is independent from the number of input dimensions (d). 
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G. Training and Testing
In this section we layout the procedure in which we attempt to develop wind speed and direction estimation techniques. Even though our problem involves turbulence and cross-flow about nontrivial geometries, the existence of a functional relationship between P and q and between C p and β can be safely assumed. The wind speed was predicted using only the surface pressure data while the wind direction was predicted using the pressure coefficient data derived from measured pressure and predicted wind speed values. It is noted that this coupling of networks put the burden of high accuracy on the wind speed predictor. Freestream air density was kept constant in the current problem which makes prediction of freestream wind speed equivalent to dynamic pressure. Sequential function approximation was used to construct one RBF network and the corresponding wind speed surrogate could be represented by Eq. (13).
( )
Once the wind speed predictor was available, the test static pressure values were divided by the corresponding predicted dynamic pressure to obtain the test coefficient of pressure values. Several ways exist to predict the yaw angle β . One straightforward way is to construct one RBF network given by Eq. This work develops an alternate method of fusing experimental and computational data to approximate pressure signals to estimate freestream wind speed and direction. The approach uses a neural network method as the inverse modeling tool and applies a simplified Tikhonov-related regularization scheme to correct for the original data error. The purpose of this section is to introduce a fusing approach using the SFA neural network that maximizes the use of experimental data with the help of CFD data in approximating a smooth, continuous and accurate pressure distribution. The fusing approach attempts to correct the low-fidelity and high resolution CFD data with limited, yet reliable, experimental data. It is also a method by which the noisy experimental data can be conditioned with the smooth curves of the CFD data.
The fusing approach first involves calculating the error function of the CFD and experimental data defined by the following equation,
for i = 1,…, s, where s is the number of training data sets. The error vector, e, is then used to train the SFA network to a predetermined tolerance, τ. The resulting error surface, e(ξ), will naturally involve some scatter directly related to the experimental data noise. Training the network to the given tolerance allows the SFA to regulate the noisy experimental data with a priori CFD information. Assuming the u CFD surface is known, then the error surface approximation, e SFA , can be subtracted from the u CFD (ξ) data to give the approximation surface,
The τ value can be regarded as the regularization parameter and controls how well the approximations fit the experimental or CFD data. A very high tolerance value allows the training process to end prematurely with very few network units. As a result, the network "under-learns" the training data and the majority of the approximations reach a value of zero. For data points with an error value of zero, Eq. (18) shows that the approximation value will reproduce the CFD data. On the other hand, a very small tolerance value will force the network to use too many network units to reach the smallest possible tolerance. In this case, the network "over-learns" the training data and will fit even the experimental noise in the error surface. As a result, the approximations will reproduce the experimental data. The user must carefully choose the tolerance value to best fit the experimental data using the CFD information.
IV. Handling noise, sparsity and incompleteness
As mentioned before, the objective of this work is to improve the quality of the training data set by fusing numerical solutions with experimental data. In this section we compare the smoothness based regularized solutions vs. the physics based regularized solutions in their ability to handle noise, sparsity and incompleteness of data. If only experimental data points were used to construct the wind speed and direction surrogates, we call them smoothness based regularized solutions because the RBF network uses just the mathematical smoothness of Gaussian radial basis functions to construct the hyper-surface.
However, if numerical solutions were used as apriori information to construct the surrogates we refer to them as physics based regularized solutions. In the following graphs, we refer to the smoothness based solutions by 'SFA' and the physics based solutions as 'Fused'. The available experimental data had 9 sets of wind tunnel runs from 40 fps to 120 fps at increments of 10 fps. Each set of wind tunnel run had pressure measurements in the range at increments of 2 degrees. To simulate a noisy and sparse data set, a uniform random noise of magnitude 0.005 psi was added to each pressure measurement. From this noisy data set, pressure measurements at every 20 degrees were selected to simulate sparsity in the training set. The ability of smoothness based and physics based techniques to recover the original pressure signal is tested on this new degraded subset of the data set. The numerical simulations were conducted using the standard Star-ccm software. Steady state three-dimensional flow around RALS tower was solved using
Reynolds-Averaged Navier Stokes equations. solutions for the stern and the port side pressure sensors. Another quality that makes this data-model fusion generic is that it could be used for fusion of information/data from any two sources, two CFD codes, wind tunnel data from different experiments to name a few. A machine learning or neural network technique could be used to learn the differences between the two solutions. Appropriate tolerance criterion could be user-defined depending on the relative accuracy and importance of the two solutions and by adding the predicted differential hyper-function to the less accurate solution. The fused C p distribution was obtained in the manner as mentioned above and is shown in Figs. 16 and 17 for individual values of θ to clearly visualize the validity of the fused distributions. Figures 16 a, b, c and d show the C p distribution for sensors located just next to the starboard, stern, port and bow side respectively. 
V. Wind speed and direction prediction
In this section we present the freestream wind speed and direction prediction accuracies. Wind speed and direction estimation techniques discussed in Section II G were used to compute these results and as discussed before they are susceptible to noise and sparsity in the training data. Section III and IV discussed the smoothness and physics based regularization techniques that can generate a smooth pressure signal given sparse and noisy wind tunnel data. As presented in Section IV, a noisy and sparse pressure data was simulated with a noise magnitude of 0.005 psi and a yaw angle resolution of 20 degrees. This degraded data set was input to the smoothness and physics based regularization techniques to result in cleaner and smoother pressure signals which were input to the wind speed and direction estimation routines to predict wind speed and direction. The airdata estimation techniques were tested against the original clean wind tunnel data set shown in Fig. 7 . Figure 17 shows the performance of the airdata estimation techniques when noise-free data at a yaw angle resolution of 4 degrees was taken as input. The error tolerance was ± 3.4 fps and ± 2 degrees for wind speed and direction respectively. occur. In these ranges of yaw angle three pressure sensors face separated flow and as shown by Fig. 8 the predicted C p values also do not vary significantly to give any useful information to the direction estimation technique. Figure 18 shows the wind speed and direction prediction performance when smoothness based regularization techniques were used to obtain pressure signals from data with a noise magnitude of 0.005 psi and a yaw angle resolution of 20 deg. It can be seen from Fig. 20 that both wind direction accuracies are significantly reduced as expected. In fact, the direction errors are less than when noise free data was used for training at a yaw angle resolution of 4 degrees as shown in Fig. 17b . However, wind speed prediction accuracies have not reduced significantly because estimation of wind speed does not depend strongly on the location of pressure sensors. As long as sufficient resolution is present in the dynamic pressure and yaw angle wind speed prediction would not change significantly.
VI. Conclusions
This paper has demonstrated that scattered data approximation algorithms can be used to fuse noisy and scattered wind tunnel data with smooth and low fidelity numerical solutions. We propose the use of a generic machine learning based data model fusion technique for handling noise, sparsity and incompleteness in wind tunnel pressure data for a Flush Air Data Sensing system. Freestream wind speed and direction estimation techniques are discussed that input static pressure data to predict wind speed and yaw angle at a desirable tolerance error. Smooth pressure signals were obtained from noisy data via two regularization methods namely smoothness and physics based regularization techniques. Physics based regularization techniques proved to be especially useful when the wind tunnel data was incomplete. It also helped correct low fidelity numerical pressure solutions even at locations where no wind tunnel measurements were taken. This work provides a generic framework to fuse information from various experimental or computational sources to provide a more optimized and accurate representation of the domain.
