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Abstract
Classification has been a challenging tasks for a long time. The classification of road-
vehicle situations plays an important role towars the preparation of limited number
of set of situations from unpredictable infinite possibility of situation. This limited
number of set of situation preparation is needed for the prediction of root cause
of collision during autonomous driving. To fulfill this requirement, the hierarchical
classification of the different kind of shapes of the road and objects(i.e. vehicles)
corresponding to them has been achieved.
For the first step of the situation classification, the data considered are the
different shapes of the road. These different shapes of the road are cross junction
(i.e. four way road) or T-junction (i.e. three way road) or straight road. In this
case, the variation among shapes have been observed using U matrix. The most
suitable dot distribution representation is used throughout for the representation of
the different shapes of the road. The classification method used for this first step
of classification is TFSOM×SOM (i.e. Topology Free Self-Organizing Map by Self
Organizing Map) algorithm.
A vehicle trajectory has been drawn on these different shapes of the road after
the first step of situation classification. For an example, Suppose a road starts from
point A to point B and between point A and point B, a combination of all the three
different shapes of the road discussed above is available. From point A to point B,
the position of vehicles has been tracked along with the coordinates of the road. As
the vehicle starts travelling from point A, it has to pass through the straight road,
cross shapes of the road and T-junction shape of the road till the end of travel i.e.
up to point B. To obtain all the different shapes of the road as a simulation result,
we used the concept the standard deviation. The standard deviation concept was
used as a penalty term because without using this penalty term, we were not able
to get the required three different shapes of the road. These three different shapes
of the road have been represented using three different colors.
For the second step of the situation classification, Two types of data are the
coordinates of the position of vehicles and road. In this time, only cross shapes of the
road are being considered as the coordinates of shape of the road. This is because
that the possibility of number of objects is more than that of T-junction and straight
road. In other word, the complexity of the shapes of the road is the potential to
define the level of risk of danger. The most suitable dot distribution representation
is used throughout for the representation of the cross shapes of the road data. In
this hierarchical classification, the first kind of data are road data i.e. cross shape
road data. These road data are being classified using TFSOM×SOM algorithm as
said above. The second kind of data are the object data i.e. vehicle data being
used for classification with proposed method Conditional Self Organizing Map i.e.
CSOM algorithm. The quantization error is the average distance between the input
data vector and its best matching unit. The simulation result of the quantization
error of both CSOM algorithm and SOM algorithm has been compared in order to
1
justify the relevance of the proposed CSOM algorithm over SOM algorithm. The
quantization error of CSOM algorithm is less than that of SOM algorithm. Also for
same quantization error CSOM method needs almost one third number of learning
data in comparison to that of SOM algorithm.
The comparison of simulation results of the proposed hierarchical CSOM al-
gorithm with the non-hierarchical and hierarchical SOM method has been done in
order to justify that the use of this proposed CSOM algorithm is more suitable than
those SOM methods.
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Chapter 1
Introduction
1.1 Motivation
In our daily life, human eye can recognize and classify objects, images and scenes of
high resolution but in the case of low resolution, large data and highly repetitive large
sets of data (like satellite image or scene data of a town), it becomes cumbersome
or almost impossible to identify and classify them correctly. The classification of
scene/object has been a challenging tasks for a long time. Its vast research area
and highly demand in the field of computer vision, artificial neural network, image
processing, object recognition and pattern recognition attracts the researchers and
scientists.
The requirement of the hierarchical situation classification in our study is due to
the following causes. The technologies available currently in the field of autonomous
driving technology for the avoidance of collision are sufficient enough to avoid colli-
sion make vehicle stop in front of the obstacle or in a situation of collision to occur,
in other words, the present techniques in autonomous vehicle are able to avoid the
collision in order to make safe and secure journey. The basics of the autonomous ve-
hicles is also provided in the chapter 3.3. From the safety point of view and to avoid
collision, autonomous driving technologies are able to make safe and secure journey
in the present time then what is the need of talking about safety of autonomous
driving technology and why our study is required?
A question arises like this, If collision happen on the road in spite of using
all the technologies currently available in the autonomous driving for avoiding the
collision (which are quite enough to make safe journey, so to say sufficient enough
to avoid the collision on the road), then “the root cause of incident of collision will
be needed to know” so that this same situation of collision should not repeat in the
future next time in order to avoid collision on the road. The current technologies of
autonomous vehicles like Deep Neural Networks [98-101] or others have been failure
to explain the reason of accident because they work like black box such as shown in
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Figure 1.1: This figure shows that the input as present technology in autonomous
driving system given to the black box and output as an action of actuator.
the figure 1.1
To overcome this situation we need to know that the semantic based method
using ontology (“if then rules”) [39], [51] and [55]. This ontology based if then rules
is based on “knowledge driven artificial intelligence (KDAI) i.e. human knowledge”
and “data driven artificial intelligence (DDAI) i.e. machine learning”. Can we
predict the situation during autonomous driving on the road? The prediction of
situation is difficult because the possibility of situations are indeterminate. To solve
this difficulty, we are using the concept of DDAI, machine learning. By using this
DDAI concept, the construction of limited number of set of situations to prepare set
of rules can be possible. These limited number of set of situations to prepare set of
rules, so to say maximum possible number of set of rules will be able to ready for
annotation (such as done in LevelMe dataset [67, 71]) and thus reasonable answer
of the situation (if accidents happen) can be prepared.
Till now, we are able to understand the unpredictable infinite possibility of
situations arise during driving of autonomous vehicles on the road and also in the
situation of accidents occur. The task of discretization or quantization or so to say
classification of situations will be useful to make finite situations from unpredictable
infinite possibility of situations. Also this discretized form of situations will be able
to use annotation same as the labelMe dataset used and its details are explained in
the chapter 2.2.3 among large sets of dataset. Thus, limited number of set of scenes
to prepare set of rules will be prepared in order to answer the reason of collision if
collision occurs during autonomous driving.
1.2 Objective
The task of classification of situations are actually hierarchical classification of sit-
uation, and the detail explanation is given in the chapters 3, 4 and 5 respectivley.
The first level of hierarchy of situation includes the different kind of shapes of the
road and the second level of hierarchy of situations are the objects (In this thesis,
the objects on the road are limited to vehicles only) on the corresponding different
kind of shapes of the road.
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For the situation classification, the self-organizing map (SOM) algorithm is
suitable when all input data vector are equi-dimensional. But, the difficulty starts
when
(a) All the input data are not same in dimensions i.e. some of input data are A x B
dimensional, some of the them are C x D dimensional and so on.
(b) The shapes of the road are not dependent on topology whereas SOM algorithm
is topology dependent.
(c) How to arrange and visualize, all different kinds of shapes of the road along with
objects on them hierarchically?
To solve these difficulties, we are using TFSOM×SOM algorithm in chapter 4 and
chapter 5. This TFSOM×SOM algorithm also solve the difficulty of topology depen-
dency. To arrange the hierarchical structure of road shapes and objects (i.e. vehicles
arrangement) corresponding to the road, TFSOM×SOM algorithm and Conditional
Self-Organizing Map algorithm are being discussed in chapter 5. Thus, it become
obvious that to arrange the different shapes of the road, the TFSOM×SOM algo-
rithm is being used, that is the upper level of situation is being arranged by using
TFSOM×SOM algorithm. The lower level of the situation is being arranged using
Conditional Self-Organizing Map algorithm. Thus the different levels of the situa-
tion are being arranged and visualized hierarchically. The details of these methods
and algorithms are explained in chapter 4 and Chapter 5 respectively.
To represent the different kinds of shapes of the road, there is no specific rule
to represent the different shapes of the road suitably. To overcome this situation
dot distribution representation is used in our algorithm and approach.
To prepare the set of rules, we need an appropriate classification so that annota-
tion can be done in a proper way. To do this annotation, Conditional Self-Organizing
Map (CSOM) results suits as the best method because SOM algorithm provides the
density of objects on the road in a varying manner as in lower level each child class,
the density of objects get changing in a random manner, whereas in CSOM result
it is fixed as shown in the comparison part between SOM algorithm and CSOM
algorithm in chapter 5.5.
The less number of learning data is being required by the condiational self-
organizing map in comparison to the other methods for the same amount of quan-
tization error. The detail explanation is provided in the chapter 5.6.
1.3 Outline of the Thesis
This Thesis consists of 6 chapters as follow. First chapter introduce the purpose
of our study, Second chapter discuss the Situation understanding, Third chapter
describes the hierarchical classification and its application, Fourth chapter explains
about the classification of different shapes of the road, Fifth chapter explains about
the classification of road-vehicle situations, Sixth chapter describes the conclusion.
Chapter 1 3
Chapter 2
Situation Understanding
2.1 Introduction
Due to increase of complexity in software as well as hardware in the rapid progress
in the development of autonomous vehicle, it becomes difficult to manage such com-
plexity. In order to manage, functional system architectures to structure necessary
modules into more abstract and functional units are used by many research groups.
Based on Simon Ulbrich et al. [103] and A. Reschka et al. [115], some key interfaces
used in their simplified system architecture has been discussed in this chapter as
scene, scenario and situation study respectively. A scene is central link among per-
ception, Mapping and Comm. modules as shown in figure 3.3. A situation is central
interface within perception, Mapping and Comm. modules as shown in figure 3.3.
Thus question arises like that “What are the differences among scene, scenario and
situation?”.
2.2 Scene Study
According to Cambridge dictionary [116], scene is a part of a play or film in which
the action stays in one place for a continuous period of time, a view or picture of
a place, event, or activity, a place where an unpleasant event has happened, a par-
ticular area of activity and all the people or things connected with it, an expression
of great anger or similar feelings, often between two people, or an occasion when
this happens. As per definition of paper [57] Scene is a place in which one can have
movement. The paper [103] defines the scene as follow.
“A scene describes a snapshot of the environment including the scenery and dynamic
elements, as well as all actors’ and observers’ self-representations, and the relation-
ships among those entities. Only a scene representation in a simulated world can be
all-encompassing (objective scene, ground truth). In the real world it is incomplete,
incorrect, uncertain, and from one or several observers’ points of view (subjective
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scene)”.
The further study of scene is according to the size of datasets and scene classifi-
cation along with some related work. The datasets of scene study are named as
small-scale scene, medium scale scene and large scale scene. These divisions are
based according to the size of datasets used for the study of scenes. These datasets
have many common properties such as follows. One, they are iconic and typical
scene images that background objects; consist of surfaces to decide scene categories.
Two, these datasets have very limited number of scene categories and within the
same class; images have very few variations in visual patterns. Three, they focus
more on usually-seen categories, such as coast, forest and living room, etc.
2.2.1 Small-Scale Scenes Study
These small scale scenes are further divide into two categories. First one is outdoor
scene category and second one is indoor scene category. Mixed category consists of
outdoor and indoor scene category is also studied in this chapter.
Outdoor Scene Category
This scene category uses the dataset of 8-scene dataset [56], [71], in which the
image descriptor Graphics and Intelligence based Script Technology (GIST) was
proposed. It consists of 8 outdoor scene categories in which 4 of them are from
Natural landscapes and 4 of them are from man-made scenes. Totally, there are 2688
images in the dataset. It is popular benchmark in the scene understanding field and
a mandatory challenge for all scene understanding researches. Later, researchers
from the same group labeled the dataset for the purposes of semantic segmentation
in scene parsing researches.
Outdoor and Indoor Scene Category
To create more challenging datasets, researchers intended to increase the categories
and diversities of scenes. After the popularity of 8-scene dataset [56], 15-scene
dataset has been introduced including 2 extra outdoor categories and 5 indoor cat-
egories to meet the requirement of scene diversities tasks. The 15-scene dataset
[58], [60] and [71] has three more challenging factors than the above stated 8-scene
datasets as follow.
(1) The 15-scene dataset consists of only gray-scale images.
(2) The 15-scene dataset has twice number of scene categories and images.
(3) The 15-scene dataset considers indoor scenes with outdoor scenes together.
Being such differences and challenges, the 15-scene dataset also became a mandatory
benchmark in nowadays researches.
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2.2.2 Medium-Scale Scenes Study
This medium scale scenes study describes the details about the event centric scene
category and ground truth geometric levels category with the UIUC sports datasets
and CMU 300 datasets respectively.
Event centric scene category
The dataset used for the study of event centric scene is UIUC sports [59], [71]. It con-
sists of 8 sports event categories as follow. (i) rowing (250 images), (ii) badminton
(200 images), (iii) polo (182 images), (iv) bocce (137 images), (v) snowboarding (190
images), (vi) croquet (236 images), (vii) sailing (190 images), and (viii) rock climb-
ing (194 images). Each image has provided the information of the distance of the
foreground objects. According to the human subject judgment, images are divided
into easy and medium group. This dataset is prepared based on event happened
during sports, therefore names event-centric scenes. The most scene images have dis-
tinctive foreground and background contexts. Hence, a promising research direction
in context based recognition has been arisen using scene/object topic models.
Ground Truth geometric levels scene category
The largest benchmarking dataset in the geometric layout research community is
dataset in [61], consists of 300 images of outdoor scenes with 23 different scene
categories including building, alley, college, cliff etc. The dataset provides ground
truth geometric labels for each image, namely support, sky, planar left, planar center,
planar right, non-planar solid and porous. The first 50 images are used for training
the surface segmentation and the remaining 250 images are used for evaluation. It
provides occlusion boundaries for 100 images in the dataset other than geometric
labels. The occlusion boundaries indicate occluded objects and the depth orders of
occluding.
2.2.3 Large scale scene study
Due to big progresses in computer vision researches, small and medium scales
datasets were no longer sufficient to meet the urgent need of large scale datasets
and also for the evaluation purpose of robust scene understanding system perfor-
mance.
Pascal Visual Object Classes (VOC) Challenge dataset
There are 20 object classes in the PASCAL dataset [65], [71] with thousands of im-
ages in each class. The PASCAL Visual Object Classes (VOC) Challenge dataset
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provides a common set of tools to access the data sets with annotations and stan-
dardized image datasets for recognition and object classification. This PASCAL
VOC Challenge dataset was an annually arranged event from 2005 to 2012, in which
researchers submitted their results on object classification, and got their results eval-
uated and compared online. The source of images was from the collection of Flicker
photos. The online competition consists of classification, detection, segmentation,
person layout and classification of action as follow.
Classification: To determine the presence or absence of an example of that class
in the test image for each of the 20 classes.
Detection: To determine the label of each object and the bounding box from the
20 target classes in the test image.
Segmentation: To generate the pixel-wise segmentation of an object in the image.
Person layout: To determine the label and the bounding box of each part of a
person.
Classification of Action: To determine the action of a person in a still image.
80 Million Tiny Image dataset
The dataset consists of 7,527,697 images, named as 80 million tiny image proposed
by [62], [71]. The motivation for the preparation of this dataset was an interesting
experimental observation i.e. human can achieve a recognition rate higher than
80% and also classify a scene with 32 × 32 pixels [62]. Each image is labeled with
one of the 53,464 English nouns from the WordNet [63] and of low resolution (with
image size dimension 32 × 32). This tiny image dataset is mainly used in fast image
search which demands very little memory. Also, the main aim of this dataset is
to facilitate the development of fast image search and scene matching techniques
with very little memory. The sources of all images were the Google search and
other engines using English nouns from the WordNet. These images contain object
images and scene images are with high diversity. Its combination includes Caltech
101 categories, Caltech 256 categories, Vogel and Schiele [64] 702 natural scenes,
Olivia and Torralba’s [56] 2688 images. In object recognition task, The Caltech 101
categories and Caltech 256 categories images containing objects are used at a large
scale. This proposed dataset contains image categories of sufficient diversity. In spite
of large number of images in this dataset, all images are categorized. The confidence
map, labels provided by users, nouns from the WordNet and the visual dictionary
view of the whole dataset available in the project website [62]. The algorithmic
accuracy in the classification of different categories is reflected by this confidence
map. The amount of data provided by users is shown by labels. The averaged
version of a class of images can reflect the global information of this class and the
visual dictionary view supports the visualization of tiles by averaging the color of
images that have the same English noun. The website provides the facility to add
annotations by selecting a word and indicating whether correct and wrong images
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are returned to the users. To solve inaccurate annotations, the website allows users
to correct labels online. However, these tiny images with low resolutions usually do
not allow image classification algorithms to work properly.
LabelMe dataset
The dataset LabelMe [67], [71] is dynamic, free to use, and open to public contri-
bution and prepared by the MIT CSAIL with an objective to provide a dataset of
digital images with object and surfaces annotations. This LabelMe dataset provides
a website to annotate images online for the users and asks people to use polygons
to segment and annotate object and surfaces in an image. The following aspects
separates this LabelMe are from other existing datasets.
(1) LabelMe contains images of objects with multiple angles, sizes and orientations.
(2) LabelMe designs images for object recognition in arbitrary scenes and it avoids
the scene to cropped, normalized or resized.
(3) Each image in LabelMe may contain more than one object, and users are allowed
to label these objects.
(4) Its numbers of images and object classes can be easily increased.
Also to fix the following shortcoming this project was conducted. Most available
data in computer vision research are tailored to the problem of a specific research
group and it is often that new researchers need to collect additional data to solve
their own problems.
Hierarchical ImageNet dataset
The hierarchical ImageNet dataset [66], [71] is an image dataset organized according
to the Word Net hierarchy. There are more than 100,000 synsets in WordNet, and
a great majority of them are nouns (80,000+). Each meaningful concept in the
WordNet, possibly described by multiple words or word phrases, is called a “synonym
set” or “synset”. Compared to the other image classification dataset, the ImageNet
is the largest and most challenging dataset for object classification and recognition.
The ImageNet aims to provide on average 1000 images to illustrate each synset.
This ImageNet dataset is mostly foreground object oriented like eivent centric scene
category, UIUC sport dataset. Images of each concept are quality-controlled and
human-annotated. On the other hand, it focuses on general image classification
challenges, which include scene classification as only a small branch of the problem.
The SUN dataset
The SUN dataset [68] contains 899 categories and 130,519 images and proposed by
Xiao et al., finds applications in many research fields, such as scene recognition,
computer vision, human perception, cognition and neuroscience, machine learning,
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data mining, computer graphics and robotics research. In the SUN database images
are all about scenes where human can navigate or interact with, which makes this
dataset separate from the object detection datasets such as the PASCAL [65] and
the Caltech 256 category datasets [69]. The motivation of this SUN dataset was to
build a rich and diverse dataset that includes our daily experienced scenes in the
real world as much as possible. As compared with the 80 million tiny image dataset,
images in the SUN dataset are of much higher resolution. Images in the SUN dataset
have a resolution of at least 200 × 200 pixels. Degenerate or unusual images (black
and white, distorted colors, very blurry or noisy, incorrectly rotated, aerial views,
noticeable borders) were removed in the image collection process. The SUN dataset
is currently the largest scene dataset in terms of the image number and the number
of scene. The scene category of the SUN dataset is huge. We can easily think of
some scene categories such as the coast, the field, the meeting room etc. Is Grand
Canyon a scene? Should it be a category? How can we include as many scene terms
as possible? The category terms are selected from the 70,000 terms of the WordNet
[63] used in the tiny images dataset [62]. These terms describe scenes, places and
environments. There are several criteria in selecting scene category terms. First,
places terms that are too broad to evoke a specific visual identity (such as territory,
workplace and outdoors) and places names (such as Grand Canyon or NewYork) are
not included. Second, specific types of objects which are scene related are included,
such as buildings (skyscraper, house and hangar) which makes the scene categories
more diverse. Third, it contains specific domains such as the pine forest, rainforest
and orchard which all belong to the wooded area.
Places205 dataset
Place205 [70] is the latest and the largest scene classification dataset, and mainly
prepared for the purposes of Convolution Neural Network (CNN) training. It con-
tains 2,448,873 images from 205 scene categories. In Comparison with ImageNet
and SUN, shows extreme data abundance, which is very crucial for discriminative
model learning for CNN with deep structures that has millions of parameters [71].
In paper [70], author trained the huge CNN network with 2,448,873 image in 6 days
and present superior results on traditional datasets with the trained deep features.
Comparison of the numbers of images in Places 205 with ImageNet and SUN. Note
that ImageNet only has 128 of the 205 categories, while SUN contains all of them.
To compare them, we select a subset of Places. It contains the 88 common categories
with ImageNet such that there are at least 1000 images in ImageNet.We call the
corresponding subsets SUN 88 and ImageNet 88.
2.2.4 Scene Classification
To infer high-level semantic scene categories, Scene Classification is useful and im-
portant step. It becomes necessary especially in the case of low-level visual features.
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A basic challenge for natural scene classification towards the goal of automated scene
understanding. The details of sample frames of all scenes from the Yupenn dynamic
scene data set [72].
Related Work
A weakly supervised feature learning method has been proposed to learn a dis-
criminative and shareable filter bank to transform local image patches into features.
After combining these features with the ConvNets features pre-trained on ImageNet,
state-of-the-art scene classification result has been achieved [73].
A scene classification is being achieved using object distribution. A probabilistic
Latent Semantic Analysis (PLSA), a generative model from the statistical text lit-
erature has applied to a bag of visual words representation for each image of scenes
[74].
A scene classification task is performed using Spatial Pyramid Matching (SPM) and
Hierarchical Dirichlet Processes (HDP) [75]. SVM ensembles has been used for scene
classification for the rare class problems and experimental evidences shows that hi-
erarchical SVM method performs better results in comparison to other techniques
like majority voting, sum rule, neural network gater [76].
Sparse features derived from performing independent components analysis (ICA)
on the power spectrum of images are more effective and more efficient (with fewer
number of features) in classifying images into natural and manmade classes, com-
pared to PCA type of features [77]. A framework has been presented to handle the
problem of semantic scene classification, where a natural scene may contain multiple
objects such that the scene can be described by multiple class labels. Cross-training
is more efficient in using training data and more effective in classifying multi-label
data. C-Criterion using threshold selected by MAP principle is effective for multi-
label classification. Alpha-Evaluation, our novel generic evaluation metric, provides
a way to evaluate multi label classification results in a wide variety of settings [78].
A visual grammar has been described to bridge the gap between low-level features
and high-level semantic interpretation of images. Naive Bayesian classifiers has been
used to learn models for region segmentation and classification from automatic fu-
sion of features, fuzzy modeling of region spatial relationships to describe high-level
user concepts, and Bayesian classifiers to learn image classes based on automatic
selection of distinguishing (e.g., frequently occurring, rarely occurring) relations be-
tween regions. The visual grammar overcomes the limitations of traditional region
or scene level image analysis algorithms which assume that the regions or scenes
consist of uniform pixel feature distributions [79].
A patch-based latent variable model tailored for semantic scene classification tasks,
where a latent layer of variables are used to model high level latent contextual
visual concepts that are both predictable from the low-level feature inputs and dis-
criminative for the semantic output labels. The proposed model can capture both
local information, through the patches, and global information, through the sum-
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marization of the latent representation vectors in the whole image and the spatial
regularization across patches, for target semantic label prediction [80].
A joint video scene segmentation and classification based on Hidden Markov
Model (HMM) has been proposed. The “two-pass” approaches are based on the like-
lihood results from fixed-Length observation segments whereas “one-pass” approach
uses a concatenating super-HMM network. The implementations of the “two-pass”
approaches are simpler but they are less accurate in locating the scene transitions,
because transitions are identified at the segment level. The “one-pass” approach
is more accurate in identifying scene transitions because it makes decision at the
clip level, but for the same reason, it can lead to a noisier segmentation. The pro-
posed approaches not only segment video and classify them simultaneously, but also
eliminate some of those false classification resulted from a simpler segment-based
maximum likelihood approach because the proposed approaches take the neighbor-
ing information into consideration [81]. Bag-of-visual-word is an effective image
representation in the classification task, but various representation choices w.r.t its
dimension, weighting, and word selection has not been thoroughly examined. Tech-
niques used in text categorization, including term weighting, stop word removal,
feature selection, to generate various visual-word representations, and studied their
impact to classification performance on the TRECVID and PASCAL collections [82].
An approach to holistic scene understanding that reasons jointly about regions,
location, class and spatial extent of objects, presence of a class in the image, as well
as the scene type. Learning and inference are efficient at the segment level, and
introduce auxiliary variables that allow us to decompose the inherent high-order
potentials into pairwise potentials between a few variables with small number of
states. Inference is done via a convergent message-passing algorithm, which, unlike
graph-cuts inference, has no sub -modularity restrictions and does not require po-
tential specific moves [83].
Paced learning of Exemplar SVMs has been used to solve the problem of simultane-
ously learning a part model and detecting its occurrences in the training data. The
distinctiveness of parts has measured by the new concept of entropy-rank, captur-
ing the idea that parts are at the same time predictive of certain object categories
but shareable between different categories. The learned parts have been shown to
perform very well on the task of scene classification, where they improved a very
solid bag of words or Fisher Vector baseline that in itself establishes the new state-
of-the-art on the MIT Scene 67 benchmark [84].
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Figure 2.1: This figure shows the hierarchical classification of scenes.
2.2.5 Hierarchical Scene Classification
Hierarchical structures exist on all levels of natural scenes. A multiple instance
learning by maximizing diverse density can be used to classify images of natural
scenes [102]. Figure 2.1 has been shown to make those variety of scene in generalized
hierarchy. In this figure, scenes have been classified on the basis of natural and
manmade i.e. artificial scene. Further classification has been done in terms of
indoor and outdoor scenes. As we have seen the scene categorization in the SUN
dataset [68] in chapter 2.2.3. scene introduction the term outdoor manmade and
this further categorized as many different scenes. On this basis, we have termed the
outdoor manmade category of scene. This category of scene is further categorized in
two levels of scenes as shown in figure 2.2. The first level of scene shows the number
of different kinds of the shapes of the road. The second level of this figure shows
the number of objects on different shapes of the road.
Figure 2.2: This figure shows the level of hierarchy.
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Related work
A scene categorization based on bag of visual words representation has been pre-
sented. The classic approach is augmented by computing it on sub regions defined
by three different hierarchically subdivision schemes and properly weighting the
Textons distributions with respect to the involved sub regions. The weighed bags
of visual words representation is coupled with a Support Vector Machine to per-
form classification. A similarity distance based on Bhattacharyya coefficient is used
together with a k-nearest neighbor to retrieve scenes. Despite its simplicity, the pro-
posed method has shown promising results with respect to state of the art methods
[85].
A feed-forward convolutional network demonstrates and trained end-to-end in a
supervised manner, and fed with raw pixels from large patches over multiple scales,
can produce state of the art performance on standard scene parsing datasets. The
model does not rely on engineered features, and uses purely supervised training
from fully-labeled images to learn appropriate low-level and mid-level features. The
pixel-wise accuracy is a somewhat inaccurate measure of the visual and practical
quality of the result. Spotting rare objects is often more important than accurately
labeling every boundary pixel of the sky (which are often in greater number). The
average per-class accuracy is a step in the right direction, but not the ultimate so-
lution: one would prefer a system that correctly spots every object or region, while
giving an approximate boundary to a system that produces accurate boundaries for
large regions (sky, road, grass), but fail to spot small objects. A reflection is needed
on the best ways to measure the accuracy of scene labeling systems. Scene parsing
datasets also need better labels. One could imagine using scene parsing datasets
with hierarchical labels, so that a window within a building would be labeled as
“building” and “window”. Using this kind of labeling in conjunction with graph
structures on sets of labels that contain is-part-of relationships would likely produce
more consistent interpretations of the whole scene.
A pixel labeling system for training the convolutional net in isolation from the
post-processing module that ensures the consistency of the labeling and its proper
registration with the image regions [86]. Gradients can be back propagated through
the post-processor to the convolutional nets. This is reminiscent of the Graph Trans-
former Network model, a kind of non-linear CRF in which an un-normalized graph-
ical model based post-processing module was trained jointly with a convolutional
network for handwriting recognition. A more importantly advantage of joint train-
ing would allow the use of weakly-labeled images in which only a list of objects
present in the image would be given, perhaps tagged with approximate positions.
This would be similar in spirit to sentence-level discriminative training methods
used in speech recognition and handwriting recognition [87].
Based on manifold learning to learn a hierarchical image manifold for Web image
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classification, assuming the images in an image set are usually related to the same
or similar object but with various scenes. To achieve good classification perfor-
mance and effectively reduce the computational complexity, a coarse-to-fine pro-
cessing strategy is applied to develop the image manifold at the different levels of
semantic granularity i.e. two kinds of manifold (object manifold and scene man-
ifold) are constructed using extended locally linear embedding and locally linear
sub manifold extraction, considering the diversification of Web images [88]. The
choice of specific rules to create graph connections and their weightings is crucial
for the resulting segmentation hierarchy. A generic method to yield a hierarchical
segmentation tree by iteratively applying minimum graph-cut to a weighted con-
nectivity graph defined on a meaningful over-segmentation of RGB-D images. The
approach allows for a task-dependent focus on the grouping hierarchy in order to
identify task-relevant object parts, like handles or knobs for grasping and concavi-
ties for pouring [89]. A way to hierarchically group objects based on the Minimum
Description Length principle. These groups convey higher order concepts which can
be viewed as the building blocks of a scene. We show that using provide a significant
increase (10%) in scene classification accuracy, thus proving that groups discovered
for detections of these object groups as feature vectors used for scene classification
can also be highly beneficial for computer vision tasks [90].
Hierarchical matching pursuit uses the matching pursuit encoder to build a
feature hierarchy that consists of three modules: batch tree orthogonal matching
pursuit, spatial pyramid matching, and contrast normalization. This hierarchical
matching pursuit performs better than SIFT based single layer sparse coding and
other hierarchical feature learning approaches: convolutional deep belief networks,
convolutional neural networks and de-convolutional networks [91]. To incorporate
the taxonomy information into deep learning framework, two deep neural network
(DNN) based hierarchical learning methods for the acoustic scene classification task
has been proposed. The first approach, hierarchical pre-training, a supervised learn-
ing process, can help the second DNN to get a better initialized weights based on the
learning experience from the three high-level coarsely classified classes. The second
approach, the multilevel objective function inspired by the multi-task learning [92].
A medium-size collection of geotagged photos, and a compact ontology of events
and scenes for consumers to annotate photo collections instead of single image. A
conditional random field based model that accounts for two types of correlations: (1)
correlation by time and GPS tags and (2) correlation between scene- and event-level
labels [93]. To extract a latent semantic structure of images for classification into
categories using the singular value decomposition with banded color correlogram has
been proposed. This correlogram is more suitable for the image classification task of
color histogram [94]. To identify the top-down approach as an approach concerning
mainly the testing phase of a classification algorithm, to a large extent independent
of the particular local approach used for training. A tree-structured class hierar-
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chies is preferred than Directed Acyclic Graph due to simpler structures. A type of
hierarchical classification approach is better than other classification approach [95].
To analyzing high-level events in soccer video by combing low level feature
analysis with high level semantic knowledge, a hierarchical framework has been pre-
sented. The sports domain semantic knowledge encoded in the hierarchical classifi-
cation not only reduces the cost of processing data drastically, but also significantly
increases the classifier accuracy. The hierarchical framework enables the use of sim-
ple features and organizes the set of features in a semantically meaningful way [96].
The outdoor scenes are considered to verify the scene classification using Hierar-
chical Space Tiling (HST) to learn the structure of hierarchical and reconfigurable
scene models by quantizing the space of configurations [97].
2.3 Scenario study
According to Cambridge dictionary [117], a description of possible actions or events
in the future, a written plan of the characters and events in a play or film. The func-
tional description of driver assistance systems and also in the context of simulation
and testing, the term “scenario” is found generally. According to Go & Carroll [119],
“a scenario is a description that contains (1) actors, (2) background information on
the actors and assumptions about their environment, (3) goals or objectives, and
(4) sequences of actions and events”. Also the usage of scenarios in any field is quite
different, but the elements of a scenario are similar. The paper [103] defines the
scenario as follow.
“A scenario describes the temporal development between several scenes in a se-
quence of scenes. Every scenario starts with an initial scene. Actions & events as
well as goals & values may be specified to characterize this temporal development
in a scenario. Other than a scene, a scenario spans a certain amount of time.”
2.4 Situation study
According to Cambridge dictionary [118], the set of things that are happening and
the conditions that exist at a particular time and place, the position of something,
especially a town, building, etc. The paper [103] defines the situation as follow.
“A situation is the entirety of circumstances, which are to be considered for the
selection of an appropriate behavior pattern at a particular point of time. It en-
tails all relevant conditions, options and determinants for behavior. A situation is
derived from the scene by an information selection and augmentation process based
on transient (e.g. mission-specific) as well as permanent goals and values. Hence, a
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situation is always subjective by representing an element’s point of view.”
2.4.1 Situation in our study
In this chapter we will understand the situation of our study. The situation of our
study is being explained with the figure 2.3
Figure 2.3: Representation of Situation in our study.
Situation consists of the pair of road and vehicles as shown in figure 2.3. In
this figure, the shape of road is being represented using dot distribution representa-
tion. The positions of other vehicles are represented using magenta color in sqaure
shape. The triangualr shape in red color is being used to show the position of
main/subject/ego-vehicle at the origin. The x and y axes are measured in meter.
2.4.2 Related Work
For the situation assessment, sensors and database or digital map has been used
as an input. Situation assessment thus helps to risk assessment and decision mak-
ing system in a collision avoidance systems [104]. The consideration of situation is
with obstacle detection during movement of robot [105]. A learning classification
algorithm to produce internal concepts is termed as situations, which can be used
for constructing a graph of situation areas i.e. situation map of free space. When
the robot moves the sensors collect these data and classify these data and thus sit-
uations are recognized and situation maps are formed [106]. If people are easily
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distracted, how do we maintain their situational awareness and how is their atten-
tion grabbed when it is needed. Situations in which inattention of driver (e.g., due
to multitasking) might have led to an accident [107].The information of the current
driving situation to establish a situation dependent data distribution. By using,
a situation dependent data distribution the bus load in a vehicle can be reduced
significant [108]. An evaluation of the situation analysis in a common road scenario
on a German highway. The recognition rates of about 89% of the driving situations
in this scenario and by using the current driving situation for data distribution the
bus-load could be reduced by about 17% [109]. In the model of situation, informa-
tion of in-car sensors has been used to build up a representation of the environment
around the ego vehicle. A situation analysis is established to detect the current
driving situation according to the given description of driving situation on top of
the situation model. Situation analysis is used to establish relationships (not neces-
sarily hierarchical) and associations among entities in the situation model, it should
anticipate with a priori knowledge in order to rapidly gather, assess, interpret and
predict what these relationships might be; [110]. As autonomous vehicles advance
toward handling realistic road traffic, they face street scenarios where the dynamics
of other traffic participants must be considered explicitly. These situations include
everyday driving maneuvers like merging into traffic flow, passing with on- coming
traffic, changing lanes, or avoiding other vehicles [111]. The active safety systems
has to operate properly even in hardly foreseeable traffic situations [112]. Situation
assessment in tactical behavior planning for lane changes, whether lane changes
are beneficial and/or possible [113]. A variety of different driving situations has
been discussed. The different weather situations has been considered for navigation
systems [114].
2.5 Discussion
Situation Classification is the necessary and basic techniques towards the recogni-
tion of level of risk of danger especially during unpredictable infinite possibility of
situation. To quantize/discrete the situation from unpredictable infinite possibility
of situation is basically needed for the preparation of limited number of set of sit-
uation to prepare set of rules. These sets of rules will be used to provide the root
cause of collision if happens during autonomous driving. These rules preparation if
based on ontology and suitable for human, knowledge driven artificial intelligence.
2.5.1 Problem Statement
The Self-organizing map (SOM) algorithm is sufficient enough to classify situations
when input data are equi dimensional. But, the following difficulties are listed below
where SOM algorithm could not cluster correctly.
(a) The difficulty arises when all these input data are not same in dimensions i.e.
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some of input data are A x B dimensional, some of the them are C x D dimensional
and so on.
(b) The shapes of the road are not dependent on topology whereas SOM algorithm
is topology dependent.
(c) How to arrange hierarchically, all shapes of the road along with vehicle arrange-
ments corresponding to them?
2.6 Summary
This Chapter discussed about the Scene study with different datasets to understand
the scene, scene classification and hierarchical scene classification, scenario study
and situation study & finally discussion with problem statement has been pointed
out.
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Chapter 3
Hierarchical Classification and its
Application
3.1 Introduction
In this chapter, The concept of hierarchical classification using road and vehicle pair
has been shown in figure 3.1. The variable x is used to represent the set of vectors
of shapes of the road and variable y is used to represent the positions of the vehicles
on the corresponding shape of the road. The example of hierarchy of our study has
been shown in figure 3.2. In the first step of hierarchy five different kinds of shapes of
the road are considered. Only three different shapes of the road of each category of
the shape of the road has been shown in the step first of the hierarchy. In the second
step of hierarchy, the arrangement of vehicles has been shown on the corresponding
shapes of the road. The second step of hierarchy is based on the condition of first
step of hierarchy.
3.2 Requirement of Hierarchical Classification
The need of study hierarchical classification is to make autonomous driving useful
and more suitable for safe journey.The benefits of hierarchy are listed as follow.
(a) To reduce the calculation time for execution and with this retrieval of informa-
tion will be fast.
(b) To effiiciently deal with the constraints.
(c) Clarify of routes to follow the final groupings.
19
HIERARCHICAL CLASSIFICATION USING CONDITIONAL
SELF-ORGANIZING MAP AND ITS APPLICATION TO SITUATION
ANALYSIS
Figure 3.1: As shown in the figure, variable x represents the road shape and variable
y for the positions of the vehicle. The right lower subscript of x represents the set of
vectors and right upper superscript represents the class. The right lower subscript
of y represents the dimension and right upper superscript represents the class.
3.2.1 Application of hierarchical classification
The following application of hierarchical classification is listed.
(a) To know the degree of risk of danger in order to avoid collision on the road.
(b) In the classification of Objects, Images and scenes.
(c) In the recognition of Objects, Images and scenes.
There are many applications other than listed above. But, our focus is to know the
level of risk of danger by estimating the density of vehicles on the different shapes
of the road.
3.3 Understanding the basics of Autonomous Ve-
hicle
The journey from steam engine to complex computer controlled networked elec-
tromechanical system is the indication of enhancement of technology and also the
dependency of human life from no transportation life to fully technology based trans-
portation life. Initially, vehicles were used for leisure purposes but they become
essential and very convenient form of transportation in our daily life. Consequently,
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Figure 3.2: This figure shows the example of our hierarchical study. In the first level
of hierarchy five different kinds of shapes of the road are considered. In the second
level of hierarchy, the number of vehicles shown on the corresponding shapes of the
road on the basis of the first level of hierarchy.
infrastructure like road, traffic control systems, driving manual etc has been devel-
oped. However, these developments have raised to different problems such as traffic
accidents resulting in death or injury, traffic jams, pollution etc.
In the last few years, ground transportation systems is a source of increasing
social concern due to high number of accidents, waste of time in driving because
of traffic jams or long distance journey, costs etc. For example 1.2 million people
killed each year on the world’s road [13]. Based on talk by Chris Urmson [18] in
America alone 33000 people are killed each year. 162 life times wasted per day in
US. Autonomous driving as a solution to these difficulties like to save time in our
daily life time and travel journey safer and enjoyable. Autonomous vehicles have
been an active area of research for some decades but particularly in the last five
years [22]. An analysis to analyze strengths, weaknesses, opportunities and threats
related to different applications, in order to get insight in applications which have
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potential to be implemented in the Randstad Zuidvleugel. Some recommendation
has also provided such that Intelligent Speed Assistance (ISA) on urban roads to
improve traffic safety by informing, warning, intervening or overruling a car driver
if he/she exceeds the local speed limit, automated last mile transport to/from Rot-
terdam, and some more automation like on platoon trucks etc [23].
The driving variations have been analyzed during driving, when drivers follow
certain commands and route they get more concerned. Consequently, the driving
behavior is being altered causing less number of incidents. By analyzing on mul-
tiuser driving simulators the variation in the speed and acceleration has also been
observed in a particular experimental scenario. The drivers tend to be a lot more
careful while driving on slower speed with lower post encroachment time (PET)
values. Whereas, road incident risk increased because the drivers tend to drive on
higher speeds in the scenario without voice based command (GPS) system and traf-
fic light [29]. For the low cost self-driving car, artificial intelligence techniques like
detection and tracking algorithms using particle filters and many more algorithms in
combination with various parameters and suitable tools of artificial neural network
and machine learning algorithms are being developed [34].
The journey from Smart drivers to smart cars and then to Self-driving Cars
shows the transition state from one state to another as technology is getting update
day by day. The evolution of automobiles and infrastructure has been in a slow
state for more than 70 years. The pace of transformation in transportation tech-
nology to enable smart drivers has accelerated in the last two decades through the
adoption of intelligent transportation systems, GPS, and in-vehicle safety systems.
The industry is currently moving towards the transformative phase of technology
evolution leading to smart cars [46].
Morgan Stanley is connected with Google Inc., Beijing Automobile Investment
Co Ltd (”BAIC Motor”) and Verizon Communications Inc. (”Verizon”) and as per
its Blue paper report the self-driving car is no longer just a concept, and is rapidly
moving closer to reality as the industry embraces more and more features into the
vehicle related to safety, infotainment, and traffic management. Active safety sys-
tems include airbags, curtain restraint systems; braking, steering, and lane departure
warning systems; electronic stability control; park assist; and tire pressure monitor-
ing [47].
To drive a vehicle on public road is more complex than flying an airplane. This
is because of unpredictable objects interactions often including pedestrians, other
vehicles, animals, building and road blockage etc. Upto 2020s and perhaps the
2030s, autonomous vehicles are likely to be expensive novelties with limited abili-
ties, requiring licensed drivers at the wheel ready to intervene if required. It will
Chapter 3 22
HIERARCHICAL CLASSIFICATION USING CONDITIONAL
SELF-ORGANIZING MAP AND ITS APPLICATION TO SITUATION
ANALYSIS
probably be the 2040s or 2050s before common man or middle-income families can
afford to purchase autonomous form of vehicles [26].
The technologies for the deployment of autonomous vehicles in real traffic sit-
uations potentially exist in terms of sensors and algorithms. Three complementary
approaches have addressed as follow. First is those providing solutions to assist
drivers, second is those relying on the use of wireless networks, and third is those
moving towards autonomous vehicles. To change the mobility in the next com-
ing years as vehicles become interconnected and the needs for sustainable means of
transport become a necessity, all three approaches should be combined. From the
research prospective, system integrity is a major issue, as vehicle need to operate
in all weather and traffic conditions and potentially becomes nodes of an intercon-
nected world with strong interdependencies [54].
From the last few years we could observe an increasing, significant market pen-
etration of Driving Assistance Systems (DAS). Currently, the trend that previously
isolated driver assistant functions are merged together, in order to realize more com-
plex assistance with respect to the longitudinal as well as lateral, driving support.
Autonomous driving is expected to become a reality within the next few years and
even highly automated driving no longer appears completely out of reach. Before
such system come into reality, significant research is required by adopting suitable
regulatory framework. The main topics are technological, such as improved ma-
chine vision and situational assessment. All of these progresses demand a significant
amount of fundamental research for at least the next decade [38].
The driver assistance system demands a common domain understanding for
scene representation to enable information exchange between vehicle and driver. An
ontology-based driving assistance context-model intelligent driver assistance system,
which explains a representation of variety of control systems that serve as common
basis for domain understanding, decision-making and information sharing. The
simulation that can be implemented in real time scenario as driver vehicle interface,
which generates promising results and demonstrates the feasibility of combining the
advantages of ontology with the reasoning power of logic-based languages [39]. The
Hitachi group developments that adaptive driver-assistance systems will contribute
to the reduction of traffic accidents. If the aging of society is taken into consid-
eration then such systems will be even more essential features of vehicles in the
coming future. The main points in realizing these systems are driving-environment
recognition technology and high system reliability. An eye on future infrastructure
improvements and developments in human-machine-interface technology towards
the realization of adaptive driver-assistance systems that will assure driving safety
[41].
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An analysis of the potential for reduced vehicle ownership within households
based on sharing of completely self-driving vehicles that employ a “return-to-home”
mode, acting as a form of shared family or household vehicle. The data of U.S. Na-
tional Household Travel Survey (NHTS) reveals that a general lack of trip overlap
between drivers within a majority of households, opening up the possibility for a
significant reduction in average vehicle ownership per household based on vehicle
sharing. This reduction in ownership and an accompanying shift to vehicle sharing
within each household, in the most extreme hypothetical scenario, could reduce av-
erage ownership rates by 43% (from 2.1 to 1.2 vehicles per household). In opposite
to this shift, there would be 75% increase in individual vehicle usage (from 11,661 to
20,406 annual miles per vehicle). However, given the number of current unknowns
regarding sufficient gaps between trips, future self-driving-vehicle implementation,
self-driving-vehicle acceptance, and possible vehicle-sharing strategies within house-
holds, these results serve only as an upper-bound approximation of the potential for
household sharing of completely self-driving vehicles [43].
The age factor of drivers has major implications for vehicle demand, transporta-
tion safety, and environmental consequences of personal transportation. This recent
changes in the percentage of persons with a driver’s license in 15 countries as a func-
tion of age. The countries included were Canada, Finland, Germany, Great Britain,
Israel, Japan, Latvia, the Netherlands, Norway, Poland, South Korea, Spain, Swe-
den, Switzerland, and the U.S.A. In this result, two patterns of changes were ob-
served as follow.
First pattern was observed for eight countries and as a result, there was a decrease
in the percentage of young people with a driver’s license, and an increase in the
percentage of older people with a driver’s license. Second pattern was observed for
the rest seven countries and as a result, there was an increase in the percentage
of people with a driver’s license in all age categories. In another analysis on that
very data for young drivers in the 15 countries to explore the relationship between
licensing and a variety of societal parameters. The finding in a result were that a
higher proportion of internet users was associated with a lower licensure rate [44].
The immense perceptive and cognitive abilities of humans can be mimicked by
technological systems to such an extent that these systems can really be considered
“cognitive”. The concept “cognitive car”, an interesting research path is to use re-
cent knowledge about human interaction provided by psychology and sociology to
design new kinds of “cognitive interfaces”. For the traffic situations when sensors
may be superior to human senses that they may be able to measure some variables
more precisely than humans and their attention does not falter. The interface be-
tween human and technological systems plays an important role. The interactions
between driver and technological system may lead to optimized handling of the driv-
ing task [45].
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A novel autonomous driving paradigm based on direct perception approach to
estimate the affordance for driving has been presented. This proposal is to map
an input image to a small number of key perception indicators that directly relate
to the affordance of a road/traffic state for driving. The representation leverages
a deep ConvNet architecture to estimate the affordance for driving actions instead
of parsing entire scenes (mediated perception approaches), or blindly mapping an
image directly to driving commands (behavior reflex approaches) [98]. A new and
fast method for detecting people in dense appearance and depth images by building
a strong classifier able to learn to integrate the most discriminative features. As
a feature Random Ferns has been used by means of an AdaBoost [99]. A strong
classifier is build, which is able to integrate the most discriminative features from
both spaces in a final robust model. A reference propagation algorithm by propa-
gating singular object geometries found to solve this difficulty, when working with
one single laser scanner, the partial observability of objects and therefore, the ab-
sence of any reference point that could be tracked over time [100]. Numerous groups
have applied a variety of deep learning techniques to computer vision problems in
highway perception scenarios. By using Camera, Lidar, Radar, and GPS we built
a highway data set consisting of 17 thousand image frames with vehicle bounding
boxes and over 616 thousand image frames with lane annotations. This data was
trained using a CNN architecture capable of detecting all lanes and cars in a single
forward pass. Using a single GTX 780 Ti our system runs at 44Hz, which is more
than adequate for real-time use [101]. Thus the prominent issue for the autonomous
driving technology is how to make safe journey of ground transportation systems
along with time saving, cost saving, traffic controls etc.
3.3.1 Level of autonomy of autonomous vehicle
The five levels of autonomous vehicle has been defined by the National Highway
Traffic Safety Administration (NHTSA) [13], [26] and [28]. They are as follow:
Level1: The vehicle is fully controlled by the driver but few automated systems are
used such as cruise control, electronic stability control and anti-lock brakes.
Level2: This level includes steering/acceleration for automation and thus automa-
tion technology assists to the driver during driving and hence driver assistance func-
tion specific automation. Such as Adaptive cruise control, to maintain the distance
between current vehicle and front vehicle. Steering is automated as parking assis-
tance and driver controls accelerator and brakes.
Level3: This is partial autonomous in which driver does not control steering or ac-
celeration but is expected to be attentive at all times and the transfer of control back
is instantaneous or whenever required. Such as traffic jam assistance and Adaptive
cruise control with lane keeping.
Level4: The high level autonomy is for prototype vehicles, in which for some por-
tions of journey, vehicles are able to operate autonomously. The intervention of
human control is happened if some warning appears.
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Level5: Fully autonomous vehicle, in which vehicle is capable of driving unaided for
entire journey and no driver control is required.
The driver assistant cases illustrated for a well-structured advanced technology-
supported information system. The cognitive vehicle attributes and functions should
be used for information system design requirements. The information system for the
designing the various modules of a new generation of cognitive connected vehicle;
role should be defined by the high level architecture presented. The integration of
intelligent technology, Bayesian artificial intelligence, and abstracted human factors
are illustrated by the driver assistant example. The level in advancement of the
technology year wise as level1 (pre-2010): implemented or approved for implemen-
tation are Advisory/Warning information systems, assisted driving systems, limited
automation in driving. Level2 (2010-2025): Advanced advisory and warning infor-
mation systems; advanced assisted/ automated driving, connected cognitive vehicle
with advanced automated driving features. Level3 (2025+): Autonomous vehicle
for real world applications, limited autonomous driving/specialized missions [27].
3.3.2 Basic Technology of autonomous vehicle
The driving technology of autonomous vehicle is getting computerized control and
complex day to day due to rigorous research in the industry & various universities
and the enhancement in technology is happening rapidly. The basic four components
of autonomous driving technology: Sensors, Perception, Mapping and Communica-
tion is going to be shown with the help of figure 3.3 [13].
Sensor technology includes multiple video cameras for daylight conditions, forward-
looking infrared sensors for night conditions and detection of human and animals,
accelerometers and gyroscopes to detect changes in speed and direction, photorecep-
tors to create a 3D model of the immediate environment, radar for measuring range
and velocity, light detection and ranging (LIDAR) that employs spinning lasers and
global positioning systems (GPS) to determine location.
Perception includes determining and maintaining the position of vehicle within
the traffic lane and with respect to the other moving vehicles, the set of software
processes that fuse data from various sensors, compare it with stored mapping and
determine how the vehicle will react to the various inputs. It also includes monitoring
and reacting to traffic control devices, detecting and reacting to pedestrians and
other obstructions in the path of vehicle, keeping track of the vehicle’s location with
respect to the map & monitoring and reacting to the forces acting on the vehicle.
Mapping uses coordinates files of points and line segments representing streets,
origin and destination addresses and other features, including ground-level imagery
of roadway features, digital aerial photography, traffic control devices, terrain models
created with LIDAR.
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Figure 3.3: Basic Technology of autonomous driving based on [2-3]
Communication technology (or connected vehicle) is used in operation for ve-
hicle to vehicle (V2V) and for vehicle to infrastructure (V2I). V2V communication
permits vehicles to exchange information about their position and movement inten-
tions, allowing other vehicles to anticipate and respond to maneuvers. V2I commu-
nications permits vehicles to communicate with traffic control devices and allow the
exchange of mapping data between stationary sources and moving vehicles.
A highway data set has prepared consisting of 17 thousand image frames with
vehicle bounding boxes and over 616 thousand image frames with lane annotations
using Camera, Lidar, Radar, and GPS. These data was trained using a convolutional
neural networks architecture capable of detecting all lanes and cars in a single for-
ward pass with good performance [49].
3.4 Discussion
In the chapter 2.5.1 Problem statement, we discussed the difficulty of inequal-
ity in the dimension of input data vector. To solve this difficulty, we are using
TFSOM×SOM algorithm in chapter 4 and chapter 5. This TFSOM×SOM al-
gorithm also solve the difficulty of topology dependency. To arrange the hierar-
chical structure of road shapes and objects (i.e. vehicles) on them, we are using
TFSOM×SOM algorithm and Conditional Self-Organizing Map in chapter 5. Thus,
it become obvious that to arrange the different shapes of the road as shown in fig-
ure 3.2, the TFSOMXSOM algorithm is being used, that is scene level 1 is being
arranged by using TFSOM×SOM algorithm. The second level of the figure 3.2 is
being arranged using Conditional Self-Organizing Map algorithm. Thus the different
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levels of the scene hierarchy are being arranged and visualized. The details of these
methods and algorithms are explained in chapter 4 and Chapter 5 respectively.
3.5 Summary
This Chapter discussed about the hierarchical classification, hierarchical classifi-
cation and its application and Understanding the basics of Autonomous Vehicle.
Finally the discussion about the study is included.
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Chapter 4
Classification of Different Shapes
of Road
4.1 Introduction
The safety on the road has been an important issue for our society since long time.
We need to ensure safety whether it is manual driving or autonomous driving. The
chances of mistakes during driving are more for manual driving in comparison to au-
tonomous driving. Therefore number of researches are being conducted at university
level and industry level to come across the solution for the secure and safe journey
on the road. The autonomous driving is one of the most appropriate solution for
this. The safety, collision avoidance and practical driving suitability for autonomous
driving has been conducted by Defense Research Project Agency (DARPA) Grand
Challenges held in 2004, 2005, 2007 [1-4].
There is survey work on safety standards and safety analysis. Due to no safety
standards extant for non- Unmanned Air Vehicles autonomous systems, and much
of the Unmanned Air Vehicles-specific standards work has a (questionable) empha-
sis on achieving human equivalence rather than optimum safety. Certification for
autonomous systems are needed because there are number of problems occurred
due to present autonomous system technologies, environments and applications for
safety analysis and safety assurance. Some published work on this topic are avail-
able, but there is nothing that provides safety assurance adequate for certification,
or a safety analysis process that can show, to an adequate level of confidence, that
a given autonomous system is adequately safe [20]. A safety strategy has been
proposed to implement the high integrity hardware and software needed for au-
tonomous driving vehicle systems and to account for factors relevant to the safety
analysis of autonomous systems for availability of autonomous driving conditions,
potential malfunctioning behavior and driver attentiveness.
A controller definition has been included that analyses and monitors those above
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stated factors and helps to ensure the fault handling and degradation when one or
more of them, necessary for autonomous driving, no longer exist, or will no longer
exist at some time in the future [21]. The modern road vehicle design for real-time
and post-mortem forensic log data analysis in the Forensic Lucid-encoded form to
aid investigation should include the self-forensics modules and components, both
hardware sensors and software components. The forensics data should be used both
inside and outside for event reconstruction with the formal approach to make the
investigation complete. The crash testing of the road vehicles by the manufacturer
as well as to train the engineering teams and the investigators to do a more complete
analysis can use such data with an aid of the Forensic Lucid-based expert system
[30].
An optimal-control-based framework for trajectory planning, threat assessment,
and semi-autonomous control of passenger vehicles in hazard avoidance scenarios.
Using this framework, the capability of avoiding hazards during sharing control with
a human driver using multiple threat metrics and intervention laws. The significant
autonomy to a human driver, intervening only as necessary to keep the vehicle under
control and within the safe roadway corridor is accomplished by using this framework
[33].
Some collision avoidance technologies are preventing incidents like crashes and
injuries as per insurance data. , The largest crash reductions involve damage to
other vehicles in the situation of forward collision avoidance systems. To prevent
collisions with other vehicles, adaptive headlights are as options, but it is unclear
why they aren’t more effective at preventing single-vehicle collisions. Many systems
are analyzing the real-world effectiveness of several crash avoidance technologies.
But, still the further investigation in order to avoid collisions with the vehicle in
front or better illuminate the road ahead can play an important role in making
roads safer [35]. Automobile Collision Avoidance System has used some use cases to
study and prevent collision. Some system functionality such as alerting the driver
like forward collision and merging collision, braking control and restricted steering
are use cases. Some driver functionality are approaching another vehicle, changing
lane and system on or off [36].
As a special report on the Use of Forward Collision Avoidance Systems to
Prevent and Mitigate Rear-End Crashes has been investigated. Consequently, more
new improvements in collision avoidance is taking place [37]. Driving Intelligence by
considering maximum possible practical application to make safe and secure journey
with autonomous vehicle has been discussed. Using artificial intelligence to ensure
minimum risk during autonomous driving has been explained [40]. Safety on the road
was addressed from the following four perspectives: (1) Can the self-driving vehicles
compensate for contributions to crash causation by other traffic participants, as well
as vehicular, roadway, and environmental factors? (2) Can all the relevant inputs
for computational decisions be supplied to a self-driving vehicle? (3) Can constant
vigilance, computational speed and the lack of distractibility of self-driving vehicles
make predictive knowledge of an experienced driver irrelevant? (4) What will be the
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effect on the road safety during the expected long transition period during which
conventional and self-driving vehicles would need to interact on the road? According
to their conclusion for the arguments support the following answers: (1) The zero
fatalities expectation with self-driving vehicles is not realistic. (2) It is not a 100
percent surety that a self-driving vehicle would ever perform more safely than an
experienced, middle-aged driver. (3) When conventional and self-driving vehicles
would share the road, safety might actually worsen, at least for the conventional
vehicles during the transition period [42].
The solution of motion planning in unknown static environment may be di-
vided into two categories, i.e. generation of collision free optimum path and obstacle
avoidance in different clustered environments. To avoid collision with obstacles by
changing steering angles of the robot using a set of heuristic training patterns of
mobile robots. Wavelet neural network has good learning ability and adaptability
and for different activation functions of Wavelet neural network in clustered envi-
ronments, accuracy of obstacle avoidance depends on training of the network. For
same performance, Wavelet neural network requires smaller training patterns and
fewer nodes than MLP and RBFN [48]. Motion-planning algorithm developed for
autonomous vehicles and operating in uncertain, complex environments, such as ru-
ral environment or complex driving zones using the RBF neural network algorithm.
The planner can react intelligently and promptly to the new situations developed
during the vehicle navigation employing proper algorithm parameters. Any road
shape with high precision is approximated by the generated path while satisfying
the constraint of vehicle kinematic. The autonomous vehicle reacts properly in the
presence of obstacles, curves, and up to 90 degree turn also [50].
An ontology-based driving context-model has been developed that describe a
representative variety of traffic scenarios and serve as information-sharing, common
basis for domain-understanding and decision-making. The information integration
demonstrates the feasibility of combining the advantages of ontologies with the rea-
soning power of logic-based languages [51]. The common and challenging problem is
driving on uncontrolled intersections in the urban areas of Japan. The Knowledge
Base contains instances of roads and Right-of-Way rules written in Semantic Web
Rule Language. The detection of over speed situations is detected by Intelligent
Speed Adaptation system and the safe driving decisions at uncontrolled intersec-
tions is decided by intelligent decision making system [52]. An ontology to perform
human like reasoning on road contexts as they can be perceived by passenger ve-
hicles. The interaction between all contextual entities and possible conditions are
taken into consideration to understand the influence of the whole context on a sub-
ject vehicle. To provide information to an ADAS system real data recorded on a
passenger vehicle has been used to understand what the key context entities are, for
better ADAS situation awareness [55].
The road detection by classifying road geometry with scene analysis has been
exploiting road information [5]. By analyzing short-term vehicle velocity trajectory,
a method has described to recognize roadway types and congestion conditions. Haar
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waveform transformations with PCA has been used for implementation [6]. Edge
and region based road algorithms has proposed road shape model for switching and
detection of intersection of road [7].
This chapter deals with the classification of shapes of the road and on the basis
of different shapes of the road, the degree of the risk of collision is being predicted.
In order to the prediction for the risk of collision, a path of a vehicle is traced and
observed that how a vehicle is passing through the low risk (i.e. straight road) to
high risk (i.e. cross junction road) of collision and vice-versa.
4.2 Different shapes of road for classification
The classification of different shapes of the road is accomplished by TFSOM×SOM
Algorithm. Three different kinds of the shapes of road are being considered and
these are as follows:
1. Cross junction road i.e. four roads are joining at a point.
For the classification of Cross shapes of the road, the number of learning data
used are 671 and 967 respectively. The size of map used is 10×10 for the represen-
tation of cross shape of the road. The dimension of each unit in the map is 64×2
and 25×2 respectively. The variations among changes of shapes also shown with the
help of U-matrix as shown in the right side of the figures 4.1 and 4.2 respectively.
2. T-junction road i.e. three roads are joining at a point.
For the classification of T-junction shapes of the road, the number of learning
data used are 489 and 606 respectively. The size of map used is 10×10 for the
representation of T-junction shape of the road. The dimension of each unit in the
map is 64×2 and 25×2 respectively. The variations among changes of shapes also
shown with the help of U-matrix as shown in the right side of the figures 4.3 and
4.4 respectively.
3. Straight road.
For the classification of Straight road, the number of learning data used are
704 and 934 respectively. The size of map used is 10×10 for the representation of
straight shape of the road. The dimension of each unit in the map is 64×2 and 25×2
respectively. The variations among changes of shapes also shown with the help of
U-matrix as shown in the right side of the figures 4.5 and 4.6 respectively.
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Figure 4.1: Classification of Cross shape road data using 671 input data, map size
is 10×10, dimension of each unit of map is 64×2 and variation among cross shapes
is shown through U-matrix in right hand side of the figure.
Figure 4.2: Classification of Cross shape road data using 967 input data, map size
is 10×10, dimension of each unit of map is 25×2 and variation among cross shapes
is shown through U-matrix in right hand side of the figure.
4.3 Data for Simulation
The dot distribution representation (i.e. D.D.R) has been used for the representation
of two kinds of data. These are coordinates of road and coordinates of vehicle on
the road.
4.3.1 The coordinates of the shapes of the road
The coordinates of different shapes of the road has been used for our study purpose.
As explained above in this chapter 4.2 these shapes of the road are cross shape road,
T-shaped junction road and straight road respectively. The preparation of these
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Figure 4.3: Classification of T-junction shape road data using 489 input data, map
size is 10×10 , dimension of each unit of map is 64×2 and variation among T-junction
shapes is shown through U-matrix in right hand side of the figure.
Figure 4.4: Classification of T-junction shape road data using 606 input data, map
size is 10×10 , dimension of each unit of map is 25×2 and variation among T-junction
shapes is shown through U-matrix in right hand side of the figure.
Figure 4.5: Classification of Straight road data using 704 input data, map size is
10×10 , dimension of each unit of map is 64×2 and variation among staight shapes
is shown through U-matrix in right hand side of the figure.
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Figure 4.6: Classification of Straight road data using 934 input data, map size is
10×10 , dimension of each unit of map is 25×2 and variation among staight shapes
is shown through U-matrix in right hand side of the figure.
data have been done as follow. The digital map of an aerial view from Hibikino area
of wakamatsu, Fukuoka, Japan has been considered as shown in figure 4.7 below.
This digital map for the top view of Hibikino area is prepared with the help of PTV
VISSIM simulator.
From this digital map, a road map of Hibikino area has been constructed. The
hibikino road map has been extracted from the digital map explained above in figure.
The space resolution is consider for the preparation of digital map is the 200 meter
range as shown in the left lower part of figure 4.8 given below.
From this Hibikino area road map, the different shapes of road pieces has been
prepared for our research work. As a sample of data of different shapes of the roads
taken are shown as cross shape road, T-junction shape road and straight road in
below figures 4.9, 4.10 and 4.11 respectively.
The coordinates of all these above different shapes of the road have been used
as input data for the simulation.
4.3.2 The coordinates of the vehicles on the road
The coordinates of the vehicles on the road has been shown in the figure 4.12.
The magenta color has been used to show the coordinates of the vehicles. The
circular shape in magenta color point (at (0, 0) point) shows the main vehicle (i.e.
subject vehicle) and rest rectangular shape in magenta color points indicates the
other vehicles available on the road.
4.4 Algorithms for classification
The algorithms for classification used in this study are being explained stepwise
and this classification steps are being stated in an arranged manner in the form of
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Figure 4.7: Digital map of hibikino area and its aerial view using PTV VISSIM
simulator. Its space resolution is 200 m, which is shown in lower left part of the
figure.
Figure 4.8: Hibikino area road map constructed from the digital map shown in figure
4.7.
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Figure 4.9: Cross shape of road taken from the hibikino road map as shown in figure
4.8 of Length = 150 meter and width = 100 meter.
Figure 4.10: T-junction shape of road taken from the hibikino road map as shown
in figure 4.8 of Length = 150 meter and width = 100 meter.
Figure 4.11: Straight shape of the road taken from the hibikino road map as shown
in figure 4.8 of Length = 150 meter and width = 100 meter.
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Figure 4.12: The magenta color shown in figure is to represent the vehicles on the
cross shape of the road. The rectangular shape is to represent the other vehicles
on the cross shape of the road, whereas the circular shape at the origin is shown to
represent the subject vehicle (i.e. the main vehicle on which observer is sitting).
algorithms. In this chapter, following algorithms are explained. The classification
algorithms used for the classification of different shape of the road and also for the
classification to understand the density of the vehicles on the road.
4.4.1 SOM algorithm
The Self Organizing Map algorithm and its architecture has been shown in figure
4.13.
Step 1: Fixing the map size i.e. total number of nodes on the SOM map.
Step 2: Initialize the weight or reference vector (w) with random values.
Step 3: One of the input vector (x) is applied and the best matching unit (BMU)
i.e. winner node is defined as
c = argminj |x−wj| = argminj
√
(xi −wij)2 (4.1)
Step 4: Updation of winner neuron by finding minimum distance as
dcj = ||rc − ri|| (4.2)
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Figure 4.13: SOM Algorithm at a Glance
where rc and ri are indices of BMU and input vector.
Step 5: Calculation of Neighborhood function
hcj = e
− d
2
cj
σ2(t) (4.3)
Where σ(t), a monotonic decreasing function;
σ(t) = σ(tinitial) + (σ(tfinal)− σ(tinitial)) ∗ e− t
τ
(4.4)
here t is no of iteration of loop, τ is an arbitrary value.
Step 6: Updation of reference (or weight) vector as
wj = wj + η ∗ hcj ∗ (x−wj) (4.5)
here η is an arbitrary value.
4.4.2 Why SOM algorithm
A high dimensional data is difficult to visualize and hard to find the hidden & useful
information from large data set. The Self Organizing Map (SOM) [11], a type of
artificial neural network to provide an elegant solution to many arduous problems
such as for visualization for Iris flower data. It basically does two things, one is
dimensional reduction and second is grouping of similar objects in a form of map
in order to visualize a large dimensional data into 1 or 2 dimension. Also SOM
has ability of labelling the data for better visualization. For the pattern extraction,
PCA needs orthogonal pattern whereas SOM is able to extract the non-orthogonal
patterns [8]. For the autonomous vehicle case, data are different kind of shapes
of road in large amount and high dimensional and hence difficult to visualize. In
general, the shapes of road and its patterns are not orthogonal in practice and hence
SOM and its extended algorithms are being considered.
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4.4.3 TFSOM algorithm
It is a Topology Free Self-Organizing Map and faster algorithm [9]. Its algorithm
and architecture has been shown in figure 4.14.
Figure 4.14: TFSOM Algorithm at a Glance
Step 1: Fixing the map size i.e. total number of nodes on the SOM map.
Step 2: Initialize the weight or reference vector (w) with random values.
Step 3: It sorts the weight vectors and starts from half of the numbers of weight
vectors.
Step 4: One of the input vector (x) is applied and the best matching unit (BMU)
i.e. winner node is defined as
c = argminj |x−wj| = argminj
√
(xi −wij)2 (4.6)
Step 5: Updation of winner neuron by finding minimum distance as
dcj = ||rc − ri|| (4.7)
where rc and ri are indices of BMU and input vector.
Step 6: Updation of reference (or weight) vector as
wj = wj + η ∗ hcj ∗ (x−wj) (4.8)
here η is an arbitrary value.
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Figure 4.15: The application of TFSOM algorithm.
Application of TFSOM algorithm
The TFSOM algorithm has been used to quantize the unequal set of input vectors
into quantized form of set of vectors as shown in the figure 4.15. This figure is an
example to show that how unequal set of vectors of input data is being quantized
to equal amount of the set of vectors. In the left side of the figure, three different
shapes of the road, straight road, T-junction shape of the road and cross shape of
the road with three different dimensional set of input vectors 772, 1256 and 1315
respectively have been shown. After applying TFSOM algorithm all those unequal
set of vectors are converted to the best matching unit in the form of the equal set
of vectors as 36 as shown in the right side of the figure.
4.4.4 TFSOM×SOM algorithm
TFSOM×SOM [9] is an extended and mixed version of the Self-organizing map
with Topology free SOM. To estimate the shapes of the road, no need to consider
the topology of shapes of road because prior information of topology of shapes
of road is not needed. This TFSOM×SOM algorithm is similar to the algorithm
provided in the SOM of SOM [10]. The difference is in the 2nd layer SOM that
geometrical properties and spatial relations unaffected by the continuous change of
shapes of the road. TFSOM×SOM algorithm is being used for the arrangement
of the different shapes of cross road data. Figure 4.16 shows the architecture of
TFSOM×SOM, in which left most part shows cross road data sets as input (dot
distribution representation) data, middle part shows that the set of 1st TFSOM in
quantized form of input data. The right most part shows meta-SOM, called 2nd
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SOM or Parent SOM. The task of 1st TFSOM is to represent the different shapes
of the cross road data sets, while the task of the 2nd SOM is to organize a 2-D
map of shapes represented by the 1st TFSOM. The 1st TFSOMs and 2nd SOM are
updated collectively, so that they can cooperate each-other. The flow chart for the
TFSOM×SOM is shown in the figure 4.17.
Figure 4.16: Architecture of TFSOM×SOM. The cross road data sets are modeled
by the same number of 1st TFSOMs. The 2nd SOM organizes a 2-D map of the 1st
TFSOMs by regarding them as data vectors. The BMUs in the 2nd SOM are fed
back to the corresponding 1st TFSOMs as the initial state for the next iteration.
Let us suppose that the given data is of M group such as x1, ...,xM . Each
group i.e. xm consists of I data vectors such as xm = xm1, ...,xmI . As shown
above in figure 4.16, the 1st TFSOM has M no of TFSOMs and a single parent
SOM also called 2nd SOM. The mth TFSOM of 1st TFSOM is to represent the mth
group distribution of data xm. This mth TFSOM has L reference vectors such as
rm1, ..., rmL . The joint reference vector rm of the mth of 1st TFSOMs is defined as
rm = ( rm1, ..., rml ), where m = 1, . . . , M and l = 1, . . . , L. The 2nd SOM
(i.e. parent SOM) has K reference maps such as w1, ...,wK , where kth reference
map wk represents a joint reference vector wk = ( wk1, ...,wkL ). The purpose of
2nd SOM ( i.e. parent SOM) is to represent a SOM of the group distributions
using 1st TFSOMs by regarding them as data vectors. The learning algorithm of
TFSOM×SOM is described as follow.
Step 0: All reference vectors rml(0) and wkl(0) are initialized randomly.
Step 1A: Consider the median value of the reference vector of 1st TFSOM rml(0)
to measure the distance between two units on the 1st TFSOM grid.
Step 1B: Upon iteration of the learning t, the 1st TFSOMs are updated by the
batch SOM algorithm as below.
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Figure 4.17: TFSOMxSOM Algorithm at a Glance.
l∗mi(t) = arg
min
l ||xmi − rmi(t− 1)||2 (4.9)
αlmi(t) =
exp(−d21(l, l∗mi(t))/2σ21(t))∑I
i
′
=1 exp(−d21(l, l∗mi′ (t))/2σ21(t))
(4.10)
rml(t) =
I∑
i=1
αlmi(t)xmi (4.11)
where l∗mi(.), d1 (.,.), σ1 (.), α
l
mi (.) are the indices of the best match unit, the
distance between two units on the 1st TFSOM grid, the neighbourhood size and the
neighbourhood coefficient respectively.
Step 2: The reference maps are updated using batch SOM algorithm regarding
{rm(t)} as a set of data vectors.
k∗m(t) = arg
min
k ||wk(t)− rm(t)||2 = argmink
L∑
l=1
||wkl(t)− rml(t)||2 (4.12)
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βkm(t) =
exp(−d22(k, k∗m(t))/2σ22(t))∑M
m′=1 exp(−d22(k, k∗m′ (t))/2σ22(t))
(4.13)
wk(t) =
M∑
m=1
βkm(t)rm(t) (4.14)
where l∗m(.), d2 (.,.), σ2 (.), β
k
m (.) are the indices of the best match map, the distance
between two maps on the 2nd SOM (i.e. parent SOM) grid, the neighbourhood size
and the neighbourhood coefficient respectively.
Step 3: The best matching maps of 2nd SOM are copied to the corresponding 1st
TFSOMs.
rm(t) = wk∗m(t) (4.15)
The learning iteration t reaches the number of iteration tL with the repetition of
step 1 to step 3 till the neighbourhood sizes σ1(t) and σ2(t) reduce according to
following equation.
σ(t) = σmin + (σmax − σmin)e− tτ (4.16)
Where t is learning iteration, τ is a constant and σmin & σmax are the minimum and
maximum values of neighbourhood sizes respectively.
4.5 Vehicle trajectories on the different shapes of
roads
A vehicle path has been considered to draw the trajectories of three vehicles in
order to anticipate the risk of collision. As shown in figures 4.18, 4.19 and 4.20
the different colors has been used to indicate different shapes of the road. The
complexity of shapes of the road is the potential to define the degree of risk of
collision. In other words, vehicle A, vehicle B and Vehicle C has to pass through
the way colored in the figures 4.18, 4.19 and 4.20, the level of risk of collision varies
according to the shapes of road varies.
The trajectory of a vehicle A with time t = 0 sec to 685 sec has been shown
in figure 4.21 (d) and corresponding map (10×10) size of different shapes of road
i.e. Map of Cross-junction roads, T-junction roads & Straight roads has been shown
in figures 4.21 (a), (b) and (c) respectively. The lower section of figure 4.21 (d)
describes that the path of vehicle starts from straight road section and index 61 to
index 71 of corresponding map of straight road in figure 4.21 (c) at time t = 0 sec
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Figure 4.18: Trajectory of a vehicle A on hibikino road is shown, black color indicates
straight road area, blue color indicates T-junction road area and red color indicates
cross junction road area and cyan color indicates the hibikino road; (X-Y Axes are
in meter).
Figure 4.19: Trajectory of a vehicle B on hibikino road is shown, black color indicates
straight road area, blue color indicates T-junction road area and red color indicates
cross junction road area and cyan color indicates the hibikino road; (X-Y Axes are
in meter).
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Figure 4.20: Trajectory of a vehicle C on hibikino road is shown, black color indicates
straight road area, blue color indicates T-junction road area and red color indicates
cross junction road area and cyan color indicates the hibikino road; (X-Y Axes are
in meter).
to 27 sec. At time t = 28 sec, vehicle enters to T-junction section and index 14
of corresponding map of T junction and travels upto t = 48 sec and corresponding
index 14 as in figure 4.21 (b) and then at t = 49 sec, it enters to Cross junction
road section and index 51 of corresponding map of Cross junction as in figure 4.21
(a) and so on up to t = 685 sec.
The trajectory of a vehicle B with time t = 0 sec to 926 sec has been shown
in figure 4.22 (d) and corresponding map (10×10) size of different shapes of road
i.e. Map of Cross-junction roads, T-junction roads & Straight roads has been shown
in figures 4.22 (a), (b) and (c) respectively. The lower section of figure 4.22 (d)
describes that the path of vehicle starts from straight road section and index 60 to
index 56 of corresponding map of straight road in figure 4.22 (c) at time t = 0 sec
to 22 sec. At time t = 23 sec, vehicle enters to T-junction section and index 44
of corresponding map of T junction and travels upto t = 42 sec and corresponding
index 45 as in figure 4.22 (b) and then at t = 43 sec, it enters to Cross junction
road section and index 51 of corresponding map of Cross junction as in figure 4.22
(a) and so on up to t = 926 sec.
The trajectory of a vehicle C with time t = 0 sec to 1732 sec has been shown
in figure 4.23 (d) and corresponding map (10×10) size of different shapes of road
i.e. Map of Cross-junction roads, T-junction roads & Straight roads has been shown
in figures 4.23 (a), (b) and (c) respectively. The middle section of figure 4.23 (d)
describes that the path of vehicle starts from T-Junction road section and index 14
to index 35 of corresponding map of T-Junction road in figure 4.23 (b) at time t =
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Figure 4.21: (a) Cross junction Road Map with 967 input data in map size 10×10
and each unit of map is 25×2, (b) T junction Road Map with 606 Input Data in
map size 10×10 and each unit of map is 25×2, (c) Straight Road Map with 934
Input data in map size 10×10 and each unit of map is 25×2 (d) Trajectory of a
vehicle A with axes 10×10 for each section.
0 sec to 11 sec. At time t = 12 sec, vehicle enters to Cross road section and index 90
of corresponding map of Cross road and travels upto t = 254 sec and corresponding
index 40 as in figure 4.23 (a). At t = 255 sec, it enters to T-junction road section
again and index 50 of corresponding map of T-jucntion and travels upto t = 279 sec
and corresponding index 38 as shown in figure 4.23 (b) and then at t = 280 sec, it
enters to straight road section and index 54 of corresponding map of straight road
as shown in figure 4.23 (c) and so on up to t = 1732 sec.
4.5.1 Standard Deviation at a Glance
This is the study to understand the spread of data around mean of the data. There-
fore it is termed as ” standard deviation of the mean” and shortened as std. dev. It
is defined as follow.
w∗ = argminj ||xj −wi||2 (4.17)
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Figure 4.22: (a) Cross junction Road Map with 967 input data in map size 10×10
and each unit of map is 25×2, (b) T junction Road Map with 606 Input Data in
map size 10×10 and each unit of map is 25×2, (c) Straight Road Map with 934
Input data in map size 10×10 and each unit of map is 25×2 (d) Trajectory of a
vehicle B with axes 10×10 for each section.
where w* is the nearest reference vector among all three kinds (i.e. Cross Shapes,
T-junction shapes and straight shapes) of road. x is the input road data vector from
path of a particular vehicle. w is the reference vector of the all three kinds of road.
d = (
√
(x1 −w∗1)2 + (x2 −w∗2)2 + ...) + η ∗ std.dev. (4.18)
where d is the distance, η is a constant and its value considered is 1000 and η∗std.dev.
is penalty term.
std.dev.(σ2) =
1
N
N∑
i=1
(xi − µ)2 (4.19)
where N is the total number of units to represent the shapes of the road. xi is the
count of number of units selected as the best match unit.
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Figure 4.23: (a) Cross junction Road Map with 967 input data in map size 10×10
and each unit of map is 25×2, (b) T junction Road Map with 606 Input Data in
map size 10×10 and each unit of map is 25×2, (c) Straight Road Map with 934
Input data in map size 10×10 and each unit of map is 25×2 (d) Trajectory of a
vehicle C with axes 10×10 for each section.
µ(mean) =
1
N
N∑
i=1
xi (4.20)
where µ is the average of the count of the best match unit.
4.5.2 Standard Deviation for BMU
To draw the vehicle trajectory and in order to get the particular shape of the road
as the best match unit, standard deviation concept is used. This can be understood
with an example as shown in figures 4.24, 4.25 and 4.26. In figure 4.24, Input data
as piece of road is taken and best match unit without using standard deviation is
shown in figure 4.25, which does not suit to our requirement because this BMU
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Figure 4.24: Input data as cross shape of the road, where red color point shows the
position of the subject (i.e. main) vehicle; (X-Y Axes are in meter).
Figure 4.25: T-junction road shape is shown in this figure as BMU without using
standard deviation concept; (X-Y Axes are in meter).
shape is not similar to shape of input provided to the system. The best match
unit using standard deviation is shown in figure 4.26, which suits our requirement
because it is similar in shape of input provided to the system.
The path of three vehicles on the hibikino road has been drawn. Vehicle A is
starting at t = 0 sec from straight road and passes through different shapes of the
road and ends at t = 685 sec. Vehicle B is starting at t = 0 sec from straight road
and passes through different shapes of the road and ends at t = 685 sec. Vehicle
C is starting at t = 0 sec from straight road and passes through different shapes of
the road and ends at t = 685 sec. The simulation results of trajectory of vehicle
A are shown in figures 4.27 and 4.28 without and with penalty term respectively.
The simulation results of trajectory of vehicle B are shown in figures 4.29 and 4.30
without and with penalty term respectively. The simulation results of trajectory
of vehicle C are shown in figures 4.31 and 4.32 without and with penalty term
respectively. In the case of without penalty term the simulation results of vehicle
trajectories show only T- junction shapes of the road; which is not suitable result
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Figure 4.26: Cross shape of the road, same as input chosen in figure 4.24, as BMU
with using standard deviation concept; (X-Y Axes are in meter).
because with this result, prediction of risk of collision is difficult. The complexity of
shapes of the road is the potential to define the degree of risk of collision. Therefore,
a penalty term i.e. concept of standard deviation is used to get the desired result.
The representation of the cross shape road is in red color, T-junction shape of the
road in blue color and straight road is in black color.
4.6 Discussion
As the vehicle passes through a cross junction road, the possibility of density of
objects from all four sides of roads is more and hence the risk of collision is more,
if passing through a T-junction road, the possibility of density of objects from all
three sides of roads is lesser than that of cross junction road and hence the risk of
collision is less and if passing through a straight road, the possibility of density of
objects is very less than those of cross junction and T-junction roads, hence the risk
of collision is very less. Thus, we can say that the passing through the T-junction
road is more safe and secure than that of cross junction road & passing through
the straight road is the safest among all the three kind of shapes of the road. The
aim of the vehicle trajectory is to explain that in real situation on the ground, an
autonomous vehicle has to pass through the different shapes of the road to reach
the destination. We can set an alarm that cross-junction or T-junction or straight
road is 200/500m ahead (same as presently, we get an alarm about right or left
corner). Once alarm indication is on, the driving systems of vehicle will be alerted
accordingly and thus the risk of collision can be lowered and hence journey can be
made safe & secure on the road.
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Figure 4.27: Trajectory of a vehicle A on hibikino road is shown without using
standard deviation concept. In this figure, throughout the trajectory of the vehicle
only T-junction road is selected as BMU because the color of trajectory is blue,
which does not suit to our requirement. The requirement is to represent the cross
shape road in red color, T-junction shape of the road in blue color and straight road
in black color.
Figure 4.28: Trajectory of a vehicle A on hibikino road is shown using standard
deviation concept i.e. penalty term. In this figure, different colors have been used
to show the representation of selected BMU.
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Figure 4.29: Trajectory of a vehicle B on hibikino road is shown without using
standard deviation concept. In this figure, throughout the trajectory of the vehicle
only T-junction road is selected as BMU because the color of trajectory is blue,
which does not suit to our requirement. The requirement is to represent the cross
shape road in red color, T-junction shape of the road in blue color and straight road
in black color.
Figure 4.30: Trajectory of a vehicle B on hibikino road is shown using standard
deviation concept i.e. penalty term. In this figure, different colors have been used
to show the representation of selected BMU.
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Figure 4.31: Trajectory of a vehicle C on hibikino road is shown without using
standard deviation concept. In this figure, throughout the trajectory of the vehicle
only T-junction road is selected as BMU because the color of trajectory is blue,
which does not suit to our requirement. The requirement is to represent the cross
shape road in red color, T-junction shape of the road in blue color and straight road
in black color.
Figure 4.32: Trajectory of a vehicle C on hibikino road is shown using standard
deviation concept i.e. penalty term. In this figure, different colors have been used
to show the representation of selected BMU.
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4.7 Summary
This chapter discussed about the different shapes of road for classification, data for
simulation using coordinates of the different shapes of the road, algorithms discussion
and these are the SOM algorithms, purpose of SOM algorithms and TFSOM×SOM
algorithm. Also this chapter explained about the vehicle path and its trajectory on
the different shapes of the road with the concept of standard deviation for BMU.
Finally this chapter discussed the estimation and reduction of risk of collision.
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Chapter 5
Classification of Road-Vehicle
Situations
5.1 Introduction
The classification of different shapes of the road with vehicle trajectory has been
presented in order to estimate and reduce the risk of collision [12]. To access the risk
of collision by predicting the path of adjacent vehicles going in same direction. The
analysis and interpretation of traffic scenes rely on evaluation of driving behaviors
as stochastic variables to estimate & predict collision risk for a short period ahead
in order to alert the driver and help to improve the safety of car driving [14].
To avoid collision radar sensors are used to detect the presence of moving objects
and predict the speed and direction in order to maintain safe distance from them
[15]. Hidden Markov Models (HMMs) are suited for the decomposing maneuvers
into events’ sequences, which become simpler to recognize and to learn transition
probabilities between events during manoeuver. Hierarchical HMMs are used for
estimation of manoeuver intension [16]. As a solution to model interactions between
vehicles over time during execution of manoeuver by using coupled HMMs. For
the prediction of manoeuver by applying Bayesian filter and to characterize simple
events using fuzzy logic as a proposed solution [17].
Automotive situation analysis has been proposed to determine the current driv-
ing situation in a given traffic scenario. A driving situation, a situation model and
a situation analysis for a consistent and extendable description have provided to
fulfill the requirement to determine current driving situation. On top of the situa-
tion model, a situation analysis is established to detect the current driving situation
according to the given description of driving situation. In the situation model, in-
formation of in-car sensors has used to build up a representation of the environment
around the ego vehicle [24].
Comparison of Markov Chain Abstraction and Monte Carlo Simulation for the
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Safety Assessment of Autonomous Cars has been accomplished. The approach of
Markov chain and the Monte Carlo have some inherent differences concerning their
error sources are listed as below. The Markov chain approach has introduced main
error due to the discretization of the state and input space. The error in the tran-
sition probabilities is computed in the earlier stage can be made arbitrarily small.
This Markov chain approach has only systematic errors from the discretization and
no probabilistic errors because no random sampling is applied. Thus, the resulting
probabilities are computed deterministically so that the results can be repeated.
In the Monte Carlo approach, each simulation is correctly solved with the original
dynamical system equations and therefore no systematic errors (no bias). However,
the Monte Carlo simulation suffers under probabilistic errors due to the sampling of
the initial conditions and the input sequences. If an analytical solution exists, the
probability distributions of the Markov chain approach are slightly more accurate
and faster than that of the Monte Carlo simulation. The Markov chain approach
is at least about 10 times faster, if no analytical solution exists. The Monte Carlo
approach has better results because it does not suffer from the discretization of the
state space during computing crash probabilities [25].
The strategies for the analysis of traffic scenes are investigated as hierarchi-
cal structure code (HSC) and observed that fast object recognition is possible. An
approach for both road boundary detection and traffic sign recognition has been
introduced using this HSC [31]. Domain search is treated as a coverage control
problem which aims at constructing a high-confidence awareness map of the entire
mission domain. The domain search and object classification of real-time decision-
making strategies are investigated using multiple autonomous vehicles under lim-
ited sensory resources over large-scale domains. Lyapunov based, awareness-based,
and Bayesian-based dynamic coverage control strategies are introduced in sequence.
The proposed Lyapunov-based coverage control law is applied to seafloor mapping
using multiple autonomous underwater vehicles. A deterministic awareness-based
decision-making strategy is developed with limited sensory resources, which guaran-
tees the detection of all unknown objects of interest. A probabilistic Bayesian-based
decision-making strategy for sensor errors is developed [31].
A very crucial task for an autonomous system is situation assessment i.e. com-
plete understanding of road scene is very important for the autonomous system in
order to make relevant decisions like reducing speed of vehicle or emergency braking
at right time. The task becomes more challenging at cross road (i.e. four or more
road connecting) situation due to large number of possible scenarios. The present
scenario to simplify the manoeuvre prediction problem by assuming independence
between the vehicles in the scene. This current approach is overestimating the risk
in very common scenarios and unusable in practice for Advanced Driver Assistance
Systems ADAS) applications. To overcome this situation a probabilistic model for
vehicles traversing an unsignalised intersection that accounts for the mutual influ-
ences between the vehicles in the scene has been placed [53].
This chapter mainly focuses on the perception of driver of a vehicle and describes
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the classification of hierarchical road (Cross shape Road) scenes to anticipate the
density of available objects on the road. If the density of objects on the road is
more, the risk of collision is high and vice-versa. This anticipated information will
be helpful for the driving systems to take decision like to reduce speed of vehicle or
change the lane or direction of vehicle in order to estimate and reduce the risk of
Collision and make travel journey safe and secure.
5.2 Cross shapes of road for Classification
The classification of cross shapes of the road is accomplished by TFSOM×SOM
Algorithm as discussed in the chapter 4.4.4. Here Cross junction road i.e. four
roads are joining at a point is considered. Its simulation result is shown in figure
5.1 as below.
Figure 5.1: The simulation result of parent SOM of map size 3×3 for 500 cross shape
road data using TFSOM×SOM algorithm.
5.3 Data for Simulation
The dot distribution representation (i. e. D.D.R) has been used for the representa-
tion of two different kind of data. These are the coordinates of road and coordinates
of vehicle on the road. Among these two types of data [12], One is cross shape
road data as shown in figure 4.9 and another one is object data (i.e. positions of
vehicles)as shown in figure 4.12 in magenta color. The figure 5.2 shows an example
of objects (i.e. vehicle) data and figure 5.3 shows the example of objects data as
an input example of data being used for class 6 to the parent SOM of figure 5.1.
The cross shape road data is being considered because cross shape road is liable to
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Figure 5.2: This left part of figure shows the positions of vehicles and the right
part of figure shows the level of density of vehicles according to number of vehicles
available in the left part of the figure.
the highest possibility of risk of collision among different road shapes [12]. Cross
shape road data is being used to observe the variations among shapes of the cross
road. For our study, object data is considered as the coordinates of the available
vehicles on the road. The coordinate data of vehicles are being used for road scene
clustering. As an input data to part 2 of the algorithm, left hand side of figure 5.2
shows that how number of vehicles and its density are actually shown on the road
in the area of 100m width and 150 m length. The right hand side of figure 5.2 shows
that the top view of number of vehicles. If density of vehicles is more, top view color
shows in deeper whereas density is less then the top view color shows light color.
For this representation, following kernel of gaussian has been used.
N∑
i=1
exp(
−||s− ρi||2
µ2
) (5.1)
where s are x-y axes interval, ρ are vehicle data, N is the total number of vehicle
data and µ is 10.
Figure 5.3 shows the example of input data i.e.top view of density of vehicles on the
road corresponding to map of parent SOM.
5.3.1 Cross Shapes Road
For the simulation, cross shapes road and its coordiantes are used as shown in figure
4.9 in the chapter 4. As discussed in chapater 4 that the possibility of risk of
Chapter 5 59
HIERARCHICAL CLASSIFICATION USING CONDITIONAL
SELF-ORGANIZING MAP AND ITS APPLICATION TO SITUATION
ANALYSIS
Figure 5.3: The example of input data representation for the vehicles corresponding
to the shape of the road of figure 5.1. The deep color indicates that the high density
of vehicles whereas light color represents the less density of vehicles.
collision is very high in comparison to other shapes of road, this is the cause that
we considered cross shape road for the simulation in classification of road scene.
5.3.2 Vehicles on the road
For the simulation, vehicles on the cross road and its coordinates are used as shown
in the figure 4.12 in the previous chapter 4.3.2.
The figure 5.3 shows the example of input data being used for the simulation
of Conditional Self Organizing Map i.e. CSOM. This example is shown in order to
express the feeling of visualization of result of Conditional SOM according to similar
in position shown in figure 4.12 in the previous chapter 4.3.2.
Chapter 5 60
HIERARCHICAL CLASSIFICATION USING CONDITIONAL
SELF-ORGANIZING MAP AND ITS APPLICATION TO SITUATION
ANALYSIS
5.4 Algorithm for classification
In this chapter the algorithm used for classification will be named as Conditional
Self Organizing Map (i.e. CSOM). It is described in two parts. One part is for Cross
shape road classification and the second one is for vehicle classification.
5.4.1 CSOM algorithm
The Conditional SOM (CSOM) algorithm consists of two parts. Part 1 describes the
TFSOM x SOM algorithm, Part 2 describes the actual CSOM algorithm in which
output of best matching map of part 1 is provided as a condition to the part 2 of
this algorithm.
Part 1: The TFSOM×SOM [9] algorithm is used to generate a map of distributions.
This algorithm has discussed above in chapter 4.4.4.
Part 2: Conditional SOM (CSOM) algorithm is being used for the arrangement
of the coordinate of vehicles according to the arranged map of cross shape road
as in part1. Figure 5.4 shows the architecture of Conditional SOM. This is called
Conditional SOM because arrangement of vehicles on the corresponding shape of
the road is on the basis of number of index of Parent SOM, number of CSOM is
prepared. In another words, in the parent SOM cross road shapes are arranged
and the position of vehicles has to be arranged on the condition of arranged shape
of cross road. There are 9 classes of 1st TFSOMs i.e. 9 indices of parent SOM.
Conditional SOM (i.e. CSOM) data has to be divided and arranged according to
the available number of indices of parent SOM like CSOM 1 corresponds to the
index number 1 of parent SOM, for example, CSOM 2 corresponds to the index
number 2 of parent SOM and so on till the last index number of parent SOM. Each
CSOM is a 2-D map consists of 25 units. The flow chart for the CSOM algorithm
is given in the figure 5.5.
Suppose that the given data is of N group such as { y1, . . . , yN }. Each
group i.e. yn consists of J data vectors such as yn = { yn1, . . . , ynJ }. There
are N objects (i.e. vehicles) as group of data. The nth object is to represent the
nth group distribution of data Yn. This nth object has Q reference vectors such as
{ vn1, . . . , vnQ }. The joint reference vector vn of the nth object data is defined
as vn = ( vn1, . . . , vnq ), where n = 1, . . . , N and q = 1, . . . , Q. As shown
in figures 5.1 and 5.4, a single parent SOM and the number of CSOMs equal to the
number of available indices of parents SOM. The parent SOM has K reference maps
such as { u1 , . . . , uK }, where kth reference map uk represents a joint reference
vector uk = ( uk1 , . . . , ukQ ). The learning algorithm of CSOM is described as
below.
Step 0: All reference vectors { vnq(0) } and { ukq(0) } are initialized randomly.
Step 1: Upon iteration of the learning t, the Object data are updated by the batch
SOM algorithm as below.
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Figure 5.4: Architecture of Conditional SOM (CSOM). According to the indices
of Parent SOM from Figure 5.1, CSOM map of 5×5 is Constructed and red Color
triangular shapes shows that position of the objects (vehicles).
Figure 5.5: The CSOM Algorithm at a Glance.
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q∗nj(t) = arg
min
q ||ynj − vnq(t− 1)||2 (5.2)
ϕqnj(t) =
exp(−d23(q, q∗nj(t))/2σ23(t))∑J
j′=1 exp(−d23(q, q∗nj′ (t))/2σ23(t))
(5.3)
vnq(t) =
J∑
j=1
αqnj(t)ynj (5.4)
Where q∗nj(.), d3 (.,.), σ3 (.), ϕ
q
nj (.) are the indices of the best match unit,
the distance between two units on the CSOM grid, the neighbourhood size and the
neighbourhood coefficient respectively.
Step 2: The reference maps are updated using batch SOM algorithm regarding
{vn(t)} as a set of data vectors.
k∗n(t) = uk(t) (5.5)
ψkn(t) =
exp(−d24(k, k∗n(t))/2σ24(t))∑N
n′=1 exp(−d24(k, k∗n′ (t))/2σ24(t))
(5.6)
uk(t) =
N∑
n=1
ψkn(t)vn(t) (5.7)
where q∗n(.), d4 (.,.), σ4 (.), ψ
k
n (.) are the indices of the best match map, the
distance between two maps on the parent SOM grid, the neighbourhood size and
the neighbourhood coefficient respectively.
Step 3: The best matching maps of parent SOM are copied to the corresponding
CSOMs.
vn(t) = uk∗n(t) (5.8)
The learning iteration t reaches the number of iteration tL with the repetition of
step 1 to step 3 till the neighbourhood sizes σ2(t) and σ4(t) reduce according to
following equation.
σ(t) = σmin + (σmax − σmin)e− tτ (5.9)
where t is learning iteration, τ is a constant and σmin & σmax are the minimum and
maximum values of neighbourhood sizes respectively.
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5.5 Comparison of Simulation Results
To validate the performance of the proposed CSOM algorithm (i.e. hierarchical
structure algorithm), experimental simulations have been conducted as follow.
5.5.1 Non-Hierarchical Simulation Results
The non-hierarchical simulation is achieved using Self-organizing Map (SOM) algo-
rithm method. In this method input data is in pair of road and vehicle data and the
count of input road data and vehicle data are 500 for each. The map size to represent
the shapes of cross road data and the data for the arrangement of vehicle density
on the corresponding shapes of the road are 15×15 for each. The dimension of each
unit for the representation of shapes of the road map is 25×2 and the dimension
of each unit for the representation of the arrangement of vehicles corresponding to
the road map is 11×16. Index of map elements starts from left upper most corner
and continue the count of elements downward upto 15 as left lower most corner and
again index 16 from 2nd left upper most to 2nd left lower most 30 and so on upto
right upper most corner element index is 211 and right lower most corner element
index is 225.
SOM algorithm Simulation
The simulation result of SOM algorithm for the cross shapes of the road and the
arrangement of vehicles has been shown in the figures 5.6 and 5.7 respectively. The
total time taken for the execution of 500 data is 0.2062 sec. Therefore
time taken for the execution of one data is 4.13 msec.
5.5.2 Hierarchical Simulation Results
The simulation result of parent SOM of map size 3 x 3 is shown below in figure
5.1 for 500 cross shapes road as input data. The variations among cross shape road
data are shown in the right part of figure 5.1. These variations among cross shape
road data are very small because input cross shape road are prepared considering
subject (i.e. main) vehicle is approaching towards the crossing of the cross shape
road. During input data preparation, the considered distance of subject vehicle from
crossing point of cross shape road is less than 50 m.
For the part 2 of the proposed CSOM algorithm, 500 groups of vehicles data
are being considered for the learning of SOM algorithm and CSOM algorithm. The
groups of vehicles data are classified according to the condition of number of classes
(i.e. indices) available in the parent SOM as shown in the left side of figure 5.1.
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Figure 5.6: The simulation result of non-hierarchical SOM algorithm and the map
size for the arrangement of the shapes of the road is 15×15. The dimension of each
unit for the representation of shapes of the road map is 25×2.
Chapter 5 65
HIERARCHICAL CLASSIFICATION USING CONDITIONAL
SELF-ORGANIZING MAP AND ITS APPLICATION TO SITUATION
ANALYSIS
Figure 5.7: The simulation result of non-hierarchical SOM algorithm and the map
size for the arrangement of the vehicle density on the corresponding shapes of the
road is 15×15. The dimension of each unit for the representation of the arrangement
of vehicles corresponding to the road map is 11×16.
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These 500 groups of vehicles data are divided as 52 data for class 1, 39 data for class
2, 81 data for class 3, 45 data for class 4, 33 data for class 5, 38 data for class 6 (as
shown in figure 5.3), 128 data for class 7, 28 data for class 8 and 56 data for class
9 of parent SOM. These divisions of data among 9 classes are inconsistent i.e. for
class 1, 52 data and for class 2, 39 data and so on. It is difficult to visualize these
inconsistent numbers of data, therefore to easily visualize the simulation output,
map size 5×5 i.e. 25 units for each class is being considered. The simulation results
for SOM algorithm and CSOM algorithm are shown in figure 5.8 and figure 5.9
respectively.
SOM Simulation Results
Group of figures 5.8 shows the simulation result of SOM algorithm corresponding
to the indices of Parent SOM i.e. TFSOM×SOM algorithm results shown above in
figure 5.1 of chapter 5.2.
CSOM Simulation Results
Group of figures 5.9 shows the simulation result of CSOM algorithm corresponding
to the indices of Parent SOM i.e. TFSOM×SOM algorithm results shown above in
figure 5.1 of chapter 5.2. The total time taken for the execution of 500 data
is 0.07715 sec. Therefore time taken for the execution of one data is 1.54
msec.
5.6 Quantization Errors of hierarchical SOM and
CSOM
In this chapter, Quantization errors for Hierarchical Self Organizing Map (HSOM)
and Conditional SOM (CSOM) has been discussed. The quantization error is de-
fined as the average distance between each data vector and its BMU. The average
quantization error is defined as follow.
Q.E. =
∑
i ||zi −mbi||
n
(5.10)
where z is test data of vehicle data, m is the best match unit and n is the total
number of vehicle data.
The purpose of calculation of quantization error is to measure the average dis-
tance between input data and its corresponding BMU of HSOM and that of CSOM
and also to evaluate the SOM and CSOM algorithm efficiency.
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Figure 5.8: This figure shows the output of self-organizing map (SOM) arrangement
of the positions of vehicles according to the indices of parent SOM in figure 5.1.
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Figure 5.9: This figure shows the output of Conditional self-organizing map (CSOM)
arrangement of the positions of vehicles according to the indices of parent SOM in
figure 5.1.
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Figure 5.10: In this figure, the quantization error of CSOM method is less than that
of hierarchical SOM (HSOM) method.
5.6.1 Procedure and algorithm
Let us consider that 1000 data chosen randomly for training (i.e. learning) purpose
and 1000 data randomly for testing purpose from data used in chapter 3.3. Suppose
that from 1000 training data, 100 data chosen randomly. These data has to be used
as input data for the training of SOM and CSOM using SOM algorithm and CSOM
algorithm respectively to get the best match unit (i.e. BMU) of reference vector.
Again suppose that 200 data chosen randomly and repeat the same procedure as
with 100 data done above. This training process has to be done for training data as
100, 200, 300, 400, 500, 600, 700, 800, 900, 1000 data to get the BMU of reference
vector. To calculate quantization error, 1000 test data has to be used as input data
corresponding to 10 training data as above. Thus the average distance between 1000
testing data and 10 training data is calculated.
5.6.2 Simulation Result
The average distance between input data and its BMU is so called quantization error
for HSOM and CSOM methods has been shown below in figure 5.10. This result
shows that the quantization error of SOM algorithm is greater than that of CSOM
algorithm. This indicates that the CSOM algorithm is more suitable to use for our
purpose of classification of road and road scenes.
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5.7 Discussion
From the simulation results, it can be observed that the groups of data in all 25 units
are arranged according to the available number of vehicles i.e. density of vehicles per
unit. In the hierachical SOM algorithm simulation result, we can see the variations
of group of data per unit among 25 units of each class of SOM whereas in CSOM
algorithm simulation result, there is no variation of group of data per unit among 25
units of each class of CSOM. For hierachical SOM algorithm simulation, the weight
vectors are considered in discrete form. For example, weight vector for class 1 of
parent SOM (i.e. SOM 1) is 1 and weight vector for rest other classes are 0. During
CSOM algorithm simulation, these weight vectors are using the concept of fuzzy
clustering. For example weight vector for class 1 of parent SOM (i.e. CSOM1) is 1
and that of other classes are in between 0 to 1. In other words, during simulation of
SOM algorithm, the number of groups of data assigned (stated above) per class are
used for simulation of each class only. For example data for class 1 is 58 and only this
group of data is used for the simulation of class1. But, in CSOM algorithm, all the
number of groups of data assigned (as above) per class are used for the simulation
for each class. For example data for class 1 is 52 but all data (i.e. 52, 39, 81, 45, 33,
38, 128, 28 and 56) of 9 classes are used for the simulation of class 1. This is because
that in real scenario, it is difficult to gather more groups of data for each class i.e.
for each shape of road, especially when the number of shapes of road is high. This
is the point where CSOM algorithm is more suitable than that of hierarchical SOM
algorithm.
Thus by using proposed CSOM algorithm, estimation of number of vehicles i.e.
density of objects can be estimated. From this estimation the possibility of risk of
collision can be anticipated. As the density of vehicles is more on the road, the risk
of collision is more and if the density is less, the possibility of risk of collision is also
less.
We also observed the simulation results of hierarchical Self-Organizing Map and
Conditional Self-Organizing Map in the chapter 5 and also we saw the simulation
result of Quantization error for the comparison between Self-Organizing Map and
Conditional Self-Organizing Map in this chapter 5. We studied the qualitative and
subjective comparison between these two methods whereas the quantization error
calculation and comparison is numeric. Consequently, this comparison study tells
us that the simulation results of Conditional Self-Organizing Map method is more
relevant than that of Self-Organizing Map method for the hierarchical classification
purpose.
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5.8 Summary
This chapter discussed the Cross shapes of road for Classification, Simulation data
for the cross shapes road and the density of vehicles corresponding to the cross
shapes road. It also explains the CSOM algorithm and comparison of simulation
results between hierarchical and non hierarchical methods of SOM and CSOM and
finally discussed about the quantization error with its procedure and algorithm and
its Simulation result.
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Conclusion
In order to prepare limited number of set of situations for the preparation of set of
rules, the discretization or quantization, so to say classification is needed. To fulfill
this requirement, the hierarchical classification of the different kinds of shapes of the
road and objects on them has been achieved.
First step of the situation classification, the data considered are the different
shapes of the road. These different shapes of the road are cross junction (i.e. four
way road) or T-junction (i.e. three way road) or straight road. In this case, the
variation among shapes have been observed using U matrix. The dot distribution
representation is used throughout for the representation of the data. The classifica-
tion method for this first level of classification used is TFSOM×SOM (i.e. Topology
Free Self-Organizing Map by Self Organizing Map) algorithm.
A vehicle trajectory has been drawn on these different shapes of the road after
the first level of hierarchy of situation classification. To indicate the all the different
shapes of the road as a simulation result, we used the concept of the standard
deviation. The standard deviation concept was used as a penalty term because
without using we were not able to get the required three different shapes of the
road. For the simulation, the three different shapes of the road are provided as the
input and as an output, we plotted three shapes of the road in three different color
in order to recognize different shapes of the road easily.
Second step of the situation classification, the data considered are the coordi-
nates of the vehicles on the road. In this time, only cross shapes of the road is being
considered as the coordinates of shape of the road. This is because that the possibil-
ity of number of objects is more than that of T-junction and straight road. The dot
distribution representation is used throughout for the representation of the data. In
this level of classification, the first kind of data are as road data i.e. cross shape road
data and being used with TFSOM×SOM algorithm. The second kind of data are
as object data i.e. vehicle data being used with proposed method Conditional Self
Organizing Map i.e. CSOM algorithm. The comparison of the simulation results
of this proposed CSOM algorithm with SOM algorithm is also shown in order to
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justify that the use of this proposed CSOM algorithm is better than that of SOM
algorithm. The quantization error of both CSOM algorithm and SOM algorithm
has also been observed towards use of CSOM algorithm over SOM algorithm. The
quantization error of CSOM algorithm is lower than that of SOM algorithm has
been shown in order to justify that our approach and algorithms are more relevant
than the existing one. The purpose of classification using shapes of the road and
vehicles arrangement corresponding to the road was to anticipate the level of density
situations to prepare limited set of situations has been achieved. This classification
was hierarchy based, which also proved that less time is required in comparison to
non-hierarchical method. The variety of shapes of the road has been represented
using the most suitable dot distribution representation.
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