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Abst ract - -Shr ink ing  is a newly proposed technique for combining a pair of pseudo random binary 
sequences, (a,_s), to form a new sequence, _z, with better andomness, where randomness here stands 
for difficulty of prediction. The ones in the second sequence _sare used to point out the bits in the 
sequence _ato be included in ~. The generator that performs this process is known as the shrinking 
generator (SG). In this paper, it is shown for the existing combining method that deviation from 
randomness in the statistics of _a leads to the leakage of this statistics into z__. We also show that it is 
sufficient for constructing a statistically balanced SG to at least have one statistically balanced gener- 
ator. A new shrinking rule that yields statistically balanced output, even if _a and _s are not balanced, 
is then proposed. Self-shrinking in which a single pseudo random bit generator (PRBG) shrinks 
itself is also investigated and a modification of the existing shrinking rule is proposed. Simulation 
results how the robustness of the proposed methods. For self-shrinking, in particular, esults how 
that the proposed shrinking rule yields sequences with balanced statistics even for extremely biased 
generators. This suggests possible application of the new rule to strengthen running key generators. 
Keywords - -Pseudo random bit generators, Shrinking, Statistical leakage. 
1. INTRODUCTION 
Methods to generate true random bits are, in general, of pract ical  interest in many appl icat ions 
such as s imulat ion, ICs test ing and cryptography. However, because of the difficulty of imple- 
ment ing such generators,  pseudo random bit generators (PRBG)  axe usual ly used instead. These 
axe, in general,  easy to implement and control. Randomness of a bit  generator is usual ly re lated 
to the diff iculty in predict ing the next bit when given the past  outputs  [1]. In general, some 
min imum requirements axe usual ly imposed on the output  sequence of a PRBG to satisfy a rea- 
sonable level of randomness. These include stat ist ical  balance or uniformity of the probabi l i ty  
d is t r ibut ion of any block size in the generated sequence and a good l inear complexity profile [2,3]. 
There are many known methods for generating pseudo random. A survey of these methods is 
given in [4]. However, searching for new classes of PRBGs having better  randomness is stil l of 
v i ta l  interest.  
In designing a PRBG,  one, in general, would like the constructed generator to appear,  for an 
attacker  who does not know the seed of the generator or the key, as a completely random binary 
source. That  is, knowledge of any number of past output  bits does not reveal any information 
about  the next output  bit. In addit ion to these stat ist ical  requirements, pract ical  considerat ion 
such as speed of bits generat ion and ease of implementat ion are important  factors that  play a 
role in selecting a part icular  PRBG.  One, however, needs to note that  the behavior of a PRBG 
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is only a simulation to true randomness. In fact, the seed, if selected in a random fashion, is 
the only source of randomness in such generators. If, however, the different levels of statistics 
are uniform, then this kind of randomness or statistical randomness i usually used for analysis 
purposes. 
Recently a new class of PRBGs based on the principle of shrinking has been proposed by Cop- 
persmith, Krawczyk and Mansour [2]. The extreme simplicity, exponential period, exponential 
linear complexity and the good statistical properties make this generator a potential candidate for 
many practical applications. The basic idea is to combine two PRBGs to create a new generator, 
known as the shrinking generator (SG), with a better quality than the original generators, where 
quality here stands for difficulty of predicting the pseudo random sequence from the new genera- 
tor. The fact that linear feedback shift registers (LFSR) can be easily and efficiently implemented 
and their good statistical properties make them an attractive candidate for such construction, 
although, as stated in [2], "the generic idea can be applied to any pair of pseudo random sources". 
In [5] an extension of shrinking two LFSRs to self-shrinking of a single LFSR output h~s been 
investigated. Naturally, one would like to see the performance of this techniqde when used to 
nonLFSRs generators. ~- 
In this paper, we investigate the statistical behavior of the shrinking generator when the ~ rule 
proposed in [2] is used for general PRBGs. Here, we show that statistical deviation in one o~the 
PRBGs can lead to the leakage of this deviation to the output of the shrinking generator. We 
then propose a general shrinking rule that seems to be robust and work for both LFSRs and other 
kinds of PRBGs. Other aspects of security such as the period length and lower bounds on linear 
complexity when using the new rule can be derived for special structures in a similar fashion to 
those presented in [2,5,6] and will not be discussed here. In Section 2, the SG is introduced. In 
Section 3, statistical leakage in the SG with the existing rule is investigated. In Section 4, the 
new shrinking rule is introduced and analyzed. In Section 5, self-shrinking is studied where an 
alternative shrinking to the existing one is also investigated. In Section 6, simulation results and 
discussion for shrinking with two PRBGs and self-shrinking are presented. Finally, conclusions 
are given in Section 7. 
2. THE SHRINK ING GENERATOR 
To implement the shrinking generator one needs, in general, two random bit generators. 1 Let 
these generators be designated by gl and g2. The sequences form these generators are assumed 
to be binary valued sequences of i.i.d. (independent identically distributed) random variables and 
are denoted by a -- {ao, a i , . . .  } and s_ = {So, s l , . . .  }, respectively, with 
Pr (a~ = 0) = p and Pr (s~ -- 0) -- q. 
A third sequence, _z = {z0,z l , . . .  } corresponding to the SG output is then constructed from 
these sequences according to the following combining rule; we will call it Rule 1 to differentiate 
it from another ule that we will propose later. A block diagram of the SG is shown in Figure 1. 
s 
Shrinking 
Rule 1 
z 
D 
Figure 1. A block diagram of the shrinking enerator. 
RULE 1. Zk = aik for k = O, 1, . . . .  where ik is the position of the k th "1" in the sequence s__. 
That is, the sequence z wifl include only those bits ai of  the sequence a for which s~ is "1" while 
1For the purpose of analysis, we will assume that gl and g2 are truly random bit generators. Discussion regarding 
the case when PRBGs are used are discussed later. 
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the other bits are discarded, or that the SG is a shrunken version of gl. The shrinking rule is 
snmmarized in Table 1. Notice that ff this rule is implemented in reM time using two PRBGs, 
then irregularity in the output of the SG may occur. This may seem undesirable. Using a small 
buffer and a high clocking rate for the two PRBGs an output from the SG will be ava/lable with 
a high probability [2]. 
gl  output 
a/ 
Table 1. Shrinking rule 1 (Stage 1). 
g2 output 
8i 
Rule 1 
Discard (not stored in the buffer) 
Store 0 in the buffer 
Discard 
Store 1 in the buffer 
For the plausibility of presentation, however, the shrinking generator output can be viewed as 
if it were obtained as a result of two stage operations. 
Stage 1. First the combining rule shown in Table 1 is performed on the output of gl and g2 
and the result is stored in an infinite buffer. 
Stage 2. The stored bits are read from the buffer in a continuous fashion as the output of 
the SG. Note that the buffering of Stage 1 results in destroying the time information 
resulting from the discarding process. 
If gl and g2 are maximal length LFSRs with length nl and n2 such that nl and n2 are relatively 
prime, then the period, T, of the SG is given by 
T=(2n l  - 1)2n2 -1, 
and the linear complexity, L, of the sequence _zis bounded by [2] 
n l  2n2-2 ~ L < n l  2n2-1. 
In general, if Ta is the period of the sequence a and W8 is the number of l 's in a full period of s, 
then the period, Tz, of _z is 
Tz =TaWs. 
3. STAT IST ICAL  LEAKAGE IN  SHRINKING GENERATORS 
The term statistical leakage refers to the process where by the statistics of the shrunken gen- 
erator (gl) leak to the output of the SG. It is shown here that deviation from randomness in the 
statistics of gl leaks to the output of the SG. 
DEFINITION: STATISTICAL BALANCE. The output of a generator is said to be statistically bal- 
anced, ff the probabilities of a11 m sized blocks from the sequence are equal. 
DEFINITION: SIMILARITY OF STATISTICS. Two sequences are sa/d to be of similar statistics if 
the different order statistics of these sequences are equal. 
Using the shrinking Rule 1, the following result holds. 
THEOREM 1. Let the binary sequence _z = {z0,z i , . . .  } be constructed using Rule 1 from the 
sequence a_ = {a0, al . . . .  } of i.i.d, random variables with Pr(ai = O) = p and the sequence 
_s = {So, sl . . . .  } of i.i.d random variables with Pr(si = 0) = q. The probability, P(_~), of any b 
bits sized block of weight d is then given by 
Pr = pb-d(1 -- PV.  (1) 
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PROOF. We first prove the theorem for the case b = 1, then generalize it for an arbitrary b. The 
event that the i th bit from the sequence z, z~, equal zero is equivalent to the event that aj~ = 0 
given sj~ = 1, where j~ denotes the position of the i th 1 in the sequence _s. In this case, the 
probability, Pr(z~ = 0), is given by 
Pr(zi = 0)= Pr (a J '  -- ~)  . 
\ sj, 
Since aj, and sj, are independent, it follows that 
Pr(zi = 0) = Pr(aj, = 0) = p. 
For the more general case, suppose that the sub-sequence (Zi-b+l, Zi-b+2,.. . ,  Zi) of size b bits is 
observed from the sequence z__ and let this particular observation be (Zi-b+l, Zi -b+2, . . . ,  zi) such 
that 
b 
Z z i - j+ l  = d. 
j=l  
In this case, the probability, Pr((zi-b+l, Zi-b+2,... ,  Zi) = (Zi-b+l, Zi-b+2,.-., zi)), is given by 
Pr((zi-b+l, Zi-b+2,..-, zi) = (Z~-b+l, Zi-b+2,-- •, Zi)) = 
Pr((aj(i_b+l) = Zi-b+l, aj(~_b+2) = Zi-b+2,.--, aj~ = zi) 
(Sj(,_b+,) = 1, Si_b+ 1 ---- l , . . . ,  Sj, : 1)) 
Since aj, and sj, for any i are independent, it follows that 
Pr((zi-b+l, Zi-b+2,.. . ,  zi) = (Zi-b+l, Zi-b+2, • • •, zi)) 
b 
= H Pr (aj(,_b+~) = Z(i_b+l)), 
l= l  
=pb-d(1 _p)d. | 
COMMENTS. We observe here that (1) is independent ofq; the statistics of g2. That is, if the first 
generator is statistically balanced (p = 0.5), then the resulting SG is also statistically balanced 
even if g2 is not balanced. However, if there is any statistical weaknesses in gl, then this weakness 
will be passed to the output of the SG and notably on the higher order level statistics. This shows 
that a sufficient condition for constructing a statistically balanced sequence is for at least gl to 
have balanced statistics. 
The validity of the above results for PRBGs depends on the fitness of such assumptions to the 
output of the PRBGs. However, in a statistical sense such assumptions are reasonable. 
4. THE PROPOSED SHRINKING RULE (RULE 2) 
Here we propose a different shrinking rule and show that if the two PRBGs are of similar 
statistics, then this rule provides good statistics for shrunken sequence independent of gl and g2 
statistics. 
RULE 2. For k = O, 1 . . . .  , zk ---- aik where ik is the k th posit ion for which ai and si are different. 
That  is, the sequence _z = {zo, z l , . .  • } will include only those bits of a that  are different from s 
while other bits are discarded. This is summarized in Table 2. 
Table 2. Shrinking rule 2 (Stage 1). 
El output  g2 output  Rule 2 
0 0 Discard 
0 1 0 
1 0 1 
1 1 Discard 
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Let w = {wl, w2, . . .  } be a sequence obtained by modulo 2 addition of the two sequences a 
and _s. That  is 
w- -  { (a l~S l ) , (a2  @s2) , . . . , (a i~s i )  . . . .  }, 
where ~ denotes modulo 2 addition and wi is a binary random variable. Since ai and si are 
independent random variables, the probability mass function of wi can be obtained by convolving 
the probability mass functions of a~ and si. It  can be easily shown that 
Pr(wi -- 0) = pq + (1 - p)(1 - q). 
In this case, the following lemma follows directly. 
LEMMA 1. Shrinking the sequences a_by the sequence s_using Rule 2 is equivalent to shrinking a_ 
by w using Rule 1. 
THEOREM 2. I f  the two sequences a_and s_ are of similar statistics, not necessarily balanced, then 
the resulting shrunken sequence z_ by Rule 2 has balanced statistics. 
PROOF. Using Lemma I and a similar argument to that used in Theorem 1, it follows that 
Pr(zi -- O) -- Pr (~-~/~aJ~_~) 
Pr(aj, = O, wj, -- 1) 
Pr(w/, = 1) 
p(1  - q) 
1 -pq-  (1 -p ) (1  - q) 
In a similar fashion, this can be generalized to statistics of size b, or 
Pr ((Z~-b+l, Zi -b+2,. . . ,  zi) = (Zi-b+l, zi-b+2,..., z~)) = 
b ( z(~-b+O 
H Pr aj(~_b+l) - -  
l=l WJ(i--b+l) 
- -  -1 )  =rb-d(1 -- r) d, 
where 
p(1  - q) 
r= 
1 -pq-  (1 -p ) (1  - q)' 
For statistically similar sequences p = q. From this it follows that 
1 
Pr((zi-b+l, zi-b+2 . . . .  , z i )  : (Zi-b-kl, Zi-b~-2,..., Zi)) -~ ~.  
This shows an interesting result that the probability of a SG output to take on a particular 
value of size b is 1/(2 b) no matter what the value ofp is as long as a and _s are statistically similar. 
Deviation from randomness means that the number of ones in the sequence _z will differ from 
the number of zeros. In such case, both the period and the linear complexity of the _z will 
change. Here, we are only concerned with the statistical behavior of the SG. Bounds on the 
linear complexity of the resulting generator can be found, for special structures, in a similar 
fashion to those discussed in [2,5,6]. 
5. SELF -SHRINK ING AND STAT IST ICAL  LEAKAGE 
In [5], an extension of the shrinking idea to self-shrinking has been proposed and investigated. 
In that method only a single PRBG is needed where pairs of output bits are considered. If a 
pair happens to be (10) or (11), then this pair is taken to produce 0 or 1, depending on the last 
bit of the pair. If, on the other hand, the pair is (01) or (00), then it will be discarded. That is, 
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• Table 3. Self-shrinking rules (Stage i). 
a2~ a2~+l Rule 1 Rule 2 
0 0 Discard Discard 
0 1 0 0 
1 0 Discard 1 
1 1 1 Discard 
if ao ,a l , . . ,  is a particular sequence from the PRBG, then the self-shrinking rule for each pair 
(a2j, a2j+l), j = 0, 1, . . .  is as shown in Table 3. 
In a similar argument to the above for the case of SG with two PRBGs, it can be shown that 
this rule also leads to statistical leakage. The rule can be modified to the following. If the pair 
(01) or (10) occurs then produce 1 or 0 and if the pair (11) or (00) then discard it. The two rules 
are summarized in Table 3. Using an argument similar to the above it can be shown that the 
probability of any block of size b is uniform independent from the original generator statistics. 
6. S IMULATION RESULTS AND DISCUSSION 
The following simulations have been performed: 
• shrinking two LFSRs with the new rule, 
• shrinking two non balanced PRBGs of similar statistics with the new rule, 
• shrinking two PRBGs where gl is an LFSR while g2 is a biased PRBG (p > 0.5 and 
p < 0.5), 
• self-shrinking of an LFSR with the new rule, and 
• self-shrinking of a biased PRBG with the new rule. 
Different statistical tests have been carried on files generated for the above cases and for 
different runs. These test include the frequency, binary derivative, sequence complexity, linear 
complexity, runs, change point [3] and the Maurer test [7]. Among all these tests no deviation 
from randomness has been detected even if the bias in the PRBGs is large, e.g., q = 0.3. In 
addition, simulation with Rule 1 always fail when biased generators are used. This restrict 
the application of Rule 1 to generators with good local randomness. The self-shrinking results 
suggests using self-shrinking for strengthening weak PRBGs. From the above derivation and the 
simulation results one needs, in fact, only gl to have a good local randomness. This suggests, for 
example, using an LFSR for gl while using other PRBGs [4] for g2. 
The SG generator is suitable for hardware implementation. Therefore, of interest is adjusting 
the design using the new rule. This can be achieved by the modifying the SG of Rule 1 as 
proposed by Lemma 1. This is shown in Figure 2. 
Rule 1 I 
Figure 2. A block diagram for modifying rule 1 to obtain rule 2. 
7. CONCLUSIONS 
This paper has shown that applying the shrinking rule proposed by Coppersmith, Krawczyk 
and Mansour to nonstatistically balanced PRBGs can lead to statistical leakage of the shrunken 
generator statistics to the output of the SG. A different shrinking rule is proposed for statisti- 
cally similar PRBGs that results in balanced output statistics. The analysis suggests that one 
statistically balanced out of the two PRBGs is sufficient for the construction of a statistically 
balanced SG. A modification of the existing rule to adapt the new rule is given. Self-shrinking 
is also investigated where a modified shrinking rule to the existing one is proposed. The latter 
case suggests a simple method for strengthening PRBGs by means of self-shrinking. 
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