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Abstract
We prove a general transfer theorem for multivariate random sequences with
independent random indexes in the double array limit setting. We also prove
its partial inverse providing necessary and sufficient conditions for the con-
vergence of randomly indexed random sequences. Special attention is paid to
the case where the elements of the basic double array are formed as statistics
constructed from samples with random sizes. Under rather natural con-
ditions we prove the theorem on convergence of the distributions of such
statistics to multivariate normal variance-mean mixtures and, in particular,
to multivariate generalized hyperbolic laws.
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1. Introduction
In classical problems of mathematical statistics, the size of the available
sample, i. e., the number of available observations, is traditionally assumed
to be deterministic. In the asymptotic settings it plays the role of infinitely
increasing known parameter. At the same time, in practice very often the
data to be analyzed is collected or registered during a certain period of time
and the flow of informative events each of which brings a next observation
forms a random point process, so that the number of available observations
is unknown till the end of the process of their registration and also must be
Preprint submitted to Journal of Statistical Planning and Inference September 20, 2018
treated as a (random) observation. For example, this is so in insurance statis-
tics where during different accounting periods different numbers of insurance
events (insurance claims and/or insurance contracts) occur; in medical statis-
tics where the number of patients with a certain disease varies from month
to month due to seasonal factors or from year to year due to some epidemic
reasons; in quality control where the number of failed items differs from lot
to lot; in high-frequency financial statistics where the number of events in
a limit order book during a time unit essentially depends on the intensity
of order flows, etc. In these cases the number of available observations as
well as the observations themselves are unknown beforehand and should be
treated as random. Therefore it is quite reasonable to study the asymptotic
behavior of general statistics constructed from samples with random sizes for
the purpose of construction of suitable and reasonable asymptotic approxi-
mations. As this is so, to obtain non-trivial asymptotic distributions in limit
theorems of probability theory and mathematical statistics, an appropriate
centering and normalization of random variables and vectors under consider-
ation must be used. It should be especially noted that to obtain reasonable
approximation to the distribution of the basic statistics, both centering and
normalizing values should be non-random. Otherwise the approximate dis-
tribution becomes random itself and, for example, the problem of evaluation
of quantiles or significance levels becomes senseless.
In asymptotic settings, statistics constructed from samples with random
sizes are special cases of random sequences with random indices. The ran-
domness of indices usually leads to that the limit distributions for the corre-
sponding random sequences are heavy-tailed even in the situations where the
distributions of non-randomly indexed random sequences are asymptotically
normal see, e. g., [7, 8, 17]. For example, if a statistic which is asymptoti-
cally normal in the traditional sense, is constructed on the basis of a sample
with random size having negative binomial distribution, then instead of the
expected normal law, the Student distribution appears as an asymptotic law
for this statistic.
The literature on random sequences with random indexes is extensive,
see, e. g., the references above and the references therein.
Although the mathematical theory of random sequences with random
indexes is well-developed, there still remain some unsolved problems. For
example, convenient conditions for the convergence of the distributions of
general statistics constructed from samples with random sizes to normal
variance-mean mixtures have not been found yet. The desire to fill this theo-
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retical gap is quite natural. Another motivation for this research is practical
and is as follows. In applied probability there is a convention, apparently
going back to the book [16], according to which a model distribution is rea-
sonable and/or justified enough only if it is an asymptotic approximation,
that is, there exist a more or less simple limit setting and the corresponding
limit theorem in which the model under consideration is a limit distribu-
tion. The existence of such a setting may bring a deeper insight into the
phenomena under consideration than just fitting a more or less convenient
model.
General normal variance-mean mixtures are examples of such convenient
models widely used to describe observed statistical regularities in many fields.
In particular, in 1977–78 O.Barndorff-Nielsen [1], [2] introduced the class of
generalized hyperbolic distributions as a class of special univariate variance-
mean mixtures of normal laws in which the mixing is carried out in one
parameter since location and scale parameters of the mixed normal distribu-
tion are directly linked. The range of applications of generalized hyperbolic
distributions varies from the theory of turbulence or particle size descrip-
tion to financial mathematics, see [4]. Multivariate generalized hyperbolic
distributions were introduced in the seminal paper [1] mentioned above as
a natural generalization of the univariate case. They were further investi-
gated in [10] and [11]. It is a convention to explain such a good adequacy
of generalized hyperbolic models by that they possess many parameters to
be suitably adjusted. But actually, it would be considerably more reason-
able to explain this phenomenon by limit theorems yielding the possibility
of the use of generalized hyperbolic distributions as convenient asymptotic
approximations.
The main results presented in this paper deal with the description of con-
ditions which provide the convergence of the distributions of statistics con-
structed from samples with random sizes to multivariate normal variance-
mean mixtures, in particular, to multivariate generalized hyperbolic laws.
The conditions presented below are formulated in terms of the asymptotic
behavior of random sample sizes and have the ‘if and only if’ form. This
circumstance proved to be very promising and constructive. For example,
in [24] a problem of construction of suitable approximations to the distribu-
tion of the so-called order flow imbalance process in high-frequency trading
systems was considered. It was empirically shown that generalized hyper-
bolic distributions are very likely models for that. But these distributions
are variance-mean mixtures with one mixing parameter. By means of one-
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dimensional limit theorems for random sums, this fact directly lead to theo-
retical understanding that the intensities of buy and sell orders actually must
be proportional to one and the same random process reflecting general mar-
ket agitation. This theoretical inference concerning the flows intensities then
found its statistical proof, see [24]. In other words, the ‘if and only if’ charac-
ter of the presented conditions makes testing goodness-of-fit of financial data
with generalized hyperbolic models equivalent to testing goodness-of-fit of
the corresponding flow intensities (i. e., volatilities) with generalized inverse
Gaussian models, which is much simpler.
In the present paper both structural and multivariate generalizations of
some results of [24] to general statistics are presented. The paper is organized
as follows. Basic notation is introduced in Section 2. Here an auxiliary result
on the asymptotic rapprochement of the distributions of randomly indexed
random sequences with special scale-location mixtures is proved. In Section
3 of the present paper we prove a general transfer theorem for random se-
quences with independent random indexes in the double array limit setting.
We also prove its partial inverse providing necessary and sufficient conditions
for the convergence of randomly indexed random indexes. Following the lines
of [20], we first formulate a general result improving some results of [20, 7] by
removing some superfluous assumptions and relaxing some conditions. Spe-
cial attention is paid to the case where the elements of the basic double array
are formed as statistics constructed from samples with random sizes. This
case is considered in Section 4 where a theorem establishing necessary and
sufficient conditions of convergence to general multivariate variance-mean
mixtures is proved. As a corollary, in Section 5 we deduce a criterion of
convergence of the distributions of statistics constructed from samples with
random sizes to multivariate generalized hyperbolic distributions.
2. Notation. Auxiliary results
Let us introduce basic notations to be used throughout this paper. Let
m ∈ N. The vectors x = (x(1), . . . , x(m))⊤ are elements of Rm, the superscript
⊤ stands for the transpose of a vector or matrix. The scalar product in Rm
will be denoted 〈·, ·〉: 〈x, y〉 = x⊤y = x(1)y(1)+ . . .+ x(m)y(m). As usual, the
Euclidean norm of x is ‖x‖ = 〈x, x〉1/2. If A is a real-valued (m×m)-square
matrix, then det(A) denotes the determinant of A. The (m × m)-identity
matrix is denoted I. To properly distinguish between the real number zero
and the zero vector, we write 0 ∈ R and 0 = (0, . . . , 0)⊤ ∈ Rm. The notation
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Na,Σ will be used for them-dimensional normal distribution with mean vector
a and covariance matrix Σ. The distribution function of the one-dimensional
standard normal distribution will be denoted Φ(x),
Φ(x) =
1√
2π
∫ x
−∞
e−y
2/2dy, x ∈ R.
Assume that all the random variables and vectors considered in this pa-
per are defined on one and the same probability space (Ω, F, P). The
symbols Bm and B+ will denote the Borel sigma-algebras of subsets of
Rm and R+ ≡ [0,∞), respectively. In what follows the symbols d= and
=⇒ will denote coincidence of distributions and weak convergence (conver-
gence in distribution). We will write L(X) to denote the distribution of
a random vector X. A family {Xj}j∈N of Rm-valued random vectors is
said to be weakly relatively compact, if each sequence of its elements con-
tains a weakly convergent subsequence. In the finite-dimensional case the
weak relative compactness of a family {Xj}j∈N is equivalent to its tightness
limR→∞ supn∈N P(‖Xn‖ > R) = 0 (see, e. g., [26]).
Let {Sn,k = (S(1)n,k, . . . , S(m)n,k )⊤}, n, k ∈ N, be a double array of Rm-valued
random vectors. For n, k ∈ N let an,k = (a(1)n,k, . . . , a(m)n,k )⊤ ∈ Rm be non-
random vectors and bn,k ∈ R be real numbers such that bn,k > 0. The purpose
of the vectors an,k and numbers bn,k is to provide weak relative compactness
of the family of the random vectors
{
Yn,k ≡ b−1n,k
(
Sn,k − an,k
)}
n,k∈N
in the
cases where it is required.
Consider a family {Nn}n∈N of nonnegative integer random variables such
that for each n, k ∈ N the random variables Nn and random vectors Sn,k are
independent. Especially note that we do not assume the row-wise indepen-
dence of {Sn,k}k>1. Let cn = (c(1)n , . . . , c(m)n )⊤ ∈ Rm be non-random vectors
and dn be real numbers, n ∈ N, such that dn > 0. Our aim is to study the
asymptotic behavior of the random vectors Zn ≡ d−1n
(
Sn,Nn −cn
)
as n→∞
and find rather simple conditions under which the limit laws for Zn have the
form of normal variance-mean mixtures. In order to do so we first formulate
a somewhat more general result following the lines of [20], removing super-
fluous assumptions, relaxing the conditions and generalizing the results of
that paper.
The characteristic functions of the random vectors Yn,k and Zn will
be denoted hn,k(t) and fn(t), respectively, t ∈ Rm. Let Y be an Rm-
valued random vector whose characteristic function will be denoted h(t),
5
t ∈ Rm. Introduce the random variables Un = d−1n bn,Nn. Let Vn =
(V
(1)
n , . . . , V
(m)
n )⊤ where V
(k)
n = d−1n (a
(k)
n,Nn
− c(k)n ) is the kth component of
the random vector d−1n (an,Nn − cn). In what follows by Wn we will de-
note the (m+ 1)-dimensional compound random vector Wn = (Un,V
⊤
n )
⊤ =
(Un, V
(1)
n , . . . , V
(m)
n )⊤.
Fot t ∈ Rm consider the function
gn(t) ≡ Eh(Unt)ei〈t,Vn〉 =
∑∞
k=1P(Nn = k)e
i〈t,d−1n (an,k−cn)〉h
(
d−1n bn,kt
)
. (1)
It can be easily seen that gn(t) is the characteristic function of the random
vector Un ·Y+Vn where the random vector Y is independent of the random
vector Wn.
In the double-array limit setting considered in this paper, to obtain non-
trivial limit laws for Zn we require the following additional coherency condi-
tion: for any T ∈ (0,∞)
lim
n→∞
E sup
‖t‖6T
∣∣hn,Nn(t)− h(t)∣∣ = 0. (2)
Remark 1. It can be easily verified that, since the values under the ex-
pectation sign in (2) are nonnegative and bounded (by two), then coherency
condition (2) is equivalent to that sup‖t‖6T
∣∣hn,Nn(t)− h(t)∣∣ −→ 0 in proba-
bility as n→∞.
A particular form of the coherency condition depends on the structure
of the statistic Sn,k. For example, if Sn,k is a sum of independent random
variables and h(t) is the standard normal characteristic function, then, as it
was demonstrated in [19], coherency condition (2) turns into the easily ver-
ifiable random Lindeberg condition, whereas the latter is not only sufficient,
but necessary as well for the convergence of the distributions of random sums
of independent not necessarily identically distributed random variables, see,
e. g., [25].
Lemma 1. Let the family of random variables {Un}n∈N be weakly rela-
tively compact. Assume that coherency condition (2) holds. Then for any
t ∈ Rm we have
lim
n→∞
|fn(t)− gn(t)| = 0. (3)
Proof. Let γ ∈ (0,∞) be a real number to be specified later. Denote
K1,n ≡ K1,n(γ) = {k : bn,k 6 γdn}, K2,n ≡ K2,n(γ) = {k : bn,k > γdn}. If
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t = 0, then the assertion of the lemma is trivial. Fix an arbitrary t 6= 0. By
the formula of total probability we have
|fn(t)− gn(t)| =
=
∣∣∣∑∞k=1P(Nn = k)ei〈t, d−1n (an,k−cn)〉[hn,k(d−1n bn,kt)− h(d−1n bn,kt)]
∣∣∣ 6
6
∑
k∈K1,n
P(Nn = k)
∣∣hn,k(d−1n bn,kt)− h(d−1n bn,kt)∣∣ +
+
∑
k∈K2,n
P(Nn = k)
∣∣hn,k(d−1n bn,kt)− h(d−1n bn,kt)∣∣ ≡ I1 + I2. (4)
Choose an arbitrary ǫ > 0.
First consider I2. We obviously have
I2 6 2
∑
k∈K2,n(γ)
P(Nn = k) = 2P
(
Un > γ
)
. (5)
The weak relative compactness of the family {Un}n∈N implies the existence
of a γ1 = γ1(ǫ) such that supn P
(
Un > γ1
)
< ǫ. Therefore, setting γ = γ1
from (5) we obtain
I2 < ǫ. (6)
Now consider I1 with γ chosen above. If k ∈ K1,n(γ), then
∥∥d−1n bn,kt∥∥ 6 γ‖t‖
and we have
I1 6
∑
k∈K1,n(γ)
P(Nn = k) sup
‖x‖6γ‖t‖
|hn,k(x)− h(x)| 6
6 E sup
‖x‖6γ‖t‖
|fn,Nn(x)− h(x)|.
Therefore, coherency condition (2) implies that there exists a number n0 =
n0(ǫ, γ) such that for all n > n0
I1 < ǫ. (7)
Unifying (4), (6) and (7) we obtain that |fn(t)− gn(t)| < 2ǫ for n > n0. The
arbitrariness of ǫ proves (3). The lemma is proved.
Lemma 1 makes it possible to use the distribution defined by the char-
acteristic function gn(t) (see (1)) as an accompanying asymptotic approxi-
mation to the distribution of the random vector Zn. In order to obtain a
limit approximation, in the next section we formulate and prove the transfer
theorem.
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3. General transfer theorem and its inversion. The structure of
limit laws
Theorem 1. Assume that coherency condition (2) holds. If there exist
a random variable U and an m-dimensional random vector V such that the
distributions of the (m+1)-dimensional random vectors Wn converge to that
of the random vector W = (U, V⊤)⊤ :
Wn =⇒W (n→∞), (8)
then
Zn =⇒ Z d= U ·Y+V (n→∞). (9)
where the random vectors Y and W = (U, V⊤)⊤ are independent.
Proof. Treating t ∈ Rm as a fixed parameter, represent the function
gn(t) as gn(t) = Eh(Unt) exp{i〈t, Vn〉} ≡ Eϕt(Wn). Since for each t ∈ Rm
the function ϕt(w) ≡ h(ut) exp{i〈t, v〉}, w = (u, v⊤)⊤ ∈ Rm+1, is bounded
and continuous in w, then by the definition of the weak convergence we have
lim
n→∞
Eϕt(Wn) = Eϕt(W). (10)
Using the Fubini theorem it can be easily verified that the function on the
right-hand side of (10) is the characteristic function of the random variable
U ·Y+V where the m-dimensional random vector Y is independent of the
(m + 1)-dimensional random vector W. Now the statement of the theorem
follows from lemma 1 by the triangle inequality. The theorem is proved.
It is easy to see that relation (9) is equivalent to that the limit law for
normalized randomly indexed random vectors Zn is a scale-location mixture
of the distributions which are limiting for normalized non-randomly indexed
random vectorsYn,k. Among all scale-location mixtures, variance-mean mix-
tures attract a special interest. To be more precise, we should speak of normal
variance-mean mixtures which are defined in the following way.
An Rm-valued random vector X is said to have a multivariate normal
mean-variance mixture distribution ifX
d
= a+Ub+
√
UAY, where a, b ∈ Rm,
A is a real (m×m)-matrix such that the matrix Σ ≡ AA⊤ is positive definite,
Y is a random vector with the standard normal distribution N0,I and U is a
real-valued, non-negative random variable independent of Y. Equivalently,
a probability measure F on (Rm, Bm) is said to be a multivariate normal
mean-variance mixture if
F (dx) =
∫ ∞
0
Nb+za, zΣ(dx)G(dz),
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where the mixing distribution G is a probability measure on (R+, B+). In
this case we will sometimes briefly write F = Nb+za, zΣ ◦G.
Let us see how these mixtures can appear in the double-array setting
under consideration. Assume that the centering vectors an,k and cn are in
some sense proportional to the scaling constants bn,k and dn. Namely, assume
that there exist vectors an ∈ Rm and bn ∈ Rm such that for all n, k ∈ N we
have an,k = d
−1
n b
2
n,kan, cn = dnbn, and there exist finite limits a = limn→∞ an,
b = limn→∞ bn. Then under condition (8) Wn =
(
Un, (U
2
nan + bn)
⊤
)
⊤ =⇒(
U, (U2a+b)⊤
)
⊤ (n→∞), so that if in theorem 2 Y has the m-dimensional
normal distribution N0,Σ, then the limit law for Zn takes the form of the
normal variance-mean mixture Nb+za, zΣ ◦G with G being the distribution of
U2.
In order to prove a result that is a partial inversion of theorem 1, for
fixed random vectors Z and Y with the characteristic functions f(t) and
h(t) introduce the set W(Z|Y) containing all (m + 1)-dimensional random
vectors W = (U, V⊤)⊤ with U ∈ R and V ∈ Rm such that the characteristic
function f(t) can be represented as
f(t) = Eh(Ut)ei〈t,V〉, t ∈ Rm, (12)
and P(U > 0) = 1. Whatever random vectors Z and Y are, the set W(Z|Y)
is always nonempty since it trivially contains the vector (0,Z⊤)⊤. It is easy
to see that representation (12) is equivalent to that Z
d
= UY +V.
The setW(Z|Y) may contain more that one element. For example, ifY is
the random vector with standard normal distribution N0,I and Z
d
= T1−T2
where T1 and T2 are independent random vectors with independent com-
ponents having the same standard exponential distribution, then along with
the vector
(
0, (T1−T2)⊤
)
⊤ the set W(Z|Y) contains the vector (√U, 0⊤)⊤
where U is a random variable with the standard exponential distribution. In
this case Z has the spherically symmetric Laplace distribution.
Let Λ(X1, X2) be any probability metric which metrizes weak conver-
gence in the space of (m + 1)-dimensional random vectors. An example of
such a metric is the Le´vy–Prokhorov metric (see, e. g., [9] or [30]).
Theorem 2. Let the family of random variables {Un}n∈N be weakly rela-
tively compact. Assume that coherency condition (2) holds. Then a random
vector Z such that
Zn =⇒ Z (n→∞) (13)
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with some cn ∈ Rm exists if and only if there exists a weakly relatively compact
sequence of random vectors W∗n ≡ (U∗n , (V∗n)⊤)⊤ ∈ W(Z|Y), n ∈ N, such
that
lim
n→∞
Λ(W∗n, Wn) = 0. (14)
Proof. “Only if” part. Prove that the sequence {Vn}n∈N is weakly
relatively compact. The indicator function of a set A will be denoted I(A).
By the formula of total probability for an arbitrary R > 0 we have
P(‖Vn‖ > R) =
∑∞
k=1P(Nn = k)I(‖d−1n (an,k − cn)‖ > R) =
=
∑∞
k=1P(Nn = k)P
(‖d−1n (Sn,k − cn)− d−1n bn,k · b−1n,k(Sn,k − an,k)‖ > R) 6
6 P(2‖Zn‖ > R) +
∑∞
k=1P(Nn = k)P(2d
−1
n bn,k · ‖Yn,k‖ > R) ≡
I1,n(R) + I2,n(R).
First consider I2,n(R). Using the set K2,n = K2,n(γ) introduced in the pre-
ceding section, for an arbitrary γ > 0 we have
I2,n(R) =
∑
k∈K2,n
P(Nn = k)P(2‖Yn,k‖ > Rb−1n,kdn) +
+
∑
k/∈K2,n
P(Nn = k)P(2‖Yn,k‖ > Rb−1n,kdn) 6
6
∑
k∈K2,n
P(Nn = k)P(2γ‖Yn,k‖ > R) + P(Un > γ) 6
6 P(2γ‖Yn,Nn‖ > R) + P(Un > γ). (15)
Fix an arbitrary ǫ > 0. Choose γ = γ(ǫ) so that
P
(
Un > γ(ǫ)
)
< ǫ (16)
for all n ∈ N. This is possible due to the weak relative compactness of the
family {Un}n∈N. Now choose R′ = R′(ǫ) so that
P(2γ(ǫ)‖Yn,Nn‖ > R′(ǫ)) < ǫ. (17)
This is possible due to the weak relative compactness of the family
{Yn,Nn}n∈N implied by coherency condition (2). Thus, from (15), (16) and
(17) we obtain
I2,n
(
R′(ǫ)
)
< 2ǫ (18)
for all n ∈ N. Now consider I1,n(R). From (13) it follows that there exists
an R′′ = R′′(ǫ) such that
I1,n
(
R′′(ǫ)
)
< ǫ (19)
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for all n ∈ N. From (18) and (19) it follows that if R > max{R′, R′′}, then
supn P(‖Vn‖ > R) < 3ǫ and by virtue of the arbitrariness of ǫ > 0, the
family {Vn}n∈N is weakly relatively compact. Hence, the family of random
vectors {Wn}n∈N is weakly relatively compact.
Denote ǫn = inf{Λ(Wn, W) : W ∈ W(Z|Y)}, n = 1, 2, ... Prove that
ǫn → 0 as n → ∞. Assume the contrary. In this case ǫn > M for some
M > 0 and all n from some subsequence N of natural numbers. Choose
a subsequence N1 ⊆ N so that the sequence of random vectors {Wn}n∈N1
weakly converges to some random vectorW. As this is so, for all n ∈ N1 large
enough we will have Λ(Wn, W) < M . Applying theorem 1 to the sequence
{Wn}n∈N1 we make sure that W ∈ W(Z|Y) since condition (13) implies the
coincidence of the limits of all convergent subsequences of {Zn}. We arrive
at the contradiction with the assumption that ǫn > M for all n ∈ N1. Hence,
ǫn → 0 as n→∞. For each n ∈ N choose a vector W∗n ∈ W(Z|Y) such that
Λ(Wn, W
∗
n) 6 ǫn +
1
n
. The sequence {W∗n}n∈N obviously satisfies condition
(14). Its weak relative compactness follows from (14) and the weak relative
compactness of the sequence {Wn}n∈N established above.
“If” part. Assume that the sequence {Zn}n∈N does not converge weakly to
Z as n→∞. In that case the inequality Λ((0, Z⊤n )⊤, (0, Z⊤)⊤) > M holds
for some M > 0 and all n from some subsequence N of natural numbers.
Choose a subsequence N1 ⊆ N so that the sequence of random vectors
{W∗n = (U∗n, (V∗n)⊤)⊤}n∈N1 weakly converges to some random vector W.
Repeating the reasoning used to prove theorem 1 we make sure that Eei〈t,Z〉 =
Eh(U∗nt)e
i〈t,V∗n〉 −→ Eh(Ut)ei〈t,V〉 as n → ∞, n ∈ N1, for any t ∈ R that is,
W ∈ W(Z|Y). From the triangle inequality Λ(Wn, W) 6 Λ(Wn, W∗n) +
Λ(W∗n, W) and condition (14) it follows that Λ(Wn, W)→ 0 as n→∞, n ∈
N1. Apply theorem 1 to the double array {Yn,k}k∈N, n∈N1 and the sequence
{Wn}n∈N1. As a result we obtain that Λ((0,Z⊤n )⊤, (0,Z⊤)⊤)→ 0 as n→∞,
n ∈ N1, contradicting the assumption that Λ((0,Z⊤n )⊤, (0,Z⊤)⊤) > M > 0
for n ∈ N1. Thus, the theorem is completely proved.
Remark 2. It should be noted that in [20] and some subsequent papers
a stronger and less convenient version of the coherency condition was used.
Furthermore, in [20] and the subsequent papers the statements analogous to
lemma 1 and theorems 1 and 2 were proved under the additional assumption
of the weak relative compactness of the family {Yn,k}n,k∈N.
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4. Limit theorems for statistics constructed from samples with ran-
dom sizes
Let {Xn,j}j>1, n ∈ N, be a double array of row-wise independent not
necessarily identically distributed random vectors with values in Rr, r ∈ N.
For n, k ∈ N let Tn,k = Tn,k(Xn,1, ...,Xn,k) be a statistic, i.e., a measurable
function of Xn,1, ...,Xn,k with values in R
m. For each n ≥ 1 we define a ran-
dom vector Tn,Nn by setting Tn,Nn(ω) ≡ Tn,Nn(ω)(Xn,1(ω), ...,Xn,Nn(ω)(ω)),
ω ∈ Ω.
Let θn be R
m-valued vectors, n ∈ N. In this section we will assume
that the random vectors Sn,k have the form Sn,k = Tn,k − θn, n, k ∈ N.
Concerning the normalizing constants and vectors we will assume that there
exist m-dimensional vectors a, an, b, bn and positive numbers σn such that
an → a, bn → b (n→∞) (20)
and for all n, k ∈ N
bn,k = (σn
√
k)−1, dn = (σn
√
n)−1, an,k = (σnk)
−1
√
nan, cn = (σn
√
n)−1bn
(21)
so that
Yn,k = σn
√
k(Tn,k − θn)−
√
n/kan and Zn = σn
√
n(Tn,Nn − θn)− bn.
As this is so, σ2nI can be regarded as the asymptotic variance of Tn,k as
k →∞ whereas the bias of Tn,k is
√
n(kσn)
−1an.
Recall that the characteristic function of the normal distribution in Rm
with zero expectation and covariance matrix Σ is ϕ(t) = exp{−1
2
t⊤Σt}, t ∈
Rm. In what follows we will assume that the statistic Tn,k is asymptotically
normal in the following sense: there exists a positive definite symmetric
matrix Σ such that for any T ∈ (0,∞)
lim
n→∞
E sup
‖t‖6T
∣∣hn,Nn(t)− exp{−12t⊤Σt
∣∣ = 0, (22)
where hn,k(t) is the characteristic function of the random vector Yn,k.
Theorem 3. Let the family of random variables {n/Nn}n∈N be weakly
relatively compact, the normalizing constants have the form (21) and satisfy
condition (20). Assume that the statistic Tn,k is asymptotically normal so
that condition (22) holds. Then a random vector Z such that
σn
√
n(Tn,Nn − θn)− bn =⇒ Z (n→∞)
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exists if and only if there exists a distribution function G such that G(0) = 0,
the distribution F of Z has the form F = Nb+za, zΣ ◦G and
P(n/Nn < x) =⇒ G(x) (n→∞). (23)
Proof. We will deduce theorem 3 as a corollary of theorem 2. First,
notice that condition (22) is actually the coherency condition (2) with h(t) ≡
exp{−1
2
t⊤Σt}.
Second, notice that, obviously, each one-dimensional marginal distribu-
tion of a multivariate normal variance-mean mixture is a one-dimensional
normal variance-mean mixture. Recently in [23] it was proved that one-
dimensional normal variance-mean mixtures are identifiable, that is, if a ∈ R,
σ > 0, P(Y < x) ≡ Φ(x) and U1 and U2 are two nonnegative random vari-
ables, then the identity
EΦ
(x− aU1
σ
√
U1
)
≡ EΦ
(x− aU2
σ
√
U2
)
implies that U1
d
= U2. Hence it follows that the set W(Z|Y) contains at
most one vector of the form W = (σ
√
U, (Ua + b)⊤)⊤. This means that in
the case under consideration condition (14) reduces to (23). The theorem is
proved.
Remark 3. Note that the statistics Tn,k in the coherency condition are
centered, whereas if bn = b = 0 and a 6= 0, then the limit distribution for
statistics constructed from samples with random sizes becomes skew unlike in
the classical situation, where the presence of the systematic bias of the orig-
inal statistic results in that the limit distribution becomes just shifted. So,
if the limit normal variance-mean mixture is skew, then it can be suspected
that the original statistics are actually biased.
The class of normal variance-mean mixtures is very wide. For example, it
contains generalized hyperbolic laws with generalized inverse Gaussian mix-
ing distributions, in particular, (a) symmetric and non-symmetric (skew)
Student distributions (including Cauchy distribution), to which there corre-
spond inverse gamma mixing distributions; (b) variance gamma (VG) dis-
tributions) (including symmetric and non-symmetric Laplace distributions),
to which there correspond gamma mixing distributions; (c) normal\\inverse
Gaussian (NIG) distributions to which there correspond inverse Gaussian
mixing distributions, and many other types. Along with generalized hyper-
bolic laws, the class of normal variance-mean mixtures contains symmetric
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strictly stable laws with strictly stable mixing distributions concentrated on
the positive half-line, generalized exponential power distributions and many
other types. By variance-mean mixing many other initially symmetric types
represented as pure scale mixtures of normal laws can be skewed, e. g., as it
was done to obtain non-symmetric exponential power distributions in [18].
5. Convergence to multivariate generalized hyperbolic distribu-
tions
Generalized hyperbolic distributions demonstrate exceptionally high ade-
quacy when they are used to describe statistical regularities in the behavior of
characteristics of various complex open systems, in particular, turbulent sys-
tems and financial markets. There are dozens of dozens of publications deal-
ing with models based on univariate and multivariate generalized hyperbolic
distributions. Just mention the canonic papers [2, 3, 12, 29, 13, 5, 14, 15, 6].
Therefore below we will concentrate our attention on limit theorems estab-
lishing the convergence of the distributions of statistics constructed from
samples with random sizes to multivariate generalized hyperbolic distribu-
tions.
In order to do so we should first recall the definition of the generalized in-
verse Gaussian distribution GIGν,µ,λ on B+. The density of this distribution
is denoted pGIG(x; ν, µ, λ) and has the form
pGIG(x; ν, µ, λ) =
λν/2
2µν/2Kν
(√
µλ
) · xν−1 · exp{− 1
2
(µ
x
+ λx
)}
, x > 0.
Here ν ∈ R,
µ > 0, λ > 0, if ν < 0,
µ > 0, λ > 0, if ν = 0,
µ > 0, λ > 0, if ν > 0,
Kν(z) is the modified Bessel function of the third kind with index ν,
Kν(z) =
1
2
∫ ∞
0
yν−1 exp
{
− z
2
(
y +
1
y
)}
dy, z ∈ C, Re z > 0.
According to [27], the generalized inverse Gaussian distribution was intro-
duced in 1946 by E´tienne Halphen, who used it to describe monthly volumes
of water passing through hydroelectric power stations. In the paper [27] gen-
eralized inverse Gaussian distribution was called the Halphen distribution. In
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1973 this distribution was re-discovered by Herbert Sichel [28], who used it
as the mixing law in special mixed Poisson distributions (the Sichel distribu-
tions, see, e. g., [21]) as discrete distributions with heavy tails. In 1977 these
distributions were once more re-discovered by O. Barndorff-Nielsen [1, 2],
who, in particular, used them to describe the particle size distribution.
The class of generalized inverse Gaussian distributions is rather rich and
contains, in particular, both distributions with exponentially decreasing tails
(gamma-distribution (µ = 0, ν > 0)), and distributions whose tails demon-
strate power-type behavior (inverse gamma-distribution (λ = 0, ν < 0),
inverse Gaussian distribution (ν = −1
2
) and its limit case as λ→ 0, the Le´vy
distribution (stable distribution with the characteristic exponent equal to 1
2
and concentrated on the nonnegative half-line, the distribution of the time
for the standard Wiener process to hit the unit level)).
In the final part of his seminal paper [1], O. Barndorff-Nielsen defined
the class of multivariate generalized hyperbolic distributions as the class of
special normal variance-mean mixtures. Namely, let Σ be a positive definite
(m × m)-matrix with det(Σ)=1, a and b be m-dimensional vectors. Then
the m-dimensional generalized hyperbolic distribution GHν,µ,λ,a,b,Σ on Bm is
defined as
GHν,µ,α,a,b,Σ = Nb+zΣa, zΣ ◦GIG(ν, µ,
√
α2 − 〈a,Σa〉).
Due to the restrictions imposed on the parameters of the generalized inverse
Gaussian distribution, the parameters of generalized hyperbolic distribution
must fit the conditions ν ∈ R, α, µ ∈ R+ and
µ > 0, 0 6 〈a,Σa〉 6 α2, if ν < 0,
µ > 0, 0 6 〈a,Σa〉 < α2, if ν = 0,
µ > 0, 0 6 〈a,Σa〉 < α2, if ν > 0,
The corresponding distribution density pGH(x; ν, µ, α,a, b,Σ) has the form
pGH(x; ν, µ, α,a, b,Σ) =
=
(α2 − 〈a,Σa〉)ν/2
(2π)m/2αν−m/2µν/2Kν
(√
µ(α2 − 〈a,Σa〉))
√
(〈x− b,Σ−1(x− b)〉+ µ)ν−m/2×
×Kν−m/2
(
α
√〈x− b,Σ−1(x− b)〉+ µ) exp{〈a, x− b〉}, x ∈ Rm.
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Theorem 4. Let the family of random variables {n/Nn}n∈N be weakly
relatively compact, the normalizing constants have the form (21) and sat-
isfy condition (20) with some a, b ∈ Rm. Assume that the statistic Tn,k is
asymptotically normal so that condition (22) holds with some symmetric pos-
itive definite matrix Σ. Then the distribution of a statistic Tn,Nn constructed
from the sample with random size Nn weakly converges, as n → ∞, to an
m-dimensional generalized hyperbolic distribution:
L(σn√n(Tn,Nn − θn)− bn) =⇒ GHν,µ,α,Σ−1a,b,Σ
if and only if
L(n−1Nn) =⇒ GIG−ν,λ,µ (24)
with λ =
√
α2 − 〈a,Σa〉.
This theorem is a straightforward corollary of theorem 3 with the account
of a simply verifiable fact that if L(ξ) = GIGν,µ,λ, then L(ξ−1) = GIG−ν,λ,µ.
Theorem 4 can serve as convenient explanation of the high adequacy of
generalized hyperbolic Le´vy distributions as models of statistical regularities
in the behavior of stochastic systems. Moreover, they directly link the mixing
distribution in the representation of a generalized hyperbolic distribution
with the random sample size which is determined by the intensity of the flow
of informative events generating the observations, see, e. g., [24].
According to theorem 4, for example, to obtain the limit multivariate
asymmetric Student distribution for Tn,Nn it is necessary and sufficient that
in (24) the mixing distribution is the gamma distribution [22]. To obtain
the multivariate variance gamma limit distribution for Tn,Nn it is necessary
and sufficient that in in (24) the mixing distribution is the inverse gamma
distribution [22]. In particular, for Tn,Nn to have the limit multivariate
asymmetric Laplace distribution it is necessary and sufficient that the limit
distribution for n−1Nn is inverse exponential.
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