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A B S T R A C T   
A direct visual-servoing algorithm for control of a space-based two-arm manipulator is proposed in this paper. 
The algorithm can be utilized in a two-arm manipulators configuration, where one of the arms performs the 
manipulation and the second arm is dedicated to the observation of the target zone of manipulation. The al-
gorithm utilizes both visual features extracted from onboard cameras and force and torque measured at the 
manipulator’s end-effector to control the movements of the manipulator during on-orbit servicing operations. 
The algorithm takes into account the relative dynamics of the bodies involved, it relies on images taken inde-
pendently from de-localized cameras, e.g. at the end-effector of a second manipulator, and it integrates an 
impedance control for the compensation of eventual contact reactions when the end effector touches and 
operates the target body. The analytical derivations demonstrate the stability of the algorithm and incorporate an 
impedance compliance strategy into an optimal framework formulation. Simulations results in two different 
scenarios have been presented to show the adequate behavior of the presented approach in on-orbit-servicing 
operations.   
1. Introduction 
On-orbit manipulation plays an essential role in current and future 
space debris removal, on-orbit servicing, assembly, rescue, repair or 
refueling missions [1,2]. On-going active debris removal missions, such 
as the Astroscale Elsa-D [3] and Clearspace-1 [4], are starting to 
demonstrate technologies needed to approach and manipulate debris. 
Vehicles such as the Northrop Grumman’s Mission Extension Vehicle-1 
(MEV-1) have also demonstrated the feasibility of commercial on-orbit 
servicing and life extension missions [5]. In the near future, robotic 
servicing spacecraft may perform a wider range of operations which will 
involve even more complex tasks with higher levels of autonomy, reli-
ability, efficiency, and safety. Under development programs, such as the 
DARPA’s Robotic Servicing of Geosynchronous Satellites (RSGS) [6], 
NASA’s On-orbit Servicing, Assembly and Manufacturing – 1 (OSAM-1) 
[7], previously known as Restore-L [8], will rely on several robotic arms 
and autonomous systems for performing complex operations, such as 
in-orbit repairing, assemble and manufacturing of satellites. 
In this flourishing context, the development of efficient and reliable 
on-orbit manipulation techniques represents one of the challenging as-
pects and the key enabler for the success of such missions. Robotic 
operations performed in very close proximity represent one of the most 
dangerous phases of the overall mission, where two spacecraft (namely, 
the servicing spacecraft and the target spacecraft) might collide and be 
damaged in case of errors or unforeseen occurrences [9]. Such opera-
tions also impose very strict requirements in terms of accuracy of the 
robotic maneuvers, which need to be performed in free-floating condi-
tions: with the attitude of the servicing spacecraft moving as a conse-
quence of the motion of the robotic arms [10]. In addition, the contact 
dynamics in free-floating condition and the eventual manipulation of 
components of the target satellite might also represent a challenge for 
the robotic operations, especially when the target satellite is uncon-
trolled non-cooperative conditions [11]. Torque and force sensors 
located on end effectors of the robotic manipulators can be generally 
used to sense and evaluate the contacts among the bodies and eventually 
compensate for eventual errors in the positions of specific tools and 
interfaces located at the manipulator end to perform a given task such as 
a cutting or unscrewing tool [12]. 
The relative position and attitude awareness between the two 
spacecraft represent another critical aspect of the operations. The 
servicing spacecraft shall continuously monitor the position of the de-
vices and elements that need to be manipulated and avoid eventual 
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collision with other elements of the target spacecraft [13]. Such a task is 
often performed by onboard cameras in monocular [13,14] or stereo-
vision [15] configurations or by more complex systems such as lidars 
[16], radars [17] or infrared sensors [18]. In general, camera-based 
approaches are preferred in such tasks as they have higher technology 
readiness levels, a higher degree of reliability and better versatility than 
other solutions [19]. When it comes to robotic manipulation, where 
specific operations require fine adjustments of the position of the 
end-effector of the robotic manipulator, partial obstructions or shadows 
might arise. These issues can strongly affect the end-effector positioning 
and become critical if the camera cannot move and focus on the specific 
target zone where the operation needs to be performed. For this reason, 
eye-in-hand architectures or dual manipulators can represent suitable 
solutions for overcoming these problems [20,21]. In this paper a 
spacecraft is equipped with two robotics arms for doing 
on-orbit-servicing operations. One of the robotics arms has a camera at 
its end-effector and is employed to extract the required visual features to 
perform the guidance of the other manipulator arm. This last arm has at 
its end effector the required tool for a given task, and a force sensor 
employed to measure the contact forces. Specifically, this paper pro-
poses a new direct image-based visual servoing control for tracking 
manipulator’s trajectories defined directly on the camera image plane 
by taking into account contact forces when the manipulator interacts 
with the target spacecraft. Visual servoing control can indeed be sub-
divided into two main categories [22]: position-based visual servoing 
controls are those where the reference trajectory is defined via a tridi-
mensional position and orientation of the end effector. In contrast, 
image-based visual servoing systems utilize a reference trajectory 
directly expressed in the camera image plane. This second typology of 
control is adopted and extended in this paper. 
A survey of visual servoing strategies and applications to ground- 
based and space-based systems can be found in Refs. [22,23], respec-
tively. In Ref. [24], a generalized Jacobian matrix-based visual servoing 
approach is proposed to control a satellite-mounted multiple arms ro-
botic system. An alternative visual servoing controller is developed in 
Ref. [25] to reduce the disturbances produced by the manipulator mo-
tion on the main spacecraft in free-floating conditions during the capture 
of non-cooperative targets. A vision-based incremental kinematic con-
trol strategy that utilizes an extended Kalman filter based on image 
photograms is proposed in Ref. [26] for a robotic manipulator per-
forming autonomous capture. All the aforementioned approaches are 
considered indirect visual servoing systems. The control action is spec-
ified in terms of velocity to be applied to the end effector and does not 
take the system dynamics into account. On the other hand, in direct 
controllers, the control actions are directly computed in terms of forces 
and torques applied to the robot joints. Hardware in the loop [26] and 
ground verification systems [27,28] are proposed to experimentally 
verify and test the reliability of visual servoing control systems and path 
planning of space robots. These studies show the necessity to integrate 
the robot dynamics in the visual servoing systems using a direct 
approach. In Ref. [29] a direct image-based visual control system is 
proposed to guide a free-floating manipulator using a camera located at 
the robot end. Previous works by the authors, such as [23,30], proposed 
direct visual servoing without interaction control to guide free-floating 
robotic manipulators and performing spacecraft rendezvous manoeu-
vres, respectively. In contrast with these previous approaches, in this 
paper a new visual-impedance control law has been designed based on a 
first-order impedance control law. Additionally, in the approach pre-
sented in this paper, a servicing spacecraft equipped with two robotic 
arms is proposed (robotic camera and manipulator). Therefore, the 
tracking controller formulation also includes the necessity to guide the 
manipulator considering the free-floating conditions and the image in-
formation obtained from the robotic camera. 
The visual servoing controller drives both the camera and the 
manipulation systems in a regime of free-floating dynamics. As it is 
shown throughout the paper, the concept of virtual features is employed 
to allow the guidance of the manipulator arm independently of the 
camera position. The objective of the visual controller is to let such 
virtual features match the ones attached to the target driving the robotic 
arm to perform a tool insertion task on the body of the target satellite. 
Such a visual-servoing controller uses the images captured from a 
camera located to a second manipulator to avoid possible occlusions of 
the field of view. In this way, as it is more detailed explained throughout 
the paper, the robotic manipulator can be guided independently of the 
unknown camera position, which can be moved to guarantee the visi-
bility of the visual features. Only a set of visual features needs to be 
extracted from the observed spacecraft and then tracked in the image 
plane during the maneuvers, allowing for performing relative navigation 
without any estimation of both relative position and attitude of the 
target. Different methods can be used for extracting the visual features 
[31,32] and their space application has been verified by taking into 
account different simulated lighting conditions [33,34]. In this paper, it 
is assumed that all the image and pixels signal processing operations 
have been already performed by an image-processing unit, and a set of 
well-defined visual features in the image plane can be utilized by the 
controller to perform the desired maneuvers. 
In addition, the proposed visual servoing algorithm uses force and 
torque measurements at the end effector to increase the system robust-
ness when the manipulator interacts with the target body. This repre-
sents a challenging problem indeed, especially for space robotics 
operations, as demonstrated by some researches found in the literature. 
Several previous works have been presented to combine visual and force 
information in on-orbit operations [35,36]. These last previous works 
employ an impedance-based approach during on-orbit docking opera-
tions. Additionally, an impedance controller and several control strate-
gies are proposed in Ref. [37] to regulate the motion of a robot-based 
spacecraft docking system. In Ref. [38] the concept of a servicing 
spacecraft with a force-controlled manipulation system along with an 
experimental model and a facility is designed to test and tune the pro-
posed control system. The free-floating robot dynamics is taken into 
account in Ref. [39], where an impedance control is used to perform a 
grasping manoeuvre of a tumbling target with model uncertainty. 
The algorithm presented in this paper proposes image-based visual 
impedance control law, which combines both the inputs from the 
camera and the force sensor simultaneously. In this way, the controller 
can guarantee the correct pose and insertion of specific tools on the body 
of the target spacecraft by adopting compliant behaviour that can cor-
rect for eventual misalignments of the two platforms due to the relative 
free-floating dynamics. Specifically, the optimization of a cost index, as 
already done by the authors in previous studies [40], will lead to the 
definition of new direct visual servoing impedance controllers, which 
take the robot kinematics and dynamics into account while performing 
the task of tracking trajectories on the image plane. The tracking per-
formance is compared with respect previous acceleration-based ap-
proaches [41] to highlight the tracking precision of the presented 
approach. When an insertion task is performed, the controllers can 
compensate for the tool’s eventual misalignments that need to be 
inserted into the target satellite. The approach can be extended to 
different space robotics applications such as docking, assembly and 
on-orbit maintenance or refueling. 
The different sections of the paper are organized as follows: Section 2 
describes the proposed scenario. The kinematics and dynamics of both 
manipulators and spacecraft are detailed in this section. The visual- 
based kinematics and the servo control in the presence of contact dy-
namics are described in Section 3 and Section 4, respectively. Section 5 
presents the optimal framework for developing the final image-based 
visual servoing controllers based on the achievements obtained in the 
previous two sections. Section 6 presents the simulation results obtained 
in two on-orbit servicing scenarios to validate the proposed approach. 
Finally, Section 7 summarizes the main concluding remarks associated 
with this study. 
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2. System architecture and dynamics 
This section describes the main kinematic and dynamic properties of 
the satellite and robotic system studied in this paper. Fig. 1 shows the 
main components of the considered on-orbit servicing scenario. A 
servicing spacecraft is represented with a coordinate frame B located at 
its center of mass. This servicing spacecraft is equipped with two 
different robotic arms called as manipulator arm and robotic camera 
throughout the paper. 
The manipulator arm will perform some manipulation tasks over the 
target spacecraft. This manipulator arm is an anthropomorphic robotic 
arm with ne degrees of freedom. The manipulator presents a force sensor 
at its end-effector which will be employed to measure the contact forces 
and moments when the manipulator touches the target satellite. The 
frame E is located at the end of the robotic manipulator. 
The main objective of the robotic camera is to extract the required 
visual information to guide the manipulator arm. This robotic camera is 
also an anthropomorphic robotic arm with nc degrees of freedom. 
Additionally, this arm presents a camera at its end effector. The frame C 
is located at the end of the robotic camera. 
Fig. 1 also shows the target spacecraft with several point features 
(the frame T is located at the target spacecraft center of mass). It is 
assumed that at least four coplanar, but not collinear, image features can 
be extracted using the robotic camera. More specifically, a set of m visual 
features are extracted by the camera at the end of the robotic camera 
manipulator. Finally, an Earth-Centered Inertial coordinate frame, 
called I, is considered as represented in Fig. 1. 
With respect the system kinematics, the servicing spacecraft 
configuration can be defined by the position and attitude of the base 
spacecraft, tIb and φ
I
b (both with respect the inertia frame), and by the 
joint configuration of both the manipulator arm, qTe , and the robotic 
camera, qTc . The full kinematics of the spacecraft kinematics is defined by 






, qTe , qTc
]
T. With respect the system dynamics, this 
information provides a relationship between the acceleration and forces 
and torques in both the base satellite and manipulators. More specif-
ically, the system dynamics relates the linear and angular accelerations 
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coordinate frame, the joint accelerations of the manipulator arm, q̈e, and 
robotic camera, q̈c, with the forces and torques exerted on the base of the 
servicing spacecraft, hIb ∈ R
6, the torques applied on the robot 
manipulator joints, τe ∈ Rne, and the torques applied on the robotic 
























































⎦ (1)  
where Mbb ∈ R6×6 is the inertia matrix of the base spacecraft, Mbe ∈
R
6×ne is the coupled inertia matrix of the base spacecraft and the 
manipulator arm, Mee ∈ Rne×ne is the inertia matrix of the manipulator 
arm, Mbc ∈ R6×nc is the coupled inertia matrix of the base spacecraft 
and the robotic camera, Mcc ∈ Rnc×nc is the inertia matrix of the robotic 
camera. Additionally, cb, ce, and cc ∈ R6 are velocity/displacement- 
dependent, non-linear terms for the base spacecraft, manipulator arm 
and robotic camera, respectively. It is also worth noting that eventual 
external wrenches hIe on the end effector can be projected into the joint 
space by using the Jacobian JT and therefore can be included in the 
robot dynamics. 
The first member of Eq. (1) includes the major forces and torques 
acting on the system. This paper assumes that the gravity gradient 
provides the major perturbing action acting on the system. Each of the 
gravitational forces and torques acting on the system can be computed 
by considering the multibody representation indicated in Fig. 2. In this 
figure, a reference frame bi is associated to each body and the position of 
the origin of bi with respect the origin of the Inertial frame is tIb,i. Fig. 2 
also shows as tIcm,i the position of the center of mass of each body, being 
mi the corresponding mass of the body and IIb,i the moment of inertia of 
the body, respectively. 
For each i-th body of the robotic systems, the forces f Igrav,i and torques 
τIgrav,i due to the gravity read as follows [42]: 





b,i (2)  

















Fig. 1. On-orbit servicing scenario representation and definition of the adopted coordinate frames.  
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where μ⊕ is the Earth gravitational constant and sk() ∈ R
3x3 is the skew- 
symmetric matrix. 
The contribution of such actions to the multibody dynamics of the 
system in Eq. (1) can be computed by projecting both forces and torques 
acting to each of the bodies to the space defined by the degrees of 
freedom of the system [43]. This operation can indeed be performed by 
determining the generalized Jacobian matrix Jχ for the system which 
formalizes the dependencies between the base’s and joints’ velocities (ε̇) 
and the full set of linear and angular velocities that characterize the state 
of all the bodies in the systems (χ̇), as follows: 
χ̇ = Jχ ε̇ (4)  
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Thus, the inclusion of such forcing terms within the system in Eq. (1) 
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which can be then be projected in the joint space by using the Jacobian 
matrix Jχ as follows: 






. Thus, Eq. (1) can be rewritten in 
a compact form taking the gravity forces into account, as follows: 










]T includes all the velocity/displacements dependent 





T the external 
wrenches on the end effector. 
3. Visual-based kinematics and servo control 
Fig. 1 shows a pattern of m points (target features) attached on the 
body of the target satellite that represents possible visual features that 
can be observed by the robotic camera. A set of m points are extracted 
from both, the target satellite, and the manipulator end. With respect the 
m points in the target satellite, these points have fixed positions with 









i = 1…m). When these points are measured in the robotic camera image 
space, the corresponding points will be st,i = [Xt,i,Yt,i]T ∈ R2. A pin-hole 














where xCt,i, yCt,i and zCt,i are the components of the vector pCt,i that can be 







t (11)  
where RCt is the rotation matrix between the target satellite coordinate 
frame and the robotic camera reference frame and pCt is the relative 
distance between the target and the camera reference frames. 
A set of m features can also be extracted from the manipulator end. 
The controller is built upon the concept that the task is achieved when 
st = se, i.e., the target features are equal to the end-effector features. The 
visual-servoing controller aims to let the manipulator features, se, match 
the ones attached to the target by driving the manipulator’s arm to 
follow a specified trajectory by using the information retrieved with the 
robotic camera manipulator. Thus, the position of each of the features, 
pEe,i, with i = 1…m, will be considered constant with respect to the co-
ordinate frame of the end-effector. The corresponding image features, 
se,i = [Xe,i,Ye,i]T ∈ R2, are obtained by taking into account the manipu-
lator kinematics. These point features in the image space can be ob-
tained either by computing their positions considering the manipulator 
kinematics or by measuring them directly in the image plane of the 
camera. This last approach is generally more robust with respect to 
calibration errors of the kinematics. However, it becomes difficult to 
guarantee the image features visibility during the considered tasks, e.g. 
when the robot manipulator hides the visual features and the visual 
servoing task cannot be accomplished. To avoid this problem, we have 
adopted the first approach: using the manipulator kinematics for 
computing the positions of the end-effector image features (virtual 
features). 
The position of the point features with respect the camera coordinate 
frame, pCe,i = [xCe,i, yCe,i, zCe,i]
T
∈ R
3, can be projected in the image space by 









where se,i = [Xe,i,Ye,i]T is the image coordinates of the i-th point. The 
variation of these features with respect the time can be obtained using 





=Le,iṗCe,i (13)  





1 0 − Xe,i
0 1 − Ye,i
]
(14) 
The following equation can be used to relate the time derivative of 
the feature points with respect the camera frame, ṗCe,i, and the positions 
of the same points with respect the manipulator end-effector, pEe,i: 
Fig. 2. Multibody representation of the robotic system.  
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where the rotation matrix RIC can be computed from the relative orien-
tation between the inertial, I, and camera frame, C. Additionally, the 
velocities of both end-effector and robotic camera vIe and vIc are used in 
this last equation (both with respect the inertial frame). Note that with 
E3 is represented an identity matrix of size 3 × 3. The terms of Equation 
(15) can be used to define a new Jacobian matrix, Je,i, that defines the 
relationship between the time derivatives of the image features, ṡe,i, and 
























The target features indicated in Equation (10) are now studied. In 
image-based visual servoing systems it is required to define the rela-
tionship between the image coordinates of a point and the position of the 

















The term ∂es∂t represents the time variation of es due to the generally 
unknown target motion. A Kalman filter [45] or more elaborate filtering 
methods [46] can then be used to improve the estimation of this term. 
The integration of this term and the use of an estimator allow to 
compensate for abrupt changes in the target motion and reduce the noise 
introduced throughout the extraction of the visual data. The interaction 
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The control objective will be the nullification of an error defined in 
the image space, es. As previously indicated, at least four coplanar but 
not collinear points are extracted in both the target satellite and the 
manipulator end. In both cases, the corresponding image features 
extracted by the robotic camera are defined as st = [st1, st2,…, stm]T and 
se = [se1, se2,…, sem]T, respectively. Therefore, the task is achieved when 
st = se, i.e., the target features are equal to the end-effector features. 
Using the procedure presented in Eqs. (12)–(16) we can “virtualize” the 
value of the image point features se, relaxing the field of view constraint. 
Therefore, to guide the manipulator to achieve the required location the 
image error is defined as es = se − st. 
4. Visual-based interaction control in the presence of contact 
dynamics 
When the manipulator’s end effect reaches the desired target posi-
tion, it touches the target’s surfaces. The proposed control scheme takes 
the contact dynamics between the two bodies into account to compen-
sate for eventual reactions and disturbances produced during the con-
tact. This study assumes that the target spacecraft has a greater mass 
than the servicing spacecraft. The target’s motion does not change 
significantly due to the interaction with the servicer’s end-effector. On 
the other hand, reaction forces produced by the contact dynamics can 
produce significant changes in both the position and attitude dynamics 
of the servicing spacecraft. 
A damper-spring model is used in this paper to characterize this kind 
of interaction [47]: 
DvIed +α = h
I
e (19)  
where D is the damping matrix, vIed is the desired linear and angular 
velocity of the manipulator-end, hIe ∈ R
6 is the external wrench action 
on the manipulator and α ∈ R6 is the visual control approach described 





eTs Qes (20)  
where Q is a diagonal positive definite matrix. The time derivative of the 
previous Lyapunov function is: 
V̇(es)= eTs Qės (21) 







































2mx6 and Jc =
Jt + Je. 
The value of the time derivative of the Lyapunov function presented 




















Additionally, the visual servoing control law is defined as: 
α=D
(











where K a proportional positive matrix. Considering the previous visual 
servoing controller, the time derivative of the Lyapunov function results: 
V̇(es)= eTs QJeD




e Qes (25) 
This last equation depends on the external wrenches, hIe, and the 
image error to be annulled. When the manipulator arm does not touch 
the target spacecraft, the time derivative of the Lapunov function is 
equal to V̇(es) = − eTs QJeKJ
+
e Qes. Therefore, system (19) is asymptoti-
cally stable and the systems achieves a state where the image error es is 
null when Je is nonsingular. In the more general case, the external 
wrenches are not zero and the manipulator arm is touching the target 
spacecraft. In this case, from Eq. (24) and Eq. (19) we can obtain: 
DvIed +DK
(









The desired interaction compliance can be defined in the Cartesian 
space using the following matrices: 
• The proportional positive definite matrix K used in the visual ser-
voing controller (Eq. (24))  
• The damping matrix D , defined in Eq. (19).  
• The matrix Q. This matrix can be employed to regulate the image 
convergence. Specifically, this is done in the next section by 
formulating an optimal control strategy for tracking the reference 
trajectory obtained from the interaction wrench and the image error. 
5. Optimal control 
The Cartesian task for tracking the reference trajectory obtained 
from the interaction wrench and the image errors is defined as follows: 
A(ε, ε̇, t)ε̈ = b(ε, ε̇, t) (27) 
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where the value A(ε, ε̇, t) and b(ε, ε̇, t) will be then calculated in the 
following paragraphs. For the tracking of the desired trajectory, we 
consider both the achievement of the desired trajectory and the mini-
mization of a cost function defined using the following metric: 
Ω = τ̃T Wτ̃ (28)  
where W is a positive semi-definite matrix. For the tracking of the 
reference trajectory, the system dynamics is defined by: 
τ̃ = M̃ε̈ + C̃ + τ̃grav (29) 
The controller which minimizes the cost function in Eq. (28) for the 
robotic system defined in Equation (29) while the task defined as indi-
cated in (27) is fulfilled is the following [23]: 












+ τ̃grav (30)  
where the symbol + denotes the pseudo-inverse of a general matrix. As it 
will be discussed in the next paragraphs, the definition of the matrix W 
plays an essential role in the resulting controller. 
The goal of the Cartesian controller is to reduce the error e = xI − xId 
progressively while the cost function (28) is minimized. In this error, the 











14 contains the current position 
vector and quaternion of the manipulator (tIe,𝒬
I
e) and camera (tIc,𝒬
I
c), 
respectively. The desired poses of the manipulator end-effector and ro-












14 , where tIed and t
I
cd are the desired positions 
of the manipulator end-effector and camera, and 𝒬Ied and 𝒬
I
cd are the 
quaternions corresponding at the desired orientation of the manipulator 
end effector and the camera with respect to the Inertial frame. Both the 
current and desired robot poses are defined with respect to the Inertial 























12 are the current and the desired velocity of 
both the manipulator end-effector and camera, where ωIe and ωIed are the 
current and desired angular velocities of the end effector and, ωIc and ωIcd 
are the current and desired angular velocities of the camera, respec-
tively. 












= 0 (31)  
where Kp and Kd are proportional and derivative gain matrices, 
respectively. Equation (31) can be reformulated as follows: 
















. The geometric Jacobian of the camera frame relates the 
joint velocities of the robotic camera and vIc: 
vIc = Jrc(qc)q̇c + Jb v
I
b (33)  
where Jrc ∈ R6×nc is the robotic camera Jacobian matrix, and Jb ∈ R6×6 
is the Jacobian matrix for the base satellite. The same relationship can be 








is the twist of 
the manipulator end-effector frame with respect to the Inertial frame 
and: 
vIe = Jre(qe)q̇e + Jb v
I
b (34)  
where Jre ∈ R6×ne is the robotic manipulator Jacobian matrix. The 
linear and angular momenta of the system 
(
ℓ T ,Ψ T
)T ∈ R





= MbbvIb + Mbeq̇e + Mbcq̇c (35) 
By combining Eq. (34) and Eq. (35), we obtain: 
vIe =
(
Jre(qe) − JbMbb − 1Mbe
)






vIe = Jgeq̇e − JbM
− 1
bb Mbcq̇c + vge (37)  
where Jge is the Generalized Jacobian Matrix for the manipulator, and vge 
is an offset velocity due to the non-zero momentum. A similar rela-




Jrc(qc) − JbMbb − 1Mbc
)






vIc = Jgcq̇c − JbM
− 1
bb Mbeq̇e + vge (39)  
where Jgc is the Generalized Jacobian Matrix for the robotic camera. 










Jge − JbMbb − 1Mbc

























= J(ε)ε̇ + vge2
(40)  
and, its time derivative is: 
v̇I = J(ε)ε̈ + J̇(ε)ε̇ + v̇ge2 (41) 
Therefore, by substituting Eq. (41) into Eq. (31), the following 







I) = J(ε)ε̈ + J̇(ε)ε̇ + v̇ge2 (42)  
which shows that the task constraint in Eq. (32) that can be represented 
in the form indicated in Eq. (27), with: 
A(ε, ε̇, t) = J(ε)






I) − J̇(ε)ε̇ − v̇ge2
(43) 
The asymptotic stability of the system, under the application of Eq. 
(30), can be demonstrated by analyzing the closed-loop system. Spe-
cifically, by using Eqs. (29), (30) and (43), the following closed-loop 
system can be obtained:   



























(44)   
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system becomes 






I) − v̇ge2 (45)  
and, if Eq. (41) is substituted, the system follows the task indeed in Eq. 
(32): 







It is also worth noting that the second derivative of the error function 
is equal to: 
ë= v̇d − Kd ė − Kpe (47)  
where ė = vI − vId and, therefore, asymptotic tracking is achieved. 
6. Simulation results 
This section describes simulations results obtained during the 
tracking of different trajectories using the proposed robotic system. The 
geometric and mass properties of the manipulator, of the robotic camera 
and the base satellite are listed in Table 1. The simulations consider only 
the phase of close approach when the target satellite falls within the 
robotic manipulator workspace and camera field of view. The reference 
orbit used to compute the gravity gradient perturbing forces and torques 
is supposed to be circular and with a radius of rorb = 6878 km. The 
gravity gradient is considered as the main perturbing action. The study 
assumes that both chaser and target spacecraft have similar Area-to- 
Mass ratio, and therefore differential drag effects are not considered in 
the simulation. 
Two different scenarios are considered. In the first scenario, the 
manipulator is supposed to track a specific trajectory of the visual fea-
tures without touching the target satellite. The second scenario analyzes 
the case of physical interaction between the two spacecraft, with the 
manipulator performing an insertion task of a tool into the body of the 
target satellite. For both the simulations, a predefined trajectory is fol-
lowed by the robotic camera. This trajectory is pre-planned offline, so 
the visual features remain within the field of view during the task. The 
control of the robot camera trajectory is out of the scope of this study, 
but approaches like the ones shown in Refs. [48,49] can guarantee that 
the areas of interest for performing the operations can be correctly 
observed by the camera, with the scene always within the field of view of 
the camera. Although these approaches have been proved to be robust 
for generating trajectories to guarantee visibility, if the visual features 
are outside the camera field of view, the visual servoing task cannot be 
accomplished because the controller does not have the required infor-
mation to generate the control action. 
The proportional and derivative matrices used in these simulations 
are Kp = diag(0.1) and Kd = diag(0.5), where diag() ∈ R6×6 is a matrix 
with the diagonal elements equal to the argument of the function. 
Additionally, for the visual and interaction guidance, Q = diag(0.01) ∈
R
2m×2m, K = diag(0.1,0.1,0.4,10,10,15), D = diag(100,100,400,10,10,
20). The gains in the aforementioned matrices have been selected by 
using a trial-and-error approach, but always complying with the hy-
pothesis of the adopted visual servoing controllers. A camera that ac-
quires 20 images per second with a resolution of 640 × 480 pixels is 
used. The camera is supposed to be previously calibrated: the camera 
intrinsic parameters are (u0, v0) = (298, 225) px, and (fu, fv) = (1082.3, 
1073.7) px, where u0 and v0 are the positions of the optical centre and fu 
and fv are the focal lengths in the x and y directions, respectively. 
One of the main limitations in the application and implementation of 
visual servoing systems is the relatively low sampling rate. This aspect 
has been clearly improved in the last years. However, the utilization of 
time-consuming image processing algorithms habitually can cause time 
delays in the control system. In this case, the delays can cause the 
required sampling time of the motion controller is not achieved. The 
most common approach to get the information at the required rate is to 
upsample the visual feedbacks by repeating the latest data between the 
slow sampling instances. This approach has proved to be adequate in 
applications like the one presented in this paper. However, if the target 
has a fast-changing speed the camera can lose the visual features in the 
field of view. In this case, three different approaches can be applied for 
solving the time-delay problem:  
• Reduction of the time delay by using embedded image processing, by 
simplifying the image processing algorithms of even by grabbing 
only sub-regions of interest.  
• Estimation of image features or the target position to compensate the 
time-delay [50,51]. To do this, Kalman filter [45] or estimation of 
image Jacobians are used to compensate for the delays during the 
visual feedback.  
• Use of cloud-base networked visual servo control [52]. In this case, to 
speed up the image processing, a distributed computation is pro-
posed to do image processing in parallel. 
Fig. 1 represents a global view of the typical rendezvous scenario, 
where both satellites are represented as boxes for sake of simplicity. The 
size of box representing the service spacecraft is of 2 × 2 × 2 m3 and 
centered in the base frame, B. The size for the target spacecraft is of 3 ×
5 × 2 m3 centered in the target frame, T. Fig. 3 provides additional in-
formation about the initial conditions of the test case maneuvers. In this 
figure, the target and servicing spacecraft have been removed to show 
more clearly the manipulator size and the target features extracted from 
the target spacecraft. The four points captured as visual features by the 
camera are in the front surface of the target satellite, and they are visible 
during the entire task. In the first test case maneuver, in Section 6.1, the 
position of the target spacecraft, T, is (0, 10, 0) m with respect to the 
servicing spacecraft coordinate frame, B. In the second simulation, in 
Section 6.2, the displacement between the two bodies is (0, 5, 0) m. 
Table 1 
Mass and inertia parameters of the base and robotic arms.  
Base Mass Inertia (kg∙m2) 
(kg) Ix Iy Iz  
2550 6200 3540 7090 
Arms Mass Inertia (kg∙m2) 
(kg) Ix Iy Iz 
Link 1 35 2 0.2 2 
Link 2 22 3 0.2 3 
Link 3 22 3 0.2 3 
Link 4 10 0.15 0.2 0.4 
Link 5 10 0.15 0.2 0.3 
Link 6 10 0.2 0.25 0.3  Fig. 3. Detail of the robot kinematic properties and extracted visual features.  
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6.1. Tracking trajectories without interaction control 
The aim of the first simulation is to evaluate the performance of the 
visual servoing controller on tracking a repetitive trajectory in the 3D 
space when the manipulator does not touch the target satellite. Specif-
ically, four image feature points, displaced in a square configuration in 
one of the sides of the target satellite as in Fig. 1, are captured by the 
robotic camera. A similar configuration is then virtually generated, 
assuming that the four virtual image features are rigidly connected to 
the end-effector of the robotic manipulator and laying on a plane par-
allel to the camera image plane. The pattern to be followed by each of 
the virtual features is shown in Fig. 4. As previously indicated, the image 
error to be annulled is defined as the difference between the end-effector 
image features, se, and the target features, st . In on-orbit servicing ap-
plications these last features can be obtained from the target satellite 
while, se are the features extracted from the robot-end by the robotic 
camera using the steps described in Eqs. (12)–(16). In this simulation, 
we consider the target features following the trajectory indicated in 
Fig. 4. For the sake of clarity, this figure represents the desired repetitive 
image trajectory of only one of the features that need to be tracked 
during the maneuver. These trajectories are defined by: 
st =
[
st ix + 160cos(ωt + π/4) + 8sin(ω5t)
st iy + 110sin(ωt + π/4) + 6sin(ω5t)
]T
(48)  
where ω is the rate factor. Please note that in Eq. (48) st ix and st iy are the 






[446 464 578 560
560 446 464 578
]T
. Thus, Eq. (48) can be applied to 
all the four given visual features in the example. 
Fig. 5 shows the resulting 3D trajectory drawn by the end-effector of 
the robotic manipulator (red line) during the maneuver when ω =
0.5 rad/s and the weight matrix of the controller is W = M̃
− 2
. It is also 
worth noting that the tracking operation is accomplished although the 
base satellite is floating, and therefore moving under the actions due to 
the robotic arm movement, as illustrated by the overlapping frames 
shown in Fig. 5. This also changes the actual scene observed by the ro-
botic camera, but this does not compromise the accomplishment of the 
tracking task. Indeed, Fig. 6 shows that the module error, |e| converges 
to values close to 0, when the tracking rate ω is equal to 0.5 rad/s, 1 rad/ 
s and 2 rad/s, respectively. The mean error during the tracking is equal 
to 8.4⋅10− 4 m when the tracking rate is ω = 0.5 rad/s. It is worth noting 
that, the mean error remains still limited to average values of 1.1⋅10− 3 m 
and 1.7⋅10− 3 m for tracking rates of ω = 1 rad/s and ω = 2 rad/s, 
respectively. Therefore, the tracking error remains low considering the 
free-floating conditions when different tracking rates are considered, 
and, consequently, the robotic manipulator end-effector is able to track 
the desired 3D trajectory. 
The proposed Cartesian controller has been defined depending on 
the weighting matrix W. The choice of W plays an important role in the 
controller because it determines how the torques are distributed over the 
joints. Table 2 shows the controller’s performance with different 
tracking velocities when different values for the weighting matrix are 
used. It is worth noting that the tracking error is lower for the controllers 
based on either W = M̃
− 2 
or W = M̃
− 1
. In order to compare the tracking 
behavior when the optimal controller approach is not used, Table 2 also 
Fig. 4. Desired image trajectory for one of the features considered in the 
tracking experiment (without interaction control). 
Fig. 5. 3D trajectory during the tracking.  
Fig. 6. Error module obtained when: a) ω = 0.5 rad/s, b) ω = 1 rad/s, c) ω =
2 rad/s. 
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shows the controller’s performance when a resolved acceleration-based 
controller (RAC) [41] is used. The equation of this controller for the 
system kinematics and dynamics considered is indicated in Eq. (49). 
Although the mean error remains low during the tracking, the optimal 









I) − J̇ε̇ − v̇ge2
)
+ C̃ (49)  
6.2. Tracking trajectories with interaction control 
In this second experiment, the end of the robot manipulator presents 
a force sensor and a tool. As in the previous case, the eye-in-hand camera 
extracts four visual features from the target satellite. In this experiment, 
the parameters of a Gigabit Ethernet TM6740GEV camera also employed 
in Ref. [23] is considered. This camera allows a resolution of 1280 ×
1024 pixels. These point features are obtained from the pattern repre-
sented in Fig. 1. The virtual image features of the manipulator 
end-effector are generated in a way to be coincident with the extracted 
visual features when the tool at the manipulator end is inserted 2 cm into 
the target spacecraft. To simulate real conditions and to evaluate the 
effect of the force sensor and the proposed impedance control scheme, 
an error is introduced in the target features. More specifically, a devia-
tion of 3 mm is included these target features with respect the ideal ones. 
Indeed, having shifted the virtual features means that the image error 
cannot be completely deleted using the information provided by the 
camera images, but it is necessary to use the interaction control terms in 
Eq. (19) to guarantee the correct insertion of the tool. It is worth noting 
that tool insertion task necessarily requires an exchange of momentum 
between servicer and target, which could generate unpredictable 
changes of relative position and attitude of the target and compromise 
the success of the maneuver, if the target is not controlled. To perform 
the simulations, the model assumes that the target bigger mass of the 
servicing spacecraft so that the effects of momentum exchange are 
affecting only the relative dynamics of the servicer and therefore can be 
compensated by the proposed controller. An equivalent simulation and 
results could be obtained under the assumption of having a cooperative 
target that is able to compensate with its actuators the eventual effects of 
the contact reactions induced by the tool. 
Figures from 7 to 10 show the obtained results. The scheme repre-
sented in Fig. 7 shows the motion of the manipulator arm (trajectory 
represent in red), and robotic camera (trajectory represented in blue) 
during the experiment. The different frames in that figure show that the 
manipulator tries to reach the target insertion position while the floating 
base satellite moves due to the motion of both manipulator and robotic 
camera. A detail of the trajectory described by the manipulator end- 
effector with respect to the chaser satellite is represented in Fig. 8. 
The grey circles represent the positions of the hole on the target satellite 
where the tool needs to be inserted. On the other hand, the colored 
circles represent the positions of the end effector of the robotic manip-
ulator during the maneuver. It is worth noting that the colored circles 
converge into the grey ones, meaning that the tool insertion task is 
performed correctly by the manipulator. 
Fig. 9 represents in blue the image features extracted from the target 
spacecraft. These features are indicated in the figure as the “real fea-
tures”. This figure also shows in red the features extracted from the robot 
tool. These last features are denoted in the figure as “virtual features” 
because they are obtained by the procedure described in Equations (12) 
– (16). As an ideal situation, the controller tries to nullify the image error 
between both features. However, as previously indicated, an additional 
error of 3 mm is included that has to be compensated by the force control 
term. As it can be seen in Fig. 9 the value of the final features is close but 
is not completely annulled (the final position of the features are indi-
cated by solid circles). However, this error is in any case compensated by 
the controller, that uses the interactions terms in Eq. (19). The inter-
action forces at the end effector are represented in Fig. 10. The x, y and z 
components are represented in green, red and blue, respectively. In this 
last figure we can clearly appreciate the point where the manipulator 
collides with the target satellite (after 7 s). The impedance based pro-
posed approach compensates this first collision and the forces are 
reduced. At this point the insertion is performed and the hole located at 
the manipulator is inserted in the target spacecraft. 
7. Conclusions 
A visual-force control approach suitable for on-orbit servicing and 
manipulation was presented in this paper. The algorithm assumed a 
scenario with a servicing spacecraft with two-arm manipulators: one of 
the arms performs the manipulation task, and the second arm (robotic 
camera) holds a camera to observe the target zone of manipulation. Such 
configuration was selected as it allows for greater versatility of the 
Table 2 
Mean error (m) obtained for different tracking velocities for different values of 
W.  
W  ω = 0.5 rad/s  ω =
1 rad/s  
ω =
2 rad/s  
M̃
− 2  8.4E-4 1.1E-3 1.7E-3 
M̃
− 1  7.3E-4 9.8E-4 2.1E-3 
I 1.2E-3 1.9E-3 3.3E-3 
RAC 9.7E-4 1.5E-3 2.8E-3  
Fig. 7. 3D trajectory during the insertion task.  Fig. 8. 2D representation of the insertion task.  
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operations. A visual-impedance based approach is proposed for the 
guidance of the manipulator arm when it touches or interacts with the 
target satellite. A damper-spring model is considered to characterize this 
interaction. 
Additionally, the robotic camera can eventually move to avoid 
obstructing objects that do not allow for a full view of the scene. The 
visual control objective is to reduce an error defined in the image space 
progressively. To compute this error, a set of visual features are 
extracted from the target satellite and the manipulator end. The concept 
of virtual features is presented to define the features at the manipulator 
end virtually reconstructed from the robot kinematics. Then a visual 
servoing approach is present to guide the manipulator arm by reducing 
the error between the features extracted from the target satellite and the 
virtual ones. 
Two different scenarios are considered in the simulation results. In 
the first one, the manipulator is supposed to track a specific trajectory of 
the visual features without touching the target satellite. The visual ser-
voing approach proposed for the guidance of the manipulator arm is 
validated by using this first experiment. The second scenario analyzes 
the case of physical interaction between the two spacecraft, with the 
manipulator performing an insertion task of a tool into the body of the 
target satellite. Further future studies will integrate estimators based on 
Kalman filter to improve the visual features reconstruction and will 
assess the robustness of the improved controllers against differential 
drag effects. 
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