A coarse-graining method has been proposed [R. E. Rudd and J. Q. Broughton: Phys. Rev. B 58 (1998) R5893-R5896] for a crystalline system of atoms, in which the inter-particle interaction is obtained through coarse-graining of the partition function of the atomic Hamiltonian in the harmonic approximation. Though the method has attractive features such as its natural incorporation of atomistic phonons, the original formulation limits its application to small periodic systems without surfaces. In this paper, we improve the method as follows: (i) we introduce a recursive coarse-graining procedure to overcome the size limitation problem, (ii) we rewrite the deformation energy in both translation and rotation invariant form to make it applicable to macroscopically deformed systems, (iii) we extend the formulation for multi-component systems, and (iv) we incorporate the thermal expansion and softening of the atomistic systems. The essentials in the code implementation are explained. The method is successfully applied to deforming nanorods of sub-micron size in both two and three dimensions, to show that it is ready for dynamics simulation of meso-scale, three-dimensional realistic systems.
Introduction
Recent rapid advances in nano-meter scale technologies such as the high-resolution electron microscope and the scanning probe techniques have enabled us to observe and handle individual atoms. Those nanotechnologies also allow us to investigate various quantities of materials of interest including friction, fatigue, erosion, corrosion, and failure at nano-meter scale. Critical limitations, however, exist in those investigations; for example, most of the experimental tools must be used in high vacuum at extremely low temperatures, and some cannot be applied to dynamic phenomena. Therefore the computer simulation techniques based on the atomistic description are highly expected to play important roles as complementary tools to address the nano-scale phenomena.
The molecular dynamics (MD) method is a prominent atomistic simulation technique, which has clarified a variety of complex physical phenomena using proper inter-atomic potentials. Though parallelization techniques allow us to handle a system of billions of atoms with the MD method on a supercomputer, it corresponds to only a small cube of submm size and furthermore the simulation time-scale cannot be increased much. In studying the nano-scale mechanics of materials and devices we sometimes need to simulate the realistic systems with tens of mm size for more than msec, which exceed the spatiotemporal range for the MD method. Considering this, many researchers have devoted to develop the multi-scale simulation methods, in which the MD method is used only for local regions where atomistic description is necessary and a less accurate coarse-graining method for the peripheral region. [1] [2] [3] A variety of continuum and/or coarse-graining methods, which are used for the peripheral region in the multi-scale simulation, have been proposed. The finite element (FE) method is one of the usual choices of the continuum method in the multi-scale simulation approach. [4] [5] [6] Since the FE method ignores both the atomic degrees of freedom and the inhomogeneous deformation of the element, the method usually requires heuristic, careful arrangement of the elements in the system and shows substantial discrepancies when the mesh size is reduced to the atomic scale. The quasicontinuum (QC) method 7) overcomes the atomic-scale meshsize problem and smoothly matches with the atomistic description. However, the QC method requires more computational cost than the FE method since an atomic cluster is embedded virtually at each node. The coarse-grained particle method has been proposed by Rudd and Broughton for a crystalline system of atoms. 8, 9) In the method, virtual particles are distributed in the system, and each particle relates to a group of neighboring atoms. The inter-particle interaction is calculated through the constrained statistical average of the atomic Hamiltonian over the atomic phonons at the classical limit. They call it the coarse-grained molecular dynamics method, however, in order not to confuse it with a concurrent hybridization method, we here call it the coarse-grained particle (CGP) method. Because of its statistical-mechanical approach in coarse-graining, the CGP method gives high accuracies for the elastic property. Furthermore the CGP dynamics reduces to the MD at the lowest coarse-graining degree. In spite of such merits, the CGP method in its original formulation has drawbacks: its direct application to a large system is impractical since OðN 3 atom Þ operations (N atom is the total number of atoms) are required to obtain the stiffness matrix, and the inter-particle interaction formula may not be used directly for moving and/or deformed system since the formula is obtained using the atomic phonons for fixed reference axes.
In this paper we improve the original CGP method to overcome the drawbacks by (i) introducing a recursive coarse-graining approach to calculate the stiffness matrix efficiently for a large-scale system, (ii) rewriting the interparticle interaction formula for translational and rotational invariance, (iii) correcting the inter-particle interaction formula for surfaces for stability, and so on. We call this improved CGP method the recursive coarse-grained particle (RCGP) method. The RCGP method is successfully applied to deforming nanorods, made of Ar or Al, of sub-micron size in both two and three dimensions, to show that it is ready for dynamics simulation of meso-scale, three-dimensional realistic systems. This paper is organized as follows: Section 2 reviews briefly the original CGP method and demonstrates its physical meaning. Development and implementation of the RCGP method are described in Sec. 3. It is applied to the nanorods in Sec. 4. Summary and concluding remarks are given in Sec. 5.
The CGP Method and Its Physical Meaning
We review briefly the CGP method in its original form, and clarify the meaning of the inter-particle interaction energy.
In a target system of N atom atoms, a total of N CGP (( N atom ) virtual (or CG) particles are distributed. Each particle represents a group of neighboring atoms, and the groups have some overlaps. The atoms are labeled with a; b; Á Á Á, while the particles with i; j; Á Á Á. Cartesian axes are denoted with Greek letters. In the harmonic approximation, the atomistic Hamiltonian is
Here m is a diagonal matrix: m ða;Þ;ðb;Þ m a a;b ; . Superscript ''t'' means to transpose the matrix. Defining the momenta of particles P @E CGP =@ _ U U ¼ M _ U U, we find the CGP Hamiltonian
We evaluate f using a linear interpolation matrix N ði;Þ;ða;Þ N N i;a ; . Note that the matrix size ofN N is N CGP Â N atom . The linear-N is made of elements, where each element assumes the maximum value of unity on a particle and decreases linearly to zero on the nearestneighbor particles. The interpolation function (or matrix) plays important roles in the FE method. In the FE method, the displacement of atom-due to that of node-i is estimated by multiplyingN N i;a to the node displacement:
for the CGP method. Note that the formula u ¼ N t U is not hold in the CGP method and that f has both positive and negative elements.
The CGP method takes into account all the phonon modes, that is, deformation, of the atomic system. As we will demonstrate in the remainder of this section, it makes the deformation energy in the CGP method highly accurate. We compare the CGP deformation-energy with the atomistic ones. A two-dimensional crystalline system of Ar atoms with size ðL x ; L y Þ $ ð4:6 nm; 4:6 nmÞ under the periodic boundary conditions (PBC) is considered, as shown in Fig. 1 . The atoms form the triangular lattice at the ground state, while total of nine particles form the rectangular lattice for the CGP method. The interpolation function we adopt is linear in each dimension. We shift the central particle by Ár from the original position to various directions specified by the angle measured from x-axis (see, the inset of Fig. 1 ). In one atomistic-method we displace the atoms by u ¼ N t U for a given U with no relaxation of the atoms (''atoms: unrelaxed'' in Fig. 1 ), in a similar way to the local QC method; 7) that is, only the linear deformation mode of atoms is considered. In the other atomistic-method, all the atoms are relaxed to the minimum energy configuration under the constraint that the atomic displacements u satisfy U ¼ fu for a given U, which means that all the deformation modes are considered (''atoms: relaxed'' in Fig. 1) .
The atomic positions obtained by the two atomistic methods explained above, corresponding to the shift (Ár ¼ 0:2 nm and ¼ 30 ) of the central particle are plotted in Fig. 1 . The open circles relate to the case of unrelaxed atoms; the closed circles, to the case of relaxed atoms. For the guide to the eyes, the original crystalline positions of atoms are shown with the crosses. The squares with crosses are the particles with the central particle shifted. Substantial differences of the atomic positions, as large as $0:04 nm, are observed in Fig. 1 between the two atomistic results in the region of radius $1:5 nm from the central particle, which shows the inaccuracy of considering only the linear deformation mode to predict the atomic positions in the case of unrelaxed atoms. Figure 2 compares the deformation energies, ÁE, calculated by the CGP method (solid curves), by the atomistic method without relaxation (dotted curves), and by the atomistic method with relaxation (dashed curves) for Ár ¼ 0:1 nm. Relatively strong dependence of ÁE on observed in Fig. 2 for the case of unrelaxed atoms, is a result of the interplay between the present placement of particles relative to the atomic lattice and the linear interpolation function; in fact, the value of at which ÁE takes on the maximum value changes sensitively depending on the placement of particles. We find for Ár ¼ 0:1 nm in Fig. 2 that the atomic relaxation lowers ÁE by $25% at each , and that the resulting ÁE agrees perfectly well with that calculated by the CGP method. For Ár ¼ 0:2 nm, the atomic relaxation lowers ÁE by $35% at each . The difference of ÁE between the relaxed atoms and the CGP methods, increases to 2% at most for Ár ¼ 0:2 nm. Since the CGP method is based on the partition function for the original positions of particles, such increase in the difference of ÁE is reasonable at larger Ár. From these results we may conclude that the elastic energy of a deformed system can be calculated accurately by the CGP method without using atoms explicitly.
Development and Implementation

Recursive coarse-graining approach
A critical problem that prevents us from applying the CGP method to a realistic simulation is a huge computational cost for matrix inversion, D À1 , in eq. (6), which is OðN 3 atom Þ. This means that the number of atoms of the atomistic system is limited to below 10 4 . Since we are planning to apply the method to meso-scale materials, efficient and fast coarsegraining method is highly required.
One of the simplest ideas is to suppose a homogeneous crystalline system of atoms, in which the particles are also placed on the lattice sites, to consider a representative supercell when we calculate the stiffness matrix K under the PBC, which will be applied extensively for the whole system (see, Fig. 3 ). The larger the super-cell, the better the physical accuracy of K. The size and shape of the super-cell should be chosen properly considering both the computation time and the physical accuracy required. For a more realistic distribution of particles in which the system is composed of the local regions with different lattices of particles, we consider their boundary regions in addition to the homogeneous Development and Implementation of Recursive Coarse-Grained Particle Method for Meso-Scale Simulationregions in calculating K. However, even with the super-cell, the degree of coarse-graining N atom =N CGP is practically limited to less than ten in the CG procedure.
Remember that H CGP assumes the harmonic form with respect to P and U and that the potential term corresponds to the lowest possible deformation energy under the constrain of U ¼ fu. Exploiting these, we propose to apply the coarsegraining operation of eq. (4) to H CGP in a recursive manner to overcome the limited CG-degree problem. Once we obtain H CGP by coarse-graining the homogeneous crystalline system of reasonable size under the PBC with f , the recursion procedure follows as: (i) we copy to prepare an expanded system H (exp)
CGP is then coarse-grained with a coarser f ð1Þ to get a higher coarse-grained Hamiltonian H ð1Þ RCGP . Repeating the expand-to-coarse-graining procedure ðn À 1Þ-th times, we will obtain H ðnÞ RCGP at a desired CGdegree avoiding direct computation of D À1 for the corresponding large atomistic system.
We may state that the final effective weighting-function resulting in the RCGP method is the product of f 's at a wide scale-range of the CG degrees involved, which differs from the one in the single-time CGP method (see, Sec. 2). We therefore investigate the accuracy of the RCGP method when it is applied to a crystalline system of atoms by comparing the elastic moduli calculated at various CG degrees:
where R ð ji;Þ ¼ R ð j;Þ À R ði;Þ and v p is the specific volume of particle-i. 10) Variation of the elastic moduli with respect to the CG-degree gives the measure of inaccuracy of the RCGP method.
To actually repeat the RCGP cycle we find the following two treatments necessary (see, Fig. 4 ). [1D-by-1D CG] Gradual increase of the CG degree gives better accuracy. Furthermore, expansion and coarse-graining by one dimension each, instead of three dimensions at once, makes the numerical inverse calculation of the stiffness matrix robust and fast. [Particle arrangement at different CG degrees] As we repeat the recursion procedure, the calculated elastic moduli may deviate from the reference values depending on the relative arrangement of the particles at lower and higher CG degrees. Accurate description results if we place the higher CG-degree particles so that they sit on the midpoints of the lower CG-degree particles.
As an example, we here consider the case of LennardJones potential of Ar atoms with the two treatments adopted. Firstly, a cubic system of N atom ¼ 500 Ar atoms in PBC are coarse-grained to N CGP ¼ 5 Â 5 Â 5 ¼ 125 particles. We expand the coarse-grained system twice in size per dimension, and coarse-grain it with proper linear-f to get the elastic moduli. Then the procedure is repeated for ten times. During the recursion, we find C 11 ¼ C xxxx quite stable (less than 1% variation). On the other hand, C 44 ¼ C xyxy and C 12 ¼ C xxyy reduce gradually and finally become 30% and 60% smaller, respectively. We guess that the relatively large errors in C 44 and C 12 are due to effective cancellation of corresponding elements in the stiffness matrix during the matrix calculation in eq. (6) . To correct such errors in the shear moduli, we may modify the xy (similarly for yz and zx) components of stiffness matrix at each recursive CG procedure as 
where C atom 12 is the elastic modulus of the atomic system. This simple correction works since the elastic modulus C 12 is calculated with K ðixÞ;ð jyÞ only. With the correction, C 44 also behaves better since it is calculated using K ði;xÞ;ð j;yÞ in addition to K ðixÞ;ð jxÞ to K ðiyÞ;ð jyÞ .
Dynamics of particles
A velocity-Verlet type time-integration scheme with the time step of Át is used for the dynamics of the CG particles: atoms CG under PBC apply K to the whole system The atoms are plotted with dots. The light gray circles are lower-level CG particles. The dark gray triangles and black squares are higher-level CG particles after expansion in x-direction and in y-direction, respectively. In the next cycle, the higher-level CG particles (black squares) are regarded as lower-level CG particles.
Coarse-graining in space is effective to filter out the short time-scale oscillation behavior of the particles. We may expect coarse-graining in time with the present method. Let us estimate the characteristic time-scale of the particle in the coarse-grained system. Firstly we estimate the CG scaling of the force constant of the inter-particle interaction. We exploit the fact that the elastic moduli in the coarse-grained system are the same as that of the atomistic system, to analyze the scaling behavior of the force constant. Suppose the inter-particle distance R in the coarse-grained system scales as
where r is the inter-atomic distance. A single CG particle represents d atoms (d is the dimension of the system). Since the elastic moduli of the coarse-grained system C RCGP are calculated with eq. (9), scale invariance of C atom requires:
for a stiffness element (or force constant).
If we assume an effective harmonic oscillator for a particle, its characteristic time-scale t is
where m and k are the mass and spring constant of the oscillator. Since the coarse-grained particle mass and the spring constant scale as M ¼ d m and K ¼ dÀ2 k, respectively, the time-scale T of the particle oscillation should be
This means that -times longer time-step, Át, may be used in eqs. (11)-(13).
Translation and rotation correction
Suppose a long nanorod deforming macroscopically. Though the particles are displaced much from their original positions, local configurations of the particles (or the interparticle distances) are nearly the same as that before the deformation. Because of the lack of translational and rotational invariance of the stiffness matrix, the CGP method in the original formulation overestimates the deformation energy of the macroscopically deformed body.
Correctly, because of the sum rule P N CGP j K ðiÞ;ð jÞ ¼ 0, the potential formula in the CGP method originally has translational invariance. In our formulation, however, the elements of K are modified in the shear-moduli correction in Sec. 3.1 and in the surface correction in Sec. 3.4 (see, below). The RCGP potential formula needs be written explicitly in a translational invariant form. To this end, using the sum rule, we rewrite the RCGP potential energy as (18) is consistent with positive V RCGP for a deformed body, since ÁR ðij;Þ is non-zero only for different i and j by definition and K ðiÞ;ð jÞ for such an off-diagonal (with respect to the particle-index) element may take a negative value.
We then consider to realize the rotational invariance. If the RCGP system rotates without any deformation, the potential energy should keep zero. However, the CGP system in the original formulation assumes large positive potential energy because the stiffness matrix does not have the rotational invariance. Removal from the potential energy the contribution due to pure rotation is necessary. When the RCGP system rotates as a rigid body by around some axis from the reference state, we may simply calculate the CGP potential energy after rotating the CGP system inversely by À around the axis. Now we focus on the local region around particle-i. Suppose that the local region is rotated from the original by the rotation matrix Q i ð i Þ, the CGP potential energy should be calculated from eq. (18) with
Note that Q i is constructed by the rotation axis unit-vector u u i and the rotation angle i in three dimensions. The procedure may sound simple, however, its implementation is not straightforward. We explain the details of our implementation for robust computation of Q i ð i Þ.
In three dimensions, the Q i ð i Þ is defined withû u i ðu x ; u y ; u z Þ and i as 
We stress thatû u i and i must be calculated with great care in the simulation of the RCGP dynamics. It is because we evaluateû u i assuming virtually a rigid body, and henceû u i becomes unstable in some situation. We pick two interparticle distance vectors originating from particle-i, R ji and R ki , to form a triangle. Note that particles-j and k are the neighbors of particle-i, and they should not be on the same line. We calculate the rotation axisû u i using deviations of the vectors from their initial ones,
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We note that both R ji and R ki need be adjusted to keep the rigid body (the triangle i-j-k) before calculatingû u i for robust computation. The rotation axis calculated in eq. (21) becomes singular if the denominator of eq. (21) becomes zero. If such a situation occurs at particle-i during the simulation run, we tentatively rotate the reference vectors R 21) well defined. As a consequence we obtain the inverse rotation matrix around particle-i as the product of the rotation matrices:
It should be noted that the variation of the rotation matrix Q i for different particle-i sometimes causes instability in the particles dynamics. Preconditioning of the particle positions, fR i g, is necessary before calculating Q i from them. To this end we tentatively perform position-average of nearby particles for each particle
Here adjðiÞ denotes the group of particle-i and its adjacent particles, and n is the number of those particles. We demonstrate that the RCGP dynamics in three dimensions can be simulated accurately with the present implementation. Let us suppose a rectangular block with size ðL x ; L y ; L z Þ $ ð120 nm; 2400 nm; 2400 nmÞ composed of 500 CG particles. When it is rotated by 60 around x-axis, since there is no deformation, potential energy is zero as expected. To test the stability of the dynamics simulation, we deform the same system at the initial. Figure 5 shows the time evolution of the kinetic, potential, and total energies. The total energy conserves quite well, which proves the high accuracy of the present implementation.
Surface correction
As we have mentioned before in Sec. 3.1, the super-cell is used to obtain the stiffness matrix, K, in the RCGP method. The K calculated with the super-cell is appropriate for the interior region, but is not for the surface region. If we use it for the surface region, the non-diagonal elements of K act to distort significantly the equilibrium configuration of the surface particles from the initial crystalline one, resulting in unphysical shape and internal-stress of the system. The RCGP method lacks capability to reproduce detailed surfacereconstruction of the atoms that occurs usually in real materials. Considering this, we modify K calculated for the super-cell to be applicable to the surface region.
Those elements of K relating to a surface particle-i are corrected by removing the negative-energy contribution:
K K ðiÞ;ð jÞ ¼ 0; for 6 ¼ minðK ðiÞ;ð jÞ ; 0Þ; for ¼ .
& ð24Þ
The correction makes the surface particles unrelax from the bulk configuration, that is, it tends to harden the surface.
Anharmonic correction
Since the RCGP method is based on the harmonic approximation to the Hamiltonian, it is incapable of describing anharmonic effects such as the thermal expansion and softening. Such anharmonic effects will be important in a variety of applications. For instance, we are expecting to apply the RCGP method to exothermic processes in materials by embedding the molecular dynamics region concurrently in the RCGP system.
We phenomenologically incorporate the thermal expansion and softening effects in the RCGP method. Assuming a uniform and T-linear expansion of a solid, we enlarge the reference inter-particle distance vectors as R ij ¼ R ð0Þ ij ð1 þ TÞ. The is calculated by the atomistic simulation with the same inter-atomic potential as is used to get the stiffness matrix of the RCGP system. Next, assuming that the degree of thermal softening is proportional to the expansion, we modify K to Kð1 þ TÞ. The matrix is determined by comparing the stiffness matrices at different uniformexpansion rates. Finally the RCGP potential-energy formula that incorporates the thermal expansion and softening is written as 
where
Multi-component systems
In multi-component systems such as TiO 2 , anti-parallel motion of the elements plays significant roles to realize interesting properties, e.g., large dielectric constant. Keeping the information about the anti-parallel motion of the elements is required even in the coarse-graining process. If we coarsegrain all the elements together, however, relative displacements are eliminated. We therefore introduce componentdependent CG particles as
for one-dimensional system, where u component. Similar formulas are set for different components. By this way, an optical branch could appear in the mode dispersion curve in a multi-component RCGP system. There is an arbitrariness about relative positions of different particle-components. We therefore introduce a new parameter that controls the relative arrangement of different components. To illustrate, let us consider a two-component (A and B) spring-and-bead system under the PBC in one dimension, in which the atoms are arranged regularly in alternating, -A-B-A-B-, sequence. We consider two cases to clarify the importance of relative arrangement of the twocomponent particles: (i) particles of components-A and B are arranged regularly in alternating sequence, (ii) particles of both components are placed at the same positions. Figure 6 compares the dispersion curves in the two cases. We find that the dispersion curve is reproduced better in case (ii). In case (i), the particles cannot express the short-wavelength wave with the same phase.
Various RCGP Simulation Runs
Deformed nanorod in 2D
We consider a relatively small nanorod with size ðL x ; L y Þ $ ð300 nm; 20 nmÞ in two dimensions to compare the internal stress-field distributions calculated with the RCGP method and with the atomistic method. For the inter-atomic potential, the Lennard-Jones potential for Ar is adopted. Total numbers of atoms and particles are 48000 and 6000, respectively; single particle represents 8 atoms. The nanorod is bended by shifting the top-right corner to y-direction by 20 nm with the left-end face fixed. And then the system is relaxed to the minimum-energy configurations under the constraint that the atoms (particles) on the right-end face are allowed to move only in x-direction.
Following the usual procedure of dividing the total virial stress into particle-i related terms, we estimate the local stress on particle-i by
where hÁ Á Ái denotes the statistical average (e.g., long-time average), v p is the specific volume or area size of particle-i, and F ij; is the force of particle-j to particle-i in direction-. In the atomistic case the surface relaxes fully, while the surface correction to unrelax the surface is adopted in the RCGP method. Not only the shape but the stress distributions in (a) and (b) agree well. From those results, we conclude that we can simulate the macroscopically-deformed large-scale systems with the RCGP method in reasonable accuracies if the translation and rotation correction is adopted.
Vibrating nanorod in 3D
In the last subsection we have investigated the static deformation of a nanorod in two dimensions; the inter-atomic potential was a simple two-body type. We here consider the motion of a vertically standing nanorod in three dimensions with size ðL x ; L y ; L z Þ $ ð120 nm; 120 nm; 560 nmÞ; the manybody embedded-atom method (EAM) potential for Al metal is used.
11) Its spatiotemporal scale is too large to simulate easily with the atomistic method. We simulate vibration of the nanorod with the RCGP method to show that the RCGP method is useful to simulate very large-scale systems in realistic settings.
The potential energy in the RCGP method is obtained through the coarse-graining procedure described in eq. (7). At first we prepare the dynamical matrix, D, of the atomic system which is a fcc crystalline lattice of a small cube of size L ¼ 2:0 nm under the PBC. Then 5 Â 5 Â 5 ¼ 125 CG particles are distributed in the system on a simple cubic lattice sites to calculate the mass and stiffness matrices. The recursive coarse-graining is repeated until about 16000 atoms are represented by a single particle; the system contains 4700 particles. We find that the elastic moduli C 11 , C 22 , and C 33 calculated with the RCGP method agree well within errors of 1% with those calculated directly using the EAM potential. The elasticity correction described in Sec. 3.1 is applied to C 12 , C 23 , and C 31 . The nearest neighbor inter-particle distance is about 60 nm. From eq. (17), we estimate the appropriate time-step for the dynamics of the RCGP system as about 50 fs.
To prepare the initial configuration, we apply the fundamental x-mode deformation to the nanorod and all the particles are relaxed by the velocity dumping method under the conditions that the particles on the bottom-face are fixed and the particles on the top-face are allowed to move only in z-direction. Starting from the initial configuration the RCGP dynamics simulation is performed with only the bottom-face particles fixed. We find the vibration period of the nanorod about 3.3 ns in the present simulation. Since we have started the simulation with the fundamental-mode deformation, no substantial decrease of the vibration amplitude is observed. We here remember the vibration frequency f of the nanorod predicted with the linear continuumelasticity approximation:
Here Despite difference between the continuum approximation and the discrete scheme of the RCGP method, the period of vibration obtained in the RCGP simulation, T $ 3:3 ns, is comparable to the theoretical estimate of 4.8 ns. We consider that the difference comes mainly from the surface treatment in the RCGP method. As we have mentioned in Sec. 3.4 the surface correction makes the surface region harder than the bulk region, and the fraction of the surface is substantial in this three-dimensional system. The difference decreases if the fraction of the surface region becomes smaller by considering a larger system or by setting a lower coarsegraining degree at the surface region.
Summary and Concluding Remarks
We have developed the RCGP method to apply it to the simulation of complex and realistic systems. Because the original formulation of the CGP method requires OðN 3 atom Þ operations to obtain the stiffness matrix, the CGP method has not been applied to large-scale, three-dimensional systems. We therefore have made following improvements to formulate the RCGP method. (i) To overcome the size limitation problem, we have proposed the recursive CGP method in which the matrix inverse is carried out for a small and periodic super-cell and a coarse-graining procedure is performed recursively after periodically expanding the super-cell. (ii) We have rewritten the CGP Hamiltonian using the relative position vectors with the rotation matrix, to make it translational and rotational invariant. (iii) For a target system comprised of multiple components, we have coarsegrained each component of the atoms separately, and have introduced a controlling parameter of the relative separation distance between the two components. (iv) In prospect of hybridization with the MD method, we have taken into account the thermal expansion and softening by expanding of the reference positions and by softening the stiffness matrix elements explicitly. With the improvements, we have succeeded the dynamics simulations of large-scale, complexshape, realistic RCGP system under macroscopic deformation in reasonable accuracies.
Of course, the FE method well simulates elastic deformation in macroscopic scales, which has some advantages over the RCGP method. The most remarkable advantage of the RCGP method is that, in the lowest limit of the coarsegraining degree, the RCGP method makes the inter-particle interaction identical to the inter-atomic one in the harmonic approximation. We thus consider the RCGP method suits to concurrent hybridization with the MD method; in fact, we have been developing a hybrid MD-RCGP simulation method exploiting a modular embedding scheme. 13) In the hybrid MD-RCGP method, the MD simulation is performed at the region where atomic processes are important, for which the dynamic and realistic boundary conditions are supplied from the RCGP region. The coarse-graining degree in the 2548 R. Kobayashi, T. Nakamura and S. Ogata RCGP region should decrease gradually as the MD-RCGP boundary is approached. We have been applying the RCGP method to pseudo two-dimensional systems such as the carbon nanotube. Since the RCGP method applies easily to the graphene-sheet, we hope the method works accurately also for the nanotube. Furthermore we have hybridized the RCGP method and a fluid simulation method to simulate vibrating nanorods in flow, in which a quite high coarse-graining degree is set for the nanorods. Details of the hybrid RCGP-fluid simulation are explained in a separate paper. 14) 
