In this paper we prove that for a variety of practical situations, the no-free-lunch (NFL) theorem does not apply to algorithms that search the space of artificial neural networks, such as evolutionary algorithms. We find, in particular, that, while conditions under which NFL applies exist, these require extremely restrictive symmetries on the set of possible problems which are unlikely encountered in practice. In other words, not all algorithms are equally good at finding neural networks that solve problems under all possible performance measures: a superior search algorithm for this domain does exist.
INTRODUCTION

Evolutionary Neural Networks
There is an enormous amount of literature on the application of evolutionary algorithms (EAs) to the synthesis of artificial neural networks (NNs), this topic having been very popular for over two decades [14, 24, 9, 2, 3, 29, 4, 18, 15, 19, 11, 22, 1, 7] . Research in this area, which we will term Evolutionary Neural Networks (ENNs) hereafter, can be divided in three branches.
Some algorithms only adjust the weights of the neural network. Instead of training the neural network with some specialised algorithm (e.g., the well-known error backpropagation algorithm), one uses an EA. Normally, the structure of the neural network is defined by the user. These approaches are rarely competitive with gradient based algorithms, but can prove superior in situations where there are many local optima in the error surface or where no specialised efficient algorithm exists (e.g., recurrent networks or networks with discontinuous activation functions).
A second class of algorithms has the objective of finding the optimal topology of NNs. Here the EA evolves individuals which directly or indirectly encode the topology of the network. The fitness evaluator builds the network and uses a standard NN training algorithm to train it. This has been a particularly successful area of application of ENNs.
Finally there are algorithms for the joint optimisation of the topology and the parameters of NNs: these algorithms effectively are combinations of the two types of ENNs mentioned above. That is, each individual in the EA encodes both the topology and the weights of the neural network. The difficulty here is that as the topology varies, the number of parameters to be encoded may need to vary as well.
No-free Lunch Theory
Informally speaking, the no-free-lunch theory (NFL) originally proposed by Wolpert and Macready [27] states that, when evaluated over all possible problems, all algorithms are equally good or bad irrespective of our evaluation criterion (which we will call a performance measure hereafter). In the last decade there have been a variety of results which have refined and specialised NFL (see [25] for a comprehensive recent review). The focus of research has been, in particular, on understanding whether NFL applies to smaller sets of fitness functions than the set of all possible problems.
A key notion in modern NFL theory is the notion of closure under permutation of a set of fitness functions. A set is closed under a particular operation if given any element from the set, the operation produces an object that is also in the set. A fitness function is an assignment of fitness values to the elements of the search space. A permutation of a fitness function is simply a rearrangement of the fitness values originally allocated to the objects in the search space. If we enumerate the elements of a search space according to some scheme, we can then represent a fitness function as a vector that stores the fitness associated with each point of the space. In this case, permuting a fitness function simply means shuffling the elements of the vector representing it. A set of problems/fitness functions is then closed under permutation, if, for every function in the set, all possible shuffles of that function are also in the set.
A key result in NFL theory states that the expected performance of any search algorithm over a set of fitness func-tions (problems) is independent of the algorithm and the chosen performance measure (i.e., NFL applies) if and only if the set is closed under permutation [20] . In formulae, if F is a set of fitness functions closed under permutation, we have that
for any pair of (non-resampling) search algorithms, a1 and a2, and for any performance measure, P , and vice versa. We will build on this result in this paper.
Other important general results in NFL theory exist, although we don't make use of them in this work. The original NFL theory assumes that problems are all equally likely. Igel and Toussaint [6] and Streeter [21] found under what conditions NFL holds when the probability distribution over problems is non-uniform. Igel and Toussaint [5] were also able to show that if one considers all possible sets of functions with a given domain and a given co-domain, in most conditions the sets that are closed under permutation represent a tiny fraction of the whole. An equivalent result was proved by Streeter [21] using the notion of description length. For example, he showed that for a realistic scenario -one where fitness values are represented using 1 byte and problems are encoded using 32 bytes -a set of problems that is closed under permutation would need to include functions whose description requires more than 9.26 × 10 77 bits, which clearly is impossible with current computers. Furthermore, Streeter [21] described under what conditions NFL applies to infinite sets of functions (the original NFL and most of its refinements are limited to finite sets of functions). That is, NFL is still applicable if the probability distribution over functions is such that all functions that are permutations of a particular function have identical probability of being drawn from the set. Whitley and Rowe [23] recently discovered that if the algorithms that are to be compared are known a priori, then it is possible to construct sets of functions on which NFL holds but which are not closed under permutation.
Among the many extension of NFL to a variety of domains, Woodward and Neil [28] have made some progress in assessing the applicability of NFL to program induction. In particular, they argued that there is a free lunch in a search space whenever there is a non-uniform many-to-one genotype-phenotype mapping, and that the mapping from syntax to behaviour in computer programs is one such mapping. The reason why NFL would not normally be applicable to search in program spaces is that there are many more programs than behaviours 1 and that not all behaviours are equally likely. To formally show that, in general, not all behaviours are equally likely in program search spaces, Woodward and Neil [28] referred to Langdon's results on the limiting distribution of behaviour [12] and to the universal distribution [8] . However, there is a formal proof of the former result only for the case of register based machines, and no 1 This is valid if programs have a fixed number of inputs and outputs, each represented by a finite number of bits, and if we interpret a behaviour as a function from inputs to outputs. If additional memory structures are used by a program, their initial state is assumed to be always the same (e.g., zero), and their final state is considered to be irrelevant from the point of view of distinguishing between different behaviours. Program length is instead assumed to be unbound.
proof at all for the case of artificial neural networks. The latter result instead applies to Turing complete languages, i.e., to programs with memory and loops. However, the induction of Turing-complete programs is a relatively small niche and certainly ordinary neural networks cannot be considered to be in this category, the only exception being certain types of recurrent neural networks.
This paper
Despite intense NFL research over a period of many years and the considerable importance of the field of ENNs, essentially nobody has provided a formal proof of under what conditions NFL holds or, conversely, there can be a free lunch, for search over the spaces of artificial neural networks. In this paper we want to rectify this situation.
We will do so by extending a geometric framework which has recently been introduced in [16] . This proved that, for a variety of practical problems and representations, there is a free lunch for search algorithms that specialise in the task of finding programs that solve problems, such as Genetic Programming (GP) [10, 17] .
The paper is organised as follows. In Section 2 we review the main results of [16] , including a geometric interpretation for fitness functions and conditions where NFL does not apply. In Section 3 we will provide our extension of this framework to the evolution of neural networks as well as numerous new theorems. We discuss these results and we draw some conclusions in Section 4.
FREE LUNCHES FOR PROGRAM INDUCTION
In this section we will introduce the geometric interpretation of program-induction fitness functions of [16] and we will summarise the main results of that paper.
The fitness of a program, p, in GP is often the result of evaluating the behaviour of p in a number of fitness cases, assessing the extent to which such a behaviour deviates from a corresponding target behaviour, adding up the results of that assessment and then, optionally, performing some monotonic transformation of the sum [17] . That is
where f is the fitness function, {xi} is a set of fitness cases of cardinality n, g is a function which evaluates the degree to which the behaviour of p matches a target behaviour t on each fitness case and h is a monotonic transformation. Of course what exactly is meant by a fitness case, xi, the target behaviour, t(xi), or the behaviour of a program, p(xi), depends very much on the application. Similarly what the function g does to compute the degree to which actual and desired behaviours match depends on the application.
There are many cases, however, where the user of a program-induction system is only interested in program outputs and programs have no side effects, i.e., they are functions that map inputs to outputs. In this case the fitness cases xi are either scalars or vectors representing program inputs. Typically, the output produced by a program is a scalar and the function g is an error measure of the form g(a, b) = |a − b| or g(a, b) = |a − b| 2 which we want to minimise. We will call this program-induction situation symbolic regression.
Let Ω = {pi} r i=1 be a space programs. A fitness function f over Ω can be represented as the vector
(3) If n and the set of fitness cases {xi} are fixed a priori, then a fitness function is fully determined by the value of the vector t = (t1, t2, . . . , tn) where ti = t(xi) is fixed. Because of this, for most typical choices of g and h, the fitness associated with a program p can be interpreted as the distance between the vector t ∈ R n and the vector p = (p(x1), p(x2), . . . , p(xn)) ∈ R n . That is
for some function d which satisfies the axioms of a metric. Note that if we know the fitness f of a program p, we know that the target behaviour t that generated that fitness must be on the surface of a sphere centred on p (the vector representation of p) and of radius f . So, for every valid fitness function, the target behaviour is at the intersection of the spheres centred on the behaviour of each program in the search space. In other words, the application of Equation (2) to all programs in the search space Ω produces a system of equations which correspond to a set of geometric constraints on the target behaviour t.
As we indicated above, [20] showed that two arbitrary algorithms have identical performance over a set of functions only if that set of functions is closed under permutation. The following theorem from [16] connects NFL's permutations with the true degrees of freedom of symbolic regression fitness functions: Theorem 1. Let F = {f1, f2, . . . , fm} be a set of fitness functions of the form in Equation (4) and let T = {t1, t2, . . . , tm} be the set of target vectors associated with the functions in F, with ti being the vector generating fi for all i. The set F is closed under permutation (and NFL applies to it) if and only if for all target vectors t ∈ T and for all permutations σ of (1, 2, . . . , r) there exists a target vector t ∈ T such that
for all j = 1, 2, . . . , r.
Let us consider this result carefully. In program induction based on fitness functions that represent the error between actual and desired behaviours, one cannot directly permute a fitness function. One can only do it indirectly by acting on the target vectors t. Equation (5) is a mathematical statement of the geometric requirements on the vectorst. If these are satisfied it is possible to permute a fitness function in all possible ways. The left-hand side represents the fitness that was originally associated with program j and that, because of the permutation/shuffling, must now be assigned to program σ(j). The right-hand side represents the constraint thatt must be on the surface of the new sphere. Because we require this condition to be verified for every j, we have a system of equations wheret is the unknown, for every possible permutation.
Theorem 1 imposes requirements which involve all possible permutations of fitness functions. The question is: can these requirements be satisfied? The problem is principally that we have r constraint equations (j ∈ {1, . . . , r}), but only n variables (t1, . . . ,tn). Therefore, in general the problem of finding a vectort satisfying Equations (5) should be expected to be over-constrained, and we should not be able to build a set of symbolic-regression-type of problems which is closed under permutation. Informally speaking, this implies that, in general, there is a free lunch for search in program spaces.
Several free-lunch results were derived in [16] from the geometric interpretation presented above. These include, for example, the following theorems:
Theorem 2. Consider a search space which includes at least two programs p1 and p2 such that p1 = p2 (i.e., the two programs give identical outputs for all x in the training set). Let a set of symbolic regression problems F contain a fitness function f induced by a target vector t such that there exist a third program p3 in the search space with fitness 
FREE LUNCHES FOR NEURAL NETS
Perhaps the most common form of NNs is the feedforward type trained with some form of error minimisation algorithm. Typically the error function has the following form [26, 13] :
where the term in square brackets is the error measured on the i-th pattern in a training set, o ik is the output produced by the k-th output neuron when the input is the i-th pattern and t ik is the corresponding target output.
2
When the activation function of neurons is differentiable and a network is feed-forward, it is possible to exploit our knowledge of the structure and activation functions of the network to derive learning algorithms. Most of these algorithms are iterative. They start from random weights, which at each iteration are modified to reduce the error E. Effectively they can be seen as efficient local searcher in weight space. They can, however, get trapped in local minima.
When activation functions are non-differentiable, however, we can get very little guidance from our knowledge of the functional relationship between inputs and outputs in a network. In these cases the error function calculation can be seen as a black box in the sense that we feed a neural 2 There is often a factor 1 2 in Equation (6) . This is arbitrary and it is introduced so that it cancels with a factor 2 when the error function is differentiated. For simplicity, but without loss of generality, we omit this from our treatment.
network (with its topology and parameters) to an evaluator which returns an error measure and we only use such an error measure for directing the search. This is the situation most often encountered in ENNs, where the error measure E in Equation (6) is taken as the fitness function f (to be minimised). This is the focus of this paper and, so, hereafter we will assume f ≡ E.
It would appear to follow from this, that the optimisation of neural networks using EAs is a type of black-box optimisation and it is, therefore, regimented by the NFL. In other words, all search algorithms (evolutionary or otherwise) which use the error function as a black box would be equally good (or bad) under all performance measures. This, however, as we will show below, is not the case.
Geometric Interpretation of NFL
We are able to attack this problem because of the similarity between the error measures used in ENNs and the symbolic-regression-type of fitness functions used in GP and other program induction techniques. As we showed in Section 2, the latter can be related to distance measures, and this has led to a new and intuitive way of proving free-lunch results for search in program spaces.
Indeed, also ENN error measures can be interpreted geometrically. Looking at Equation (6) one can easily see that the fitness of a neural network ν can be written as the square of the Euclidean distance d between two matrices. Namely:
where T = (t ik ) is a matrix containing the desired-output patterns in the training set (where each row represents an example and each column represents an output neuron) and O = (o ik ) is a matrix collecting the outputs produced by network ν when the input patterns in the training set are applied to its inputs. In all practical situations the space of NNs explored by a searcher can only be finite since only NNs with at most a certain size can be represented in a computer. Let us denote such a space with Ω = {νi} r i=1 , where r = |Ω| is the cardinality of Ω. A fitness function f over Ω can then be represented as a vector f = (f1, . . . , fr) where fi = f (νi). From Equation (7) we then obtain
where Oi is the output matrix produced by network νi when exercised with the input patters in the training set. The similarity between Equations (8) and (4) should be apparent. Note that in order to evaluate the fitness of a network νi we only need to know its output matrix O. So, if the input patterns in the training set are kept fixed, the matrix Oi can be taken as a representation for νi. Note also that if we know the fitness f of a NN ν, we know that the target matrix T that generated that fitness must be on the surface of a sphere centred on O (the matrix representation of ν) and of radius √ f . So, for every valid ENN fitness function, the target matrix T is at the intersection of the spheres centred on the behaviour of each network Oi in the search space. So, also in the case of the evolution of neural networks -as it was found for programs in [16] -we see that fitnesses must obey a set of geometric constraints on the target matrix T.
We should note that whenever the size of the training set is finite, and the representation of the outputs of a network is finite (as is the case for anything that can be represented in a digital computer), then the matrix T can be represented with a finite number of bits. If follows from this that the space of possible fitness functions of the form in Equation (8) is finite irrespective of whether or not the number of ENNs in the search space, r, is infinite. Thus, although the space of ENNs' fitness functions may be vast, it is not infinite and, so, Streeter's result [21] about the applicability or otherwise of NFL to infinite sets does not apply to the space of ENN.
However, the isomorphism between √ E and the fitness functions used in GP (and similar techniques) in conjunction with the similarity between the geometric constraints highlighted in Section 2 and those found in this section allow us to extend many of the results reported in [16] and summarised in Section 2 with little effort.
For example, we have the following:
Theorem 5. Let F = {f1, f2, . . . , fm} be a set of fitness functions of the form in Equation (8) and T = {T1, T2, . . . , Tm} the set of target matrices associated with the functions in F. F is closed under permutation if and only if for all target matrices T ∈ T and for all permutations σ of (1, 2, . . . , r) there exists a target matrixT ∈ T such that
Proof. The proof is isomorphic to the proof of the corresponding result in [16] as long as f is replaced with √ f .
The discussion we presented in Section 2 in relation to Theorem 1 for the space of programs naturally extends to the space of neural networks. That is, Equation (9) is a system of equations which states mathematically the geometric requirements forT to exist when fitnesses originally associated with certain NNs are shuffled by a permutation σ. Naturally, also in the case of NNs we have the question of whether an arrayT satisfying Equations (9) exists. Again, we have r constraint equations although this time the number of variables is the number of output neurons times the number of patterns in the training set (i.e., the number of elements in T). The result is the same: since r is likely to be exponentially large, in general the problem of finding an arrayT satisfying Equations (9) should be expected to be over-constrained, i.e., no solution exists.
For example, if the largest network architecture in the search space Ω includes n parameters (weights and biases), and each is represented as a 32-bit floating point number, the search space is guaranteed to contain at least 2 32n different networks. So, it is practically impossible to build a set of ENN-type of problems which is closed under permutation. That is, in general, there is a free lunch for ENNs. In other words, there exists at least one performance measure under which at least one EA (or some other searcher which only uses error values for guidance) has better than average performance at discovering/training neural networks.
Example of Free Lunch
Let us have a look at a simple example. Let us consider a search space of NNs, Ω, which includes neural networks with only one input, i, and only one active neuron, such as the network shown in Figure 1 . Thus, the networks in Ω have two degrees of freedom: the weight w of the input connection and the bias/threshold b for the neuron. Let us further assume that the activation function of the neuron is a step function. So, the output o of the network is given by the following equation:
We further require that w ∈ {−1, +1} and b ∈ {−1, +1}. Finally, we assume that also inputs are discrete, i.e., i ∈ {−1, +1}. If follows from these constraints that Ω includes only 4 different neural networks, which we represent concisely as
Let us now consider the problem of finding a network which implements a pass-through (or identity) function. That is, we require that when the input is high (+1) the output is high, and when the input is low (-1) the output is low. So, we will assume that our training set contains only two examples: the first with input +1 and target output +1, and the second with input −1 and output −1. This corresponds to a target matrix T = (+1, −1)
T . With these inputs and targets, the network ν1 produces an output matrix O1 = (+1, +1)
T and has a fitness f1
The network ν2 produces an output matrix O2 = (+1, −1)
T and has a fitness f2 = d(O2, T) 2 = 0 (i.e., it is a solution to our problem). The network ν3 gives an output matrix O3 = (+1, +1) T and has a fitness f3 = 4. Finally, ν4 gives outputs O4 = (−1, +1) T (i.e., it is always incorrect) and has a fitness f4 = 8. In other words, the fitness vector associated with Ω is f = (4, 0, 4, 8).
Let us now imagine that we want to create a set of ENN problems which includes the problem just described and is closed under permutation. For this to be the case, the set must include all permutations of the fitness vector f associated with the problem above, including, for example, the permutationf = (0, 4, 4, 8) .
Let us focus on this permutation. Is there a target matrix T =`t1,t2´T that can induce this new fitness function? Because this function requiresf1 = 0, it must be the case thatT matches perfectly the output of ν1, namely O1 = (+1, +1)
T . So,t1 = +1 andt2 = +1, or else the error for ν1 would be bigger than 0.
But do these values correctly induce the remaining entries inf ? With ν2, we see that these target values produce the correct result,f2 = 4. However, when we test ν3 , we find thatT induces a value of fitnessf3 = 0 and not the required 4. Similarly, the fitness associated with ν4 by the assignmentt1 = +1 andt2 = +1 is not the required value. Therefore, it is impossible to build a set of NN induction problems for Ω what is closed under permutation and includes the identity problem, i.e., the function f = (0, 4, 4, 8) induced by the target matrix T = (+1, −1)
T . It follows Certain assignments of fitnesses to networks are invalid, in the sense that fitnesses cannot represent the error between the outputs of a network and the target vectors in a training set. So, there cannot be a point where all spheres meet, i.e., one cannot find a target matrix T that could generate such a fitness function.
from this that there is a free lunch for sets of NN induction problems which include the identify function.
Geometric Free Lunches for NNs
While an analytic approach to finding conditions where NFL does not hold for ENNs is possible, it is particularly easy to see what type of situations might lead to sets of fitness functions that are not closed under permutation by considering the geometric interpretation of such fitness functions. This is, of course, best illustrated when target matrices and network behaviours can be represented as 2-D points. As shown in Figure 2 , while one can assign any fitness value to NN behaviours in the search space, most assignments cannot be induced by a target matrix. This is simply because the spheres centred on each network (represented using its output matrix) and with radius equal to the square root of the fitness of the network may not intersect in one point. So, even if one started the construction of a set of functions from a function which is induced by a target matrix, permuting such a function may easily produce something which violates some of the geometric constraints that ENN fitness functions must satisfy. Indeed this is exactly what happened in the pass-through problem we presented above, as illustrated in Figure 3 .
Beyond these interesting examples, a geometric interpretation of the problem can lead to much more general results. For example, we can adapt Theorem 2 (Section 2) obtaining the following:
Theorem 6. Given a set of NN induction problems F and a search space that includes at least two neural networks ν1 and ν2 which produce identical outputs to all the input patterns in the training set, i.e., O1 = O2, then either the set F is not closed under permutation and NFL does not hold, or all of the fitness functions in F are constant.
Proof. We provide the proof of this result since it deviates significantly from the proof of Theorem 2.
It is easy to see that if two neural networks ν1 and ν2 have identical behaviour, they must have identical fitness or there (b) Figure 3 : (a) The pass-through problem generates a fitness function which requires four circles to meet at one point, T. Two of these circles have same centre (O1 and O3) and same radius (2), and so are superimposed; one is centred on O2 and has a null radius; the last one is centred on O4 and has radius 2 √ 2. (b) If the fitnesses of the first and second elements of the search space are permuted, the circle with null radius is now centred on O1, while one of the two superimposed circles of radius 2 is now centred on O2. As a result, there is now no single point T where the four circles meet.
cannot be any intersection between the spheres centred on them. This must be the case for all fitness functions in F, since they all correspond to NN induction problems (and fitness is an error measure). So, ∀f ∈ F, f (ν1) = f (ν2). However, if there exist a third network ν3 in the search space with fitness f (ν3) = f (ν1) = f (ν2), then the set F cannot be closed under permutation. If it was, then the permutation that swaps the fitnesses of ν3 and ν1 must be in it. However, with such a permutation, we would end up having a different fitness for ν1 and ν2. But this is impossible since the two networks have identical behaviours by hypothesis. So, the set F is either not closed under permutation, or there does not exist a third network ν3 with fitness different from in the search space with fitness f (ν1) = f (ν2). In other words, f is flat.
This theorem has profound implications for NN induction in relation to the competing conventions problem which is well-known to occur in many neural network architectures. Figure 4: This two networks will typically have different representations and, so, will be considered as distinct elements of the search space. However, irrespective of their inputs and the activation function of the neurons, the two networks always produce the same outputs. So, they represent a case of competing conventions.
This is caused by the fact that there are typically many ways of implementing the same behaviour with neural networks. An example is shown in Figure 4 . As a result, a searcher can sometimes waste resources exploring multiple ways of doing the same thing and trying to decide which particular convention to adopt. Surprisingly, however, competing conventions have an important link with the availability of free lunches as shown by the following new result:
In the presence of competing conventions, any non-trivial set of NN induction problems cannot be closed under permutation. So, there can be a free lunch.
Proof. This follows directly from the fact that in the presence of competing conventions multiple networks implement the same function. Thus, they have identical output matrices. If, however, there is at least one fitness function in our set which is non-flat, then Theorem 6 guarantees that the set is not closed under permutation.
This implies, that while competing conventions may be an annoyance, they actually guarantee that a superior search algorithm exists for neural networks. In other words, competing conventions in neural network spaces beat NFL.
Continuing with our geometric investigation of NFL for NNs, we find that also in neural network search the triangular inequality must be verified by all fitness functions in a set. Since this is the fundamental element that led to Theorems 3 and 4 (Section 2), we find that there are two corresponding results also for neural network search, namely: Proof. The proofs of Theorems 8 and 9 are isomorphic to those of the corresponding results in [16] provided that f is replaced with √ f . As an example, we give a short proof of Theorem 8: because of the triangular inequality
for any valid fitness function of a neural network induction problem.
These results highlight common geometric situations where there is incompatibility between the fitness representing a cumulative error measure over a training set and the assignment of fitness to neural networks.
Other new and more powerful results are easily obtained from ordinary geometry. For example, Theorem 10. Given a set of fitness functions F for NNs, if there exists any function f ∈ F and any three network behaviours O1, O2, O3 in a search space such that
the set is not closed under permutation (NFL does not hold).
Proof. Let us interpret √ f3 = d(O3, T) as the radius of a circle centred on O3 and √ f1 = d(O1, T) as the radius of a circle centred on O1. We want to understand what happens when these circles (and the corresponding radii) are swapped in relation to their ability to meet in one point with the circle centred on O2 and of radius √ f2. Clearly the new circle centred on O1 is going to be bigger after the swap, since its new radius, √ f3 is bigger than the old one, √ f1, by hypothesis. Point O2 is d(O1, O2) away from O1. The circle centred on it has not changed. So, it still has radius
, the (new) circle centred on O1 will entirely contain the circle centred on O2, and so there is no point where all three circles can meet.
By applying the triangular inequality we see that
, there is not point where the three circles meet. As a result, a T matrix cannot exist which induces the permutation of f corresponding to swapping the fitnesses of networks ν1 and ν3 of Ω. So, at least one permutation must be missing from the set F. Therefore, the set is not closed under permutation.
While this result may appear artificial, it is in fact one of the most powerful results developed in this paper from a practitioner's point of view. Let us consider an application.
Assume that ν3 is a neural network that is really bad (e.g., one that always returns a constant output irrespective of its inputs) in relation to the problems in F and one is sure that this neural network cannot solve any of the problems in F to any satisfactory degree. That is, f3 ≫ 0 for all f ∈ F. Let us further assume that ν1 and ν2, instead, are reasonably close to being solutions to at least one problem (of our choice) from those in F. As a consequence, f1 and f2 will be relatively small with f1 ≪ f3 and f2 ≪ f3. It should be easy to find networks like these in practice.
In these conditions, Theorem 10 clearly applies. So, in practice proving that a set of NN induction problems is closed under permutation amounts to finding a network that is so bad that it cannot solve any problem to any acceptable degree, and two other networks that come relatively close to solving one problem. If one can satisfy these simple conditions, than one can be certain that there is a superior algorithm for solving the problems in the set.
We conclude our treatment with a result which complements Theorem 9 in clarifying the requirements on the sorts of behaviours neural networks can exhibit in relation to the fitnesses assigned to them. While Theorem 9 provides an upper bound for distances between network behaviours, the following theorem provides a lower bound based on the relation |d(x, y) − d(x, z)| ≤ d(y, z) which is known under the name of inverse triangular inequality: Theorem 11. Let f be a NN induction fitness function. For every pair of network behaviours O1 and O2 and corresponding fitnesses f1 and f2, | √ f1 − √ f2| ≤ d(O1, O2).
Proof. Since f is a NN induction fitness function, there must be some target matrix T that induces it via the equation f = d (O, T) 2 . Let us apply the inverse triangular inequality with x = T, y= O1 and z = O2. We obtain
CONCLUSIONS
In this paper we have concentrated on the question of whether or not NFL applies to search in the space of NNs, when fitnesses represent the cumulative error a NN makes when evaluating a set of training examples. We have studied in particular detail the case where the square root of the fitness function satisfies the axioms of distances. Many NN-induction systems, particularly those based on EAs, use exactly these types of fitness functions.
We have shown that in principle under certain conditions on the behaviour of the neural nets in the search space, NFL can apply to the domains of NN induction. However, we have also shown that it is extremely easy to find realistic situations in which a set of problems is provably not closed under permutation. This implies, that there is a free lunch for techniques that sample the space of neural networks with error-based fitness functions.
Two approaches are possible for showing that free-lunches exist for search algorithms exploring neural network spaces. One is analytic and is based on Equations (9). The second is geometric. In this paper we have mainly used the latter approach to prove a variety of results which easily and practically allow someone to check whether their set of problems is closed under permutation. This can be done without having full knowledge of the fitness of all the points in the search space for all of the problems (which is normally required to check NFL applicability). In fact, in many cases knowing the fitness of two or three neural networks in just one problem may be sufficient to prove that a free lunch is possible for a whole problem set.
Often EAs are used for learning NNs in situations where no specific target behavior is known, such as for reinforcement learning problems. In future work we intend to investigate the applicability of the theory developed here to such cases. In addition, we will explore whether upper and lower bounds on search algorithm performance can be inferred using a geometric approach.
