Abstract. W e present a new CREW PRAM algorithm for nding connected components. For a graph G with n vertices and m edges, algorithm A 0 requires at most O(logn) parallel steps and performs O((n+m) logn) w ork in the worst case. The advantage our algorithm has over others in the literature is that it can be adapted to a 2-D mesh-connected communication model in which a l l CREW operations are replaced by O(logn) parallel row and column operations without increasing the time complexity.
Introduction
The problem of rapidly nding the connected components of an undirected graph presents some substantial challenges for parallel computers.
First, parallel algorithms for this problem developed for the PRAM model make extensive use of concurrent reads and writes (CRCW) to the shared memory, a n d this abstraction is poorly supported by current parallel computers. Hence great care has to be taken to minimize the impact of these operations.
Second, the standard sequential algorithm for this problem (based on depth-rst search) has optimal time complexity and small multiplicative constants, using only a few operations per vertex and edge in the graph. Parallel algorithms for this problem rely on completely di erent techniques, and in many cases do not have optimal work complexity or else perform a much larger number of operations per vertex and edge. Thus achieving high absolute performance from parallel implementations can be di cult.
In this paper we d e v elop a new parallel algorithm for connected components that is designed for the 2-D mesh communications model instead of the shared memory Algorithm A 1 is the adaptation of A 0 to the mesh, and is based on an adjacency matrix representation of G. This algorithm performs O(log n) parallel row a n d column reduction and broadcast operations, but performs O(n 2 log n) w ork, hence achieves very poor work e ciency on sparse graphs. Since sparse graphs are typical in applications requiring high-speed determination of connected components (see Gre93] ), this is unsatisfactory.
Algorithm A 2 uses a sparse representation of the adjacency matrix and again performs O(log n) r o w and column operations but reduces the work to O((m + n) log n) on all graphs. A cyclic decomposition of the underlying adjacency matrix over processors, tends to distribute the sparse edge set uniformly over processors while insuring that the communication structure of the row and column operations is preserved.
On a 4096 node graph, our implementation of A 1 on an 8,192 processor MasPar MP-1 (at approximately 0.2 Mops/sec per processor) achieves a performance varying from 10 5 to 10 8 edges per second with increasing density of the graph. Our implementation of A 2 improves on A 1 by about a factor of three for sparse graphs.
The rest of the paper is organized as follows. We i n troduce the basic PRAM algorithm A 0 in section 2. Section 3 describes the implementation o f A 1 and A 2 under a mesh-connected communication model. Section 4 reports on the implementation of A 1 and A 2 on the MasPar MP-1 and gives performance statistics. We discuss other connected components algorithms and compare their results with A 2 in section 5. Section 6 shares our plans for further improvements to the algorithms. Finally we present our conclusions and ideas for continuing research in section 7.
Main Algorithm
Let G = ( V E) be an undirected graph, with vertices V = f1 : : : n g and jEj = m. F or u,v 2 V , there is a path between u and v, written as u !v, i there exists a sequence of vertices w 1 : : : w k ] s u c h that w 1 = u w k = v and 8 i : 1 i < k :: (w i w i+1 ) 2 E.
The connected component problem is to compute for each v 2 V a l a b e l P (v) such that 8 u v 2 V : u ! v i P(u) = P (v). We require that any labeling function satisfy P : V ! V and 8 u v 2 V : P(u) u. Under these conditions P is a parent function and induces a forest of rooted t r ees on V , with each tree rooted by some vertex r for which r = P (r). A rooted star is a tree T of height one with a r o o t r such that P (v) = r for each v ertex v 2 T. Our solution to the connected components problem sets P (v) to be the smallest vertex reachable from v, which de nes a rooted star for each c o m p o n e n t.
Our PRAM algorithm, A 0 , starts with P (v) = m i n (v minfu j (u v) 2 Eg) for all v 2 V (i.e. for each v, the smallest vertex within distance one of v), and iteratively improves P until it converges on the solution. Note that the initial parent function may c o n tain a tree of height a s m uch a s n ; 1. Each iteration of the algorithm changes P as follows. opportunistic pointer jumping: De ne the chain from a vertex u 2 V to be the sequence of vertices from u to the root of the tree containing u. The opportunistic pointer jumping step attempts to decrease the height o f chains through a pointer doubling operation for each v ertex u of the form P 0 (u) : = P(P (u)), shrinking the height h of the chain to d h 2 e. H o wever, u can perform pointer jumping either through its own chain or through that of one of its neighbors in G. The neighbor v of u with the least value for P (v) determines the chain into which u performs a pointer jumping step (see Figure 1 ). Therefore a vertex may switch trees or leave one rooted star for another as part of this step. Therefore, vertex u changes its parent t o P ( w) = P ( P ( v)) rather than P(P(u)).
tree hanging: If a vertex v with parent u = P(v) switches chains so that P 0 (v) ends up a smaller value than P 0 (u), then P 0 (u) i s s w i t c hed to P 0 (v). There may b e m ultiple children of u that can improve P 0 (u), in which case P 0 (u) is set to the minimum of the new parents of all its children (see Figure  2 ). Subsequently a single normal pointer jumping step is used to ensure that rooted stars can be hung onto a tree without changing the tree's height. This step is not necessary for correct execution of A 0 , but simpli es the time
Figure 2. Tree Hanging: Vertex u nds that its former child, vertex v, has found a smaller numbered parent during the opportunistic pointer jumping step (i.e., w = P 0 (v) < P 0 (u)). The tree hanging step changes the parent o f u from P 0 (u) t o w = P 0 (v) i f w is the minimum of the new parents of the old children of u. complexity proof. The tree hanging operation is critical for rapid convergence and plays the same role as the grafting operation of SV82]. Theorem 2.1. On termination of A 0 , 8u v 2 V P(u) = P(v) () u !v Proof ()): 8u 2 V u! P(u) i s a n i n variant of the loop: each c hange to P(u) preserves u ! P(u). Hence if P(u) = P ( v), then u ! P(u) = P ( v) ! v and therefore u ! v. ((): By contradiction. Assume A 0 has terminated with P(u) 6 = P ( v) a n d u !v. Then 9 (w i w i+1 ) o n u !v such t h a t P ( w i ) 6 = P ( w i+1 ). This means that P(w i ) < P(w i+1 ) o r P ( w i ) > P(w i+1 ). In either case, the opportunistic pointer jumping step would change P(w i ) o r P ( w i+1 ) so that the termination condition (OldP = P)
could not hold. This contradicts the assumption that A 0 has terminated.
2.2. Complexity. Termination of A 0 is guaranteed because each iteration of A 0 satis es 8u 2 V : P (u) OldP(u), which can be established by observing that (1) P (u) u is an invariant o f A 0 and (2) each c hange to P (u) can only decrease its value or leave it the same. Since P is strictly decreasing on each iteration on which A 0 does not terminate, and is bounded below b y the connected components labeling, A 0 must terminate.
In practice, we h a ve observed that the number of iterations of the outer loop is very small, but the complexity i s O(logn). To see this, observe that logn steps will reduce any tree formed by P, that does not have another tree hook onto it, to a rooted star. Any c hain that did have trees hook onto it, may take another logn steps to shrink to height one. Note that the number of trees never increases. In most iterations both the number of trees and the height o f e a c h tree decreases. In the worst case, if all trees shrink to rooted stars without forming complete components, it takes one more step to get the nal connected components of P and another logn iterations to shorten these new chains to rooted stars.
Implementation on a mesh
The connected components algorithm of section 2 has the nice property t h a t i t can be mapped to a mesh-connected computer without needing costly concurrent read operations in a shared memory. The pseudo code presented below represents the mapping to the mesh utilizing only the row and column communication primitives shown below, which are quite e cient on computers like t h e M a s P ar. During the opportunistic pointer jumping and tree hanging steps, the parent values are stored in the columns of P 0 , such that the parent o f v ertex j is stored in column j. The normal pointer jumping step then returns the parent v alues to the rows of P for the next iteration. All values needed at any step in the algorithm are in the row or column of one of the matrices. Hence, only row or column communications is required.
Functions:
MinCol(M n n ) : Q n n MinRow(M n n ) : Q n n MinNeighbor(A n n u ) : v MinCol() nds the minimumvalue in each column of the matrix M and copies these values to every entry of the respective columns of the return matrix Q. MinRow() performs the respective operations on the rows of the matrix. The third function, MinNeighbor(), returns the minimum of u and the minimum vertex adjacent t o u in the adjacency matrix A (all necessary information for this function can be found in column u). Note that all three of these functions can be implemented quite e ciently on most mesh computers.
Variables:
A n n adjancency matrix representation of the graph P 0 P n n values of parent function P() M Q n n storage matrices Initializations: The opportunistic pointer jumping and tree hanging steps both serve t o m o ve vertices closer to the correct root for the connected component t o w h i c h they belong. A v ertex may switch from following one parent to another if it nds that one of its neighbors has found a smaller vertex (or root). These two steps serve to group trees into connected components while reducing each connected component t o a rooted star. In contrast the normal pointer jumping step of the algorithm can only shrink a tree to a rooted star, something the opportunistic pointer jumping step also does. Hence, in practice we nd that replacing the normal pointer jumping step with another opportunistic pointer jumping step improves the performance of the algorithm. Since the next iteration will do another opportunistic pointer jumping step, we can further simplify the implementation of the algorithm by dropping the last pointer jumping step so the loop only consists of one opportunistic pointer jumping step followed by tree hanging.
A graph can be represented as a matrix or an adjacency list. The variation in representation gives rise to di erent behavior. While the rst representation is well suited to dense graphs it is quite wasteful for sparse graphs. Algorithm A 1 , described in section 3.1, stores the graph as an adjacency matrix. Algorithm A 2 , described in section 3.2, stores the graph as an adjacency list. A 1 is better suited for dense graphs while A 2 is better suited for sparse graphs as shown in section 4. 3.1. Algorithm A 1 : Matrix Representation. Consider a mesh of p p processors (or PEs, for processing elements). In the following discussion we a s s u m e that wrap-around connections exist on the mesh, though it is not essential to the algorithm.
We combine matrices P and A by storing P ij in A ij if (i j) 2 E and 1 otherwise.
Call this matrix M. W e then use the diagonals of M to store OldP(), P 0 ij . T h e matrix M is distributed by mapping M(i j) to PE(i mod p j mod p). Combining this mapping with our algorithm, PE(a b) only accesses M(i j) if either i mod p = a or j mod p = b. In both cases the required data is found within the row o r column.
The work complexity of algorithm A 1 is O(n 2 log n), each P E d o e s O(( n p ) 2 ) w ork per iteration. The total number of iterations is O(logn) and the total number of PEs is p 2 .
3.2. Algorithm A 2 : Adjacency List Representation. If most of the elements in M are 1, w e w aste space and time performing operations on the adjacency matrix. So instead of distributing the entire matrix we can distribute only the non 1 entries in the matrix | just the edges. Our approach is to store a sparse adjacency matrix. We use the cyclic decomposition from A 1 : a n e d g e ( u v) i s stored at the processor PE(u mod p v mod p), but we only store edges present i n the graph and elide the 1 values. Thus we h a ve a list of (u v) v alues at each processor. We can implement t h e r o w and column minimum operations by merging lists between processors, retaining the minimum u value for elements with equal v values or vice versa (for this to yield a constant cost per edge, we m ust keep the lists in sorted order). This implementation doesn't spoil the communication characteristics of the algorithm since the required information can still be found in the row or the column, but we m a y end up with load balancing problems if the edges are not uniformly distributed in the graph (see Section 6.1).
The adjacency list is constructed and pre-processed in parallel at each processor. The list is sorted using min(u v) a s t h e k ey, and the RowMin and ColMinoperations work locally on the list before communicating with other processors. The list pre-processing and the higher operation count per row or column operation increases the per edge cost compared to A 1 , but this is o set by the reduced work (relative t o t h e n 2 adjacency matrix when the graph is su ciently sparse).
The work complexity of this implementation i s O((n + m) l o g n), since we represent only the m edges and the n values for P , P 0 , etc. The number of iterations stays the same. In our current implementation of A 2 , e a c h processor still does some work for vertices that do not have adjacent edges mapping onto that processor eliminating this work will further improve the timings.
Performance Results
We tested the performance of algorithms A 1 and A 2 on star, chain, tertiary, 2 Dmesh, 3D-mesh and random shaped graphs. We found that star graphs provided the best results while long chains yielded the worst. Since the star and chain graphs were created to exploit strengths and weakness speci c to our algorithm, we d o n o t present those timing results. We h a ve c hosen instead (for brevity) to report results measured on the canonical graph benchmarks of random and tertiary graphs and variations thereof.
Many algorithms are quite sensitive to the structure of the graph. For example, a class of graphs that are recursively de ned as graphs of vertices which a r e themselves graphs (with di erent density and structure) pose di culties for some connected component algorithms. Such graphs are sometimes called hard g r aphs.
Due to the dependence of our algorithm on a chain's length, and not the actual structure of the graph, such graphs do not negatively impact the performance of our algorithms. In some cases our algorithms execute faster on hard graphs than the`simple' graphs reported in this paper because hard graphs have more dense connections that shorten the chains in the graph.
Section 4.1 de nes the graph terms we use to describe our suite of benchmark graphs. Section 4.2 describes how w e built our test graphs. Section 4.3 addresses how graphs are read into the MasPar and distributed. Sections 4.4, 4.5, and 4.6 address the performance of algorithms A 1 and A 2 on random, tertiary, and grid graphs respectively. The timing tests reported in this paper (except the sequential algorithm) were performed on a 8192 processor MasPar MP-1. 4.1. De nitions. A graph in which e a c h pair of distinct vertices is joined by a n edge is called a complete graph. The number of edges in a graph as a percentage of complete cover is called its density: e.g., a p% dense graph has p 100 n(n;1) 2 edges, n being the number of vertices in the graph. The number of edges incident on a vertex is called its vertex degree and the degree of the graph is its maximum vertex degree. A 2D graph is a subset of a two-dimensional toroidal grid. The neighbors of a vertex in a 2D graph form a subset of the four neighbors on such a grid Gre93]. Similarly, a 3D graph is a subset of a three-dimensional toroidal grid Gre93]. The vertices of a random graph are joined at random, and unless otherwise noted, the number of components is not constrained it is a function of the random edge generation. Each v ertex of a tertiary graph has degree 3. When no duplicate edges are allowed, a tertiary graph has 1:5n edges.
4.2. Generating Benchmark Graphs. Initially, w e created graphs`on the y' as other research projects had done KLCY94, H R D 9 4 ]. However, we found that this method presented two problems. First, duplicate edges were created which in ated the`actual' number of edges, resulting in better performance for our algorithms. The second problem was that creating graphs on the y precluded the possibility o f accurately comparing algorithms implemented on di erent machines (or by other groups). We h a ve created a tool, mkgraph, t h a t w as used to generate a suite of benchmark graphs for nding connected components. This program creates a binary graph le consisting of a list of unique, undirected edges that conform to the options provided on the command line.
The program can create graphs with a speci c number of components that conform to one of four component structures: star, chain, mesh or random. The structure de nes the minimal connections between the nodes when forming the component. After the initial component is created, the rest of the edges for that component are added at random.
The total number of edges in an n node graph is de ned by t h e v ertex degree or graph density. I f a v ertex degree is speci ed, all vertices of the resulting graph have the requested degree. Otherwise, the density parameter is used to de ne the total number of edges in the graph.
4.3. Reading and Distributing Graphs. All of our performance results were measured with graphs created by t h e mkgraph tool. The graphs were read into the MasPar and then distributed to the proper PEs in parallel. Although we measured the time taken to read and distribute the graphs, this time is not included in our performance results. Only the actual time to nd the connected component i s presented in this paper. It is interesting to note that the time to read and distribute the graphs ranged from 200 milliseconds to 2 seconds depending on the number of edges. While reading the le in parallel rather than sequentially signi cantly reduced the time it took to load the graph (by a few orders of magnitude), it still dominated the time it took to actually nd the components for most graphs. We have determined that the limiting factor in loading the graph is the disk network itself and not the use of the router, which indicates that using the MasPar to nd connected components must be part of a larger problem as opposed to a stand-alone program.
Each PE reads m p edges from the le where we h a ve m edges and p processors. The edges are then distributed to the proper PE via parallel sends using the router. We studied several di erent decompositions and found a cyclic decomposition based on the vertex values provides the best performance on average. Table 1 shows our results when we v aried the number of nodes from 1000 to 8000 while maintaining a constant density of 2%. The times for both algorithms increase almost linearly as the number of nodes is increased.
Our next suite of graphs all have 4096 nodes, but their density v aries from 1% to 10%. Table 2 , and the density approaches 100%, A 1 gets faster. The inverse is true for A 2 whose time to nd the connected components increases almost linearly with the increased number of edges. Table 3 also shows what happens when the density i s k ept constant at 50%, but the numb e r o f n o d e s is increased (as in Table 1 Table 3 . Dense Graphs: The time for A 1 goes down as we start approaching the completeness of the graph since the distance of any vertex to the lowest numbered vertex in its component decreases, which i s w h a t d r i v es the complexity of algorithm A 1 . 4.5. Tertiary Graphs. Regular tertiary graphs are included in our benchmark suite of sparse graphs. Tertiary graphs satisfy the property that each v ertex has exactly three neighbors. The neighbors are picked at random by t h e mkgraph program such that all vertices have degree 3. Thus, each tertiary graph has 1.5n edges. As with all graphs generated by mkgraph, no self-loops or duplicate edges are allowed.
We employed a number of other de nitions for tertiary graphs, but the performance of our algorithms was not signi cantly a ected. In particular, we created AD3 KLCY94] graphs. Each v ertex in an AD3 graph selects between 0 and 3 neighbors so that one vertex may end up being directly connected to many different nodes. Such graphs tend to have m o r e c o m p o n e n ts KLCY94]. We also generated graphs in which the degree of each v ertex lies between 0 and 6 (uniformly distributed). The performance of A 1 and A 2 on these graphs mirrored the results shown for tertiary graphs.
Nodes
A 2 Comments time (ms) 50,000 2,095.6 75,000 Edges 100,000 4,160.0 150,000 Edges 150,000 6,208.6 225,000 Edges 200000 8,246.1 300,000 Edges 250000 10,288.8 375,000 Edges Table 4 . Tertiary Graphs: These are highly sparse graphs. The degree of a node is xed to 3, but the neighbors are selected randomly. I f w e let the degree vary from 0 to 6, the performance of the algorithms does not change noticeably.
We only present performance results from A 2 on sparse graphs. There are two reasons for this. First, the data structures required by A 1 become too large to t in memory when the number of vertices gets beyond 9,000. Second, A 1 is designed for dense graphs and doesn't perform well on these sparse graphs.
The times shown in Table 4 are considerably higher than those in the previous tables. The time taken by A 2 to nd the connected components of the tertiary graphs ranges from approximately 2.01 seconds to 10.29 seconds when the number of nodes varies from 50,000 to 250,000.
4.6. Grid Graphs. The other class of sparse graphs in our suite are the grids. We generated two dimensional (2D) and three dimensional (3D) grid graphs. For each possible edge of the grid, the probability that it exists in the graph was varied. The probabilities were 0.4, 0.6, 0.2, and 0.4 for graphs of classes 2D40, 2D60, 3D20 and 3D40 respectively.
Grids are highly sparse graphs. As Tables 5 and 6 indicate, A 2 is not a ected by the structure of these graphs as much a s i t i s b y their density. Most of these graphs have l o n g c hains in comparison with random or tertiary graphs. As the density of the graph increases, the average number of components and average length of a chain decreases. The impact of the longer chains is clearly re ected in the longer execution times of A 2 in Tables 5 and 6. A Table 6 . 3D Grids: 3D20 and 3D40 are highly sparse three dimensional grids. The corresponding probability of the existence of a grid edge in the graph is 20% and 40% respectively.
Slower Algorithms
While working with early versions of A 1 and A 2 we e v aluated the possibility of performance gains using random mating techniques from the RM algorithm of Ble90], a variation of which w as presented as cc RM2() in Gre93]. Table 7 shows timing results of the NESL program cc RM2() compared with the MPL implementations 1 of Algorithm 5.2 of J 92] and algorithm A 2 . W e a c knowledge that the comparison is not entirely fair since MPL programs are in general faster than NESL versions.
Greiner claims the RM algorithm has O(log n) time complexity a n d O(m log n) work complexity i n t h e w orst case. However, the RM algorithm relies on CRCW capabilities, and the MasPar doesn't provide such support in hardware. CRCW can be simulated using library routines as was done in HRD92], but then the constant communication costs assumed in the PRAM analysis isn't constant i n t h e implementation. Moreover, the NESL implementation of the RM algorithm uses calls to the router for the mating, which can take up to 100 times longer than a mesh oriented communication mechanism. Our attempts to remove calls to the router led to algorithms similar to A 2 , but less e cient. Next we attempted to use random mating techniques at selected points in the algorithm. However, the performance cost of simulating the CRCW requirements of RM outweighed the potential bene ts. We h a ve concluded that random mating will not improve t h e performance of A 1 or A 2 . Algorithms A 1 and A 2 perform well on the MasPar because great care has been taken to eliminate calls to the router and they don't require CRCW capabilities. We also implemented a simple sequential algorithm based on depth rst search o f the graph. This was implemented on an HP 9000-712/80, an 80MIPS machine. We found that for small 2 2% random graphs the sequential implementation beat our MasPar algorithms. As the graph grows beyond 4K nodes, the sequential implementation starts getting slower. We observed that the sequential implementation exhibited about 2-7 times improvement in performance for sparse random graphs of up to 8K nodes over the MasPar routines. However, the sequential machine did not have su cient memory to store larger graphs. Therefore, performance dropped considerably when the graphs were paged in and out of memory. The performance of the sequential machine was limited by memory even though it had a signi cantly faster processor than the type of processors used in the MasPar.
Faster Algorithms
The success of a parallel algorithm lies in how w ell it keeps the processors busy and how w ell the communication pattern can be mapped onto the structure of the machine. We used fast communication mechanisms, but load balancing remains an issue.
We found that cyclic (cut-and-stack) decomposition provides better all around performance than hierarchical (block) decomposition for the sparse graphs handled by A 2 , but both of these simple virtualization techniques can result in load imbalances among the processors. While rst developing our graph creation tool (see Section 4.2) to build the benchmark graphs, we employed a bad random number generator and our random graphs were not very random. The resulting graphs produced a load imbalance that was worse than 50:1 (and we m a y nd such graphs in practice). This type of load imbalance creates more work than our O(m log n) goal, but the overall execution times were still not far from the numbers reported in this paper | they were about 10{20% slower. With a more uniform random number generator in place, we see processor load is balanced quite well with a load imbalance on the order of 1:3:1 for 2% complete 8,000 node graphs. However, we have seen an imbalance as high as 5:4:1 for some graphs.
We h a ve i d e n ti ed three distinct methods of improving the performance of our connected components algorithms. The next three sections outline these ideas.
6.1. Load Balancing. Virtualizations based on random sampling may i m p r o ve the load balance between processors when an imbalance exists. To come close to the best known PRAM complexity o f O(m log n), we need to get the work distributed evenly. One way t o a c hieve this goal would be to execute a fast graph pre-conditioner that determines load balance and sparsity of the graph before it is distributed. Our plan is to have e a c h PE randomly select edges from the block i t reads and execute the pre-conditioner. This sampling is sorted and then segmented scans count the degree of each node to determine the connectivity.
Load balancing can also be performed by creating new edges in under-loaded PEs and then mapping some of the edges from the overloaded PEs to these new edges. One can think of it as splitting graph G that contains a node u into two graphs G 1 and G 2 that contain nodes u 1 and u 2 respectively. F or each e d g e ( u v) 2 G there exists either (u 1 v ) 2 G 1 or (u 2 v ) 2 G 2 . In addition, the edge (u 1 u 2 ) is created. The resulting graph G 0 = G 1 G 2 has the same connected components as G.
6.2. Graph Contraction. Graph contraction, which substitutes a smaller, simpler graph problem for the original graph, is another promising method for reducing the work complexity of our algorithm. In practice, after a couple of iterations, we get several trees that form rooted stars. Some of these rooted stars are actually stagnant trees while others are connected components that have already collapsed to a star. Building a new graph with single nodes representing the rooted stars and keeping only the vertices and edges necessary to continue the algorithm has the potential to greatly reduce the work complexity. H o wever, graph contraction introduces its own set of problems. It can cause load imbalance, especially with vertices that have dense connections in the new graph. Another problem in implementing graph contraction is recognizing the duplicate edges that are no longer needed in the smaller graph. Duplicate edges arise when one node in the contracted graph represents a stagnant rooted star that has edges connecting multiple leaf vertices t o a n o d e i n a c hain of another tree. While both of these problems have been solved before, the solution employed must use only row or column communication primitives if we are to reduce the execution time of the algorithm as we l l a s i t s w ork complexity.
6.3. Type of Graph. There exist a variety of algorithms that perform di erently on di erent classes of graphs. If we could identify the best possible algorithm for a g i v en class of graphs and given a graph, identify its class e ciently, w e m a y b e able to nd components of any given graph e ciently.
In this enhancement, we c hoose one of the connected components algorithms based on the graph density in the sampled data. The hard part is nding the correct density thresholds for the sampled data. We h o p e t o s p e n d a s m a l l a m o u n t of time up front to select the proper algorithm and to create a balanced work load. For a large class of graphs, this overhead will be more than o set by the e ciency gained by selecting the correct algorithm and having the work evenly distributed.
We feel that this type of sophisticated virtualization is the key to nding connected components quickly. I t p r o vides the opportunity to select the best algorithm for the graph density and to distribute the work evenly.
Conclusion
We h a ve s h o wn how to implement pointer jumping and related CRCW PRAM operations using simple row and column operations to minimize communication time and thus speed up the total execution. We h a ve encouraging performance results, and have shown the feasibility of e cient implementations on modest sized machines. The graph in Figure 3 shows the e ectiveness of our algorithms. The number of edges were varied while keeping the number of nodes constant at 4096. The performance of algorithms A 1 and A 2 have been compared with a sequential implementation on an HP 712/80 workstation. The size was kept small to accommodate the sequential implementation, but the general characteristics of A 1 and A 2 is reected in this graph. (For larger graphs, the sequential implementation becomes less competitive a t l o wer densities.) The time of A 1 , which uses the adjacency matrix explicitly, remains relatively constant, while the time of A 2 increases with the number of edges. The shape of the graph for A 2 tracks the sequential implementation much more closely since it uses an adjacency list like representation.
Not surprisingly, the key to getting good execution times for sparse graphs is the careful implementation of the row and column operations on the sparse adjacency matrix. We believe w e can get results on highly sparse graphs that rival our random graph times by additional e orts in this area. With more data structure changes, we think we can increase the size of the graphs that we will be able to process and reduce the total time. We also believe t h a t s u c h c hanges will make i t p o s s i b l e t o d o work at each step strictly proportional to the largest numb e r o f e d g e s p r e s e n t o n any processor. To this end, we believe there is a potential bene t in using sampling techniques to reduce the work balance problem to a manageable task.
Further work in this area includes the analysis and implementation of the row and column operations on other parallel machines to examine their performance relative t o C R CW operations. If the results of that e ort look promising, there are many other CREW and CRCW PRAM graph algorithms that employ p o i n ter jumping and similar operations that could be implemented using the techniques we have described to make them more practical on current parallel machines.
