Traditional¯ngerprint veri¯cations use single image for matching. However, the veri¯cation accuracy cannot meet the need of some application domains. In this paper, we propose to use videos for¯ngerprint veri¯cation. To take full use of the information contained in¯ngerprint videos, we present a novel method to use the dynamic as well as the static information in ngerprint videos. After preprocessing and aligning processes, the Inclusion Ratio of two matching¯ngerprint videos is calculated and used to represent the similarity between these two videos. Experimental results show that video-based method can access better accuracy than the method based on single¯ngerprint.
Introduction
Verifying a person's identity is very important to the human society. Questions such as \Is this person authorized to enter the facility?", \Is this individual entitled to access the privileged information?", and \Did this person previously apply for a passport?" are routinely asked in a variety of organizations in both public and private sectors. 16 Traditional token-(e.g. keys or ID cards) or knowledge-(e.g. password or PIN) based methods no longer su±ce to verify a person's identity. Since biometric identi¯ers (e.g. ngerprint, face, iris, gait, and voice) cannot be easily misplaced, forged, or shared, they are considered more reliable for person recognition than the traditional methods.
Among all the biometrics,¯ngerprint is most widely used for its well-known distinctiveness and persistence properties. After almost 40 years of research and development, the automatic¯ngerprint identi¯cation systems (AFIS) have been widely developed in both government and civilian applications. However, there are still some challenging problems which hinder the larger scale deployment.
One of the primary limitations of¯ngerprint is its less than satisfactory accuracy performance in several application domains. The authentication results of AFIS are not always correct because of sensor noise and limitations of feature extractor and matcher. So the correct authentication may not be guaranteed and an impostor may be incorrectly accepted, which is intolerant for some applications. Another limitation of¯ngerprint involves security issue. With the wide deployment of AFIS, the threat of identity theft and¯ngerprint system attacking has reached an unprecedented magnitude. When a person touches something with smooth surface (e.g. cups, glass, keyboards), the latent¯ngerprints will be left on the surface. Once the¯ngerprint of someone is compromised, a new one cannot be issued (a di®erent¯nger may still be used but unlike password and keys, we have only limited number of¯ngers).
To obtain a better accuracy performance of the¯ngerprint systems, three aspects of work are undertaken. First, researchers focus on improving one or more steps of the AFIS using a single¯ngerprint. The steps include segmentation, 2,32 enhancement, 10, 28, 33 and matching, 8, 24 etc. Second, researchers propose to combine the evidence obtained from multiple sources including multiple biometric traits, 1, 9 multiple sensors, 18 multiple representations and matchers, 13, 20, 21 multiple¯ngers, 21 and multiple impressions of a same¯nger. 14, 23, 26 Third, new features are explored for matching beyond the most commonly used minutiae feature. Ridge-based, 7 ,17 texture-based, 13, 25 and correlation-based 3, 19 features and matching methods have been studied. Level 3 features such as pores and ridge contours extracted from high resolution¯ngerprint images are employed for¯ngerprint recognition and the performance gain by introducing level 3 features is also studied. 4,11,29À31 Learning framework is also proposed for adaptive¯ngerprint identi¯cation. 15 Qin et al. 22 proposed video-based¯ngerprint veri¯cation by de¯ning two kinds of similarity to calculate the¯nal match score of two matching videos. Dorai et al. 5, 27 have acquired¯ngerprint videos while a¯nger is interacting with the sensor. Then they measure the distortions and dynamic behaviors from a video and also propose a new type of biometrics called the \resultant biometrics." This o®ers us enlightenment that we can use videos for¯ngerprint veri¯cation to achieve an improved performance. With the advent of faster capture hardware and faster processes, newer systems can capture and exploit video signals for applications. Figure 1 shows a sequence of images in a¯ngerprint video. There are three main advantages to use¯ngerprint videos for veri¯cation. First, the enrollment time and user experience of capturing a¯ngerprint video is the same as that of capturing a single impression. Second, a¯ngerprint video contains wealth of information including both static and dynamic information. All the information can be expected to be useful for¯ngerprint veri¯cation. Third, although the latent¯ngerprint left on surfaces may be compromised, the dynamic information cannot be left on surfaces and be acquired without the normal capturing process. So, the use of videos can alleviate the security issues associated with¯ngerprint authentication. Video-based¯ngerprint veri¯cation is a new approach and it extends the existing technology for¯ngerprint veri¯cation.
A critical problem of video-based¯ngerprint veri¯cation is how to make full use of the information contained in the videos. In this paper, a novel method is proposed to take advantage of the information in¯ngerprint videos for a better accuracy performance. The overall block diagram of our video-based¯ngerprint veri¯cation framework is shown in Fig. 2 . First, several pairs of¯ngerprint images are selected from two matching videos, respectively. Then we de¯ne and calculate Inclusion Ratio to measure the similarity between two matching¯ngerprint videos.
The rest of this paper is organized as follows. Section 2 presents the preprocessing and aligning algorithms. Section 3 gives the de¯nition and calculating method of Inclusion Ratio. Section 4 describes the experiment procedure and presents the experimental results. Finally, conclusions are given in Sec. 5.
Preprocessing and Aligning Algorithms
The raw enrolled¯ngerprint videos cannot be used for veri¯cation directly as there may exist¯ngerprint images which have limited bene¯ts for recognition. The computational cost will be reduced if fewer images are used for veri¯cation. So, a preprocessing step is needed to select¯ngerprint images that will be used for veri¯cation. In our method, we have to decide which¯ngerprint image from the enrolled video is going to match against which¯ngerprint image from the claimed video. Therefore, an aligning algorithm is needed.
Preprocessing of¯ngerprint videos
Due to high frame rate of¯ngerprint video scanner and/or the low movement speed of the¯nger on the sensor surface, there may exist adjacent images which are completely the same. So, we preprocess the raw video to eliminate the redundant images. Fingerprint images with too small foreground area will also be eliminated. Suppose the set of¯ngerprint images in an enrolled¯ngerprint video is represented as
where m is the number of images and F R i is the ith image. After preprocessing, the set of remaining¯ngerprint images is represented as
where n ðn mÞ is the number of images and F E i is the ith image. The image with largest¯ngerprint area in this sequence can be presented as F Similarly, we can also get the preprocessed claimed videos represented as
where l is the number of images and F C i is the ith image. The image with largest ngerprint area in this sequence can be presented as F C max c ð1 max c lÞ.
Aligning algorithm
Considering the computational complexity, we have to use fewest impressions in ā ngerprint video to get as higher accuracy as possible. Here, we propose an aligning method to reduce the number of impressions according to the characteristics of ngerprint videos. Generally speaking, from a¯nger contacting the sensor surface to the¯nger leaving the surface, the¯ngerprint area of the impressions¯rst enlarges gradually and then decreases gradually as shown in Fig. 1 . The impression with largest¯n-gerprint area could be seen as the \datum point." Suppose there is a pair of matching videos, the frame sequences after preprocessing are E and C as described in Eqs. (2) and (3), respectively. We select F 1; 2; . . . ; minfn À max e; m À max cg). Impressions that have no correspondences will not be used for veri¯cation. After aligning, there will be the same number of remaining impressions in each video. An example of our aligning method is shown in Fig. 3 .
Inclusion Ratio Calculating
After preprocessing and aligning processes, the pairs of matching¯ngerprint images are selected. For each pair of¯ngerprints, we use a single impression-based matching algorithm 12 to get the set of matched minutiae. Thus the static information in the videos is used. We propose a new concept called Inclusion Ratio which investigates the relationship among the matched minutiae sets. Therefore, the dynamic information in the videos is used.
Considering an enrolled¯ngerprint video V 1 and a claimed¯ngerprint video V 2 , after preprocessed and aligned, the set of remaining¯ngerprint images of V 1 can be represented as
where k is the number of images and F E i is the ith image. The set of remaininḡ ngerprint images of V 2 can be represented as
where k is the number of images and F ; tÞ, where x; y; ; t are respectively the x-coordinate, y-coordinate, orientation which is de¯ned as the local ridge orientation of the associate ridge, minutiae type. Now considering a minutia ðx 1 ; y 1 ; 1 ; t 1 Þ in S E i and a minutia ðx 2 ; y 2 ; 2 ; t 2 Þ in S E iþ1 , if Eq. (6) is satis¯ed, we will recognize them as the same minutia: j x 1 À x 2 j thr 1 and j y 1 À y 2 j thr 2 and j 1 À 2 j thr 3 and
In this Eq. (6), thr 1 , thr 2 , and thr 3 are three thresholds determined experimentally. Þ. An example is shown in Fig. 4 .
But for the impostor¯ngerprint videos, all the one-on-one matchings are impostor matches. Because the one-on-one matching algorithm is to get the largest number of matched minutiae and no genuine matches exist, so with the variation of the¯n-gerprint area, the translation and rotation values of di®erent matching pairs tend to be di®erent and thus the matched minutiae sets should not have good inclusion relationship. An example is shown in Fig. 5 .
Based on this idea, we propose Inclusion Ratio calculating algorithm which is summarized in Algorithm 2.
Experimental Results

Database
To our knowledge, NIST 24 database is the only public database of¯ngerprint videos. However, the¯ngerprint videos in this database are with deliberate distortions and deformations. Moreover, the purpose of distributing NIST 24 database is to determine how well the system tolerates signi¯cant plastic distortions, not to directly use videos for veri¯cation, which is quite di®erent from the purpose of this paper. So, NIST 24 database is not suitable for testing our video-based method.
We collected¯ngerprint videos from 50 individuals using an optical¯ngerprint capture device. The frame rate is 25 frames/s and the frame size is 400 Â 400 pixels with 72dpi and 256 gray level. The subjects mainly consisted of volunteers from the students and sta® at Shandong University. All the subjects were not told the purpose of the capturing which guaranteed the capturing process of a video was the same as that of a single impression. This database was collected in two sessions, with an interval of one month. In each session, a subject was asked to provide¯ve¯ngerprint videos. Therefore, each person provided 10 videos and our database contained a total of 500 (50 Â 10) videos. The¯ngerprint images in our database vary in qualities and types, including incompleteness, creases, scars, and smudges in the ridges or dryness and blurs of the¯ngers. Some¯ngerprint samples are listed in Fig. 6 . After preprocessing, the number of remaining frames in a video is 9.6 on average.
Veri¯cation
The performance of a¯ngerprint veri¯cation system is mainly described by two values, i.e. false acceptance rate (FAR) and false rejection rate (FRR). FAR and FRR for a given threshold are de¯ned as
and where ! 1 and ! 2 represent the classes of true genuine matches and impostor matches, respectively, D 1 and D 2 denote the decisions of genuine matches and impostor matches, respectively. The equal error rate (EER) is computed as the point where FAR ¼ FRR. As a reference for comparisons, the experiment based on a single¯ngerprint impression is also carried out. The¯ngerprint image with the largest¯ngerprint area in a video is chosen for single¯ngerprint-based matching. The single impressionbased matching method 12 is the same as the one-on-one matching method used in our video-based method. For the 50 Â 10 videos, there will be 2250 genuine matches. We select the 1st and 2nd videos of every subject for impostor matches and the number of matches is 2450. Therefore, the total number of matches is 4700. The number of images in a video after aligning process, i.e. the value of k which is de¯ned in Eqs. (4) and (5), is 5.8 on average. We also carry out an experiment in which the value of k is limited to no less than 9. The number of genuine matches and impostor matches are respectively 613 and 844 and the average value of k is 10.8 in this condition. The receiver operating curves (ROC) of single¯ngerprint-based method and video-based method under both conditions are shown in Fig. 7 and the EER values are shown in Table 1 .
Time consumption
The video-based¯ngerprint system is implemented using Visual Cþþ 6.0 on a PC embedding one 2.4 GHz CPU. Total time consumption of matching two¯ngerprint videos includes four parts: preprocessing, aligning, acquiring matched minutiae sets, and calculating inclusion ratio. Execution time of the four parts is on average 0.007 537 ms, 0.001 295 ms, 169.635 3 * k ms and 0.079 11 ms, respectively, where one matching based on single impression takes 169.635 3 ms and k is the average value of k in all the matches of¯ngerprint videos. Table 2 shows the time consumption of single impression-based method and each steps of the proposed method. The majority of total execution time comes from acquiring matched minutiae sets. Suppose the time complexity of the one-on-one matching based on single impression is O(1), then the time complexity of one matching based on¯ngerprint video is O(k). In this experiment, the value of k is 5.8 and the total execution time is about 0.9 s. When we limit k to no less than 9, the value of k becomes 10.8, the total execution time is about 1.8 s. Table 3 shows time consumption of single impression-based method and the proposed method. So, the time taken for the proposed video-based method is tolerable for real-time veri¯cation while the accuracy is improved. With developments of hardware and computational technology, the execution time of the proposed video-based¯ngerprint veri¯cation method could be reduced.
Conclusion and Future Directions
In this paper, we propose to use videos for¯ngerprint veri¯cation. Comparing to the single¯ngerprint which traditional¯ngerprint veri¯cation systems are based on, ngerprint videos contain more information. To make full use of the information, we present a novel method to use both static and dynamic information in the¯ngerprint videos. After preprocessing and aligning processes, we de¯ne and calculate the Inclusion Ratio to represent the similarity between two matching¯ngerprint videos. Experimental results show that when the number of images in the aligned videos gets large enough, video-based method can access better accuracy performance than single¯ngerprint-based method.
The future work will concern improving the preprocessing and aligning algorithms, trying to use¯ngerprint video to alleviate the security issues and presenting more methods to take full use of the information in¯ngerprint videos. The performance of fusion of video-based method and single impression-based method can be explored. 
