ABSTRACT Recent advances in information technology have induced an explosive growth of data, creating a new era of big data. Unfortunately, traditional machine-learning algorithms cannot cope with the new characteristics of big data. In this paper, we address the problem of breast cancer prediction in the big data context. We considered two varieties of data, namely, gene expression (GE) and DNA methylation (DM). The objective of this paper is to scale up the machine-learning algorithms that are used for classification by applying each dataset separately and jointly. For this purpose, we chose Apache Spark as a platform. In this paper, we selected three different classification algorithms, namely, support vector machine (SVM), decision tree, and random forest, to create nine models that help in predicting breast cancer. We conducted a comprehensive comparative study using three scenarios with the GE, DM, and GE and DM combined, in order to show which of the three types of data would produce the best result in terms of accuracy and error rate. Moreover, we performed an experimental comparison between two platforms (Spark and Weka) in order to show their behavior when dealing with large sets of data. The experimental results showed that the scaled SVM classifier in the Spark environment outperforms the other classifiers, as it achieved the highest accuracy and the lowest error rate with the GE dataset.
I. INTRODUCTION
Nowadays, organizations in different sectors are capturing exponentially larger amounts of data than in the past. These data are of different types, spanning over a large family of cases including data from biomedical field, social networks, sensors, and spatiotemporal stream networks, among others. This huge amount of data requires rethinking and figuring out how to cope in terms of representation, storage, fusion, processing, and visualization.
In the medical field, many data about patients of different diseases are collected every day. Processing these datasets and discovering more valuable knowledge and hidden patterns will improve the medical service and healthcare. Moreover, it will lower the cost of fighting or healing diseases. The fast development of computer science and algorithms has allowed for novel approaches to harness data in order
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to discover more insight for competitive advantages, such as classical machine-learning techniques.
Machine learning is considered as one of the fastest growing fields of computer science. Its main concern is enabling computers to learn from input data, usually called training data, and extract knowledge to perform tasks on future data. There are three types of learning: supervised, unsupervised, and reinforcement learning [1] . For each type, several techniques and algorithms exist.
The data samples which are used with machine-learning methods are described in terms of features or attributes, which may be of different types and values. The nature of the data decides the type of machine-learning techniques to be used in order to obtain valuable information. The analysis of large sets of data is challenging when its aim is to obtain more powerful patterns and information that enable enhanced insight, decision making, and process automation. Unfortunately, the traditional ways of using machine-learning algorithms could not cope with the new challenges of big data, especially scalability.
Recently, new technologies for big data have emerged and have helped in reducing the cost for storing large amounts of data. They have also enabled information analysis in real time by taking into account all the stored data combined with the streaming data.
Big data technologies have been developed for different purposes. Some of them were introduced as an environment for handling big data, such as Hadoop, Mahout, and Spark. These environments allow the data to be divided and distributed on different clusters (nodes). Each cluster is responsible for handling its own part of the data and applying its programming/analysis task on that part. The main program is uploaded to the main machine (master node) and has the responsibility of managing the distributed files and the distributed processing tasks [2] .
In addition, different algorithms were developed to handle big data, such as MapReduce, Hadoop MapReduce, and scalable machine-learning algorithms. All these technologies enable researchers to deal with big data in an easy way and enable processing the entire dataset, rather than only taking samples.
Breast cancer has been increasing worldwide for decades. It is considered the most prevalent type of cancer among women and the second most common cancer overall. It represents about 12% of all new cancer cases and 25% of all cancers in women. As Fig. 1 shows, breast cancer incidence rates around the world vary. In general, developed countries have higher rates than developing countries [3] . FIGURE 1. Breast cancer incidence rates worldwide [3] .
Several techniques can be used to analyze breast cancer data, such as gene expression (GE) and DNA methylation (DM). These techniques focus on studying and predicting breast cancer data by analyzing the genes in the patient's DNA. The DNA is responsible for carrying out the genetic instructions used in the different growth stages of all known organisms. An important property of the DNA is that it acts as a template to replicate itself and pass from one cell to another. The instructions from the DNA (copies) from one cell are passed to other cells by the ribonucleic acid (RNA) [4] .
In the GE process, the word expression refers to the ability for a gene to convert its genetic information stored in the DNA molecule into a gene product, such as a protein. The GE encompasses several steps, which can be categorized into transcription and translation steps. In the transcription step, the DNA copies its biological information into the messenger RNA (mRNA). In the translation step, the mRNA is translated into a gene product such as a protein, which performs some cellular functions. The transcription step is called GE and indicates the approximate number of copies of that a gene's RNA produces in a cell. It is correlated with the amount of the corresponding proteins that the process generates [5] . Some diseases, such as cancer, occur because of the changes in the expression level at any cell. In order to study the GE patterns, identify different gene functions, and diagnose cancer, a lab experiment tool called Microarray is used. Microarray has become one of the fastest-growing new technologies in the field of genetic research [6] . Biologists and scientists use Microarray to monitor the expression levels of thousands of genes under a particular condition simultaneously.
The main usage of Microarray is to measure and compare the level of GE between normal and malignant cells [6] . The literature shows that GE has helped researchers to better understand the heterogeneity of breast cancer at genomic level and improve the methods of detecting and classifying breast cancer, which aids in providing better treatments and diagnosis.
DM refers to the modification of the DNA by adding a methyl group to the DNA strands in a way that does not change the sequence or the nature of the DNA, but helps in controlling the GEs and providing information about genes. DM can be used to indicate whether the patient has breast cancer or if he/she is at risk of developing cancer, and it has shown great effectiveness as a biomarker for early detection and therapy monitoring [7] . Studies some researcher [8] , [9] conducted using DM datasets showed its major role in cellular process and sensor development.
In this work, we investigate the impact of the following three factors on the prediction of breast cancer:
• The type of data: we consider GE, DM, and a combination of both.
• The classification model: we consider the three models of SVM, decision tree, and random forest.
• The computing framework: we consider using Spark and Weka.
Therefore, this study aims to investigate and answer the following three research questions:
• Does the use of DM data and the combined dataset impact the prediction of breast cancer?
• Which classification model performs better?
• Does the use of the scalable platform (Spark) to implement the classification model improve the classification performance, besides its obvious benefit in speeding up the classification process? The rest of this paper is organized as follows: Section II describes the background; section III is about related work; section IV presents the materials and methodology of our work; section V discusses the experimental results; finally, section VI concludes the paper and shows some of our future work.
II. BACKGROUND A. SPARK
As the context of this work is big data, we considered a dedicated platform: Spark [10] . Spark is a big data environment for the fast processing of datasets on different workloads. It can deal with batch, interactive, iterative, and streaming data.
Spark is considered 100× faster in memory and 10× faster on disk than the well-known big data environment Hadoop, because it mainly focuses on in-memory analysis, rather than on extensive disk access [11] , [12] . Spark caches the dataset into memory, thereby avoiding the intensive input and output access to the disk drive. Spark also provides automatic faulttolerance mechanisms that ensure the existence of data and processing even with reduced performance. Moreover, Spark provides several libraries that contain built-in functions to help deal with the data processing and facilitate programming. We used MLlib library and ML library because they have a variety of scalable machine-learning algorithms that would be helpful in our study.
The main Spark architecture consists of a master node, worker nodes, and a cluster manager. The master node hosts the Spark context, which is the entry point to Spark. It is simply the application that uses Spark libraries and contains the data processing part that needs to be executed on large data. Each worker node utilizes its own resources (e.g., CPU, memory, and storage) to perform a task on a portion of data assigned to it. The cluster manager is responsible for managing different nodes on a cluster [2] .
B. WEKA
The Waikato Environment for Knowledge Analysis (Weka) is a well-known environment for machine learning, data mining, and knowledge analysis tasks. It provides a variety of options for data preprocessing, classification, regression, clustering, and visualization. The Weka platform can handle big data by using its command-line interface, and provides new packages to deal with distributed data-mining tasks [13].
C. CLASSIFICATION ALGORITHM
In our work, we used three different classification algorithms to analyze the datasets: support vector machine (SVM), decision tree, and random forest algorithms.
The SVM works on a training dataset where each data tuple is associated with a class label. Each data from the training examples is represented as a point in an n-dimensional space, where n is the number of features. The algorithm then maps new data to the closest class. As a result, the data are represented in different categories, with a huge gap splitting and dividing them. This gap is called the hyperplane. Many hyperplanes can separate the data, but the optimal hyperplane is the one that represents the largest separation or the biggest gap space between the classes [14] .
The decision tree uses a tree structure to visualize the data, and represents it as sequences and consequences. The topmost node of the tree is called ''root node,'' and the internal nodes present a test on the attributes. The ''branch'' represents the outcome of the test. Finally, the nodes without further branching are called leaf nodes and represent the class label of all prior decisions [15] .
The random forest algorithm depends on generating trees. It is a simple algorithm that uses only two parameters: the number of variables in the random subset at each node and the number of trees in the forest. The algorithm begins by creating different trees from the original data and prunes the trees using the best split predictor at each node. New data can be predicted by aggregating the predictions of the trees [16] .
III. RELATED WORK
As breast cancer is considered one of the most threatening diseases that has spread very quickly around the world, many researchers have focused on this field. Many studies have been conducted with different results that have been enhanced over time. Below, we will highlight some of these studies with a focus on the dataset and machine-learning techniques they used, and on the accuracy of their results.
A. BREAST CANCER DETECTION USING MEDICAL DATASET
The authors in study [17] aim to apply a data-mining classification technique on an online available dataset. Their dataset was obtained from the University of California Irvine machine-learning repository located in the Wisconsin Diagnostic Breast Cancer (WDBC) subdirectory. As a preprocessing step, the authors removed the instances that contained missing values. They ended up with a dataset of 683 instances; they classified 458 of them as benign and 241as malignant. Using Weka, the authors applied three different classification algorithms: sequential minimal optimization (SMO), K-nearest neighbor (KNN), and decision tree (BF-Tree). The dataset was divided into training and testing sets using 10-fold cross validation. As a result, the SMO gave the highest accuracy (96.19%), compared with the other algorithms.
Another study [18] was implemented on medical data the authors obtained from the WDBC directory. The dataset contained 569 instances and 32 features, which included the ID number, diagnosis (M = malignant, B = benign), and 30 real-valued input features. The aim of this study was to build a model that helps in predicting the future samples. In order to minimize the number of features and select the important ones that affect the results, the authors applied a feature-selection mechanism. In this step, they used clustering to extract the features of the tumor to represent tumor VOLUME 7, 2019 clusters. The authors used K-means clustering algorithm to provide patterns and divide tumors into groups, based on similar malignant and benign tumor features, respectively. The researchers reconstructed these patterns as the new abstract tumor features for the training phase. Subsequently, they used the SVM classifier to build the model, while they employed the 10-fold cross validation to split the data into training and testing sets.
The authors found that applying the hybrid K-SVM model reduced the computation time significantly and allowed to obtain high accuracy of 97.38%.
B. BREAST CANCER RECURRENCE DETECTION USING GENE EXPRESSION DATASET
The study in [19] aimed to predict breast cancer recurrence using semi-supervised learning techniques. The recurrence means the probability of having breast cancer in the future, after revealing from it. It focused on studying the data of people who already had cancer, which is different from the abovementioned studies. In this study, the authors used two types of data with 415 instances. First, they obtained a GE dataset of three types of cancers from the GE Omnibus (GEO) database. Second, they obtained protein-protein interaction (PPI) data, which provides information about the functional relationship among proteins.
The novel approach behind this study is building a graph of these data to act as a classifier and then applying the semisupervised learning algorithm. The graph consists of nodes and edges, which correspond to the samples and the interaction between each pair of samples, respectively. The authors compared their graph classifier approach with different datamining techniques, SVM, naive Bayesian, and random forest, and showed an outstanding performance, with an increase in the average accuracy of 24.9%, when compared with the other algorithms.
C. CLASSIFICATION OF GENE EXPRESSION BIG DATASET
The study in [20] used a different strategy. The main difference is the authors analyzed big data rather than small datasets. They obtained three different datasets [21] , which contain microarray GE profiles. The proposed work followed three main steps. First, the authors preprocessed the data by implementing missing data imputation and normalization methods. Second, they selected the important features by the mutual information method. Finally, they classified the dataset using SVM and regression analysis. They carried out all these steps on Spark framework.
The framework architecture the researchers used in this study was mainly based on Spark architecture. They defined SparkContext or Driver Program as their main program to be responsible for coordinating the work of different Spark clusters (executers or nodes).
The researchers used the Hadoop Distributed File System (HDFS) as an input file in Spark framework. When the system transforms the data between driver and worker nodes, it will display them line by line. For each line, the worker node calculated information gain and returned the result in the form of key-value, where the key is the mutual information of the feature and the value is the feature ID <Feature_MutualInformation, FeatureID>. The authors took into account only the features with high information gain (compared with a specific threshold).
After the feature selection part, the researchers carried out a classification. In this step, the authors applied SVM and logistic regressions based on Spark framework. As a result of this experiment, the authors found that the computation time and efficiency of both classifiers under Spark framework were much better than the conventional systems, and that SVM gave higher accuracy, compared with logistic regression.
Another study [22] focused on the pediatric cancer that affects children at the age of 0-14. The authors collected a microarray GE dataset for pediatric tumor from Orange laboratories [23] . They analyzed the selected dataset in the context of big data using the Spark environment.
As the GE dataset contains few samples (23) and a huge number of genes (9945), the main goal of their work was to identify the genes that mostly affect the result of having tumor or not.
They used two classification algorithms (i.e., logistic regression and SVM) from Spark MLlib to classify the dataset. They evaluated the models using the accuracy, an area under the receiver operating characteristic (ROC) curve, Precision, Recall, and F1 score metrics. The SVM accuracy was only 50%, while the accuracy of logistic regression was only 45%. They repeated the same process after applying the feature selection mechanism. The result of the study showed that, when applying feature selection algorithms to minimize the number of genes in the dataset, both classifiers gave better accuracy. The SVM outperformed the logistic regression by achieving an accuracy of 75%, compared to the accuracy of the logistic regression, which was 63%.
Another proposed work [24] focused on the reduction of the big dataset by applying a feature-selection mechanism using MapReduce in the Spark environment.
In this study, the authors used two datasets [25] , [26] . The combined dataset consisted of 67 million sample and about 2000 features. The large number of features needs to be minimized to only the optimal ones that would affect the result. The researchers used the MapReduce algorithm where the dataset was divided into several blocks to learn from them in the Map phase. The Reduce phase merges the obtained partial results into a final vector of feature weights. By using a pre-specified threshold, the feature selection determines the optimal subset of features in the reduce stage. The authors used three classifiers from Spark MLlib to classify the dataset: SVM, logistic regression, and naive Bayes. They measured the performance of the classifiers by calculating the area under the ROC curve and the training running time.
The authors repeated the process on the dataset four times: without removing any features (threshold 0), threshold 0.55, threshold 0.66, and threshold 0.65. The result showed that the classifiers achieved better performance and faster running time when the size of the dataset reduced by applying the MapReduce features selection. The SVM outperformed the other classifiers in both performance and running time. Table 1 briefly summarizes the above studies.
With respect to the related work we mentioned above, our work compares the behavior of three data-mining algorithms (i.e., SVM, decision tree, and random forest) using three big datasets (i.e., GE, DM, and the combined datasets) for the prediction of breast cancer disease. We aim at investigating which dataset is the best to predict breast cancer for future samples and which algorithm performs better on that dataset. The context of our work is big data. For this reason, we adopted a big data environment, Spark, with its machinelearning libraries.
IV. MATERIALS AND METHOD

A. SPARK AND WEKA
Spark MLlib provides different scalable algorithms for machine learning and data mining, in order to analyze big dataset. In this work, we used Spark to construct the models and process the data on a distributed environment. Weka 3.8 libraries contain the implementation of the traditional machine-learning algorithms for non-scalable environments. Thus, we used them to show the difference between the behavior of the scalable environment (Spark) and the nonscalable environment (Weka) when dealing with big data. Spark utilized its environment to divide the data and distribute the analysis work, while Weka dealt with the data as a whole and performed the operations once.
B. DATASET
We obtained the two datasets we employed in our study from a previous study by Benmounah [27] . These authors used two datasets from The Cancer Genome Atlas [28] . The first dataset contains GE data and the second one contains DM data. The researchers analyzed and filtered these two datasets to contain only the common genes and patients' IDs. In our work, we used these two datasets.
Each dataset consists of 254 samples which are divided into two groups: 215 patients (with breast cancer) and 39 healthy individuals. Each sample has values of 16,077 genes. Moreover, each tuple is classified as ''Normal'' or ''Patient.''
C. DATA PREPROCESSING
The data preprocessing task involved steps that aim to convert the datasets into a format where rows correspond to patients and columns correspond to genes (features). In order to work with the Spark environment, we converted the datasets to Lib-SVM to be used as input in Spark context, whereas in Weka we loaded the datasets as comma-separated values (CSV) files. Moreover, we configured the Weka ClassAssigner to map to Class column where instances were classified to either ''Normal'' or ''Patient.''
D. CLASSIFICATION ALGORITHMS
As we mentioned earlier, we constructed the models using three classification algorithms: SVM, decision tree, and random forest. The MLlib library in Spark provides implementations of these algorithms that can be used on scaled and distributed environments to deal with big data.
The SVM is a widely used classification algorithm in bioinformatics studies, due to its efficiency, performance, and ability to deal with high-dimensional feature space, such as GE data, where the number of features is considered very high [29] .
At the beginning, the SparkContext will be initialized and all the needed configuration will be determined such as the number of clusters (nodes) to be used to process the data. Following that, the dataset will be stored in Resilient Distributed Dataset (RDD). The RDD provides a uniform VOLUME 7, 2019 interface that allows dealing with different types of data coming from different sources. The data stored in RDD will be automatically partitioned and distributed across clusters allowing the parallel processing on each portion at the same time. The job described on the Sparkcontext _ algorithms implementation_ will be distributed on the clusters to perform the processing on each data portion. The RDD also provides a fault-tolerance mechanism by distributing three copies of each data partition on different clusters [2] .
In order to work with Spark SVM, we transferred the RDD dataset into RDD of LabeledPoint type. The LabeledPoint type is an abstraction that allows dealing with labeled dataset. It contains both the label and the features of an observation [30] . The labels are class indices starting from Zero. The linear SVM we used in our project supports binary classification, which is suitable to our case since we have two classes (Patient or Normal) with the assumption of linear separation between the two classes. The implementation of Spark SVM in MLlib is combined with the Stochastic Gradient Descent (SGD), which allows the classifier to deal with huge datasets more efficiently. We constructed the SVM object to train the data with L2 regularization optimizer, and we set its parameter to 1.0 and the number of iterations to find the optimal hyperplane to 100. The result of the training phase was the SVM model which could be used to test other samples of the data.
Decision tree is one of the most important and well-studied methods of classification. It provides a way of generating explainable rules with few conditions that may help to understand the correlation between genes and their contribution in breast cancer occurrence. The implementation of Spark decision tree supports both binary and multiclass classification for both categorical and continuous features. It handles the dataset row by row. This means that it allows to deal with several portions of the data across different clusters and nodes at the same time. The decision tree chooses split candidates from the features depending on the information gain value. The feature with most information gain will be used to split the dataset instances. This operation will be recursively repeated until reaching a stopping case where the class label of these instances will be decided (leaf node).
As Fig. 2 shows, we loaded the dataset and converted it into Row format. We constructed the decision tree classifier for binary classification where the input was the training dataset as RDD of LabeledPoint. The parameters we used for constructing the model are the number of classes (two classes), the ''entropy'' impurity, which we used for information gain calculation, and the maximum depth of the tree which is set to 6. Moreover, we used two indexers: LabelIndexer, to index the label column and fit the whole dataset to include all labels in the index, and FeatureIndexer, to add index on the features. We employed the Machine Learning Pipeline class from ML library to perform the training phase using the classifier and the indexers.
One of the problems of using the decision tree is the possibility of having overfitting. This occurs when the model learns the details of the data, including the errors and bias, and thus performs badly on future data, which will negatively impact the level of generalization of that model. One way to overcome this problem is by limiting the maximum tree depth, which will make the output rules less specific, but, on the other hand, this may reduce the strength of the predictive model. Some of the resulted rules might be too general and might classify the future data incorrectly. If the model accuracy is very high while constructing the model, but when using it on other data the accuracy drops, this could be an indication of having an overfitting and that the algorithm cannot be generalized [31] .
Another solution to this problem is to use the random forest classifier. The random forest builds different decision trees using different samples of the dataset and different subsets of features. This will limit the problem of overfitting or any bias in the dataset [32] . Although the overfitting did not occur in our work with decision tree (the accuracy was high on unseen examples), we added the random forest classifier as a classification technique to compare its result with the other classifiers. The construction of the random forest classifier is similar to the decision tree using RandomForestclassifier class in Spark machine learning library.
E. CONSTRUCTION OF THE PREDICTIVE MODELS
We constructed models using the SVM, decision tree, and random forest algorithms. We implemented the predictive model generation phase three times, on GE dataset, DM dataset, and the combined dataset. This resulted in nine models in total. We divided each dataset into training (60%) and testing (40%) datasets. The training data was cached into memory and used to train the model for fast processing. We conducted all the experiments on the classifiers using Spark ML and MLlib libraries.
We repeated the same process on the Weka platform using its built-in classification libraries.
F. MODEL EVALUATION
The main focus was to assess the performance of the different proposed predictive models and the correctness in classifying the different types of data with respect to accuracy, precision, recall (sensitivity), specificity, and area under the ROC curve.
V. RESULTS AND DISCUSSION
As we mentioned earlier, we used different performance measures to evaluate the models under the scalable and the classical machine-learning environments, Spark and Weka, respectively. Table 2 shows the results of the evaluation metrics.
A. ACCURACY AND ERROR RATE COMPARISON BETWEEN SPARK AND WEKA 1) SPARK PLATFORM
The results in Table 2 indicate that, by using Spark, the SVM classifier gave the highest accuracy on the GE dataset (99.68%), when compared with DM (98.73%) and combined datasets (97.33). On the other hand, the decision tree classifier gave the highest accuracy, when we used it with GE dataset (98.80%) and lower accuracy with DM dataset (93.59%). As for the random forest, the classifier gave higher accuracy when we used it with GE dataset (98.09%) and the lowest accuracy when we used it with the combined dataset (98.02%).
Generally, the SVM gave the highest accuracy on Spark, among all the other classifiers on all three datasets. The error rate for each classifier can be calculated as 1-accuracy. Fig. 4 shows a comparison of the classifiers in terms of error rate, where we obtained the lowest error rate from the SVM classifier on GE dataset.
2) WEKA PLATFORM
Weka's results indicate that the SVM classifier gave the highest accuracy on GE and DM datasets (98.03%), compared to the combined dataset (97.07%). On the other hand, the decision tree classifier gave the highest accuracy when we used it with the GE dataset (95.09%), and the lowest accuracy with the DM dataset (88.23%). As for the random forest, the classifier gave the highest accuracy when we used it with the combined dataset (97.07%) and the lowest accuracy when we used it with the DM dataset (95.09%). The SVM outperformed the other classifiers in Weka. It achieved the highest accuracy and lowest error rate when we used it with both GE and DM datasets.
When comparing Spark with Weka, it can be seen that the Spark environment achieved the highest accuracy and lowest error rate with SVM on GE, as Fig. 7 and Fig. 8 illustrate. 
B. PERFORMANCE COMPARISON BETWEEN SPARK AND WEKA
We also measured the area under the ROC curve for all classifiers, in order to visually compare the performance of classifiers. The ROC is a curve that plots true-positive rate (TPR), which is the recall or sensitivity against the falsepositive rate (FPR). The area under the ROC is basically used to demonstrate the performance of different classifiers, where 100% or 0.1 is the best value of the area under the ROC. Fig. 9, 10 , and 11 show the graphical representation of the ROC curves in Spark for all three classifiers in each dataset. Fig. 9 presents the ROC curves of the SVM, decision tree, and random forest classifiers when we used them with GE dataset. It is clear that the SVM curve covers more areas, followed by the decision tree and then the random forest. Fig. 9 and Table 2 indicate that the SVM has the largest area under the ROC, and thus it is more powerful and has better performance than the other classifiers in the GE dataset. Fig. 10 shows the ROC curves of the three classifiers on the DM dataset. Clearly, the SVM has the best area under the VOLUME 7, 2019 FIGURE 10. Spark ROC curves on DNA methylation dataset. ROC curve, compared with the other classifiers. On the other hand, compared with Fig. 9 , the area under the ROC curve of the SVM is higher with the GE dataset than with the DM dataset. Fig. 11 shows the classifiers ROC curves on the combined dataset. This figure indicates the SVM curve covers a larger area than the other classifiers do.
1) SPARK PLATFORM
However, when comparing the area under the ROC curves visually for all datasets (Fig. 9, 10 , and 11), we clearly notice that the SVM area under the ROC curve is better in the GE dataset, followed by the DM dataset and then the combined dataset. 12 shows the ROC curves of the GE dataset where the random forest gave better result, followed by the SVM and then the decision tree classifiers. Fig. 13 shows that the SVM has the highest ROC curve in the DM dataset, compared with random forest and decision tree classifiers. On the combined dataset, the random forest gave the highest ROC curve value, compared with the other classifiers, as Fig. 14 shows. However, when comparing the area under the ROC curves for all datasets, we can see that the random forest outperformed the other classifiers on the combined dataset.
To sum up, Table 2 indicates that the best area under the ROC value was obtained by the SVM classifier with the GE dataset in the Spark environment.
In conclusion, the SVM proved to be effective and efficient in breast cancer prediction, and achieved the best results in terms of accuracy, performance, and error rate. Furthermore, we found the GE dataset to be the best choice when dealing with the prediction of the occurrence of breast cancer in the big data context, compared to the DM and combined datasets.
C. STATISTICAL ANALYSIS OF THE PROPOSED CLASSIFIERS
In order to determine whether the results of our experiments are statistically significant, we conducted several nonparametric Wilcoxon Rank Sum tests. The results showed that the performance of the SVM and decision tree classifiers is significantly different in terms of accuracy, precision, and recall, as the obtained p-values are 0.04495, 0.004922, and 0.004998 respectively. On the other hand, there is a significant difference between SVM and random forest in terms of recall with a p-value of 0.01014. However, we did not observe any significant difference between the two classifiers in terms of accuracy and precision, as the obtained p-values are 0.2607 and 0.6775, respectively. As for the decision tree and random forest classifiers, they are significantly different in terms of precision with a p-value of 0.006027. However, there is no significant difference between the two classifiers in terms of accuracy (p-value = 0.1087) and recall (p-value = 0.1087).
VI. CONCLUSION AND FUTURE WORK
Different machine-learning techniques can be used for the prediction of breast cancer. The challenge is to build accurate and computationally efficient medical data classifiers. In this study, we aimed at analyzing big dataset of breast cancer GE using three classification techniques to predict the occurrence of the cancer. We used Apache Spark platform as the big data framework. The novelty of our approach is we analyzed two additional types of big data: DM and a combined dataset that contains both GE and DM, in order to investigate the potential benefits of using them in breast cancer classification. Moreover, we compared the big data environment Spark with the traditional data processing environment Weka by using the Weka standard libraries and applying the same process. We compared the performance, the efficiency, and the effectiveness of the nine predictive models in terms of accuracy, precision, recall, specificity, and area under the ROC on the two platforms to find the best classification accuracy. The results show that GE data appeared to be superior to DM and the combined datasets for breast cancer classification. Moreover, the SVM reaches an accuracy of 99.68% and thus outperforms the other classifiers on both Spark and Weka environments. Further studies should be conducted to improve the performance of these classification techniques using balanced dataset and feature selection techniques. Another approach should also be investigated in this research area, which is measuring the performance of a deep learning architecture in performing a classification task for breast cancer prediction.
