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Abstract This paper is concerned with a state-space
approach to deep Gaussian process (DGP) regression.
We construct the DGP by hierarchically putting trans-
formed Gaussian process (GP) priors on the length
scales and magnitudes of the next level of Gaussian
processes in the hierarchy. The idea of the state-space
approach is to represent the DGP as a non-linear hierar-
chical system of linear stochastic differential equations
(SDEs), where each SDE corresponds to a conditional
GP. The DGP regression problem then becomes a state
estimation problem, and we can estimate the state ef-
ficiently with sequential methods by using the Markov
property of the state-space DGP. The computational
complexity scales linearly with respect to the number of
measurements. Based on this, we formulate state-space
MAP as well as Bayesian filtering and smoothing solu-
tions to the DGP regression problem. We demonstrate
the performance of the proposed models and methods
on synthetic non-stationary signals and apply the state-
space DGP to detection of the gravitational waves from
LIGO measurements.
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1 Introduction
Gaussian processes (GP) are popular models for proba-
bilistic non-parametric regression, especially in the ma-
chine learning field (Rasmussen and Williams, 2006).
As opposed to parametric models, such as deep neural
networks (Goodfellow et al., 2016), GPs put prior dis-
tributions on the unknown functions. As the mean and
covariance functions characterize a GP entirely, the de-
sign of those two functions determines how well the GP
learns the structure of data.
Common choices of covariance functions, such as ra-
dial basis functions (RBFs) and Mate´rn class of func-
tions assume that the GP is stationary, which limits the
GP’s ability to learn non-stationary structures in data.
To construct non-stationary GPs, manipulations of the
covariance functions are needed (Sampson and Gut-
torp, 1992; Higdon et al., 1999; Paciorek and Schervish,
2004). One approach is to assume that the hyperpa-
rameters of the covariance function depend on the in-
put (Higdon et al., 1999; Lazaro-Gredilla and Titsias,
2011; Heinonen et al., 2016). For example, the length
scale can be assumed to be a function of time (Paciorek
and Schervish, 2004). In Tolvanen et al. (2014); Lazaro-
Gredilla and Titsias (2011); Heinonen et al. (2016);
Roininen et al. (2019), and Monterrubio-Go´mez et al.
(2020), the hyperparameters of the covariance function
are modeled with GPs. It is also possible to model the
non-stationarity of the measurement noise, which leads
to the so-called heteroscedastic GPs (Le et al., 2005).
The idea of putting GP priors on the hyperpame-
ters of a GP (see., e.g., Heinonen et al., 2016; Roini-
nen et al., 2019; Monterrubio-Go´mez et al., 2020), can
be continued hierarchically, which leads to one type
of deep Gaussian process (DGP) construction (Dun-
lop et al., 2018; Emzir et al., 2019). Namely, the GP
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is conditioned on another GP, which again depends
on another GP, and so forth. It is worth empha-
sizing that this hyperparameter-based (or covariance-
operator) construction of DGP is different from the
composition-based DGPs as introduced by Damianou
and Lawrence (2013) and Duvenaud et al. (2014). In
the composition-based DGPs, the output of each GP is
fed as an input to another GP. Despite the differences,
these two types of DGP constructions are similar in
many aspects and are often analyzed under the same
framework (Dunlop et al., 2018).
However, the posterior distribution of DGP does not
admit a closed-form solution as a plain GP does. Hence
we need to use approximations such as maximum a
posteriori (MAP) estimates, Laplace approximations,
Markov chain Monte Carlo (MCMC, Heinonen et al.,
2016), or variational Bayes methods (Lazaro-Gredilla
and Titsias, 2011). The MAP estimate is a point esti-
mate of the posterior density and the Laplace approx-
imation forms a Gaussian approximation around the
MAP estimate. MCMC methods, such as Hamiltonian
Monte Carlo (HMC, Brooks et al., 2011; Luengo et al.,
2020), form global approximations to the posterior dis-
tribution, but they are computationally heavy.
This paper introduces a novel framework to solve
DGP regression problems by utilizing state-space meth-
ods (Sa¨rkka¨, 2013; Sa¨rkka¨ and Solin, 2019) such as
Bayesian filtering and smoothing. We use the fact that
a temporal GP is a solution to a linear stochastic differ-
ential equation (SDE, Hartikainen and Sa¨rkka¨, 2010;
Sa¨rkka¨ et al., 2013; Sa¨rkka¨ and Solin, 2019). More gen-
erally, it is related to the connection of Gaussian fields
and stochastic partial differential equations (SPDEs,
Lindgren et al., 2011). GP regression is equivalent to the
smoothing problem of the corresponding continuous-
discrete state-space model (Sa¨rkka¨ et al., 2013). For
DGPs, the state-space representation becomes a non-
linear hierarchical system of linear SDEs.
In short, we formulate the (temporal) DGP re-
gression as a state-estimation problem on a non-linear
continuous-discrete state-space model. For this pur-
pose, various well-established filters and smoothers are
available, for example, the Gaussian (assumed density)
filters and smoothers (Sa¨rkka¨, 2013; Sa¨rkka¨ and Sar-
mavuori, 2013; Zhao et al., 2020). For temporal data,
the computational complexity of using filtering and
smoothing approaches is O(N), where N is the number
of measurements.
The contributions of the paper are the following.
1) We construct a general hyperparameter-based deep
Gaussian process (DGP) model and formulate a batch
MAP solution for it as a standard reference approach.
2) We convert the DGP into a state-space form consist-
ing of a system of stochastic differential equations. 3)
For the state-space DGP, we formulate the MAP and
Bayesian filtering and smoothing solutions. The result-
ing computational complexity scales linearly with re-
spect to the number of measurements. 4) We prove that
for a class of DGP constructions and Gaussian approx-
imations on the DGP posterior, certain nodes of the
DGP (e.g., the magnitude σ of Mate´rn GP) will not
be asymptotically updated from measurements. 5) We
conduct experiments on synthetic data and also apply
the methods to gravitational wave detection.
2 Deep Gaussian Processes
2.1 Non-stationary Gaussian Processes
We start by reviewing the classical Gaussian process
(GP) regression problem (Rasmussen and Williams,
2006). We consider the model
f(t) ∼ GP(0, C(t, t′)),
yk = f(tk) + rk,
(1)
where f := f(t) : T → R is a zero-mean GP on
T = {t ∈ R : t ≥ t0} with a covariance function C.
The observation yk := y(tk) of f(tk) is contami-
nated by a Gaussian noise rk ∼ N (0, Rk). We let
R = diag(R1, . . . , RN ). Given a set of N measurements
y1:N = {y1, . . . , yN}, GP regression aims at obtaining
the posterior distribution
p(f | y1:N ),
which is again Gaussian with closed-form mean and co-
variance functions (Rasmussen and Williams, 2006). In
this model, the choice of covariance function C is cru-
cial to the GP regression as it determines, for example,
the smoothness and stationarity of the process. Typi-
cal choices, such as radial basis or Mate´rn covariance
functions, give stationary GPs.
However, it is difficult for a stationary GPs to tackle
with non-stationary data. The main problem arises
from the covariance function (Rasmussen and Williams,
2006) as the value of a stationary covariance function
only depends on the difference of inputs. That is to say,
the correlations of any pairs of two inputs are the same
when the differences are the same. This feature is not
beneficial for non-stationary signals, as the correlation
might vary depending on the input.
A solution to this problem is using a non-stationary
covariance function (Higdon et al., 1999; Paciorek and
Schervish, 2004, 2006; Lindgren et al., 2011). That
grants GP with the capability of adaption by learn-
ing hyperparameter functions from data. However, one
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needs to carefully design the non-stationary covariance
function such that it is positive definite. Recent studies
by, for example, Heinonen et al. (2016); Roininen et al.
(2019) and Monterrubio-Go´mez et al. (2020), propose
to put GP priors on the covariance function hyperpa-
rameters. In this article, we follow these approaches to
construct hierarchy of GPs which becomes the construc-
tion of the deep GP model.
2.2 Deep Gaussian Process Construction
We define a deep Gaussian process (DGP) in a general
perspective as follows. Suppose that the DGP has L
layers, and each layer (i = 1, . . . , L) is composed of Li
nodes. Each node of the DGP is conditionally a GP,
denoted by uij,k := u
i
j,k(t), where k = 1, 2, . . . , Li. We
give three indices for the node. The indices i and k spec-
ify the layer and the position of the GP, respectively.
As an example, uij,k is located in the i-th layer of the
DGP and is the k-th node in the i-th layer. The index
j is introduced to indicate the conditional connection
to its unique child node on the previous layer. That is
to say, uij,k is the child of nodes u
i+1
k,k′ for all suitable k
′.
The terminologies “child” and “parent” follow from the
graphical model conventions (Bishop, 2006). To keep
the notation consistent, we also use u11,1 := f for the
top layer GP. The nodes uL+1j,k outside of the DGP, we
treat as degenerate random variables (i.e., constants or
trainable hyperparameters). Remark that every node in
the DGP is uniquely indexed by i and k, whereas j only
serves the purpose of showing the dependency instead
of indexing.
We call the vector process
U := U(t) : T→ R
∑L
i Li ,
the DGP, where each element of U corresponds (one
to one and onto) to the element of the set of all nodes{
uij,k : i = 1, . . . , L, k = 1, 2, . . . , Li
}
. Similarly, each el-
ement of the vector U i := U i(t) : T→ RLi corresponds
to the element of the set of all nodes from the i-th layer.
We denote by U ik,· =
{
uik,k′ : for all suitable k
′
}
the set
of all parent nodes of ui−1j,k .
In this tree-like general construction of DGP U ,
there are
∑L
i Li nodes in total. Every u
i
j,k is indepen-
dent of other nodes in the same i-th layer, and depends
on the nodes U i+1j,· on the next (i+ 1)-th layer. When
there is only one layer, the DGP reduces to a conven-
tional GP. Figure 1 illustrates the DGP construction.
The realization of the DGP depends on how each of
the conditionally GP nodes is constructed. In the fol-
lowing sections, we discuss two realizations of this DGP,
fy
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Fig. 1: Example of a 3-layer DGP regression model,
where each (conditional) GP depends on two other GPs.
Variable y is the measurement, and the nodes in U4 are
degenerate random variables.
by either constructing the conditional GPs by specify-
ing the mean and covariance functions, or by stochastic
differential equations. These two constructions lead to
DGP regression in batch and sequential forms, respec-
tively.
3 A Batch Deep Gaussian Process Regression
Model
In this section, we present a batch DGP construction
which uses the construction of non-stationary GPs pre-
sented in Paciorek and Schervish (2006) to form the
DGP. To emphasize the difference to the SDE construc-
tion which is the main topic of this article, we call this
the batch-DGP. Let us assume that every conditional
GP in the DGP has zero mean and we observe the top
GP f with additive Gaussian noise. We write down the
DGP regression model as
f | U2 ∼ GP(0, C(t, t′;U2))
u21,1 | U31,· ∼ GP(0, C21 (t, t′;U31,·))
u21,2 | U32,· ∼ GP(0, C22 (t, t′;U32,·))
...
ui·,k | U i+1k,· ∼ GP(0, Cik(t, t′;U i+1k,· ))
...
yk = f(tk) + rk,
(2)
where each covariance function Cik : T × T → R is pa-
rameterized by next layer’s (conditional) GPs. That is
to say, the covariance function Cik takes the nodes in
U i+1k,· as parameters.
This DGP construction requires positive covariance
function at each node. One option is the non-stationary
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exponential covariance function which has the form (cf.
Paciorek and Schervish, 2006)
CNS(t, t
′; `, σ) =
σ(t)σ(t′)
Γ (ν)2ν−1
`
1
4 (t)`
1
4 (t′)
×
√
2 exp
(
−√2 |t− t′|√
`(t) + `(t′)
)
(`(t) + `(t′))−
1
2 .
In the above covariance function CNS , the length scale
`(t) and magnitude σ(t) are functions of input t. Pa-
ciorek and Schervish (2006) also generalize CNS to the
Mate´rn class.
For the DGP construction in (2) we need to en-
sure the positivity of the hyperparameter functions.
For that purpose we introduce a wrapping function
g : R → (0,∞) which is positive and smooth, and we
put `(t) = g(u`(t)) and σ(t) = g(uσ(t)) where u` and
uσ are the conditionally Gaussian processes from the
next layer. The exponential or squaring functions are
typical options for g. In Example 1, we show a two-
layer DGP by using the covariance function CNS .
Example 1 Consider a two layer exponential (Mate´rn)
DGP
f | u21,1, u21,2 ∼ GP(0, CNS(t, t′; g(u21,1), g(u21,2))),
u21,1 ∼ GP(0, CNS(t, t′; g(u31,1), g(u31,2))),
u21,2 ∼ GP(0, CNS(t, t′; g(u32,3), g(u32,4))).
In this case, we have the so-called length scale `21,1 =
g(u21,1) and magnitude σ
2
1,2 = g(u
2
1,2). Also, U =[
f u21,1 u
2
1,2
]T
and U2 = U21,· =
[
u21,1 u
2
1,2
]T
.
Given a set of measurements y1:N =
{y1, y2, . . . , yN}, the aim of DGP regression is to
obtain the posterior density
p(U | y1:N ) = p(y1:N | U) p(U)
p(y1:N )
, (3)
for any input t ∈ T. Moreover, by the construction of
DGP (conditional independence) we have
p(U) = p(f | U2)
L∏
i=2
Li∏
k=1
p
(
uij,k | U i+1k,·
)
, (4)
where each uij,k | U i+1k,· is a GP as defined in (2). We iso-
late f | U2 out of the above factorization because we are
particularly interested in the observed f . It is important
to remark that the distribution of U is (usually) not
Gaussian because of the non-Gaussianility induced by
the conditional hierarchy of Gaussian processes which
depend on each other non-linearly.
3.1 Batch MAP Solution
The maximum a posteriori (MAP) estimate
gives a point estimate of U as the maximum
of the posterior distribution (3). Let us de-
note f1:N =
[
f(t1) f(t2) · · · f(tN )
]T ∈ RN×1,
U1:N =
{
uij,k|1:N : for all i, k
}
, where uij,k|1:N =[
uij,k(t1) · · · uij,k(tN )
]T ∈ RN×1. We are targeting
at the posterior density p(U1:N | y1:N ) evaluated at
t1, . . . , tN . The MAP estimate is then obtained by
UBMAP1:N = arg min
U1:N
LBMAP(U1:N ;y1:N ), (5)
where LBMAP is the negative logarithm of the unnor-
malized posterior distribution given by
LBMAP(U1:N ;y1:N )
= − log [p(y1:N | U1:N ) p(U1:N )]
=
1
2
[
(y1:N − f1:N )T R−1 (y1:N − f1:N ) + log |2piR|
]
+
1
2
[
fT1:N C
−1 f1:N + log |2piC|
]
+
1
2
L∑
i=2
Li∑
k=1
[
(uij,k|1:N )
T(Cik)
−1uij,k|1:N + log
∣∣2piCik∣∣] .
(6)
In the above Equation (6), C and Cik are the covari-
ance matrices formed by evaluating the corresponding
GP covariance functions at (t1, . . . , tN ) × (t1, . . . , tN ).
The computational complexity for computing (6) is
O(N3 ∑Li=1 Li), which scales cubically with the num-
ber of measurements.
It is important to recall from (2) that the covariance
matrices also depend on the other GP nodes (i.e., f1:N
and U1:N are in C
i
k). Therefore the objective function
LBMAP is non-quadratic. Additional non-linear terms
are also introduced by the determinants of the covari-
ance matrices. However, quasi-Newton methods (No-
cedal and Wright, 2006) can be used to solve the op-
timization problem. The required gradients of (6) are
provided in Appendix A.
There are two major challenges in this MAP solu-
tion. Firstly, the optimization of (5) is not computation-
ally cheap. It requires to evaluate and store
∑L
i=1 Li in-
versions of N -dimensional matrices for every optimiza-
tion iteration. This prevents the use of the DGP on
large-scale datasets and large models. Moreover, Pa-
ciorek and Schervish (2006) state that the optimization
of (5) is difficult and prone to overfitting, which we also
confirm in the experiment section. Another problem is
the uncertainty quantification and prediction (interpo-
lation) with the MAP estimate which is degenerate.
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4 Deep Gaussian Processes in State-space
Stochastic differential equations (SDEs) are common
models to construct stochastic processes (Friedman,
1975; Rogers and Williams, 2000a,b; Sa¨rkka¨ and Solin,
2019). Instead of constructing the process by specify-
ing, for example, the mean and covariance functions, an
SDEs characterizes a process by describing the dynam-
ics with respect to a Wiener process. In this section,
we show how a DGP as defined in Section 2.2 can be
realized using a hierarchy of SDEs. To highlight the dif-
ference to the previous batch-DGP realization, we call
this the SS-DGP. The regression problem on this class
of DGPs can be seen as a state estimation problem.
4.1 Gaussian Processes as Solutions of Linear SDEs
Consider a linear time invariant (LTI) SDE
df(t) = Af(t) dt+ LdWf (t),
f(t0) ∼ N (0,P∞),
(7)
where coefficients A ∈ Rd×d and Ld×S are constant
matrices, Wf (t) ∈ RS×1 is a Wiener process with unit
spectral density, and f(t0) is a Gaussian initial condi-
tion with zero mean and covariance P∞, which is ob-
tained as the solution to
AP∞ +P∞AT + LLT = 0. (8)
When the stationary covariance P∞ exists, the vec-
tor process f is a stationary Gaussian process with the
(cross-)covariance function
Cov [f(t), f(t′)] =
{
P∞ exp [(t′ − t)A]T , t < t′,
exp [−(t′ − t)A] P∞, t ≥ t′.
(9)
It now turns out that we can construct matrices A,
L, and H such that f = Hf is a Gaussian pro-
cess with a given covariance function (Hartikainen and
Sa¨rkka¨, 2010; Sa¨rkka¨ et al., 2013; Sa¨rkka¨ and Solin,
2019). The marginal covariance of f can be extracted
by Cov[f(t), f(t′)] = HCov [f(t), f(t′)]HT. In order to
construct non-stationary GPs, we can let the SDE co-
efficients (i.e., A and L) be functions of time.
In particular, if f is a Mate´rn GP, then we can select
the state
f := f(t) =
[
f(t) Df(t) · · · Dαf(t)]T ∈ Rd×1, (10)
and the corresponding H =
[
1 0 0 · · ·], where D is the
time derivative, α is the smoothness factor, and di-
mension d = α + 1. We can also generalize the results
to spatial-temporal Gaussian processes, and hence the
corresponding SDEs will become stochastic partial dif-
ferential equations (SPDEs, Sa¨rkka¨ and Hartikainen,
2012; Sa¨rkka¨ et al., 2013).
When constructing a GP using SDEs, we sometimes
need to select the SDE coefficients suitably so that the
resulting covariance function (9) admits a desired form
(e.g., Mate´rn). One way to proceed is to find the spec-
tral density function of the GP covariance function (via
Wiener–Khinchin theorem) and translate the resulting
transfer function into the state-space form (Hartikainen
and Sa¨rkka¨, 2010). The results are known for many
classes of GPs, for example, the Ma´tern and periodic
GPs (Sa¨rkka¨ and Solin, 2019).
As an alternative to the batch-GP construction in
Section 3, the SDE approach offers more freedom to cer-
tain extent because the corresponding covariance func-
tions are positive definite and non-stationary by con-
struction. It is also computationally beneficial in re-
gression, as we can leverage the Markov properties of
the SDEs in the computations.
4.2 Deep Gaussian Processes as Hierarchy of SDEs
So far, we have only considered the SDE construction
of a single stationary/non-stationary GP. To realize a
DGP as defined in Section 2.2, we need to formulate a
hierarchical system composed of linear SDEs. Namely,
we parametrize the SDE coefficients as functions of
other GPs in a hierarchical structure. Followed from
the SDE expression of GP f in Equation (7), let us
similarly define the state
uij,k := u
i
j,k(t) ∈ Rd×1,
for any GP uij,k in the DGP U . We then construct the
DGP by finding the SDE representation for each uij,k
to yield
df = A(U21,·) f dt+ L(U
2
1,·) dWf ,
du21,1 = A
2
1(U
3
1,·)u
2
1,1 dt+ L
2
1(U
3
1,·) dW
2
1,
du21,2 = A
2
2(U
3
2,·)u
2
1,2 dt+ L
2
2(U
3
2,·) dW
2
2,
...
duij,k = A
i
k(U
i+1
k,· )u
i
j,k dt+ L
i
k(U
i+1
k,· ) dW
i
k,
...
(11)
where Wf ∈ RS×1 and Wik ∈ RS×1 for all i and k
are mutually independent standard Wiener processes.
Note that the above SDE system (11) is non-linear,
and the coefficients are state-dependent. We denote by
Ui+1k,· the collection states for all parent states of u
i
j,k.
For example, if u21,1 is conditioned on u
3
1,1 and u
3
1,2,
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then U31,· =
[(
u31,1
)T (
u31,2
)T]T
. To further condense
the notation, we rearrange the above SDEs (11) into
dU(t) = Λ(U(t)) dt+ β(U(t)) dW(t),
U(t0) ∼ N (0,P0),
(12)
where
U(t) =
[
fT
(
u21,1
)T (
u21,2
)T · · · (uij,k)T · · ·]T ∈ R%×1,
is the SDE state of the entire DGP, U(t0) is the Gaus-
sian initial condition, % = d
∑L
i Li is the total dimen-
sion of the state, and
W(t) =
[
WTf (W
2
1)
T · · · (Wik)T · · ·
]T ∈ R%×1.
The drift Λ ◦U : T→ R%×1 and dispersion β ◦U : T→
R%×1 functions can be written as
Λ(U(t)) =

A(U21,·)
A21(U
3
1,·)
. . .
Aik(U
i+1
k,· )
. . .
 U(t),
and
β(U(t)) = diag
(
L(U21,·),L
2
1(U
3
1,·), . . . ,L
i
k(U
i+1
k,· ), . . .
)
,
respectively.
The above SDE representation of DGP is general
in the sense that the SDE coefficients of each GP and
the number of layers are free. However, they cannot be
completely arbitrary as we at least need to require that
the SDE has a weakly unique solution. A classical suffi-
cient condition is to have the coefficients globally Lips-
chitz continuous and have at most linear growth (Fried-
man, 1975; Xu et al., 2008; Mao, 2008; Øksendal,
2003). These restrictive conditions can be further weak-
ened, for example, to locally Lipschitz (Friedman, 1975,
Ch. 5) and weaker growth condition (Shen et al., 2006,
Theorem 2.2). Alternatively, requiring the coefficients
to be Borel measurable and locally bounded is enough
for a unique solution (Rogers and Williams, 2000b, The-
orem 21.1 and Equation 21.9).
It is also worth remarking that the SDE system (12)
and hence the DGP is a well-defined Itoˆ diffusion, pro-
vided that the coefficients are regular enough (Defini-
tion 7.1.1, Øksendal, 2003). This feature is valuable,
as being an Itoˆ diffusion offers many fruitful proper-
ties that we can use in practice, for example, continu-
ity, Markov property, and the existence of infinitesimal
generator (Øksendal, 2003). The Markov property is
needed to ensure the existence of transition density and
also enables the use of Bayesian filtering and smoothing
for regression. The infinitesimal generator can be used
to discretize the SDEs as we do in Section 5.
4.3 Deep Mate´rn Process
In this section, we present a Mate´rn construction of SS-
DGP (12). The coefficients are chosen such that each
SDE corresponds to a conditional GP with the Mate´rn
covariance function. The idea is to find an equivalent
SDE representation for each Mate´rn GP node, and then
parametrize the covariance parameters (i.e., length-
scale ` and magnitude σ) with another layer of Mate´rn
GPs. We are interested in a GP
uij,k | `, σ ∼ GP(0, C(t, t′; `, σ)), (13)
with the Mate´rn covariance function
C(t, t′) =
σ2 21−ν
Γ (ν)
(κ |t− t′|)ν Kν (κ |t− t′|) , (14)
where Kν is the modified Bessel function of the second
kind and Γ is the Gamma function. We denote κ =√
2ν/` and ν = α+ 1/2.
As shown by Hartikainen and Sa¨rkka¨ (2010)
and Sa¨rkka¨ et al. (2013), one possible SDE represen-
tation of Mate´rn GP uij,k in Equation (13) is
duij,k = A
i
k u
i
j,k dt+ L
i
k dW
i
k, (15)
where the state
uij,k =
[
uij,k(t) Du
i
j,k(t) · · · Dαuij,k(t)
]T ∈ Rd×1,
and the SDE coefficients Aik and L
i
k admit the form
Aik =

0 1
0 1
...
. . .
−(α0)κα −(α1)κα−1 · · · −( αα−1)κ
 ,
and
Lik =
[
0 0 · · · σ Γ (α+1)√
Γ (2α+1)
(2κ)
(α+ 12 )
]T
, (16)
respectively. Above, we denote by
(
α
1
)
a binomial co-
efficient and W ik ∈ R is a standard Wiener process.
Next, to contruct the deep Mate´rn process, we need to
parametrize the length scale `(t) and magnitude σ(t)
by the states of parent GPs and build the system as
in Equation (11). For example, if we want to use u31,1
and u31,2 to model the length scale and magnitude of
u21,1, then `
2
1,1 = g(u
3
1,1) and σ
2
1,1 = g(u
3
1,2). The wrap-
ping function g : R → (0,∞) is mandatory to ensure
the positivity of Mate´rn parameters. The minimal re-
quirement for function g is to be positive and Borel
measurable. For instance, we can let g(u) = exp(u) + c
or g(u) = u2 + c for some c > 0. Another choice is to
let g(u) = 1/(u2 + c) that is bounded and Lipschitz on
Deep State-Space Gaussian Processes 7
R, which makes the deep Mate´rn process an Itoˆ diffu-
sion and we have the SS-DGP well-defined (Øksendal,
2003).
Note that the resulting state-space model composed
of (15) has a canonical form from control theory (Glad
and Ljung, 2000), and the dimensionality is determined
by the smoothness parameter α. Moreover, the coeffi-
cient Aik is Hurwitz, because all the eigenvalues have
strictly negative real part. The stability of such system
is studied, for example, in Khasminskii (2012).
Example 2 Corresponding to Example 1, the SDE con-
struction of the two layer (exponential) Mate´rn process
is formulated as follows:
df = − 1
g(u21,1)
f dt+
√
2 g(u21,2)√
g(u21,1)
dWf ,
du21,1 = −
1
g(u31,1)
u21,1 dt+
√
2 g(u31,2)√
g(u31,1)
dW 21,1,
du21,2 = −
1
g(u32,3)
u21,2 dt+
√
2 g(u32,4)√
g(u32,3)
dW 21,2,
where we have states U =
[
f u21,1 u
2
1,2
]T
and the SDE
coefficient functions
Λ(U) =

− 1
g(u21,1)
− 1
g(u31,1)
− 1
g(u32,3)
 U,
and β(U) = diag
(√
2 g(u21,2)√
g(u21,1)
,
√
2 g(u31,2)√
g(u31,1)
,
√
2 g(u32,4)√
g(u32,3)
)
. The
length scale `21,1 and magnitude σ
2
1,2 of f are given by
`21,1 = g(u
2
1,1) and σ
2
1,2 = g(u
2
1,2), respectively.
5 State-space Deep Gaussian Process
Regression
In this section, we formulate sequential state-space re-
gression by DGPs. By using the result in Equation (12),
the state-space regression model is
dU(t) = Λ(U(t)) dt+ β(U(t)) dW(t),
yk = HU(tk) + rk,
(17)
where the initial condition U(t0) ∼ N (0,P0) is inde-
pendent of W(t) for t ≥ 0, and HU(tk) = f(tk) ex-
tracts the top GP f from the state. We also assume that
the functions Λ and β are selected suitably such that
the SDE (17) has a weakly unique solution and imply
Markov property (Friedman, 1975). The deep Mate´rn
process and Example 2 satisfy the required two condi-
tions, provided that function g is chosen properly.
Suppose we have a set of observations y1:N =
{y1, y2, . . . , yN}, then the posterior density of interests
is
p(U(t) | y1:N ), (18)
for any t1 ≤ t ≤ tN . Since we have discrete-time mea-
surements, let us denote by
Uk := U(tk),
for k = 1, 2, . . . , N and use U1:N = {U1, . . . ,UN}.
Also, it would be is possible to extend the regres-
sion to classification by using a categorical measure-
ment model (Rasmussen and Williams, 2006; Garcia-
Ferna´ndez et al., 2019).
5.1 SDE Discretization
To obtain the posterior density with discrete-time ob-
servations, we need the transition density of the SDE,
such that Uk+1 ∼ p(Uk+1 | Uk). It is known that the
transition density is the solution to the Fokker–Planck–
Kolmogorov (FPK) partial differential equation (PDE,
Sa¨rkka¨ and Solin, 2019). However, solving a PDE is
not computationally cheap, and does not scale well for
large-dimensional state. It is often more convenient to
discretize the SDEs and approximate the continuous-
discrete state-space model (17) with a discretized ver-
sion
Uk+1 = a(Uk) + q(Uk),
yk = HUk + rk,
(19)
where a : R% → R% is a function of state, and q : R% →
R% is a zero-mean random variable depending on
the state. One of the most commonly used methods
to derive functions a and q is the Euler–Maruyama
scheme (Kloeden and Platen, 1992). Unfortunately, the
Euler–Maruyama is not applicable for many DGP mod-
els, as the covariance q would be singular. As an exam-
ple, a smooth Mate´rn (α ≥ 1) GP’s SDE representa-
tion gives a singular β(Uk)β
T(Uk) (see Equation (16)),
thus the transition density p(Uk+1 | Uk) is ill-defined.
The Taylor moment expansion (TME) is one way to
proceed instead of Euler–Maruyama (Zhao et al., 2020;
Kessler, 1997; Florens-Zmirou, 1989). This method re-
quires that the SDE coefficients Λ and β are differ-
entiable and there exists an infinitesimal generator for
the SDE (Zhao et al., 2020). The deep Mate´rn process
satisfies these conditions provided that the wrapping
function g is chosen suitably.
We remark that at this point that we have formed
an approximation to the SS-DGP in order to use its
Markov property. This is different from the batch-DGP
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model where we do not utilize the Markov property for
regression. In summary, we approximate the transition
density
p(Uk+1 | Uk) ≈ N (Uk+1 | a(Uk),Q(Uk)),
Q(Uk) = Cov [q(Uk) | Uk] ,
as a non-linear Gaussian, where a discretization such as
Euler–Maruyama or TME is used. With the transition
density formulated, we can now approximate the poste-
rior density (18) of SS-DGP using sequential methods
in state-space.
5.2 State-space MAP Solution
The MAP solution to the SS-DGP model is fairly sim-
ilar to the batch-DGP model, except that we factorize
the posterior density with the Markov property. Sup-
pose that we are interested in the posterior density
p(U0:N | y1:N ) at N discrete observation points, then
we factorize the posterior density by
p(U0:N | y1:N )
∝ p(y1:N | U0:N ) p(U0:N )
=
N∏
k=1
N (yk | HUk, Rk) p(U0)
N∏
k=1
p(Uk | Uk−1).
(20)
By taking the negative logarithm on both sides of
Equation (20), the MAP estimate of SS-DGP is given
by
USMAP0:N = arg min
U0:N
LSMAP(U0:N ;y1:N ), (21)
where
LSMAP(U0:N ;y1:N )
= − log
[
p(y1:N | U1:N ) p(U0)
N∏
k=1
p(Uk | Uk−1)
]
=
1
2
N∑
k=1
[
1
Rk
(yk −HUk)2 + log det(2pi Rk)
]
+
N∑
k=1
[
(Uk − a(Uk−1))TQ−1(Uk−1) (Uk − a(Uk−1))
+ log det(2piQ(Uk−1))
]
× 1
2
+
1
2
[
UT0 P
−1
0 U0 + log det(2piP0)
]
.
(22)
The corresponding gradient of (22) is given in Ap-
pendix B. The computational complexity of this SS-
DGP MAP estimation is O(N (d ∑Li=1 Li)3) which is
in contrast with the complexity O(N3 ∑Li=1 Li) of the
batch-DGP. We see that the state-space MAP solution
has an advantage with large dataset, as the computa-
tional complexity is linear with respect to the number
of data points N .
The state-space MAP method also has the problem
that it is inherently a point estimate. One way to pro-
ceed is to use a Bayesian filter and smoother instead of
the MAP estimates (Sa¨rkka¨, 2013).
5.3 Bayesian Filtering and Smoothing Solution
Recall the original SS-DGP model (17). The estima-
tion of the state from an observed process is equivalent
to computing the posterior distribution (18) which in
turn is equivalent to a continuous-discrete filtering and
smoothing problem (Jazwinski, 1970; Sa¨rkka¨ and Solin,
2019). Compared to the MAP solution, the Bayesian
smoothing approaches offer the full posterior distribu-
tion instead of a point estimate.
The core idea of Bayesian smoothing is to utilize
the Markov property of the process and approximate
the posterior density recursively at each time step. In
particular, we are interested in the filtering posterior
p(Uk | y1:k), (23)
and the smoothing posterior
p(Uk | y1:N ), (24)
for any k = 1, 2, . . . , N . There are many well-known
methods to obtain the above posterior densities, such as
the Kalman filter and Rauch–Tung–Striebel smoother
for linear Gaussian state-space models. Typical meth-
ods for non-linear SS-DGP models are the Gaussian
filters and smoothers (Sa¨rkka¨ and Sarmavuori, 2013;
Kushner, 1967; Itoˆ and Xiong, 2000). Some popular ex-
amples are the extended Kalman filter and smoother
(EKF/EKS), and the unscented or cubature Kalman
filter and smoothers (UKF/UKS/CKF/CKS). The sig-
nificant benefit of Gaussian filters and smoothers is the
computational efficiency, as they scale linearly with the
number of measurements.
Remark 1 Although the Gaussian filters and smoothers
are beneficial choices in terms of computation, there are
certain limitations when applying them to DGP regres-
sion. We elucidate this peculiar characteristic in Sec-
tion 6.
Instead of Gaussian filters and smoothers, we can
use a particle filter and smoother on a more general
setting of DGPs (Godsill et al., 2004; Andrieu et al.,
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2010). Typical choices are the bootstrap particle fil-
ter (PF, Gordon et al., 1993) with resampling proce-
dures (Kitagawa, 1996) and the backward-simulation
particle smoother (PF-BS, Godsill et al., 2004). How-
ever, particle filters and smoothers do not usually scale
well with the dimension of state-space, as we need more
particles to represent the probability densities in higher
dimensions. Other non-Gaussian assumed density filters
and smoothers might also apply, for example, the pro-
jection filter and smoother (Brigo et al., 1998; Koyama,
2018).
6 Analysis on Gaussian Approximated DGP
Posterior
Gaussian filters are particularly efficient methods,
which approximate the DGP posterior (23) and the
predictive density p(Uk | y1:k−1) as Gaussian (Itoˆ and
Xiong, 2000). Under linear additive Gaussian measure-
ment models, the posterior density is approximated an-
alytically by applying Gaussian identities. However, we
are going to show that this type of Gaussian approxi-
mation is not useful for all constructions of DGPs. In
particular, we show that the estimated posterior co-
variance of the observed GP f(t) and an inner GP σ(t)
approaches to zero as t → ∞. As a consequence, the
Gaussian filtering update for σ(t) will not use informa-
tion from measurements as t→∞.
In the following, we restrict our analysis to a certain
construction of DGPs and a class of Gaussian approxi-
mations (filters) for which we can prove the covariance
vanishing property. Therefore, in Section 6.1 we define a
construction of DGPs, and in Algorithm 1 we formulate
a type of Gaussian filters. The main result is revealed
in Theorem 1.
6.1 Preliminaries and Assumptions
Let f(t) : T → R and uσ(t) : T → R be the solution to
the pair of SDEs
df(t) = µ(u`(t)) f(t) dt+ θ(u`(t), uσ(t)) dWf (t),
duσ(t) = a(uv(t))uσ(t) dt+ b(uv(t)) dWσ(t),
(25)
for t ≥ t0 starting from random initial conditions
f(t0), uσ(t0) which are independent of the Wiener pro-
cesses Wf (t) ∈ R and Wσ(t) ∈ R. In addition,
u`(t) : T → R and uv(t) : T → R are two independent
processes driving the SDEs (25), which are also inde-
pendent of Wf (t) ∈ R and Wσ(t) ∈ R for t ≥ t0.
Let y(tk) = f(tk) + r(tk) be the noisy observation
of f(t) at time tk, where r(tk) ∼ N (0, Rk) and k =
1, 2, . . .. Also let y1:k = {y1, . . . , yk} and ∆t = tk −
tk−1 > 0 for all k. We make the following assumptions.
Assumption 1. The functions µ : R → (−∞, 0),
θ : R × R → R, a : R → (−∞, 0), and b : R × R → R
and the initial conditions f(t0), uσ(t0), u`(t0), and
uv(t0) are chosen regular enough so that the solution
to SDEs (25) exists.
Assumption 2. E[f2(t0)] < ∞, E[u2σ(t0)] < ∞, and
E[(f(t0)uσ(t0))2] <∞.
Assumption 3. There exists constants Cµ < 0 and
Ca < 0 such that (µ ◦ u`)(t) ≤ Cµ and (a ◦ uv)(t) ≤ Ca
almost surely.
Assumption 4. E
[
(µ(u`(t))f(t))
2
] ≤ C < ∞ al-
most everywhere and E
[
θ2(u`(t), uσ(t))
]
< ∞. Also
E
[
θ2(u`(t), uσ(t))
] ≥ Cθ > 0 almost everywhere.
Assumption 5. There exists a constant CR > 0 such
that Rk ≥ CR for all k = 1, 2, . . . , or there exists a k
such that Rk = 0.
The above SDEs (25) and Assumptions 1-5 corre-
spond to a type of DGP constructions. In particular,
f(t) is a conditional GP given uσ(t) and u`(t). Also,
uσ(t) is another conditional GP given uv(t). The pro-
cesses u`(t) and uv(t) are two independent processes
that drive f(t) and uσ(t). The Mate´rn DGP in Exam-
ple 2 satisfies the above assumptions, if we choose Gaus-
sian initial conditions and a regular wrapping function
by, for example, g(u) = u2 + c and c > 0.
6.2 Theoretical Results
The following Lemma 1 shows that the covariance of
f(t) and uσ(t) approaches to zero as t→∞.
Lemma 1 Under Assumptions 1 to 3,
lim
t→∞Cov[f(t), uσ(t)] = 0. (26)
Proof. Let mf (t) := E[f(t)], mσ(t) := E[uσ(t)]. By Itoˆ’s
lemma,
d (f(t)uσ(t))
= [uσ(t)µ(u`(t)) f(t) + f(t) a(uv(t))uσ(t)] dt
+
1
2
[uσ(t) θ(u`(t), uσ(t)) dWf (t)
+ f(t) b(uv(t)) dWσ(t)].
(27)
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Let Fvt and F`t be the natural filtrations generated by
uv(t) and u`(t), respectively. Taking conditional expec-
tations on the above Equation (27) gives
dE[f(t)uσ(t) | Fvt ,F`t ]
= E
[
(µ(u`(t)) + a(uv(t))) f(t)uσ(t) | Fvt ,F`t
]
dt
= (µ(u`(t)) + a(uv(t)))E[f(t)uσ(t) | Fvt ,F`t ] dt.
Thus
E[f(t)uσ(t) | Fvt ,F`t ]
= E[f(t0)uσ(t0) | uv(t0), u`(t0)] e
∫ t
t0
µ(u`(s))+a(uv(s)) ds.
Using the same approach, we derive
E[f(t) | F`t ] = E[f(t0) | u`(t0)] e
∫ t
t0
µ(u`(s)) ds,
E[uσ(t) | Fvt ] = E[uσ(t0) | uv(t0)] e
∫ t
t0
a(uv(s)) ds.
(28)
Then by law of total expectation, we recover
Cov[f(t), uσ(t)]
= E
[
E[f(t0)uσ(t0) | u`(t0), uv(t0)]
× e
∫ t
t0
µ(u`(s))+a(uv(s)) ds
]
− E
[
E[f(t0) | u`(t0)] e
∫ t
t0
µ(u`(s)) ds
]
× E
[
E[uσ(t0) | uv(t0)] e
∫ t
t0
a(uv(s)) ds
]
.
(29)
Taking the limit of Equation (29) gives
lim
t→∞Cov[f(t), uσ(t)]
= lim
t→∞E
[
E[f(t0)uσ(t0) | u`(t0), uv(t0)]
× e
∫ t
t0
µ(u`(s))+a(uv(s)) ds
]
− lim
t→∞E
[
E[f(t0) | u`(t0)] e
∫ t
t0
µ(u`(s)) ds
]
× lim
t→∞E
[
E[uσ(t0) | uv(t0)] e
∫ t
t0
a(uv(s)) ds
]
,
(30)
where all the three limits on the right side
turn out to be zero. Let us first focus on
E
[
E[f(t0) | u`(t0)] e
∫ t
t0
µ(u`(s)) ds
]
. By Ho¨lder’s inequal-
ity,∣∣∣E [E[f(t0) | u`(t0)] e∫ tt0 µ(u`(s)) ds]∣∣∣
≤
√
E [E2[f(t0) | u`(t0)]]
√
E
[
e
2
∫ t
t0
µ(u`(s)) ds
]
.
Now by using Assumption 3, we know that there exists
a constant Cµ < 0 such that (µ ◦ u`)(t) ≤ Cµ almost
surely. Hence
E
[
e
∫ t
t0
µ(u`(s)) ds
]
≤ E
[
eCµ (t−t0)
]
= eCµ (t−t0),
for all t > t0. Therefore
lim
t→∞E
[
E[f(t0) | u`(t0)] e
∫ t
t0
µ(u`(s)) ds
]
=
√
E [E2[f(t0) | u`(t0)]] lim
t→∞ e
2Cµ (t−t0) = 0.
Assumption 2 ensures that E
[
E2[f(t0) | u`(t0)]
]
is fi-
nite. Similarly, we obtain the zero limits for the rest of
the terms in Equation (30). Thus limit (26) holds.
The almost sure negativity (i.e., Assumption 3) on
functions µ(·) and a(·) is the key condition we need to
have for the covariance to vanish to zero in infinite time.
These conditions are often true in an SDE representa-
tion of a DGP.
Before analyzing the posterior covariance, we need
to construct a positive lower bound on the variance of
f(t), which is given in Lemma 2 and Corollary 1.
Lemma 2 Under Assumption 1, for any  > 0, there
is ζ > 0 such that
Var[f(t)] ≥ 1
z(t)
∫ t
t0
z(s)
(
E
[
θ2(u`(s), uσ(s))
]
− 2 
√
E [(µ(u`(s)) f(s))2]
)
ds,
(31)
where z(t) = exp
{∫ t
t0
2 ζ
√
E[(µ(u`(s)) f(s))2] ds
}
.
Proof. Denote by P (t) := Var[f(t)] = E[(f(t) −
E[f(t)])2]. By applying Itoˆ’s lemma on (f(t)−E[f(t)])2
and taking expectation, we obtain
P (t) = P (t0) + 2
∫ t
t0
E[µ(u`(s)) f(s)(f(s)− E[f(s)])] ds
+
∫ t
t0
E[θ2(u`(s), uσ(s))] ds,
(32)
where the initial P (t0) > 0. By Ho¨lder’s inequality,
|E[µ(u`(t)) f(t)(f(t)− E[f(t)])]|
≤
√
E[(µ(u`(t)) f(t))2]
√
P (t).
We now form a linear bound on
√
P (t) such that for
any  > 0, there is ζ > 0 such that
√
P (t) ≤ + ζP (t).
Next, to prove the bound (31), we use the differential
form of (32) and get
dP (t)
dt
≥ −2
√
E[(µ(u`(t)) f(t))2]
√
P (t) + E[θ2(u`(t), uσ(t))]
≥ −2 ζ
√
E[(µ(u`(t)) f(t))2]P (t)
+
(
E[θ2(u`(t), uσ(t))]− 2 
√
E[(µ(u`(t)) f(t))2]
)
,
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Now, we introduce z(t) =
exp
{∫ t
t0
2 ζ
√
E[(µ(u`(s)) f(s))2] ds
}
, and then by
integrating factor method on ddt (z(t)P (t)), we recover
the bound (31).
Corollary 1 Under Assumptions 1 and 4, there exists
 > 0 and CF (∆t) > 0 such that
Var[f(t)] ≥ CF (∆t). (33)
Proof. From Lemma 2, we know that for any  > 0,
there is ζ > 0 such that Equation (31) holds. By As-
sumption 4, we have 1 ≤ z(t) ≤ exp(2 ζ ∆tC). Also,
we have E
[
θ2(u`(t), uσ(t))
]−2 √E [(µ(u`(t)) f(t))2] ≥
Cθ− 2 
√
C almost everywhere. Thus let us choose any
small enough  < Cθ
2
√
C
so that Cθ − 2 
√
C > 0. Now
let CF =
(Cθ−2 
√
C)∆t
exp(2 ζ ∆tC) hence Equation (33) holds. Note
that the inequality (33) only depends on ∆t and some
fixed parameters of the SDEs.
The following Algorithm 1 formulates a partial pro-
cedure for estimating the posterior density using a
Gaussian approximation. In particular, Algorithm 1
gives an approximation
P f,σk ≈ Cov[f(tk), uσ(tk) | y1:k],
to the posterior covariance for k = 1, 2, . . .. In order to
do so, we need to make predictions through SDEs (25)
based on different starting conditions at each time step.
Hence let us introduce two notations as following. We
denote by
Cov[f(t), uσ(t)](c0),
and
Var[f(t)](s0),
the functions of t in Equations (29) and (32) starting
from initial values c0 ∈ R and s0 ∈ (0,+∞) at t0,
respectively.
Algorithm 1 (Gaussian posterior approximation for
P f,σk ). Let us approximate the posterior densities
p(f(tk), uσ(tk) | y1:k) by Gaussian densities for k =
1, 2, . . .. Suppose that the initial condition is known
and particularly P f,σ0 := Cov[f(t0), uσ(t0)] and P
f,f
0 :=
Var[f(t0)]. Then starting from k = 1 we calculate
P¯ f,σk = Cov[f(tk), uσ(tk)](P
f,σ
k−1), (34)
and
P¯ f,fk = Var[f(tk)](P
f,f
k−1), (35)
through the SDEs (25) and update
P f,σk = P¯
f,σ
k −
P¯ f,fk P¯
f,σ
k
P¯ f,fk +Rk
, (36)
for k = 1, 2, . . ..
Remark 2 The above Algorithm 1 is a special case
of continuous-discrete Gaussian filters (Itoˆ and Xiong,
2000; Sa¨rkka¨ and Solin, 2019), except that the pre-
dictions through SDEs (25) are done exactly in Equa-
tions (34) and (35). In practice, the predictions might
also involve various types of Gaussian approxima-
tions and even numerical integrations (e.g., sigma-point
methods).
Theorem 1 Suppose that Assumptions 1 to 5 hold.
Further assume that |Cov[f(t), uσ(t)](c0)| ≤ |c0| for all
c0 ∈ R, then Algorithm 1 gives
lim
k→∞
P f,σk = 0. (37)
Proof. We are going to use induction to prove that the
claim∣∣∣P f,σk ∣∣∣ ≤ ∣∣∣P f,σ0 ∣∣∣ k∏
i=1
Mi (38)
holds for all k = 1, 2, . . ., where Mi =
Ri
P¯ f,fi +Ri
. To do
so, we expand
∣∣∣P f,σk ∣∣∣ by
∣∣∣P f,σk ∣∣∣ =
∣∣∣∣∣P¯ f,σk − P¯ f,fk P¯ f,σkP¯ f,fk +Rk
∣∣∣∣∣
=
∣∣∣∣∣ P¯ f,σk RkP¯ f,fk +Rk
∣∣∣∣∣ = Mk ∣∣∣P¯ f,σk ∣∣∣ ≤Mk∣∣∣P f,σk−1∣∣∣.
(39)
Now we can verify that
∣∣∣P f,σ1 ∣∣∣ ≤ ∣∣∣P f,σ0 ∣∣∣M1 when k = 1,
which satisfies the induction claim (38). Suppose that
Equation (38) holds for a given k > 1, then we can
calculate Equation (39) at k + 1 giving∣∣∣P f,σk+1∣∣∣ = Mk+1 ∣∣∣P¯ f,σk+1∣∣∣ ≤Mk+1 ∣∣∣P f,σk ∣∣∣
≤Mk+1
∣∣∣P f,σ0 ∣∣∣ k∏
i=1
Mi =
∣∣∣P f,σ0 ∣∣∣ k+1∏
i=1
Mi,
(40)
which satisfies the induction claim (38). Thus Equa-
tion (38) holds. Above, we used the assumption
|Cov[f(t), uσ(t)](c0)| ≤ |c0| for all s0 ∈ R to get∣∣∣P¯ f,σk+1∣∣∣ ≤ ∣∣∣P f,σk ∣∣∣ for any k.
By Corollary 1, and a fixed non-zero ∆t, we know
that P¯ f,fk are lower bounded uniformly over all k, thus
limk→∞
∏k
i=1Mi = 0. Hence, by taking the limit on
Equation (38), the Equation (37) holds. Also, this the-
orem trivially holds if Rk = 0 for some k or P
f,σ
0 = 0
because Mk = 0 for all k = 1, 2, . . ..
Remark 3 Note that in Theorem 1, the initial bounding
assumption |Cov[f(t), uσ(t)](c0)| ≤ |c0| for all s0 ∈ R is
needed because it is not always followed from Lemma 1.
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Fig. 2: Graphs of four regression models. We denote by
y as the measurement of function f contaminated by
noise r. In (b), the processes `21,1 and σ
2
1,2 in dashed
circles are degenerate (learnable hyperparameters).
On the other hand, for any choice of c0 ∈ R, there
always exists a threshold η > 0 such that for all t > η we
have |Cov[f(t), uσ(t)](c0)| ≤ |c0| because of Lemma 1.
Under the result of bounded Var [f(t)] in Corol-
lary 1, the consequence of the vanishing posterior co-
variance in Theorem 1 is that the so-called Kalman gain
for uσ(t) approaches zero asymptotically. It entails that
the Kalman update for uσ(t) will use no information
from measurements when t → ∞. In the later experi-
ment as shown in Figure 7 we see that the correspond-
ing estimated uσ(t) and covariance rapidly stabilizes to
zero.
The previous Theorem 1 is formulated in a general
sense which applies to DGP methods that use Algo-
rithm 1 and satisfy Assumptions 1 to 5. A concrete
example is shown in the following Example 3.
Example 3 Consider a system of SDEs,
df(t) = µ f(t) dt+ uσ(t) dWf (t),
duσ(t) = a uσ(t) dt+ b dWu(t),
(41)
starting from a Gaussian initial condition f(t0), uσ(t0),
where constants µ < 0, a < 0, and b > 0. The
conditions of Theorem 1 are now satisfied, and thus
limk→∞ P
f,σ
k = 0.
7 Experiments
In this section we numerically evaluate the proposed
methods. The specific objectives of the experiments are
Fig. 3: Demonstration of the magnitude-varying rect-
angle signal in Equation (42) with 500 samples.
as follows. First, we show the advantages of using DGPs
over conventional GPs or non-stationary GPs (one-layer
DGPs) in non-stationary regression. Then, we compare
the batch and state-space constructions of DGPs. Fi-
nally, we examine the efficiencies of different DGP re-
gression methods.
We prepare four regression models as shown in Fig-
ure 2. These models are the conventional GP (Ras-
mussen and Williams, 2006), non-stationary GP (NS-
GP, Paciorek and Schervish, 2006), two-layer DGP
(DGP-2), and three-layer DGP (DGP-3). The DGP-
2 and DGP-3 are constructed using both the batch
and state-space approaches as formulated in Sections 3
and 4, respectively. In particular, we consider a Mate´rn
type of GP construction, which only has two hyper-
parameters (i.e., the length scale ` and magnitude σ).
That is to say, we use the non-stationary Mate´rn covari-
ance function (Paciorek and Schervish, 2006) for the
NS-GP and batch-DGP models, and the deep Mate´rn
process for SS-DGP model. For the wrapping function
g, we choose g(u) = exp(u). For the discretization of SS-
DGP, we use the 3rd-order TME method (Zhao et al.,
2020). We control the smoothness of f and hyperpa-
rameter processes by using α = 1 and 0, respectively
(see Equation (14)).
For the GP and NS-GP models, we use a max-
imum likelihood estimation (MLE) routine to opti-
mize their hyperparameters (Rasmussen and Williams,
2006). As for the batch-DGP models, we use the pro-
posed batch maximum a posteriori (B-MAP) method
in Section 3.1. Similarly for the SS-DGP, we apply
the state-space MAP (SS-MAP), Gaussian filters and
smoothers (Sa¨rkka¨, 2013), and a bootstrap particle fil-
ter (PF, Andrieu et al., 2010; Doucet et al., 2000) and
a backward-simulation particle smoother (PF-BS, God-
sill et al., 2004).
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We use the limited-memory Broyden–Fletcher–
Goldfarb–Shanno (l-BFGS, Nocedal and Wright, 2006)
optimizer for MLE and MAP optimizations. For the
Gaussian filters and smoothers, we exploit the com-
monly used linearization (EKFS) and spherical cuba-
ture method (CKFS) (Sa¨rkka¨, 2013). As for the PF and
PF-BS, we use 200,000 particles and 1,600 backward
simulations. There are also trainable hyperparameters
in the DGP models, and we find them by grid searches.
The following experiments except the real applica-
tion are computed with the Triton computing cluster
at Aalto University, Finland1. We uniformly allocate 4
CPU cores and 4 gigabyte of memory for each of the in-
dividual experiment. In addition, the PF-BS method is
implemented with CPU-based parallelization. All pro-
grams are implemented in MATLAB R© 2019b.
7.1 Regression on Rectangle Signal
In this section, we conduct regression on a magnitude-
varying rectangle wave, as shown in Figure 3. The re-
gression model is formulated by
f(t) =

0, t ∈ [0, 16 ) ∪ [ 26 , 36 ) ∪ [ 46 , 56 ),
1, t ∈ [ 16 , 26 ),
0.6, t ∈ [ 36 , 46 ),
0.4, t ∈ [ 56 , 1],
y(t) = f(t) + r(t),
(42)
where f(t) is the true function, y(t) is the measure-
ment, and r(t) ∼ N (0, 0.002). We evenly generate sam-
ples y(t1), . . . , y(tT ), where T = 100. The challenge of
this type of signal is that the rectangle wave is contin-
uous and flat almost everywhere while it is only right-
continuous at a finite number of isolated points. More-
over, the jumps have different heights.
We formulate the commonly used root mean square
error (RMSE)(
1
T
T∑
k=1
(
f(tk)− f˜(tk)
)2)1/2
, (43)
to numerically demonstrate the methods’ effectiveness,
where f˜ is the regression estimate. We run 100 indepen-
dent Monte Carlo trials to average the above RMSE as
well as the computational time. For visualization, we
choose one representative run from the Monte Carlo
trials.
Figure 4 shows the results of GP and NS-GP re-
gression. Both of GP and NS-GP experience overfitting
1 The code is available at https://to.be.revealed.upon.
acceptance
Fig. 4: GP and NS-GP regressions on model (42). The
shaded area stands for 95% confidence interval.
problem on this rectangle signal, while the estimated
posterior variance of NS-GP is significantly smaller
than that of GP. The outcome of GP is expected, as
the covariance function is stationary. Because there are
no constraints (e.g., being time-continuous) on the pa-
rameters of NS-GP, the learnt `21,1(t) and σ
2
1,2(t) overfit
to the likelihood function individually at each time in-
stant (cf. Paciorek and Schervish, 2006). From Table 1
we can see that the RMSEs of GP and NS-GP are very
close.
The results of B-MAP on batch-DGPs are shown in
Figure 5. We can see a slight improvement in overfit-
ting compared to GP and NS-GP. However, the learnt
function f(t) of B-MAP is not smooth enough and is
jittering. For B-MAP on DGP-2, the estimated `21,1(t)
and σ21,2(t) change abruptly on the jump points, and
do not stay at flat levels, especially `21,1(t). On the con-
trary, the estimated `31,1(t) and σ
3
1,2(t) on the last layer
of DGP-3 stay mostly flat while changing sharply on
the jump points. From Figure 5 and the RMSEs of Ta-
ble 1 we can see that the results of B-MAP on DGP-2
and DGP-3 are almost identical with subtle differences.
Compared to the batch-DGP, the SS-DGP method
gives a better fit to the true function. This result
is demonstrated in Figure 8, where SS-MAP is used.
There is no noticeable overfitting problem in the SS-
MAP estimates. The learnt function f(t) is smooth and
fits to the actual function to a reasonable extent. For
SS-MAP on DGP-2, the estimated `21,1(t) and σ
2
1,2(t)
mostly stay at a constant level and change rapidly on
the leap points. From the second and third rows of Fig-
ure 8 and Table 1, we see that the SS-MAP achieves
better result on DGP-3 compared to on DGP-2. We
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Fig. 5: B-MAP regression results on model (42) using DGP-2 (first row) and DGP-3 (second and third rows).
Fig. 6: CKFS and EKFS regression results on model (42) using DGP-2 (first row) and EKFS on DGP-3 (second
and third rows). The shaded area stands for 95% confidence interval.
also find that the learnt parameters `21,1(t) and σ
2
1,2(t)
of DGP-3 appear to be smoother than of DGP-2.
Apart from the SS-MAP solution to the SS-DGP, we
also demonstrate the Bayesian filtering and smoothing
solutions in Figures 7, 6, and 10. Figure 7 shows the
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Fig. 7: CKFS regression on model (42) using DGP-2.
results of CKFS on DGP-2. We find that the regres-
sion result on DGP-2 is acceptable though the estimate
is overly smooth on the jump points. The learnt pa-
rameters `21,1(t) also change significantly on the jump
points and stay flat elsewhere. Moreover, we find that
the estimated log
(
σ21,2(t)
)
and Cov[f, σ21,2 | y1:k] con-
verge to zero in very fast speeds, especially the covari-
ance estimate. This phenomenon resembles the vanish-
ing covariance in Theorem 1. In this case, the estimated
log
(
σ21,2(t)
)
converges to the prior mean of SS-DGP
which is zero, due to the vanishing covariance. There-
fore for this experiment and all the following experi-
ments, we treat all the magnitude parameters of Mate´rn
(e.g., σ21,2(t)) as trainable hyperparameters learnt from
grid searches. The results are illustrated in Figure 6.
However, we identify that there is a numerical diffi-
culty when applying CKFS on DGP-3. With many hy-
perparameter settings, the CKFS fails due to numerical
problems (e.g., singular matrix). The EKFS still works
on DGP-3, thus we plot the results in the second row
of Figure 6. The estimated f(t) of EKFS appears to
be over-smooth, especially on the jump points. Also,
the estimated variances of `21,1(t) and σ
2
1,2(t) are signif-
icantly large.
Figure 10 illustrates the result of PF-BS. We find
that the regression results are reasonably close to the
ground truth. Also, the estimated f(t) is smooth. The
estimated parameters `21,1(t) and σ
2
1,2 for PF-BS on
DGP-2 have a similar pattern as the results of SS-MAP,
CKFS, and EKFS, which only change abruptly on the
jump points. However, the `21,1(t) of DGP-3 does not
stay flat generally, and σ21,2(t) does not change signif-
icantly on the jump points. In Table 1, the RMSEs of
PF-BS on DGP-3 are better than on DGP-2. Also, PF-
BS is slightly better than PF.
Methods GP NS-GP DGP-2 DGP-3
MLE 4.36 4.28
B-MAP 3.89 3.80
SS-MAP 2.04 1.69
CKFS 4.50
EKFS 5.32 7.77
PF 4.25 3.73
PF-BS 4.08 3.35
Table 1: Averaged RMSEs (×10−2) over different re-
gression models and methods.
Methods GP NS-GP DGP-2 DGP-3
MLE 2.0 3.3
B-MAP 454.9 897.7
SS-MAP 205.4 479.5
CKFS 0.2
EKFS 0.1 0.2
PF 929.6 1460.8
PF-BS 4− 7 hours 17− 20 hours
Table 2: Averaged computational time (in seconds) re-
sults over different regression models and methods.
We now summarize the numerical results in terms
of the RMSEs and computational time from Table 1
and 2. Table 1 demonstrates that the DGP methods
using MAP, PF, and PF-BS outperform GP and NS-
GP on this non-stationary signal regression. Moreover,
the RMSEs are improved by using DGP-3 over DGP-2,
expect for Gaussian filters and smoothers. Among all
regression methods, the SS-MAP is the best, followed
by B-MAP and PF-BS. Table 2 presents the compu-
tational time of all methods. We see that the Gaus-
sian filters and smoothers (CKFS and EKFS) are the
fastest, followed by GP and NS-GP. We also notice that
for all methods, DGP-3 is more time-consuming than
DGP-2. Even though we implemented PF-BS in CPU-
based parallelization the time consumption is still sig-
nificantly higher than of the others because of the large
number of particles and backward simulations.
7.2 Regression on Composite Sinusoidal Signal
In this section, we conduct another experiment on a
non-stationary composite sinusoidal signal formulated
by
f(t) =
sin2
(
7pi cos
(
2pi t2
)
t
)
cos (5pi t) + 2
, t ∈ [0, 1],
y(t) = f(t) + r(t),
(44)
where f(t) is the true function, and r(t) ∼ N (0, 0.01).
This type of signal has been used by, for exam-
ple, Rudner et al. (2020); Vannucci and Corradi (1999)
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Fig. 8: SS-MAP regression results on model (42) using DGP-2 (first row) and DGP-3 (second and third rows).
Fig. 9: Demonstration of the composite sinusoidal sig-
nal (44).
and Monterrubio-Go´mez et al. (2020). A demonstration
is plotted in Figure 9. In contrast to the discontinuous
rectangle wave in Equation (42), this composite sinu-
soidal is smooth. Thus it is appropriate to postulate
a smooth Mate´rn prior. This non-stationary signal is
challenging in the sense that the frequencies and mag-
nitudes are changing rapidly over time.
The settings of this experiment are the same with
the rectangle wave regression in Section 7.1, except that
we generate the signal with 2, 000 samples. With this
number of measurements, the NS-GP and MAP-based
solvers fail because they do not converge in a reasonable
amount of time. Also, we select three other GP models
from the literature for comparison, that are, the fully
independent conditional (FIC, Quinonero-Candela and
Rasmussen, 2005) sparse GP with 500 pseudo-inputs
, the warped GP (WGP, Snelson et al., 2004), and a
non-stationary GP (HGP) by Heinonen et al. (2016).
The results for GP, Sparse GP, WGP, and HGP are
shown in Figure 11. We find that the estimate of GP is
overfitted to the measurements, and it is not smooth.
On the contrary, the estimate of sparse GP is under-
fitted. The result of WGP is similar to GP, but the
estimated variance of WGP is large. The HGP works
well except for the part after t > 0.8 s. The learnt `21,1(t)
and σ21,2(t) from HGP are smooth.
Figures 12 and 13 plot the results of EKFS and
CKFS, respectively. From visual inspection, the Gaus-
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Fig. 10: PF-BS regression results on model DGP-2 (first row) and DGP-3 (second and third rows). The shaded
area stands for 95% confidence interval.
Fig. 11: Regression results of GP, Sparse GP, WGP, and HGP on model (44). The shaded area stands for 95%
confidence interval.
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Fig. 12: EKFS regression results on model (44) using DGP-2 (first row) and DGP-3 (second and third rows). The
shaded area stands for 95% confidence interval.
Fig. 13: CKFS regression results on model (44) using DGP-2 (first row) and DGP-3 (second and third rows). The
shaded area stands for 95% confidence interval.
sian filters and smoothers based DGPs outperform GP,
sparse GP, WGP, and HGP. We also find that the esti-
mates from EKFS and CKFS are quite similar, whereas
EKFS gives smoother estimate of f(t) compared to
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Fig. 14: LIGO gravitational wave detection (event GW150914, Hanford, Washington) using (Mate´rn, α = 1) GP
and DGP-2. The shaded area stands for 95% confidence interval.
Methods RMSE (×10−2) Time (s)
GP (MLE) 3.08 1.4
Sparse GP (FIC) 17.52 0.3
WGP 3.21 2.6
HGP 9.35 765.5
CKFS (DGP-2) 2.52 0.3
CKFS (DGP-3) 2.54 0.9
EKFS (DGP-2) 2.61 0.1
EKFS (DGP-3) 2.73 0.2
Table 3: Averaged RMSEs and computational time re-
sults on model (44) over different regression models and
solvers.
CKFS. The learnt `21,1(t) and σ
2
1,2(t) also adapt to the
frequency changes of the signal. It is worth noticing
that the estimated `31,1(t) in the third layer of DGP-3
is almost flat for both CKFS and EKFS.
The RMSEs and computational times are listed in
Table 3. This table verifies that the DGPs using Gaus-
sian filters and smoothers (i.e., CKFS and EKFS) out-
perform other methods in terms of both RMSE and
computational time. Also, CKFS gives slightly better
RMSEs than EKFS. For this signal, using DGP-3 yields
no better RMSEs compared to DGP-2.
7.3 Real Data Application on LIGO Gravitational
Wave Detection
The theoretical existence of gravitational waves was
predicted by Albert Einstein in 1916 from a linearized
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field equation of general relativity (Hill et al., 2017; Ein-
stein and Rosen, 1937). In 2015, the laser interferometer
gravitational-wave observatory (LIGO) team made the
first observation of gravitational waves from a collision
of two black holes, known as the event GW150914 (Ab-
bott et al., 2016). The detection was originally done by
using a matched-filter approach. It is of our interests
to test if the GP and DGP approaches can detect the
gravitational waves from the LIGO measurements. We
now formulate the detection as a regression task.
We use the observation data provided by LIGO sci-
entific collaboration and the Virgo collaboration2. As
shown in the first picture of Figure 14, the data contains
3,441 measurements sampled in frequency of 16,384 Hz.
We use time interval 1×10−5 s to interpolate the data,
which results in 10, 499 time steps. The reference grav-
itational wave calculated numerically from the general
relativity theory is shown in Figure 14, and we use it
as the ground truth for comparison.
We use the previously formulated regression models
GP and DGP-2, as shown in Figure 2. Unfortunately,
the NS-GP and MAP-based solvers are not applicable
due to a large number of observations and interpola-
tion steps. Hence, we choose the Gaussian filters and
smoothers (i.e., CKFS and EKFS) for DGP regression.
The detection results are shown in the second and
third rows of Figure 14. We find that the DGP-2 model
gives a better fit to the gravitational wave compared
to GP. The DGP-2 estimate is almost identical to the
numerical relativity result. GP however, fails because
the estimate overfits to the measurements. Also, the
outcomes of DGP-2 are explainable by reviewing the
learnt parameter `21,1. We see that the length scale `
2
1,1
adapts to the frequency changes of the gravitational
wave, which is an expected feature by using the DGP
model. The results of CKFS and EKFS are similar,
while EKFS gives smoother results.
Moreover, the Gaussian filters and smoothers on
DGP-2 have significantly smaller time consumption
compared to GP. In one single run of the program,
CKFS and EKFS take 1.5 s and 0.4 s, respectively, while
GP takes 202.2 s (including hyperparameter optimiza-
tion).
8 Conclusion
In this paper, we have proposed a state-space approach
to deep Gaussian process (DGP) regression. The DGP
is formulated as a cascaded collection of conditional
2 The data is available at https://doi.org/10.7935/
K5MW2F23 or https://doi.org/10.7935/82H3-HH23
Gaussian processes (GPs). By using the state-space rep-
resentation, we cast the DGP into a non-linear hierar-
chical system of linear stochastic differential equations
(SDEs). Meanwhile, we propose the maximum a poste-
riori and Bayesian filtering and smoothing solutions to
the DGP regression task. The experiment shows signif-
icant benefits when applying the DGP methods to sim-
ulated non-stationary regression problems as well as to
a real data application in gravitational wave detection.
Appendix A Derivatives of Loss Function (6)
We define the derivatives in a set
∂LBMAP
∂U1:N
=
{
∂L
∂uij,k|1:N
: i = 1, . . . , L, k = 1, 2, . . . , Li
}
for all nodes, where each element is a column vector.
For the top GP f := u11,1, the derivative is
∂LBMAP
∂f1:N
= −R−1 (y1:N − f1:N ) +C−1 f1:N .
The derivatives of other GP nodes are given by
∂LBMAP
∂uij,k|1:N
=
∂ − log p(uij,k|1:N | U i+1k,·|1:N )
∂uij,k|1:N
+
∂ − log p(ui−1j,k|1:N | U ik,·|1:N )
∂uij,k|1:N
=
(
Cik
)−1
uij,k|1:N +
1
2
gik.
Above, the m-th element of gik ∈ RN×1 is
[
gik
]
m
=
∂LBMAP
∂uij,k|m
=
∂ − log ∣∣2piCi−1k ∣∣
∂uij,k|m
+
∂ − (ui−1j,k|1:N )T (Ci−1k )−1 ui−1j,k|1:N
∂uij,k|m
= tr
[((
Ci−1k
)−1 − τ τT) ∂Ci−1k
∂uij,k|m
]
,
where uij,k|m is the m-th element of u
i
j,k|1:N and τ =(
Ci−1k
)−1
ui−1j,k|1:N .
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Appendix B Derivatives of Loss Function (22)
We collect the derivates of the state in a set
∂LSMAP
∂U1:N
=
{
∂LSMAP
∂Uk
, k = 0, . . . , N
}
,
for all time step, where each element is a column vector.
For the initial condition, its derivative is
∂LSMAP
∂U0
= P−10 U0 +
1
2
z0.
For k = 1, 2, . . . , N − 1, the derivative is
∂LSMAP
∂Uk
=
1
Rk
HT (HUk − yk)
+Q−1(Uk−1) (Uk − a(Uk−1)) + 1
2
zk.
Above, zk ∈ R%×1 is a vector for k = 0, 1, . . . , N − 1.
Now let us temporarily use umk as the m-th component
of state Uk, then the m-th element of zk is
[zk]m = −UTk+1 Q−1(Uk)
∂Q(Uk)
∂umk
Q−1(Uk)Uk+1
+ 2
∂aT(Uk)
∂umk
Q−1(Uk) (a(Uk)−Uk+1)
+ aT(Uk)Q
−1(Uk)
∂Q(Uk)
∂umk
Q−1(Uk)
× (2Uk+1 − a(Uk))
+ tr
(
Q−1(Uk)
∂Q(Uk)
∂umk
)
.
(45)
Finally, for the derivative on the last time step
∂LSMAP
∂UN
=
1
RN
HT (HUk − yN )
+Q−1(UN−1) (UN − a(UN−1)) .
(46)
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