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บทคัดยอ 
งานวิจยันี้เปนการศึกษาลักษณะของการเรยีนรูดวยวิธีเบยีเชียนที่ใชทฤษฎีพื้นฐานเกีย่วกับ
ความนาจะเปน จากการวิเคราะหวิธีการเรียนรูพบวา ถาหากสามารถลดจํานวนแอททริบิวตที่ตองใช
ในระหวางกระบวนการเรียนรู ใหเหลือเฉพาะแอททรบิิวตที่สําคัญ นาจะชวยใหผลการเรียนรูมี
ความเที่ยงตรงสูงขึ้น ผูวิจัยไดใชโครงสรางตนไมตัดสินใจ เปนเครื่องมือในการวเิคราะหหาแอททริ
บิวตที่มีความสําคัญ และทดสอบขอมูลที่คัดเลือกแอททรบิิวตแลวกับอลักอริทึมเบยีเชียน พบวาการ
ทดสอบกับหาชุดขอมูลใหผลดีเปนสวนใหญ แตยังมีบางชุดขอมูลที่ผลไมสอดคลองกับสมมุติฐาน
จําเปนตองไดรับการศึกษาและพัฒนาปรับปรุงวิธีการตอไป 
 
Abstract 
We examine the Bayesian learner, a probabilistic method for model induction. We 
hypothesize that reduction of irrelevant attributes will improve the model accuracy induced by the 
Bayesian learning algorithm. We suggest the attribute selection technique based on the decision-
tree induction. Experimental results on five natural domains are reported. The results seem 
promising and yet need further studies. 
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