GPS navigation in urban environments is prone to error sources such as multipath and signal blockage. Shadow matching and likelihood-based 3D-mapping-aided (3DMA) ranging methods have shown high potential in 3DMA GNSS navigation for a single agent in urban environments. However, they suffer from errors such as ambiguity which cannot be reliably mitigated without external sensing and integrated systems. Collaborative localization (CL) is a way to aid navigation in a multi-agent system and is capable of providing the external sensing required to reduce error due to ambiguity in 3DMA approaches. CL algorithms face challenges such as scalability, robustness to noisy sensor data and single point of failure, and operability despite limited inter-agent communication.
: Superimposed probability distributions of two agents indicated by stars. The agent located in the alleyway (centerleft of image) suffers from ambiguity in position in the along street direction. The agent located in relatively open sky (bottom left of image) has less ambiguity in its position. Therefore, collaboration (information sharing and sensing) between the two can lead to ambiguity mitigation for the first agent. The red line connecting the two agents indicates this link.
The main contribution of this paper is a decentralized collaborative localization algorithm which integrates grid-based 3DMA GNSS localization with inter-agent ranging to improve positioning accuracy and mitigate ambiguity. In our algorithm, each agent updates the belief of its own position with the estimates it obtains from its teammates. When two agents interact, they exchange their beliefs and inter-agent ranging information. At each interaction, we constraint the beliefs of the participating pair of agents using the ranging measurement accounting for the uncertainty in the measurement itself. We, then, use this constraint to update the agents' beliefs. This process iterates over all neighboring agents. This proposed method allows us to restrict communication to only the direct neighbors from which ranging measurement is obtained thereby keeping communication to a minimum. We validate the proposed decentralized collaborative localization algorithm through simulation in urban settings. The proposed idea is illustrated in Fig. 1 .
RELATED WORK
Since this work combines collaborative localization with 3DMA GNSS, we present related work in both fields.
Collaborative Localization (CL)
Developments in CL date back to the early 1990s when initial work by Kurazume et al. [2] showed lower accumulated positioning error than dead reckoning. Over the years, various CL approaches have been developed and fall in two general categories: centralized [3] , [4] , [5] , [6] and decentralized [7] , [8] , [9] , [10] algorithms. In a centralized approach, one or multiple fusion centers [11] are used to perform the bulk of computation. While this relieves the participating agents of the computation load, this centralization makes these algorithms susceptible to points of failure. High communication bandwidth on the fusion centers limits scalability for such approaches. Decentralized CL approaches on the other hand distribute the computation among the agents, prevent a single point of failure and promote scalability. Roumeliotis et al. proposed in [12] a decentralized CL framework showing that the equations of a centralized Kalman estimator can be distributed into reduced dimension filters, one for each agent, thereby requiring no fusion center. However, this approach relies on the availability of all agents for communication in a synchronous fashion. This makes their method impractical in large networks due to the high communication cost. A useful category of distributed CL frameworks rely on methods that approximate the centralized approaches. Approximations allow these frameworks to operate within constraints such as limited inter-agent connectivity in a network [13] , [10] , lossy and asynchronous communication [14] , as well as lower communication and processing overhead per agent [7] , [10] , [15] . [16] . Despite taking into account pseudorange measurements, ambiguity in position estimate is still present.
3DMA GNSS
Over the years, a range of different techniques relying on 3D map data have been developed to improve GNSS positioning accuracy in urban environments. These are collectively called 3DMA GNSS. These include terrain height aiding [17] , mappingaided ranging [18] [24] . In the simplest form, terrain height aiding utilizes digital elevation maps to restrict an agent's motion on the ground or at a constant offset to it. This, effectively, removes a dimension from the position solution and improves accuracy along the remaining dimensions. This method has been shown to improve horizontal accuracy by a factor of two [21] in urban settings. On the other hand, 3D map of the urban environment can be used to predict whether satellites are line-of-sight (LOS) or not (N-LOS) from candidate positions. [18] [19] present approaches which predict N-LOS path delays using the 3D city model. However, this is is computationally expensive and path delays cannot be precomputed efficiently. Methods which remove the predicted N-LOS satellites from position solution computation have been proposed in [25] [26] [27] . However, these methods may lead to heavily skewed satellite geometry when used in deep urban canyons. This leads to poor localization in across-street direction. Groves proposed Shadow Matching [22] as a method to mitigate this localization error in across-street direction. Shadow Matching relies on classifying satellites as LOS or N-LOS based on the received carrierto-noise (C/N 0 ) value. This is, then, compared to predicted visibility of these satellites across a grid of candidate positions to find the optimal candidate. Since Shadow Matching is more useful in building/structure rich environments, it naturally compliments ranging-based methods [1] . In [28] , Suzuki proposed a 3DMA GPS integration using a particle filter. This method allows for adaptive grid sizing. However, particle filter is prone to converging to wrong solutions if the probability manifold is multi-modal. In [16] [29], Adjrad and Groves proposed Intelligent Urban Positioning (IUP) which combined pseudorange and C/N 0 values by using Shadow Matching (SM) [1] , Likelihood-based 3DMA Ranging (LB-3DMAr) [20] , and Least Squares 3DMA Ranging (LS-3DMAr) [21] collectively. However, these methods are still prone to ambiguity in solution because of error sources such as symmetry in building structure etc. [1] , although this ambiguity is reduced in IUP. The proposed methodology, on the other hand, augments IUP with external sensing in the form of inter-agent ranging to reduce the ambiguity. Further, this additional sensing improves accuracy in positioning.
PROBLEM FORMULATION
We consider a network (denoted by O) of N agents in an urban area with a known 3D Map (denoted by M). S denotes the set of all operating satellites in the GPS constellation. For each agent i ∈ O, S i denotes the set of satellites' information available to agent i. For each satellite s ∈ S i , agent i stores the satellite position (obtained from online public access ephemerides data and orbital physics), pseudorange and associated C/N 0 value (if obtained by measurement). Each agent has a set of neighboring agents (denoted by N i ) to which it can communicate information. An agent maintains its state denoted by x i consisting of the agent position in terms of latitude and longitude. We constraint the agent to be at ground level (such as pedestrians, autonomous vehicles etc.) and obtain the altitude information using digital elevation maps. For agent i, Σ ii denotes the covariance corresponding to to state x i . Together, they constitute belief x i = {x i , Σ ii } . Additionally, the belief x i is obtained from a probability distribution (denoted by Λ i ) discretized over a grid of candidate positions. Note that Λ i can be multi-modal. Therefore, naive weighted average and covariance estimation may lead to errors. An example probability distribution is shown in Fig. 2 . Each agent i ∈ O performs the following sensor measurements:
where · denotes euclidean distance, p s is the 3-D coordinate of satellite s in ECEF frame, and ε s i is noise, in case of LOS reception. Further, this noise is assumed independent and Gaussian distributed as
Here, si 2 can be obtained as a function of satellite signal to noise ratio, elevation etc. [30] . In case of N-LOS reception, this pseudorange is modeled as
where · denotes euclidean distance, and κ s i is noise assumed to be skew-normal distributed with the probability distribution function given in [31] . Note that predicting satellite as LOS or N-LOS is also part of the problem.
(ii) Inter-agent ranging measurement: Agents possess ranging sensors to estimate distance to neighboring agents with known correspondences. This is modeled as r
where ϕ j i is white Gaussian noise and is modeled as
The term ψ ij 2 can be empirically estimated. Note that the clock bias term is eliminated using methods such as round trip time of arrival.
The problem, then, is to obtain a consistent estimate of belief x i for each agent i ∈ O given the pseudoranges from all LOS and N-LOS satellites ρ s i , inter-agent ranging measurements r j i , satellite positions p s , and 3D map M. Additionally, agents are allowed to communicate some information to a finite set of neighbors N i . Obtaining this consistent state estimate translates to reduced ambiguity in solution and improvement in positioning accuracy.
METHODOLOGY
The methodology derives from a combination of a decentralized collaborative localization architecture similar to [32] with 3DMA GNSS localization. Specifically, we follow the framework of Intelligent Urban Positioning (IUP) proposed by Adjrad and Groves in [16] and reproduced in section 4.1. The key contribution of this paper is to add to the IUP framework, an algorithm for mitigating ambiguity by constraining the agents' resulting probability distribution using its neighbors. We call this Collaborative Shadow Matching (CSM).
IUP framework
The IUP algorithm is a single agent localization algorithm and consists of four main parts shown in Fig. 3 . The first step called Least Squares 3DMA Ranging (LS-3DMAr) is used to obtain an initial estimate of the agent position and serves as the seed for generating grid of candidate positions for Shadow Matching (SM) and Likelihood based 3DMA Ranging (LB3DMAr). SM and LB-3DMAr, then, work concurrently to generate positioning probability distributions over the grid. These distributions are then combined in the hypothesis domain integration step. The output of this final step is a single probability distribution over the grid of candidate positions and is subsequently used to get a position estimate. A representative distribution is shown in Fig. 2 . Note that at the end of this step, the probability distribution may still suffer from ambiguity as shown in Fig. 2 which may lead to localization errors. Each of the above steps are described in detail in [16] and we omit the details here.
Algorithm 1 CSM procedure or each agent i
Require: set of satellites' info.
for each neighbor agent j do 13: send to agent j: bel i , r j i
14:
receive from agent j: bel j 15:
bel i ← obtainModes(Λ i ) 19: end for 20: x i ← findPos(bel i )
CSM Algorithm
The proposed algorithm is an extension of the IUP framework to multi-agents and is described in algorithm 1. Steps 10 -20 are original contributions of this paper while remaining derive from [16] . We now describe the algorithm in details. The algorithm requires for each agent, a set of satellites' information S i which contains satellite positions (obtained from ephemerides), pseudoranges (after application of satellite clock and atmospheric corrections) and corresponding C/N 0 values. Each agent's belief is initialized using LS-3DMAr which takes into consideration the pseudoranges and C/N 0 values. The function genGrid uses this initial belief as a seed point to generate the 2D candidate grid to be used subsequently by SM and LB-3DMAr. Steps 3 -5 correspond to SM whereas steps 3, 4, 6 -8 correspond to LB-3DMAr. The function predictVisi predicts for each grid candidate satellite as LOS or N-LOS using the 3D Map and generate a probability distribution V i,prob for all satellites s ∈ S i . The function classifySat classifies satellites as LOS or N-LOS based on received C/N 0 value. Function scoreSM finally uses this predicted and observed visibility to generate a probability distribution Λ i,SM using Shadow Matching in step 5. Function computeInnovation computes for each grid candidate, measurement innovation (difference between observed and expected pseudorange) for all satellites s ∈ S i . Function remapNLOS remaps the predicted NLOS satellites for each grid candidate to a skew normal distribution. Function scoreLBr finally computes a probability distribution Λ i,LBr using LB-3DMAr approach [20] . Function hypoIntegration point-wise multiplies Λ i,SM and Λ i,LBr to get a com- 
Ambiguity Mitigation
The proposed algorithm uses multi-agent communication and sensing to mitigate ambiguity in grid-based 3DMA GNSS localization. Steps 10 -20 in algorithm 1 illustrate the proposed methodology. This is a four step process.
(i) The first step is to obtain distinct uni-modal distributions from the total multi-modal distribution Λ i,com . We perform this in steps 10 and 18. The function obtainModes performs a heuristic thresholding to output a set of probability distributions bel i characterized by their mean position and covariance. These are assumed gaussian distributed for simplicity.
(ii) In the second step, we find the pair of unimodal distribution {Λ 
where
and d is the measured inter-agent distance. The probability Pr(·) is assumed gaussian with mean at d and covariance ψ ij 2 . This translates to picking the two distributions which are most likely to result in measurement d between agents. We do this in step 15 in an exhaustive fashion by comparing all possible pairs.
(iii) In the third step, we use the obtained pair {Λ n i , Λ m j } to generate two probability distributions over the candidate grid given by the expressions
where l ∈ {i, j}, µ i = µ Note that K i , K j are computed separately on agents i, j respectively since only K j is required for subsequent steps on agent i and vice-versa for agent j. This is done in step 16 of algorithm 1.
(iv) In the final step, we perform a point-wise multiplication and normalization over the candidate grid using the following equations in step 17
where || · || is the norm operator. An example of the resultant of this step is shown in Fig. 4 . This procedure leads to ambiguity mitigation in the probability distribution output by IUP algorithm. Additionally, it utilizes the additional sensing to an advantage by taking into account the measured distance between agents and associated uncertainty in the final solution.
RESULTS
We present simulation results in an urban area of Champaign, IL. We only simulate the received sensor data on different agents and use a real world location as well as satellite geometry. Since this is a snapshot method like shadow matching, we assume a stationary satellite geometry. This also helps in maintaining consistency across trials. We only use the satellites above the elevation of 15 • for our experiments. The satellite geometry is shown in Fig. 5a . To generate the 3D Map of the area, we consider two sources: Illinois Geospatial Data Clearinghouse LiDAR data and OpenStreetMap (OSM) [33] . OSM provides building footprints and the LiDAR data provides building heights. We combine the two sources to obtain a level-of-detail 1 (LOD1) map shown in Fig. 6c . From the 3D map, we consider a 100 m × 100 m region shown in Fig. 5b and we spawn agents in this region at ground level. This selected area contains two alleyways running perpendicular to each other in N-S and E-W directions respectively. These alleys are ∼ 5 m wide and with walls three stories high on both sides. This effectively blocks majority of the sky for agents which spawn in the alleyways. Since, we know the satellite positions and we are simulating the agent positions, we are aware with certainty whether a particular satellite is LOS or not. We use this ground truth and distort it with measurement models to simulate real sensor data. We obtain satellite pseudoranges using models described in equations (1), (2) , and (3), and inter-agent ranging using equation (4) . The noise for LOS satellites and inter-agent ranging is modeled as an additive Gaussian with zero mean. The standard deviation in the noise for LOS satellites is assumed to be a constant value of 10 m. The inter-agent ranging measurements are assumed to be more accurate with a standard deviation of 1 m. For NLOS satellites, the noise is modeled as a skew normal distribution with the choice of parameters same as in [16] . To obtain the C/N 0 values, we assign values above a parameter C/N 0 high to LOS satellites and between C/N 0 low and C/N 0 high for N-LOS satellites. The parameters for the noise terms, C/N 0 high , and C/N 0 low are empirically determined to reflect a user-grade receiver. For example, to reflect a UBlox LEA-6T receiver with a patch antenna, we set C/N 0 high = 45 dB-Hz and C/N 0 low = 20 dB-Hz. For the simulation, we vary the number of agents (N ) from 4 to 9. For each size of the network, we generate 50 random configurations for statistical significance of the data. Additionally, agents are allowed to communicate and range to only their line-of-sight neighbors within a certain distance. Fig. 7 shows an example geometry with 9 agents. We compare the following approaches on our dataset:
• Localization using Shadow Matching (SM) [1] • Localization using Intelligent Urban Positioning (IUP) [16] • Our approach (CSM) and report the results on horizontal error (in ENU frame) in localization from their true positions by the various methods. Note that SM and IUP methods do not take into account the inter-agent ranging measurements and rely solely on GPS measurements. In these methods, we assume each agent is independent of the others. Fig. 8 shows the plot of average error in estimation across agents for various sizes of the network for various methods. Table- 1 lists the RMS error in position averaged over agents for different sizes of the network using the aforementioned methods.
We can see from Fig. 8 that CSM has a lower positioning error than SM and IUP. This is expected since an additional ranging measurement should improve localization capabilities. From Table 1 , we can see that CSM has lower RMS error than the other methods. Note that this error remains ∼ 5 m even as the network size increases. This is because we keep the connectivity to ∼ 3 neighbors/agent in these tests for all sizes of the network. Fig. 9a shows the effect of changing this connectivity on positioning accuracy. We conduct this experiment on networks of size 7 to 10 and gradually increase the connectivity of each [16] , and proposed method (CSM) for networks of different sizes and an average connectivity of ∼ 3 neighbors/agent. CSM has lower errors on average.
agent. We can see that the reduction in error is more significant with the introduction of the first three neighboring agents and the error saturates on subsequent addition of neighbors. Fig. 9b shows the impact of increasing neighbors on the computation time per agent. We can see that the compute time increases with the number of neighboring agents. Therefore, there is a tradeoff in accuracy versus compute time. Fig. 10 shows a qualitative example of ambiguity mitigation in a simulated scenario. Overall, our method outperforms the other algorithms, provides more accurate position estimates for all agents and mitigates ambiguity in IUP.
CONCLUSION
We proposed a decentralized collaborative localization algorithm for urban GPS navigation to mitigate ambiguity in 3DMA GNSS localization approaches. We formulated a methodology to incorporate inter-agent ranging as an external sensing source in the IUP framework. The algorithm improved accuracy of all agents in the system and reduced ambiguity in solution. We demonstrated this on a simulated dataset based on a real world location in Champaign, IL and analyzed the impact of connectivity for large networks. (a) Probability distribution output by Shadow Matching. Ambiguity in the distribution leads to erronous position estimates.
(b) Probability distribution output by the proposed algorithm. Ambiguity in the distribution is minimal and the estimated solution is closer to the ground truth. Figure 10 : Result of ambiguity mitigation using the proposed algorithm.
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