ABSTRACT A nonempty circular string C(x) of length n is said to be covered by a set U k of strings each of xed length k n i every position in C(x) lies within an occurrence of some string u 2 U k . In this paper we consider the problem of determining the minimum cardinality of a set U k which guarantees that every circular string C(x) of length n k can be covered. In particular, we show how, for any positive integer m, to choose the elements of U k so that, for su ciently large k, u k k?m , where u k = jU k j and is the size of the alphabet on which the strings are de ned. The problem has application to DNA sequencing by hybridization using oligonucleotide probes.
Introduction
In the hybridization approach 1 to analysis of a DNA sequence (or string) x of n = 300 ? 500 base pairs, the base pairs are determined by comparing sections (or substrings) of x of some xed length k (typically in the range 5{14) with a \chip" U k which normally contains all possible strings of length k. Thus, in general, for an alphabet of cardinality = j j, the number of strings in U k is k ; in particular, for a DNA sequence, = fC; G; A; Tg and = 4. Clearly each such chip, or set of substrings, guarantees that every position in x is contained in a substring which matches one of the substrings on the chip: we say then that U k covers (or is a cover e-mail: artduval@math.utep.edu y e-mail: smyth@mcmaster.ca of) x. Conversely, it is also clear that in order to guarantee that every string x can be covered, the chip U k must contain all strings of length k; otherwise, y = 2 U k would imply that no string x = yx 0 or x 0 y could be covered.
It turns out, however, that in practice the \ends" of the string x (the rst few characters and the last few characters) can be regarded as being already known and so can be ignored in the covering problem. Thus a combinatorial problem that arises from the hybridization technique is not exactly to cover, but rather to \almost cover" a given string x; that is, for any given string x = x 1::n] of length n 2k ?1, to design a chip U k that is guaranteed to contain enough substrings of x to cover the substring x k::n ? k + 1] of length n ? 2k + 2, even though U k may not cover x itself. This reformulation of the problem therefore gives rise to the possibility that U k might not need to contain all possible strings of length k in order to \almost cover" x.
To re-express this problem in a standard combinatorial way, it is convenient to introduce the idea of a \circular" string. Given a string x = x 1]x 2] x n] of length n, the circular string y = C(x) corresponding to x is de ned as follows: for Clearly if U k covers C(x), then it will also \almost cover" x in the sense described above. Conversely, suppose that U k almost covers every string x. Observe from the de nition of circular string that C(x) is identical to C(x 0 ) for any cyclic shift (rotation) x 0 of x. Since U k almost covers every such x 0 , it follows that every position in x is covered by some element of U k , hence that U k covers C(x). Thus any chip U k that solves one problem also provides a solution to the other, and so the two problems are indeed equivalent.
It is easy to see that for 2 and k 2, every circular string C(x) can be covered by a chip U k containing fewer than k strings of length k. For example, for = fa; bg, every circular string C(x) on can be covered by the chip U 2 = fa ab), U k must contain aa, bb, and at least one of ab, ba. For a given alphabet of cardinality 2 and a given integer k 2, these considerations then naturally give rise to the following problems:
(i) Determine the minimum cardinality u k of all chips U k guaranteed to cover every circular string on . (ii) Does there exist an e cient algorithm to determine a minimum cardinality chip U k as speci ed in (i)? (iii) If the answer to (ii) is \yes", nd such an algorithm; if not, then nd an e cient algorithm to compute a chip U k of \small" cardinality covering every circular string.
In Section 2 of this paper we show how to compute, for any xed integer m, a chip U k of asymptotic cardinality k?m (though for m > 1, k must be much larger than m to achieve this limit), thus providing a partial response to (iii). As explained in Section 2, the approach used in this computation is a highly systematic one, and so raises the possibility that the layout of such chips U k could be automated. Section 3 deals brie y with some of the consequences of our work in the case = 4 which arises in practice. We note that the notion of cover de ned in this paper has some connection to a problem already considered in the literature 5;6 : computing a single substring which covers a given linear string x. Related problems on hybridization chips have also been considered. To determine the cardinality of U (m) k , we begin with the special case m = 1. Then U (1) k consists of all strings 1 1 k?1 together with all strings k 2 . Hence u (1) k = 1 k?1 + k 2 ; an expression which achieves its minimum when du The terms in each of these combinations can be chosen in exactly 2 ) km distinct ways. Putting together these observations and doing some routine simplication yields (3).
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The expression in (3) is used in Section 3 to compute minimum chip sizes for particular values of k. We use a somewhat di erent approach to determine the asymptotic behavior of u . As m gets larger, b gets closer to 1 very quickly, and the rate of convergence gets slower. So, although Theorem 3 seems to promise an arbitrary reduction in chip size (by a factor of ( 1 = ) m for any m), to actually achieve this reduction requires k to be su ciently large compared to m. In the case = 4 of DNA sequencing, m = 1 yields the smallest chip for every k 18. See Section 3 for more details.
the corresponding values of m and that yielded the minimum ratio. It is a little surprising that the case fm = 3; 1 = 2g intervenes for 19 k 44 before fm = 2; 1 = 1g takes over for 45 k 85; the value u (2) 85 =4 85 = 0:0712 is close to the minimum value 0:0625 for m = 2, but the capabilities of the computer did not permit further cases beyond k = 85 to be investigated. Apart from Theorem 3, nothing is known about the asymptotic behavior of these cases. Of course the values of k considered here are well beyond the upper bounds achievable by current hybridization technology. Finally, we remark that the minimum chip problem can be modeled as a problem in graph theory. 2 This model may provide clues as to whether or not the problem is indeed NP-hard.
