Several reduced order models have been successfully developed for nonlinear dynamical systems. To achieve a considerable speedup, a hyper-reduction step is needed to reduce the computational complexity due to nonlinear terms. Many hyper-reduction techniques require the construction of nonlinear term basis, which introduces a computationally expensive offline phase. A novel way of constructing nonlinear term basis within the hyper-reduction process is introduced. In contrast to the traditional hyper-reduction techniques where the collection of nonlinear term snapshots is required, the SNS method completely avoids the use of the nonlinear term snapshots. Instead, it uses the solution snapshots that are used for building a solution basis. Furthermore, it avoids an extra data compression of nonlinear term snapshots. As a result, the SNS method provides a more efficient offline strategy than the traditional model order reduction techniques, such as the DEIM, GNAT, and ST-GNAT methods. The SNS method is justified by the conforming subspace condition and the subspace inclusion relation. Numerical results support that the accuracy of the solution from the SNS method is comparable to the traditional methods.
addition to solution basis construction. The cost is significant if the corresponding Full Order Models (FOMs) are large-scale. The large-scale problem requires large additional storage for nonlinear term snapshots and large-scale compression techniques to build a basis. In particular, the cost of the hyper-reduction in the recently-developed space-time ROM (i.e., ST-GNAT) [12] is even more significant than aforementioned spatial ROMs (e.g., EIM, DEIM, GNAT, BPIM, MPE, and ECM). The best nonlinear term snapshots of the ST-GNAT method are obtained from the corresponding space-time ROMs without hyper-reduction (i.e., ST-LSPG) [12] , which is not practical for a large-scale problem due to the cumbersome size. 1 Therefore, a novel and efficient way of constructing nonlinear term basis needs to be developed. This paper shows a practical way of avoiding nonlinear term snapshots for the construction of nonlinear term basis. The idea comes from a simple fact that the nonlinear terms are related with solution snapshots through underlying time integrators. In fact, many time integrators approximate time derivative terms as a linear combination of the solution snapshots. It implies that the nonlinear term snapshots belong to the subspace spanned by the solution snapshots. Furthermore, a subspace needed for nonlinear terms in a hyperreduction is determined by the range space of the solution basis matrix. Therefore, the solution snapshots can be used to construct nonlinear term basis. This leads to our proposed method, the Solution-based Nonlinear Subspace (SNS) method, that provides two savings for constructing nonlinear term basis because of 1. no additional collection of nonlinear term snapshots (i.e., storage saving). 2. no additional compression of snapshots (e.g., no additional singular value decomposition of nonlinear term snapshots, implying computational cost saving).
1.1. Organization of the paper. Notations are introduced in Section 2. We start our discussion by describing the time-continuous representation of the FOM in Section 3. Section 3 also describes the timediscrete representation of the FOM with one-step Euler time integrators. The subspace inclusion relation between the subspaces spanned by the solution and nonlinear term snapshots is described for the Euler time integrators. Several projection-based ROMs (i.e., the DEIM, GNAT, and ST-GNAT models) are considered in Section 4 for the SNS method to be applied. The SNS method is described in Section 5 and applied to those ROMs. Section 5 also introduces the conforming subspace condition to justify the SNS method. Section 6 reports numerical results that support benefits of the SNS method and Section 7 concludes the paper with summary and future work. Although the SNS method is mainly illustrated with the Euler time integrators throughout the paper, it is applicable to other time integrators. Appendix A considers several other time integrators and the subspace inclusion relation for each time integrator. The following time integrators are included: the Adams-Bashforth, Adams-Moulton, BDF, and midpoint Runge-Kutta methods.
2. Notations. The cardinality of a subspace, A, is denoted as |A|. The Kronecker product of two matrices A ∈ R I×J and B ∈ R K×L is denoted by A ⊗ B ∈ R IK×JL and is defined as
3. Full order model. A parameterized nonlinear dynamical system is considered, characterized by a system of nonlinear ordinary differential equations (ODEs), which can be considered as a resultant system from semi-discretization of Partial Differential Equations (PDEs) in space domains A uniform time discretization is assumed throughout the paper, characterized by time step ∆t ∈ R + and time instances t n = t n−1 + ∆t for n ∈ N(N t ) with t 0 = 0, N t ∈ N, and N(N ) := {1, . . . , N }. To avoid notational clutter, we introduce the following time discretization-related notations: x n = x(t n ; µ), x n =x(t n ; µ),x n =x(t n ; µ), and f n = f (x(t n ; µ), t n ; µ).
Two different types of time discretization methods are considered: explicit and implicit time integrators. As an illustration purpose, we mainly consider the forward Euler time integrator for an explicit scheme and the backward Euler time integrator for an implicit scheme. Several other time integrators are shown in Appendix A.
The explicit Forward Euler (FE) method numerically solves Eq. (3.1), by time-marching with the following update:
2) implies the following subspace inclusion:
By induction, we conclude the following subspace inclusion relation:
which shows that the span of nonlinear term snapshots is included in the span of M -scaled solution snapshots. The residual function with the forward Euler time integrator is defined as
The implicit Backward Euler (BE) method numerically solves Eq. (3.1), by solving the following nonlinear system of equations for x n at n-th time step:
which shows that the span of nonlinear term snapshots is included in the span of M -scaled solution snapshots. The residual function with the backward Euler time integrator is defined as
4. Projection-based reduced order models. Projection-based reduced order models are considered for nonlinear dynamical systems. Especially, the ones that require building a nonlinear term basis are of our interest: the DEIM, GNAT, and ST-GNAT approaches.
4.1. DEIM. The DEIM approach applies spatial projection using a subspace S := span{φ i } ns i=1 ⊆ R Ns with dim(S) = n s N s . Using this subspace, it approximates the solution as x ≈x ∈ x 0 + S (i.e., in a trial subspace) or equivalentlyx
ns ] ∈ R Ns×ns denotes a basis matrix andx ∈ R ns withx 0 = 0 denotes the generalized coordinates. Replacing x withx in Eq. (3.1) leads to the following system of equations with reduced number of unknowns:
For constructing Φ, Proper Orthogonal Decomposition (POD) is commonly used. POD [7] obtains Φ from a truncated Singular Value Decomposition (SVD) approximation to a FOM solution snapshot matrix. It is related to principal component analysis in statistical analysis [21] and Karhunen-Loève expansion [24] in stochastic analysis. POD forms a solution snapshot matrix, X := x 0 · · · x Nt ∈ R Ns×(Nt+1) and computes its thin SVD:
where U ∈ R Ns×Nt and V ∈ R Nt×Nt are orthonormal matrices and Σ ∈ R Nt×Nt is a diagonal matrix with singular values on its diagonals. Then POD chooses the leading n s columns of U to set Φ (i.e., Φ = U (:, 1 : n s ) in MATLAB notation). The POD basis minimizes X − ΦΦ T X 2 over all Φ ∈ R Ns×ns with orthonormal columns. Since the objective function does not change if Φ is post-multiplied by an arbitrary n s × n s orthogonal matrix, the POD procedure seeks the optimal n s -dimensional subspace that captures the snapshots in the least-squares sense. For more details on POD, we refer to [20, 23] .
Note that Eq. (4.1) has more equations than unknowns (i.e., an overdetermined system). It is likely that there is no solution satisfying Eq. (4.1). In order to close the system, the Galerkin projection solves the following reduced system:
Applying a time integrator to Eq. (4.2) leads to a reduced O∆E. Note that the reduced O∆E has n s unknowns and n s equations. If an implicit time integrator is applied, a Newton-type method can be applied to solve for unknown generalized coordinates each time step. If an explicit time integrator is applied, time marching updates will solve the system. However, we cannot expect any speedup because the size of the nonlinear term f and its Jacobian, which need to be updated for every Newton step, scales with the FOM size. Thus, to overcome this issue, the DEIM approach applies a hyper-reduction technique. That is, it projects f onto a subspace F := span{φ f,i } n f i=1 and approximates f as 
. . , e pn f ] T ∈ R n f ×Ns is the sampling matrix and e pi is the p i th column of the identity matrix I Ns ∈ R Ns×Ns . Therefore, Eq. (4.3) becomes (4.4) f ≈ Φ f (ZΦ f ) −1 Zf . The DEIM approach does not construct the sampling matrix Z. Instead, it maintains the sampling indices {p 1 , . . . , p n f } 2 and corresponding rows of Φ f and f . This enables DEIM to achieve a speedup when it is applied to nonlinear problems.
The original DEIM paper [11] constructs the nonlinear term basis {φ f,1 , . . . , φ f,n f } by applying another POD on the nonlinear term snapshots 3 obtained from the FOM simulation at every time step. This implies that DEIM requires two separate SVDs and storage for two different snapshots (i.e., solution state and nonlinear term snapshots). Section 5 discusses how to avoid the collection of nonlinear term snapshots and an extra SVD without losing the quality of the hyper-reduction.
GNAT.
In contrast to DEIM, the GNAT method takes the Least-Squares Petrov-Galerkin (LSPG) approach. The LSPG method projects a fully discretized solution space onto a trial subspace. That is, it discretizes Eq. (3.1) in time domain and replaces x n withx n := x 0 +Φx n for n ∈ N(N t ) in residual functions defined in Section 3 and Appendix A. Here, we consider only implicit time integrators because the LSPG projection is equivalent to the Galerkin projection when an explicit time integrator is used as shown in for various time integrators. For example, the residual function with the backward Euler time integrator 4 after the trial subspace projection becomes r n BE (x n ;x n−1 , µ) := r n BE (x 0 + Φx n ;
The basis matrix Φ can be found by the POD as in the DEIM approach. Note that Eq. (4.5) is an overdetermined system. To close the system and solve for the unknown generalized coordinates,x n , the LSPG ROM takes the square norm of the residual vector function and minimize it at every time step:
The Gauss-Newton method with the starting pointx n−1 is applied to solve the minimization problem (4.6) in GNAT. However, as in the DEIM approach, a hyper-reduction is required for a speedup due to the presence of the nonlinear residual vector function. The GNAT method approximates the nonlinear residual term with gappy POD [15] , whose procedure is similar to DEIM. The GNAT method approximates the nonlinear residual term as (4.7)
r ≈ Φ rr , where Φ r := [φ r,1 , . . . , φ r,nr ] ∈ R Ns×nr , n s ≤ n r N s , denotes the residual basis matrix andr ∈ R nr denotes the generalized coordinates of the nonlinear residual term. In constrast to DEIM, the GNAT method solves the following least-squares problem to obtain the generalized coordinatesr n at n-th time step:
where Z := [e p1 , . . . , e pn z ] T ∈ R nz×Ns , n s ≤ n r ≤ n z N s , is the sampling matrix and e pi is the p i th column of the identity matrix I Ns ∈ R Ns×Ns . The solution to Eq. (4.8) is given aŝ
The GNAT method does not construct the sampling matrix Z. Instead, it maintains the sampling indices {p 1 , . . . , p n f } and corresponding rows of Φ r and r. This enables GNAT to achieve a speedup when it is applied to nonlinear problems.
Finally, the GNAT method minimizes the following least-squares problem at every time step, for example, with the backward Euler time integrator:
. The GNAT method applies another POD to a nonlinear residual term snapshots to construct Φ r . The original GNAT paper [10] collects residual snapshots at every Newton iteration from the LSPG simulations 5 for several reasons:
1. The GNAT method takes LSPG as a reference model (i.e., denoted as Model II in [10] ). Its ultimate goal is to achieve the accuracy of Model II. 2. The residual snapshots taken every time step (i.e., at the end of Newton iterations at every time step) of the FOM are small in magnitude. 3. The residual snapshots taken from every Newton step gives information about the path that the Newton iterations in Model II take. GNAT tries to mimic the Newton path that LSPG takes. Some disadvantages of the original GNAT approach include:
1. The GNAT method requires more storage than DEIM to store residual snapshots from every Newton iteration (cf., The DEIM approach stores only one nonlinear term snapshot per each time step). 2. The GNAT method requires more expensive SVD for nonlinear residual basis construction than the DEIM approach because the number of nonlinear residual snapshots in the GNAT method is larger than the number of nonlinear term snapshots in DEIM. 3. The GNAT method requires the simulations of Model II which are computationally expensive. For a parametric global ROM, it is computationally expensive because it requires as many Model II simulations as there are training points in a given parameter domain. Section 5 discusses how to avoid the collection of nonlinear term snapshots and the extra SVD without losing the quality of the hyper-reduction. A BEx = ∆tf +q 0 , where (4.10)
Note thatx(µ) denotes the parameterized space-time state implicitly defined as the solution to the problem (4.9) withx :
To reduce both the spatial and temporal dimensions of the full-order model, the ST-LSPG method enforces the approximated numerical solutionỹ ∈ R NsNt to reside in an affine 'space-time trial subspace'
Nt ∈ R Nt whose elements are all one. Further,φ i ∈ R NsNt denotes a space-time basis vector. Thus, the ST-LSPG method approximates the numerical solution as
A space-time residual vector function can now be defined with the generalized coordinates as an argument. Replacingx in Eq. (4.11) withỹ gives the residual vector function
wherex 0 := 1 Nt ⊗ x 0 andΦ ∈ R NsNt×nst denotes a space-time basis matrix that is defined asΦ := φ 1 · · ·φ nst andŷ ∈ R nst denotes the generalized coordinate vector that is defined aŝ
Note thatq 0 (µ) + A BEx 0 (µ) vanishes. Eq. (4.13) becomes
Reduced space-time residual vector functions for other time integrators can be defined similarly. We denote r as a reduced spate-time residual vector function with a generic time integrator. The space-time basis matrixΦ can be obtained by tensor product of spatial and temporal basis vectors. The spatial basis vectors can be obtained via POD as in the DEIM and GNAT approaches. The temporal basis vectors can be obtained via the following three tensor decompositions described in [12] :
• Fixed temporal subspace via T-HOSVD • Fixed temporal subspace via ST-HOSVD • Tailored temporal subspace via ST-HOSVD The ST-HOSVD method is a more efficient version of T-HOSVD. Thus, we will not consider T-HOSVD. The tailored temporal subspace via ST-HOSVD has a LL1 form that has appeared, for example, in [30, 13] . Therefore, we will refer to it as the LL1 decomposition.
Because of the reduction in spatial and temporal dimension, the space-time residual vectorr cannot achieve zero most likely. Thus, the ST-LSPG method minimizes the square norm ofr and computes the ST-LSPG solution:ŷ (µ) = arg min v∈R n st
The ST-LSPG ROM solves Eq. (4.15) without any hyper-reduction. As in the DEIM and GNAT approaches, a hyper-reduction is required for a considerable speedup due to the presence of the space-time nonlinear residual vector. Therefore, the ST-GNAT method approximates the space-time nonlinear residual terms with gappy POD [15] , which in turn requires construction of a space-time residual basis. Similar to the GNAT method, the ST-GNAT method approximates the space-time nonlinear residual term as (4.16)r ≈Φ rr ,
denotes the space-time residual basis matrix andr ∈ R nr denotes the generalized coordinates of the nonlinear residual term. The ST-GNAT solves the following space-time least-squares problem to obtain the generalized coordinates,r:
is the sampling matrix and e pi is the p i th column of the identity matrix I NsNt ∈ R NsNt×NsNt . The solution to Eq. (4.17) is given bŷ r = (ZΦ r ) †Zr . Therefore, Eq. (4.16) becomesr ≈Φ r (ZΦ r ) †Zr . The ST-GNAT method does not construct the sampling matrix Z. Instead, it maintains the sampling indices {p 1 , . . . , p n f } and corresponding rows ofΦ r andr. This enables the ST-GNAT to achieve a speedup when it is applied to nonlinear problems.
Finally, the ST-GNAT solves the following least-squares problem at every time step, for example, with the backward Euler time integrator:
The original ST-GNAT paper introduces three different ways of collecting space-time residual snapshots, that are in turn used for the space-time residual basis construction (see Section 5.2 in [12] ). Below is a list of the approaches introduced in [ This approach simply requires n res projections and evaluations of the space-time residual. However, it requires the extra SVD on the residual snapshots, which is not necessary for our proposed method. 3. Random samples. This approach generates a random space-time solution state samples (e.g., via
Latin hypercube sampling or random sampling from uniform distribution) and computes the corresponding space-time residual (e.g.,r(ỹ; µ) in Eq. (4.11) in the case of the backward Euler time integrator). This approach simply requires n res random sample generations and evaluations of the space-time residual. However, random samples are hardly correlated with actual data. Therefore, it is likely to generate poor space-time residual subspace. Furthermore, it requires the extra SVD on the residual snapshots, which is not necessary for our proposed method.
5.
Solution-based Nonlinear Subspace (SNS) method. Finally, we state our proposed method that avoids collecting nonlinear term snapshots and additional POD for the DEIM and GNAT approaches or additional tensor decomposition for the ST-GNAT method. We propose to use solution snapshots to construct nonlinear term basis in the DEIM, GNAT, and ST-GNAT approaches. A justification for using the solution snapshots comes from the subspace inclusion relation between the subspace spanned by the solution snapshots and the subspace spanned by the nonlinear term snapshots as shown in Eqs. 
Eq. (5.1) is an over-determined system, so it is likely that it will not have a solution. However, if there is a solution, then a necessary condition for Eq. (5.1) to have a non-trivial solution is that
This condition says that the intersection of Ran (M Φ) and Ran (Φ f ) needs to be non-trivial if there is a non-trivial solution to Eq. (5.1). Typically, we build Φ first, using the POD approach explained in Section 4.1 and Ran (M Φ) is set by Φ. Therefore, the intersection of Ran (M Φ) and Ran (Φ f ) can be controlled by the choice of Φ f we made. The larger the intersection of those two range spaces are, the more likely it is that there is a solution to Eq. (5.1). Given Φ, the largest subspace intersection it can be is Ran (M Φ), i.e.,
We call this condition as the conforming subspace condition. The conforming subspace condition leads to two obvious choices for Φ f : 
7 Note that these are FOM solutions from time marching algorithms in which each time step results in different number of Newton iterations if implicit time integrators are used. Some time steps take a smaller number of Newton iterations than other time steps. However, in order to re-arrange each Newton iterate state in the space-time form, we must have the same number of Newton iterations at each time step. Therefore, for the time steps that have converged with a smaller number of Newton iterations than other time steps, we pad the solution state vectors of the Newton iterations beyond the convergence with the converged solution. This only applies to an implicit time integrator because an explicit time integrator does not require any Newton solve. 8 Other subspace inclusion relations are shown in Appendix A.
Because Eq. (5.2) is unlikely to have a solution, applying the Galerkin projection to Eq. (5.2) becomes:
For the special case of M being an identity matrix, Eq. (5.4) becomes:
• The second choice is to ensure Ran (M Φ) ⊂ Ran (Φ f ). This can be achieved by taking an extended solution basis, Φ e ∈ R Ns×ne with n s < n e N s and Ran (Φ) ⊂ Ran (Φ e ). Then we set Φ f = M Φ e , which leads to Ran (M Φ) ⊂ Ran (M Φ e ). The obvious choice for Φ e is to take a larger truncation of the left singular matrix from SVD of the solution snapshot matrix than Φ. Note that this particular choice of Φ e results in the first n s columns of Φ e being the same as Φ (i.e.,
Because Eq. (5.5) is unlikely to have a solution, applying the Galerkin projection to Eq. (5.5) becomes:
For the special case of M being an identity matrix, Eq. Additionally, the subspace inclusion relations 9 show that the subspace spanned by the solution snapshots include the subspace spanned by the nonlinear term snapshots. This fact further motivates the use of solution snapshots to build a nonlinear term basis. Indeed, numerical experiments show that the solution accuracy obtained by the DEIM-SNS approach is comparable to the one obtained by the traditional DEIM approach. For example, see Figs. 3, 4, 5, and 6 in Section 6.1.1.
The obvious advantage of the DEIM-SNS approach over DEIM is that no additional SVD or eigenvalue decomposition is required, which can save the computational cost of the offline phase.
GNAT-SNS.
The GNAT method needs to build a nonlinear residual term basis, Φ r , as described in Section 4.2. The nonlinear residual term is nothing more than linear combinations of the nonlinear term and the time derivative approximation as in Eq. (4.5). Thus, the subspace spanned by the nonlinear term residual snapshots are included in the subspace spanned by the solution snapshots. This motivates the use of the solution snapshots for the construction of a nonlinear residual term basis. Therefore, the same type of the nonlinear term basis in the DEIM-SNS approach can be used to construct the nonlinear residual term basis in the GNAT-SNS method:
• The first choice is to set Φ r = M Φ. Thus, for example, the GNAT-SNS method solves the following least-squares problem with the backward Euler time integrator:
x n = argmin v∈R ns
, which can be manipulated tô
Note that the terms in 2 norm in Eq. (5.9) is very similar to the discretized DEIM residual before Galerkin projection (i.e., applying the backward Euler time integrator to Eq. (5.2) gives the terms in 2 norm in Eq. (5.9)). They are only different by the fact that one is an inverse and the other one is the Moore-Penrose inverse. In fact, if n z = n r , then Eq. (5.9) is equivalent to applying the backward Euler time integrator to Eq. (5.2) and minimize the 2 norm of the corresponding residual. For the special case of M being an identity matrix, Eq. (5.9) becomeŝ
• The second choice is to set Φ r = M Φ e where Φ e = Φ Φ E as in Section 5.1. This leads to the following least-squares problem, for example, using the backward Euler time integrator:
For the special case of M being an identity matrix, Eq. (5.11) becomeŝ
The GNAT-SNS method solves either Eq. (5.9) or Eq. (5.11) depending on the choice of Φ r above. For the special case of M being an identity matrix, the GNAT-SNS method solves either Eq. (5.10) or Eq. (5.12) depending on the choice of Φ r . The reduced solutionx n can be lifted to find the full order approximate solution viax n = x 0 + Φx n .
ST-GNAT-SNS.
The ST-GNAT method needs to build a space-time nonlinear residual term basis,Φ r , as described in Section 4.3. We are going back to Eq. (4.14) to find the conforming subspace condition for ST-GNAT-SNS. In order to increase the chance of making the space-time residual function defined in Eq. (4.14) zero, the following conforming subspace condition can be made:
Therefore, we propose the following bases of the space-time nonlinear residual term:
• The first choice is to setΦ r = A BEΦ . Thus, for example, the ST-GNAT-SNS method solves the following least-squares problem with the backward Euler time integrator:
, which can be rewritten aŝ
This is what the ST-GNAT-SNS method solves ifΦ r = A BEΦ . • The second choice is to setΦ r = A BEΦe whereΦ e ∈ R NsNt×ne with N s N t n z ≥ n e > n st and Ran Φ ⊂ Ran Φ e . The obvious choice forΦ e is to take a larger truncation of the factor matrices from the tensor decomposition (e.g., ST-HOSVD and LL1) of the solution snapshot tensor thanΦ. Note that this particular choice ofΦ e results in the first n st columns ofΦ e being the same asΦ (i.e.,Φ e = ΦΦ E whereΦ E ∈ R NsNt×n E with n E = n e − n st ). In this case, the ST-GNAT-SNS method solves the following least-squares problem:
In addition to the choices above, we propose the following two choices for the special case of M being an identity matrix:
• The first choice is to setΦ r =Φ. Thus, for example, the ST-GNAT-SNS method solves the following least-squares problem with the backward Euler time integrator:
• The second choice is to setΦ r =Φ e . In this case, the ST-GNAT-SNS method solves the following least-squares problem:
, The space-time generalized coordinates,ŷ, can be lifted to the approximate full space-time solutioñ y(µ) via Eq. (4.12).
6. Numerical Results. In this section, we compare the performance of the DEIM, GNAT, and ST-GNAT approaches with the DEIM-SNS, GNAT-SNS, and ST-GNAT-SNS approaches, respectively. We consider three different problems: a 2D nonlinear diffusion problem is solved in Section 6.1, a parameterized 1D Burgers' equation is solved in Section 6.2, and a parameterized quasi-1D Euler equation is solved in Section 6.3. The performance of the DEIM and DEIM-SNS approaches are compared in Section 6.1. The performance of the GNAT and GNAT-SNS methods are compared in Sections 6.2 and 6.3. The performance of the ST-GNAT and ST-GNAT-SNS methods are compared in Sections 6.2 and 6.3.
The following greedy algorithms for constructing sample indices are used for each method:
• Algorithm 1 in [11] with the DEIM and DEIM-SNS approaches.
• Algorithm 3 in [10] with the GNAT and GNAT-SNS methods.
• Algorithm 1 and 2 in [12] with the ST-GNAT and ST-GNAT-SNS methods. Procedure identifier 1 in Table 1 of [10] is used for residual snapshot-collection procedures for GNAT. The accuracy of any ROM solutionx(·; µ) is assessed from its mean squared state-space error:
Nt n=1 x(t n ; µ) 2 2 .
We measure the computational offline cost in terms of the wall time. All timings with the GNAT, ST-GNAT, GNAT-SNS, and ST-GNAT-SNS methods are obtained by performing calculations on an Intel Core i7 CPU @ 2.5 GHz, 16 GB 1 600 MHz DDR3 using the modified version of MORTestbed [31] in MATLAB. All the timings with the DEIM and DEIM-SNS approaches are obtained by performing calculations on the Quartz cluster at Lawrence Livermore National Laboratory using MFEM-based reduced order model house code [2] . Quartz has 2 634 nodes, each with an Intel Xeon E5-2695 with 36 cores operating at 2.1 Ghz and 128 Gb RAM memory. The relative error and the offline time are plotted as the dimension of nonlinear term basis n f increases.
In Fig. 3(a) , the relative errors of both the DEIM and DEIM-SNS approaches are plotted as the dimension of nonlinear term basis increases from 20 to 100 by 5 with the forward Euler time integrator. The figure shows that DEIM-SNS is comparable to DEIM in terms of accuracy. Note that the order of relative errors both with DEIM and DEIM-SNS is 10 −9 for the whole range of the nonlinear term basis dimension considered here. This implies that setting the dimension of the nonlinear term basis n f as small as the dimension of the solution basis n s is sufficient to achieve a good accuracy. This claim is also supported by Fig. 5(a) . In Fig. 4(a) , the relative errors of both the DEIM and DEIM-SNS approaches are plotted as the dimension of the nonlinear term basis increases from 20 to 100 by 5 with the backward Euler time integrator. The figure shows that the DEIM-SNS approach is comparable to the DEIM approach in terms of accuracy. The order of relative errors of both DEIM and DEIM-SNS is 10 −2 for the whole range of the nonlinear term basis dimensions considered here. Fig. 4(c) that shows the SVD times only. This excludes the time of constructing sample indices from Fig. 4(b) .
Figs. 5 are generated using a larger number of time steps (N t = 1400) using the forward Euler time integrator than Figs. 3. Therefore, we take a larger range of the nonlinear term basis dimensions than the one used in Figs. 3 . That is, we take n f ∈ {20, 100, 200, 300, 400, 500, 600, 700, 800, 900}. Figs. 5(a) shows that DEIM-SNS is comparable to DEIM in terms of accuracy. Note that the order of relative errors of both DEIM and DEIM-SNS are 10 −9 for the whole range of the nonlinear term basis dimension considered here. This implies that setting the dimension of the nonlinear term basis n f as small as the dimension of the solution basis n s is sufficient to achieve a good accuracy. This claim is also supported by Fig. 3(a) . Figs. 6 are generated using a larger number of time steps (N t = 1400) using the backward Euler time integrator than Figs. 4. Therefore, we take a larger range of the nonlinear term basis dimensions than the one used in Figs. 4. That is, we take n f ∈ {20, 100, 200, 300, 400, 500, 600, 700, 800, 900}. Figs. 6(a) shows that DEIM-SNS is comparable to DEIM in terms of accuracy.
In contrast to the results shown in Fig. 5(a) with the forward Euler time integrator, the order of relative errors of both DEIM and DEIM-SNS decreases from 0.01 to 10 −7 as n f increases with the backward Euler time integrator. This is because the nonlinear term is updated implicitly through the Newton-type iterative procedure in an implicit time integrator. Therefore, both DEIM and DEIM-SNS require a larger n f for a better accuracy with an implicit time integrator On the other hand, an explicit time integrator updates the nonlinear term explicitly with a previous time step solution Therefore, having n f as small as n s is sufficient to achieve a good accuracy as shown in Fig. 5(a) . Fig. 4(c) that shows the SVD times only. This excludes the time of constructing sample indices from Fig. 4(b) .
Parameterized 1D Burgers' equation.
We first consider the parameterized inviscid Burgers' equation described in Ref. [28] , which corresponds to the following initial boundary value problem for x ∈ [0, 1] m and t ∈ [0, T ] with T = 0.5 s:
∂w(x, t; µ) ∂t 
GNAT-SNS versus GNAT.
For the spatial ROMs the domain is discretized with 1 000 control volumes, for N s = 1 000 spatial degrees of freedom. We employ N t = 2 000, leading to a uniform time step of ∆t = 2.5 × 10 −4 . The solution basis dimension of n s = 100 is used. The relative error and the offline time are plotted as the dimension of nonlinear residual term basis n r increases. For the GNAT-SNS method, Φ r = M Φ is set if n r = n s , while Φ r = M Φ e is set for n r > n s . Fig. 7(a) is generated with the forward Euler time integrator, while Fig. 7(b) is generated with the backward Euler time integrator. All the methods are able to generate almost the same solutions as the FOM solutions.
In Figs. 8, the relative errors of both the GNAT and GNAT-SNS methods are plotted as the dimension of the residual basis (n r ) increases from 100 to 200 by 5 with a fixed number of sample indices, n z = 300, with the three different explicit time integrators: the forward Euler, the Adams-Bashforth, and the midpoint Runge-Kutta time integrators. The figures show that the GNAT-SNS method is comparable to the GNAT method in terms of accuracy; the order of relative errors are 10 −3 for the whole range of the residual basis dimensions considered here.
In Figs. 9, the relative errors of both the GNAT and GNAT-SNS methods are plotted as the dimension of residual basis (n r ) increases from 100 to 200 by 5 with a fixed number of sample indices, n z = 300, with the three different implicit time integrators: the backward Euler, the Adams-Moulton, and the BDF time integrators. The figures show that the GNAT-SNS method produces results with better accuracy than the GNAT method when the residual basis dimensions are between 100 and 120 (i.e., n r ≈ n s ). In fact, the GNAT-SNS achieves an accuracy as good as the LSPG can achieve. We are not sure why this is so at this Figure 14 depicts the problem geometry.
x 0 1
Supersonic inlet Flow
A(x) The governing system of nonlinear partial differential equations is
where T = 0.6 s and
Here, ρ denotes density, u denotes velocity, p denotes pressure, denotes potential energy per unit mass, e denotes total energy density, γ denotes the specific heat ratio, and A denotes the converging-diverging nozzle cross-sectional area. We employ a specific heat ratio of γ = 1. A perfect gas is assumed that obeys the ideal gas law (i.e., p = ρRT ). The initial flow field is created in several steps. First, the following isentropic relations are used to generate a zero pressure-gradient flow field:
where a subscript m indicates the flow quantity at x = 0.5 m, and M denotes the Mach number. Then, a shock is placed at x = 0.85 m of the flow field. The jump relations for a stationary shock and the perfect gas equation of state are used to derive the velocity across the shock u 2 , which satisfies the quadratic equation
Here, m := ρ 2 u 2 = ρ 1 u 1 , n := ρ 2 u 2 2 + p 2 = ρ 1 u 2 1 + p 1 , h := (e 2 + p 2 )/ρ 2 = (e 1 + p 1 )/ρ 1 , and subscripts 1 and 2 denote a flow quantity to the left and to the right of the shock, respectively. The solution u 2 is employed to Eq. (6.3) that leads to a discontinuity (i.e., shock). Finally, the exit pressure is increased to a factor P exit of its original value in order to generate transient dynamics.
Applying a finite-volume spatial discretization with 50 equally spaced control volumes and fully implicit boundary conditions leads to a parameterized system of nonlinear ODEs consistent with Eq. (3.1) with N s = 150 spatial degrees of freedom. The Roe flux difference vector splitting method is used to compute the flux at each intercell face [26, Chapter 9] . For time discretization, we apply the backward Euler scheme and a uniform time step of ∆t = 0.001 s, leading to N t = 600.
For this problem, we use the following two parameters: the pressure factor µ 1 = P exit and the Mach number at the middle of the nozzle µ 2 = M m . All ROMs employ a training set at which the FOM is solved of D train = {1.7 + 0.01i} 3 i=0 × {1.7, 1.72} such that n train = 8. Then the target parameter, µ = (1.7225, 1.705), is pursued. Fig. 15(a) is generated with n r = 30 and n z = 90, while Fig. 15(b) is generated with n r = 60 and n z = 90. All the methods are able to generate almost the same solutions as the FOM solutions except for the GNAT method with n s = n r = 30. Surprisingly, the GNAT-SNS method does not suffer when n s = n r as shown in Figs. 9 of the Burgers' example. Again, we do not know why the GNAT-SNS the achieve an accuracy as good as the the one of the LSPG method in this particular example. Fig. 16(a) , the relative errors of both the GNAT and GNAT-SNS methods are plotted as the dimension of residual basis increases from 30 to 90 by 5 with a fixed number of sample indices, 90. The figures show that the GNAT-SNS method is comparable to the GNAT method in terms of accuracy; the order of relative errors of the GNAT-SNS method is 10 −3 for the whole range of the residual basis dimensions considered here. On the other hand, the relative errors of the GNAT method are bigger than the ones of the GNAT-SNS method when the residual basis dimensions are between 30 and 55. Fig. 16(b) shows the offline time of the GNAT and GNAT-SNS methods. The offline time of the GNAT method includes the time of two SVDs for the solution and residual bases construction, the time of the training LSPG simulations for collecting residual snapshots, and the time of constructing sample indices. The offline time of the GNAT-SNS method includes the time of 'one' SVD for the solution and residual bases construction and the time of constructing sample indices. Because the GNAT-SNS method does not need to solve the training LSPG simulations for collecting residual snapshots and it requires only one SVD, the offline time of the GNAT-SNS method is less than the one of the GNAT method. In Figs. 17, the relative errors of both the ST-GNAT and ST-GNAT-SNS methods are shown for two different tensor decompositions: ST-HOSVD and LL1. For the ST-HOSVD, we use n st = 1 000 and n r ∈ {1 000, 1 200, 1 260, 1 470, 1 540, 1 760, 1 840, 2 070, 2 160, 2 400, 2 500, 3 000, 3 500, 3 750}. For the LL1 decomposition, we use n st = 150 and n r ∈ {150, 180, 240, 280, 350, 400, 480, 540, 630, 700, 800, 960}. For the ST-HOSVD, the ST-GNAT-SNS method achieves two orders of magnitude better accuracy than the ST-GNAT method. For the LL1 decomposition, the ST-GNAT-SNS method generate results as good as the ST-GNAT method. 
Conclusion.
We have introduced a new way of constructing nonlinear term basis using solution snapshots to construct a projection-based reduced order model for solving a nonlinear dynamical system of equations, which is characterized by an ordinary differential equation. Our proposed method, the SNS method, is justified by the conforming subspace condition and the subspace inclusion relation. The SNS method is applied to the three existing reduced order models: the DEIM, GNAT, and ST-GNAT approaches. Several time integrators are tried. The SNS method generates results with accuracy as good as the ones generated by DEIM, GNAT, and ST-GNAT. Oftentimes, in numerical results, the SNS methods produce a more accurate solution than the DEIM, GNAT, and ST-GNAT methods with a smaller number of nonlinear term basis vectors, especially for the GNAT-SNS method. The reason for this attractive feature of the GNAT-SNS method will be investigated in future work. Furthermore, The offline cost might be very expensive if parametric spatial and spatiotemporal ROMs need to be constructed because many additional ROMs without a hyper-reduction need to be solved at sample parameter points in the offline phase to build a parametric ROM. This offline cost is considerably saved by the SNS method because it does not require collecting nonlinear term snapshots. Finally, it does not require additional SVD to build nonlinear term basis because one can set the nonlinear term basis to be equal to the solution basis or a slightly modified version of the solution basis.
