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The advent of multi-core processors has brought a new importance to developing parallel software and has
reinvigorated research into the design and implementation of programming language features for synchronization
and concurrency.
Why do we need to revisit this area— after all, researchers have been studying parallel programming for over thirty
years? One reason is that, historically, research in parallelism has focused on the requirements of scientific computing,
server applications and operating systems. In these settings there is often a ready source of work for parallel hardware
— different portions of a computation to perform at the same time, different clients to serve, or different processes
or devices to interact with. In contrast, the kinds of client-side application that will run on multi-core desktops and
laptops present new challenges — not only must the different threads in the system interact with each other safely, but
the application must often also be restructured to find sources of parallelism in the first place.
The five papers in this special issue show some of the new directions being explored for parallel programming. The
papers cover a number of aspects of the problem: integrating new concurrency control features into existing languages
(Danaher et al.’s and Vaucouleur et al.’s work), improving scalability (Carlstrom et al.’s and Cachopo et al.’s work),
and improving the range of language features that can be implemented directly by the hardware (Moss et al.’s work).
Transactional memory has emerged in recent years as an alternative to the use of locks to build data structures
that are safe for use by multiple threads, but the majority of earlier papers in the field focussed on the low-level
details of how to build a transactional memory in software. Carlstrom et al.’s paper “Executing Java Programs with
Transactional Memory” builds on this, presenting a careful consideration of how the Java programming language
could be extended to use transactional memory under the hood to improve the parallelism available in a multi-threaded
program. Unlike previous work, Carlstrom et al. look at the full range of language features — nested locks, condition
variables, exceptions, native methods and so on.
Vaucouleur and Eugster’s paper “Composing Atomic Features” looks at how transactional memory can be
integrated with the Eiffel language. This is a very different setting from Java: concurrency in Eiffel is typically based
on a notion of object ownership rather than explicit locking. This paper is the first to consider transactional memory
in this kind of language, and the paper also makes contributions in how transactional methods interact with the object
inheritance hierarchy.
Danaher et al.’s paper also studies the interaction between language features. This paper, on “Programming with
Exceptions in JCilk”, considers how the language-level exceptions in Java can be used to control the termination of
parallel threads — for instance, when a group of threads are searching in parallel for solutions to a problem, how one
of them can terminate the others once a solution is found.
Cachopo and Rito-Silva’s paper “Versioned Boxes as the Basis for Memory Transactions” also concerns the use
of transactional memory. This paper’s main contribution is in how knowledge of the semantics of particular kinds of
shared object can be used to increase the parallelism available in a system using transactions.
Moss and Hosking’s paper on “Nested Transactional Memory” tackles a related problem: how can transactional
memory be provided by hardware rather than by software? Moss co-authored the original paper in this field about ten
years ago, but this current paper is the first careful study of the range of choices in semantics and implementations
when the hardware supports nested transactions. One of the reviews comments that it “provides an archival-quality
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account of the various options and their properties that will be valuable over the next few years as both software and
hardware groups consider how to deal with nesting”.
Preliminary versions of the papers in this special issue were originally presented at the 2005 OOPSLA workshop
on Synchronization and Concurrent in Object-Oriented languages. Of the 23 submissions originally received by the
workshop, 13 were presented at the workshop and 11 submitted to the special issue from which these 5 papers were
selected — the review process has therefore been no small undertaking, so we would like to echo the authors’ thanks
to everyone who has helped us in the selection and revision process.
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