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“... as simple and still as mysterious and complicated
as a simple mathematical formula that can mean all
happiness or can mean the end of the world.”
Ernest Hemingway, A moveable feast
1. Introduction
1.1. Motivation
Contact geometry and topology (as well as its symplectic counterpart) is a relative
new mathematical field. It dates essentially back to V. Arnold’s seminal book “Math-
ematical Methods of Classical Mechanics”,[3], from 1974 based on lectures he gave in
the sixties. However, the basic structures and questions of the area arise from Newto-
nian/Hamiltonian mechanics. It is thus closely related to questions on the behaviour of
mechanical systems, such as the whole universe. As an example, let us consider the mo-
tion of several planets: The total energy of a system of n points xj of masses m1, ... ,mn
(e.g. a system of n planets) in R3 is given by
H :=
n
j=1
1
2
||x˙j||2 −

1≤j<k≤n
mjmk
||xj − xk|| .
Considering the phase space V := R3n × R3n and writing qj := xj and pj := x˙j, we find
that the time evolution of this system is described by
x˙j = q˙j =
∂H
∂pj
and x¨j = p˙j = −∂H
∂qj
= mj

k ̸=j
mk
xk − xj
||xk − xj||3 ,
where the second equation is Newton’s law of gravity. We cannot solve this equation ex-
plicitly (not even for only 3 mass-points, a setup which is known as the 3-body problem).
However, it is still possible to show that the system of solutions has certain properties.
As is well-known, the total energy of the system is time-independent. This implies that
every solution of the above differential equation stays, for all time, in a fixed energy
hypersurface Σ := H−1(E0) ⊂ V . A puzzling question is to what extend can Σ tell us
something about the dynamical behaviour of the solutions of the equation?
At first glance, the prospect of answering this seems hopeless. However, there are many
classical examples which relate the topology of a space with the behaviour of a dynam-
ical systems on this space. For example, a theorem by Hopf tells us that on S2 every
vector field has at least one zero and hence every ordinary differential equation on S2
has at least one constant solution. It is clear that it should be possible to obtain more
information if one takes into account not only Σ but more geometric features.
One possible additional structure in Hamiltonian mechanics is the contact structure ξ
on Σ (see Section 1.2 for a precise definition) and indeed recent theorems in symplectic
geometry show more properties of dynamical systems in the presence of ξ. A natural
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question to ask is in how far Σ determines ξ, or stated differently: Can the additional
information be extracted from Σ alone? The purpose of this thesis is to show that Σ
does not uniquely determine ξ. In fact, in every dimension greater then 3, we show the
existence of various Σ which admit infinitely many (fillable) contact structures ξ.
Another question asks to what extend Σ determines the topological/differentiable struc-
ture of the whole phase space V . As the latter comes with a symplectic structure ω
which induces the contact structure on Σ, we could also ask if (Σ, ξ) determines (V, ω).
The thesis gives a partial answer: The Main Theorem tells us that often we have that
either Σ does not determine ξ or (Σ, ξ) does not determine (V, ω).
Our main tool to achieve these results is Rabinowitz-Floer homology, a variant of sym-
plectic homology which can be thought of as a Morse homology on the (infinite dimen-
sional) loop space of V . It is a machinery to obtain information on the structure of a
space with the help of the solutions to a gradient like partial differential equation (see
equation (3) in Section 1.5).
The following sections of the introduction first provide precise definitions of the objects
that we use in this thesis. Then, we give a sketch of the construction of Rabinowitz-Floer
homology before finally presenting our main results and the structure of the text.
We invite the reader to consult Appendix D for any questions concerning the setup,
assumptions, sign and grading conventions used in this thesis.
1.2. Preliminaries
A symplectic manifold (V, ω) is a smooth 2n-dimensional manifold V together with
a non-degenerate, closed 2-form ω. This means that dω = 0 and that
ω∗p : TpV → T ∗p V, X → ωp(X, ·)
is an isomorphism for all p ∈ V . Equivalently, we may require that dω = 0 and ωn is
a volume form. Such an ω is then called a symplectic structure on V . One calls ω
exact , if there exists a 1-form λ, such that dλ = ω. If the context is clear, we will also
write (V, λ) to denote an exact symplectic manifold.
A function H ∈ C∞(V ) on a symplectic manifold (V, ω) is called a Hamiltonian . We
define its Hamiltonian vector field XH via
dH = −ι(XH)ω = −ω(XH , ·) = ω(·, XH).
A contact manifold Σ is a smooth (2n − 1)-dimensional manifold together with a
completely non-integrable smooth hyperplane distribution ξ ⊂ TΣ. The distribution is
called a contact structure . It is locally defined as ξ = kerα, where α is a local 1-form
satisfying α ∧ (dα)n−1 ̸= 0 pointwise. If α is globally defined (which we will always
assume), it is called a contact form . A global α gives rise to a volume form and Σ is
then orientable. Once an orientation chosen, we will require that α ∧ (dα)n−1 > 0.
The Reeb vector field Rα of α is the unique vector field satisfying
ι(Rα)dα = 0 and ι(Rα)α = 1.
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Rα is transverse to ξ and we have therefore TΣ = ξ ⊕ RRα. However, this splitting
depends on the chosen contact form α, as Rα depends on α. Reeb trajectories of (Σ, α)
are the trajectories of the flow of Rα, i.e. solutions v ∈ C∞(R,Σ) of the equation
∂tv(t)−Rα(v(t)) = 0. (1)
Reeb orbits are the images of Reeb trajectories.
Discussion 1. For two contact forms α and α ′ which define the same contact structure
ξ, i.e. kerα = ξ = kerα ′, we find a function f such that α ′ = f · α. In fact, f is given
by f := α ′(Rα) and has therefore no zeros. We will henceforth always assume that
α′ = f · α with f > 0. This is a minor restriction, since changing f to −f replaces Rfα
by R−fα = −Rfα. This leaves the Reeb dynamics basically unchanged – the same Reeb
orbits are run through with the same speed but in the opposite direction.
An almost complex structure J is a bundle-endomorphism of ξ or TV , such that
J2 = −Id. It is called α-compatible if dα( · , J · ) defines a Riemannian metric on ξ.
Similarly, one defines ω-compatible J . The space of α- resp. ω-compatible almost
complex structures is non-empty and contractible.
Any pair (α, J) of a contact form α and an α-compatible almost complex structure J
induces a reduction of the structure group of the tangent bundle TΣ to the unitary group
1 × U(n − 1). This reduction is called an almost contact structure. The formal
homotopy class [ξ] of a contact structure ξ = kerα is the homotopy class of its almost
contact structure. It does not depend on the particular choice of (α, J) and is hence
well-defined.
Examples.
• R2n with the 2-form ωstd :=
n
k=1 dxk ∧dyk is the standard model for a symplectic
manifold. A ωstd-compatible almost complex structure J is given by J (
x
y ) =
 −y
x

.
The unit sphere S2n−1 ⊂ R2n is a contact manifold with contact form α given by the
restriction of the 1-form λ := 1
2
n
k=1(xkdyk − ykdxk) to S2n−1. The standard con-
tact structure is ξstd := kerα. The Reeb vector field is R := 2(−y1, x1, ... ,−yn, xn).
• A different contact manifold is R2n+1 with contact form α = dz+nk=1 xkdyk and
Reeb vector field R = ∂z. A α-compatible almost complex structure is again given
by J ( xy ) =
 −y
x

.
• More general examples are obtained as follows. Let N be a smooth n-dimensional
manifold and let T ∗N be its cotangent bundle. Let qk be local coordinates on
N and let pk be the associated cotangent coordinates, i.e. if p ∈ T ∗qN , then
p =
n
k=1 pk · dqk. Define locally a 1-form α and a 2-form ω on T ∗N by
α := −
n
k=1
pkdqk and ω :=
n
k=1
dqk ∧ dpk.
Note that α is a primitive of ω. Both definitions are coordinate-independent and
hence ω gives a symplectic structure on T ∗N .
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Fix a Riemannian metric ⟨·, ·⟩ on N . This provides a scalar product on T ∗qN for
every q. The unit cotangent bundle S∗N is the submanifold of T ∗N which consists
of points (q, p) with ⟨p, p⟩q = 1. The 1-form α is a contact form on S∗N , as the
Liouville vector field
Yα :=
n
k=1
pk · ∂pk
is transverse to S∗N (see Lemma 3). The Reeb flow on S∗N is the geodesic flow
with respect to ⟨·, ·⟩.
1.3. Exact fillings for contact manifolds
There are two important constructions which link contact and symplectic manifolds:
• for us, the symplectization of a contact manifold (Σ, α) is Σ×R endowed with
the exact symplectic form ω = d(erα), where r is a coordinate on R;
• an exact contact hypersurface is a hypersurface Σ ⊂ V of an exact symplectic
manifold (V, λ), where the pull-back α := i∗λ by the inclusion gives a contact form
on Σ.
Definition 2. Let (V, λ) be an exact symplectic manifold. The unique vector field Yλ
which satisfies ι(Yλ)ω = λ is the Liouville vector field of λ.
Lemma 3. A hypersurface Σ ⊂ V is an exact contact hypersurface of (V, λ) if and only
if Yλ is transverse to TΣ along Σ.
Proof: The form α ∧ (dα)n−1 is non-degenerate if and only if Yλ ̸∈ TΣ, since
α∧ (dα)n−1 = i∗λ∧ (di∗λ)n−1 = i∗λ∧ (dλ)n−1 = i∗ι(Yλ)ω ∧ωn−1 = i∗ι(Yλ)ωn.
Definition 4. A Liouville domain is a compact exact symplectic manifold (V, λ) with
boundary Σ, such that the Liouville vector field Yλ points outwards along Σ.
It follows from Lemma 3 that the boundary Σ of a Liouville domain (V, λ) is an exact
contact hypersurface. Moreover, the proof of Lemma 3 shows that the orientation of Σ
as the boundary of V coincides with the orientation given by α ∧ (dα)n−1.
Discussion 5. We make the following observations for a Liouville vector field Yλ, using
Cartan’s magic formula:
LYλω = ι(Yλ)dω + d(ι(Yλ)ω) = dλ = ω
LYλλ = ι(Yλ)dλ+ d(ι(Yλ)λ) = ι(Yλ)ω = λ
since dω = 0 and ι(Yλ)λ = ω(Yλ, Yλ) = 0. Hence, the flow ϕ of Yλ satisfies
(ϕr)∗λ = er · λ and (ϕr)∗ω = er · ω.
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If we consider a Liouville domain (V, λ), we find that the negative half flow ϕr,
r ∈ (−∞, 0], of Yλ is complete as V is compact and Yλ points outwards along ∂V = Σ,
so that ϕ can never leave V in negative time. Combining these two facts, we can find
in any Liouville domain a collar neighborhood of Σ which is symplectomorphic via ϕ to
(Σ× (−∞, 0], er · α), the non-positive symplectization of (Σ, α).
Definition 6. The completion (Vˆ , λˆ) of a Liouville domain (V, λ) is obtained by glue-
ing the positive symplectization of Σ = ∂V to V along Σ. In other words, it is the exact
symplectic manifold
Vˆ := V ∪ϕ (Σ× R), λˆ :=

λ on V
er · α on Σ× R
where we identify Σ× (−∞, 0] with the collar of Σ in V as described above.
Examples.
• In a symplectization (Σ × R, erα), the Liouville vector field is ∂r – the partial
derivative with respect to the coordinate on R – and its flow ϕ is simply given by
ϕt(x, r) = (x, r + t) ∀r, t ∈ R.
• The unit ball in (R2n, ωstd) is a Liouville domain with contact boundary (S2n−1, α).
The Liouville vector field is Yλ =
1
2
(x1, y1, ... , x2, y2). Moreover, (R2n, ωstd) is the
completion of the unit ball.
• More generally, the unit disk bundle D∗N in T ∗N (given by pairs (q, p) with
⟨p, p⟩q ≤ 1) is a Liouville domain with contact boundary S∗N and Liouville vector
field Yα. Again, T
∗N is itself the completion of D∗N .
Definition 7. A Liouville isomorphism between Liouville domains (V1, λ1), (V2, λ2)
is a diffeomorphism φ : Vˆ1 → Vˆ2 satisfying φ∗λˆ2 = λˆ1 + dg for a compactly supported
function g.
Proposition 8 ([48], page 3). For any Liouville isomorphism φ : Vˆ1 → Vˆ2 there exists
an R > 0 such that on Σ1 × [R,∞) ⊂ Vˆ1 the map φ has the following form:
φ(r, x) = (ψ(x), r − f(x)),
where ψ : ∂V1 = Σ1 → Σ2 = ∂V2 is a contact isomorphism satisfying ψ∗α2 = ef · α1 for
a function f ∈ C∞(Σ1). So near ∞, the map ϕ is essentially a coordinate change in r.
Proof: As φ∗λˆ2 = λˆ1+dg with supp(g) compact, we can find an R such that φ∗λˆ2 = λˆ1
on Σ1 × [R,∞). This implies ωˆ1 = dλˆ1 = dφ∗λˆ2 = φ∗(dλˆ2) = φ∗ωˆ2 and hence also
φ∗Yλˆ1 = Yλˆ2 . On Σ1 × [R,∞), φ is therefore compatible with the flows of Yλˆ1 resp. Yλˆ2
in the sense that ϕt
λˆ2
◦ φ = φ ◦ ϕt
λˆ1
. This implies that for every y ∈ Σ2 the flow line
{y} × R ⊂ Vˆ2 with respect to ϕλˆ2 is hit at most once by φ(Σ1 × {R}), as φ is injective.
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Since φ(Vˆ1 \ (R,∞)) ⊂ Vˆ2 is compact, we know that every {y} × R intersects φ(Σ1 ×
[R,∞)) and by following the flow of ϕλˆ2 backwards, we know that {y}×R even intersects
φ(Σ1 × {R}). Therefore, φ(Σ× {R}) ∩
{y} ×R contains exactly one element and we
may write
φ(x,R) = (ψ(x), f˜(x)),
where ψ : Σ1 → Σ2 is a diffeomorphism and f˜ ∈ C∞(Σ1). The compatibility of φ with
the two flows shows that
φ(x, r) = (ψ(x), f˜(x) + r −R) ∀r ≥ R.
Note that the 1-form λ2 at ψ(x, f˜(x)) is given by e
f˜(x)·α2. Since φ∗λˆ2 = λˆ1 on Σ1×[R,∞),
we find that
ψ∗

ef˜(x) · α2

= eR · α1.
Setting f := R− f˜ , we then have ψ∗α2 = ef · α1 and φ(x, r) = (ψ(x), r − f(x)).
Note that, while Liouville isomorphisms preserve the contact structure of the boundary,
the contact form may change arbitrarily. More precisely: Consider a Liouville domain
(V, λ) with contact boundary (Σ, α). If α′ = ef ·α is another contact form which defines
the same contact structure, we may consider the following contact hypersurface in the
completion Vˆ :
Σ′ = {(x, f(x)) |x ∈ Σ}.
Obviously, Σ′ bounds a compact region V ′ ⊂ Vˆ , so that (V ′, λ′ := λˆ|V ′) is a Liouville do-
main, whose completion is also (Vˆ , λˆ). Hence, (V, λ) and (V ′, λ′) are Liouville isomorphic
with trivial diffeomorphism φ. This motivates the following definition:
Definition 9. Let (Σ, ξ) be a contact manifold. If there exists a Liouville domain (V, λ)
such that ∂V = Σ and ξ = ker i∗λ, then we call the equivalence class of (V, λ) under
Liouville isomorphisms an exact contact filling of (Σ, ξ).
The discussion above shows that an exact contact filling does not depend on a specific
contact form. Therefore, any invariant of exact contact fillings gives an invariant for
contact structures (with the filling). We will later show (Corollary 56), that each exact
contact filling of (Σ, ξ) possesses a well-defined Rabinowitz-Floer homology, which is
therefore an invariant of the contact structure (together with the filling).
1.4. Defining Hamiltonians
The setup in which we define Rabinowitz-Floer homology is the following. Let (V, λ) be
the completion of a Liouville domain V˜ with contact boundary M := ∂V˜ . Let Σ ⊂ V
be an exact contact hypersurface bounding a compact domain W ⊂ V , so that Σ is
the boundary of the Liouville domain W . In particular, we do not require that the
completions W and ˜V = V coincide (nevertheless, W ⊂ V as symplectic submanifold).
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Definition 10. A defining Hamiltonian for the boundary Σ of a Liouville domain
W ⊂ V is a function H ∈ C∞(V ), which is constant outside a compact set, whose zero
level set H−1(0) equals Σ and whose Hamiltonian vector field XH agrees with the Reeb
vector field Rα on Σ, i.e. for the inclusion i : Σ ↩→ V holds
α := i∗λ and i∗(Rα) = XH |Σ.
In particular, note that Σ is a regular level set of H.
Examples. Let β be a smooth monotone cut-off function such that β(x) =

x x ≤ 2
3 x ≥ 4.
• The functionH(p) := β||p||2)−1 is a defining Hamiltonian for S2n−1 in (R2n, ωstd).
• The function H(q, p) := β⟨p, p⟩q− 1 is a defining Hamiltonian for S∗N in T ∗N .
Proposition 11. For the boundary Σ of a Liouville domain W ⊂ V holds:
i. The space H of defining Hamiltonians for Σ is non-empty and convex.
ii. If α0 and α1 are two contact forms defining the same contact structure on Σ, then
there exists a homotopy of Liouville domains (Ws,Σs) ⊂ (V, λ) and a corresponding
homotopy of defining Hamiltonians Hs, such that α0 = λ|Σ0 and α1 = λ|Σ1.
Proof: Since (V, λ) is the completion of a Liouville domain, we find that the Liouville
vector field Yλ is complete. This allows us to find a symplectic embedding of the sym-
plectization i : (Σ× R)→ V with i(Σ× {0}) = Σ (see Discussion 5). Hence, it suffices
to construct defining Hamiltonians on Σ× R.
@i. Here, we consider the function H˜(x, r) := eρ(r) − 1,
where ρ is a smooth monotone increasing function with ρ(r) = r near 0 and ρ
constant outside a compact set. This guarantees that H˜−1(0) = {r = 0} = Σ×{0}.
Since dH˜ = erdr near Σ× {0} and ιRαω = ιRα

d(erα)

= ιRα

erdα+ erdr ∧ α =
−erdr, the Hamiltonian vector field agrees with Rα on Σ× {0}.
The defining Hamiltonian H for Σ is then obtained from H˜ ◦ i−1 by extending it as
constant on V \ i(Σ×R). Hence H ̸= ∅. In general, H is a defining Hamiltonian
for Σ if and only if it satisfies the following equation:
LYλH|Σ = dH(Yλ)|Σ = ω(Yλ, Rα) = λ(Rα) = 1.
Since H(Σ) = 0, this implies that every defining H is positive on Σ × R+ and
negative on Σ× R−. Hence we have for H1, H2 ∈H that
s ·H1 + (1− s) ·H2 ∈H for all s ∈ [0, 1].
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@ii. Without loss of generality, we may assume that α0 = i
∗λ, where i : Σ×{0} ↩→ V is
the embedding mentioned above. Since α0 and α1 define the same contact structure
on Σ, we find a function f ∈ C∞(Σ), such that α1 = ef · α0. Then we modify the
above construction as follows:
H˜s(x, r) := e
ρ(r−s·f(x)) − 1.
Define Hs again by extending H˜s ◦ i−1 as constant on V \ i(Σ×R). The homotopy
of Liouville domains is then given by Ws := H
−1
s

(∞, 0] and Σs := H−1s (0).
1.5. Rabinowitz-Floer homology
As above, let (V, λ) be the completion of a Liouville domain V˜ with contact boundary
M = ∂V˜ , let Σ ⊂ V be an exact contact hypersurface bounding a compact Liouville
domain W and let H be a defining Hamiltonian for Σ.
Definition 12. The spectrum spec(Σ, α) of a contact manifold Σ with contact form
α is the set of real numbers η ∈ R such that the ordinary differential equation v˙ = ηRα
has a 1-periodic solution. We denote with P(α) ⊂ C∞(S1,Σ)×R the set of pairs (v, η),
such that η ∈ spec(Σ, α) and v˙ = ηRα.
Remark. We identify a pair (v, η) ∈ P(α) with the η-periodic Reeb orbit v˜(t) := v(t/η).
Note that we do not exclude the cases η = 0 and η < 0. For η < 0, we have that v
is again a Reeb orbit with period |η|, but run through in the opposite direction. For
η = 0, the loop v is just constant. The pairs (v, 0) ∈ P(α) are hence in one-to-one
correspondence to the points of Σ.
LetL = C∞(S1, V ) denote the free (smooth) loop space of V . TheRabinowitz action
functional on V associated to H is given by
AH : L × R→ R, AH(v, η) :=
 1
0

λ(v˙(t))− ηH(v(t))

dt.
One can think of AH as the Lagrange multiplier action functional of classical mechanics.
In Section 2.1, we will see that the critical points (v, η) of AH are characterized by
0 = v˙ − ηXH and 0 =
 1
0
H(v(t))dt.
The first equation implies that d
dt
H(v) = dH(v˙) = dH(ηXH) = 0, so that H(v) is
constant and hence 0 by the second equation. As H is a defining Hamiltonian with
H−1(0) = Σ and XH |Σ = Rα, we find that these equations are therefore equivalent to
v(t) ∈ Σ ∀ t and v˙ = ηRα. (2)
This shows that the set of critical points crit
AH of AH consists of the closed Reeb
trajectories v on Σ with period η, or equivalently that crit
AH = P(α).
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Definition 13. A family of ω-compatible almost complex structures
J : S1 × R→ End(TV ), (t, n) → Jt(·, n)
is called admissible (of class Cℓ/smooth) if:
• as a map with domain S1 × V × R we have that J is of class Cℓ/smooth.
• J is t- and n-independent cylindrical at the unbounded end in V . This means that
on M × [R,∞) for R > 0 sufficiently large J is of the form
J |ξM = J0 and J
∂
∂r
= Rλ,
where J0 is any compatible almost complex structure on the contact structure ξM of
M and Rλ is the vector field whose restriction to the contact hypersurface M×{r}
equals the Reeb vector field. Equivalently, we can require that d(er) ◦ J = −λ on
M × [R,∞).
• the family is Cℓ-bounded, meaning that supn ||Jt(·, n)||Cℓ <∞ with respect to some
background norm || · || on M .
Remark. The reason for the dependency of J on the additional parameter n, not found
in the literature until recently in [8] and [1], is based in the transversality problem for
Rabinowitz-Floer homology and will become clear in the proof of the local Transversality
Theorem 38.
In Section 2.1, formula (6), we will see that such a family of almost complex structures
J can be used to define a metric g on L ×R, which yields a gradient ∇AH for AH . The
explicit formula for ∇AH is given in (7).
Definition 14. An AH-gradient trajectory is a solution (v, η) ∈ C∞(R × S1, V ) ×
C∞(R,R) of the Rabinowitz-Floer equation, which is the following partial differential
equation:
∂s(v, η) = ∇AH(v, η) ⇔
∂sv + Jt(v, η)

∂tv − ηXH(v)

= 0
∂sη +
 1
0
H

v(s, t)

dt = 0.
(3)
The next two lemmas characterize the AH-gradient trajectories which connect critical
points (v±, η±) ∈ critAH = P(α).
Lemma 15. If (v, η) ∈ P(α), then AH(v, η) = η. Thus AH(P(α)) = spec(Σ, α).
Proof: Since H|Σ = 0 and v˙ = ηR and im(v) ⊂ Σ if (v, η) ∈ P(α), we may calculate
AH(v, η) =
 1
0

λ(v˙) + ηH(v)

dt =
 1
0
λ(ηR)dt =
 1
0
η dt = η.
9
Lemma 16. If (v, η) is a non-stationary AH-gradient trajectory between critical points
(v±, η±) ∈ P(α), i.e. where lim
s→±∞
(v, η) = (v±, η±), then η+ > η−.
Proof: With || · || as the norm of the metric g and Lemma 15, we calculate
η+ − η− = AH(v+, η+)−AH(v−, η−) =
 ∞
−∞
d
ds
AH(v, η)ds
=
 ∞
−∞
g
∇AH(v, η), ∂s(v, η)ds
(3)
=
 ∞
−∞
||∇AH(v, η)||2ds
> 0.
Definition 17. The quantity E(v, η) :=
∞
−∞ ||∇AH(v, η)||2ds ≥ 0 is called the energy
of the AH-gradient trajectory (v, η). If lim
s→±∞
(v, η) = (v±, η±) ∈ P(α), then Lemma 16
tells us that E(v, η) = η+ − η−.
Since any pair (v, η) ∈ P(α), η ̸= 0, yields a whole S1-family of points in P(α) by time
shift, P(α) never consists of isolated points. In order to build a Floer-type homology
with basis P(α), we therefore have to use Morse-Bott techniques. This is why we impose
the following non-degeneracy assumption on the Reeb flow ϕt on Σ:
The set N η ⊂ Σ formed by the η-periodic Reeb orbits is a closed
submanifold for each η ∈ R and TpN η = ker (Dpϕη − id) holds for
all p ∈ N η.
(MB)
Note that we do not assume that the rank dλ|N η is locally constant, as was done in [14].
As far as we see this is not needed. The assumption (MB) is generically satisfied, as
shown in [14], appendix B. Moreover, (MB) implies that P(α) is a proper submanifold of
L × R (see Theorem 23). Note that the components of P(α) with fixed η ∈ spec(Σ, α)
correspond to the submanifolds N η of Σ via the map (v, η) → v(0). By abuse of
notation, we will write N η also for the components of P(α), i.e. we consider N η either
as a submanifold of L × R or as a submanifold of Σ, depending on the context.
There are several approaches to deal with Morse-Bott situations. The one that we will
use here, flows with cascades, was developed by Urs Frauenfelder, [25], and Fre´de´ric
Bourgeois, [5], based on an idea from Piunikhin, Salamon, and Schwarz. It uses flows
on the critical manifolds without further perturbation, which makes the computations
we have in mind easier. For that, we choose an additional Morse function h and a
suitable metric gh on P(α) such that the restrictions hη := h|N η and gη := gh|N η form
a Morse-Smale pair on N η for every η ∈ spec(Σ, α). This is equivalent to hη being a
Morse function on N η for which the stable and unstable manifolds W s(p) resp. W u(q)
of the ∇ghh-gradient flow intersect transversally for each pair p, q ∈ crit(hη) .
Definition 18. An h-Morse flow line y ∈ C∞R, critAH  is a solution of
y˙ = ∇h(y), where ∇h is the gradient of h with respect to gh.
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Definition 19. For c−, c+ ∈ crit(h) and m ∈ N, we call a trajectory from c− to c+
with m cascades a tupel
(x, t) =

(xk)1≤k≤m, (tk)1≤k≤m−1

,
consisting of AH-gradient trajectories xk = (vk, ηk) and real numbers tk ≥ 0 such that
there exist (possibly constant) h-Morse flow lines yk, 0 ≤ k ≤ m, with
i. lim
s→−∞
y0(s) = c
−, lim
s→−∞
x1(s) = y0(0),
ii. lim
s→∞
xk(s) = yk(0), lim
s→−∞
xk+1(s) = yk(tk),
iii. lim
s→∞
xm(s) = ym(0), lim
s→∞
ym(s) = c
+.
A trajectory with 0 cascades from c− to c+ is an h-Morse flow line from c− to
c+. See Figure 1 for an illustration.
x1
x2
y0
N η1
y2
y1
c−
c+
N η−
N η+
Fig. 1: A flow line with 2 cascades passing through the critical manifolds N η− , N η1 , N η+ .
In other words, a trajectory with cascades is an alternating sequence of segments of h-
Morse flow lines and whole AH-gradient trajectories. The space of all such trajectories
with m cascades from c− to c+ is denoted by M(c−, c+,m). The moduli space
M(c−, c+,m) := M(c−, c+,m)Rm
is obtained by dividing out the free Rm-action on the m cascades given by time shifts.
If m = 0, we also divide by R (not by R0 ∼= 1), as there is still an R-action by time
shift now on the h-Morse flow line. In Theorem 38 we show that M(c−, c+,m) is a
manifold for generic choices of Jt(·, n). We denote the moduli space of all trajectories
with cascades from c− to c+ by
M(c−, c+) :=

m∈N
M(c−, c+,m).
Due to Theorem 23, there are only finitely many non-empty critical manifolds N η with
η ∈ [η−, η+] for each η± ∈ R, so that the above union is in fact finite. Indeed, each
cascade reduces the period η (cf. Lemma 16) and connects critical manifolds N η1 and
N η2 , where η− ≤ η1 < η2 ≤ η+.
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Theorem 46 states thatM(c−, c+) still carries the structure of a manifold and Theorem
48 asserts that it is compact. Its zero-dimensional component M0(c−, c+) is hence a
finite set.
Now we define the Rabinowitz-Floer homology. The chain complex RFC(H, h) is given
as the Z2-vector space consisting of formal sums
ξ =

c∈crit(h)
ξc · c,
where the coefficients ξc ∈ Z2 satisfy the following finiteness condition:
#{c ∈ crit(h) | ξc ̸= 0 ∧ AH(c) ≥ κ} <∞ for all κ ∈ R. (4)
So RFC(H, h) is a Novikov-completion of the Z2-vector space generated by the critical
points of h. Let #2M0(c−, c+) ∈ Z2 denote the cardinality of M0(c−, c+) modulo 2.
The boundary operator ∂F is then defined to be the (infinite) linear extension of
∂F c+ =

c−∈crit(h)
#2M0(c−, c+) · c−, c+ ∈ crit(h). (5)
To see that ∂F is well-defined, we have to show that the right hand side still satisfies the
finiteness condition (4):
Indeed, it follows from Lemma 16 that ∂F reduces the action, i.e. #2M0(c−, c+) ̸= 0
only if AH(c−) ≤ AH(c+). Moreover, we show in Theorem 23, that for any c+ and every
a ∈ R, there are only finitely many c− ∈ crit(h) with a ≤ AH(c−) ≤ AH(c+). Therefore
∂F c+ satisfies (4) for any c+. In the general case, where ∂F

ξc · c

:=

ξc · ∂F c,
condition (4) follows as both the sum

ξc · c and ∂F c satisfy the finiteness condition.
It follows from standard Floer-techniques by considering the 1-dimensional component
of M(c−, c+), that ∂F ◦ ∂F = 0. Hence, ∂F is a boundary operator on RFC(H, h). The
Rabinowitz-Floer homology of (V,Σ) with respect to the Hamiltonian H and the
Morse-function h is the homology of the chain complex

RFC(H, h), ∂F

, i.e.
RFH(H, h) :=
ker ∂F
im ∂F
.
We prove in Corollary 56 that RFH(H, h) only depends on the contact manifold (Σ, ξ)
and the filling Liouville domain W , thus allowing us to write RFH(W, (Σ, ξ)), where we
omit ξ whenever it is clear from the context.
In Section 3.4, we show that RFH(W,Σ) can be given a Z-grading under the following
assumptions:
(A) The map i∗ : π1(Σ)→ π1(W ) induced by the inclusion is injective.
(B) The integral Ic1 : π2(W )→ Z of the first Chern class c1(TW ) vanishes on spheres.
For c = (v, η) ∈ crit(h) ⊂ P(α), the degree µ(c) is a half integer given by the formula
µ(c) = µCZ(v) + indh(c)− 1
2
dimcN η + 1
2
,
where indh(c) is the Morse index of c with respect to h, µCZ(v) is the (transversal)
Conley-Zehnder index of v and dimcN η is the local dimension of N η at c.
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1.6. Outline of the thesis and main result
A major part of this thesis is devoted to technical details for the construction of
Rabinowitz-Floer homology. We do this, since up to now, there is no complete ref-
erence for this in the literature. Note that due to the integral term in equation (3) some
delicate adaptations to the standard construction by Floer have to be made.
In Section 2, we deal with the transversality problem, i.e. we show that M(c−, c+,m)
is a manifold for generic J . We generalize this to setups where everything is symmetric
with respect to a symplectic symmetry of finite order.
In Section 3 we present many different properties of the moduli spaces. Due to the
vastness of the topic, we do not prove the compactness ofM(c−, c+,m). In Section 3.1,
we merely provide some estimates which should ensure that the usual compactification
due to Gromov works.
In Section 3.2, we show that the Rabinowitz-Floer homology does not depend on the aux-
iliary choices made for its definition. Even more surprising, we show that RFH(W,Σ)
actually is invariant under Liouville isomorphisms, thus giving an invariant of the filling
by W of (Σ, ξ) (in the sense of Definition 9). In Proposition 64 we then see that under
some circumstances RFH(W,Σ) is even independent ofW and hence yields an invariant
of the contact structure.
Also in Section 3.2, we show that the action AH induces a filtration of the com-
plex

RFC(H, h), ∂F

. We use this filtration to define truncated homology groups
RFH(a,b)(W,Σ) and growth rates Γ(W,Σ). The latter can be used to obtain more
information on RFH(W,Σ) if it is of infinite dimension. The Sections 3.3 and 3.4 are
devoted to the Conley-Zehnder index and the Z-grading of RFH.
In Section 4, we provide some useful facts about direct and inverse limits. In 4.3, The-
orem 85, we show that RFH(W,Σ) over field coefficients can be calculated using the
singular homology H∗(N η) without knowing an explicit Morse function h on N η simply
by algebraically pretending that we have a perfect Morse function h. This is purely
algebraic and as a consequence less intuitive. For a first reading, it can be skipped, as
we apply its main result in this thesis solely in situations where we could use standard
arguments from spectral sequences.
In Sections 5 and 6 we introduce symplectic (co)homology and contact surgery (which
includes the connected sum construction). In particular, we give a more detailed (and
slightly corrected) proof of the fact that symplectic (co)homology is invariant under
subcritical surgery, originally due to K. Cieliebak, [12]. We make this detour in order to
show that Rabinowitz-Floer homology is also invariant under subcritical surgery, which
we could not prove directly.1
In Section 7, we introduce the Brieskorn manifolds Σa and calculate RFH∗(Wε,Σa) ex-
plicitly for some Σa with fillings Wε. In 7.3 we then prove our Main Theorem and some
corollaries.
The appendices deal with technical details which are needed in the text but which are
to long or to far of the general discourse. In Appendix A, we give an explicit example of
1In a recently published article, [17], Rem. 9.15, A. Oancea and K. Cieliebak show this invariance
within the context of RFH.
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a Morse-Smale pair on the unit cotangent bundle S∗Sn which is symmetric with respect
to a certain involution. Appendix B recollects facts about convolutions. In Appendix
C, we show that transversality always holds along constant solutions of (3). Finally in
Appendix D, we give a short list of all the major assumptions and conventions that we
use in this thesis.
The main result of this dissertation is the following theorem which states the existence
of a rich variety of fillable contact structures or fillings on a differentiable manifold Σ,
with dimΣ ≥ 5, if it supports at least one fillable contact structure.
Theorem (Main Theorem).
Suppose that Σ is a differentiable manifold, dimΣ = 2n− 1 ≥ 5, which supports at least
one fillable contact structure with filling for which the conditions (A) and (B) are true.
Then Σ satisfies at least one of the following alternatives:
a) For every fillable contact structure ξ on Σ and any filling W of (Σ, ξ), which
satisfies (A) and (B), holds true that
dimZ2 RFH∗(W, (Σ, ξ)) =∞ ∀∗ ∈ Z \ [−n+ 1, n].
b) There is (at least) one contact structure on Σ for which there exist infinitely many
different fillings.
c) There exist infinitely many different fillable contact structures on Σ.
Note the difference to dimension 3, where according to Eliashberg (see [26]) the only
fillable contact structure on S3 is the standard one and where due to Gromov, [28],
the only filling for the standard contact structure on S3 is the unit ball (B4, ωstd). In
particular, (S3, ξstd) does not satisfy a), b) or c).
In Section 7.3, we also prove the following dynamical and contact topological conse-
quences.
Corollary.
• If Σ satisfies alternative a) of the Main Theorem, then every fillable contact struc-
ture on Σ has for any generic contact form simple Reeb trajectories of arbitrary
length.
• If Σ satisfies alternative b) but not a) of the Main Theorem, then there is at least
one contact structure on Σ which has simple closed Reeb trajectories of arbitrary
length for every generic contact form.
Corollary. Every Brieskorn manifold Σa supports at least 2 non-contactomorphic, ex-
actly fillable contact structures.
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2. Transversality
The aim of this section is to show that M(c−, c+,m) is a finite dimensional manifold.
The Subsections 2.1 through 2.3 provide analytic properties that will be needed in the
proof of the fundamental Global Transversality Theorem 38 in 2.4.
Throughout this part, we assume (V, λ) to be an exact symplectic manifold that is the
completion of a compact Liouville domain V˜ with contact boundary M . In particular,
the symplectization M × [0,∞) embeds into V and V \ (M × (0,∞)) = V˜ is compact.
Moreover, we assume that Σ ⊂ V is an exact contact hypersurface bounding a compact
Liouville domain W and H a defining Hamiltonian for Σ.
2.1. The action functional
In this subsection, we will analyse more closely the Rabinowitz action functional AH
that we introduced in 1.5. We calculate its gradient ∇AH and Hessian ∇2AH . We show
that ∇2AH is a Fredholm operator of index zero and use this to show that (MB) implies
that AH is a Morse-Bott functional, i.e. that critAH is a submanifold of L × R. In
particular, we show that the critical manifolds N η are isolated in the loop space L ×R.
In classical Morse theory this would follow from the Morse Lemma. However, as L ×R
is infinite dimensional, there is no analogue of the Morse Lemma. Recall that AH is
given by
AH : L × R→ R, AH(v, η) :=
 1
0
λ(v˙(t))− ηH(v(t))dt,
where v is a smooth loop on V . More generally, we do not only consider smooth loops, but
also loops that are of Sobolev-class W k,p, k ∈ N, 1 < p <∞, where a map v : S1 → V is
calledW k,p if it isW k,p in every chart. We denote the space of such loops byW k,p(S1, V )
and remark that W k,p(S1, V ) is a Banach manifold while Hk(S1, V ) = W k,2(S1, V ) is
even a Hilbert manifold (see [31], 2.3 ff.). The tangent space TvW
k,p(S1, V ) at any
v ∈ W k,p(S1, V ) is given by the W k,p-vector space of S1-sections of v∗TV , i.e. a tangent
vector v at v is a 1-periodic W k,p-map
v : S1 → TV satisfying v(t) ∈ Tv(t)V.
A metric on W k,p(S1, V ) × R is obtained via a family of ω-compatible almost complex
structures Jt(·, n) depending on (t, n) ∈ S1 × R. Given (v, η) ∈ W k,p(S1, V ) × R and
(v1, ηˆ1), (v2, ηˆ2) ∈ T(v,η)(W k,p(S1, V )× R) the metric g is defined by
g

v1
ηˆ1

,

v2
ηˆ2

:=
 1
0
ω

v1(t) , Jt

v(t), η

v2(t)

dt+ ηˆ1 · ηˆ2. (6)
In the following, we are going to calculate the first and second variation of AH in
the form of gradient ∇AH and Hessian ∇2AH with respect to g. For that, assume
that (vs, ηs) ⊂ W k,p × R, k ≥ 1, is a differentiable 1-parameter family depending on
s ∈ (−ε, ε). Write
d
dt
v = v˙,
d
ds
v

s=0
= v and
d
ds
η

s=0
= ηˆ.
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Let ∇ denote the Levi-Civita connection of the metric gt,n = ω(·, Jt,n·) for fixed (t, n).
Observe that, when considered as a derivation of functions, we have
d
dt
= ∇v˙ and d
ds
= ∇v.
Note furthermore that [v, v˙] = 0, as for any function f ∈ C∞(V ) holds
∇v∇v˙f = d
ds
d
dt
f(v(s, t)) =
d
dt
d
ds
f(v(s, t)) = ∇v˙∇vf.
Additionally, we have
 1
0
d
dt
λ(v(t))dt = 0, as v is 1-periodic. This stated, we calculate the
first variation of AH in the direction of (v, ηˆ) as
∇(v,ηˆ)AH(v, η) = d
ds
AH(vs, ηs)

s=0
=
 1
0
d
ds
λ(v˙)− ηˆH(v)− ηdH(v) dt
=
 1
0
dλ(v, v˙) +
d
dt
λ(v) + λ([v, v˙])− ηˆH(v)− dλ(v, ηXH) dt
=
 1
0
dλ(v, v˙ − ηXH)− ηˆH(v) dt
=
 1
0
ω(v, J(−J)(v˙ − ηXH) dt− ηˆ ·
 1
0
H(v) dt
= g

v
ηˆ

,
−J(v˙ − ηXH)
− 1
0
H(v) dt

.
The gradient of AH with respect to g is hence given by
∇AH = −
J(v˙ − ηXH) 1
0
H(v)dt
 . (7)
This shows, that Definition 14 really defines ∇AH-gradient trajectories. As stated be-
fore, the critical points (v, η) of AH are solutions of the equations
0 = v˙ − ηXH and 0 =
 1
0
H(v(t))dt
⇔ v˙ = ηR and im(v) ⊂ Σ
Recall that this implied that crit
AH = P(α) and that it followed from Lemma 16 that
AH(critAH) = spec(Σ, α). Note in particular, that all critical points are in L × R,
i.e. all critical v are smooth even if we consider AH on W k,p(S1, V ).
Next, we are going to calculate the Hessian of AH at a critical point (v, η) ∈ L × R,
where ∇AH(v, η) = 0. Actually, we calculate the self-adjoint operator
∇2AH(v,η) : T(v,η)

W k,p(S1, V )× R

→ T(v,η)

W k−1,p(S1, V )× R

,
which satisfies for x, y ∈ T(v,η)

W k,p(S1, V )× R that
HessAH(x, y) = ∇x g(y,∇AH) = g(y,∇2AHx).
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Note that g(∇xy,∇AH) = 0 at a critical point and hence ∇2AH(v,η)x = ∇x∇AH(v, η).
This implies that HessAH and ∇2AH are symmetric, i.e. g(y,∇2AHx) = g(∇2AHy, x),
as shown by the following short calculation
HessAH(v,η)(x, y) = ∇x g(y,∇AH(v,η)) = ∇x∇yAH(v,η) =
= ∇y∇xAH(v,η) +∇[x,y]AH(v,η) = ∇y∇xAH(v,η) = HessAH(v,η)(y, x).
For the calculation of ∇2AH , we consider again a differentiable 1-parameter family
(vs, ηs) ⊂ W k,p × R with tangent vectors (v, ηˆ) := (vs, ηˆs) ∈ T(vs,ηs)

W k,p(S1, V ) × R.
Then, we trivialize (vs, ηs)
∗T

W k,p(S1, V )×R over R×S1, which allows us to calculate
d
ds
∇AH(vs, ηs)

s=0
= ∇v,ηˆ∇AH(vs, ηs).
In the trivialization we differentiate ∇AH at any point (v, η), even non-critical ones! We
use this result later in Section 2.4, where the derivative of ∇AH along (vs, ηs) appears
in the linearization of the Rabinowitz-Floer equation (3). Using (7), we calculate
∇(v,ηˆ)∇AH(v, η) = ∇(v,ηˆ)
 −J(v˙−ηXH)
− 10 H(v) dt

=
−∇vJ(v˙ − ηXH)− ηˆ(∂nJ)(v˙ − ηXH) + JηˆXH
− 1
0
dH(v) dt

∇v

J(v˙ − ηXH)

=
∇vJ(v˙ − ηXH)− J(∇vv˙ −∇vηXH)
=
∇vJ(v˙ − ηXH) + J∇v˙v+ [v, v˙]−∇ηXHv− [v, ηXH ]
=
∇vJ(v˙ − ηXH) + J∇(v˙−ηXH)v− J [v, ηXH ],
where we used again [v, v˙] = 0. The derivative of ∇AH along (vs, ηs) is hence given by−∇vJ + ηˆ(∂nJ)(v˙ − ηXH)− J∇(v˙−ηXH)v− [v, ηXH ]− ηˆXH
−  1
0
dH(v)dt
 . (8)
At a critical point, where v˙ − ηXH = 0, it takes the form
∇2AH(v,η)(v, ηˆ) =
J[v, ηXH ] + ηˆXH
−  1
0
dH(v)dt
 . (9)
Note that this expression does not depend on the family (vs, ηs), but only on (v, ηˆ) – its
derivative at s = 0. Let ϕ denote the Reeb flow on Σ. As XH coincides with the Reeb
field on Σ, we have that the flow ϕH of ηXH is given by ϕ
t
H = ϕ
ηt. At a critical point,
we can hence express the term −[v, ηXH ] = [ηXH , v] with the help of ϕ as
[ηXH , v](t0) = LηXHv(t0) =
d
dt

ϕηt
∗
v(t0) =
d
dt

Dϕηt
−1
v(t0 + t)

t=0
.
Note that for η = 0, this becomes the ordinary derivative d
dt
on Tv(0)V . Having this in
mind, we could write symbolically ∇2AH at a critical point as
∇2AH(v,η)(v, ηˆ) =
J− ddtv+ ηˆXH
−  1
0
dH(v)dt
 .
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Lemma 20. Assume that (MB) holds true. Then ker∇2AH consists of pairs (v, 0),
where v(t) ∈ Tv(t)N η for all t and v is constant with respect to the Reeb flow ϕ, i.e.
v(t) =

Dϕηt

v(0) ∀ t.
In particular, ker∇2AH is finite dimensional with dim  ker∇2AH(v,η) = dimv(0)N η.
Proof: It follows from (9), that (v, ηˆ) ∈ ker∇2AH(v,η) if and only if
I.
d
dt

Dϕηt
−1
v(t0 + t)

t=0
= ηˆXH(v(t0)) and II. 0 =
 1
0
dH(v)dt.
The proof has now 3 steps:
• First, we show that v(t) ∈ Tv(t)Σ for all t ∈ S1. Note that H, dH and XH are
invariant under the flow ϕηt of ηXH . This implies that
dHv(t)

v(t)

= dHv(0)

Dϕ−ηt

v(t)

and hence with I. that
d
dt
dHv(t)

v(t)

t=t0
= dHv(0)

d
dt

Dϕ−η(t+t0)

v(t+ t0)

t=0

= dHv(0)

Dϕ−ηt0

ηˆXH(v(t0))

= dHv(0) (ηˆXH(v(0))) = 0.
Thus, we have that dH(v(t)) is constant. Therefore, equation II. implies that
0 =
 1
0
dH(v(t))dt =
 1
0
dH(v(t0))dt = dH(v(t0)) ∀ t0 ∈ S1.
As Σ is a regular level set of H, we have ker dHv(t) = Tv(t)Σ and hence that
v(t) ∈ Tv(t)Σ for all t.
• Next, we show ηˆ = 0. Assume first that η ̸= 0. We then obtain from equation II.
0 =
 1
0
dH(v) dt =
 1
0
dλ(v, XH) dt
=
 1
0
∂vλ(XH)− ∂XHλ(v)− λ

[v, XH ]

dt =
 1
0
0− 1
η
· d
dt
λ(v) +
ηˆ
η
dt =
ηˆ
η
.
Here, we used equation I. and d
dt
= ∂v˙ = η∂XH and that λ(v) is 1-periodic and
∂vλ(XH) = 0, as λ(XH) = 1 is constant throughout Σ and v ∈ TΣ. Hence ηˆ = 0
if η ̸= 0.
Now, if η = 0, then v is constant and equation I. becomes the linear differential
equation ∂tv(t0) = ηˆXH(v(0)) for a map v : S
1 → Tv(0)V . The solutions to this
problem are of the form v(t) = v(0)+t·ηˆXH(v(0)). However, we require v(1) = v(0)
and this holds if and only if ηˆ = 0, as X(v(0)) ̸= 0.
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• Finally, we prove the lemma. As ηˆ = 0, equation I. yields
d
dt

Dϕηt
−1
v(t0 + t)

t=0
= 0 ∀t0 ∈ R
⇔ Dϕ−ηt v(t) = v(0) ∀t ∈ R
⇔ v(t) = (Dϕηt)v(0) ∀t ∈ R
Recall that v has to be 1-periodic. However, not every solution of the last equation
satisfies this. It holds if and only if v(0) = v(1) = Dϕηv(0), in other words if and
only if v(0) ∈ ker(Dϕη − id) = Tv(0)N η, by assumption (MB).
In the following, let (v, η) ∈ critAH and 1 < p <∞ be fixed and abbreviate
W k,p := W k,p(v, η) := T(v,η)

W k,p(S1, V )× R
for theW k,p-vector fields along (v, η). Similarly write Lp = Lp(v, η) and C∞ := C∞(v, η)
for the Lp- resp. C∞-vector fields. Let us also abbreviate K := K(v, η) := ker∇2AH(v,η).
Note that in this terminology the operator ∇2AH(v,η) maps W k+1,p to W k,p as in the term
[XH , v] the vector field v is differentiated once. Now, for any k ≥ 0 and 1 < p <∞, the
following two lemmas will show that the cokernel of ∇2AH equals K, thus showing that
∇2AH is self-adjoint and a Fredholm operator of index 0.
Lemma 21. Assume that (MB) holds. Then it holds that the image ∇2AHW k+1,p is
closed in W k,p for all p ≥ 1.
Proof:
We will show that ∇2AH has on its image a continuous right inverse, i.e. there exists
a continuous operator U : ∇2AH(W k+1,p) → W k+1,p such that ∇2AH ◦ U = Id. Given
such a U , we prove the lemma as follows: If (wn, ξn) ⊂ ∇2AH(W k+1,p) is a sequence
which converges in W k,p to some (w, ξ), then by continuity of U and completeness of
W k+1,p there exists (v, ηˆ) such that U(wn, ξn)→ (v, ηˆ). Then
(w, ξ) = lim
n→∞
(wn, ξn) = lim
n→∞
∇2AH(U(wn, ξn)) = ∇2AH(v, η),
by continuity of ∇2AH , which shows that ∇2AH(W k+1,p) is closed in W k,p.
To construct U , note that the flow ϕηt of ηXH provides a trivialization Φ of v
∗TV
Φ : v∗TV → [0, 1]× Tv(0)

v(t), ξ(t)
 → t, Dϕηt−1ξ(t) .
We can then express ∇2AH in this coordinates as
∇2AH(v, ηˆ) = −
I ·  ddtv− ηˆX 1
0
dHv(0)

v

dt
 , (10)
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where X(t) = XH(v(0)) is a constant vector and I(t) =

Dϕηt
−1
Jv(t)

Dϕηt

a bounded
path of matrices with I2 = −Id. Note that v is here a map from [0, 1] to Tv(t0). In order
to guarantee that Φ−1v is 1-periodic, we have to require that Dϕη

v(1)

= v(0).
Recall that Dϕη restricted to Tv(0)N η is the identity and let C denote any complement
to Tv(0)N η in Tv(0)V . Then

(Dϕη)−1 − 1 restricted to C is invertible. Let E denote
the linear map
E : Tv(0)V = Tv(0)N η ⊕ C → Tv(0)N η ⊕ C, E = 0⊕ πC

Dϕη
−1 − 1−1.
For (w, ξ) = ∇2AH(v, ηˆ) ∈ ∇2AHW k+1,p, we construct U(w, ξ) using the ansatz
w = −I ·

d
dt
v− ηˆX

and ξ = −
 1
0
dHv(0)

v

dt.
Using the symplectic form ω = ωv(0) on Tv(0)V , we solve the first equation for ηˆ to getη := −ωIX,  1
0
Iw dt

.
Note that η = ηˆ. Hence, we can use the fundamental theorem of calculus to solve the
first equation for v tov(t) :=  t
0
(Iw+ ηX)dt+ E  1
0
(Iw+ ηX)dt.
The E-term is needed, as we shall see, to ensure that Dϕη
v(1) = v(0). Assuming this,
we have that
U : ∇2AHW k+1,p→ W k+1,p, (w, ξ) → (v, η)
is a well-defined linear operator. The continuity of U is obvious. To see that U is a
right inverse of ∇2AH , i.e. ∇2AH ◦ U = Id on im∇2AH, let (w, ξ) = ∇2AH(v, ηˆ) and
calculate
η = −ωIX, 1
0
Iw dt

= −ω

IX,
 1
0
I ◦ −I d
dt
v− ηˆX dt
= −ω

IX,
 1
0
d
dt
v− ηˆXdt

= −ω

IX, v(1)− v(0)− ηˆX

= ηˆ,
where the last line follows as DϕηX = X so that the X-part of v(1) − v(0) is zero.
Moreover
v(t) =  t
0
I ◦ −I d
dt
v− ηˆX+ ηˆX dt+ E  1
0
I ◦ −I d
dt
v− ηˆX+ ηˆX dt
=
 t
0
d
dt
v dt+ E
 1
0
d
dt
v dt
= v(t)− v(0) + Ev(1)− v(0)
= v(t)− v(0) + E(Dϕ1)−1v(0)− v(0)
= v(t)− v(0) + E(Dϕ1)−1 − 1)v(0)
= v(t)− πTv(0)N η

v(0)

.
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Here, the last line implies that (v, η) is in fact (v, ηˆ) minus πTv(0)N ηv(0), 0, which is
an element in the kernel of ∇2AH . This shows that ∇2AH(v, η) = ∇2AH(v, ηˆ) = (w, ξ),
i.e. ∇2AH ◦ U = Id. It also shows that Dϕηv(1) = v(0), as Dϕη|TN η = Id and hence
Dϕη
v(1) = Dϕηv(1)− πTv(0)N ηv(0) = v(0)− πTv(0)N ηv(0) = v(0).
Lemma 22. Assume that (MB) holds. Then
W k,p = ker∇2AH ⊕∇2AHW k+1,p.
In particular coker∇2AH = ker∇2AH and ∇2AH is a Fredholm operator of index 0.
Proof: Let ⊥ denote the L2-orthogonal complement with respect to the metric g.
As we integrate over the compact 1-dimensional domain S1, it follows from Rellich’s
Theorem that W k,p embeds into L2 for k ≥ 1 and all p ∈ (1,∞) or for k = 0 and p ≥ 2.
Thus it makes sense for these k and p to consider the closed space∇2AH(W k+1,p)⊥ ⊂ L2.
Claim :
∇2AH(W k+1,p)⊥ = ker∇2AH .
We prove this claim below, but first let us show how the claim implies the lemma.
For k ≥ 1 or k = 1 and p ≥ 2, we argue as follows. As ker∇2AH consists of smooth
elements, we find that
ker∇2AH = ker∇2AH ∩W k,p = ∇2AH(W k+1,p)⊥ ∩W k,p.
As ∇2AH(W k+1,p) is closed in W k,p, we hence have that
W k,p = ker∇2AH ⊕∇2AH(W k+1,p).
For k = 0 and 1 < p ≤ 2, we use the dual space (Lp)∗ = Lq, where 1/p+1/q = 1 so that
q ≥ 2 and Lq embedds into L2. Then we consider the annihilator ∇2AH(W 1,p)0 ⊂ Lq
and find again (by repeating the proof of the claim) that∇2AH(W 1,p)0 = ker∇2AH
and hence Lp = ker∇2AH ⊕∇2AH(W 1,p).
Proof of the claim:
Basically, the statement follows from elliptic regularity as ∇2AH is an elliptic operator
of order 1. However, we give here for convenience an explicit proof. Recall from the
proof of Lemma 21 that the flow ϕηt of ηXH provides a trivialization of v
∗TV ∼= [0, 1]×
Tv(0)V under which elements of W
k,p become W k,p-maps v : [0, 1] → Tv(0)V such that
Dϕη

v(1)

= v(0). We expressed ∇2AH in this trivialization by (10), where I is a t-
dependent matrix such that I2 = −Id. As ω is invariant under the flow ϕηt, we find that
the metric g on [0, 1]× Tv(0) is just
g

(v0, ηˆ0), (v1, ηˆ1)

=
 1
0
ωv(0)

v0, Iv1

dt+ ηˆ0 · ηˆ1.
21
In this framework, we can now describe
∇2AH(W k+1,p)⊥. It is obvious that
ker∇2AH ⊂ ∇2AH(W k+1,p)⊥. For the opposite inclusion let (v, ηˆ) be any element
in the complement. We then have for all (w, ξ) ∈ W k+1,p with Dϕηw(1) = w(0) that
0 = g

v
ηˆ

,∇2AH

w
ξ

(10)
=
 1
0
ω

v, d
dt
w− ξ ·Xdt+ ηˆ ·  1
0
dH(w)dt.
Considering in particular ξ = 0 and ξ = 1, we find that this holds if and only if
0 =
 1
0
ω

v, d
dt
w

dt+ ηˆ ·
 1
0
ω

w, X

dt and 0 =
 1
0
ω

v, X

dt.
As the Liouville vector field Yλ is also preserved under the flow of ηXH (at least on
Σ), we find that w0(t) := Yλ(v0) satisfies Dϕ
η

w0(1)

= w0(0). For this map we have
d
dt
w0 = 0 and hence we conclude that
0 = ηˆ ·
 1
0
ω(w0, X)dt = ηˆ ·
 1
0
ω(Yλ, X)dt = ηˆ.
Thus, we find that v has to satisfy the following two equations:
I. 0 =
 1
0
ω(v, X)dt and II. 0 =
 1
0
ω

v, d
dt
w

dt,
where w may still be any W k+1,p-map w : [0, 1]→ Tv(0)V with Dϕηt

w(1)

= w(0). The
second condition on w is automatically satisfied if supp w ⊂ (0, 1). In particular, we
can take w = ρδ ∗ u, where u is any test-function with support in (δ, 1 − δ) and ρδ is a
smooth bump function with supp ρδ ⊂ (−δ, δ),
∞
−∞ ρδ dt = 1 and ρδ(t) = ρδ(−t) (see
Appendix B). Then we have from II. and Corollary 125 that
0 =
 1
0
ω

v, d
dt
(ρδ ∗ u)

dt =
 1
0
ω

v, ( d
dt
ρδ) ∗ u

dt =
 1
0
ω

( d
dt
ρδ) ∗ v, u

dt
=
 1
0
ω

d
dt
(ρδ ∗ v), u

dt.
As this equation holds for any test function u with supp u ⊂ (δ, 1 − δ), we infer that
ρδ ∗ v is constant on (δ, 1− δ). As ρδ ∗ v→ v in Lp (see Lemma 122), we conclude that
v is also constant and hence smooth. From equation I., we then conclude that the Yλ-
component of v has to be zero. Now as Dϕη

v(0)

= Dϕη

v(1)

= v(0), we know that
v(t) = v(0) ∈ ker(Dϕη − Id) and this implies that (v, ξ) = (v, 0) lies in ker∇2AH .
Theorem 23. If (MB) is satisfied, then the following equivalent statements are true:
• The spectrum spec(Σ, α) = AHP(α) is closed and discrete.
• P(α) = critAH is a submanifold of L × R with disjoint components N η, i.e.
AH is a Morse-Bott functional.
• For any real numbers −∞ < a < b < ∞ there are only finitely many η ∈ [a, b]
such that N η ̸= ∅.
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Proof: The equivalence of the 3 statements is obvious. We therefore only show the first
one. That spec(Σ, α) is closed can be seen as follows: Suppose that (ηn) ⊂ spec(Σ, λ) is
a sequence with lim ηn = η. This means that there exists a sequence of Reeb trajectories
(vn) whose periods are ηn. As Σ is compact, we may assume by the Arzela-Ascoli
theorem that vn converges uniformly to a Reeb trajectory v, whose period has to be η.
Hence η ∈ spec(Σ, λ).
The proof of spec(Σ, λ) being discrete is more involved. In what follows, it suffices
to restrict to the Hilbert spaces Hk = W k,2. It follows from Lemma 20 and 22 that
∇2AH : H1 → L2 is a Fredholm operator of index zero. Let again K = ker∇2AH =
coker∇2AH . We abbreviate for a moment the orthogonal complements of K in H1 resp.
L2 by S := K⊥H1 ⊂ H1 and R := K⊥L2 ⊂ L2. The restriction ∇2AH : S → R is
bijective and due to the Open Mapping Theorem therefore a (continuous) isomorphism.
This implies in particular that ∇2AH is bounded from below, i.e. there exists a constant
C > 0, depending continuously on (v, η), such that
||∇2AH(v, ηˆ)||2L2 ≥ C · ||(v, ηˆ)||2H1 ,
for all (v, ηˆ) ∈ S. If we denote by π : H1 → S the orthogonal projection onto S, we may
rewrite this more elegantly as
||∇2AH(v, ηˆ)||2L2 ≥ C · ||π(v, ηˆ)||2H1
for all (v, ηˆ) ∈ H1. As C depends continuously on (v, η), it can be chosen globally for
all (v, η) ∈ N η, as N η ⊂ Σ is closed and hence compact. Now consider the function
e : Hk(S1, V )× R→ R, e(x) = ||∇AH(x)||2L2
on the Hilbert manifold Hk(S1, V ) × R of pairs (v, η) consisting of Hk-loops v and
real numbers η. We find that e(x) = 0 if and only if x ∈ critAH. Moreover, for
x ∈ critAH and X, Y ∈ TxHk(S1, V )× R, one easily calculates that
e(x) = 0, De(x) = 0 and D2e(x)[X, Y ] = 2g
∇2AH(x)X,∇2AH(x)Y .
Let (va, ηa) ⊂ Hk(S1, V )×R be a k-times differentiable family in a such that (v0, η0) ∈
N η0 ⊂ critAH and d
da
(va, ηa)|a=0 = (v, ηˆ). Then, the Taylor formula at (v0, η0) yields
e(va, ηa) = ||∇2AH(v0,η0)(v, ηˆ)||2L2 · a2 +O(a3).
Using the above estimate, we find constants c, d > 0 such that at least for small a we
have
e(va, ηa) ≥ c · a2
||π(v, ηˆ)||2L2 − d · a . (11)
Note that c and d depend again continuously on (v, η) and may therefore be chosen
globally on N η. If (v, ηˆ) ̸∈ ker∇2AH , it follows that e(va, ηa) > 0 near (not at) a = 0
and hence that (v0, η0) is the only critical point of AH on (va, ηa) near a = 0.
We recall that N η ⊂ Hk(S1, V )×R is assumed to be a submanifold. Note that Hk(v, η)
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and K(v, η) are the tangent spaces to Hk(S1, V )× R resp. N η at points (v, η) ∈ N η ⊂
Hk(S1, V ) × R. According to Theorem 1.3.5 in [31], there exists in Hilbert manifolds
around each point (v, η) in a submanifold N η a submanifold chart, i.e. there exists
a closed linear subspace E ⊂ Hk(v, η) such that Hk(v, η) = K(v, η) ⊕ E and open
neighborhoods U ⊂ Hk(S1, V ) around (v, η), V ′ ⊂ K(v, η), V ′′ ⊂ E each around 0
together with a diffeomorphism
ϕ : V ′ × V ′′ → U with ϕ(V ′ × {0}) = N η ∩ U.
Fix y ∈ V ′. Then any (v, ηˆ) ∈ E with ||(v, ηˆ)||2L2 = 1 yields a well-defined path
(va, ηa) := ϕ

y + a · (v, ηˆ)
at least for |a| < δE, with δE so small that BδE(0) ⊂ V ′′. Due to the following Lemma
24, there exists a constant k > 0, such that ||π(v, ηˆ)||2L2 > k for all (v, ηˆ) ∈ E. Set
εE = min{δE, k/d}, with d being the constant from (11). Then we find that the only
critical point on (va, ηa) for |a| < εE is ϕ(y) ∈ N η at a = 0. Hence we see for the open
set ϕ

V ′ ×BεE(0)
 ⊂ Hk(S1, V )× R that
ϕ

V ′ ×BεE(0)
 ∩ critAH = N η ∩ U.
By covering N η with a finite number of charts ϕ, we obtain that N η ⊂ critAH is
isolated.
Lemma 24. Let H be a Hilbert space, K ⊂ H a finite dimensional subspace and E ⊂ H
a closed subspace such that H = K ⊕ E, i.e. E is any closed complement of K. Denote
by π : H → K⊥ the orthogonal projection onto the orthogonal complement of K. Then
there exists a constant k > 0, depending on E, such that for all x ∈ E holds
||π(x)||2 ≥ k · ||x||2.
Proof: Obviously, it suffice to show the claim for all x ∈ E with ||x||2 = 1. Assume
the contrary. Then there exists a sequence (xn) ⊂ E, ||xn||2 = 1 with lim ||π(xn)||2 = 0.
Note that
||xn − π(xn)||2 = ||xn||2 − ||π(xn)||2 = 1− ||π(xn)||2 ≤ 1,
as π is an orthogonal projection. Hence, we see that xn − π(xn) ∈ B1(0) ⊂ K lies
in the unit ball of K, which is compact, as K has finite dimension. By considering a
subsequence, still denoted by xn, we may assume that xn − π(xn) converges in K to
y ∈ K. Now we have
||xn − y|| ≤ ||xn − π(xn)− y||+ ||π(xn)|| → 0.
In other words, xn converges in H to y ∈ K. As E is closed, this means that y ∈ E.
Hence y ∈ E ∩K = {0} and therefore y = 0, contradicting ||y|| = lim ||xn|| = 1. Thus,
the assumption is false and the lemma follows.
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2.2. Asymptotic estimates
In this section, we show the following theorem, whose most important statement is that
convergent AH-gradient flow lines always converge exponentially.
Theorem 25. Let (v, η) : R×S1 → V ×R be a solution of the Rabinowitz-Floer equation
(3). Then the following statements are equivalent:
1. E(v, η) <∞ and (v, η) stays in a compact region in V × R.
2. |∂s(v, η)(s, t)| → 0 and dist.

(v, η)(s, t),N η± → 0 for some η± ∈ spec(Σ, α),
where both limits are uniform in t for s→ ±∞.
3. There exist constants δ, c > 0 and v± ∈ N η± such that |∂s(v, η)(s, t)| ≤ c · e−δ|s|
and dist.

v(t)
η

(s),

v±(t)
η±

≤ c · e−δ|s| for all (s, t) ∈ R× S1.
Remark.
• The term E(v, η) is the energy of (v, η) as defined in Definition 17 by
E(v, η) =

R×S1
|∂s ( vη ) (s, t)|2 dt ds =
 ∞
−∞
||∇AH(v, η)||2ds =
 ∞
−∞
d
ds
AH(v, η) ds.
Here, we denote for (Y, n) ∈ L2(S1, TV ) × L2(R) by | ( Yn ) |2 the pointwise norm
given by ω(Y, JY ) + n2, while || ( Yn ) ||2 is either the L2-norm
 1
0
|Y |2dt + n2 over
S1 or by abuse of notation the L2-norm
 +∞
−∞
  1
0
|Y |2dt+ n2 ds over R× S1.
• It follows from 3. using local coordinates that we have for any convergent AH-
gradient trajectory (v, η) and any p > 1
v(s, t), η(s)
− v±(t), η± ∈ W 1,p(R; er|s|dt ds)
∂s(v, η) ∈ Lp(R; er|s|dt ds)
for r small enough. For the precise definition of these weighted Sobolev spaces,
see Definition 31 below.
The proof of Theorem 25 is given in several steps. It is obvious that 3. implies 1. and
the verification is left to the reader. The proof that 1. implies 2. is given in Proposition
26. It uses many ideas from Salamon, [46]. That 2. implies 3. is proved in Proposition
32 and is inspired by a similar proof due to Bourgeois and Oancea in [7].
Proposition 26. Let (v, η) be an AH-gradient trajectory with E(v, η) < ∞ and (v, η)
staying in a compact region W ⊂ V × R. Then, lim
s→±∞
∂s(v, η) = 0 and there exists
η± ∈ spec(Σ, α) with dist.

(v, η)(s),N η±

→ 0 and all limits are uniform in t.
25
Proof: We only prove the case s→ +∞, as s→ −∞ is completely analogue.
1. First, we show that E(v, η) < ∞ and (v, η) staying in a compact set implies that
lim
s→∞
∂s(v, η) = 0 uniformly in t. The proof relies on the following a priori estimate:
Br(s,t)
∂s  vη 2 < δ ∀t ∈ S1
⇒ ∃ t∗ ∈ S1 : ∀t ∈ S1 :
∂s  vη  (s, t)2 ≤ Ar22 + 8πr2

Br(s, t
∗)
∂s  vη 2 (12)
for solutions of the Rabinowitz-Floer equation (3) which stay in a compact region
W ⊂ V × R. Here, A > 0 and δ > 0 are constants depending on W , ω, J and H,
but not on (v, η). This estimate is proven in Lemma 27 and 28. Assuming (12),
we show the uniform convergence as follows: As E(v, η) is finite and the energy
density |∂s ( vη )|2 always non-negative, we can choose for any ε with 0 < ε <
√
δ an
s0 > 0 so large such that  ∞
s0
 1
0
∂s  vη 2 dt ds ≤ ε2.
Then we may apply (12) with r =
√
ε to obtain |∂s ( vη ) (s, t)|2 ≤ (A/2 + 8/π) ε for
s ≥ s0 +
√
ε. This shows that ∂s (
v
η ) converges to zero uniformly as s→∞.
2. It remains to show that (v, η)(s) lies uniformly arbitrarily close to crit
AH as
s→∞. Recall that
∂s

v
η

(s, t) = −

J(∂tv − ηXH 1
0
H(v)dt

.
As ∂s (
v
η ) → 0 uniformly, we find in particular that ∂tv − ηXH(v) converges
uniformly to zero. As (v, η) stays in the compact region W , we find that v
and η stay in compact regions and that ∂tv is bounded. We may hence apply
the Arzela-Ascoli Theorem which shows that we can extract from any sequence
sk → ∞ a subsequence (still denoted sk), such that (v, η)(sk) converges uni-
formly to some (v+, η+) ∈ critAH. All possible values for η+ have to lie in
spec(Σ, α) = AH(critAH). As spec(Σ, α) is closed and discrete, we conclude
that all η(sk) converge to the same η
+, which shows that η(s) → η+. A similar
argument shows that for every sequence (sk) such that v(sk) converges holds that
the limit is a point on N η+ . Using some auxiliary metric on V , we find that this
implies that dist.

v, η)(s, t),N η+→ 0 uniformly in t.
To complete the proof of Proposition 26, it remains to show (12). We will do so by
applying the following general a priori estimate (13) to w = |∂s ( vη ) |2. The estimate
(13) is a variation on a similar estimate by Dietmar Salamon (see [46], Prop. 1.21). The
main difference is that in Rabinowitz-Floer theory the Laplacian ∆w is not bounded
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from below by a pointwise constraint −A − Bw2, but by −A − B(w2 + 
S1
w2), which
involves the values of w on a whole circle. This is due to the fact that the Rabinowitz-
Floer equation is only semi-local. The t∗-shifted center of integration on the right side
of our estimate (13) pays tribute to this.
Lemma 27. Assume that w : R2 → R is a C2-function satisfying
• w ≥ 0.
• w(s, t) = w(s, t+ T ) for some T > 0 and all (s, t) ∈ R2.
• ∆w ≥ −A−Bw2 + 1
T
 T
0
w2dt

,
where ∆w = ∂2sw + ∂
2
tw is the Laplacian and A,B ≥ 0 are constants.
•

Br(0,t)
w ≤ π
32B
∀ t ∈ [0, T ],
where Br(0, t) ⊂ R2 is the closed ball with radius r around the point (0, t).
Then there exists t∗ ∈ [0, T ] such that for all t holds
w(0, t) ≤ Ar
2
2
+
8
πr2

Br(0, t
∗)
w. (13)
Proof: Following [36], the proof is devided into five steps.
Step 1: The lemma holds (even stronger) with B = 0, i.e. if ∆w ≥ −A then
w(s0, t0) ≤ Ar
2
8
+
1
πr2

Br(s0,t0)
w ∀ (s0, t0) ∈ R2.
This is the mean value inequality for the subharmonic function
w(s, t) = w(s, t) + A(s− s0)2 + (t− t0)2
4
.
For completeness, we give the following proof from [36]. Assume without loss of gener-
ality that s0 = t0 = 0. Then by the divergence theorem, we have
0 ≤ 1
ρ

Bρ(0)
∆ w = 1
ρ

∂Bρ(0)
∂ w
∂ν
=
 2π
0
d
dρ
w(ρeiθ)dθ = d
dρ

1
ρ

∂Bρ(0)
w ,
where ν is the outer normal vector field. Hence, we have for 0 < ρ < r
1
2πρ

∂Bρ(0)
w ≤ 1
2πr

∂Br(0)
w.
The term on the left converges to w(0) as ρ tends to zero. Hence
2πr w(0) ≤ 
∂Br(0)
w.
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Integrating this inequality from 0 to r gives the mean value inequality for w. Hence
w(0) = w(0) ≤ 1
πr2

Br(0)
w = Ar2
8
+
1
πr2

Br(0)
w.
Step 2: It suffices to prove the lemma for r = 1
Suppose that w satisfies the assumptions and define w and A, B and T by
w(s, t) := w(rs, rt), A := A · r2, B := B · r2 and T := 1
r
T.
Then w is positive, T -periodic and we have
∆ w = r2∆w ≥ −r2A− r2B · w2 + 1
T
 T
0
w2 dt

= − A− B w2 + 1T  T0 w2 dt
and

B1(0,t)
w = 1
r2

Br(0,rt)
w ≤ π
32 B ∀ t.
Hence, assuming the lemma for r = 1, we obtain
w(0, t) = w(0, 1
r
t) ≤
A
2
+
8
π

B1(0,t∗)
w = Ar2
2
+
8
πr2

Br(0,rt∗)
w.
Step 3: It suffices to prove the lemma for B = 1.
Suppose that w satisfies the assumptions and define w and A by
w(s, t) := B · w(s, t), A = B · A.
Then w is still positive and T periodic. Moreover
∆ w ≥ − A−  w2 + 1
T
 T
0
w2 dt and 
B1(0,t)
w ≤ π
32
∀ t.
Hence assuming the lemma for B = 1, we obtain
w(0, t) = 1
B
w(0, t) ≤ 1B A
2
+
8
π

B1(0,t∗)
1
B
w = A
2
+
8
π

B1(0,t∗)
w.
Step 4: The Heinz Trick: Assume B = r = 1 and define f : [0, 1]× [0, T ]→ R by
f(ρ, t) = (1− ρ)2 · max
Bρ(0,t)
w.
As f is non-negative, continuous and f(1, t) = 0, there exists ρ∗ ∈ [0, 1) and t∗ ∈ [0, T ]
and c > 0 and z∗ ∈ Bρ∗(0, t∗) such that
f(ρ∗, t∗) = max
ρ, t
f(ρ, t) = (1− ρ∗)2 · c, c = w(z∗) = max
Bρ∗ (0,t∗)
w.
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Write ε = 1−ρ
∗
2
. For 0 ≤ ρ ≤ ε then holds that
w(z∗) = c ≤ Aρ
2
8
+ 4c2ρ2 +
1
ρ2π

B1(0, t
∗)
w. (∗)
To see this, note that ρ∗ + ε = 1+ρ
∗
2
< 1. Since Bε(z) ⊂ Bρ∗+ε(0, t) for all z = (s, t) ∈
[−ρ∗, ρ∗]× [0, T ], it holds for these z that
max
Bε(z)
w ≤ max
Bρ∗+ε(0,t)
w =
f(ρ∗ + ε, t)
(1− ρ∗ − ε)2 =
4f(ρ∗ + ε, t)
(1− ρ∗)2 ≤
4f(ρ∗, t∗)
(1− ρ∗)2 = 4c. (∗∗)
⇒ ∆w ≥ −A− w2 − 1
T
 T
0
w2dt ≥ −A− 16c2 − T
T
16c2 = −A− 32c2.
Now, (∗) follows from step 1 at w(z∗) = c with r = ρ ≤ ε and A replaced by A + 32c2.
(Note that Bρ(z
∗) ⊂ B1(0, t∗)!)
Step 5: The lemma holds for r = 1 and B = 1.
If c ≤ A/8, then w(0, t) ≤ 4c ≤ A/2 by (∗∗) and this implies the lemma. Hence we may
assume that c ≥ A/8. We prove that this implies 4c · ε2 ≤ 1
2
. Suppose otherwise that
ε2 ≥ 1
8c
. Then in (∗), we can choose ρ =

1
8c
≤ ε and obtain
c ≤ A
8
· 1
8c
+ 4c2 · 1
8c
+
8c
π

B1(0,t∗)
w
≤ c · ε2 + c
2
+
8c
π

B1(0,t∗)
w
⇔ c ·

1
2
− ε2 π
8c
≤

B1(0,t∗)
w
⇒ π
32
≤

B1(0,t∗)
w,
where we used that ε = 1−ρ
∗
2
≤ 1
2
. But the last inequality is a contradiction to the fourth
assumption. Hence 4c · ε2 ≤ 1
2
. Now consider (∗) with ρ = ε
c ≤ Aε
2
8
+ 4c2ε2 +
1
ε2π

B1(0,t∗)
w ≤ A
32
+
c
2
+
1
ε2π

B1(0,t∗)
w
⇒ c
2
≤ A
32
· 1
4ε2
+
1
ε2π

B1(0,t∗)
w
⇒ 4cε2 ≤ A
16
+
8
π

B1(0,t∗)
w ≤ A
2
+
8
π

B1(0,t∗)
w.
Hence w(0, t) = f(0, t) ≤ f(ρ∗, t∗) = (1− ρ∗)2 · c = 4ε2 · c ≤ A
2
+
8
π

B1(0,t∗)
w.
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Lemma 28. Assume that (v, η) ∈ C∞(R × S1, V ) × C∞(R,R) is a solution of the
Rabinowitz-Floer equation (3) which stays in a compact region W ⊂ V ×R. Then there
exist constants A, δ > 0 depending on W and ω,H, J such that
Br(s,t)
∂s  vη 2 < δ ∀t ∈ S1
implies ∃ t∗ ∈ S1 :
∂s  vη  (s, t)2 ≤ Ar22 + 8πr2

Br(s, t
∗)
∂s  vη 2 ∀t ∈ S1.
Remark. The Maximum Principle, Proposition 90, and the a priori estimates on η,
Corollary 51, show that W only depends on E(v, η) (and on Hs in the homotopy case).
Proof: As announced, we prove the statement by applying Lemma 27 to the function
w : R× S1 → R w(s, t) := 1
2
∂s  vη  (s, t)2 .
As w ≥ 0 and w being 1-periodic is obvious, we only have to show that there exist
constants A,B > 0 such that
∆w ≥ −A−B(w2 +  1
0
w2dt).
The constant δ is then given by π/16B. This estimate is somewhat technical but straight-
forward. The trick is that we can use the equation ∂sv = −J(∂t − ηXH) to rewrite the
second order terms in ∆w as first order derivatives of J and XH . Let us abbreviate
v := ∂sv, v˙ := ∂tv, η˙ = ∂sη and X := XH . Then, the Rabinowitz-Floer equation (3)
translates to
v = −J(v˙ − ηX) ⇔ v˙ = Jv+ ηX, η˙ =  1
0
H(v)dt.
As d
ds
d
dt
f(v) = d
dt
d
ds
f(v) for every function f , we have as in Section 2.1 that, [v, v˙] = 0 and
hence∇vv˙ = ∇v˙v, where∇ denotes the Levi-Civita connection of the metric g = ω(·, J ·).
Now, w is given by w(s, t) = 1
2
|v|2 + η˙2 = 1
2

g(v, v) + η˙2

and the Laplacian satisfies
∆w = |∇vv|2 + (∂sη˙)2 + |∇v˙v|2 + κ.
Here, κ is an error term given by
κ = g(v,∇v∇vv) + g(v,∇v˙∇v˙v) + η˙ · (∂s∂sη˙).
In the following, we estimate the components of κ. First we have
∇vv = −∇v

J(v˙ − ηX) = −(∇vJ)(v˙ − ηX)− J(∇vv˙ − η˙X − η∇vX)
∇v˙v˙ = ∇v˙

Jv+ ηX

= (∇v˙J)v+ J(∇v˙v) + η∇v˙X
∇vv˙ = ∇v

Jv+ ηX

= (∇vJ)v+ J(∇vv) + η˙X + η∇vX
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which implies with ∇vv˙ = ∇v˙v that
∇vv+∇v˙v˙ = (∇v˙J)v− (∇vJ)(v˙ − ηX) + J(η˙X + η∇vX) + η∇v˙X (∗)
which implies
∇v
∇vv+∇v˙v˙ = (∇v˙J)∇vv− (∇vJ)(∇vv˙ − η˙X − η∇vX)
+ (∇v∇v˙J)v− (∇v∇vJ)(v˙ − ηX)
+ (∇vJ)(η˙X + η∇vX) + J

(∂sη˙)X + η˙∇vX + η˙∇vX + η∇v∇vX

+ η˙∇v˙X + η∇v∇v˙X.
Additionally, we have
∇v∇vv+∇v˙∇v˙v = ∇v
∇vv+∇v˙v˙+∇v˙∇vv˙ −∇v∇v˙v˙ = ∇v∇vv+∇v˙v˙+R(v˙, v; v˙),
where R is the curvature tensor of ∇. Note that im(v, η) lying in the compact region
W guarantees that the number η and the tensor fields J,∇J,∇∇J,X,∇X and R are
bounded. Moreover, we have for any tensor T the estimate
|∇v∇vT | ≤ ||∇∇T || · |v|2 + ||∇T || · |∇vv|.
Using this, the expression for∇vv˙ calculated above and the estimate |v˙| ≤ ||J ||·|v|+|ηX|,
we find that there exists a constant C˜ > 0 (depending on H,ω, J on W ) such that
|∇v∇vv+∇v˙∇v˙v| ≤ C˜

|v||∇vv|+ |∇v˙v|+ |η˙|+ |∇vv|+ |v|3 + |v|2 + |v|+ |(∂sη˙)|.
Using Young’s inequality, we thus find constants C,D > 0 such that
g

v,∇v∇vv+∇v˙∇v˙v

≥ −C˜
|v|2 + |v||∇vv|+ |v|2 · |∇v˙v|+ |v|4 + |v|3 + |v|2 · |η˙|+ |v| · |(∂sη˙)|
≥ −D − C
 vη˙
4 − 12∇vv2 − 12∇v˙v2. (∗∗)
Next, we estimate the η˙ part of κ. We have
∂s∂s η˙ = ∂s∂s
 1
0
H(v) dt = ∂s
 1
0
dH(v) dt =
 1
0
(∇vdH)(v) + dH(∇vv) dt.
As dH(v˙) is a 1-periodic function, we find
0 = dH(v˙)(1)− dH(v˙)(0) =
 1
0
d
dt
dH(v˙) dt =
 1
0
(∇v˙dH)(v˙) + dH(∇v˙v˙) dt
which implies with (∗) that
∂s∂s η˙ =
 1
0
(∇vdH)(v) + dH(∇vv) + (∇v˙dH)(v˙) + dH(∇v˙v˙) dt
=
 1
0
 (∇vdH)(v) + (∇v˙dH)(v˙)
+ dH

(∇v˙J)v− (∇vJ)(v˙ − ηX) + J(η˙X + η∇vX) + η∇v˙X
 dt
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and hence there is another constant C˜ ′ > 0 such that
|η˙ · ∂s∂sη˙| ≤ |η˙|
 1
0
C˜ ′

1 + |v|+ |v|2 + |η˙|dt.
Using Jensen’s inequality for integrals and Young’s inequality again, we find constants
C ′, D′ > 0 such that
η˙ · ∂s∂sη˙ ≥ −D′ − C ′
 vη˙
4 +  1
0
 vη˙
4 dt

. (∗ ∗ ∗)
Combining (∗∗) and (∗ ∗ ∗) and using the fact that |( vη˙ )|2 = |∂s ( vη )|2 = w, we find
constants A,B > 0 such that
∆w = |∇vv|2 + (∂sη˙)2 + |∇v˙v|2 + κ ≥ −A−B

w2 +
 1
0
w2 dt

.
In the remainder of this subsection, we prove the second part of Theorem 25, namely
that |∂s(v, η)(s, t)| converges exponentially to 0 and that (v, η) converges exponentially
to some (v±, η±) ∈ critAH. We start by describing the structure of the manifold V
near points v± ∈ N η± more explicitly.
Lemma 29 (cf. [6], Lem. A.1). Assume that AH satisfies (MB). Let N η ⊂ Σ ⊂ V
denote the submanifold of V which is covered by η-periodic orbits of the Reeb field R.
Let v be a non-constant η-periodic Reeb trajectory. Then
a) if η ̸= 0 is the minimal period of v, there exists a tubular neighborhood U ⊂ V of
im(v) such that U∩N η is invariant under the flow of ηR and one finds coordinates

ϑ, z1, . . . , zk, zk+1, . . . , z2n−1
 ∈ S1 × R2n−1, k = dimN η − 1
such that U ∩N η = {zk+1 = · · · = z2n−1 = 0}, U ∩ Σ = {z2n−1 = 0}
and ηR|N η = ∂
∂ϑ
, Yλ|U = ∂
∂z2n−1
.
b) if v is an m-multiple of a trajectory v0 of minimal period
η
m
̸= 0, there exists a
tubular neighborhood U˜ of im(v0) such that its m-fold cover U together with all the
structures induced by the covering map π : U → U˜ from corresponding objects on
U˜ satisfies the properties of part a).
Remark. If η = 0, i.e. if v is constant andN 0 = Σ, we can trivially find such coordinates,
but there is no distinct direction ϑ and thus ϑ = z0 ∈ R instead of S1.
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Proof: Let NXY denote the normal bundle of a submanifold Y ⊂ X.
• As Σ ⊂ V is a compact codimension 1 submanifold and the Liouville vector field Yλ
transverse to Σ, we can find a tubular neighborhood of Σ given by an embedding
πV : Σ× (−ε, ε) ↩→ V, (p, z2n−1) → πV (p, z2n−1)
with π∗(∂z2n−1) = Yλ and π(Σ×{0}) = Σ. Note that Yλ trivializes NVΣ ∼= Σ×R.
• As N η ⊂ Σ is a compact submanifold, we can find a tubular neighborhood
U˜ ⊂ NΣN η, πΣ : U˜ ↩→ Σ, (q, zk+1, ... , z2n−2) → πΣ(q, zk+1, ... , z2n−2),
such that πΣ(N η ×{0}) = N η. Here, zk+1, ... , z2n−2 are coordinates in the normal
direction, which are well-defined only locally.
• In case a), the compact Lie group S1 acts freely on N η near v by the flow of
ηR. Hence there exists by the Slice Theorem (see [11], Thm. 23.5) a tubular
neighborhood of im(v)
πN : S1 × (−ε, ε)k ↩→ N η, (ϑ, z1, ... , zk) → πN (ϑ, z1, ... , zk),
such that πN (S1 × {0}) = im(v) and (πN )∗(∂ϑ) = R. Note that NN η

im(v)

is a
trivial bundle over S1 as it is orientable.
• Combining πV , πΣ and πN then gives the desired tubular neighborhood U and the
coordinates. Note that NΣN η is trivial over im(πN ), as the latter is homotopy
equivalent to S1. This ensures that the coordinates zk+1, ... , z2n−2 are globally
defined on U .
• In case b), construct a tubular neighborhood U of v0 as in case a). Taking its
m-fold covering then clearly satisfies the lemma.
For the following, we choose a finite cover of N η± by neighborhoods Uj as in Lemma 29.
We remark that for the asymptotic estimates in Uj ∩N η± it is irrelevant whether we are
in a neighborhood of im(v±, η±) or on a covering. Let us abbreviate
zin := (ϑ, z1, . . . , zk), zout := (zk+1, . . . , z2n−1), z := (ϑ, z1, . . . , z2n−1)
and let n ∈ R be a coordinate for the η-direction such that n = 0 corresponds to η±.
Using the coordinates from Lemma 29, we can express the Rabinowitz-Floer equation
(3) near (v±, η±) as
∂sZ + Jt(v, η)

∂tZ +
∂
∂ϑ
− (N + η±) ·XH(v)

= 0
∂sN +
 1
0
H(v)dt = 0,
(14)
where Z(s, t) :=

ϑ ◦ v(s, t)− t, z ◦ v(s, t) and N(s) := η(s)− η± are chosen such that
(Z,N) → (0, 0) (which will become clear at the end of this paragraph). Let Zin, Zout
resp. Z2n−1 denote the zin- resp. zout- resp. z2n−1-part of Z.
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As η±XH = ∂∂ϑ on {zout = 0} and H ≡ 0 on {z2n−1 = 0} we will see in the Lemma below
that equation (14) can be rewritten as
∂sZ + Jt(v, η)

∂tZ + S(v, η) ·

Zout
N

= 0
∂sN +
 1
0

h(v) · Z2n−1

dt = 0
(15)
for some functions S and h on S1 × R2n resp. S1 × R2n−1 with values in 2n× (2n− k)-
matrices resp. R. Using S and h, we define an s-dependent operator A(s) by
A(s) : W k+1,p(S1,R2n)× R→ W k,p(S1,R2n)× R
A(s)
 zin(t)zout(t)
n
 =

Jt((v, η)(s))
 d
dt
 zin(t)zout(t)
n
+ S(v, η)(s)zout(t)
n

 1
0

h(v(s)) · z2n−1(t)

dt
 . (16)
Note that we can write more precisely A(s) = A

(Z,N)(s, t)

as we have actually a
family of operators depending on t and points in V × R.
Lemma 30. Equation (15) holds true. Moreover, for (Z,N) holds thatA(s) +∇2AH(Zin,0,0)→ 0 as s→ ±∞.
Remark. The operators A(s) are of course only defined in Uj. The last statement is
hence to be understood as follows: No matter in which Uj the image of (v, η)(s) lies, the
operators A(s) become close to the operator −∇2AH .
Proof: Equation (15) follows basically from Haddamard’s Lemma, which states for a
function f : Rn → R with f |Rk×{0} ≡ 0 that
f(x) =
n
j=k+1
gj(x) · xj, where gj(x) :=
 1
0
∂f
∂xj

x1, ... , xk, rxk+1, ... , rxn

dr.
In particular, note that gj(x1, ... , xk, 0) =
∂f
∂xj

x1, ... , xk, 0

. (∗)
The role of f for S is played by the vector valued function S := ∂
∂ϑ
− (n+ η±) ·XH and
for h by the function H. The functions S and h are then explicitly given by
• h(z) :=
 1
0
∂H
∂z2n−1

ϑ, z1, ... , z2n−2, r · z2n−1

dr,
where only the z2n−1-derivative contributes, as H ≡ 0 on {z2n−1 = 0}.
• Sij(z, n) :=
 1
0
∂Si
∂zk+j

zin, rzout, rn

dr = −
 1
0
∂ (n+ η±)

XH
i
∂zk+j

zin, rzout, rn

dr
where

XH
i
is the i-th component of XH and ∂z2n = ∂n. Note again that only
the last 2n− k derivatives contribute, as S ≡ 0 on {zout = 0, n = 0}.
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We prove the formula only for h, as the proof for S is entirely similar. Let z ∈ S1 ×
R2n−1 be arbitrary. As H ≡ 0 on {z2n−1 = 0}, we have H(ϑ, z1, ... , z2n−2, 0) = 0. Let
g(r) := H(ϑ, z1, ... , z2n−2, r · z2n−1). Then we have
g′(r) =
∂H
∂z2n−1

ϑ, z1, ... , z2n−2, r · z2n−1

· z2n−1
⇒ H(z) = g(1)− g(0) =
 1
0
g′(r)dr =
 1
0
∂H
∂z2n−1

ϑ, z1, ... , z2n−2, r · z2n−1

dr · z2n−1
= h(z) · z2n−1.
For the asymptotic behaviour of A(s), we first note that on {zout = 0, n = 0} we have
due to (∗) that h and S are given by
h(zin, 0) =
∂H
∂z2n−1

zin, 0

Sij(zin, 0, 0) = −
∂ (n+ η±)

XH
i
∂zk+j

zin, 0, 0

.
On the other hand, we recall that ∇2AH(v,η)(v, ηˆ) at a critical point (v, η) ∈ crit
AH was
defined by taking a differentiable 1-parameter family (va, ηa) with (v0, η0) = (v, η) and
d
da
(va, ηa)

a=0
= (v, ηˆ) and setting ∇2AH(v,η)(v, ηˆ) := dda∇AH(va, ηa)

a=0
.
Recall that ∇AH(va, ηa) = −

J(v˙a − ηaX(va)) ;
 1
0
H(va)dt

. In our local coordinates,
any map of the form (v0, η0) : S
1 → S1 × R2n, t → (t, z1, ... , zk, 0, ... , 0, 0) for z1, ... , zk
fixed corresponds to an element in crit
AH. So if we take an arbitrary family (va, ηa)
with (v0, η0) = (zin, 0, 0) and
d
da
(va, ηa)

a=0
= (v, ηˆ), we get
∇2AH(zin,0,0)(v, ηˆ) = −
d
da

J

d
dt
va(t)− (ηa + η±)XH(va(t))
 1
0
H(va(t))dt

a=0
= −

J

d
dt
v(t)−2nj=0 ∂(n+η±XH)i∂zj (zin, 0, 0)[vj] 1
0
2n−1
j=0
H
∂zj
(zin, 0)[v
j]dt

= −

J

d
dt
v(t)−2nj=k+1 ∂(n+η±XH)i∂zj (zin, 0, 0)[vj] 1
0
H
∂z2n−1
(zin, 0) · v2n−1dt

,
where the last line follows as (n+η±)XH = ∂∂ϑ is constant on {zout = 0, n = 0} and as H
is constant on {z2n−1 = 0}. Note that no derivatives of J appear as the corresponding
term is zero due to d
dt
v0(t)− (0 + η±)XH(v0) = 0 for (v0, η±) ∈ crit
AH.
These calculations show that on {zout = 0, n = 0} the operator −∇2AH(zin,0,0) has the
same form as the point depending operator
A(zin,0,0)

Xin
Xout
Xn

:=

J

d
dt
X + S(zin, 0, 0)

Xout
Xn
  1
0
h(zin, 0) ·X2n−1dt

.
Recall that Proposition 26 implies for a solution (Z,N) of (14) that (Zout, N) → (0, 0)
uniformly in t as s→ ±∞. This showsA(s) +∇2AH(Zin,0,0) = A(Zin,Zout,N) − −∇2AH(Zin,0,0)→ 0 uniformly in t.
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Let us write for the moment ∇2AH(zin) := ∇2AH(zin,0,0). We know by Lemma 20 that
the kernels of these operators have finite dimension k + 1 = dimN η± . Note that the
coordinates zin are by Lemma 29 coordinates on N η± and invariant under the flow
of η±R. We hence obtain that ker∇2AH(zin) is for any zin spanned by the following
constant S1-families of vectors corresponding to vectors spanning TN η± :
e0(t) = (1, 0, ... , 0), e1(t) = (0, 1, 0, ... , 0), ... , ek(t) = (0, ... , 0  
k−times
, 1, 0, ... , 0),
Recall that we have by Lemma 22 an orthogonal splitting Hk × R = ker∇2AH(zin) ⊕
im∇2AH(zin). We denote by Q the orthogonal projection onto im∇2AH(zin) =
ker∇2AH(zin)
⊥
. Note that Q does not depend on zin, as H
k × R and ker∇2AH(zin)
do not depend on zin. Moreover, ∇2AH(zin) restricted to im(Q) = im∇2AH(zin) is
continuously invertible and we have the formulas
• ∂tQ = ∂t, as kerQ = ker∇2AH(zin) consists of constant vectors,
• A(s) = A(s)Q, as A(s)|ker∇2AH(zin) ≡ 0 (see (16)),
• ∂tA(s) = ∂tA(s)Q, as for all vector fields X we have
∂t(A(s)X) = ∂t(A(s)QX)⇒

∂tA(s)

X + A(s)∂tX =

∂tA(s)

QX + A(s) ∂tQX  
=∂tX
⇒ ∂tA(s)X = ∂tA(s)QX,
• ∂sQ = Q∂s, as Q is s-independent (as Q does not depend on Zin),
• ∂sA(s) = ∂sA(s)Q, as for all vector fields X we have
∂s(A(s)X) = ∂s(A(s)QX)⇒ (∂sA(s))X + A(s)∂sX = (∂sA(s))QX + A(s)∂sQX
= (∂sA(s))QX + A(s)Q  
=A(s)
∂sX
⇒ (∂sA(s))X = (∂sA(s))QX,
• ∂s ( ZN ) + A(s) ( ZN ) = 0, by the Rabinowitz-Floer equation (15),
• Q ( ZN ) (s) → 0 for s → ±∞, as (Zout, N) → 0 and ∂tv → ηXH , which implies
in particular that Zin becomes close to being constant with respect to the flow of
ηXH . In our coordinates, this means that Z becomes close to maps of the form
t → (t, z1, ... , zk, 0, ... , 0), z1, ... , zk fixed,
which lie all in the kernel of Q.
The following Proposition 32 will prove the remaining part of Theorem 25. In order to
give the statement precisely, let us make the following definition.
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Definition 31. Fix a smooth cut-off function β such that β(s) = 1 for s ≥ 1 and
β(s) = −1 for s ≤ −1 and define for δ > 0 the exponential weight function γδ by
γδ : R→ R, γδ(s) = eδ·β(s)s.
Let I ⊂ R be an unbounded interval. For Ω = I or Ω = I × S1 let || · ||k,p,δ be the
following norm for locally p-integrable functions f : Ω → R with weak derivatives up to
order k
||f ||k,p,δ :=
k
|i|=0
||γδ · ∂if ||p,
where i denotes a multi-index of the (possibly) two variables s and t. The γδ-weighted
Sobolev space W k,pδ (Ω) is then defined by
W k,pδ (Ω) :=

f ∈ W k,p(Ω)  ||f ||k,p,δ <∞ = f ∈ W k,p(Ω)  γδ · f ∈ W k,p(Ω) .
For k = 0, we also write Lpδ(Ω) := W
0,p
δ (Ω).
Proposition 32 (cf. [7] A.1). Let η± be fixed. There exist constants C, ρ > 0 such that
for all AH-gradient trajectories (v, η) with lim
s→±∞
∂s(v, η) = 0 and dist.

(v, η)(s),N η±→
0 holds ∂s  vη  (s, t) =
∂s ZN

(s, t)
 ≤ C · e−ρ|s|
for |s| ≥ s0 > 0 sufficiently large. This implies in particular that (v, η) actually converges
to some (v±, η±) ∈ critAH and for coordinates (ϑ, z) around v± as in Lemma 29 holds
ϑ ◦ v(s, t)− t ∈ W 1,pδ

(−∞,−s0]× S1,R

z ◦ v(s, t) ∈ W 1,pδ

(−∞,−s0]× S1,R2n−1

η − η− ∈ W 1,pδ

(−∞,−s0],R

ϑ ◦ v(s, t)− t ∈ W 1,pδ

[s0,∞)× S1,R

z ◦ v(s, t) ∈ W 1,pδ

[s0,∞)× S1,R2n−1

η − η+ ∈ W 1,pδ

[s0,∞),R

for some s0 sufficiently large and δ/p < ρ.
Proof: It suffices to make the proof for s→ +∞, the other case being entirely similar.
Write as above Z(s, t) =

ϑ ◦ v(s, t)− t, z ◦ v(s, t) and N(s) = η(s)− η+ for coordinates
(ϑ, z) on some open sets Uj covering N η+ as in Lemma 29. We will show below, that
there exist constants ρ, C˜ > 0 such that for s ≥ s0 sufficiently large and on any Uj holds
||Q ( ZN ) (s)||1 ≤ C˜ · e−ρs (∗)
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for the H1-norm || · ||1. As 0 = ∂s ( ZN ) + A(s) ( ZN ) = ∂s ( ZN ) + A(s)Q ( ZN ), this yields
||∂s ( ZN ) (s)||20 ≤ ||A(s)||2 · ||Q ( ZN ) (s)||21 ≤ C˜ · e−2ρs,
for a bigger constant C˜ and s ≥ s0. As (Z,N) satisfies the partial differential equation
(14), which is similar to (3), it satisfies also the mean value inequality from Lemma 28,
i.e. there exist constants A, δ > 0 such that
Br(s,t)
|∂s ( ZN )|2 < δ ∀t ∈ S1
implies ∃ t∗ ∈ S1 : |∂s ( ZN ) (s, t)|2 ≤
Ar2
2
+
8
πr2

Br(s, t
∗)
|∂s ( ZN )|2 ∀t ∈ S1.
If necessary, increase s0 such that C˜ · e−2ρ(s0−1) ≤ δ holds and set r = e−ρs/2 for s ≥ s0.
Then s − r ≥ s − 1 ≥ s0 − 1 so that the assumption of the mean value inequality is
satisfied and we get
|∂s ( ZN ) (s, t)|2 ≤
A
2
e−ρs +
8C˜
πe−ρs
· e−2ρ(s−1) =

A
2
+
8C˜e2ρ
π

e−ρs
⇒ |∂s ( ZN ) (s, t)| ≤ C˜ · e−ρs,
for C˜ even bigger. Now, we can show that (v, η) truly converges. For any interval [s1, s2]
such that (v, η)

[s1, s2]
 ⊂ Uj for a fixed j, we obtain by integrationZN

(s2, t)−

Z
N

(s1, t)
 =  s2
s1
∂s

Z
N

(s, t) ds
 ≤  s2
s1
C˜ · e−ρs ds
= C˜ · 1
ρ
· e−ρs11− e−ρ(s2−s1)
≤ C˜ · 1
ρ
· e−ρs1 .
As the Uj form a finite open cover of the compact set N η+ , we find that the maximal
distance dist.(p, ∂Uj) over all Uj for any p ∈ N η+ is bounded from below. So for s1
large enough, we know from the above estimate that (v, η)(s) stays in one Uj for all
s ≥ s1. Moreover, (v, η)(s) is a Cauchy sequence, which implies that it converges to
some (v+, η+) ∈ Uj ∩N η+ . Taking once more with Lemma 29 a neighborhood U around
(v+, η+) such that in these coordinates lim ( ZN ) = 0, we finally obtainZN

(s, t)
 =  ∞
s
∂s

Z
N

(s, t) ds
 ≤  ∞
s
C˜ · e−ρs ds = C˜ · 1
ρ
· e−ρs,
which proves the proposition with C := C˜/ρ.
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It remains to show the exponential H1-estimate (∗) on Q ( ZN ). In the following, we
abbreviate || · || := || · ||0 for the L2-norm, write || · ||k for the Hk-norm and ⟨·, ·⟩ = g(·, ·)
for the scalar product on L2. We first show that ||Q ( ZN ) || is exponentially bounded.
For that define
f(s) :=
1
2
Q ( ZN ) (s)2 .
We show below the existence of a constant c such that f ′′ satisfies for s sufficiently large
f ′′(s) ≥ 4(c− 2ε) · f(s), (∗∗)
where ε > 0 is an arbitrarily small constant (for s sufficiently large). Set ρ :=
√
c− 2ε,
such that f ′′ ≥ 4ρ2 · f . For s0 large, define furthermore g(s) := f(s0)e−2ρ(s−s0). Then
g′′ = 4ρ2g, (f − g)′′ ≥ 4ρ2(f − g), (f − g)(s0) = 0 and lim
s→∞
f(s)− g(s) = 0.
The last statement holds as g(s) → 0 and f(s) → 0. To see this for f , recall that
Q ( ZN ) → 0. Then it follows that f − g ≤ 0 on [s0,∞), as it cannot have a strictly
positive maximum. Therefore we obtain an exponential bound as
||Q ( ZN ) (s)|| = f(s) ≤ g(s) = ||Q ( ZN ) (s0)|| e−ρ(s−s0).
To show (∗∗), consider the operator A(s) and recall that ||A(s) +∇2AH(Zin)|| → 0. As
all ∇2AH(Zin) restricted to im(Q) are continuously invertible, we find for s sufficiently
large that the operators A(s) and QA(s) are also invertible when restricted to im(Q).
Hence, there exists for such s constants c(s) > 0 such that for all ( zn ) ∈ Hk(S1,R2n)×R
holdsA(s)Q ( zn )2
k−1
≥
QA(s)Q ( zn )2
k−1
≥ c(s) ·
Q ( zn )2
k
≥ c(s) ·
Q ( zn )2
k−1
.
Note that c(s) can be chosen arbitrarily close to the smallest non-zero square of an
eigenvalue of ∇2AH(Zin) (while increasing s). As ∇2AH(zin) depends continuously on
zin ∈ N η+ and dim

ker∇2AH(zin)

= dimN η+ is constant on the compact set N η+ , we
can choose one c independent of s for which the above estimate holds for all s sufficiently
large. Note that c can in particular be chosen independent from Uj.
The estimate (∗∗) now follows from simple but tedious estimates. The main idea is to
replace ∂s ( ZN ) by −A(s) ( ZN ) via the Rabinowitz-Floer equation and then to apply the
above estimate. In order to make the calculations more readable, we will from now on
write A instead of A(s). Using the formulas for Q (see page 36), we calculate for f
f ′′(s) = ||∂sQ ( ZN ) ||2 + ⟨Q ( ZN ) , ∂2sQ ( ZN )⟩+ µ
= ||QAQ ( ZN ) ||2 − ⟨Q ( ZN ) , ∂sQA ( ZN )⟩+ µ
= ||QAQ ( ZN ) ||2 − ⟨Q ( ZN ) , Q(∂sA)Q ( ZN )−QA2Q ( ZN )⟩+ µ
= ||QAQ ( ZN ) ||2 − ⟨Q ( ZN ) , Q(∂sA)Q ( ZN )⟩
+ ⟨(A∗ − A)Q ( ZN ) , AQ ( ZN )⟩+ ||AQ ( ZN ) ||2 + µ
≥ 2c||Q ( ZN ) ||21 − ||∂sA|| · ||Q ( ZN ) ||21 − ||A∗ − A|| · ||A|| · ||Q ( ZN ) ||21 + µ
≥ 2(c− ε)||Q ( ZN ) ||21 + µ.
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Here, A∗ denotes the adjoint of A and we used the facts that ||A∗−A|| → 0 (as the limit
operators ∇2AH(Zin) are selfadjoint), that ||∂sA|| → 0 (as ∂sA ( ZN ) = (DA)[∂s ( ZN )] and
∂s ( ZN )→ 0) and that ||A|| is uniformly bounded.
With µ we summarized all terms of f ′′ which involve derivatives of the metric g. Note
that we cannot avoid this, as J and hence g depends on the point ( ZN ) (s). The estimate
of µ is similar and goes as follows:
µ = 1
2

∂2sg

Q ( ZN ) , Q (
Z
N )

+

∂sg

Q ( ZN ) , ∂sQ (
Z
N )

= 1
2

∂s(Dg)[∂s ( ZN )]

Q ( ZN ) , Q (
Z
N )

+

Dg[∂s ( ZN )]

Q ( ZN ) , QAQ (
Z
N )

= 1
2

D2g[∂s ( ZN ) , ∂s (
Z
N )] +Dg[(∂sA)Q (
Z
N ) + A
2Q ( ZN )]

Q ( ZN ) , Q (
Z
N )

+

Dg[∂s ( ZN )]

Q ( ZN ) , QAQ (
Z
N )

≥− 1
2
||D2g|| · ||∂s ( ZN ) ||2 · ||Q ( ZN ) ||21 − 12 ||Dg||
||∂sA||+ ||A2||||Q ( ZN ) ||1 · ||Q ( ZN ) ||21
− ||Dg|| · ||QA|| · ||∂s ( ZN ) || · ||Q ( ZN ) ||21
≥ −2ε||Q ( ZN ) ||21.
Here, we write Dg for the total differential of g, which is in coordinates well-defined.
The last line follows then for s sufficiently large, as ||Q ( ZN ) ||1, ||∂s ( ZN ) || → 0, while all
operator norms are uniformly bounded. Combining the two estimates, we obtain
f ′′(s) ≥ 2(c− 2ε)||Q ( ZN ) ||21 ≥ 2(c− 2ε)||Q ( ZN ) ||2 = 4(c− 2ε)f(s).
To complete the proof of (∗), we also have to show that ||∂tQ ( ZN ) || = ||∂t ( ZN ) || is
exponentially bounded. We define again a function
f(s) :=
1
2
∂t(s) ( ZN ) 2
and show the existence of another constant c˜ > 0 such that f ′′ satisfies for s sufficiently
large
f ′′(s) ≥ 4(c˜− 3ε) · f(s)−Ke−2ρs, (∗ ∗ ∗)
where ε > 0 is again arbitrarily small, K is some constant and ρ is as above. By choosing
ρ˜ ≤ min{√c˜− 3ε, ρ}, we then get f ′′ ≥ 4ρ˜2 · f −Ke−2ρ˜s. For s0 sufficiently large, define
g(s) :=

sK
4ρ˜
− s0K
4ρ˜
+ f(s0)e
2ρ˜s0

e−2ρ˜s.
Then we have g′′ = 4ρ˜2g −Ke−2ρ˜s, g(s0) = f(s0) and lim
s→∞
g(s) = 0 and hence
(f − g)′′ ≥ 4ρ˜2(f − g), (f − g)(s0) = 0 and lim
s→∞
f(s)− g(s) = 0.
Then it follows again that f − g ≤ 0 on [s0,∞), as it cannot have a strictly positive
maximum. Therefore, we obtain
||∂t ( ZN ) || ≤

sK
4ρ˜
− s0K
4ρ˜
+ f(s0)e
2ρ˜s0

e−2ρ˜s ≤ C˜(s+ 1)e−2ρ˜s
for some large constant C˜.
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As (s+ 1)e−δs → 0 for s→∞ and any δ > 0, we get by decreasing ρ˜ and increasing s0
further, that for all s ≥ s0 holds
||∂t ( ZN ) || ≤ C˜ · e−ρ˜s.
To show (∗ ∗ ∗), we consider the operator ∂t on H1. Its image im(∂t) is closed in
L2, as it has a right inverse by integration. Moreover, im(∂t) ∩ ker∇2AH(zin) = 0
for all zin, as integrating a constant vector field x(t) = x0 over S
1 yields X(t) = tx0,
which is 1-periodic only if x0 = 0. As ∇2AH(zin)(im(∂t)) is also closed, we find that
∇2AH(zin) restricted to im(∂t) is a bijective operator between Banach spaces and hence
continuously invertible. It follows that A(s) for s sufficiently large is also continuously
invertible over im(∂t), which gives us for s sufficiently large a constant c˜ such that for
all ( zn ) ∈ Hk(S1,R2n)× R holds
||A(s)∂t ( zn ) ||2k−1 ≥ c˜ · ||∂t ( zn ) ||2k−1.
Note that we can choose c˜ globally, as all ∇2AH(zin) restricted to im(∂t) are injective.
For the proof of (∗ ∗ ∗), we use estimates similar to whose for ||Q ( ZN ) ||
f ′′(s) = ||∂s∂t ( ZN ) ||2 + ⟨∂t ( ZN ) , ∂2s∂t ( ZN )⟩+ µ
= ||∂t∂s ( ZN ) ||2 + ⟨∂t, ∂t∂2s ( ZN )⟩+ µ
= ||∂tA ( ZN ) ||2 − ⟨∂t ( ZN ) , ∂t(∂sA) ( ZN )⟩+ ⟨∂t ( ZN ) , ∂tA2 ( ZN )⟩+ µ
= ||A∂t ( ZN ) ||2 − ⟨∂t ( ZN ) , (∂sA)∂t ( ZN )⟩+ ⟨∂t ( ZN ) , A2∂t ( ZN )⟩+ µ+ κ,
where µ contains again all terms with derivatives of the metric and κ is an error term
which we give explicitly below. Using similar estimates as for ||Q ( ZN ) ||, we find that
f ′′(s) ≥ 2(c˜− 2ε)||∂t ( ZN ) ||2 + κ,
with ε > 0 arbitrarily small and s sufficiently large. The error term κ is given by
κ= ||(∂tA) ( ZN ) ||2 + 2⟨A∂t ( ZN ) , (∂tA) ( ZN )⟩
− ⟨∂t ( ZN ) , (∂t∂sA) ( ZN )⟩+ ⟨∂t ( ZN ) , (∂tA2) ( ZN )⟩
≥ − 2||A|| · ||∂t ( ZN ) || · ||∂tA|| · ||Q ( ZN ) ||
− ||∂t ( ZN ) || · ||∂t∂sA|| · ||Q ( ZN ) || − ||∂t ( ZN ) || · ||∂tA2|| · ||Q ( ZN ) ||
≥ −2ε||∂t ( ZN ) ||2 −K · ||Q ( ZN ) ||2.
Here, K is some large constant depending on ε. The last line follows from Young’s
inequality and the fact that all operator norms are bounded. Using the exponential
bound for ||Q ( ZN ) ||, we hence get
f ′′(s) ≥ 2(c˜− 3ε)||∂t ( ZN ) ||21 −K · e−2ρs ≥ 4(c˜− 3ε)f(s)−K · e−2ρs.
Remark. By making similar estimates for the higher t-derivatives of Q ( ZN ), we could
get an exponential bound on the Hk-norm of ∂s ( ZN ). The pointwise estimates would
then follow from Sobolev’s embedding theorem.
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2.3. Unique continuation and injective points
In this section, we present certain properties of solutions of the Rabinowitz-Floer equa-
tion (3) which they have in common with holomorphic curves – in particular unique
continuation and the existence of so called regular or injective points. These proper-
ties for Floer/symplectic homology were first shown by Floer, Hofer, Salamon in [24].
Recently, Bourgeois, Oancea, [8], and Abbondandolo, Merry, [1], generalized them to
Rabinowitz-Floer homology. I extend them here to situations, where we have on V a
symplectic symmetry of finite order.
That solutions of (3) can be to some extend considered as holomorphic curves is due to
the Carleman similarity principle (see [24], Thm. 2.2, or [36], section 2.3). It states that
every sufficiently regular solution u with u(0) = 0 of a partial differential equation on
the disc Bε(0) ⊂ C of the form
∂su(z) + J(z)∂tu(z) + C(z)u(z) = 0
is conjugated to a holomorphic curve. Here, J,C are supposed to be R-linear, sufficiently
differentiable and J2 = −Id. Note that even solutions of the “normal” Floer equation
(54) do not satisfy this equation, as XH(p) ̸= 0 in general for any p ∈ V . However,
the difference of two solutions u, v of (54) satisfies this equation, provided that u and
v agree to infinite order at a point p. It follows then from the unique continuation
for holomorphic maps that u and v coincide on an open neighborhood of p and thus
everywhere.
Unique continuation can also be obtained from Aronszajn’s Theorem (see [36], 2.3),
which states that every (sufficiently regular) function u on Bε(0) is equal to 0 if it
vanishes to infinite order at 0 and satisfies point-wise almost everywhere
|∆u| ≤ c · (|u|+ |∂su|+ |∂tu|) .
Unfortunately both results, Carleman similarity principle and Aronszajn’s Theorem,
do not apply to solutions of the Rabinowitz-Floer equation, as it involves an integral
and is hence not completely local. However, Bourgeois and Oancea generalized in [8]
Aronszajn’s Theorem to situations like this and used it then to prove the following two
Theorems 33 and 34.
To state the theorems, we write Ih(s) := (s−h, s+h) ⊂ R and Vh(s, t) := (s−h, s+h)×
(t− h, t+ h) ⊂ R× S1 for h > 0.
Theorem 33 (Unique Continuation, cf. [8], Prop. 3.5).
Let vi : Ih(s)× S1 → V, ηi : Ih(s)→ R, i = 0, 1, be two smooth functions satisfying the
(s-dependent) Rabinowitz-Floer equation, i.e.
∂sv + Jt(v, η)

∂tv − ηXH(v)

= 0
∂sη +

S1
H(v)dt = 0

(3) or
∂sv + Jt(v, η)

∂tv − ηXHs(v)

= 0
∂sη +

S1
Hs(v)dt = 0

(20).
If (v0, η0) and (v1, η1) coincide at a point p ∈ Ih(s) × S1 to infinite order, then they
coincide on Ih(s) × S1. In particular, this applies then (v0, η0) and (v1, η1) agree on
some open set U ⊂ Ih(s)× S1.
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Theorem 34 (cf. [8], Lem. 4.5, or [24], Lem. 4.2).
Suppose that Ui = (vi, ηi), i = 0, 1, are smooth functions on Ih0(s)×S1, h0 > 0, satisfying
the Rabinowitz-Floer equation (3). Assume that
U0(s0, t0) = U1(s0, t0), ∂sv0(s0, t0) ̸= 0, ∂U1(s0, t0) ̸= 0.
Assume also that for any 0 < h′ ≤ h0 there exists 0 < h ≤ h0 such that for any
(s, t) ∈ Vh(s0, t0) there exists (s′, t) ∈ Vh′(s0, t0) such that U0(s, t) = U1(s′, t). Then
U0 = U1.
For the following generalized results on injective points, let us consider the following
situation: Suppose we have on V a smooth (exact) symplectic symmetry σ of finite
order, i.e. σ : V → V is a diffeomorphism such that σk = Id for some k ∈ N and
σ∗λ = λ. Moreover, suppose that H and J are σ-invariant, i.e. H(σ(p)) = H(p) for all
p ∈ V and σ∗J = J . Note that this implies that for any solution (v, η) of (3) we have
that (σ ◦ v, η) is also a solution of (3). Let Vfix := {p ∈ V |σ(p) = p} denote the fixed
point set of σ.
Lemma 35. Let U = (v, η) be a solution of the Rabinowitz-Floer equation (3). Suppose
that im(v) ̸⊂ Vfix. Then, the following set is open and dense in R× S1:
F (U) := {(s, t) ∈ R× S1 | v(s, t) ̸∈ Vfix}.
Proof: It is easy to see that F (U) is open in R× S1, as we may write it equivalently
as
F (U) :=

(s, t) ∈ R× S1  dist.v(s, t), (σ ◦ v)(s, t) > 0,
where the condition dist.(·, ·) > 0 is obviously open. To show that F (U) is dense, we
suppose the contrary. Then there exists an open setW ⊂ R×S1 such that v(W ) ⊂ Vfix.
It follows that (v, η) and (σ ◦v, η) coincide on W and hence by unique continuation that
(v, η) = (σ ◦ v, η) everywhere. But this implies that im(v) ⊂ Vfix, a contradiction to the
premise of the lemma.
Lemma 36. Suppose that (v, η) is a solution of (3) with lim
s→±∞
(v, η) = (v±, η±) ∈
crit
AH. If (∂sv, ∂sη) ̸≡ (0, 0), then there is no constant s0 ∈ R \ {0} such that
(v, η) is an s0-shift of itself, i.e. it cannot hold for every (s, t) ∈ R× S1 that
v(s+ s0, t), η(s+ s0)

=

v(s, t), η(s)

.
In the σ-symmetric case, there is also no constant s0 ∈ R \ {0} such that (σ ◦ v, η) is an
s0-shift of (v, η). If im(v) ̸⊂ Vfix, then s0 = 0 is also impossible.
Proof: If there were such a constant s0 ̸= 0, then (v, η) would be s0-periodic and hence
v(s, t), η(s)

=

v(s+ k · s0, t), η(s+ k · s0)
 ∀ k ∈ Z, ∀ s, t ∈ R× S1.
= lim
k→±∞

v(s+ k · s0, t), η(s+ k · s0)

=

v±(t), η±

.
This implies that ∂s(v, η) ≡ (0, 0) – a contradiction to our assumption.
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If there were such a constant s0 in the σ-symmetric case, then we find by applying σ
iteratively k times that (v, η) would be k ·s0 periodic. By repeating the same arguments
as before, we find again a contradiction. If im(σ) ̸⊂ Vfix, then we have σ ◦ v ̸= v, which
shows that s0 = 0 is also impossible.
Following [24] and [8], we define for a solution U = (v, η) of (3) with lim
s→±∞
(v, η) =
(v±, η±) ∈ critAH the set of regular points as
R(U) :=
(s, t) ∈ R× S1

∂s

v(s, t), η(s)
 ̸= (0, 0)
(v(s, t), η(s)) ̸= (v±(t), η±)
(v(s, t), η(s)) ̸= v(s′, t), η(s′),∀s′ ∈ R \ {s}
 .
Together with Peter Uebele, [50], we define in the σ-symmetric case when im(v) ̸⊂ Vfix
the set of symmetric regular points by
Sσ(U) :=
(s, t) ∈ R× S1

∂s

v(s, t), η(s)
 ̸= (0, 0)
(v(s, t), η(s)) ̸= (σ ◦ v±(t), η±)
(v(s, t), η(s)) ̸= σ ◦ v(s′, t), η(s′), ∀s′ ∈ R
 .
Note that we require in particular for (s, t) ∈ Sσ(U) that v(s, t) ̸= (σ ◦ v)(s, t).
Proposition 37 (cf. [24], Thm. 4.3, or [8], Prop. 4.3).
Assume that ∂sU ̸≡ 0. Then, the set R(U) is open and dense in the non-empty open set
{(s, t) ∈ R × S1 | ∂sv(s, t) ̸= 0}. In the symmetric case, the set Sσ(U) is likewise open
and dense in the same set.
Proof:
1) All conditions are open
• The set {(s, t) ∈ R × S1 | ∂sv(s, t) ̸= 0} is clearly open. If it were empty, then
∂sv ≡ 0 and v(s, ·) = v±(·) ∈ Σ = H−1(0) for all s. Then, the second equation of
(3) implies that ∂sη ≡ 0 and hence ∂sU ≡ 0, which contradicts the assumption of
the proposition.
• The first and second condition for R(U) resp. Sσ(U) are clearly open. We need to
show that the third condition for R(U) is open as well. Arguing by contradiction,
we find a point (s0, t0) ∈ R(U), a sequence (sν , tν) → (s0, t0) and a sequence
s′ν ̸= sν such that U(s′ν , tν) = U(sν , tν). As ∂sU(s0, t0) ̸= 0, we can find h > 0 such
that U(·, t0) is an embedding on Ih(s0) and U(·, tν) is an embedding on Ih(sν) for
ν large enough. Thus we can assume without loss of generality that s′ν is bounded
away from s0 (otherwise s
′ν ∈ Ih(sν) for ν large enough, a contradiction). Since U
converges at ±∞ to (v±, η±) and U(s0, t0) ̸= (v±(t0), η±) by assumption, we infer
the existence of some T > 0 such that s′ν ∈ [−T, T ] for all ν. We can therefore
extract a convergent subsequence, still denoted by s′ν , such that s′ν → s′0 ̸= s0.
Then U(s′0, t0) = U(s0, t0), which contradicts the assumption (s0, t0) ∈ R(U).
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• For Sσ(U), the third condition can be written as
dist

v(s, t), η(s)

, (σ ◦ v)(R, t), η(R) > 0,
since (v(s, t), η(s)) ̸= (v±(t), η±). This is clearly an open condition.
2) Density
It suffices to show for every (s0, t0) ∈ R × S1 with ∂sv(s0, t0) ̸= 0 that it can be ap-
proximated by a sequence of points (sν , tν) ∈ R(U) resp. ∈ Sσ(U). As im(σ) ̸⊂ Vfix,
we know by Lemma 35 that any (s0, t0) ∈ R × S1 can be approximated by a sequence
(sν , tν) satisfying v(sν , tν) ̸∈ Vfix. Hence we may assume without loss of generality that
(v0, t0) ̸∈ Vfix. Thus, any sequence (sν , tν)→ (s0, t0) satisfies v(sν , tν) ̸∈ Vfix for ν large
enough. Hence, we may assume for Sσ(U) that v(s, t) ̸= (σ ◦ v)(s, t). The remaining
conditions for Sσ(U) are very similar to those of R(U) and the proof of the density of
R(U) and Sσ(U) is similar as well. In order to give them both at the same time, we will
write W (s′, t) = (w(s′, t), η(s′)), where W and w are either U and v or σ ◦ U and σ ◦ v.
As ∂sv(s0, t0) ̸= 0, we may choose h > 0 so small that ∂sv ̸= 0 on Vh(s0, t0) and Ih(s0)→
V, s → v(s, t) is an embedding for all t ∈ Ih(t0). Then Ih(s0) → V × R, s → U(s, t) is
a fortiori also an embedding for all t ∈ Ih(t0). Thus, every point (s, t) ∈ Vh(s0, t0)
can be approximated by a sequence (sν , tν) satisfying U(sν , tν) ̸= (v±(tν), η±) and
U(sν , tν) ̸= (w±(tν), η±). Hence we can assume without loss of generality that
∀(s, t) ∈ Vh(s0, t0) : U(s, t) ̸= (v±(t), η±), (w±(t), η±). (∗)
Let us denote C(W ) := {(s, t) ∈ R×S1 | ∂sW (s, t) = 0}. As ∂sU ̸≡ 0 this set has empty
interior by unique continuation.
Claim: (s0, t0) can be approximated by a sequence (s
ν , t0) such that for all ν and all
s′ ∈ R \ {sν} with U(sν , t0) = W (s′, t0) holds that (s′, t0) ̸∈ C(W ).
Assuming the claim, we can suppose without loss of generality that for each s′ ∈ R with
U(s0, t0) = W (s
′, t0) holds that (s′, t0) ̸∈ C(W ). Moreover, after further diminishing
h > 0, we can assume without loss of generality that
∀(s, t) ∈ Vh(s0, t0),∀s′ ∈ R : U(s, t) = W (s′, t) ⇒ (s′, t) ̸∈ C(W ). (∗∗)
Indeed, if this would fail for all h > 0, we could find a sequence (sν , tν) → (s0, t0)
and a sequence s′ν such that (s′ν , tν) ∈ C(W ) and U(sν , tν) = W (s′ν , tν). Due to
lims→±∞W (s, t) = (w±(t), η±) uniformly, we deduce from (∗) the existence of a constant
T > 0 such that |s′ν | ≤ T . Thus, up to a subsequence, we have s′ν → s′ ∈ [−T, T ], tν →
t0 and U(s0, t0) = W (s
′, t0) with (s′, t0) ∈ C(W ) contradicting our last assumption on
(s0, t0) obtained by the claim.
Proof of the claim: Let us choose a neighborhood V of U(Ih(s0), t0) in V ×R of the
form Ih(s0)×R2n. This is possible, as s → v(s, t0) is an embedding. Let pr1 denote the
projection to the first coordinate. Consider the function f := pr1 ◦W (·, t0) with
f : dom(f) := W (·, t0)−1(V)→ Ih(s0).
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Write C(W )t0 := {s ∈ R | (s, t0) ∈ C(W )}. Then f

C(W )t0 ∩ dom(f)

is contained in
the critical values of f . This is a nowhere dense set in Ih(s0) by Sard’s Theorem and
the claim follows.
Now assume by contradiction the existence of a point (s0, t0) satisfying ∂sv(s0, t0) ̸= 0
and (∗) and (∗∗), which cannot be approximated by points in R(U) resp. Sσ(U). Then
there exists an 0 < ε < h such that
∀ (s, t) ∈ Vε(s0, t0) ∃ s′ ̸= s : U(s, t) = W (s′, t). (∗ ∗ ∗)
As above, we find a constant T > 0 such that |s′| ≤ T for all s′. This implies that
for any (s, t) ∈ Vε(s0, t0), there is only a finite number of values s′ ∈ R such that
U(s, t) = W (s′, t). If not, we could find an accumulation point s′ ∈ [−T, T ] where
U(s, t) = W (s′, t) and ∂sW (s′, t) = 0, a contradiction with (∗∗). Let s1, ... , sN ∈ [−T, T ]
be the points such that U(s0, t0) = W (sj, t0), j = 1, ... , N .
Now we claim that for any r > 0 there exists δ > 0 such that
∀ (s, t) ∈ Vδ(s0, t0) ∃ (s′, t) ∈
N
j=1
Vr(sj, t0) : U(s, t) = W (s
′, t).
If this would fail, we could find r > 0 and a sequence (sν , tν) → (s0, t0) such that for
all ν and for all (s′, tν) ∈ Nj=1 Vr(sj, t0) we have U(sν , tν) ̸= W (s′, tν). On the other
hand by (∗ ∗ ∗), there exists s′ν ∈ [−T, T ] such that U(sν , tν) = W (s′ν , tν) and now in
particular |s′ν − sj| ≥ r for all j = 1, ... , N . Up to a subsequence we have s′ν → s′ and
tν → t0 with U(s0, t0) = W (s′, t0) and s′ ̸= sj, j = 1, .., N , a contradiction. Define
Σj :=

(s, t) ∈ V δ(s0, t0)
 ∃(s′, t) ∈ V r(sj, t0) : U(s, t) = W (s′, t) .
Then Σj is closed and V δ(s0, t0) = Σ1 ∪ ... ∪ ΣN . It follows from Baire’s Theorem that
one of the Σj, say Σ1, has non-empty interior. Let (s¯, t¯) ∈ int(Σ1) and denote by (s¯′, t¯)
a preimage W−1(U(s¯, t¯)) in Vr(s1, t0). Let 0 < r1 < r be such that Vr1(s¯
′, t¯) ⊂ Vr(s1, t0)
and 0 < δ1 < δ be such that Vδ1(s¯, t¯) ⊂ Σ1 and such that for all (s, t) ∈ Vδ1(s¯, t¯) there
exists (s′, t) ∈ Vr1(s¯′, t¯) with U(s, t) = W (s′, t). It follows from our construction that
for all 0 < h′ ≤ r1 there exists 0 < h ≤ δ1 such that for all (s, t) ∈ Vh(s¯, t¯), there exists
(s′, t) ∈ Vh′(s¯′, t¯) such that U(s, t) = W (s′, t). We can therefore apply Theorem 34 with
(s0, t0) = (s¯, t¯), U0 = U, U1 = W (·+ s¯′− s¯) and h0 = r1, to obtain U0 = U1. This implies
that W is an (s¯′ − s¯)-shift of U , s¯′ − s¯ ̸= 0, which contradicts Lemma 36.
Remark. Write v(±∞, t) := v±(t) and R := R ∪ {±∞}. By applying Proposition 37
to the symplectic symmetries σ1, σ2, ... , σk = id, we find for a solution (v, η) of (3) with
im(v) ̸⊂ Vfix(σl) for l = 1, ... , k − 1 that the set
S(U) =
(s, t) ∈ R× S1

(∂sv(s, t), ∂sη(s)) ̸= (0, 0)
(v(s, t), η(s)) ̸∈ σl ◦ v(R, t), η(R), l = 1, ... , k
except (v(s, t), η(s)) =

σk ◦ v(s, t), η(s)

is open and dense in {(s, t) ∈ R × S1 | ∂sv(s, t) ̸= 0}. This follows from Baire’s The-
orem as the above set is the finite intersection of the open and dense sets R(U) and
Sσ(U),Sσ2(U), ... ,Sσk−1(U).
46
2.4. Transversality
In this subsection, we show that M(c−, c+,m) is a manifold for generic choices of J .
We do so by describing this space as the zero-set of a Fredholm section F in a suitable
Banach bundle E → B. Then, we generalize this result to situations with a symplectic
symmetry σ of finite order and show again that M(c−, c+,m) is a manifold, now for
generic choices of J in the space of σ-symmetric almost complex structures.
Suppose we have chosen a Morse function h and a metric gh on crit
AH such that
(h, gh) is Morse-Smale. Let ϕ denote the gradient flow of h with respect to gh. It defines
an R-family of diffeomorphisms Th(t) ∈ Diff

crit
AH  by
Th(t)(x) := ϕ
t(x).
A trajectory with m cascades from c− to c+, c± ∈ crit(h) is by Definition 19 a tupel
(x, t) =

(xk)1≤k≤m, (tk)1≤k≤m−1

,
where xk = (vk, ηk) are non-constant AH-gradient trajectories and tk ≥ 0 non-negative
real numbers satisfying some asymptotic and connectedness conditions. Using Th, we
can rewrite these conditions as follows:
(Asymptotics) ∀ k ∃x±k ∈ crit
AH , s.t. lim
s→±∞
xk = x
±
k
(Connectedness) lim
t→−∞
Th(t)(x
−
1 ) = c
−, lim
t→∞
Th(t)(x
+
m) = c
+, Th(tk)(x
+
k ) = x
−
k+1.
Note that the map t → Th(t)(x+k ), t ∈ [0, tk], is exactly the h-gradient trajectory yk of
the original definition. We call a trajectory with m cascades stable, if for all tk holds
tk > 0. In particular, trajectories with 0 or 1 cascade are always stable. We denote the
space of stable trajectories with m cascades from c− to c+ by Ms(c−, c+,m) and the
corresponding moduli space of unparametrized trajectories by Ms(c−, c+,m).
The dimension of Ms(c−, c+,m) is given in terms of Morse- and Conley-Zehnder indices.
In order to define the Conley-Zehnder index as simple as possible, we assume throughout
this section that the following map between fundamental groups induced by inclusion is
injective
i∗ : π1(Σ)→ π1(V ).
Moreover, we consider only contractible closed Reeb orbits. Alternatively, we could
assume that Σ is simply connected, i.e. π1(Σ) = 0. Under these assumptions, we can
choose for any closed Reeb orbit v ∈ P(α) = critAH a map v¯ ∈ C∞(D,Σ) from the
unit disc D =

z ∈ C  |z| ≤ 1 to Σ such that v¯(e2πit) = v(t). We call such a v¯ a
capping for v. Given a capping, we define in Section 3.3 the (transversal) Conley-
Zehnder index µ(v, v¯) of the pair (v, v¯).
Now we are ready to state the following fundamental theorem.
47
Theorem 38 (Global Transversality Theorem).
Given a Morse-Smale pair (h, gh) on crit
AH, there exists a set of second category Jreg
of admissible families of smooth almost complex structures Jt(·, n) such that for every
J ∈ Jreg the space of stable AH-trajectories Ms(c−, c+,m) has the structure of a finite
dimensional manifold for every c−, c+ ∈ crit(h) and m ∈ N. Its local dimension at a
trajectory with cascades (v, t) is given by
dim(v,t) Ms(c−, c+,m) = µCZ(c+, c¯+) + indh(c+)− 1
2
dimc+(crit
AH)
−

µCZ(c
−, c¯−) + indh(c−)− 1
2
dimc−(crit
AH)
+m− 1 +
m
k=1
2c1(v¯
−
k #vk#v¯
+
k )
= µ(c+, c¯+)− µ(c−, c¯−) +m− 1 +
m
k=1
2c1(v¯
−
k #vk#v¯
+
k ),
where µ(c, c¯) := µCZ(c, c¯) + indh(c)− 1
2
dimc(crit
AH) + 1
2
.
Here, v¯±k are cappings for v
±
k = lims→±∞
vk and c¯
± are cappings for c± such that
v¯+k = v¯
−
k+1#Ck,k+1 where Ck,k+1 : S
1 × [0, tk] → N ηk is the cylinder given by
t → Th(t)(v+k ). Moreover c¯ = v¯1#Cc−,1 and v¯+m = c¯+#Cm,c+, where Cc−,1 and Cm,c+
are the analogue cylinders at the both ends. Finally v¯−k #vk#v¯
+
k is the sphere obtained by
capping the cylinder vk with v
±
k , c1 is the first Chern-class of TV and dimc±(crit
AH)
is the local dimension of crit
AH near c±.
Remark.
• The condition v¯+k = v¯−k+1#Ck,k+1 guarantees µCZ(v+k , v¯+k ) = µCZ(v−k+1, v¯−k+1).
• For m = 0, the dimension formula is not quite right. In this case m− 1 has to be
replaced by zero, so that the dimension is given by indh(c
+)− indh(c−) just as in
ordinary Morse theory.
The proof of Theorem 38 will make use of Fredholm theory and the implicit function
theorem on infinite-dimensional Banach manifolds (see [36], app. A). We start by de-
scribing the analytic setup that we need.
Fix connected components C± of crit
AH, fix J and choose δ := δ(C−, C+) > 0 such
that δ/p < ρ, where ρ is the constant for (C−, C+) from Proposition 32. We define
B := B(C−, C+) := B1,pδ (C−, C+), (v, η) ∈ B, v : R× S1 → V, η : R→ R,
to be the Banach manifold of maps v which are locally in W 1,p, converge at both ends
in C± and are in the weighted Sobolev spaces W 1,pδ (see Definition 31), i.e.
1. (v, η) converges uniformly as s→ ±∞ to (v±, η±) ∈ C±
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2. there exist tubular neighborhoods U± of v± together with smooth parametrizations
ψ± : U± × R→ S1 × R2n−1 × R such that for s0 > 0 sufficiently large holds
ψ± ◦ (v±(t), η±) = (t, 0)
ψ+ ◦ (v, η)− ψ+ ◦ (v+, η+) ∈ W 1,pδ

[s0,∞)× S1
×W 1,pδ [s0,∞)
ψ− ◦ (v, η)− ψ− ◦ (v−, η−) ∈ W 1,pδ

(−∞,−s0]× S1
×W 1,pδ (−∞,−s0].
Note that δ/p < ρ implies together with the asymptotic estimates of Section 2.2 that
any AH-gradient trajectory (v, η) which converges at the ends to C± is a point in B.
Using the exponential map with respect to any metric on V , it is not difficult to see that
B is a Banach manifold whose differentiable structure does not depend on this metric.
Observe that there are two natural smooth evaluation maps
ev± : B → C±, ev±(v, η) = (v±, η±).
Let (v, η) ∈ B. The tangent space T(v,η)B at (v, η) can be identified with tuples
(v, ηˆ) = (v0, ηˆ, v
−, v+) ∈ W 1,pδ (R× S1, v∗TV )⊕W 1,pδ (R,R)⊕ T(v−,η−)C− ⊕ T(v+,η+)C+.
The first two summands are naturally given as ker d(ev−) ∩ ker d(ev+), while the iden-
tification of the complement with T(v−,η−)C
− ⊕ T(v+,η+)C+ depends on the choice of
submanifold charts for C±.
Let E be the Banach bundle over B whose fiber at (v, η) ∈ B is given by
E(v,η) := Lpδ(R× S1, v∗TV )× Lpδ(R,R).
Consider the J-depending section
F : B → E , (v, η) → ∂s(v, η)−∇AH(v, η) = ∂sv + Jt(v, η)∂tv − ηXH(v)
∂sη +
 1
0
H(v)dt

.
Note that F(v, η) = 0 means that (v, η) satisfies the Rabinowitz-Floer equation (3) for
an AH-gradient trajectory. Thus, we find that F−1(0) is exactly the space of all AH-
gradient trajectories which converge at both ends in C±. Let us denote by M(C−, C+)
the space of all AH-gradient trajectories (v, η) with asymptotics (v±, η±) on C±. Then
we have apparently that M(C−, C+) = F−1(0).
Theorem 39 (Local Transversality Theorem).
There exists a set Jreg of second category of admissible families of almost complex struc-
tures Jt(·, n), such that for all J ∈ Jreg holds that the space M(C−, C+) is a manifold for
any connected components C± ⊂ critAH. Its local dimension at (v, η) ∈ M(C−, C+)
is given by
dim(v,η) M(C−, C+) = µCZ(v+, v¯+)−µCZ(v−, v¯−)+2c1(v¯−#v#v¯+)+dim C− + dim C+
2
,
where v¯−, v¯+ are cappings for v± = lim
s→±∞
v.
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Proof: We will show for all J ∈ Jreg that F and the zero section in E intersect
transversally. Then it follows (as in the finite dimensional case) from the implicit function
theorem that F−1(0) is a manifold. The proof is split in 3 parts
1. First, we show that the vertical differential D(v,η) of F at (v, η) ∈ F−1(0) given by
D(v,η) : = D
VF(v, η) : T(v,η)B → E(v,η)
D(v,η) : W
1,p
δ (R× S1, v∗TV )×W 1,pδ (R,R)× Tv−C− × Tv+C+
→ L1,pδ (R× S1, v∗TV )× L1,pδ (R,R)
is a Fredholm operator of index
ind

D(v,η)

= µCZ(v
+, v¯+)− µCZ(v−, v¯−) + 2c1(v¯−#v#v¯+) + dim C
− + dim C+
2
.
Proof:
We consider the restriction D¯(v,η) of D(v,η) to W
1,p
δ (R × S1, v∗TV ) ×W 1,pδ (R,R).
Then D¯(v,η) is the linearization (the first variation) of the differential operator in the
Rabinowitz-Floer equation (3). Hence it may be written as
D¯(v,η) = ∂s + A(s),
where A± := lim
s→±∞
A(s) = ∇2AH(v±, η±) and A(s) ( vηˆ ) is given in (8) as
A(s) ( vηˆ ) =
−∇vJ + ηˆ(∂nJ)(v˙ − ηXH)− J∇(v˙−ηXH)v− η[v, XH ]− ηˆXH
−  1
0
dH(v)dt

Let γδ(s) = e
δ·β(s)·s be the weight functions from the definition of W 1,pδ . They
define a continuous isomorphism
ϕ : W 1,pδ → W 1,p, f → γδ · f.
Let D˜(v,η) be the conjugated operator between the unweighted Sobolev spaces, i.e.
D˜(v,η) : W
1,p(R× S1, v∗TV )×W 1,p(R,R)→ Lp(R× S1, v∗TV )× Lp(R,R)
with D˜(v,η) = ϕD¯(v,η)ϕ
−1.
As D˜(v,η) and D¯(v,η) are conjugated, they are simultaneously Fredholm and if so,
they have the same index. For ζ = (v0, ηˆ) ∈ W 1,p(R× S1, v∗TV )×W 1,p(R,R) we
calculate
D˜(v,η)(ζ) = ϕD¯(v,η)ϕ
−1(ζ) = ϕD¯(v,η)(γ−δ · ζ)
= ϕ

∂s(γ−δ · ζ) + A(s)(γ−δ · ζ)

= γδ

γ−δ(∂sζ) + γ−δ

δβ(s) + δ∂sβ(s)s

ζ + γ−δ · A(s)ζ

= ∂sζ +

A(s) + δ

β(s) + ∂sβ(s)s
 · Idζ.
Hence, D˜(v,η) is given by D˜(v,η) = ∂s + B(s), where B(s) is the operator
B(s) = A(s) + δ

β(s) + ∂sβ(s)s

Id. Then B± := lim
s→±∞
B(s) = A± ± δ · Id.
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As A± = ∇2AH(v±, η±), they are symmetric and so are B±. Moreover, for |δ|
smaller than the absolute value of the smallest non-zero eigenvalue of A±, it fol-
lows that the B± are invertible. If p = 2, it is shown in [44] that D˜ is then a
Fredholm operator. For general p, the ideas in [46] can be used to give a proof.
The index formula for D(v,η) is proved in [14], Sec. 4.1.
2. Let J ℓ := J ℓ(ρ) be the open subset in the Banach manifold of admissible
1-periodic families of complex structures Jt(·, n) of class Cℓ for which we may
choose ρ as the constant from Proposition 322. We consider the universal section
F : J ℓ × B → E , F(J, (v, η)) =

∂sv + Jt(v, η)

∂tv − ηXH(v)

∂sη +
 1
0
H(v)dt

and we prove that the universal moduli space
U ℓ := U ℓ(C−, C+) := J, (v, η) ∈ J ℓ × B  F(J, (v, η)) = 0
is a separable Banach manifold of class Cℓ, as F intersects the zero section transver-
sally. For that, it suffices to show that the vertical differential
D(J,(v,η)) : TJJ ℓ × T(v,η)B → E(v,η)
given by D(J,(v,η))

Y, (v, ηˆ)

= D(v,η)(v, ηˆ) +

Yt(v, η) · (∂tv − ηXH)
0

is surjective for every (J, (v, η)) ∈ U ℓ. The tangent space TJJ ℓ consists of matrix
valued maps Y : S1 × R→ End(TV ) of class Cℓ satisfying the conditions
(1) ω(Y v, w) + ω(v, Y w) = 0 ∀ v, w ∈ TV
(2) Jt(p, n)Yt(p, n) + Yt(p, n)Jt(p, n) = 0 ∀ p ∈ V, n ∈ R, t ∈ S1
(3) Yt(p, n) =

Yξ 0
0 0

on the cylindrical end of V , i.e. for p ∈ [R,∞)×M . Here,
Yξ is independent of n and t and the block structure is with respect to the
splitting ξ ⊕ span(Rλ, Yλ)
(4) sup
n∈R
||Yt(·, n)||Cℓ <∞.
We have shown in 1.) that D(v,η) = D(J,(v,η))|0×T(v,η)B is a Fredholm operator and
has hence a finite dimensional cokernel. Therefore, DJ,(v,η) has a finite dimensional
cokernel as well and thus a closed range. Hence, for surjectivity it only remains to
prove that the range is dense.
For that, consider q with 1/p+ 1/q = 1. The dual space
E(v,η)∗ is then given byE(v,η)∗ = Lq−δR× S1, v∗TV × Lq−δR,R.
2Although ρ is arbitrary close to the absolute smallest non-zero eigenvalue of ∇2AH , it cannot be
chosen globally for all J , as ∇2AH depends on the metric g, which itself depends on J .
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To show the density of the range, it suffices to show that any (ζ, µˆ) ∈ E(v,η)∗
which annihilates the range is identically zero, i.e. we show that (ζ, µˆ) = 0, if for
all J ∈ Y ∈ TJJ ℓ, v ∈ W 1,pδ (R× S1, v∗TV ) and ηˆ ∈ W 1,pδ (R,R) holds that
R×S1

DJ,(v,η)(Y, v, ηˆ), (ζ, µˆ)

ds dt = 0⇔
 
D(v,η)(v, ηˆ), (ζ, µˆ)

ds dt = 0 ⟨Y (∂tv − ηXH), ζ⟩ ds dt = 0. (∗)
The first equation implies that (ζ, µˆ) is a weak solution of D∗(v,η)(ζ, µˆ) = 0, where
D∗(v,η) is the formal adjoint of D(v,η) which is of the same form as D(v,η). As D(v,η)
is elliptic, so is D∗(v,η) and it follows from elliptic regularity that hence (ζ, µˆ) is of
class Cℓ and has the unique continuation property (in the sense of Theorem 33).
As (v, η) is non-constant, we find that ∂sv ̸= 0. In Proposition 37, we showed
that the set R(U) of regular points of U = (v, η) is open and dense in the open
non-empty set {(s, t) ∈ R× S1 | ∂s(v, η) ̸= 0}. Recall that R(U) is given by
R(U) :=
(s, t) ∈ R× S1

(∂sv(s, t), ∂sη(s)) ̸= (0, 0)
(v(s, t), η(s)) ̸= (v±(t), η±)
(v(s, t), η(s)) ̸= v(s′, t), η(s′), ∀s′ ∈ R \ {s}
 .
Now, we consider the following open subset of R(U):
Ω :=

(s, t) ∈ R(U)
 v(s, t) ̸∈ crit(H) .
As Σ = H−1(0) is a regular level set of H and lim
s→±∞
v(s, ·) ∈ Σ, it follows that Ω is
also a non-empty open set. We will show that (ζ, µˆ) vanishes identically on Ω and
hence by the unique continuation property everywhere. Note that H is constant
on [R,∞)×M and hence [R,∞)×M ⊂ critH. Thus v(Ω) ⊂ V \[R,∞)×M and
hence we have all freedom to perturb J on Ω, i.e. we do not have to pay attention
to condition (3).
First, we prove that ζ ≡ 0 on Ω. Suppose by contradiction that there exists
(s0, t0) ∈ Ω such that ζ(s0, t0) ̸= 0. Set p := v(s0, t0) and n := η(s0) and choose a
linear map Yp : TpV → TpV such that at the point (t0, p, n) condition (1) and (2)
for Y ∈ TJJ are satisfied and
ωp

YpJ∂sv(s0, t0), ζ(s0, t0)

> 0.
See for instance [36], Lem. 3.2.2, for an explicit construction of such a Yp. Now
choose an element Y ∈ TJJ ℓ such that Yt0(p, n) = Yp. As (s0, t0) belongs to R(U),
one can choose a smooth cutoff function β : S1 × V × R → [0, 1] supported near
t0, v(s0, t0), η(s0)

= (t0, p, n) such that for Y := β · Y ∈ TJJ ℓ we have
R×S1

Y J∂sv, ζ

ds dt > 0.
This contradicts the second equation in (∗) and hence ζ has to vanish on Ω.
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Secondly, we prove that also µˆ ≡ 0 on Ω. Suppose that v ∈ W 1,pδ (R×S1, v∗TV ) is
supported in Ω. By the first step, we may assume that ζ ≡ 0 on Ω and this implies
R×S1

D(v,η)(v, 0), (ζ, µˆ)

ds dt =

Ω

D(v,η)(v, 0), (0, µˆ)

ds dt
(8)
= −

Ω
µˆ(s) · dHv(s, t)v(s, t) ds dt.
Now if there exists (s0, t0) ∈ Ω such that µˆ(s0, t0) ̸= 0, then we can find a vector
vp ∈ TpV satisfying dHp(vp) < 0, as v−1(critH)∩Ω = ∅. Using the above equation,
we find that a suitable extension v of vp gives
R×S1

D(v,η)(v, 0), (0, µˆ)

ds dt > 0.
Thus, µˆ also has to vanish on Ω. Now, it follows from the unique continua-
tion property that (ζ, µˆ) = 0 everywhere. Therefore, DJ,(v,η) is surjective for all
(J, v, η) ∈ U ℓ. Thus, F is transversal to the zero section in E and it follows from
the implicit function theorem on Banach spaces due to Smale (see for example
[36], App. A) that U ℓ = F−1(0) is a separable Cℓ-Banach manifold.
3. We prove the theorem. Consider the projection
π : U ℓ → J ℓ, (J, v, η) → J.
Its differential at a point (J, v, η) is just the projection
dπ(J, v, η) : TJ,(v,η) U ℓ → TJJ ℓ, (Y, ξ, ηˆ) → Y.
The kernel of dπ(J, v, η) is 0 × (kerD(v,η)) as TJ,(v,η) U ℓ = kerDJ,(v,η) and DJ,(v,η)
restricted to 0×TB is D(v,η). Moreover, it follows from linear algebra that im(dπ)
has the same (finite) codimension as im(D(v,η)). Indeed, if Y ⊂ X is a subspace
and f : X → Z a linear map, then there exists a natural ismorphism
f(X)

f(Y ) ∼= X

(ker f + Y ) .
Applied to our situation, we have on one hand
coker dπ = TJ ℓ

dπ

T U ℓ = dπTJ ℓ × TBdπ kerDJ,(v,η)
∼= TJ ℓ × TB

0× TB + kerDJ,(v,η)

,
and as DJ,(v,η) : TJ ℓ × TB → E is surjective, we have on the other hand
cokerD(v,η) = TE

D(v,η)

TB = DJ,(v,η)TJ ℓ × TBDJ,(v,η)0× TB
∼= TJ ℓ × TB

0× TB + kerDJ,(v,η)

.
Thus, dπ(J, v, η) is a Fredholm operator of the same index as D(v,η). In particular,
π is a Fredholm map and it follows from the Sard-Smale theorem for ℓ sufficiently
large, that the set J l,C−,C+reg of regular values of π is a set of second category.
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Note that J ∈ J l,C−,C+reg is a regular value of π exactly if D(v,η) is surjective for every
(v, η) ∈ F−1(0). In other words, for every J ∈ J l,C−,C+reg is M(C−, C+) = π−1(J)
a manifold of dimension ind(D(v,η)), again by the implicit function theorem.
It is possible to show that the set J C−,C+reg (ρ) := J l,C−,C+reg ∩ J∞(ρ) of smooth
regular J is of second category in J (ρ) with respect to the C∞-topology via a
standard trick due to Taubes (see [36], Thm. 3.1.6 or [25], Thm. A.13 for details).
We obtain a set of second category within all admissible almost complex structures
by the union
J C−,C+reg :=

ρ>0
J C−,C+reg (ρ).
The countable intersection
Jreg :=

C±⊂ crit(AH)
J C−,C+reg
is still a set of second category in the set of all admissible almost complex struc-
tures and has the property that for all J ∈ Jreg and all connected components
C−, C+ ⊂ critAH holds that M(C−, C+) is a finite dimensional manifold.
Now we can give the proof of the Global Transversality Theorem 38.
Proof:
0. If there are 0 cascades, the theorem follows from ordinary Morse homology, as
(h, g) is a Morse-Smale pair. Hence we may assume that m ≥ 1.
1. Let (x, t) ∈ Ms(c−, c+,m) be an arbitrary stable trajectory with m cascades
xk = (vk, ηk) passing through connected components Ck ⊂ crit
AH , 0 ≤ k ≤ m,
i.e.
lim
s→−∞
xk = x
−
k = (v
−
k , η
−
k ) ∈ Ck−1
lim
s→+∞
xk = x
+
k = (v
+
k , η
+
k ) ∈ Ck
1 ≤ k ≤ m.
In terms of Theorem 39, we may write this as xk = (vk, ηk) ∈ M(Ck−1, Ck).
Let U ℓ(Ck−1, Ck) denote the universal moduli space of AH-gradient trajectories
between Ck−1 and Ck from the proof of Theorem 39, i.e.
U ℓ(Ck−1, Ck) :=

(J, (v, η)) ∈ J ℓ × B(Ck−1, Ck)
F(J, (v, η)) = 0
and consider the Cℓ-Banach manifoldU := U ℓ(C0, C1)× ...× U ℓ(Cm−1, Cm)× R+m−1.
We define the universal moduli space U ℓm := U ℓm(C0, ... , Cm) for trajectories with
m cascades passing through C0, ... , Cm to be the sub-Banach manifold of U , where
each factor has the same almost complex structure J , i.e. U ℓm consists of tuples
(J, x1), ... , (J, xm), t1, ... , tm−1

, (J, xk) ∈ U(Ck−1, Ck), tk ∈ R+,
with J fixed for 1 ≤ k ≤ m.
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Recall that we have for each k the evaluation maps
ev− : M(Ck−1, Ck)→ Ck−1, xk → x−k
ev+ : M(Ck−1, Ck)→ Ck, xk → x+k .
Moreover, recall that we denote by Th(tk) the time tk gradient flow of h on crit
AH
and that we have for (x, t) ∈ Ms(c−, c+,m) the asymptotic and connectedness
conditions
Th(tk)( x
+
k
ev+(xk)
) = x−k+1
ev−(xk+1)
, 1 ≤ k ≤ m− 1, and x−1 = ev−(x1) ∈ W u(c−)
and x+m = ev
+(xm) ∈ W s(c+).
Here, W u(c−) and W s(c+) are the unstable/stable manifolds of c± with respect to
the Morse-Smale pair (h, gh) on C0 resp. Cm. Write for the moment T
tk
h instead of
Th(tk) and consider the following map
ψ : U ℓm(C0, C1, ... , Cm)→ C0 × (C1)2 × ...× (Cm−1)2 × Cm
J, x1, ... , xm, t1, ... , tm−1
 →
ev−(x1), T
t1
h

ev+(x1)

, ... , ev−(xm−1), T
tm−1
h

ev+(xm−1)

, ev−(xm), ev+(xm)

.
Consider in the target space the submanifold Am(c
−, c+) consisting of tuples
(q0, p1, q1, ... , pm−1, qm−1, pm) such that pk = qk ∈ Ck,
and q0 ∈ W u(c−), pm ∈ W s(c+).
We show below that ψ is transverse to Am(c
−, c+). This implies by the implicit
function theorem that ψ−1

Am(c
−, c+)

is a submanifold of U ℓm of codimension
codimψ−1

Am(c
−, c+)

= codimW u(c−) +
m−1
k=1
dimCk + codimW
s(c+)
=
m−1
k=1
dimCk + indh(c
−) +

dimCm − indh(c+)

.
Note that dimW u(c−) = dimC− − indh(c−), as we use the positive gradient flow
on C± (see Definition 18). Having this result, we consider again the projection
π : ψ−1

Am(c
−, c+)
→ J ℓ.
This is now a Fredholm map of exactly the required index, as
ind π =
m
k=1
indDvk − codimψ−1

Am(c
−, c+)

+ dim

R+
m−1
= µCZ(c
+, c¯+)− µCZ(c−, c¯−) +
m
k=1
2c1(v¯
−
k #vk#v¯
+
k ) +m− 1
+
1
2
dimCm +
1
2
dimC0 −

dimCm − indh(c+)

− indh(c−).
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Using the Sard-Smale theorem, we find for ℓ sufficiently large that the set
J ℓreg(C0, ... , Cm) of regular values of π is a set of second category in J ℓ. Us-
ing Taubes trick, taking the union over ρ > 0 and countable intersections over
tuples (C0, ... , Cm) ⊂ crit
AHm and m ∈ N, we get a set of second category
Jreg such that for all J ∈ Jreg, all m ∈ N and all tuples (C0, ... , Cm) holds thatMs(c−, c+,m) = π−1(J) ⊂ ψ−1Am(c−, c+) is a finite dimensional manifold of
dimension ind π which proves the theorem.
2. To show that ψ is transverse to Am(c
−, c+, J) it suffices to show for any k that
0× TCk−1 × TCk × 0 lies in the image of
dψ = d(ev−1 )×

dTh(tk) ◦ d(ev+1 )
× ...× d(ev+m).
As dTh(tk) is an isomorphism and as U ℓ(Ck−1, Ck) embeds naturally into U ℓm, it
suffices to show that ev−× ev+ : U ℓ(C−, C+)→ C−×C+ are submersions for each
pair of connected components C± ⊂ critAH. Let (J, (v, η)) ∈ U ℓ(C−, C+) and
let ζ ∈ Tev−(v,η)C− × Tev+(v,η)C+ be arbitrary. We have to show that there exists
(Y, v, ηˆ) ∈ kerDJ,(v,η) such that
d(ev−)× d(ev+)Y, v, ηˆ = ζ.
Surely, ev−×ev+ : B(C−, C+)→ C−×C+ is a submersion. Hence, we may choose
some arbitrary (v0, ηˆ0) ∈ T(v,η)B(C−, C+) such that
d(ev−)× d(ev+)0, v0, ηˆ0 = ζ.
In the proof of Theorem 39, (2.), we showed that DJ,(v,η) as an operator with
domain
TJJ ℓ ⊕W 1,pδ (R× S1, v∗TV )⊕W 1,pδ (R,R) = ker d(ev−) ∩ ker d(ev+)
is surjective, i.e. we did not use the T(v−,η−)C
−⊕T(v+,η+)C+ part of T(v,η)B(C−, C+).
Hence there exists (Y1, v1, ηˆ1) ∈ TJJ ℓ ⊕ T(v,η)B(C−, C+) such that
DJ,(v,η)(Y1, v1, ηˆ1) = DJ,(v,η)(0, v0, ηˆ0) and d(ev
±)J,(v,η)(Y1, ξ1, ηˆ1) = 0.
Now set (Y, v, ηˆ) := (0 − Y1, v0 − v1, ηˆ0 − ηˆ1). Then, (Y, v, ηˆ) lies in the kernel of
DJ,(v,η) and satisfies
d(ev−)× d(ev+)J,(v,η)

Y, v, ηˆ

= ζ.
Remark.
• There is a similar version of the Global Transversality Theorem if we consider ho-
motopies, i.e. if H, J, h and gh depend on s. In this case however, we can no longer
assume that all AH-gradient trajectories are non-constant. That transversality
along constant trajectories holds automatically is shown in Appendix C.
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• To show that M(c−, c+,m) is a manifold, we still have to deal with the unstable
trajectories, i.e. whose where tk = 0 for at least one k. Here, one uses a gluing ar-
gument that gives M(c−, c+,m) the structure of a manifold with corners (Theorem
46). For details, see [25], appendix A, discussion after Cor. A.15.
Next, we want to extend the Transversality Theorems 38 and 39 to situations where
we have a smooth symplectic symmetry σ on V such that σk = Id for some finite
k. Recall that σ is a symplectic symmetry if it is a diffeomorphism of V such that
σ∗λ = λ. We assume that the Hamiltonian H, the Morse function h and the metric g
on crit
AH are chosen σ-invariant, i.e. H(σ(p)) = H(p) for all p ∈ V , h(σ(p)) = h(p)
for all p ∈ critAH and σ∗g = g. Moreover, we assume that the following set is a
symplectic submanifold of V :
Vfix :=

p ∈ V
σl(p) = p for some l, 1 ≤ l ≤ k − 1 = 
1≤l≤k−1
Vfix(σ
l).
An admissible almost complex structure J is called σ-symmetric if σ∗J = J . We denote
the space of smooth σ-symmetric admissible almost complex structures by J sym.
Theorem 40 (Local Transversality Theorem with symmetry).
Assume that there exists a set of second category J fixreg of admissable almost complex
structures on Vfix such that for every J ∈ J fixreg the moduli space M(C−, C+)|Vfix of
solutions of the Rabinowitz-Floer equation (3) on Vfix is empty. Then there exists a set
of second category J symreg ⊂ J sym such that for all J ∈ J symreg and all C± ⊂ crit
AH
holds that M(C−, C+) is a manifold of the same dimension as in Theorem 39.
The original idea of the following proof is due to Peter Uebele, who showed a similar
result for symplectic homology in [50].
Proof: We proceed as in the proof of Theorem 39. Part (1.) remains completely
unchanged, as the proof that D(v,η) is a Fredholm operator of the required index does
not depend on the chosen almost complex structure.
In Part (2.), we now want to prove that the following universal moduli space is a Cℓ-
Banach manifold:
U ℓσ :=

J, (v, η)
 ∈ J ℓ,sym × B FJ, (v, η) = 0, im(v) ̸⊂ Vfix .
Note that U ℓσ is in general not F−1(0), as a priori we cannot exclude im(v) ⊂ Vfix.
However, we clearly have that U ℓσ is an open subset of F−1(0). Hence it suffices again to
prove that DJ,(v,η) is onto for every (J, (v, η)) ∈ U ℓσ. As D(v,η) is Fredholm, DJ,(v,η) has a
closed range and it still suffices to show that its range is dense.
Now, the tangent space to J ℓ,sym consists of matrix valued functions Y : S1 × R →
End(TV ) such that Y ∈ TJJ ℓ and Y is symmetric, i.e. σ∗Y = Y . Moreover, recall from
the end of Section 2.3 the definition of regular and symmetric regular points S(U) of a
solution U = (v, η) of (3) with im(v) ̸⊂ Vfix:
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S(U) =
(s, t) ∈ R× S1

(∂sv(s, t), ∂sη(s)) ̸= (0, 0)
(v(s, t), η(s)) ̸∈ σl ◦ v(R, t), η(R), l = 1, ... , k
except (v(s, t), η(s)) = (σk ◦ v(s, t), η(s))
 .
This set is open and dense in the open and non-empty set {(s, t) ∈ R × S1 | ∂sv ̸= 0}
by Proposition 37. Moreover, by Lemma 35, we know that the set F (U) of points (s, t)
with (v, η)(s, t) ̸∈ Vfix is also open and dense in R× S1. Thus we find that the set
Ω :=

(s, t) ∈ Sσ(U) ∩ F (U)
 v(s, t) ̸∈ crit(H)
is non-empty and open in R× S1. As before, we show that every (ζ, µˆ) ∈ E(v,η)∗ with
R×S1

D(v,η)(ξ, ηˆ), (ζ, µˆ)

ds dt = 0 and

R×S1

Y (∂tv − ηXH), ζ

ds dt = 0
for all (Y, ξ, ηˆ) ∈ TJJ l,sym × T(v,η)B has to be zero on Ω and therefore everywhere by
unique continuation. Assume that there exists (s0, t0) ∈ Ω with ζ(s0, t0) ̸= 0. Set
p := v(s0, t0) ∈ V and n := η(s0) ∈ R and choose as before a linear map Yp : TpM →
TpM such that Yp ∈ TJ(J ℓ)t0(p, n) and

YpJ∂sv(s0, t0), ζ(s0, t0)

> 0. Using a cutoff
function β : S1 × V × R → R supported near (t0, p, n) construct Y ∈ TJJ ℓ supported
near (t0, p, n) such that 
R×S1
Y J∂sv, ζds dt > 0. (∗)
Note that Y ̸∈ TJJ l,sym in general, as it is not symmetric. Thus, we set
Y := Y + σ∗Y + (σ2)∗Y + ...+ (σk−1)∗Y .
Note that Y is supported near the k points (t0, σ
l(p), n), 0 ≤ l ≤ k − 1. For each
1 ≤ l ≤ k − 1 we have two cases:
• σl(p) ̸∈ im(v). Then (∗) still holds with Y instead of Y provided that supp β is
small enough in the V -direction.
• σl(p) ∈ im(v). Then (σl ◦ v)(s0, t0) = v(s1, t1) for some (s1, t1) ∈ R × S1. As
(s0, t0) ∈ S(U) this implies either η(s1) ̸= η(s0) = n or that t1 ̸= t0. Hence (∗)
still holds for Y instead of Y provided that supp β is small enough in the R- resp.
S1-direction.
This shows that ζ ≡ 0 on Ω. The proof that also µˆ ≡ 0 stays unchanged as it involves
no perturbations on J . This shows that U ℓσ is a Cℓ-Banach manifold.
Part (3.) of the proof works again mostly unchanged: Considering as before the projec-
tion πσ : U ℓσ → J ℓ,sym we show again that dπσ is Fredholm of the same index as D(v,η)
and that for ℓ large enough the set of regular values J ℓ,symreg ⊂ J ℓ,sym of π is of second
category. Using Taubes trick, we then obtain that the set J symreg := J ℓ,symreg ∩ J∞,sym is
of second category in J sym.
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Attention: Note that even though π−1(J) is a manifold for J ∈ J symreg of the required di-
mension it might not be true that π−1(J) = M(C−, C+) as U ℓσ only contains (v, η) with
im(v) ̸⊂ Vfix. However, we assumed for all J ∈ J fixreg that the space M(C−, C+)|Vfix is
empty. Let J fix denote the space of all smooth admissible almost complex structures
on Vfix and recall that J fixreg ⊂ J fix is of second category. Note that the restriction of
any J ∈ J sym to Vfix gives an element in J fix. Hence we may consider the map
φ : J sym → J fix, J → J |Vfix .
Note that φ is continuous and open, as we can construct locally around any J ∈ J sym a
continuous map ψ : J fix → J sym such that φ ◦ ψ = Id and ψ(J |Vfix) = J . The Lemma
41 shows then that φ−1
J fixreg  ⊂ J sym is also a set of second category in J sym. Thus
J symreg := J symreg ∩ φ−1J fixreg 
is of second category and we conclude that for J ∈ J symreg there is no solution (v, η) of
(3) lying entirely in Vfix and hence that M(C−, C+) = π−1(J).
Lemma 41. Let φ : X → Y be an open, continuous map between Baire spaces X, Y
and let A =

k∈N
Uk be a countable intersection of open and dense sets Uk ⊂ Y , i.e. a set
of second category in Y . Then φ−1(A) is of second category in X.
Proof: As φ−1

Uk

=

φ−1

Uk

, it suffices to show that the preimage φ−1(U) of
an open and dense set U ⊂ Y is open and dense in X. That φ−1(U) is open follows
immediately from the fact that φ is continuous.
In order to show that φ−1(U) is dense, it suffices to show that for every open V ⊂ X
holds that V ∩ φ−1(U) ̸= ∅. As φ is an open map, φ(V ) is open in Y . By density of U ,
we have that U ∩ φ(V ) ̸= ∅ and hence that φ−1(U) ∩ V ̸= ∅.
In order to give an appropriate version of the Global Transversality Theorem in a sym-
metric setup, let us make the following definition. Let C± ⊂ critAH be any two
connected components and let c± ∈ C± ∩ crit(h). We denote by M(C−, c+) the space
of all AH gradient trajectories (v, η) such that
lim
s→−∞
(v, η) = (v−, η−) ∈ C− and lim
s→+∞
(v, η) = (v+, η+) ∈ W s(c+) ⊂ C+.
Similarly, we define M(c−, C+) as the space of AH-gradient trajectories (v, η) such that
lim
s→−∞
(v, η) = (v−, η−) ∈ W u(c−) ⊂ C− and lim
s→+∞
(v, η) = (v+, η+) ∈ C+.
Note that both spaces are for all J ∈ J reg manifolds of local dimensions
dim(v,η) M(c−, C+) = indDv − dimW u(c−) (17)
= µCZ(v
+, v¯+)− µCZ(v−, v¯−) + dimC
+ + dimC−
2
− indh(c−)
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dim(v,η) M(C−, c+) = indDv − dimW s(c+) (18)
= µCZ(v
+, v¯+)− µCZ(v−, v¯−) + dimC
+ + dimC−
2
−  dimC+ − indh(c+)
= µCZ(v
+, v¯+)− µCZ(v−, v¯−) + dimC
− − dimC+
2
+ indh(c
+).
This follows as in the proof of Theorem 38. Indeed, consider the map
ψ : U ℓ(C−, C+)→ C− × C+, J, (v, η) → ev−(v, η), ev+(v, η).
Then we see that ψ−1

C− × W s(c+) resp. ψ−1W u(c−) × C+ are submanifolds of
U ℓ(C−, C+). Restricting the projection π : U ℓ(C−, C+)→ J ℓ to these submanifolds, we
then get that M(C−, c+) resp. M(c−, C+) are preimages of regular values of π.
Theorem 42 (Global Transversality Theorem with symmetry).
Let c± = (v±, η±) ∈ crit(h). Assume that there exists a set of second category J fixreg
of admissable almost complex structures on Vfix such that for all J ∈ Jfixreg and all
η− < η0 < η1 < η+ holds that all moduli spaces M(N η0 ,N η1)|Vfix are empty. If
c− or c+ lie in Vfix, assume that for all J ∈ Jfixreg and all η− < η0 < η+ holds thatM(c−,N η0)|Vfix resp. M(N η0 , c+)|Vfix are empty. If c− and c+ are both in Vfix assume
that M(c−, c+, 1)|Vfix is empty for all J ∈ Jfixreg . Then there exists a set of second cate-
gory J symreg of admissable almost complex structures on V such that for all J ∈ J symreg and
all c± ∈ crit(h), m ∈ N holds that M(c−, c+,m) is a manifold of the same dimension as
in Theorem 38.
Proof: Using the same arguments as in the proof of Theorem 38, it is obvious that
we can find a set of second category J symreg such that for every J ∈ J symreg the space of all
trajectories with cascades from c− to c+, where all cascades are not contained in Vfix,
is a manifold of the required dimension. Simply replace in the proof U ℓ(Ck−1, Ck) by
U ℓσ(Ck−1, Ck), use Theorem 40 instead of 39 and proceed otherwise in the same way.
It remains to verify that these trajectories with cascades are the only ones, i.e. we
have to make sure that no cascade that is part of a trajectory between c− and c+ is
contained in Vfix. It clearly suffice to assume for every pair η0, η1 ∈ [η−, η+] that the
space M(N η0 ,N η1)|Vfix of all gradient trajectories between N η0 and N η1 lying entirely
in Vfix is empty. At the two ends however, we can weaken this assumption:
• If c− or c+ is not in Vfix, then it follows from the σ-symmetry of g that
W u(c−) ∩ Vfix = ∅ resp. W s(c+) ∩ Vfix = ∅. Indeed, a point p ∈ W s/u(c±) ∩ Vfix
would imply that Th(t)(p) ∈ Vfix for all t and hence that lim
s→±∞
Th(t)(p) = c
± ∈ Vfix.
We know therefore that the first/last cascade cannot be contained in Vfix as one
of its ends is not in Vfix.
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• If c− or c+ lie in Vfix as well as the first/last cascade x1 resp. xm then we get from
the symmetry of g that x1 ∈ M(c−,N η0)|Vfix resp. xm ∈ M(N η0 , c+)|Vfix as
Th(t)

ev−(x1)
 ∈ Vfix resp. Th(t)ev+(xm) ∈ Vfix for all t.
However, our assumptions guarantee that this cannot happen.
• If c− and c+ lie in Vfix and we consider only trajectories with one cascade, which
lies in Vfix, then the same arguments show that we actually consider the spaceM(c−, c+, 1)|Vfix which we also assume to be empty.
Corollary 43. Let σ : V → V be a symplectic symmetry of order k such that the set
Vfix = V \ {p |σl(p) ̸= p, 0 < l < k} is a symplectic submanifold. Let H, h and gh be
σ-symmetric and suppose that c± = (v±, η±) ∈ crit(h) ∩ Vfix. Moreover assume that
the assumptions of Theorem 42 are satisfied. Then it holds for all J ∈ J symreg that the
cardinality of the zero-dimensional component of M(c−, c+) is divisible by k.
Proof: By Theorem 42, we know for J ∈ J symreg that M(c−, c+) is a manifold. Its
zero-dimensional component is by Theorem 44 compact and hence a finite set. Since
H, J, h and gh are σ-symmetric and c
± ∈ Vfix, it follows for any flow line with cascades
(x, t) from c− to c+ that (σ ◦ x, t) is also a flow line with cascades from c− to c+. Since
no flow line lies in Vfix, all following flow lines with cascades are pairwise different:
(σ0 ◦ x, t), (σ1 ◦ x, t), ... , (σk−1 ◦ x, t).
This implies that #M(c−, c+) is divisible by k.
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3. Compactness and additional properties
3.1. Compactness
This subsection is (with a few changes) taken from [14]. We repeat it here for complete-
ness and to give a generalization of Corollary 3.8, [14], at the end of this subsection. The
main object is to show that the moduli spaces of AHs-gradient trajectories for Hamilto-
nians H or homotopies Hs are compact. As the latter case includes the first, all proofs
will be given for homotopies.
We still assume that (V, λ) is the completion of a compact Liouville domain V˜ with
contact boundary M , that Σ ⊂ V is a contact hypersurface bounding a compact Liou-
ville domain W and that H is a defining Hamiltonian for Σ. We denote by M × R the
symplectization of M lying in V .
A homotopy of defining Hamiltonians is for us a smooth family (Hs) ⊂ C∞(V ) with
−∞ < s− ≤ s ≤ s+ < +∞, where all Hs are defining Hamiltonians of exact contact
hypersurfaces Σs := H
−1
s (0). We fix once and for all a smooth monotone cutoff function
β satisfying β(s) = s− for s ≤ s− and β(s) = s+ for s ≥ s+. Using β, we extend the
homotopy to R as
s → Hβ(s), s ∈ R,
which is everywhere smooth and constant outside [s−, s+]. We set
H− := Hs, s ≤ s− and H+ := Hs, s ≥ s+.
To such a homotopy, we associate the following non-negative quantities:
||H||∞ := max
x∈V, s∈[s−,s+]
|Hs(x)|, ||H˙||1 = max
x∈V
 s+
s−
 d
ds
Hs(x)
 ds.
We define analog quantities for Hβ(s), s ∈ R, which we can estimate by
||Hβ||∞ = ||H||∞, ||H˙β||1 ≤ ||β′||∞ · ||H˙||1. (19)
By abuse of language, we say that an AHs-gradient trajectory for a homotopy Hs is a
solution of the s-dependent Rabinowitz-Floer equation
∂sv + Jt(v, η)

∂tv − ηXHs(v)

= 0
∂sη +
 1
0
Hβ(s)

v(s, t)

dt = 0,
(20)
where XHs is the Hamiltonian vector field of Hβ(s). Note that this equation is not the
gradient flow equation of AHs ! However, we continue to write by abuse of notation
∇AHs(v, η) :=
−Jt(v, η)∂tv − ηXHs(v)
−  1
0
Hβ(s)

v(s, t)

dt

.
The following theorem implies that the moduli space of such trajectories connecting
critical points (v±, η±) ∈ critAH± is compact for sufficiently slow homotopies Hs.
63
Theorem 44. Let c and ε be given by the Proposition 50 below and suppose that Hs, s ∈
[s−, s+], is a smooth family of defining Hamiltonians satisfying the inequality
c+
||H||∞
ε

||β′||∞||H˙||1 =: d < 1. (21)
Assume furthermore that wν = (vν , ην) ∈ C∞(R × S1, V ) × C∞(R,R) is a sequence of
AHs-gradient trajectories for which there exist a, b ∈ R such that
lim
s→−∞
AHswν(s) ≥ a and lim
s→+∞
AHswν(s) ≤ b ∀ ν ∈ N. (22)
Then there exists a subsequence (wνj) of (wν) and a AHs-gradient trajectory w such that
wνj converges in the C∞loc(R× S1, V )× C∞loc(R,R)-topology to w.
Remark.
• If Hs = H is a constant homotopy, then condition (21) is empty, as ||H˙||1 = 0. So
Theorem 44 is applicable to any Hamiltonian H.
• If the sequence wν has fixed asymptotics lims→±∞wν(s) = (v±, η±) ∈ crit
AH±,
then (22) holds with a = AH−(v−, η−) = η− and b = AH+(v+, η+) = η+.
Proof: The theorem follows from the standard Gromov-compactness result, as soon
as we have the following uniform bounds:
• an L∞-bound on the loops vν ∈ L (so that vν stays in a compact region in V ),
• an L∞-bound on the Lagrange multiplier ην ∈ R (so that ην stays in a bounded
region in R),
• an L∞-bound on the derivatives of the loops vν (i.e. excluding bubbling).
The support of XHs lies inside V \

M × [R,∞) for some large R, as Hs is constant
outside a compact set, independent from s. So, the first component of any AHs-gradient
trajectory (v, η) which enters M × [R,∞) satisfies due to (20) the holomorphic curve
equation.
With our choice of almost complex structures, we conclude that v cannot touch any level
set M × {r}, r > R, from inside (see [35], Lem. 2.4). As its asymptotics lie outside of
M×[R,∞), it has to remain in the compact set V \M×[R,∞) for all time. Alternatively,
this result follows also from the Maximum Principle (see Lemma 90). This gives the
L∞-bound on v.
The bound on η is shown in the remainder of this section (see Corollary 51). It is here,
where condition (21) is needed. As the symplectic form ω is exact, there are no non-
constant J-holomorphic spheres in V . This excludes bubbling and hence the derivatives
of v can be controlled (see [36]).
Before giving the L∞-bound on η, let us quickly state the most important consequences
of Theorem 44.
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Corollary 45 (Gromov-Floer compactness). Let wν be a sequence of AHs-gradient tra-
jectories with lim
s→±∞
AHswν(s) = η± fixed. Then there exists a subsequence wνj and
AHs-gradient trajectories (wk)1≤k≤l and sequences of real numbers sνjk such that
wνj(·+ sνjk )→ wk in the C∞loc(R× S1, V )× C∞loc(R,R)-topology and
• lim
s→−∞
AHs(w1) = η− and lim
s→+∞
AHs(wl) = η+
• lim
s→+∞
wk(s, t) = lim
s→−∞
wk+1(s, t) ∀ 1 ≤ k ≤ l − 1.
For the proof of Corollary 45, see [25], proof of Thm. A.11 (ff. 69), or [45], Prop. 4.2.
Using a glueing argument and this corollary, one then can prove the following theorem.
Theorem 46. Let Hs be a homotopy between defining Hamiltonians H− and H+, let h±
be Morse functions on crit
AH± and let c± ∈ crit(h±). The moduli space
M(c−, c+) :=

m∈N
M(c−, c+,m)
of all trajectories from c− to c+ carries the structure of a manifold without boundaries.
Remark. Note that we allow here that the times tk that we stay on the critical manifold
Ck may be zero.
Definition 47 ([25], A.8). Let Hs be a homotopy between defining Hamiltonians H−
and H+, let h
± be Morse functions on crit
AH± and let c± ∈ crit(h±). A broken
trajectory with cascades from c− to c+
w = (wj)1≤j≤l−+l+=l, l−, l+, l ∈ N,
consists of trajectories with cascades wj from cj−1 to cj for 0 ≤ j ≤ l such that c0 = c−
and cl = c
+ and cj ∈ crit(h−) for 0 ≤ j ≤ l− and cj ∈ crit(h+) for l− + 1 ≤ j ≤ l.
Remark. By Definition 47 every (unbroken) trajectory with cascades w from c− to c+
is also a broken trajectory with cascades via w = (w).
The following theorem is an easy consequence of Theorem 46 and the usual compactness
result in ordinary Morse theory.
Theorem 48 (Compactness Theorem).
The space M(c−, c+) of all broken trajectories with cascades from c− to c+ carries the
structure of a manifold with corners. Its interior is exactly given by the unbroken tra-
jectories with cascades.
Remark. It follows from Theorem 48 that for the boundary of the 1-dimensional com-
ponent M1(c−, c+) of M(c−, c+) holds that
∂M1(c−, c+) = c∈crit(h)M0(c−, c)×M0(c, c+).
This statement implies by a standard argument in Floer theory that ∂F ◦ ∂F = 0.
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The topology of the manifolds in Theorem 46 and 48 is given by the so called Floer-
Gromov convergence that we define now.
Definition 49 ([25], A.9). Let Hs, H±, h± and c± be as in Definition 47. Suppose that
wν , ν ∈ N, is a sequence of trajectories with cascades all from c− to c+. We say that wν
Floer-Gromov converges to a broken trajectory with cascades from c− to c+
w = (wj)1≤j≤l, wj =

(xνk)1≤k≤mν , (t
ν
k)1≤k≤mν−1

if one of the following conditions holds:
1. If Hs is constant and AH(c−) = AH(c+), then all wν and wj are trajectories with
zero cascades, i.e. ordinary h-Morse flow lines. Here, we require that there exist
real numbers sνj such that w
ν(·+ sνj ) converges in the C∞loc-topology to wj.
2. If Hs is non-constant or AH(c−) < AH(c+), then all wν have at least one cascade.
Here, we require:
a) If wj ∈ C∞(R, crit
AH) is a trajectory with zero cascades, then there exists
a sequence of h-Morse flow lines yνj ∈ C∞(R, crit
AH) converging in C∞loc to
wj, a sequence of real numbers s
ν
j and a sequence of integers k
ν ∈ [1,mν ] such
that either lim
s→−∞
xνkν (s) = y
ν
j (s
ν
j ) or lim
s→∞
xνkν (s) = y
ν
j (s
ν
j ).
b) If wj is a trajectory with at least one cascade, we write
wj =

(xi,j)1≤i≤mj , (ti,j)1≤i≤mj−1

, mj ≥ 1.
We require that there exist surjective maps γν :

1,
l
p=1mp
→ [1,mν ], which
are monotone increasing, i.e. γν(λ1) ≤ γν(λ2) for λ1 ≤ λ2, and real numbers
sνλ for every λ ∈

1,
l
p=1mp

, such that
xνγν(λ)(·+ sνλ)→ xλ in C∞loc,
where xλ = xi,j is such that λ =
j
p=1mp + i. For λ ∈

1,
l
p=1mp − 1

, set
τλ =

ti,j, if λ =
j
p=1mp + i, 0 < i < mj + 1
∞, if λ =jp=1mp
and τ νλ =

tνγν(λ), if λ = max

λ′ ∈ 1,lp=1mp − 1 : γν(λ′) = γν(λ)
0 otherwise.
Now, we require that lim
ν→∞
τ νλ = τλ.
In the remainder of this subsection, we prove the L∞-bound on η for a solution of the
Rabinowitz-Floer equation (3) satisfying (21).
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Proposition 50. Assume that Hs, s ∈ [s−, s+], is a smooth family of defining Hamil-
tonians for exact contact hypersurfaces Σs ⊂ V . Then there exist constants ε > 0
and c < ∞ depending only on the set {Hs | s− ≤ s ≤ s+} and not on the particular
parametrization, such that for all solutions (v, η) of (20) the following implication holds:
||∇AHs(v, η)|| ≤ ε ⇒ |η| ≤ c · |AHs(v, η)|+ 1 .
Proof: The proof is organized in three steps.
Step 1 There exist δ > 0 and a constant cδ <∞ with the following property: For every
(v, η) ∈ L × R with v(t) ∈ U sδ := H−1s

(−δ, δ) for all t ∈ S1 holds
|η| ≤ 2 · |AHs(v, η)|+ cδ · ||∇AHs(v, η)||.
We start by choosing δ > 0 so small, such that for all s− ≤ s ≤ s+ and all x ∈ U sδ holds
λ(XHs(x)) ≥ 12 + δ. (possible, as λ

XHs(x)

= 1 for x ∈ H−1s (0))
We set cδ := max
s−≤s≤s+
2 · ||λ|Usδ ||∞ and calculate for v with im(v) ⊂ U sδ that
AHs(v, η) =  1
0
λ(v˙)− ηHs(v)dt

=
 1
0
λ(ηXHs)dt+
 1
0
λ(v˙ − ηXHs)dt−
 1
0
ηHs(v)dt

≥
η  1
0
λ(XHs)dt
−  1
0
λ(v˙ − ηXHs)dt
−  1
0
ηHs(v)dt

≥ |η| ·

1
2
+ δ

− cδ
2
||v˙ − ηXHs || − |η| · δ
≥ |η|
2
− cδ
2
∇AHs(v, η) .
Step 2 For each δ > 0 there exists ε = ε(δ) > 0 such that∇AHs(v, η) ≤ ε ⇒ v(t) ∈ U sδ ∀ t ∈ S1.
First assume that v ∈ L has the property that there exist t0, t1 ∈ S1 such that
|Hs(v(t0))| ≥ δ and |Hs(v(t1))| ≤ δ2 . We claim that∇AHs(v, η) ≥ δ
2κ
∀η ∈ R (23)
where κ := max
s−≤s≤s+
max
x∈U¯sδ ,t∈S1
||∇tHs(x)||,
with ∇t being the gradient of Hs with respect to gt = ω(·, Jt·), i.e. ∇tHs = JtXHs .
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We prove (23) with the following estimate:
∇AHs(v, η) ≥ 1
0
||v˙ − ηXHs(v)||2dt ≥
 1
0
||v˙ − ηXHs(v)||dt
≥
 t1
t0
||v˙ − ηXHs(v)||dt
≥ 1
κ
 t1
t0
||∇tHs(v)|| · ||v˙ − ηXHs(v)||dt
≥ 1
κ
 t1
t0
|g(∇tHs(v), v˙ − ηXHs(v)| dt
=
1
κ
 t1
t0
|g(∇tHs(v), v˙)| dt
=
1
κ
 t1
t0
|dHs(v˙)| dt
=
1
κ
 t1
t0
|∂tHs(v)| dt
≥ 1
κ
 t1
t0
∂tHs(v)dt

=
1
κ
|Hs(v(t1))−Hs(v(t0))|
≥ 1
κ
(|Hs(v(t1))| − |Hs(v(t0))|)
≥ δ
2κ
.
Now assume that for v holds v(t) ∈ V \ U sδ/2 for all t ∈ S1. Then, we estimate∇AHs(v, η) ≥  1
0
Hs(v) dt
 ≥ δ2 ∀ η ∈ R. (24)
From (23) and (24), step 2 follows with ε :=
δ
2 ·max{1, κ} .
Step 3 Proof of the proposition
Choose δ as in step 1, ε = ε(δ) as in step 2 and c = max{2, cδ · ε}. Assume that
||∇AHs(v, η)|| ≤ ε. Step 1 and 2 then imply that
|η| ≤ 2|AHs(v, η)|+ cδ||∇AHs(v, η)|| ≤ c
|AHs(v, η)|+ 1 .
Remark. The constants c and ε are precisely the constants in Theorem 44. The stated
independence from the parametrization is easily to be seen by the definitions of δ, cδ
and κ in the proof, which do involve only the fixed Hs and in particular no derivatives
in s. This implies that for an arbitrary path p : R → [s−, s+], we may choose for the
homotopy Hp(s) the same constants ε, c as for Hs.
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Corollary 51. Let Hs, s ∈ [s−, s+], be a homotopy of defining Hamiltonians, such that
c+
||H||∞
ε

||β′||∞||H˙||1 = d < 1. (21)
Let ω = (v, η) be an AHs-gradient trajectory such that for a, b ∈ R holds
lim
s→−∞
AHsw(s) = a, lim
s→+∞
AHsw(s) = b ∀ n ∈ N.
Let ε and c be as in Proposition 50 and set M := |a|+|b|+b−a
2
. Then, η is uniformly
bounded by
||η||∞ ≤ 1
1− d

c · (M + 1) + ||H||∞(b− a)
ε2

. (25)
Proof:
Step 1 We estimate the action AHs(w) and the energy E(w) by
E(w) ≤ b− a+ ||η||∞||β′||∞||H˙||1, (26)AHsw(s) ≤ M + ||η||∞||β′||∞||H˙||1. (27)
At first, we calculate the s-derivative of the action AHs as
d
ds
AHβ(s)(v, η)(s) = ∇AHs(v, η)(s)2 − η(s) · β′(s) 1
0

d
ds
H

β(s)
(v) dt. (28)
Then we have
E(w) =
 ∞
−∞
∇AHs(v, η)(s)2 ds
(28)
=
 ∞
−∞
d
ds
AHβ(s)(v, η)(s)ds+
 ∞
−∞
η(s) · β′(s)
 1
0

d
ds
H

β(s)
(v) dt ds
≤ b− a+
 1
0
 s+
s−
η(s) · β′(s) ·

d
ds
H

β(s)
(v) ds dt
≤ b− a+ ||η||∞||β′||∞||H˙||1,
where we used that d
ds
Hs ̸= 0 only for s− ≤ s ≤ s+. Next, we estimate the action by
(a)
AHs(w(σ)) =  σ−∞ ddsAHs(w(s)) ds+ lims→−∞AHsw(s)

(28)
≤ |a|+
 σ
−∞
∇AHs(v, η)(s)2 ds+  σ
−∞
||η||∞||β′||∞
 1
0
 ddsH
dtds
(b)
AHs(w(σ)) =  ∞
σ
d
ds
AHs(w(s))− lim
s→∞
AHsw(s)
≤ |b|+
 ∞
σ
∇AHs(v, η)(s)2 ds+  ∞
σ
||η||∞||β′||∞
 1
0
 ddsH
dtds
(a,b)⇒ AHs(w(σ)) ≤ 1
2

|a|+ |b|+ E(w) + ||η||∞||β′||∞||H˙||1

(26)⇒ AHs(w(σ)) ≤M + ||η||∞||β′||∞||H˙||1.
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Step 2 We prove that η is bounded.
For s ∈ R and ε as in Proposition 50, let τ(s) ≥ 0 be defined by
τ(s) := inf

τ ≥ 0
 ∇AHs(w(s+ τ)) < ε .
Then we have
τ(σ) =
 σ+τ(σ)
σ
1 ds ≤
 σ+τ(σ)
σ
1
ε2
∇AHs(w(s+ τ))2 ds ≤ E(w)
ε2
. (29)
Using Proposition 50, (26),(27) and (29), we can now calculate
|η(σ)| ≤ |η(σ + τ(σ))|+
 σ+τ(σ)
σ
 ddsη(s)
 ds
≤ c · AHσ+τ(σ)(v, η)+ 1+ τ(σ) · ||H||∞
≤ c · (M + 1) + c · ||η||∞||β′||∞||H˙||1 + E(w) · ||H||∞
ε2
≤ c · (M + 1) + ||H||∞(b− a)
ε2
+

c+
||H||∞
ε2

||η||∞||β′||∞||H˙||1.
As σ is arbitrary, we obtain
||η||∞ ≤ c · (M + 1) + ||H||∞(b− a)
ε2
+

c+
||H||∞
ε2

||η||∞||β′||∞||H˙||1.
Using the assumption (21), we conclude that
||η||∞ ≤ 1
1− d

c · (M + 1) + ||H||∞(b− a)
ε2

.
Corollary 52. Fix k > 1 and assume that the constant d from (21) is so small that
d(k + 1) < 1. Let (v±, η±) be critical points of AH± and suppose that there exists an
AHs-gradient trajectory (v, η) with lim
s→±∞
(v, η) = (v±, η±). Then:
(a)
If for (v−, η−) holds AH−(v−, η−) ≥ dk
1− d(k + 1) > 0, (30)
then it holds for (v+, η+) that AH+(v+, η+) ≥

1− 1
k

· AH−(v−, η−) > 0.
(b)
If for (v+, η+) holds AH+(v+, η+) ≤ −dk
1− d(k + 1) < 0, (31)
then it holds for (v−, η−) that AH−(v−, η−) ≤

1− 1
k

· AH+(v+, η+) < 0.
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Proof: We only prove (a), case (b) being completely analog. We first assume that the
absolute value of the action at the positive asymptotic satisfies the inequalityAH+(v+, η+) ≤ AH−(v−, η−). (32)
Using the notation from the proof of Corollary 51, we write a := AH−(v−, η−) and
b := AH+(v+, η+) and deduce
b− a = AH+(v+, η+)−AH−(v−, η−) ≤ 0
and M =
|a|+ |b|+ b− a
2
≤ |b| ≤ AH−(v−, η−).
Hence, we get from (25) and (30) the inequality
||η||∞ ≤ c
1− d(M + 1) ≤
c
1− d
AH−(v−, η−) + 1
≤ c
1− d

1 +
1− d(k + 1)
dk

AH−(v−, η−) = c
kd
· AH−(v−, η−).
This implies together with (21) and (26):
AH+(v+, η+)
(26)
≥ AH−(v−, η−)− ||η||∞||β′||∞||H˙||1
≥

1− c
kd
· ||β′||∞||H˙||1

AH−(v−, η−)
(21)
≥

1− 1
k

AH−(v−, η−).
This is the statement of the corollary under the additional assumption (32). Now assume
that (32) does not hold. To prove the corollary, it suffices to exclude the case
b = AH+(v+, η+) < −AH−(v−, η−) = −a < 0. (33)
We assume by contradiction that (33) holds. Then we obtain:
b− a < 0 and M = 0.
In particular, we get from (25) that ||η||∞ ≤ c
1− d . Hence, we can estimate
AH−(v−, η−)
(26)
≤ AH+(v+, η+) + ||η||∞||β′||∞||H˙||1
(33)
≤ −AH−(v−, η−) + c
1− d · ||β
′||∞||H˙||1
(21)
≤ −AH−(v−, η−) + d
1− d
k>1≤ −AH−(v−, η−) + dk
1− d(k + 1)
(30)
≤ 0.
But this implies that AH−(v−, η−) ≤ 0, which contradicts assumption (30). Hence, (33)
has to be wrong and Corollary 52 follows.
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3.2. Invariance and action filtration
The following theorems in this section will show that the Rabinowitz-Floer homology
does not depend on any auxiliary structures. To be more precise: It will turn out, that
RFH(H, h) only depends on the exact contact filling W of (Σ, ξ). As mentioned in the
introduction, we can hence write RFH(W,Σ) instead.
Additionally, we define the Rabinowitz-Floer homology RFH(a,b)(W,Σ) for an action
window (a, b). While RFH(a,b)(W,Σ) does depend on the contact form on Σ, we will
show that RFH(0
±,∞)(W,Σ) and RFH(−∞,0
±)(W,Σ) are in fact invariant under Liouville
isomorphisms and do therefore only depend on the exact contact filling W . The same
holds true for the growth-rates Γ±(W,Σ), defined later in this section.
We start with the most basic invariance theorem:
Theorem 53 (Frauenfelder & Cieliebak,[14]).
RFH(H, h) is independent of the almost complex structure J , the Morse function h and
the metric gh. Moreover, if Hs, s ∈ [s−, s+], is a homotopy of defining Hamiltonians of
contact hypersurfaces Σs ⊂ V , then RFH(H−, h−) and RFH(H+, h+) are canonically
isomorphic.
Proof: The proof uses the usual arguments in Floer theory (see [25], Thm. A17). We
show only the invariance of RFH(Hs) under homotopies of defining Hamiltonians, as
it involves some non-standard technical difficulties due to compactness. However, our
proof should enable the reader to prove the invariance for J, h and gh in the same manner
by considering generic homotopies Js, hs and ghs .
Step 0
Without loss of generality, we assume that s− = 0 and s+ = 1. If not, replace Hs by
H˜s := Hs−+(s+−s−)s).
Step 1
Let ε > 0 and c > 0 be the constants for the homotopy Hs given by Proposition 50. At
first assume that Hs satisfies the inequality
c+
||H||∞
ε

· ||β′||∞||H˙||∞ ≤ 1
8
. (34)
Here, Hs is extended to R as Hs := Hβ(s) as discussed before. The norm ||H˙||∞ is
defined as ||H˙||∞ := max | ddsHs(x)|. Note that ||H˙||1 ≤ ||H˙||∞ · (s+ − s−) = ||H˙||∞
here, so that (34) implies (21) with d ≤ 1
8
. Write again lim
s→−∞
Hs = H0 =: H− and
lim
s→+∞
Hs = H1 =: H+ and pick Morse-functions h± on the critical manifolds crit
AH±.
For two critical points c± ∈ crit(h±) we consider the moduli space M(c−, c+) of trajec-
tories with cascades, where exactly one cascade consists of an AHs-gradient trajectory,
while all other cascades are either AH−- or AH+-gradient trajectories. It follows from a
parametric version of the Global Transversality Theorem 38 that M(c−, c+) is a manifold
and it follows from the Compactness Theorem 44 that its zero-dimensional componentM0(c−, c+) is a finite set.
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We define a linear map ϕ : RFC(H+, h+)→ RFC(H−, h−) as the linear extension of
ϕ(c+) :=

c−∈crit(h−)
#2M0(c−, c+) · c−, c+ ∈ crit(h+). (35)
Claim: The sum on the right hand side satisfies the finiteness condition (4).
Proof : Condition (34) on Hs, i.e. d =
1
8
, guarantees that Corollary 52 can be applied
with k = 2. Hence M0(c−, c+) ̸= ∅ implies
• AH−(c−) ≤ max2AH+(c+), 2d
1−3d

if AH+(c+) > − 2d
1−3d
• AH−(c−) ≤ 1
2
AH+(c+) otherwise.
The action of all c− on the right hand side is therefore bounded from above in terms
of AH+(c+). Condition (4) follows therefore from the fact that the action spectrum of
AH− is closed and discrete (Theorem 23). □
Using again the Compactness Theorem 44, it follows by standard arguments in Floer
theory (i.e. glueing, see [46] and [25]) that
∂− ◦ ϕ = ϕ ◦ ∂+
so that ϕ induces a well-defined homomorphism on Floer homologies
Φ : RFH(H+, h+)→ RFH(H−, h−).
The inverse homotopy H¯s := H1−s yields a homomorphism
Ψ : RFH(H−, h−)→ RFH(H+, h+).
For R ≥ 1, we define the concatenation of Hs and H¯s by the formula
Ks := Hs#RH¯s =

Hs+R s ≤ 0
H¯s−R s ≥ 0
which yields a homotopy Ks from H− via H+ back to H−. Note that Ks is non-constant
only for −R ≤ s ≤ 1−R and R− 1 ≤ s ≤ R. From (34) and Proposition 50 follows
c+
||K||∞
ε2

· ||β′||∞||K˙||1 < 1
4
.
Note that we can use the same constants ε and c as for Hs and H¯s as they depend by
Proposition 50 only on the set {Hs} = {Ks}. Using again the Corollaries 51 and 52 and
the standard gluing argument, we see that the composition
Φ ◦Ψ : RFH(H−, h−)→ RFH(H−, h−)
is given by counting gradient flow lines of AKs (see again [46]).
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Now, for r ∈ [0, 1] consider the homotopies of homotopies
Hrs := Hr·s and H¯
r
s := H¯r·s and K
r
s = H
r
s#rH¯
r
s .
Then for each r ∈ [0, 1], the following estimate still continues to hold:
c+
||Kr||∞
ε2

· ||β′||∞||K˙r||1 < 1
4
.
Moreover, we have that K0s = H− does not depend on s any more and therefore induces
the identity on RFH(H−, h−). It follows that
Φ ◦Ψ = identity on RFH(H−, h−)
and similarly Ψ ◦ Φ = identity on RFH(H+, h+).
Thus, Φ is an isomorphism between RFH(H+, h+) and RFH(H−, h−). This finishes
the proof under the additional assumption (34).
Step 2
Now consider a general homotopy Hs, so that (34) is not necessarily satisfied. Then we
define for any N ∈ N and 0 ≤ j ≤ N − 1 the slower homotopies
HN,js := H(j+s)/N for 0 ≤ s ≤ 1 and HN,js := HN,jβ(s) for s ∈ R. (36)
We see that ||HN,j||∞ ≤ ||H||∞ and ||H˙N,j||∞ ≤ 1N ||H˙||∞. Hence, we may choose N ∈ N
so large, such that for each 0 ≤ j ≤ N − 1 holds
c+
||HN,j||∞
ε

· ||β′||∞||H˙N,j||∞ ≤ 1
8
.
Write Hj := H
N,j
0 = H
N,j−1
1 for the ends of the slow homotopies and choose Morse
functions hj for crit
AHj. Then, step 1 yields for 0 ≤ j ≤ N − 1 isomorphisms
Φj : RFH(Hj, hj)→ RFH(Hj+1, hj+1).
The composition of these isomorphisms then shows that RFH(H0, h0) = RFH(H−, h−)
and RFH(HN , hN) = RFH(H+, h+) are isomorphic.
The action AH induces an R-filtration on the chain complex RFC(H, h). This allows
us to define for −∞ ≤ a ≤ b ≤ ∞, a, b ̸∈ spec(Σ, α) the following truncated chain
complexes3:
RFC<b(H, h) :=
 
crit(h)
ξc · c
 ξc = 0 if AH(c) ≥ b,
RFC(a,b)(H, h) := RFC
<b(H, h)

RFC<a(H, h) .
Note that RFC<∞(H, h) is the original chain complex RFC(H, h).
3For variations on this definition, including a, b ∈ spec(Σ, α) see Section 6.3.
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For a ≤ b ≤ c, we have the following natural short exact sequence of chain complexes:
0→ RFC(a,b)(H, h) i↩→ RFC(a,c)(H, h) π↠ RFC(b,c)(H, h)→ 0. (37)
As ∂F reduces the action, it descends to the truncated chain complexes, yielding the
truncated homology groups
RFH<b(H, h) and RFH(a,b)(H, h).
For ε > 0 smaller then the smallest period of a closed Reeb orbit on Σ we define
RFH(0
±,∞)(H, h) := RFH(±ε,∞)(H, h)
RFH(−∞,0
±)(H, h) := RFH(−∞,±ε)(H, h).
The short exact sequence (37) gives the following long exact sequence in homology:
→ RFH(b,c)(H, h)→ RFH(a,b)(H, h) i∗→ RFH(a,c)(H, h) π∗→ RFH(b,c)(H, h)→ (38)
If there is no closed Reeb orbit with period in (a, b), then this long exact sequence
shows that RFH(b,c)(H, h) and RFH(a,c)(H, h) are isomorphic. This proves that the
above definition of RFH(0
±,∞)(H, h) and RFH(−∞,0
±)(H, h) is independent from ε, if ε
is small enough.
The maps π∗ and i∗ give RFH(a,b) the structure of a bidirected system. In Theorem 81,
we show that
RFH<b(H, h) ∼= lim←−
a
RFH(a,b)(H, h) as a→ −∞
and RFH(H, h) ∼= lim−→
b
RFH<b(H, h) as b→∞.
The truncated homology groups are independent of J , h and gh. However, they do
depend on the chosen contact form and are therefore in general not invariant under
homotopies Hs, except for the groups RFH
(0±,∞)(H, h) and RFH(−∞,0
±)(H, h), as we
shall see below. For an arbitrary action window we have only the following result.
Corollary 54. Let a, b ∈ (R ∪ {−∞,∞}) \ spec (Σ, λ). If H+ and H− are two defining
Hamiltonians for Σ, then RFH(a,b)(H+, h+) and RFH
(a,b)(H−, h−) are isomorphic.
Proof: The proof is based on the following idea. If the action spectrum AHs is fixed,
we can split the homotopy Hs in slower homotopies H
N,j
s which allow us to deduce from
Corollary 52 that no AHN,js -gradient trajectory can cross the action boundaries a and b.
To start, recall that the space of defining Hamiltonians for Σ is convex (Proposition
11). Hence, we can find a homotopy Hs, 0 ≤ s ≤ 1, between H− and H+, where all
Hs are defining Hamiltonians for Σ. For N ∈ N, we split Hs as in (36) into the slower
homotopies
HN,js := H(j+s)/N for 0 ≤ s ≤ 1 and HN,js := HN,jβ(s) for s ∈ R.
Write again Hj = H
N,j
0 = H
N,j−1
1 for the ends of these homotopies. Note that crit
AHj
does not depend on Hj but only on Σ as it is for every j the set of all closed Reeb-orbits
on Σ. It follows that the action spectrum is spec (Σ, λ) for all j.
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As a, b ̸∈ spec (Σ, λ), we can choose k > 1 so large such that for any w ∈ critAHj =
crit
AH with a < AHj(w) < b holds
a <
k − 1
k
· AHj(w) < b and a < k
k − 1 · A
Hj(w) < b ∀ 0 ≤ j ≤ N. (∗)
Then we may choose N so large, such that
d :=

c+
||HN,j||∞
ε2

· ||β′||∞ · ||H˙N,j||∞
is so small, that kd/(1 − kd − d) is smaller then the minimal period of a closed Reeb
orbit on Σ. Consider (v+, η+) ∈ RFC(Hj+1), (v−, η−) ∈ RFC(Hj) and assume
that there exists an AHN,js -gradient trajectory connecting them. Assume further that
AHj+1(v+, η+) < b. Corollary 52 then implies that
• if AHj+1(v+, η+) > 0, then AHj(v−, η−) ≤ k
k−1 · AHj+1(v+, η+) and due to (∗)
therefore AHj(v−, η−) < b,
• if AHj+1(v+, η+) < 0, then AHj(v−, η−) ≤ k−1
k
· AHj+1(v+, η+) and again with (∗)
that AHj(v−, η−) < b,
• if AHj+1(v+, η+) = 0, then AHj(v−, η−) ≤ 0 = AHj+1(v+, η+) < b, as otherwise
Corollary 52(a) would imply that AHj+1(v+, η+) is positive.
We obtain an analog result for a instead of b. Let ϕj : RFC(Hj+1) → RFC(Hj) be
defined as in (35) by counting solutions of the s-dependent Rabinowitz-Floer equation.
The above estimates then show that the ϕj descend to well-defined maps
ϕj : RFC(a,b)(Hj+1)→ RFC(a,b)(Hj),
which induce, as in the untruncated case, isomorphisms in homology
Φj : RFH(a,b)(Hj+1)→ RFH(a,b)(Hj).
The composition of the Φj then yields RFH(a,b)(H+) ∼= RFH(a,b)(H−).
In the definition of the Rabinowitz-Floer homology we assumed that the ambient mani-
fold V is the completion of a Liouville domain. For a Liouville domainW with ∂W = Σ,
we can always set V := Wˆ . The following theorem shows that the Rabinowitz-Floer ho-
mology actually only “sees” this completion. This means that we get the same homology
if we take larger ambient manifolds V ⊃ Wˆ .
Theorem 55 (Cieliebak, Frauenfelder & Oancea,[16]).
The Rabinowitz-Floer homology RFH(W,Σ) does not depend on the ambient manifold
(V, λ), but only on the compact Liouville domain (W,λ|W ) bounded by Σ.
Proof: As (V, λ) is the completion of a Liouville domain, the Liouville vector field Xλ
is complete. Its flow defines therefore a symplectic embedding i : Σ × R ↩→ V of the
symplectization of (Σ, α) such that i∗λ = er · α (see Discussion 5).
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Pick a cylindrical almost complex structure JΣ on Σ × R. By Gromov’s Monotonicity
Lemma (see [49], Prop. 4.3.1 and [42], Lem. 1), there exists an ε > 0 such that JΣ-
holomorphic curves in Σ×R which meet the level Σ× {log 3} and exit Σ× [log 2, log 4]
have symplectic area at least ε. Rescaling by R > 1, it follows that JΣ-holomorphic
curves which meet the level Σ × {log 3R} and exit the set Σ × [log 2R, log 4R] have
symplectic area at least Rε.
Now fix a defining Hamiltonian H for Σ. Then there exists a constant c > 0 such
that H is constant outside W ∪ iΣ × (−∞, c). For any logR > c pick an admissible
almost complex structures J on (V, λ) such that i∗J = JΣ over Σ × [log 2R, log 4R].
Assume that (v, η) is an AH-gradient trajectory with asymptotics (v±, η±) ∈ critAH
such that v meets the level i(Σ×{log 3R}). As the v± are contained in Σ = i(Σ×{0}),
v exits the set i(Σ × [log 2R, log 4R]). Let U ⊂ R × S1 be a connected component of
v−1

i(Σ× [log 2R, log 4R]). As XH vanishes over i(Σ× [log 2R, log 4R]), it follows that
v has over U a symplectic area of at least Rε. This allows us to estimate
AH(v+, η+)−AH(v−, η−) =
 ∞
−∞
∇AH(v, η)(s)2 ds ≥ 
U
 ddsv
2 dsdt = 
U
v∗dλ ≥ Rε.
Thus, v can leaveW∪i(σ×(−∞, log 2R)) only if the action difference of its asymptotics is
greater or equal to Rε. By choosing R large enough, we find hence that the moduli spaceM(c−, c+) involves only AH-gradient trajectories which are contained in the completion
(Wˆ , λˆ). This shows that RFH(a,b)(V,Σ) can be computed using only the completion
(Wˆ , λˆ) and is therefore independent from the ambient manifold.
Since RFH(V,Σ) = lim
b→∞
lim
−∞←a
RFH(a,b)(V,Σ) by Theorem 81, the independence carries
over to the full Rabinowitz-Floer homology.
Corollary 56. The Rabinowitz-Floer homology RFH(W,Σ) is invariant under Liouville
isomorphisms. It is thus an invariant of the exact contact filling (W,Σ, ξ).
Proof: At first, we consider only the trivial Liouville isomorphism of (W,λ) with it-
self. Fix any defining Hamiltonian H0 for Σ and a Morse function h0 for crit
AH0. Let
f ∈ C∞(Σ) be an arbitrary smooth function and consider the exact contact hypersur-
face Σf := {(y, f(y)) | y ∈ Σ} in Wˆ . Fix a defining Hamiltonian H1 for Σf and a Morse
function h1 for crit
AH1.
Due to Proposition 11, there exists a homotopy of defining Hamiltonians Hs, 0 ≤ s ≤ 1
between H0 and H1. It follows from Theorem 53 that RFH(H0, h0) and RFH(H1, h1)
are isomorphic. Thus, the Rabinowitz-Floer homology is invariant under trivial Liouville
isomorphisms.
Now consider any Liouville isomorphism φ : (W0,Σ0, λ0) → (W1,Σ1, λ1). Fix any
defining Hamiltonians H0, H1 for Σ0,Σ1 and Morse functions h0, h1 for crit
AH0 and
crit
AH1. It follows from Proposition 8 that there exists an R > 0 such that on
Σ0 × [R,∞) holds φ∗λˆ2 = λˆ1 and φ is of the form
φ(y, r) =

ψ(y), r − f(y),
where ψ : Σ0 → Σ1 is a contact isomorphism satisfying ψ∗α1 = ef · α0 for f ∈ C∞(Σ0).
The image φ(Σ0 × {R}) ⊂ Wˆ1 is hence the hypersurface ΣR−f1 .
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Pick a defining Hamiltonian H for ΣR−f1 and a Morse function h for crit
AH. It follows
from the discussion above, that RFH(H, h) and RFH(H1, h1) are isomorphic. Let
φ∗H := H ◦ φ and φ∗h = h ◦ φ be the pullbacks. As φ is a global symplectomorphism,
we find that φ∗H is a defining Hamiltonian for Σ0 × {R}.
For any generic almost complex structure J1 on Wˆ1, we choose the almost complex
structure J0 on Wˆ0 to be
J0 = φ
∗J1 := Dφ−1 ◦ J1 ◦Dφ.
Analogously, let g0 = φ
∗g1, be the pullback of a generic metric on crit
AH1. Then, we
find that φ∗h is a Morse function on crit
Aφ∗H and all trajectories with cascades of
(φ∗H,φ∗h) are in one-to-one correspondence to the trajectories with cascades of (H, h).
Therefore, we have that RFH(H, h) and RFH(φ∗H,φ∗h) are isomorphic.
A discussion similar to the one above shows that RFH(H0, h0) and RFH(φ
∗H,φ∗h) are
also isomorphic. Combining the 3 isomorphisms gives RFH(H0, h0) ∼= RFH(H1, h1).
Definition 57. Let (W,Σ, λ) be a Liouville domain and let f : R → R be a strictly
increasing function with lim
x→∞
f(x) = ∞. Hence, f is invertible and lim
x→∞
f−1(x) = ∞.
For a > 0, let d+(Σ, a) be the Z2-dimension of the image i∗

RFH(0,a)(W,Σ)

in
RFH(0,∞)(W,Σ) and let d−(Σ, a) be the Z2-dimension of π∗

RFH(−∞,0)(W,Σ)

in
RFH(−a,0)(W,Σ). Clearly d+(Σ, a) and d−(Σ, a) are increasing functions in a. We
define the positive/negative growth rates of class f of a Liouville domain (W,Σ, λ) by
Γ±(W,Σ, f) := lim
a→∞

f−1 ◦ log d±(Σ, a)
log(a)
∈ {−∞} ∪ [0,∞].
Remark. For f = id, we say that Γ±(W,Σ, id) is the polynomial growth, for f = log
the logarithmic, for f = ex the exponential growth.
Corollary 58. Let (W,Σ, λ) be a Liouville domain. The following growth rates and
truncated groups are invariant under Liouville isomorphisms
RFH(−∞,0
±)(W,Σ), RFH(0
±,∞)(W,Σ) and Γ±(W,Σ, f).
Remark. As mentioned above, the truncated Rabinowitz-Floer groups RFH(a,b)(W,Σ)
are in general not invariant under Liouville isomorphisms. This is easy to see, simply
rescale Σ, i.e. consider in the symplectization Σ× {R} ↩→ Wˆ for R ̸= 1.
Proof:
Step 1: Invariance of RFH(−∞,0
±)(W,Σ) and RFH(0
±,∞)(W,Σ)
Following the same arguments as the previous corollary, it suffices to show invariance
under homotopies of defining Hamiltonians. Let Hs, 0 ≤ s ≤ 1, be a homotopy of
Hamiltonians which are defining for exact contact hypersurfaces Σs := H
−1
s (0). For any
N ∈ N, we may split Hs again as is (36) into slower homotopies
HN,js := H(j+s)/N for 0 ≤ s ≤ 1 and HN,js := HN,jβ(s) for s ∈ R
and we write as before Hj = H
N,j
0 = H
N,j−1
1 for the ends of the homotopies H
N,j
s .
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Fix an k > 1. Then we can choose N so large, such that
d :=

c+
||HN,j||∞
ε2

· ||β′||∞ · ||H˙N,j||∞
becomes so small that kd/(1 − kd − d) is smaller then the smallest (positive) minimal
period of a closed Reeb orbit on any Σs.
Note that we cannot require that closed Reeb orbits stay in a fixed action window as
in (∗) in Corollary 54, since spec(Σs, λ) is no longer independent from s, except for the
common spectral value 0.
Let (v+, η+) ∈ RFC(Hj+1), (v−, η−) ∈ RFC(Hj) and assume that there exists an
AHN,js -gradient trajectory connecting them. For any a > 0 we find that our choice of
kd/(1− kd− d) together with Corollary 52 implies that if
(1) AH+(v+, η+) < a, then AH−(v−, η−) < k
k−1 · a,
(2) AH+(v+, η+) < − k
k−1 · a, then AH−(v−, η−) < −a,
(3) AH+(v+, η+) ≤ 0, then AH−(v−, η−) ≤ 0.
Let ϕj : RFC(Hj+1) → RFC(Hj) be defined as in (35) by counting solutions of the
s-dependent Rabinowitz-Floer equation. Abbreviating C := k
k−1 , the statements (1)-(3)
show that the ϕj descend to well-defined maps
ϕj : RFC(0
±,a)(Hj+1)→ RFC(0±,Ca)(Hj)
ϕj : RFC(−Ca,0
±)(Hj+1)→ RFC(−a,0±)(Hj),
which then induce maps in homology
Φj : RFH(0
±,a)(Hj+1)→ RFH(0±,Ca)(Hj)
Φj : RFH(−Ca,0
±)(Hj+1)→ RFH(−a,0±)(Hj).
(39)
Considering the inverse homotopy Hs := H1−s yields maps
Ψj : RFH(0
±,a)(Hj)→ RFH(0±,Ca)(Hj+1)
Ψj : RFH(−Ca,0
±)(Hj)→ RFH(−a,0±)(Hj+1).
(40)
The compositions maps
Ψj ◦ Φj : RFH(0±,a)(Hj+1)→ RFH(0±,C2·a)(Hj+1)
Ψj ◦ Φj : RFH(−C2a,0±)(Hj+1)→ RFH(−a,0±)(Hj+1)
are just the truncation maps from the long exact sequence (38) induced by the inclusion
RFC(0
±,a) ↩→ RFC(0±,C2·a) and the projection RFC(−C2·a,0±) ↠ RFC(−a,0±). This holds
true as the untruncated maps Ψj ◦ Φj are isomorphisms. With a =∞, we find that
Φj : RFH(0
±,∞)(Hj+1)→ RFH(0±,∞)(Hj)
Φj : RFH(−∞,0
±)(Hj+1)→ RFH(−∞,0±)(Hj)
are isomorphisms, as Φj ◦ Ψj and Ψj ◦ Φj are isomorphisms. Combining all Φj yields
RFH(0
±,∞)(H0) ∼= RFH(0±,∞)(H1) and RFH(−∞,0±)(H0) ∼= RFH(−∞,0±)(H1).
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Step 2: Invariance of Γ±(W,Σ, f)
For any a <∞, we find that the composition of all Φj resp. all Ψj yields maps
Φ+ : RFH(0,a)(H1)→ RFH(0,D·a)(H0)
Φ− : RFH(−D·a,0)(H1)→ RFH(−a,0)(H0)
Ψ+ : RFH(0,a)(H0)→ RFH(0,D·a)(H1)
Ψ− : RFH(−D·a,0)(H0)→ RFH(−a,0)(H1),
with D := CN = ( k
k−1)
N . Their compositions yield again natural truncation maps:
Ψ+ ◦ Φ+ : RFH(0,a)(H1)→ RFH(0,D2·a)(H1),
Ψ− ◦ Φ− : RFH(−D2·a,0)(H1)→ RFH(−a,0)(H1).
Therefore, we get the following ladder-shaped diagrams:
. . . . . .
RFH(0,D
4·a)(H0)
OO
// RFH(0,D
5·a)(H1)
jj OO
RFH(0,D
2·a)(H0)
OO
// RFH(0,D
3·a)(H1)
ii OO
RFH(0, a)(H0)
OO
// RFH(0,Da)(H1)
ii OO
. . .
 **
. . .

RFH(−D
4·a,0)(H0)
 ))
RFH(−D
5·a,0)(H1)oo

RFH(−D
2·a,0)(H0)
 ))
RFH(−D
3·a,0)(H1)oo

RFH(−a,0)(H0) RFH(−Da,0)(H1).oo
They imply the following chain of inequalities:
d±(H0, a) ≤ d±(H1, Da) ≤ d±(H0, D2a) ≤ . . .
Now assume that RFH(0,∞)(H0) and RFH(−∞,0)(H0) are infinite dimensional. As these
are obtained by direct/inverse limits, this implies that d±(H0, a)→∞ as a→∞, which
yields in particular
lim
a→∞
log(D)
f−1(log(d±(H0, a)))
= 0.
With this result, we obtain
1
Γ±(H0, f)
= lim
a→∞
log(a)
f−1(log(d±(H0, a)))
= lim
a→∞
log(Da)
f−1(log(d±(H0, a)))
≥ lim
a→∞
log(Da)
f−1(log(d±(H1, Da)))
=
1
Γ±(H1, f)
.
The same argument works in the opposite direction, so that we get altogether
Γ±(H0, f) = Γ±(H1, f). In the remaining case, where RFH(0,∞)(H0) or RFH(−∞,0)(H0)
are finite dimensional, the growth rate is either zero, if 0 < dimRFH(0,∞)(H0) <∞, or
−∞, if 0 = dimRFH(0,∞)(H0).
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3.3. The Conley-Zehnder index
To obtain more information about its structure, we endow the Rabinowitz-Floer ho-
mology in the next section with a Z-grading via the Conley-Zehnder index µCZ , just
as in regular Floer homology. To define µCZ , let Sp(2n) denote the group of 2n × 2n
symplectic matrices. In [18], Conley and Zehnder introduced a Maslov type index for
paths Ψ : [0, 1] → Sp(2n). Their index assigns an integer µCZ(Ψ) to every path Ψ,
provided that Ψ(0) = 1 and det(1−Ψ(1)) ̸= 0. Later, Robbin and Salamon gave in [43]
a different definition, thus extending µCZ to arbitrary paths. It goes as follows:
Any smooth path Ψ : [a, b] → Sp(2n) can be expressed as a solution of an ordinary
differential equation
Ψ˙(t) = J0S(t)Ψ(t), Ψ(a) ∈ Sp(2n),
where t → S(t) = S(t)T is a smooth path of symmetric matrices and J0 the standard
almost complex structure. A time t ∈ [a, b] is called a crossing if det(1−Ψ(t)) = 0. The
crossing form at a crossing t is a quadratic form Γ(Ψ, t) defined for ξ0 ∈ ker(1 − Ψ(t))
by the formula4
Γ(Ψ, t)ξ0 = ⟨ξ0, S(t)ξ0⟩. (∗)
A crossing t is called regular, if Γ(Ψ, t) is non-degenerate. Regular crossings are isolated.
For a path Ψ with only regular crossings, the Conley-Zehnder index is defined by
µCZ(Ψ; a, b) :=
1
2
sign Γ(Ψ, a) +

a<t<b
sign Γ(Ψ, t) +
1
2
sign Γ(Ψ, b), (41)
where the sum runs over all crossings t ∈ (a, b). Here, signA denotes the signature of A,
i.e. the number of positive eigenvalues minus the number of negative eigenvalues. Note
that Γ(Ψ, a) = 0 or Γ(Ψ, b) = 0 if a or b are not crossings. To ease notation, we will
often omit one or both boundaries if they are clear from the context.
The index µCZ has (among others) the following properties:
(Naturality) For any path Φ : [a, b]→ Sp(2n) holds µCZ(ΦΨΦ−1) = µCZ(Ψ)
(Homotopy) µCZ(Ψs) is constant in s for any homotopy Ψs with fixed endpoints
(Product) If Sp(2n) ⊕ Sp(2n′) is identified with a subgroup of Sp(2(n + n′))
in the obvious way, then µCZ(Ψ⊕Ψ′) = µCZ(Ψ) + µCZ(Ψ′).
The homotopy property allows us to define µCZ(Ψ; a, b) also for paths with non-regular
crossings, provided its ends a and b are regular crossings or no crossings. Just perturb
Ψ through a homotopy Ψs, 0 ≤ s ≤ 1 to a path Ψ1 with only regular crossings and set
µCZ(Ψ; a, b) := µCZ(Ψ1; a, b).
Next, we calculate the indices µCZ(Ψ) of some explicit paths.
4Actually, (∗) cannot be found in [43]. However, it follows from their Rem. 5.4 together with their
Thm. 1.1(2) applied to the Lagrangian frame (Id,Ψ)T for Graph(Ψ).
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Lemma 59. Let Ψ1,Ψ2,Ψ3 : [0, T ]→ Sp(2) be the following paths:
Ψ1(t) = e
it, Ψ2(t) = e
−it, Ψ3(t) =

eρ(t) 0
0 e−ρ(t)

, ρ ∈ C1(R).
Then, their Conley-Zehnder indices are given as follows:
µCZ(Ψ1) =

T
2π

+

T
2π

=

T
π
if T ∈ 2πZ
2

T
2π

+ 1 otherwise,
µCZ(Ψ2) =
−T
2π

+
−T
2π

= −µCZ(Ψ1),
µCZ(Ψ3) = 0.
Proof: We note that Ψ1(t) is represented by the real matrix
Ψ1(t) =

cos t − sin t
sin t cos t

with i =0 −1
1 0

= J0.
Hence we calculate that
Ψ˙1(t) =
− sin t − cos t
cos t − sin t

= J0 ◦ S1(t) ◦Ψ1(t),
where S1(t) =

1 0
0 1

. The crossings are exactly the set 2πZ∩ [0, T ] and the crossing form
is always Γ(Ψ1, t) =

1 0
0 1

having signature 2. Hence
µCZ(Ψ1) =

1 + 2

T
2π

if T ̸∈ 2πZ
1 + 2

T
2π
− 1 = T
π
if T ∈ 2πZ.
The formula for Ψ2 is completely analog with S2(t) = −

1 0
0 1

. For Ψ3 we calculate
Ψ˙3(t) =

ρ˙(t)eρ(t) 0
0 −ρ˙(t)e−ρ(t)

=

0 −1
1 0

0 −ρ˙(t)
−ρ˙(t) 0

eρ(t) 0
0 e−ρ(t)

and hence S3(t) = −
 0 ρ˙(t)
ρ˙(t) 0

. But this matrix has signature 0 as its eigenvalues are
±ρ˙(t). It follows that sign Γ(Ψ3, t) = 0 for every crossing t and thus µCZ(Ψ3) = 0.
In [47], Salamon and Zehnder introduced yet another approach to µCZ . They showed
that there is a continuous extension ρ : Sp(2n) → S1 of the determinant map
det : U(n) = Sp(2n) ∩ O(2n) → S1, which is unique when one requires some addi-
tional properties. Moreover, they showed that the space Sp(2n)∗ of symplectic matrices
not having 1 as eigenvalue has two connected components which are semi-simple con-
nected in Sp(2n).
Now, any path Ψ : [0, T ] → Sp(2n) with Ψ(0) = 1 and Ψ(T ) ∈ Sp(2n)∗ admits a ho-
motopic unique extension Ψ : [0, T + 1]→ Sp(2n) such that Ψ|[T,T+1] connects Ψ(T ) in
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Sp(2n)∗ to one of the matrices W+ = −1 or W− = diag(2,−1, ... ,−1, 1/2,−1, ... ,−1).
To define µCZ(Ψ), choose a lift α : [0, T + 1]→ R of ρ ◦Ψ : [0, T + 1]→ S1 and set
µCZ(Ψ; 0, T ) = µCZ(Ψ, T ) :=
α(T + 1)− α(0)
π
.
That both definitions of µCZ(Ψ) coincide for paths Ψ with Ψ(0) = 1 and Ψ(T ) ∈ Sp(2n)∗
is shown in [43]. The advantage of the second approach is that it allows us to define the
mean index ∆(Ψ, T ) of a path Ψ : [0, T ]→ Sp(2n) as
∆(Ψ, T ) :=
α(T )− α(0)
π
.
Note that ∆(Ψ, T ) is in general not an integer and that the definition of ∆(Ψ, T ) does
not require that Ψ(T ) ∈ Sp(2n)∗.
The mean index allows us to estimate µCZ for iterated paths.
Lemma 60 (Iterations formula). Assume that Ψ : [0, T ]→ Sp(2n), Ψ(0) = 1 is an
iterated path, i.e. it holds that S(t + τ) = S(t) for some τ ∈ R and Ψ˙(t) = J0S(t)Ψ(t)
as above. Equivalently, we could require that
Ψ(kτ + t) = Ψ(t)Ψ(τ)k, for any k ∈ Z.
Under these conditions, we have that
µCZ(Ψ, kτ) = k ·∆(Ψ, τ) +R with |R| ≤ 2n.
Proof: Without loss of generality, we assume that Ψ has only regular crossings and
that (kτ, kτ + t] contains no crossings for t small enough. We define for Ψ(T ) ∈ Sp(2n)∗
r(Ψ, T ) := µCZ(Ψ, T )−∆(Ψ, T ).
Note that r is continuous on (kτ, kτ + t], as µCZ(Ψ, T ) is constant for T ∈ (kτ, kτ + t]
and ∆(Ψ, T ) is continuous in T . Moreover, it follows from (41) that
µCZ(Ψ, kτ) = µCZ(Ψ, kτ + t)− 1
2
Γ(Ψ, kτ)
= ∆(Ψ, kτ + t) + r(Ψ, kτ + t)− 1
2
Γ(Ψ, kτ)
= ∆(Ψ, kτ) + lim
t↘0
r(Ψ, kτ + t)− 1
2
Γ(Ψ, kτ).
It is shown in [47], Lem. 3.4, that |r(Ψ, kτ+ t)| < n. That ∆(Ψ, kτ) = k ·∆(Ψ, τ) follows
from the fact that ∆(Ψ, kτ) is the winding number of the path ρ ◦Ψ|[0,kτ ], which is the
k-fold iteration of the path ρ ◦Ψ|[0,τ ]. As Γ(Ψ, kτ) is the signature of an m×m matrix
with m ≤ 2n, we have also |Γ(Ψ, kτ)| ≤ 2n. Hence, it follows that
µCZ(Ψ, kτ) = k ·∆(Ψ, τ) +R,
where |R| =
limt↘0 r(Ψ, kτ + t)− 12Γ(Ψ, kτ)
 ≤ n+ n = 2n.
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3.4. A Z-grading for RFH
Now, we associate to each contractible periodic Reeb trajectory v a Conley-Zehnder
index µCZ(v), which allows us to define a Z-grading for Rabinowitz-Floer homology. For
simplicity, let us make the following assumptions:
(A) The map i∗ : π1(Σ)→ π1(W ) induced by the inclusion is injective.
(B) The integral Ic1 : π2(W )→ Z of the first Chern class c1(TW ) vanishes on spheres.
Remark.
• Assumption (A) is automatically satisfied if Σ is simply connected.
• One can associate a Conley-Zehnder index to every closed Reeb trajectory v, but it
will depend on the trivialization of v∗ξ. In order to fix the trivialization, we restrict
ourself to contractible trajectories. These have, due to (B), a unique Conley-
Zehnder index (see below). Note that the two ends of a solution of the Rabinowitz-
Floer equation are either both contractible or not. Hence, the contractible closed
Reeb trajectories generate a subcomplex of RFC(W,Σ). Its homology is by abuse
of notation also denoted by RFH(W,Σ). If Σ is simply connected this version of
Rabinowitz-Floer homology coincides with the original one.
To obtain the (transversal) Conley-Zehnder index of a closed contractible Reeb trajectory
v choose a map u from the unit disc D ⊂ C to Σ such that u(e2πit) = v(t). The existence
of such maps is guaranteed by assumption (A). Now choose a symplectic trivialization
Φ : D × R2n−2 → u∗ξ of the pullback bundle (u∗ξ, u∗dα). Such trivializations exist and
are homotopically unique as D is contractible. The linearization of the Reeb flow ψt
along v with respect to Φ defines a path Ψ in the group Sp(2n− 2) starting at 1 by
Ψ(t) := Φ(v(t))−1 ◦ dψt(v(0)) ◦ Φ(v(0)).
The Conley-Zehnder index of this path is the (transverse) Conley-Zehnder index µCZ(v).
It is independent from the choice of u due to assumption (B). Indeed, if we choose another
disc u′ : D → Σ with u′|∂D = v and another trivialization Φ′ of u′∗ξ, then we can glue u
and u′ together to a map w : S2 → Σ.
Now, (w∗ξ, w∗dα) is trivial. Indeed,

w∗c1(ξ) =

w∗c1(TV ) = 0 and hence [w∗c1(ξ)] =
0 ∈ H2(S2), as the complement of ξ in TV is trivialized by the Reeb and Liouville vector
field. Therefore, there exists a trivialization Φ′′ of w∗ξ and both Φ and Φ′ are homotopic
to Φ′′ along v (see [47, Lem.5.2]).
The transversal Conley-Zehnder index µCZ allows us to grade RFH as follows.
Proposition 61 (Frauenfelder & Cieliebak, [14]). If π1(Σ)→ π1(V ) is injective and
Ic1 vanishes, then we have a Z-grading of the Rabinowitz-Floer homology RFH(Σ, V ),
which is independent of V and given by the index
µ(c) := µCZ(c) + indh(c)− 1
2
dimc

crit(AH)+ 1
2
,
where c ∈ crit(h) and dimc

crit
AH is the real dimension of the connected component
of crit
AH which contains c.
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Proof: Recall that the boundary operator ∂F counted points in the zero-dimensional
manifoldsM(c−, c+,m), which where given as quotients M(c−, c+,m) /Rm ifm ̸= 0 andM(c−, c+, 0) /R if m = 0. The Global Transversality Theorem 38 gave the following
dimension formula near a flow line (v, η) with m cascades by
dim(v,t) M(c−, c+,m) m ̸=0= µCZ(c+, c¯+) + indh(c+)− 1
2
dimc+(crit
AH)
−

µCZ(c
−, c¯−) + indh(c−)− 1
2
dimc−(crit
AH)
+m− 1 +
m
k=1
2c1(v¯
−
k #vk#v¯
+
k )
dim(v,t) M(c−, c+,m) m=0= indh(c+)− indh(c−).
Using condition (B), we get a dimension formula for the moduli space by
dim(v,t) M(c−, c+,m) =

µCZ(c
+, c¯+) + indh(c
+)− 1
2
dimc+(crit
AH)
−

µCZ(c
−, c¯−) + indh(c−)− 1
2
dimc−(crit
AH)− 1
= µ(c+)− µ(c−)− 1.
Note that the formula holds also for m = 0, as then µCZ(c
+, c¯+) = µCZ(c
−, c¯−) and
dimc+

crit
AH = dimc− critAH, since (v, η) is simply a Morse trajectory on one
connected component of crit
AH. The moduli space is hence zero-dimensional if and
only if µ(c+)− µ(c−) = 1. It follows that ∂F reduces the index µ exactly by 1 so that µ
provides a well-defined grading for the homology.
Discussion 62. The term 1
2
in the definition of µ, which does not appear in [14], has
no influence on the relative grading given by the other terms. It normalizes µ such that
it takes values in Z and fits with the grading of symplectic (co)homology (see [16]).
Note that this convention differs also from the one used previously by the author in
[23], where 1
2
dimΣ was added instead of 1
2
. So all indices in this work are shifted by
−1
2
dimΣ + 1
2
= −n+ 1 = −(n− 2)− 1 in comparison to the indices in [23].
The grading µ allows us to define more refined invariants for contact structure:
Definition 63. Let ck(W ) := dim2RFHk(W,Σ) denote the k
th Betti-number of the
Rabinowitz-Floer homology of the filling W of Σ. We define
Ck(Σ) := {ck(W ) |W Liouville domain, ∂W = Σ} ⊂ [0,∞]
to be the set of all Betti numbers ck(W ) for varying fillings W of Σ.
Observe that Ck(Σ) is (trivially) independent from W . It is therefore an invariant of
(Σ, ξ), as RFHk(W,Σ) was apart from ξ only dependent on W . The most simplest case
is, when |Ck(Σ)| = 1, i.e. if the group RFHk(W,Σ) does not depend on W at all and is
itself an invariant of the contact structure.
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Proposition 64. Assume that (W,Σ) is a Liouville domain satisfying (A) and (B).
Then RFHk(W,Σ) is independent of W , if Σ admits a contact form for which the closed
contractible Reeb orbits are Morse-Bott (MB) and for all c∗ = (v∗, η∗) ∈ RFC∗(W,Σ)
with ∗ ∈ {k − 1, k, k + 1} holds that ηk−1 ≥ ηk ≥ ηk+1.
Proof: At first, observe that RFH(W,Σ) does not depend on the particular contact
form. Moreover, the grading µ of the chain complex and the chain complex itself do
not depend on W . The chain groups RFCk(W,Σ) are hence independent of W . Now
consider (v∗, η∗) ∈ RFC∗(W,Σ) with ∗ ∈ {k − 1, k, k + 1}.
If ηk−1 ≥ ηk ≥ ηk+1, the Lemmas 15 and 16 tell us that if there are flow lines with
cascades from ck−1 to ck or from ck to ck+1 then they must have zero cascades, i.e. they
are h-Morse flow lines on Ck, as each cascade would reduce the action. Since h-Morse
flow lines are independent of the filling W , so are the boundary operators
∂F∗ : RFC∗+1(W,Σ)→ RFC∗(W,Σ), ∗ ∈ {k − 1, k}
and hence the quotient
RFHk(W,Σ) =
ker ∂Fk−1
im ∂Fk
.
In [16, Cor.1.15], Cieliebak, Frauenfelder and Oancea proved another criterion under
which RFHk(W,Σ) does not depend on W , i.e. where |Ck(Σ)| = 1 for all k.
Theorem 65. Let (W,Σ) be a Liouville domain, dimW = 2n, satisfying assumption
(A) and (B). RFHk(W,Σ) is independent of W for all k if Σ admits a contact form for
which all contractible closed Reeb orbits v are Morse-Bott (MB) and satisfy
µCZ(v) > 3− n.
Proof: (Sketch)
The theorem is shown by proving that all AH-gradient trajectories lie entirely in the
symplectization of Σ and are hence independent of the filling. This follows from a
Gromov compactness argument, as trajectories leaving the symplectization would lead
to the bubbling-off of holomorphic planes. The latter cannot happen due to the condition
µCZ(v) > 3− n.
We finish the section with a short discussion of what happens with (A) and (B) under
handle attachment. Let (W,Σ) be a Liouville domain satisfying (A) and (B). Assume
that (W ′,Σ′) is obtained from (W,Σ) by attaching a k-handleH2nk as described in Section
5. In general, one cannot (topologically) expect that (A) still holds for (W ′,Σ′) as is
shown by attaching a 1-handle to the unit ball in R3. The result is diffeomorphic to the
full 2-torus, which violates (A). However, we have the following lemma.
Lemma 66. Assume that (W,Σ) satisfies (A), dimW = 2n ≥ 4 and that (W ′,Σ′) is
obtained by attaching a k-handle H2nk , k ≤ n− 2. Then (W ′,Σ′) satisfies (A) if
1. k ≥ 3 or
2. k = 1, W has 2 components (W1,Σ1), (W2,Σ2) and H
2n
k is glued to W so that Σ
′
is the connected sum Σ1#Σ2 resp. W
′ is the boundary connected sum W1#W2.
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Proof:
@1. The first part of this proof follows Milnor, [39, Lem.2]. Set l = 2n − k and note
that k < l. Let X denote the space which is obtained by gluing the handle
H2nk
∼= Dk × Dl to Σ. It is formed from the topological sum Σ + (Dk × Dl) by
identifying Sk−1×Dl with the attaching region in Σ. The subset Σ∪ (Dk× 0) is a
deformation retract of X. This subset is formed from Σ by attaching a k-cell. It
follows thus that the map π1(Σ)→ π1(X) induced by inclusion is an isomorphism
as k ≥ 3. But Σ′ is also embedded topologically in X and similar arguments show
that π1(Σ
′)→ π1(X) is also an isomorphism as l > k ≥ 3.
Analogously, we consider the space Y which is obtained by gluing the handle
H2nk to W . Note that Y = W
′ and the same reasonings as for Σ shows that
π1(W ) → π1(W ′) is also an isomorphism. Combining all these spaces, we obtain
the following diagram:
π1(Σ)
(a)

// π1(X)
(b)

π1(Σ
′)
(c)

oo
π1(W ) // π1(W
′) π1(W ′)
.
As all the maps are induced by inclusions, the above diagram commutes. Moreover,
all horizontal maps are isomorphisms. As (a) is injective by assumption, it follows
from the commutativity of the left square that (b) is also injective. Then it follows
from the commutativity of the right square that (c) is also injective.
@2. Without loss of generality we assume thatW = W1∪W2 and Σ = Σ1∪Σ2, such that
W ′ = W1#W2 and Σ′ = Σ1#Σ2. Now we apply the van Kampen Theorem in Σ′ to
the two sets Σ′1 ∼= Σ1 \ {pt.} and Σ′2 ∼= Σ2 \ {pt.} coming from Σ1 and Σ2 plus the
connecting cylinder. This gives a map π1(Σ1 \{pt.})∗π1(Σ2 \{pt.})→ π1(Σ1#Σ2)
induced by inclusion.
Analogously, we obtain a map π1(W1 \ {pt.}) ∗ π1(W2 \ {pt.})→ π1(W1#W2). As
the intersections Σ′1 ∩ Σ′2 ∼= D1 × S2n−2 and W ′1 ∩W ′2 ∼= D1 × D2n−1 are simply
connected (as n ≥ 2), both maps are isomorphisms. Moreover, they fit into the
following diagram:
π1(Σ1) ∗ π1(Σ2)
(a)

π1(Σ1 \ {pt.}) ∗ π1(Σ2 \ {pt.})
(b)

oo // π1(Σ1#Σ2)
(c)

π1(W1) ∗ π1(W2) π1(W1 \ {pt.}) ∗ π1(W2 \ {pt.})oo // π(W1#W2)
.
Again all the maps are induced by inclusion, so this diagram also commutes. The
two horizontal maps on the left are isomorphisms as dimΣ, dimW ≥ 3. Therefore,
all horizontal maps are isomorphisms. As (a) is injective by assumption, it follows
as above that (c) is also injective.
A similar result holds for the behaviour of (B) under handle attachment.
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Lemma 67. Let (W,Σ) be as above, satisfying (B). Let (W ′,Σ′) be obtained by attaching
a k-handle. Then (W ′,Σ′) also satisfies (B) if k = 1 or k ≥ 3.
Proof: Assume that Ic1 : π2(W )→ Z vanishes. AsW ′ is obtained fromW by attaching
a handle, W ⊂ W ′ is an open subset and c1(TW ′)|V = c1(TW ). As in the proof above,
there is a retraction ρ : W ′ = W ∪ H2nk → W ∪ Dk, where ∂Dk is identified with an
embedded sphere Sk−1 in Σ. Let w : S2 → W ′ be any smooth sphere.
• If k ≥ 3, we may assume that there is a point q in the interior of the attached disc
Dk such that q ̸∈ im(ρ ◦w). Note that there exists a retraction R : W ′ \ {q} → W
and that R ◦ w is well-defined. It follows that w and R ◦ w are homotopic and
hence 
S2
w∗c1(TW ′) =

S2
(R ◦ w)∗c1(TW ′) =

S2
(R ◦ w)∗c1(TW ) = 0.
• If k = 1, then D1 is a line. Hence we may split ρ ◦ w into a finite number of
spheres w˜i such that no w˜i passes over the line. It may well hit its centre but
D1 ⊈ image(w˜i). Now, we may homotope each w˜i into W to obtain spheres
wi : S
2 → W . Then
S2
w∗c1(TW ′) =

S2
(ρ ◦ w)∗c1(TW ′) =

i

S2
w˜∗i c1(TW
′)
=

i

S2
w∗i c1(TW ) = 0.
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4. Some algebra for Floer theory
4.1. Direct and inverse limits
In the previous sections, we gave a description of Rabinowitz-Floer homology with the
help of direct and inverse limits. Moreover, the construction of symplectic (co)homology
in Section 6 will also need these limits. In this section, we recall the definition of
these algebraic limits and prove some of their properties. Our discourse is based on the
fundamental books [4] and [21]. Throughout this section let R denote a unitary ring.
Definition 68. A relation α ≤ β on a set M is called a quasi order if it is reflexive
and transitive. A directed set (M,≤) is a quasi ordered set such that for each pair
α, β ∈ M there exists a γ ∈ M with a ≤ γ and β ≤ γ. A directed set M ′ is a subset
of a directed set (M,≤) if M ′ ⊂M and the quasi order on M ′ is the restriction of ≤ to
M ′ ×M ′. A subset M ′ is cofinal in M if for each α ∈ M exists a β ∈ M ′ such that
α ≤ β.
Definition 69.
• A direct system (X, ι) of R-modules over a directed set M is a function which
attaches to each α ∈M an R-module Xα and to each pair α ≤ β an R-linear map
ιβα : Xα → Xβ
such that ιαα = id and ιγα = ιγβιβα ∀α ≤ β ≤ γ.
• An inverse system (X, π) of R-modules over a directed setM is a function which
attaches to each α ∈M an R-module Xα and to each pair α ≤ β an R-linear map
παβ : Xβ → Xα
such that παα = id and παγ = παβπβγ ∀α ≤ β ≤ γ.
Definition 70.
• Let (X, ι) and (Y, j) be direct systems over M resp. N . An R-homomorphism
Φ : (X, ι)→ (Y, j) consists of an order preserving map ϕ :M → N, ϕ(α) = α′ and
R-linear maps ϕα : Xα → Y α′ for each α ∈ M such that for α ≤ β the following
diagram commutes
Xα
ιβα //
ϕα

Xβ
ϕβ

Y α
′ jβ
′α′
// Y β
′
.
• Let (X, π) and (Y, p) be inverse systems over M resp. N . An R-homomorphism
Φ : (X, π) → (Y, p) consists of an order preserving map ϕ : N → M, ϕ(α′) = α
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and R-linear maps ϕα′ : Xα → Yα′ for each α′ ∈ N such that for α′ ≤ β′ the
following diagram commutes
Xα
ϕα′

Xβ
παβoo
ϕβ′

Yα′ Yβ′
πα′β′oo
.
Definition 71. Let (X, π) be an inverse system of R-modules. The inverse limit X∞
of (X, π) is the following sub-R-module of the product ΠXα:
X∞ :=

x = (xα) ∈ ΠXα
 παβ(xβ) = xα ∀α ≤ β .
Note that we have for each α ∈M a projection
πα : X∞ → Xα, πα(x) = xα satisfying πα = παβπβ ∀α ≤ β.
These maps allow us to describe X∞ alternatively by the following universal property:
For each R-module Y with a family of R-linear maps τα : Y → Xα which satisfy
τα = παβτβ for all α ≤ β there exists a unique R-linear map τ : Y → X∞ such that for
any α ∈M the following diagram commutes:
Y
τ //
τα   
X∞
πα}}
Xα
.
Any R-homomorphism Φ : (X, π) → (Y, p) between two inverse systems induces an R-
linear map ϕ∞ : X∞ → Y∞ via ϕ∞((xα)α∈M) = (ϕα′(xα))α′∈N . We say that ϕ∞ is the
inverse limit of the ϕα.
Definition 72. Let (X, ι) be a direct system of R-modules. Let

Xα denote the di-
rect sum and let Q ⊂ Xα be the submodule generated by all elements of the from
ιβα(xα)− xα for any a ≤ β. The direct limit of (X, ι) is the quotient module
X∞ :=

Xα

Q .
Note that the inclusions Xα ⊂Xα induce for each α ∈M an R-linear map
ια : Xα → X∞, ια(xα) = [xα] satisfying ια = ιβιβα ∀ α ≤ β.
Again, there is an alternative description of X∞ by a universal property: For each R-
module Y with a family of R-linear maps τα : Xα → Y satisfying τα = τβιβα for all
α ≤ β there exists a unique R-linear map τ : X∞ → Y such that for any α ∈ M the
following diagram commutes
Y X∞τoo
Xα
ια
<<
τα
`` .
Any R-homomorphism Φ : (X, π) → (Y, p) between direct systems induces an R-linear
map ϕ∞ : X∞ → Y by ϕ∞xα =ϕα(xα). We call ϕ∞ the direct limit of the ϕα.
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Theorem 73 ([21], Thm. 5.4.; [4], §6, no3, prop. 4).
• The direct limit is an exact functor, that is if
(A, ι)
ϕ−→ (B, ι) ψ−→ (C, ι)
is an exact sequence of direct systems, the following limit sequence is also exact
A∞
ϕ∞−→ B∞ ψ∞−→ C∞.
• The inverse limit is a left exact functor, that is if
0 −→ (A, π) ϕ−→ (B, π) ψ−→ (C, π)
is an exact sequence of inverse systems, the following limit sequence is also exact
0 −→ A∞ ϕ∞−→ B∞ ψ∞−→ C∞.
Remark. The inverse limit is in general not an exact functor (see [4] for an example).
However, it is exact if R is a field and all R-modules Aα, Bα, Cα have finite dimension.
Theorem 74 ([21], Thm. 4.13/Cor. 4.14, Thm 3.15/Cor 3.16). Let (X, π), (X, ι)
be an inverse/direct system over the directed set MX and let MY ⊂ MX be a cofinal
subset. Let (Y, π), (Y, ι) be the restricted systems over MY , i.e. Yα = Xα resp. Y
α = Xα
for all α ∈MY ⊂MX . Then the limits of the systems coincide, i.e.
lim
←−
Xα = lim←−
Yα and lim−→
Xα = lim
−→
Y α.
Proof:
a) inverse limits: Consider the R-linear map
ϕ : lim
←−
Xα → lim←− Yα, (xα)α∈MX → (xα)α∈MY ,
which deletes in the family (xα) all elements with α ̸∈MY . Define a map
ψ : lim
←−
Yα → lim←− Xα,
(yα)α∈MY → (xα)α∈MX , xα :=

yα if α ∈MY
παβ(yβ) if α ̸∈MY , β ∈MY , β ≥ α.
As MY ⊂ MX is cofinal, there exists for any α ∈ MX a β such that α ≤ β. As
(Y, π) is an inverse system over the directed set MY , the definition of xα does not
depend on the particular choice of β. The map ψ is hence well-defined. Obviously,
ψ is also R-linear and satisfies ϕ ◦ ψ = id|X∞ and ψ ◦ ϕ = id|Y∞ . In particular, ϕ
is an isomorphism and the two limits do therefore coincide.
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b) direct limits: Consider the following composition of inclusion and projection:
lim
−→
Y α =

Y α

QY ↩→

Xα

QY ↠

Xα

QX = lim−→
Xα.
It yields an R-linear map ϕ : lim
−→
Y α → lim
−→
Xα,

yα

QY
→  yα
QX
.
Define a map ψ : lim
−→
Xα → lim
−→
Y α as follows. Any class ξ ∈ lim
−→
Xα has a rep-
resentative
n
i=1 x
αi

QX
with xαi ∈ Xαi . As MY ⊂ MX is cofinal, we may
choose β ∈ MY such that β ≥ αi for all i. Then, ξ is also represented byn
i=1 ι
βαi(xαi)

QX
. Now we set
ψ(ξ) = ψ
n
i=1 x
αi

QX

=
n
i=1 ι
βαi(xαi)

QY
.
It is not to difficult to see that this definition does not depend on the particular
choice of β nor on the choice of the representatives for ξ. The map ψ is hence
well-defined. Obviously, ψ is also an R-linear map and satisfies ϕ ◦ψ = id|Y∞ and
ψ ◦ ϕ = id|X∞ . In particular, ϕ is an isomorphism and the limits do coincide.
Remark. Note that any direct/inverse limit of R-homomorphisms does also only depend
on cofinal subsets.
Definition 75. A bidirect system (X, π, ι) of R-modules over two directed sets M
and N consists of a function which attaches to each pair (α, β) ∈ M ×N an R-module
Xβα , to each triple (α1, α2, β) ∈M2 ×N with α1 ≤ α2 an R-homomorphism
πβα1α2 : X
β
α2
→ Xβα1 ,
to each triple (α, β1, β2) ∈M ×N2 with β1 ≤ β2 an R-homomorphism
ιβ2β1α : X
β1
α → Xβ2α
such that for each fixed β the tuple (Xβ, πβ) is an inverse system over M and for each
fixed α the tuple (Xα, ια) is a direct system over N . Moreover, for each quadruple
α1 ≤ α2, β1 ≤ β2 the following diagram has to commute:
X
β1
α2
πβ1α1α2 //
ιβ2β1α2 
X
β1
α1
ιβ2β1α1
X
β2
α2
πβ2α1α2 //X
β2
α1
.
It follows that (X∞, ι∞) is a direct system over N and that (X∞, π∞) is an inverse
system over M . Note that in general the limits of these two systems are not equal. In
other words direct and inverse limit do not commute, i.e.
lim
−→
lim
←−
X ̸= lim
←−
lim
−→
X.
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4.2. Abstract Floer theory
In this section, we present an axiomatic model for Morse and Floer theory over possibly
non-compact manifolds. We follow [15], who claim that it all goes back to a suggestion
made by D. Salamon. The Main Theorem 81 states that the two basic approaches
in this setup - working over a Novikov completion or taking limits - yields the same
homology, i.e. that FH ∼= lim−→ lim←− FH
[a,b]. Our proof of this crucial theorem is less
abstract (compared to [15], though perhaps tedious) and completely selfcontained.
Definition 76. A Floer triple over a ring R is a tuple F = (C, f,m) consisting of a
set C, a function f : C → R and a function m : C × C → R such that the following
conditions hold.
i. The set Cba := {c ∈ C | a ≤ f(c) ≤ b} is finite for each −∞ < a ≤ b <∞.
ii. If m(c1, c2) ̸= 0 then f(c1) ≤ f(c2).
iii. For all c1, c3 ∈ C holds

c2∈C
m(c1, c2) ·m(c2, c3) = 0.
Remark.
• Assertions i. and ii. assure that the sum in iii. is actually finite.
• We call f the action function, call the elements of C critical points of action f(c)
and call Cba the set of critical points in the action window [a, b]. The value m(c1, c2)
represents the count (with signs) of Floer cylinders with asymptotics c1 and c2.
• The condition f(c1) ≤ f(c2) in assertion ii, reflects the fact that we also include
Morse-Bott theories. For pure Morse theories replace “≤” by “<”.
• Assertion i. implies that the action spectrum spec(f) := f(C) ⊂ R is closed and
discrete. We can hence find a monotone injective map from f(C) to Z. With the
help of this map we will henceforth assume that in fact
f(C) ⊂ Z.
This is solely for notational reasons and does not effect the generality of our the-
orems. Under this assumption, the first assertion takes the following form
i’. For every a ∈ Z, the set Caa = f−1(a) = {c ∈ C | f(c) = a} is finite.
• Note the changed notation for the action window in this chapter. In all other
chapters we write C(a,b) instead of Cba. In particular, the lower index denotes the
lower end of the action window and not the grading with respect to the boundary
operator, which plays only a minor role in this chapter.
• Assertion iii. guarantees that the formula dc0 :=

c∈C m(c, c0) · c will define a
boundary operator.
93
Definition 77. For a ≤ b ∈ Z let FCba := Cba ⊗ R be the free R-module generated by
Cba. For any a ≤ c ≤ b let
πbca : FC
b
a −→ FCbc ∼= FCba

FCc−1a and ι
bc
a : FC
c
a −→ FCba ∼= FCca ⊕ FCbc+1
be the natural projection resp. inclusion.
Obviously, (FCba, π, ι) is a bidirect system over Z×Z, where the quasi order in the upper
index is “≤”, while it is “≥” on the lower one.
Definition 78. We set FCb := lim
←−
a
FCba and FC := lim−→
b
FCb = lim
−→
b
lim
←−
a
FCba.
Note that s ∈ FCb can be interpreted as a formal sum s =

a≤b
sa, sa ∈ FCaa .
Then, s ∈ FC is also interpreted as a formal sum s =

a∈Z
sa, sa ∈ FCaa .
As FC is obtained by a direct sum, we find for the second sum that there exists a
b ∈ Z such that sa = 0 for all a > b. Therefore, we write the elements of FC also as
s =

a≤b sa. Note that the maps π and ι extend to the limits and we have in particular
πbc : FC
b → FCbc ,

a≤b
sa →
b
a=c
sa.
We call the summands sa in the representation of s ∈ FC the a-th coefficient of s
and we use for the A-th coefficient of s the notation
KA(s) = KA

a≤b
sa

:= sA.
Note that Ka : FC → FCaa as a map is well-defined and linear. The following important
fact is an easy consequence of the definition of FC.
Lemma 79. Any sequence of coefficients (sa)a∈Z with sa = 0 for all a > b with some
b ∈ Z determines uniquely an element in FC.
Now let us take a strictly decreasing sequence (sb)b≤b0 ⊂ FC, sb =

a≤b s
b
a ∈ FCb. We
associate to the formal Laurent series

b≤b0 s
b a value in FC by the well-known formula

b≤b0
sb :=

a≤b0
b0
b=a
sba =

a≤b0
b0
b=a
Ka(s
b).
Observe that the inner sum is finite thus determining an element sa ∈ FCaa . The value
of the infinite sum

sb is then the unique element in FC represented by the sequence
of coefficients (sa)a≤b0 . The well-known features of this infinite sum are summarized in
the following lemma.
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Lemma 80. For b0 ∈ Z and b ≤ b0 let sb, tb ∈ FCb. Then
(a)

b≤b0
sb = sb0 + sb0−1 + · · ·+ sb0−k+1 +

b≤b0−k
sb (associativity)
(b)

b≤b0
(sb + tb) =

b≤b0
sb +

b≤b0
tb (countable associativity)
(c) sb0 =

b≤b0
(sb − sb−1) (telescope sum)
(d) If d : FC → FC is a homomorphism with d(FCb) ⊂ FCb, then
d

b≤b0
sb

=

b≤b0
d(sb). (countable linearity)
Proof: We calculate
(a) KA

b≤b0
sb

= KA

a≤b0
b0
b=a
sba

=
b0
b=A
sbA
KA

sb0 + · · ·+ sb0−k+1 +

b≤b0−k
sb

= KA

sb0

+ · · ·+KA

sb0−k+1

+KA
 
b≤b0−k
sb

= sb0A + · · ·+ sb0−k+1A +
b0−k
b=A
sbA =
b0
b=A
sbA
So all coefficients of the left side of equation (a) coincide with all coefficients of the
right side. Hence they represent the same element in FC. The proof of the subsequent
assertions follows the same scheme.
(b) KA

b≤b0
(sb + tb)

= KA

a≤b0
b0
b=a
(sba + t
b
a)

=
b0
b=A
(sbA + t
b
A)
KA

b≤b0
sb +

b≤b0
tb

= KA

b≤b0
sb

+KA

b≤b0
tb

=
b0
b=A
sbA +
b0
b=A
tbA
(c)

b≤b0
(sb − sb−1) (b)=

b≤b0
sb −

b≤b0−1
sb
(a)
= sb0 +

b0−1
sb −

b0−1
sb = sb0
(d) KA

d

b≤b0
sb

(a)
= KA

d

sb0 + · · ·+ sA +

b≤A−1
sb

= KA

d(sb0) + · · ·+ d(sA) + d

b≤A
sb

(∗)
= KA

d(sb0)

+ · · ·+KA

d(sA)

=
b0
b=A
KA

d(sb)

where (∗) holds as dFCA−1) ⊂ FCA−1 and hence KAdb≤A−1 sb = 0.
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On the other hand KA

b≤b0
d(sb)

= KA

a≤b0
b0
b=a
Ka

d(sb)

=
b0
b=A
KA

d(sb)

.
We define a boundary operator d on FCba as the linear extension of
dx :=

y∈Cba
m(y, x) · y, x ∈ Cba.
Note that assertion iii. implies that d2 = 0, i.e. that d really is a boundary operator. As
d does not increase action (due to ii.), we find that d satisfies
πbca ◦ d = d ◦ πbca and ιbca ◦ d = d ◦ ιbca ∀ a ≤ c ≤ b. (42)
Therefore, d induces maps on FCb and FC, which we will also denote with d. Explicitly,
they are given as the infinite linear extension of
dx :=

y∈C
m(y, x) · y, x ∈ C.
Note that ii. and iii. imply that d2 = 0 and that (42) still holds, now including a = −∞
and b =∞. Note that we may express the boundary operator on FCba as πba ◦ d, where
d is the operator on FC. We denote the resulting homologies by
FHba, FH
b and FH.
The elements of these homologies are denoted by [s]ba, [s]
b and [s], where we suppress the
upper index whenever it is clear from the context.
As a consequence of (42), we find that π and ι descend to linear maps in homology, still
denoted by π and ι:
πbca : FH
b
a → FHbc ιbca : FHca → FHba ∀ −∞ ≤ a ≤ c ≤ b ≤ ∞.
As (FCba, π, ι) resp. (FC
b, ι) are bidirect resp. direct systems, it follows that (FHba, π, ι)
resp. (FHb, ι) are bidirect resp. direct systems as well. Observe that we have in particular
for every fixed b0 and any a ≤ b0 the following map
πb0a : FH
b0 → FHb0a , [s] →
 b0
b=a
sb

a
, where s =

b≤b0
sb ∈ FCb0 ,
which satisfies πb0c = π
b0
caπ
b0
a for every a ≤ c. Hence, there exists by the universal property
a unique R-linear map
ϕ : FHb0 → lim
←−
a
FHb0a , [s] →
 b0
b=a
sb

a

a≤b0
.
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Analogously, we have for every b ∈ Z a map
ιb : FHb → FH,
which satisfies ιa = ιbιba for every a ≤ b. By the universal property, we hence obtain a
unique R-linear map
ψ : lim
−→
b
FHb → FH,
 n
i=1
σi

→
n
i=1
ιbi(σi), σi ∈ FHbi .
Theorem 81.
a) The map ϕ is always surjective. If R is a field, it is injective and yields for every
b ∈ Z an isomorphism
FHb ∼= lim←−
a
FHba.
b) The map ψ is an isomorphism for any R, i.e. FH ∼= lim−→
b
FHb.
If R is a field, we have therefore FH ∼= lim−→
b
lim
←−
a
FHba.
In the notation of the other sections, this reads as FH ∼= lim−→
b
lim
←−
a
FH(a,b).
Proof:
(a) claim: ϕ is surjective.
proof: Let (σa)a≤b ∈ lim←− FH
b
a be arbitrary with σa ∈ FHba and πcaσa = σc for all
a ≤ c ≤ b. We will construct inductively coefficients sa ∈ FCaa such that for all
A ≤ b holds σA =
b
a=A sa

A
. Then we set s :=

a≤b sa ∈ FC and calculate
ds = d

a≤b
sa =

a≤b
dsa =

A≤b
b
a=A
KA(dsa) =

A≤b
KA

d
b
a=A
sa

= 0
as
b
a=A sa

A
= σA and hence πA

d
b
a=A sa

= 0 in FCbA. Thus, we have that s
is a cycle and so that [s] ∈ FHb well-defined. We then see that ϕ is surjective, as
ϕ

[s]

=
 b
a=A
sa

A

A≤b
=

σA

A≤b.
For the construction of the sa first consider the following short exact sequence
0→ FCaa ι−→ FCba π−→ FCba+1 → 0,
which yields in homology the long exact sequence
· · · → FHba+1 δ−→ FHaa ι−→ FHba π−→ FHba+1 δ−→ FHaa → . . . (43)
Here, the connecting homomorphism δ is given by
δ[s]ba+1 :=

πads
a
a
,
which is the class of the a-th coefficient of ds, as ds ∈ FCa.
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Here and in the following we suppress the indices and write ι or π instead of ιbaa or
πba+1,a, whenever it is clear from the context.
Let sb ∈ FCbb be any representative of σb, i.e. σb = [sb]b. Now assume that
sb−1, ... , sA+1 have already been constructed such that σA+1 =
b
a=A+1 sa

A+1
.
We apply (43) with a = A and find σA+1 = πσA ∈ im(π) = ker(δ). Hence there
exists a nA ∈ FCAA such that πA

d(
b
a=A+1 sa) − dnA

= 0 ∈ FCbA. Thus, we
find that
b
a=A+1 sa − nA

A
∈ FHbA is well defined. As π
b
a=A+1 sa − nA

A
=b
a=A+1 sa

A+1
= σA+1 = πσA we find that σA −
b
a=A+1 sa − nA

A
∈ ker(π) =
im(ι). Hence there exists a s˜A ∈ FCAA such that σA =
b
a=A+1 sa − nA + s˜A

A
.
With sA := s˜A − nA we obtain σA =
b
a=A sa]A.
claim: ϕ is injective if R is a field.
proof: Assume that ϕ

[s]

= 0 ∈ lim
←−
FHba for some s =

a≤b sa ∈ FCb. We will
construct a sequence of coefficients na ∈ FCaa such that for all A ≤ b holds
πA

s− dba=A na = 0 (in FCbA),
which is equivalent to s− dba=A na ∈ FCA−1.
Then we set β :=

a≤b na and we find that
s− dβ ∈ FCa ∀a ≤ b ⇒ s− dβ ∈

a≤b
FCa = {0} ⇒ s = dβ.
It follows that [s] = 0 ∈ FHb and therefore that ϕ is injective.
To start, note that ϕ

[s]

=
b
a=A sa

A

A≤b = 0 is equivalent to
∀A ≤ b : 0 = ba=A saA ∈ FHbA
⇔ ∀A ≤ b ∃ βA ∈ FCbA : s− dβA ∈ FCA−1.
(∗)
The sequence nb, nb−1, . . . we are going to construct will actually satisfy the fol-
lowing slightly stronger condition
∀A ≤ b ∀k ≥ 0 ∃βkA ∈ FCA : s− d
 b
a=A+1
na

+ βkA

∈ FCA−k. (∗∗)
For the empty sequence, condition (∗∗) has to hold for A = b, which is true by (∗).
Now assume that nb, . . . , nA+1 have already been constructed such that (∗∗) holds.
Then let Gk ⊂ FCAA denote the set of all A-coefficients nA such that there exists a
βk ∈ FCA−1 with s− d
b
a=A+1 na

+ nA + βk
 ∈ FCA−1−k. Due to assumption
(∗∗), we find that Gk ̸= ∅. Moreover, Gk has the structure of an affine subspace
of FCAA and Gk+1 ⊂ Gk. As FCAA is a finite dimensional vector space (R is a field
and CAA finite), we find that the common intersection is not empty, i.e.
G :=

k≥0
Gk ̸= ∅.
Choose any nA ∈ G. The construction of G shows that (∗∗) holds for nb, . . . , nA.
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(b) claim: ψ is injective.
proof: Assume that ψ
n
i=1 σ
i

= 0 ∈ FH for some ni=1 σi  ∈ lim−→ FHb,
σi ∈ FHbi . Let si ∈ FCbi be such that σi = [si]bi . It follows that ψni=1 σi  =n
i=1 s
i

= 0. Hence, there exists a β ∈ FC such that ni=1 si = dβ. Then there
exists a b0 ∈ Z such that b0 ≥ bi for all i and β ∈ FCb0 ⊂ FC. This implies that
n
i=1
ιb0biσi =
 n
i=1
si
b0
=

dβ
b0 = 0 ∈ FHb0 ,
which shows that
n
i=1 σ
i

= 0 ∈ lim
−→
FHb.
claim: ψ is surjective.
proof: Consider any [s] ∈ FH, s ∈ FC. Then there exists a b0 ∈ Z such that
s ∈ FCb0 . As ds = 0, we find that s represents a well-defined class [s]b0 ∈ FHb0 .
Let

[s]b0

denote its class in lim
−→
FHb. Then we see that ψ

[s]b0

= [s], thus
showing that ψ is surjective.
4.3. Reducing filtered complexes
Recall from the previous section that abstract Floer theory is based on a set C which
generates (countably linear) the chain complex FC and the homology FH. Now we are
going to address the question to what extend we can reduce C and still get the same
homology FH. Under the assumption that R is a field such that all FHba are vector
spaces, we will show that we can replace for any a the set Caa by any basis of FH
a
a .
The motivation behind this is the following. Given a Morse-Bott setup, Caa is the set of
all critical points of a Morse function on the critical manifold N a on the action level a,
while the groups FHaa are the Morse homology of N a. The fact that we can built FH
from FHaa then shows that for calculations of FH we may always algebraically pretend
that we have a perfect Morse function on N a, as the critical points of such a function
form a basis of FHaa . This will be used in Section 7.2 when we calculate the Rabinowitz-
Floer homology for some Brieskorn manifolds, where we know the singular homology of
the critical manifolds, but we do not know if we have perfect Morse functions.
To be more explicit, let the reduced chain groups be
FC := lim
−→
b
lim
←−
a
b
c=a FH
c
c
and consider the following variation of the long exact sequence (43):
· · · → FHbb δ−→ FHb−1 ι−→ FHb π−→ FHbb δ−→ FHb−1 → . . . , (44)
where the map δ is induced by the boundary operator d and given by δ[nb]
b
b = [dnb]
b−1.
We want to use δ to define a boundary operator on FC . For that, let
K := δ(FC ) ⊂ lim
−→
lim
←−
b
c=a FH
c−1.
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Using the sequence (44), we define below a (non-canonical) map Φ : K → FC . Setting
∂ := Φ ◦ δ, we will see that ∂2 = 0. The Reduction Theorem 85 then tells us that the
homology of

FC , ∂

is isomorphic to FH. Here, the isomorphism is given by a map
Ψ : ker δ → FH. We will use this map to show in Theorem 82 that always (not only
over field coefficients) FC generates FH, i.e that the whole homology cannot have more
elements then all the singular homologies of the critical manifolds togehter.
Note that one could take Φ = π. However, the resulting homology (FC , ∂) is then
isomorphic to the second page of the spectral sequence of the filtration, which is in general
not isomorphic to FH. The reason for this discrepancy is that π discards kerπ = im(ι).
Our Φ will also use the (kerπ)-part of K.
Remark. Let C aa denote a basis of FH
a
a and set C =

C aa . Then we find that C
generates FC . The isomorphism between (FC , ∂) and FH then shows that we can
replace C by C and obtain the same homology FH. Moreover, as δ decreases the
action, so does ∂. Thus, we reduce the Morse-Bott situation to a Morse situation.
To start, we note that the maps in (44) are explicitly given by
ι

s
b−1
=

s
b
for s ∈ FCb−1
π

s
b
=

nb
b
b
for s =

a≤b na ∈ FCb
δ

nb
b
b
=

dnb
b−1
for nb ∈ FCbb .
Let us make the following definition: ℵb := ker(δ) = im(π) = π(FHb) ⊂ FHbb .
In the following, we are interested in bounded infinite sums

b≤b0 ηb of classes η
b ∈ ℵb,
i.e. in elements of the space
ℵ := lim
−→
b
lim
←−
a

a≤c≤b
ℵc =

b≤b0
ηb
 b0 ∈ Z, ηb ∈ ℵb.
We want to define a surjective map Ψ : ℵ → FH, which is R-linear if R is a field. For
this purpose choose for every η ∈ ℵb a preimage under π, i.e. fix a map
ρ : ℵb → FHb such that π(ρ(η)) = η and ρ(0) = 0. (45)
Note that in general ρ is neither unique nor does there exist any R-linear ρ ! However,
one can pick an R-linear ρ if the sequence splits at π, in particular if R is a field or
semi-simple. Now we define Ψ by setting
Ψ

b≤b0
ηb

:=

b≤b0
sb

, where [sb]b = ρ(ηb), sb ∈ FCb. (46)
It is easy to see that Ψ is well-defined, as

b≤b0 s
b is a cycle, whose class does not depend
on the particular choice of the representative sb for ρ(ηb). Indeed we have:
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d
b≤b0
sb

=

b≤b0
dsb =

b≤b0
0 = 0 (sb ∈ ker(d) ∀b ≤ b0)
b≤b0
(sb + dβb) =

b≤b0
sb + d

b≤b0
βb. (βb ∈ FCb)
As ρ(0) = 0, Ψ is also not effected by leading zeros, i.e. Ψ

b≤b0 η
b

= Ψ

b≤b0−1 η
b

if ηb0 = 0. Note that Ψ does depend on the choice of ρ and is therefore in general not
an R-homomorphism! However, if ρ is R-linear, then Ψ becomes R-linear as well.
Theorem 82 (Representation Theorem).
The homology FH is represented by ℵ that is Ψ(ℵ) = FH, i.e. Ψ is surjective.
Remark. It follows from this theorem that FH as a set cannot be larger then ℵ. Note
that if we have a grading of the complex, then this theorem and all following extend to
the graded homology groups and reads as Ψ(ℵk) = FHk.
Proof:
To show that Ψ is surjective let σ ∈ FH be arbitrary with [sb0 ] = σ, sb0 ∈ FC, such
that the highest non-zero coefficient of sb0 has index b0. So s
b0 ∈ FCb0 and the class
σb0 := [sb0 ]b0 ∈ FHb0 is well-defined. We will construct for each b ≤ b0 a quintuple
(σb, ηb, sb, sb, βb) ∈ FHb × ℵb × FCb × FCb × FCb where
ηb = π(σb), [sb]b = σb, [sb]b = ρ(ηb) and sb = sb − sb−1 − dβb. (∗)
Then we see that Ψ

b≤b0 η
b

= σ, i.e. that Ψ is surjective, as
Ψ

b≤b0
ηb

=

b≤b0
sb

=

b≤b0
sb − sb−1 − dβb

=

b≤b0
(sb − sb−1)−

b≤b0
dβb

=

sb0 − d

b≤b0
βb

= [sb0 ] = σ.
The first element σb0 = [sb0 ]b0 is already given. Now let σb, b ≤ b0 be constructed and
set ηb, sb and sb as in (∗). Then we have
π(σb − ρ(ηb)) = π(σb)− π(ρ(ηb)) (45)= ηb − ηb = 0.
Thus we have σb − ρ(ηb) ∈ ker(π) = im(ι). Hence we can apply j and define
σb−1 := j(σb − ρ(ηb)) ∈ FHb−1. Let sb−1 be a representative of σb−1. The definition of
σb−1 then yields
[sb−1]b = ι

[sb−1]b−1

= ι(σb−1)
(47)
= σb − ρ(ηb) = [sb − sb]b.
Hence there exists a βb ∈ FCb such that sb−1+dβb = sb−sb. This gives us the quintuple
(σb, ηb, sbsb, βb) and a new σb−1.
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In order to obtain more precise information, we are now going to analyze the “kernel”
of Ψ, i.e. the preimage Ψ−1(0). To this purpose define
Kb := im(δ) = δ

FHb+1b+1
 ∼= FHbb π(FHb) and K := lim−→ lim←− 
a≤c≤b
Kc,
where K is the space of bounded infinite sums

k≤b0 κ
b, κb ∈ Kb.
We want to define a map Φ : K → ℵ with Φ(K) = Ψ−1(0), such that Φ is R-linear if
R is a field. Note that this implies that if Φ and Ψ are R-linear, then FH ∼= ℵ

Φ(K) .
This will ensure that the homology of ∂ = Φ ◦ δ is isomorphic to FH.
To define Φ, choose for every σ ∈ im(ι) ⊂ FHb a preimage under ι, i.e. fix a map
j : im(ι)→ FHb−1 such that ι(j(σ)) = σ and j(0) = 0. (47)
Again, j is in general only a map, but can be chosen R-linear if the sequence splits at ι.
Then, for

b≤b0 κ
b ∈ K set
σb0 := κb0 ∈ FHb0 , ηb0 := π(σb0) ∈ ℵb0
σb−1 := j

σb − ρ(ηb)+ κb−1 ∈ FHb−1, ηb−1 := π(σb−1) ∈ ℵb−1.
Now, we define Φ by
Φ

b≤b0
κb

:=

b≤b0
ηb ∈ ℵ.
As Φ does depend on ρ and j, it is in general not R-linear. However, if j and ρ are
R-linear, the same holds for Φ. As j(0) = 0 and ρ(0) = 0, Φ is not effected by leading
zeros, i.e. Φ

b≤b0 κ
b

= Φ

b≤b0−1 κ
b

if κb0 = 0.
Lemma 83. We have indeed Ψ−1(0) = Φ(K).
Proof:
• Ψ−1(0) ⊂ Φ(K)
Proof: Let

b≤b0 η
b ∈ Ψ−1(0) be arbitrary with representatives [sb]b = ρ(ηb) and
define σB :=

b≤B s
b
B ∈ FHB. As Ψb≤b0 ηb = b≤b0 sb = 0, there
exists a b′0 ∈ Z and β ∈ FCb′0 such that

b≤b0 s
b = dβ. By setting sb = 0 for
b ≥ b0 we may without loss of generality assume that b′0 = b0 + 1 (note that
Ψ

b≤b0 η
b

= Ψ

b≤b0−1 η
b

if ηb0 = 0).
Now, we construct a sequence κb ∈ Kb, b ≤ b0 such that
κb0 = σb0 and σb−1 = j

σb − ρ(ηb)+ κb−1.
By the construction of Φ, it then follows that Φ

b≤b0 κ
b

=

b≤b0 η
b.
We saw above that

b≤b0 s
b = dβ with β ∈ FCb0+1. It follows that
ι(σb0) = ι

b≤b0
sb
b0
=

b≤b0
sb
b0+1
= 0
and hence that σb0 ∈ ker(ι) = im(δ). The definition κb0 := σb0 ∈ δFHb0+1b0+1 = Kb0
is therefore correct.
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For any B ≤ b0 we calculate
ι

σB−1 − jσB − ρ(ηB) (47)= ι 
b≤B−1
sb
B−1− σB − ρ(ηB)
=
 
b≤B−1
sb
B − 
b≤B
sb
B
+ [sB]B = 0.
Therefore, we have σB−1 − j(σB − ρ(ηB)) ∈ ker(ι) = im(δ) and hence there exists
a κB−1 ∈ δ(FHB−1B−1 ) such that σB−1 = j

σB − ρ(ηB)+ κB−1.
• Ψ−1(0) ⊃ Φ(K)
Proof: Let

b≤b0 κ
b ∈ K be arbitrary and let σb, ηb for b ≤ b0 be as in the
definition of Φ

b≤b0 κ
b

. Let [dnb+1]b = κb, [sb]b = σb and [tb]b = ρ(ηb) be their
representatives, where sb, tb ∈ FCb and nb+1 ∈ FCb+1b+1 for b ≤ b0. Then
Ψ

Φ

b≤b0
κb

= Ψ

b≤b0
ηb

=

b≤b0
tb

.
It follows from the definition of Φ that [sb0 ]b0 = σb0 = κb0 = [dnb0+1]b0 . Hence we
may without loss of generality assume that sb0 = dnb0+1. It also follows from the
definition of Φ that
[sb−1]b = ι(σb−1) = σb − ρ(ηb) + ι(κb−1) = sb − tb + dnbb.
Hence there exists a βb ∈ FCb such that sb−1 = sb− tb+ dnb+ dβb. Then we have
b≤b0
tb =

b≤b0

sb − sb−1 + dnb + dβb = sb0+d
b≤b0
(nb+βb) = dnb0+1+d

b≤b0
(nb+βb).
Thus,

b≤b0 t
b is a boundary and hence Ψ◦Φb≤b0 κb = b≤b0 tb = 0 ∈ FH.
Lemma 84. Φ−1(0) = {0}, i.e. if Φ is R-linear, then it is injective.
Proof: Let

b≤b0 κ
b ∈ Φ−1(0) be arbitrary. Let σb and ηb for b ≤ b0 be as in the
definition of Φ. As Φ

b≤b0 κ
b

=

b≤b0 η
b = 0, we find that ηb = 0 for all b ≤ b0.
Let [dnb+1]b = κb and [sb]b = σb be their representatives. Note that we may choose
[0]b = ρ(ηb) as representatives, as ηb = 0 and ρ(0) = 0. The same calculations as in the
second part of the proof of Lemma 83 now show with tb = 0 that
0 = dnb0+1 + d

b≤b0(n
b + βb).
As

b≤b0(n
b + βb) ∈ FCb0 , we find that κb0 = [dnb0+1]b0 = 0. This implies that
0 = Φ

b≤b0 κ
b

= Φ

b≤b0−1 κ
b

. Repeating the same arguments iteratively then
shows that κb = 0 for all b ≤ b0 and therefore that

b≤b0 κ
b = 0.
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We defined above FC := lim
−→
lim
←−
b
c=a FH
c
c . Note that ℵ = ker δ is a natural subset of
FC . The limit of the maps δ : FHb+1b+1 → im(δ) ⊂ FHb is an R-linear map δ : FC → K.
If R is a field or semi-simple, we can choose Φ to be R-linear. As mentioned above, we
then define an R-linear operator ∂ on FC by
∂ := Φ ◦ δ.
Since im(Φ) ⊂ ℵ = ker(δ), we find that ∂2 = 0, i.e. that ∂ is a boundary operator.
Theorem 85 (Reduction Theorem).
Let R be a field (or semi-simple). Then, Ψ induces a filtration preserving isomorphism
between the homology of (FC , ∂) and FH.
As FC is generated by FHaa , a ∈ Z, we can hence in a Morse-Bott setup always alge-
braically pretend that FH is built from the singular homologies of the critical manifolds.
Proof: As R is a field (or semi-simple), we may choose Φ and Ψ to be R-linear. Then it
follows from Lemma 84 that ker(Φ) = Φ−1(0) = {0}. This shows that Φ is injective and
hence ker(∂) = ker(Φ ◦ δ) = ker(δ) = ℵ. Since im(∂) = Φ(δ(FC )) = Φ(im(δ)) = Φ(K),
we have for the homology of (FC , ∂) that
ker(∂)

im(∂) = ℵ

Φ(K) .
By Lemma 83, we have Φ(K) = ker(Ψ). Hence, Ψ induces a well-defined injective map
Ψ : ker(∂)

im(∂) = ℵ

Φ(K) −→ FH, (∗)
which we denote by abuse of notation also Ψ. As Ψ is by Theorem 82 surjective, we find
that (∗) is in fact an isomorphism. The action filtration preserving property is obvious
by the construction of Ψ (see (46)).
Examples. Let us consider 4 critical points C = {a1, b1, a0, b0}, where the index denotes
the action, i.e. f(ak) = k. We set
m(b1, a1) = 2, m(b0, a1) = 1 and m(b0, a0) = 2.
Then da1 = 2b1 + b0, da0 = 2b0 db1 = db0 = 0.
In a graded context, one should think of the ak as having one index higher then the bk.
Using Z-coefficients, we get
FH11 = ⟨b1⟩

⟨2b1⟩ ∼= Z2 FH00 = FH0 = ⟨b0⟩

⟨2b0⟩ ∼= Z2
FH = FH10 = ⟨b0, b1⟩

⟨2b0, 2b1 + b0⟩ = ⟨2b1 + b0, b1⟩

⟨−4b1, 2b1 + b0⟩ ∼= Z4.
This shows that there is no hope of building a chain complex from FH11 and FH
0
0 whose
homology is FH, if we do not use field coefficients.
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If we take Z2-coefficients instead, we get da1 = b0 and da0 = db1 = db0 = 0. Then
FH11 = ⟨a1, b1⟩ ∼=

Z2
2
, FH00 = FH
0 = ⟨a0, b0⟩ ∼=

Z2
2
,
FH = FH10 = ⟨a0, b0, b1⟩

⟨b0⟩ ∼=

Z2
2
.
The only relevant sequence here is
FH0
ι−→ FH1 π−→ FH11 δ−→ FH0,
where δ maps the class of b1 to 0 and the class of a1 to the class of b0, as da1 = b0
and db1 = 0. As FH
0 = FH00 no further maps have to be constructed. The boundary
operator ∂ on the complex FC =

[a1], [a0], [b1], [b0]

is thus given by ∂[a1] = [b0] and
∂[a0] = ∂[b1] = ∂[b0] = 0. The homology of this complex is therefore
FC , ∂

=

[a0], [b0], [b1]

[b0]
 ∼= Z22,
which is trivially isomorphic to FH.
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5. Contact surgery and handle attaching
This section is mostly already included in [12]. However, we will redo the line of ar-
guments to fill in some delicate details left open in the original article. Thus, we hope
to make the proof that symplectic (co)homology is invariant under subcritical surgery
(Theorem 94) more transparent, at least to some readers.
First, we describe the general construction for contact surgery, which is done by at-
taching a symplectic handle H2nk to the symplectization of a contact manifold. Then,
we describe the symplectic standard handle, which is a subset of R2n defined as the
intersection of two sublevel sets {ψ < −1} ∩ {ϕ > −1}, where ϕ and ψ are functions
on R2n. While ϕ is explicitly given, we describe the construction of a suitable ψ in the
Subsection 5.3. The calculation of Conley-Zehnder indices for 1-periodic Reeb orbits on
H2nk concludes this section.
5.1. Surgery along isotropic spheres
Let us briefly recall the contact surgery construction due to Weinstein, [53]. Consider an
isotropic sphere Sk−1 in a contact manifold (N2n−1, ξ). The 2-form ω = dλ for a contact
form λ (with ξ = kerλ) defines a natural conformal symplectic structure on ξ. Denote
the ω-orthogonal on ξ by ⊥ω. Since S is isotropic, it holds that TS ⊂ TS⊥ω . So, the
normal bundle of S in N is given by
TN/TS = TN/ξ ⊕ ξ/(TS)⊥ω ⊕ (TS)⊥ω/TS.
The Reeb field Rλ trivializes TN/ξ. The bundle ξ/(TS)
⊥ω is canonically isomorphic to
T ∗S via v → ιvω. The conformal symplectic normal bundle CSN(S) := (TS)⊥ω/TS
carries a natural conformal symplectic structure induced by ω. Since S is a sphere, the
embedding Sk−1 ⊂ Rk provides a natural trivialization of the bundle RRλ ⊕ T ∗S. This
trivialization together with a conformally symplectic trivialization of CNS(S) specifies
a standard framing for S in N .
Note that we have to assume that CNS(S) is trivializable. This holds certainly true for
S = S0 = {N,S} (two points) or S = Sn−1. In the latter case we have (TS)⊥ω = TS and
hence CNS(S) = (0). Therefore, taking connected sums and surgery along Legendrian
spheres is always possible.
Following Weinstein, we define an isotropic setup as a quintuple (P, ω, Y,Σ, S), where
(P, ω) is a symplectic manifold, Y a Liouville vector field for ω, Σ a hypersurface trans-
verse to Y (so Σ is contact) and S an isotropic submanifold of Σ. In [53], Weinstein
proves the following variant of his famous neighborhood theorem for isotropic manifolds:
Proposition 86 (Weinstein). Let (P0, ω0, Y0,Σ0, S0) and (P1, ω1, Y1,Σ1, S1) be two
isotropic setups. Given a diffeomorphism from S0 to S1 covered by an isomorphism
of their symplectic subnormal bundles, there exist neighborhoods Uj of Sj in Pj and an
isomorphism of isotropic setups
ϕ : (U0, ω0, Y0,Σ0 ∩ U, S0)→ (U1, ω1, Y1,Σ1 ∩ U1, S1)
which restricts to the given mappings on S0.
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We may now define contact surgery along an isotropic sphere as follows:
Let H2nk ≈ Dk × D2n−k be a symplectic standard handle (see 5.2) and let Sk−1 be an
isotropic sphere in a contact manifold (N2n−1, ξ). Then, Proposition 86 allows us to
glue the (lower) boundary Sk×D2n−k of H2nk to the symplectization N × [0, 1] along the
boundary part U1 ∩N × [0, 1] of a tubular neighborhood U1 of S × {1} (see Figure 2).
We obtain an exact symplectic manifold P := N × [0, 1] ∪S H2nk with a Liouville vector
field Y which is on N × [0, 1] simply ∂
∂t
, where t denotes the coordinate on [0, 1]. The
field Y is inward pointing along ∂−P := N × {0} and outward pointing along the other
boundary component ∂+P . Both manifolds are hence contact and ∂+P is obtained from
N by surgery along S. Moreover, P is an exact symplectic cobordism between ∂−P and
∂+P .
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Fig. 2: N × [0, 1] with handle attached
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5.2. The handle H2nk
In order to specify a standard handle H2nk , we consider R2n with symplectic coordinates
(q, p) = (q1, p1, ... , qn, pn) and the following Weinstein structure (cf. [53]):
ω :=
n
j=1
dqj ∧ dpj
Y :=
k
j=1

2qj
∂
∂qj
− pj ∂
∂pj

+
n
j=k+1
1
2

qj
∂
∂qj
+ pj
∂
∂pj

ϕ :=
k
j=1

q2j −
1
2
p2j

+
n
j=k+1
Aj
4

q2j + p
2
j

,
with constants Aj > 0.
Observe that the Liouville vector field Y and the Weinstein function ϕ satisfy Y · ϕ > 0
away from the origin. Note that Y is in fact a Liouville vector field for ω, as LXω = ω,
and its associated Liouville 1-form λ := ιXω satisfies dλ = ω. Explicitly, λ is given by
λ :=
k
j=1
(2qjdpj + pjdqj) +
n
j=k+1
1
2
(qjdpj − pjdqj) .
We introduce furthermore the following three quantities:
x :=
k
j=1
q2j y :=
k
j=1
1
2
p2j z :=
n
j=k+1
Aj
4

q2j + p
2
j

,
whose Hamiltonian vector fields are given by
Xx =
k
j=1
2qj
∂
∂pj
Xy =
k
j=1
−pj ∂
∂qj
Xz =
n
j=k+1
Aj
2

qj
∂
∂pj
− pj ∂
∂qj

.
This convention allows us to write ϕ = x− y + z and Xϕ = Xx −Xy +Xz.
Now, consider the level surface Σ− := {ϕ = −1} and note that Y is transverse to Σ−,
as Y · ϕ|Σ− > 0. Hence, λ|TΣ− is a contact form. The set S := {x = z = 0, y = +1} is
an isotropic sphere in Σ− and the quintuple (R2n, ω, Y,Σ−, S) will be the isotropic setup
where we glue H2nk to a contact manifold. To specify a handle H
2n
k , we choose a different
Weinstein function ψ(q, p) = ψ(x, y, z) on R2n such that the following holds:
(ψ1)
∂ψ
∂x
,
∂ψ
∂z
≥ 0, ∂ψ
∂y
≤ 0, and ∂ψ
∂x
=
∂ψ
∂y
=
∂ψ
∂z
= 0 only at the origin.
(ψ2) ψ = ϕ for y > 1 + ε with ε arbitrarily small.
(ψ3) The set

ψ < −1 ∩ ϕ > −1 is diffeomorphic to Dk ×D2n−k.
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Fig. 3: The handle H2nk
The handle is defined to be the closure H2nk := {ψ < −1} ∩ {ϕ > −1} (see Figure 3).
Properties.
• It follows from (ψ1) that the level sets Σ+ := {ψ = −1} and Σ− = {ϕ = −1} are
both contact hypersurfaces, as also X · ψ > 0. They coincide for y ≥ 1 + ε due
to (ψ2) and they contain the boundary of H2nk . Condition (ψ3) on the other hand
assures that Σ+ is obtained from Σ− by surgery along S.
• It follows also from (ψ2) that reducing ε lets the handle become thinner. By
choosing ε sufficiently small, we can make the handle so thin that its “lower”
boundary {ϕ = −1} ∩H2nk lies inside any prescribed neighborhood of S.
• The handle stays unchanged if we take ϕ′ = α · ϕ + β and ψ′ = α · ψ + β, α ̸= 0,
provided that we set H2nk = {ψ′ < −α + β} ∩ {ϕ′ > −α + β}.
The Hamiltonian vector field Xψ′ of ψ
′ = α · ψ + β is given by
Xψ′ = α ·Xψ = α ·

∂ψ
∂x
Xx +
∂ψ
∂y
Xy +
∂ψ
∂z
Xz

= α
k
j=1

2
∂ψ
∂x
qj
∂
∂pj
− ∂ψ
∂y
pj
∂
∂qj

+ α
n
j=k+1
∂ψ
∂z
· Aj
2

qj
∂
∂pj
− pj ∂
∂qj

. (48)
For our symplectic setting, we consider the following Lyapunov function f :=
k
j=1 qjpj.
Note that f satisfies Xψ′ · f > 0 away from the critical points of f . This shows that all
periodic orbits of Xψ′ are contained in the set
{x = y = 0} = {q1 = p1 = ... = qk = pk = 0}.
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5.3. An explicit ψ and its extension to a neighborhood of H2nk
It is not difficult to find a Weinstein function ψ which satisfies (ψ1)–(ψ3). Fix ε > 0
and choose a smooth, monotone function g : R→ [0, 1] such that
g(t) =

0 for t ≤ 0
1 for t ≥ 1 + ε
and 0 ≤ g′(t) ≤ 1
1 + ε
+ δ, δ > 0 small, ∀ t.
Then set ψ := x− y + z − (1 + ε/2) + (1 + ε/2) · g(y). (49)
This satisfies (ψ1)–(ψ3), provided that δ is small enough.
For symplectic (co)homology, we need ψ not only on H2nk , but we have to arrange that ψ
extends to a neighborhood of H2nk in a specific way. In order to describe what we mean
by that, we make the following observation:
Let Σ− = {ϕ = −1} and Σ+ = {ψ = −1} be as above. As both are hypersurfaces
transversal to the Liouville vector field Y , the flow φt of Y provides symplectic embed-
dings of the symplectizations of Σ+ resp. Σ− into R2n:
Φ± : Σ± × (−∞,∞)→ R2n, Φ±(y, t) = φt(y)
On any symplectization (Σ× (−∞,∞), d(etλ)) of a contact manifold and for any α, β ∈
R, we define a function hΣ by hΣ(s, t) := α · et + β.
We call such a function linear on Σ×R, and in fact it is linear when using the coordinate
r := et, r ∈ (0,∞), instead of t. Observe that the Hamiltonian vector field of hΣ is given
by XhΣ(s, t) = α ·Rλ(s), where Rλ is the Reeb vector field of λ, the contact form on Σ.
Let h˜±Σ be functions of this form for Σ
± with α = 1, β = −2, such that h˜Σ±(Σ±) = −1,
and let h±Σ := h˜Σ± ◦(Φ±)−1 be their pushforward onto the image of Φ± in R2n. Note that
h+Σ and h
−
Σ coincide on Φ
±((Σ+∩Σ−)×(−∞,∞)), as Φ− = Φ+ on (Σ−∩Σ+)×(−∞,∞).
In order to compare the symplectic (co)homologies of Σ− and Σ+, we need a Hamiltonian
that is linear on the negative symplectization of Σ− and the positive symplectization of
Σ+. As ψ will serve as such a Hamiltonian, we require that ψ = h+Σ on {ψ ≥ −1} and
ψ = h−Σ on {ϕ ≤ −1}\U , where U is a compact neighborhood of S = {x = z = 0, y = 1}
(see Figure 4).
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Σ− × R−
Σ+ × R+
Σ− × R−
Σ+ × R+ U
U
Fig. 4: Areas, where ψ is linear together with the symplectizations of Σ±
Discussion 87. It is the extension of ψ beyond the handle, that is not quite correct in
[12]: It is stated there that one can extend ψ on the positive symplectization of Σ+ such
that there is only one 1-periodic orbit of Xψ on the handle. To achieve this, ψ has to
be linear on the symplectizations away from the handle (as already stated above), i.e. ψ
has to be of the form ψ = α ·et+β for α ̸∈ spec(Σ+). Moreover, it has to be of this form
on the set {x = y = 0} and it has to be increasing for y → 0 on the set {x = z = 0}.
Let us write for the moment ψ = α+ · et + β+ on Σ+ × R+ and ψ = α− · et + β− on
Σ− × R−. As Σ+ and Σ− coincide together with their symplectizations on an open set,
we find that α+ = α− and β+ = β−. However, following the path depicted in Figure 5
and keeping in mind that ψ = α+ · et+β+ on {x = y = 0} and ∂yψ ≤ 0 on {x = z = 0},
we find that β+ > β−, a contradiction.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 































































                                           z z
y
y
Fig. 5: Fig. 1: The problematic path
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Our solution to this dilemma is to allow ψ to have a varying slope on {x = y = 0}, first
letting it grow very slowly coming from the origin and increasing the slope sharply near
Σ+. Using the Lyapunov function f , we can then show that this construction creates
1-periodic Xψ-orbits only in the set {x = y = 0}. These can be explicitly described and
are hence still manageable.
In order to construct such a ψ, we need the following two technical lemma:
Lemma 88. Consider R2n with the standard symplectic structure and the Liouville vec-
tor field given in 5.2 and
x :=
k
j=1 q
2
j y :=
k
j=1
1
2
p2j z :=
n
j=k+1
Aj
4

q2j + p
2
j

.
Let Σ ⊂ R2n be a smooth hypersurface transverse to the Liouville vector field Y such that
its outer normal N is of the form N = cx ·∇x+ cy ·∇y+ cz ·∇z, where cx, cy, cz : Σ→ R
are functions with cx, cz > 0, cy < 0 and ∇x,∇y,∇z are the gradients of x, y, z. Let h˜Σ
denote the function h˜Σ(s, t) = αe
t+β on the symplectization of Σ and let hΣ = h˜Σ ◦Φ−1
be its pushforward onto R2n by the flow Φ of Y .
Then, the Hamiltonian vector field Xh of hΣ is of the form
Xh = Cx ·Xx + Cy ·Xy + Cz ·Xz,
where Cx, Cy, Cz ∈ C∞(R2n) are functions satisfying Cx, Cz > 0, Cy < 0.
Remark.
• Note that Cx, Cz > 0 and Cy < 0 guarantees that the Lyapunov function
f =
k
j=1 qjpj satisfies Xh · f = 0 only on {x = y = 0}.
• The assumptions on Σ are satisfied, if Σ = ψ−1(c) for a function ψ on x, y, z with
∂ψ
∂x

Σ
, ∂ψ
∂z

Σ
> 0 and ∂ψ
∂y

Σ
< 0.
Proof: AsXh˜ = α·Rλ on Σ×(−∞,∞), it follows that on R2n holdsXh|φt(Σ) = α·et·Rt,
where Rt is the Reeb field of λt := λ|Tφt(Σ), the contact form on φt(Σ). By assumption,
a normal N to Σ satisfies
N = cx∇x + cy∇y + cz∇z
= cx
k
j=1
2qj
∂
∂qj
+ cy
k
j=1
pj
∂
∂pj
+ cz
n
j=k+1
1
2

qj
∂
∂qj
+ pj
∂
∂pj

.
The flow of φt of Y is given by
φt =

... , e2t · qj, e−t · pj, ...  
j=1,... ,k
, ... , et/2 · qj, et/2 · pj, ...  
j=k+1,... ,n

.
A normal N t to φt(Σ) is hence given by
N t = e2t · cx∇x + e−t · cy∇y + et/2 · cz∇z.
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Let J denote the standard almost complex structure on R2n, i.e. J( ∂
∂qj
) = ∂
∂pj
and
J( ∂
∂pj
) = − ∂
∂qj
. Using the definition of λt and N
t, we find that the Reeb vector field Rt
is given by
Rt =
JN t
λ(JN t)
=
1
C

e2tcxXx + e
−tcyXy + et/2czXz

with C = λ(JN t) = e4t(cx) · 4x+ e−2tcy · (−2y) + etcz · z > 0.
Using Xh|φt(Σ) = α · etRt, we see that Xh is exactly of the announced form.
Lemma 89. Let ε, δ, c > 0 be constants. Then there exists a smooth monotone function
g : R→ [0, 1] such that
g(t) = 0 for t ≤ 0 g(t) = 1 for t ≥ ε (∗)
and for all C1-functions ϕ, ψ with ϕ(0) = ψ(0) and | ∂
∂t
ϕ(t)− ∂
∂t
ψ(t)| < c for all t ∈ [0, ε]
holds that  ∂∂tϕ+ ψ − ϕ · g−  ∂∂tϕ+  ∂∂tψ − ∂∂tϕ · g

∞
≤ δ. (∗∗)
In other words, we can interpolate between ϕ and ψ, such that the slope of the interpo-
lation is arbitrary close to the interpolation of the slopes of ϕ and ψ.
Proof: We calculate that
∂
∂t

ϕ+

ψ − ϕg =  ∂
∂t
ϕ+
 ∂
∂t
ψ − ∂
∂t
ϕ

g

+

ϕ− ψ) ∂
∂t
g.
Therefore, (∗∗) translates toψ − ϕ ∂∂tg
 =  t
0

∂
∂s
ψ − ∂
∂s
ϕ

ds · ∂
∂t
g
 ≤ c · t · ∂∂tg ≤ δ ∀t ∈ [0, ε].
So, (∗∗) is satisfied, if 0 ≤ ∂
∂t
g(t) ≤ δ/ct ∀ t ∈ [0, ε]. As  ε
0
δ/ct dt =∞, we can choose a
smooth function g˜ satisfying
0 ≤ g˜(t) ≤ δ
c · t , g˜ ≡ 0 for t ≤ 0 and t ≥ ε and
 ε
0
g˜(t) dt = 1.
Setting g(t) :=
 t
0
g˜(s) ds then gives the desired function.
Now, we construct ψ in two steps:
• First, recall that the isotropic sphere S ⊂ Σ− = {ϕ = −1} is given by
S := {x = z = 0, y = 1}.
Consider the function h−Σ. As the Reeb vector field RΣ− of (Σ
−, λ|TΣ−) coincides
with the Hamiltonian vector field Xϕ, we find Xh−Σ
= RΣ− = Xϕ and dh
−
Σ = dϕ.
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As also h−Σ(Σ
−) = ϕ(Σ−) = −1, we find that h−Σ and ϕ coincide up to first order on
Σ−. Therefore, given any neighborhood U of S, there exists a function ϕˆ of x, y, z
and a neighborhood Uˆ ⊂ U , such that ϕˆ ≡ h−Σ on R2n \ U, ϕˆ ≡ ϕ on Uˆ and ϕˆ is
arbitrarily C1-close to h−Σ. Consequently, we can arrange that
Xϕˆ = Cx ·Xx + Cy ·Xy + Cz ·Xz with Cx, Cz > 0, Cy < 0.
Now choose a handle H2nk so thin, such that H
2n
k ∩ Σ− ⊂ Uˆ . See Figure 6 for the
different areas. Let H2nk be defined by a function ψ˜ as in (49) and set
ψˆ : {ϕ ≤ −1} ∪H2nk → R ψˆ =

ψ˜ on

Uˆ ∩ {ϕ ≤ −1} ∪H2nk
ϕˆ on

U ∩ {ϕ ≤ −1} \ Uˆ
h−Σ on {ϕ ≤ −1} \ U
.
Since ψ˜ = ϕˆ outside a small neighborhood of H2nk , we find that ψˆ is smooth.
S
S
U ∩ {ϕ ≤ −1}H
2n
k
Uˆ ∩ {ϕ ≤ −1}
Fig. 6: Areas, where ψˆ is defined
• For the second step consider the function h+Σ associated to Σ+ = {ψˆ = −1}. Use
Lemma 89 to construct for δ > 0 small a smooth monotone function g with
g(t) = 0 for t ≤ −1− δ, g(t) = 1 for t ≥ −1
such that ψ := ψˆ + (h+Σ − ψˆ) · g(h+Σ) satisfies
Xψ = Cx ·Xx + Cy ·Xy + Cz ·Xz, Cx, Cz > 0, Cy < 0. (50)
Recall that h+Σ = h
−
Σ = ψˆ outside U , so that we are actually interpolating along a
compact set. Moreover, it follows from this, that ψ = h+Σ away from the handle.
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5.4. Closed orbits and Conley-Zehnder indices
Note that (50) implies for the Lyapunov function f that f ·Xψ = 0 only on {x = y = 0}.
This continues to hold, when we consider ψ′ := α · ψ + β and it guarantees that the
only periodic orbits of Xψ′ lie in {x = y = 0}. In the following we will determine
the 1-periodic orbits of Xψ′ and calculate their Conley-Zehnder indices. By (50), the
Hamiltonian vector field Xψ′ is given by
Xψ′ = α ·

CxXx + CyXy + CzXz

,
where Cx, Cy, Cz ∈ C∞(R2n) are functions with Cx, Cz > 0, Cy < 0 and Xx, Xy and Xz
are the Hamiltonian vector fields of x, y, z and given by
Xx =
k
j=1
2qj
∂
∂pj
, Xy =
k
j=1
−pj ∂
∂qj
, Xz =
n
j=k+1
Aj
2

qj
∂
∂pj
− pj ∂
∂qj

.
Note that on {x = y = 0}, we have therefore
Xψ′ = α · Cz
n
j=k+1
Aj
2

qj
∂
∂pj
− pj ∂
∂qj

.
On Σ+ × R+ ∩ {x = y = 0}, we have by our construction ψ′ = α · h+Σ and hence that
Xψ′ = α ·Rλ|Σ+ , where the Reeb vector field on Σ+ ∩ {x = y = 0} is given by
Rλ|Σ+ = 2
ε
·
n
j=k+1
Aj
2

qj
∂
∂pj
− pj ∂
∂qj

=
2
ε
Xz.
The constant 2/ε comes from the fact that λ(Xz) = z and that the value of z on
Σ+ ∩ {x = y = 0} = ψ−1(−1) ∩ {x = y = 0} is given by (49) as
−1 = 0− 0 + z − (1 + ε/2) ⇔ z = ε/2.
On the other hand, for z < ε/2 − O(δ), we have by the second step that ψ = ψˆ. By
(49) we have for y = 0 that ψˆ = x − y + z − (1 + ε/2) and hence there Xψ′ = αXz.
It follows that on {x = y = 0}, we have Xψ′ = α · CzXz, where Cz is a z-dependent
interpolation between the constants 1 and 2/ε. Now we can calculate the flow φt of Xψ′
on {x = y = 0}. First we calculate for z(φt(p, q))
d
dt
z

φt

= dz(Xψ′) = α · Cz dz(Xz) = 0.
It follows that z is constant along the flow lines of φ. Now, consider for j = k + 1, ... , n
the complex coordinates zj = qj + ipj. Then, we have on {x = y = 0}:
Xψ′ = αCz ·

0 , ... , 0  
j=1,... ,k
, ... , iAj · zj, ...  
j=k+1,... ,n

.
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As z(φt) is independent from t and hence d
dt
Cz(0, 0, z(φ
t)) = 0, we obtain that the flow
φt of Xψ′ on {x = y = 0} is given by
φt(0, zk+1, ... , zn) =

0, ... , 0, exp

iαCzAk+1t
 · zk+1, ... , exp iαCzAnt · zn. (51)
By choosing the constants Aj linear independent over Q, we can arrange that the 1-
periodic orbits of Xψ′ on {x = y = 0} are isolated. They are given by values of z and j
such that
αAj · Cz(0, 0, z) ∈ 2πZ,
except for the one constant orbit at the origin. For α appropriately chosen, we can
assume that there are only finitely many such orbits.
Now, we calculate the Conley-Zehnder indices of these orbits, using the definition of
µCZ for a path of symplectic matrices from Section 3.3. Let z
0 ∈ {x = y = 0} be such
that γ(t) := φt(z0), 0 ≤ t ≤ 1, γ(0) = γ(1), is a 1-periodic orbit of Xψ′ . In order to
calculate µCZ(γ), we identify Tγ(t)R2n with R2n in the natural way. This yields a path
Φψ in Sp(2n) given by Φψ(t) = Dφ
t(z0). The t-derivative of Φψ on {x = y = 0} is given
by
d
dt
Φψ(t) =
d
dt
Dφt(z0) = D

d
dt
φt(z0)

= DXψ′

φt(z0)

= D

CxXx + CyXy + CzXz

φt(z0)

= α · diag

... ,

0 −Cy
2Cx 0

, ...  
j=1,... ,k
, ... , iCzAj, ...  
j=k+1,... ,n

◦ Φψ(t).
Note that no derivatives of Cx or Cy are involved, as Xx = Xy = 0 on {x = y = 0}. It
follows that Φψ is of block form Φψ = diag

Φ1ψ, ... ,Φ
n
ψ

, where the paths of 2×2 matrices
Φjψ are solutions of an ordinary differential equation with initial value Φ
j
ψ(0) = 1 and
d
dt
Φjψ(t) = α

0 −Cy
2Cx 0

Φjψ(t) =

0 −1
1 0

2αCx 0
0 αCy

Φjψ(t) j = 1, ... , k
d
dt
Φjψ(t) = iαAjCz · Φjψ(t) j = k + 1, ... , n.
As the matrix

2αCx 0
0 αCy

has for all t one positive and one negative eigenvalue, it follows
that its signature is always zero and hence by the Robbin-Salamon definition of µCZ that
µCZ(Φ
j
ψ) = 0, j = 1, ... , k. For j = k+1, ... , n on the other hand, we find by Lemma 59
that
µCZ

Φjψ

=

αAjCz
2π

+

αAjCz
2π

, j = k + 1, ... , n
and therefore µCZ(γ) = µCZ(Φψ) =
n
j=k+1

αAjCz
2π

+

αAjCz
2π

. (52)
Note again that 1 ≤ Cz ≤ 2/ε is constant for each γ with αAjCz(0, 0, z(γ(0)) ∈ 2πZ.
We have therefore µCZ(γ) ≥ α ·
 ⌈Aj/2π⌉. It follows for α → ∞ that all possible
values for µCZ(γ) go to ∞.
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6. Symplectic (co)homology
In this section, we roughly introduce symplectic (co)homology – a Floer type homology
similar to Rabinowitz-Floer homology. In fact, we will see in 6.6 that both constructions
are closely related.
In Rabinowitz-Floer homology, the chain complex is built solely on data coming from
the contact hypersurface Σ, a fact that makes this homology very suitable for calculating
contact invariants. The chain complex in symplectic (co)homology uses all 1-periodic
orbits of a Hamiltonian vector field XH on V . Moreover, the definition of the homology
involves direct limits indexed over the set of all admissible H. This makes the construc-
tion more flexible and allows us to prove the invariance of symplectic (co)homology under
subcritical handle attachment, which we then transfer to Rabinowitz-Floer homology.
6.1. Setup
First, we describe shortly the setup for symplectic (co)homology. It is quite similar to the
one for Rabinowitz-Floer homology, but has some important differences – in particular
the use of time-dependent Hamiltonians and the absence of the parameter η.
In this section, let (V, λ) be a compact Liouville domain, with exact symplectic form
ω = dλ and convex contact boundary (Σ = ∂V, α = λ|TΣ). As before, let Y be the
Liouville vector field of λ. That (Σ, α) is convex simply means that Y points out of V
along ∂V = Σ. The completion of V is still denoted V , as well as R denotes the Reeb
vector field of α. The action spectrum of (Σ, α) contains in this section only positive
periods of closed Reeb orbits, so that
spec(Σ, α) := spec(Σ, α) ∩ R+.
Hamiltonians are smooth S1-families of functions Ht : V → R with Hamiltonian vector
fields X tH given by
ω(·, X tH) = dHt. (for t ∈ S1 fixed)
The action of a loop x : S1 → V is defined by
AH(x) =
 1
0
x∗λ−
 1
0
Ht(x(t))dt.
The critical points of this functional are exactly the one-periodic solutions of
x˙(t) = X tH . (53)
We denote the set of these solutions by P(H).
Almost complex structures Jt come in S
1-families. An AH-gradient trajectory u : R ×
S1 → V is in this section a solution of the Floer equation:
∂su−∇AH = 0 ⇔ us + J(ut −X tH) = 0. (54)
As before, we are also interested in homotopies Hs of Hamiltonians. In this setting an
AHs-gradient trajectory is again a solution of (54), but with X tH depending on s.
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Symplectic (co)homology can also be Z-graded by the Conley-Zehnder index. For that,
we require the same assumptions as for Rabinowitz-Floer homology, namely that Σ = ∂V
is simply connected and that the evaluation of the first Chern class c1(TV ) vanishes
on π2(V ). One could also define the index under more relaxed conditions. However,
imposing these assumptions makes it easier to compare SH and RFH.
Remark. Note that µCZ(x) of a 1-periodic orbit x of X
t
H is for SH calculated with
respect to a trivialization of TV over a capping disc u¯ of x and not with respect to a
trivialization of the contact form ξ as in RFH. Nevertheless, our assumptions imply for
a non-constant Reeb orbit x that µCZ(x) is the same for TV and ξ. This is due to the
fact that over Σ, we have the splitting
TV = ξ ⊕ RR⊕ RY.
As the action of the linearized flow of XH on RR⊕RY is trivial (as both vector fields are
preserved by XH), we find by the product property of µCZ that µCZ(x) actually involves
only the ξ part of TV . This phenomenon is illustrated by the calculations of µCZ on
Brieskorn manifolds Σa in Section 7.1, where by Corollary 98 Y2 is the Reeb vector field
on Σa and X2 the Liouville vector field on the filling Wε.
For the construction of symplectic (co)homology we look at solutions of (54) such that
lim
s→±∞
= x±(t) are 1-periodic solutions of (53). In general, these solutions might not stay
in a compact subset of V , even for x± fixed. Hence, it could be that the moduli space
of these solutions is not compactifiable. To avoid this problem, we make the following
restrictions:
• We call a Hamiltonian H admissible, writing H ∈ Ad(V,Σ), if all its 1-periodic
orbits are non-degenerate and if H is linear at infinity, that is if there exists an
R ∈ R such that on Σ× [R,∞) ⊂ V the Hamiltonian is of the form
H = h(er) = α · er + β
with α, β ∈ R, α > 0 and α ̸∈ Spec(Σ, λ).
• We call a homotopy Hs between admissible Hamiltonians H± admissible if there
exists an R ∈ R such that on Σ× [R,∞) the homotopy has the form
Hs = hs(e
r) with ∂s∂rHs ≤ 0 on Σ× [R,∞).
• We call a Hamiltonian/homotopy H weakly admissible, writing H ∈ Adw(V,Σ), if
there exists an R such that on Σ× [R,∞) it has the form
H = h

er−f(y)

= α · er−f(y) + β resp. Hs = hs(er−fs(y))
for a function f : Σ→ R. In the homotopy case we require that
(∂s∂rhs)

er−fs(y)
− (∂rhs)er−fs(y) · ∂sfs(y) ≤ 0, with < 0 on supps ∂sf.
If ∂2rh = 0 (e.g. if h is linear), then this is equivalent to ∂s∂rHs ≤ 0.
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• We call a possibly s-dependent almost complex structure J (weakly) admissible,
if it is cylindrical and time independent at infinity, that is if
d

er−fs
 ◦ Js = −λ on Σ× [R,∞)
for an R ∈ R. We may write this shorter as d(ers) ◦ J = λ for rs := r − fs.
Note that in Rabinowitz-Floer homology, we required that H is constant outside a
compact set. This implied by a Lemma of McDuff, [35] Lem. 2.4, that all solutions of
the Rabinowitz-Floer equation (3) stayed in this compact set. The following lemma is a
generalization of this crucial fact to Hamiltonians that are linear at infinity.
Lemma 90 (Maximum Principle).
Let H be a (weakly) admissible Hamiltonian/homotopy and J an admissible almost com-
plex structure. Let x± ∈ P (H±), where H± are the ends of the possibly constant homo-
topy Hs. Then there exists a constant σ ≤ 1 such that for Hσ·s and Jσ·s any solution u
of (54) with lim
s→±∞
u(s) = x± satisfies
er ◦ u(s, t) ≤ eC ∀(s, t) ∈ R× S1
for some constant C ≥ R not depending on u. If H is a (weak) Hamiltonian or a non-
weak homotopy, then we may choose σ = 1, i.e. the Maximum principle holds already
for H and J .
Proof: Our proof is a generalization of similar proofs by A.Oancea,[41], and P.Seidel,
[48]. We give the proof only for homotopies Hs, which includes the Hamiltonian case by
constant Hs = H. Let us consider the function ρ : R× S1 → R given by
ρ := er−fs ◦ u = ers ◦ u, where rs := r − fs.
To ease the notation, we will drop the index s, writing only H, h, f and J . Moreover,
we write h′ instead of ∂rh. However, we keep rs and we write us, ut for ∂su and ∂tu.
Calculation of ∆ρ
∂sρ = d

ers

(us) +

∂se
r−fs(u) = ders− J(ut −XH)+ er−fs(u) · (−∂sf)(u)
= λ(ut) + λ(XH)− ρ · (∂sf)(u)
= λ(ut)− ρ · h′(ρ)− ρ · (∂sf)(u),
as λ(XH) = ω(Y,XH) = dH(∂r) = ∂rH = ρ · h′(ρ). Moreover, we have
∂tρ = d

ers

(ut) = d

ers

(Jus −XH) = −λ(us),
as the orbits of XHs stay in the level sets of e
rs and hence d

ers

(XHs) = 0.
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Therefore, we obtain for the Lapacian of ρ
∆ρ = ∂s

λ(ut)− ρ ·

h′(ρ) + (∂sf)(u)
− ∂tλ(us)
= dλ(us, ut)− λ( [us, ut]  
=0
)− ∂sρ · (∂sf)(u)−

− ρ(∂sf)(u) + d

ers

(us)

· h′(ρ)  
=dH(us)=dλ(us,XH)
− ρ ·

(∂sh
′)(ρ) + h′′(ρ) · ∂sρ+ (∂2sf)(u) + d(∂sf)(us)

= ω(us, ut −XH  
=Jus
)− ∂sρ ·

(∂sf)(u) + ρ · h′′(ρ)
− ρ · d(∂sf)(us)
− ρ ·

(∂sh
′)(ρ)− h′(ρ)(∂sf)(u) + (∂2sf)(u)

= |us|2 − ∂sρ ·

(∂sf)(u) + ρ · h′′(ρ)
− ρ · d(∂sf)(us)
− ρ ·

(∂sh
′)(ρ)− h′(ρ)(∂sf)(u) + (∂2sf)(u)

.
Abbreviating g(u) := (∂sf)(u) + ρ · h′′(ρ), we find that this is equivalent to
∆ρ+ ∂sρ · g(u) = |us|2− ρ · d(∂sf)(us)− ρ ·

(∂sh
′)(ρ)− h′(ρ)(∂sf)(u) + (∂2sf)(u)

. (∗)
Now if for C > R holds on [C,∞) × Σ that the right-hand side of (∗) is non-negative,
then ρ satisfies on [C,∞)×Σ a maximum principle and cannot have a local maximum at
an interior point of u−1

[C,∞)×Σ. As the asymptotics of u lie outside of [C,∞)×Σ,
it follows that ρ = er−fs ◦ u ≤ eC everywhere.
Estimate of κ := |us|2 − ρ · d(∂sf)(us)
At first glance, this term might be an unbounded from below. However, as the Liouville
form λ = er · λ0 grows exponentially in r, we will see that κ is in fact bounded by a
constant, independent of u. Indeed, as d(∂sf) is an r-invariant 1-form, there exists a
vector field ξs on Σ, such that
d(∂sf)(·) = dλ( 1er ξs, ·) ⇒ ρ · d(∂sf)(us) = dλ(ξs, us).
For c := sups |Jξs|, we find that this last expression is bounded by c · |us|. It will be
usefull to introduce σ at this point. Note that if we replace fs by fσ·s, then κ becomes
|us|2 − σ · ρ · d(∂sf)(us). Then, we have
κ = |us|2 − σ · ρ · d(∂sf)(us) ≥ |us|2 − σ · c · |us| ≥ −14c2 · σ2. (∗∗)
Here, the last estimate is the minimum of the parabola x2 − cσx. Finally note that
outside the s-support of ∂sf , we have κ = |us|2 ≥ 0.
Estimate of the whole right-hand side of (∗)
Let us introduce σ everywhere in (∗). Then, we get the following
∆ρ+ ∂sρ g(u) = |us|2 − σρ d(∂sf)(us)− ρ

σ(∂sh
′)(ρ)− σ h′(ρ)(∂sf)(u) + σ2(∂2sf)(u)

(∗∗)
≥ −ρ

σ

(∂sh
′)(ρ)− h′(ρ)(∂sf)(u)

+ σ2(∂2sf)(u)

− 1
4
c2 · σ2. (∗ ∗ ∗)
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For weakly admissable, we assumed that (∂sh
′) − h′(ρ)(∂sf)(u) ≤ 0 with < 0 on the
s-support of ∂sf . As this support is bounded, we find for σ sufficiently small that
the expression in the brackets is non-positive. Fixing such a σ, we find that for ρ >
R sufficiently large that the right-hand side is in fact non-negative. This proves the
lemma.
Remark.
• By decreasing σ, we can in fact achieve that C = R.
• If H is a Hamiltonian or a non-weak homotopy, then the term (∂2sf)(u) does not
exist and there is no need for a reparametrization by σ, i.e. we can choose σ = 1.
6.2. Symplectic homology
For a (weakly) admissible Hamiltonian H, we define the Floer homology FH∗(H) as
follows: The chain groups FC∗(H) are the Z2-vector space generated by P(H). Note
that due to h′ ̸∈ Spec(Σ, α) and the non-degeneracy of the 1-periodic orbits, we find that
P(H) is in fact a finite set. Thus, FC∗(H) is a finite vector space of dimension |P(H)|.
For x± ∈ P(H) let M(x−, x+) denote the space of solutions u of (54) with lim
s→±∞
u = x±.
There is an R-action on this space given by time shift. The quotient under this action
is called the moduli space of AH-gradient trajectories between x− and x+ and denoted
by M(x−, x+) := M(x−, x+)/R.
For a generic J , the space M(x−, x+) is a manifold. Its zero-dimensional component
M0(x−, x+) is compact and hence a finite set. Let #2M0(x−, x+) denote its cardinality
modulo 2. We define the operator ∂ : FC∗(H)→ FC∗(H) as the linear extension of
∂x :=

y∈P(H)
#2M0(y, x) · y.
A standard argument in Floer theory, involving the compactification ofM1(y, x), shows
that ∂2 = 0, so that ∂ is a boundary operator. We set as usual
FH∗(H) :=
ker ∂
im ∂
.
To a (weakly) admissible homotopyHs between admissible HamiltoniansH± we consider
for x± ∈ P(H±) the moduli space of s-dependent AHs-gradient trajectoriesMs(x−, x+).
Note that we have no time shift on this space, as equation (54) now depends on s. We
define the continuation map σ∗(H−, H+) : FC∗(H+)→ FC∗(H−) as the linear extension
of
σ∗(H−, H+)x+ =

x−∈P(H−)
#2M0s(x−, x+) · x−.
By considering homotopies of homotopies, one sees that σ∗(H−, H+) is independent of
the chosen homotopy. By considering the compactification of #2M1s(x−, x+), we obtain
from Floer theory that ∂◦σ∗ = σ∗◦∂, so that σ∗(H−, H+) is a chain map, which descends
to a map σ∗(H−, H+) : FH(H+)→ FH(H−).
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For three admissible Hamiltonians H1, H2 and H3, we have the composition rule
σ∗(H1, H3) = σ∗(H1, H2) ◦ σ∗(H2, H3).
Observe that admissibility of a homotopy Hs between H− and H+ implies that H− > H+
on Σ× [R,∞) for R sufficiently large. We introduce a partial ordering ≺ on Adw(V,Σ)
by saying H+ ≺ H− if and only if H+ < H− on Σ× [R,∞) for a sufficiently large R ∈ R.
This ordering together with the maps σ∗(H−, H+) turn (FH(H), σ) into a direct system
over the directed set (Adw(V,Σ),≺). The symplectic homology groups SH∗(V ) are then
defined to be the direct limit of this system:
SH∗(V ) := lim−→
FH∗(H).
A cofinal sequence (Hn) ⊂ Adw(V,Σ) is a sequence of Hamiltonians such thatHn ≺ Hn+1
and for any H ∈ Adw(V,Σ) there exists an n ∈ N such that H ≺ Hn. It follows from
Theorem 74 that we have for any cofinal sequence
SH∗(V ) = lim
n→∞
FH∗(Hn).
Finally, for any cofinal sequence there exist sequences (Rn), (αn), (βn) ⊂ R and (fn) ⊂
C∞(Σ) such that (αn) and (Rn) are monotone increasing and
Hn = αn · er−fn + βn on Σ× [Rn,∞).
6.3. Truncation
For a (weakly) admissible Hamiltonian H and b ∈ R consider the subchain groups
FC<b∗ (H) ⊂ FC∗(H)
which are generated by whose x ∈ P(H) with AH(x) < b. For a < b, we set
FC [a,b)∗ (H) := FC
<b
∗ (H)

FC<a∗ (H)
We call FC
[a,b)
∗ (H) truncated chain groups in the action window [a, b). By setting
a = −∞, they include the cases FC [−∞,b)∗ (H) = FC<b∗ (H). Analogously one defines
FC≤b∗ (B), FC
>b
∗ (H) := FC∗(H)

FC≤b∗ (H), FC
≥b
∗ (H),
FC(a,b]∗ (H), FC
(a,b)
∗ (H) and FC
[a,b]
∗ (H).
Note that FC
[a,b)
∗ (H) = FC
(a,b)
∗ (H) if a ̸∈ AH(P(H)). In the following, we restrict
ourself for simplicity to FC
(a,b)
∗ (H). However, most of the following results hold also for
all other versions of action windows.
The following Lemma 91 shows that the boundary operator ∂ reduces the action. It
induces therefore a boundary operator ∂ on the truncated chain groups and for this ∂
we define
FH(a,b)∗ (H) :=
ker ∂
im ∂
.
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Lemma 91. If H is a Hamiltonian or a monotone decreasing homotopy and u a solution
of (54) with lim
s→±∞
u = x± ∈ P(H), then AH(x+) ≥ AH(x−).
Proof:
AH(x+)−AH(x−) =
 ∞
−∞
d
ds
AH(u(s))ds
=
 ∞
−∞
||∇AH ||2ds−
 ∞
−∞
 1
0

d
ds
H

(u(s))dt ds ≥ 0.
Note that the second term is zero, if H does not depend on s, i.e. if H is a Hamiltonian.
This shows that the monotone decreasing condition is only needed for homotopies.
Let H−, H+ be two (weakly) admissible Hamiltonians such that H− > H+ everywhere.
Then we may choose a monotone decreasing (weakly) admissible homotopy Hs between
them and it follows from Lemma 91 that the associated continuation map σ∗(H−, H+)
also decreases action. We obtain hence a well-defined map
σ∗(H−, H+) : FH(a,b)∗ (H+)→ FH(a,b)∗ (H−).
The truncated symplectic homology in the action window (a, b) is then defined as the
direct limit under these maps:
SH(a,b)∗ (V ) := lim−→
FH(a,b)∗ (H).
Attention: Without further restrictions, we have always
SH(a,b)(V ) = 0, whenever a > −∞.
To see this, take any cofinal sequence of Hamiltonians (Hn) and take an increasing
sequence (βn) ⊂ R such that βn > max
x∈P(Hn)
AHn(x). Then we find that Kn := Hn+βn−a
yields also a cofinal sequence, but now
max
x∈P(Kn)
AKn(x) = max
x∈P(Hn)
AHn(x)− βn + a < a
such that FC
(a,b)
∗ (Kn) = FH
(a,b)
∗ (Kn) = 0 for all n and hence SH(a,b)(V ) = 0. One can
overcome this obstacle by restricting further the set of admissible Hamiltonians. For us,
it will be enough to require that all Hamiltonians H are smaller then 0 on a fixed contact
hypersurfaceM ⊂ V . We write SH(a,b)(V,M) for the direct limit of these Hamiltonians.
In addition, we remark that for the definition of FH
(a,b)
∗ (H) it suffices that only the
1-periodic orbits x of XH with AH(x) ∈ (a, b) are non-degenerate, as the others are
discarded. Therefore, we call a Hamiltonian H admissible for SH
(a,b)
∗ (V,M), writing
H ∈ Ad(a,b)(V,M), if it satisfies
• H|M < 0
• H|Σ×[R,∞) = h(er) for R large
• all x ∈ P(a,b)(H) = {x ∈ P(H) | AH(x) ∈ (a, b)} are non-degenerate.
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The partial ordering on Ad(a,b)(V,M) is given by H ≺ K if H < K everywhere. Similar,
one defines weakly admissible Hamiltonians. Note that we are free to choose for the
computation of SH(a,b)(V,M) cofinal sequences (Hn) which are also admissible for the
whole symplectic homology or cofinal sequences, where the 1-periodic orbits of XHn are
only non-degenerate in the action window (a, b).
When taking a cofinal sequence (Hn) ⊂ Ad(V ), we find that the projection
FC∗(H)→ FC>b∗ (H) = FC∗(H)

FC≤b∗ (H)
or the short exact sequence
0→ FC(a,b)∗ (H)→ FC(a,c)∗ (H)→ FC(b,c)∗ (H)→ 0
induce in homology the map
FH∗(H)→ FH≥b∗ (H)
respectively the long exact sequence
· · · → FH(a,b)∗ (H)→ FH(a,c)∗ (H)→ FH(b,c)∗ (H)→ . . .
Applying the direct limit then yields the map
SH∗(V )→ SH>b∗ (V,M)
and (as lim
−→
is an exact functor) the long exact sequence
· · · → SH(a,b)∗ (V,M)→ SH(a,c)∗ (V,M)→ SH(b,c)∗ (V,M)→ . . .
6.4. Symplectic cohomology
By dualizing the constructions from the previous section, we obtain the symplectic
cohomology. Explicitly, we define for a (weakly) admissible Hamiltonian H the cochain
groups FC∗(H) again as the Z2-vector space generated by P(H). The coboundary
operator δ is then defined as the linear extension of
δx :=

y∈P(H)
#2M0(x, y) · y.
Note that the operator δ increases action. The analogue construction of chain maps
σ∗(H−, H+) associated to an admissible homotopy Hs between Hamiltonians H− and
H+ yields hence a map in the opposite direction (compared to σ∗(H−, H+))
σ∗(H−, H+) : FH∗(H−)→ FH∗(H+),
where H− > H+ on Σ× [R,∞) for R sufficiently large. It obeys the composition rule
σ∗(H1, H3) = σ∗(H2, H3) ◦ σ∗(H1, H2).
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By taking the same partial ordering on Adw(V ) as for homology, we obtain hence an
inverse system. The symplectic cohomology SH∗(V ) is then defined to be the inverse
limit of this system
SH∗(V ) := lim
←−
FH∗(H).
Again, it can be calculated using cofinal sequences (Hn) of admissible Hamiltonians.
For the truncated version of symplectic cohomology, we now have to consider
FC∗>a(H) ⊂ FC∗(H)
generated by those 1-periodic orbits with action greater then a. Then, we define
FC∗(a,b](H) := FC
∗
>a(H)

FC∗>b(H)
and all other truncated groups accordingly. As δ increases action, it is well-defined on the
truncated chain groups and yields analogously FH∗>a(H) and FH
∗
(a,b)(H) as cohomology
groups. Then considering only (globally) monotone decreasing homotopies, the chain
maps σ∗ are also well-defined on truncated groups and we obtain as inverse limits
SH∗>a(V,M) = lim←−
FH∗>a(H), SH
∗
(a,b)(V,M) = lim←−
FH∗(a,b)(H),
where we restricted again to H ∈ Adw(V,M).
Unlike to the homology case, the long exact sequence
· · · → FH∗(b,c)(H)→ FH∗(a,c)(H)→ FH∗(a,b)(H)→ . . .
induces in general not a long exact sequence in symplectic cohomology. This is due to
the fact that, in general, the inverse limit is not an exact functor, but only left exact (see
Section 4 or [4] resp. [21]). However, the inclusion FC∗>a(H)→ FC∗(H) still induces a
map
SH∗>a(V,M)→ SH∗(V ).
6.5. Transfer morphism and handle attaching
In the following, we construct a map π∗(W,V ) : SH∗(V )→ SH∗(W ) for an exactly em-
bedded Liouville subdomain W ⊂ V , as first suggested by Viterbo in [52]. Analogously,
we construct a map π∗(W,V ) : SH∗(W )→ SH∗(V ) in cohomology. Then we will show
that π∗(W,V ) and π∗(W,V ) are isomorphisms if V is obtained from W by attaching a
subcritical handle H2nk as described in Section 5.
As shown above, we have always maps SH∗(V )→ SH>0∗ (V, ∂W ) and SH∗>0(V, ∂W )→
SH∗(V ). The maps π∗(W,V ) and π∗(W,V ) are obtained by showing the identities
SH>0∗ (V, ∂W ) = SH∗(W ) and SH
∗
>0(V, ∂W ) = SH
∗(W ). This is done by giving an
explicit cofinal sequence (Hn) ⊂ Ad(V, ∂W ).
The following proposition is based on ideas by Viterbo, [52]. Its proof is taken from
McLean, [37]. We include it here for completeness and to add a missing argument for
the homotopy case. See also Cieliebak, [12], for a slightly different approach.
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Proposition 92. There exists a cofinal sequence (Hn) ⊂ Ad(V, ∂W ) and a sequence of
monotone decreasing admissible homotopies (Hn,n+1) between them such that
1. Kn := Hn|W , Kn,n+1 := Hn,n+1|W are sequences of admissible Hamiltonians /
homotopies on (W,ω).
2. all 1-periodic orbits of XHn in W have positive action and all 1-periodic orbits of
XHn in V \W have negative action.
3. all AH-gradient trajectories of Hn or Hn,n+1 connecting 1-periodic orbits in W are
entirely contained in W .
Proof: It will be convenient to use z = er rather than r for the second coordinate in
the completion (W, ω) = W ∪ (∂W × [1,∞), d(zα). Note that we can embed W intoV using the flow of Yλ, where λ = zα. The cylindrical end ∂W × [1,∞) is then a subset
of V . The first coordinates will be denoted zW for ∂W × (0,∞) and zV for ∂V × (0,∞).
To begin, assume that Spec(∂W, λ) and Spec(∂V, λ) are discrete and let
k : N→ R \

Spec(∂W, λ) ∪ 4 · Spec(∂V, λ)

be an increasing function such that k(n)→∞. Let µ : N→ R be defined by
µ(n) = dist

k(n), Spec(∂W, λ)

= min
a∈Spec(∂W,λ)
|k(n)− a|.
Choose an increasing sequence A = A(n) with
A >
2k
µ
> 1 and A(n+ 1) > 2A(n)
which satisfies additionally the conditions (⊕) and (⊕⊕) below. Note that we can always
achieve 2k
µ
> 1, as we may choose k arbitrarily large whilst making µ arbitrarily small.
Let also ε(n) > 0 be a sequence tending to zero.
We assume that Hn|W is a C2-small negative Morse function insideW \

∂W × [1−ε, 1)
and for 1− ε ≤ zW ≤ A of the form Hn = g(z) with g(1) = −ε, g′ ≥ 0 and g′ ≡ k(n) for
1 ≤ zW ≤ A − ε. For A ≤ zW ≤ 2A we assume that Hn ≡ B is constant with B being
arbitrarily close to k · (A− 1).
Now we describe Hn on ∂V × [1,∞): We keep Hn constant until we reach zV = 2A+P ,
where P is some constant such that {zW ≤ 1} ⊂ {zV ≤ P}, which implies {zW ≤ 2A} ⊂
{zV ≤ 2A + P}. Then let Hn = f(zV ) for zV ≥ 2A + P with 0 ≤ f ′ ≤ 14k(n) and
f ′ ≡ 1
4
k(n) for zV ≥ 2A+ P + ε. Figure 7 gives a schematic illustration of Hn.
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zW = 1 zW = A zV = 2A + P
B
slope k
slope 14k
Fig. 7: The Hamiltonian Hn
As the action of an XH-orbit on level z = const. is h
′(z) · z − h(z), we distinguish five
types of 1-periodic orbits of XH :
• critical points inside W of action > 0 (as H is negative and C2-small inside W )
• non-constant orbits near zW = 1 of action ≈ 1 · g′(z) > 0
• non-constant orbits on zW = a for a near A of action ≈ g′(a) · a − B <
(k − µ) · A−B ≈ −µ · A+ k < −k → −∞
• critical points in A < zW ; zV < 2A+ P of action −B < 0
• non-constant orbits on zV = a for a near 2A + P of action ≈ f ′(a) · a − B ≤
1
4
k · (2A+P + ε)−B ≈ −1
2
kA+ k · (1
4
P + 1
4
ε+1) < 0 for A sufficiently large (this
is condition (⊕)).
Obviously, (Hn) satisfies 1. and 2. of the proposition’s claims. It only remains to show
that AH-gradient trajectories connecting two orbits of non-negative action are contained
entirely inside zW ≤ 1. By Gromov’s Monotonicity Lemma (see [49], Prop. 4.3.1 and
[42], Lem. 1) there exists a K > 0 such that any J-holomorphic curve which intersects
zW = A and zW = 2A has area greater than KA. Note that inside A ≤ zW ≤ 2A
the equation (54) reduces to an ordinary J-holomorphic curve equation, as XH ≡ 0
there. Any AH-gradient trajectory connecting two orbits of non-negative action which
intersects zW = A and zW = 2A has therefore area greater than KA – in other words
the action difference between its ends is greater than KA.
For k(n) fixed, the maximal action difference of two 1-periodic orbits in W is bounded
from above. So for A(n) sufficiently large (this is condition (⊕⊕)) no such AH-gradient
trajectory can touch zW = 2A. It follows then from the Maximum Principle that in fact
all these AH-gradient trajectories have to remain inside zW ≤ 1.
For the construction of the homotopies Hn,n+1 we have to sharpen this argument. As
A(n+ 1) > 2A(n), we can take for Hn,n+1 the following interpolations:
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At first, in time s ∈ [0, 1/2], decrease Hn+1 in the area zW ≤ 2A(n) to Hn and keep it
unchanged in zW ≥ A(n + 1). Then decrease in time s ∈ [1/2, 1] the remaining part to
Hn (see Figures 8 and 9).
For s ∈ [−∞, 1/2] the homotopy Hn,n+1 is then constant B(n+1) in the area A(n+1) ≤
zW ≤ 2A(n+1) so that no AH-gradient trajectory can leave zW ≤ 1 in this time interval.
For s ∈ [1/2,∞] the homotopy Hn,n+1 is constant B(n) in the area A(n) ≤ zW ≤ 2A(n)
so that again no AH-gradient trajectory can leave zW ≤ 1 in this time interval.
Hn
Hn+1
zW = 1
A(n) 2A(n)
A(n + 1) 2A(n + 1)
B(n+1)
B(n)
Fig. 8: Two Hamiltonian Hn and Hn+1
zW = 1
A(n) 2A(n)
A(n + 1) 2A(n + 1)
B(n+1)
B(n)
Fixed for time s ≥ 12 Fixed for time s ≤ 12
Fig. 9: The homotopy Hn,n+1 at time s =
1
2
Corollary 93. SH>0∗ (V, ∂W ) ≃ SH∗(W ) and SH∗>0(V, ∂W ) ≃ SH∗(W ).
Proof: We only prove the corollary for homology, cohomology being completely analog.
Take the sequence of Hamiltonians (Hn) constructed in Proposition 92. Clearly it is
cofinal and (Hn) ⊂ Ad>0(V, ∂W ), as 1-periodic orbits with positive action are either
isolated critical points inside W (as H is Morse and C2-small there) or isolated Reeb-
orbits near zW = 1 – in both cases non-degenerate. Hence we have
SH>0∗ (V, ∂W ) = lim−→
FH>0∗ (Hn).
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Let H˜n ∈ Ad(W ) be the linear extension of Hn|W with slope k(n). Due to
k(n) ̸∈ Spec(∂W, λ), we have obviously FC>0∗ (Hn) = FC∗(H˜n). As any AH-gradient
trajectory connecting 1-periodic orbits inW stays inW , the two boundary operators ∂Hn
and ∂H˜n coincide and we have FH>0∗ (Hn) = FH∗(H˜n). As the AH-gradient trajectories
for the homotopies Hn,n+1 stay inside W , the continuation maps
σ(Hn+1, Hn) : FH
>0
∗ (Hn)→ FH>0∗ (Hn+1)
coincide with the continuation maps
σ(H˜n+1, H˜n) : FH∗(H˜n)→ FH∗(H˜n+1).
Hence we have SH>0∗ (V, ∂W ) = lim−→
FH>0∗ (Hn) = lim−→
FH∗(H˜n) = SH∗(W ).
We finish this section with the following Invariance Theorem due to Cieliebak, [12].
Theorem 94 (Invariance of SH under subcritical surgery).
Let W be an exact Liouville domain and let V be obtained from W by attaching to
∂W × [0, 1] a subcritical exact symplectic handle H2nk , k < n, as described in Section 5.
Moreover, assume that the Conley-Zehnder index is well-defined on W . Then it holds
that
SH∗(V ) ∼= SH∗(W ) and SH∗(V ) ∼= SH∗(W ).
Proof: The idea of the proof is to construct yet another cofinal sequence of Hamilto-
nians (Hn) ⊂ Adw(V ) ∩ Ad(V, ∂W ) for which we can directly show that
SH∗(W )
(∗)∼= SH>0∗ (V, ∂W )
(1)
= lim
n→∞
FH>0∗ (Hn)
(2)≃ lim
n→∞
FH∗(Hn)
(3)
= SH∗(V )
SH∗(W )
(∗)∼= SH∗>0(V, ∂W )
(4)
= lim
n→∞
FH∗>0(Hn)
(5)≃ lim
n→∞
FH∗(Hn)
(6)
= SH∗(V ).
Note that the isomorphisms (∗) have been shown in Corollary 93.
To start, fix sequences k(n) ̸∈ Spec(∂W, λ), k(n) → ∞ and ε(n) → 0. Then choose an
increasing sequence of non-degenerate Hamiltonians Hn onW that is on ∂W×(−ε(n), 0]
of the form
Hn|∂W×(−ε(n),0] = k(n) · er −

1 + ε(n)

and extend Hn over the handle by a function ψ with α = k(n) and β = −1 − ε(n) as
described in Section 5.
For each n choose the handle so thin such that each trajectory of XHn which leaves and
reenters the handle has length greater than 1. Thus we obtain a cofinal weakly admissible
sequence (Hn), whose 1-periodic orbits having positive action are all contained in W .
This shows already the identities (1), (3), (4) and (6). Now recall that we had the long
exact sequences
· · · → FH>0j+1(Hn)→ FH≤0j (Hn)→ FHj(Hn)→ FH>0j (Hn)→ . . .
· · · → FHj−1≤0 (Hn)→ FHj>0(Hn)→ FHj(Hn)→ FHj≤0(Hn)→ . . .
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Note that FH>0j (Hn) is generated by all 1-periodic orbits of Hn inside W , while
FH≤0j (Hn) is generated by all other orbits. These are finitely many, lying on the handle,
and are explicitly given in (51). Observe that Hn is on the handle time-independent.
The orbits there are therefore of Morse-Bott type. We can now use either the definition
of SH with Morse-Bott techniques, as described in [7], or perturb Hn near these orbits
to make it non-degenerate, as described in [13]. In both cases we obtain for each orbit
γ two generators in the chain complex whose indices are µCZ(γ) and µCZ(γ) + 1. We
have shown in Section 5.4 that the possible values of µCZ(γ) increase to ∞ as the slope
α = k(n) tends to∞. Therefore, FH≤0j (Hn) becomes eventually zero for n large enough,
as well as FH≤0j+1(Hn). This implies for n large enough that
FHj(Hn)→ FH>0j (Hn)
is an isomorphism. As the direct limit is an exact functor, these maps converge to an
isomorphism in the limit, proving (2). In the cohomology case, the line of arguments is
the same. Even though taking inverse limits is not exact, it still takes the isomorphism
FHj>0(Hn)→ FHj(Hn)
to an isomorphism in the limit, as it is left exact (see Theorem 73). This proves (5).
6.6. Rabinowitz-Floer and symplectic (co)homology
In [16], Cieliebak, Frauenfelder and Oancea showed that Rabinowitz-Floer homology
and symplectic (co)homology are closely related. More precisely, they showed, under
the assumption that all homologies are Z-graded by the Conley-Zehnder index, that
there exists the following exact sequence:
...→ SH−∗(V )→ SH∗(V )→ RFH∗(V )→ SH−(∗−1)(V )→ SH∗−1 → ... (55)
where the map SH−∗(V )→ SH∗(V ) fits into the commutative diagram
SH−∗(V )
c∗

// SH∗(V )
H−∗+n(V, ∂V ) // H∗+n(V, ∂V ).
c∗
OO
Here, the bottom arrow is the composition of the map induced by the inclusion
i : V ↩→ (V, ∂V ) together with the Poincare´ duality isomorphism
H−∗+n(V, ∂V ) PD−→ H∗+n(V ) i∗−→ H∗+n(V, ∂V ).
Moreover, there are the following commutative diagrams of long exact sequences, where
PD is the Poincare´ duality and the top sequence is the (co)homological long exact
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sequence of the pair (V, ∂V ):
// H∗+n(V )
PD
// H∗+n(V, ∂V )

// H∗−1+n(∂V )

// H∗−1+n(V )
PD
//
// H−∗+n(V, ∂V ) // SH∗(V ) // RFH≥0∗ (V ) // H
−(∗−1)+n(V, ∂V ) //
(56)
and
// H−∗+n(V, ∂V ) // H−∗+n(V )
PD
// H−∗+n(∂V ) // H−(∗−1)+n(V, ∂V ) //
// SH−∗(V )
OO
// H∗+n(V, ∂V ) // RFH≤0∗ (V )
OO
// SH−(∗−1)(V )
OO
// .
(57)
In the sequence (55), we find in particular for ∗ ≥ n or ∗ ≤ −n that SH−∗(V )→ SH∗(V )
is zero. This implies for field coefficients (for example Z2) and ∗ ∈ Z \ [−n+ 1, n] that
RFH∗(V ) ∼= SH∗(V )⊕ SH−∗+1(V ). (58)
The sequences (56) and (57) on the other hand imply for | ∗ | ≥ n+ 1 that
SH∗(V ) ∼= RFH≥0∗ (V ) and SH−(∗−1)(V ) ∼= RFH≤0∗ (V ).
In view of the Invariance Theorem 94 for symplectic (co)homology, we obtain from (58)
the Invariance Theorem for Rabinowitz-Floer homology.
Theorem 95 (Invariance of RFH under subcritical surgery).
Let W be a Liouville domain and let V be obtained from W by attaching to ∂W × [0, 1]
a subcritical exact symplectic handle H2nk , k < n, as described in Section 5. Moreover,
assume that the Conley-Zehnder index is well-defined on W . Then it holds for field
coefficients that
RFH∗(V ) ∼= RFH∗(W ),
at least for ∗ ∈ Z \ [−n, n+ 1], i.e. away from the singular homology of (W,∂W ).
Remark.
• The restriction to ∗ ∈ Z \ [−n + 1, n] is technical. It is not clear at the moment
what happens for ∗ ∈ [−n+1, n] but it is conjectured that RFH is invariant there
as well, just like SH∗ and SH∗.
• The use of field coefficients is also technical. However, we cannot drop this as-
sumption, as our proof relies on the direct sum decomposition (58), which itself
depends on a splitting of the exact sequence
0→ SH∗(V )→ RFH(V )∗ → SH−∗+1(V )→ 0.
Such a splitting exists in general only for field (or semi-simple) coefficients.
• In [17], Rem. 9.15, Cieliebak and Oancea recently proved Theorem 95 directly in
the Rabinowitz-Floer setting resp. the isomorphic setting of symplectic homology
of trivial cobordisms. This approach avoids the two problems mentioned above.
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7. Brieskorn manifolds and exotic contact structures
In this section, we prove our Main Theorem 114 and show some consequences. First, we
introduce the Brieskorn manifolds Σa with their canonical contact structure. We give
explicit exact contact fillings and calculate for some Σa their Rabinowitz-Floer homology.
Among these manifolds, there are many that are homeomorphic/diffeomorphic to the
standard sphere. We use these to construct new contact structures on manifolds which
support fillable contact structures.
7.1. Brieskorn manifolds
In this subsection, we recall the construction of Brieskorn manifolds and their contact
structures and fillings. It is a shortened version of similar sections in [23] and my diploma
thesis. We include it here for completeness and readability.
Let a = (a0, a1, ... , an) be a vector of natural numbers with ai ≥ 2 and define a complex
polynomial f ∈ C∞(Cn+1) by
f(z) = za00 + z
a1
1 + ...+ z
an
n .
The next lemma shows that its level sets Va(t) := f
−1(t) are smooth complex hyper-
surfaces except for Va(0), which has an isolated singularity at zero. The links of this
singularity Σa := Va(0) ∩ S2n+1 are the Brieskorn manifolds.
Lemma 96 (cf. [29] or Fauck, diploma thesis).
The sets Σa and Va(t), t ̸= 0, are smooth manifolds.
Proof: We set ρ(z) := ||z||2 = zkz¯k and consider the maps
f : Cn+1 → C and (f, ρ) : Cn+1 → C× R.
As Va(t) = f
−1(t) and Σa = (f, ρ)−1(0, 1), it suffices to show that t resp. (0, 1) are regular
values. Using Wirtinger calculus, we obtain that
D(f, ρ) =
a0za0−10 . . . anzan−1n 0 . . . 00 . . . 0 a0z¯a0−10 . . . anz¯an−1n
z¯0 . . . z¯n z0 . . . zn
 .
For z ̸= 0, we find that the first two rows of this matrix are linear independent, which
shows that t ̸= 0 is a regular value of f . If D(f, ρ) has not rank 3 and z ̸= 0, then there
exists λ ̸= 0 such that z¯k = λakzak−1k for all k. Then, we find
0 <
n
k=0
zkz¯k
ak
= λ
n
k=0
zakk = λ · f(z),
which is impossible for z ∈ Σa ⊂ f−1(0).
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Let us consider on Cn+1 the following a-weighted Hermitian form given by
⟨ξ, ζ⟩a := 1
2
n
k=0
akξkζ¯k.
It defines an a-weighted symplectic 2-form ωa = −Im⟨·, ·⟩a, explicitly given by
ωa :=
i
4
n
k=0
akdzk ∧ dz¯k.
Note that Yλ(z) := z/2 is a Liouville vector field for ωa, whose Liouville 1-form is
λa := ωa(Yλ, ·) = i
8
n
k=0
ak(zkdz¯k − z¯kdzk).
Proposition 97 (Lutz & Meckert, [34]).
The restriction αa := λa|Σ is a contact form on Σa with Reeb vector field Ra given by
Ra = 4i

z0
a0
, . . . ,
zn
an

.
Proof: The gradient ∇af of f with respect to ⟨·, ·⟩a if given by
∇af := 2

z¯a0−10 , ... , z¯
an−1
n

.
The Liouville vector field YV of the restricted 1-form λa|Va(0) with respect to the restricted
symplectic form ωa|Va(0) is given by
YV := Yλ − ⟨∇af, Yλ⟩a||∇af ||2a
· ∇af.
Indeed, TVa(t) = ker df = ker⟨∇af, ·⟩a, which shows that YV ∈ TVa(0). Moreover, we
calculate for any ξ ∈ TVa(0)
ωa(YV , ξ) = ωa(Yλ, ξ)− ⟨∇af, Yλ⟩a||∇af ||2a
ωa(∇af, ξ) = λa(ξ)+ ⟨∇af, Yλ⟩a||∇af ||2a
Im⟨∇af, ξ⟩a  
=0
= λa(ξ).
This shows that YV is the Liouville vector field for the pair (ωa|Va(0), λa|Va(0)). Now, note
that dρ =

(z¯kdzk + zkdz¯z) and calculate
dρ(YV ) =
 z¯kzk
2
− ⟨∇af, Yλ⟩a||∇af ||2a

2z¯k · z¯ak−1k =
ρ(z)
2
− ⟨∇af, Yλ⟩a||∇af ||2a
· 2f(z) = 1
2
> 0
as ρ(z) = 1 and f(z) = 0 for z ∈ Σa. It follows that YV points out of the unit sphere
S2n+1 = ρ−1(0) and hence out of Σa in Va(0). We obtain from Lemma 3 that Σa is
therefore a contact hypersurface in Va(0).
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It remains to check that Ra is the Reeb vector field of αa. We have for z ∈ Σa
⟨Ra,∇af⟩a = 4i

zakk = 4if(z) = 0
dρ(Ra) =

z¯k4izk + zk(−4i)z¯k = 0
⇒ Ra(z) ∈ TzΣa
and αa(Ra) = λa(Ra) =
i
8

ak

zk
−4i
ak
zk − zk 4i
ak
zk

=
−i28
8
ρ(z) = 1.
Finally, we calculate for ξ ∈ TzΣa that
dαa(Ra, ξ) = ωa(Ra, ξ) =
i
4

ak

4i
zk
ak
ξ¯k − (−4i) z¯k
ak
ξk

= −

zkξ¯k + z¯kξk

= −dρ(ξ) = 0.
Hence, Ra is the Reeb vector field of αa, as αa(Ra) = 1 and ι(Ra)dαa = 0.
Corollary 98. The symplectic complement ξ⊥a with respect to ωa of the contact structure
ξa := kerαa is symplectically trivialized by the following 4 vector fields:
X1 :=
∇af
||∇af ||a , Y1 := i ·X1, X2 := YV = Yλ −
⟨∇af, Yλ⟩a
||∇af ||2a
· ∇af, and Y2 := Ra.
Explicitly, X1 and X2 are given by
X1 =

2
ak|zk|2(ak−1) ·

z¯a0−10 , . . . , z¯
an−1
n

,
X2 =
1
2
·

z0 −

akz
ak
k
ak|zk|2(ak−1) · z¯
a0−1
0 , . . . , zn −

akz
ak
k
ak|zk|2(ak−1) · z¯
an−1
n

.
Proof: The explicit descriptions of X1, X2 are obtained by easy calculations from the
definition of ∇af and ⟨·, ·⟩a. Note that X1, Y1 generate the complex complement of
TVa(0) while X2, Y2 generate the symplectic complement of ξa in TVa(0). This shows
that
ωa(X1, X2) = ωa(X1, Y2) = ωa(Y1, X2) = ωa(Y1, Y2) = 0.
The norming guarantees ωa(X1, Y1) = 1, while ωa(X2, Y2) = 1 follows from the proof of
Proposition 97.
To define the Rabinowitz-Floer homology on Σa, we need a Liouville domain (W,λ) with
boundary (Σa, αa). Unfortunately, we cannot take Va(0) ∩B1(0), as it has a singularity
at 0. We overcome this obstacle by constructing an interpolation between Va(0) and
Va(ε) for ε > 0 small. To do this, choose a smooth monotone decreasing cut-off function
β ∈ C∞(R) with β(x) = 1 for x ≤ 1/4 and β(x) = 0 for x ≥ 3/4. Then define
Vε :=

z ∈ Cn+1
 za00 + za11 + ...+ zann = ε · β||z||2
and Wε := Vε ∩B1(0).
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Proposition 99. (Vε, λ) is a Liouville domain with boundary (Σa, αa) and vanishing
first Chern class c1(TV ), if ε is small enough.
Proof:
• Consider on Cn+1 the smooth complex valued function fε(z) := f(z)− ε ·β
||z||2.
Its differential is given by
Dfε = Df − ε · β′
||z||2 ·D||z||2.
As Df is non-degenerate for z ̸= 0, it follows that 0 is a regular value of fε for ε
small enough, as 0 ̸∈ f−1ε (0) and β′
||z||2 ̸= 0 only for 1/4 ≤ ||z||2 ≤ 3/4. We
find hence that Vε = f
−1
ε (0) is a smooth manifold.
• Next, we note that the two functions Re(fε) and Im(fε) have with respect to ωa
the following Hamiltonian vector fields
XRefε = XRef + ε ·Xβ(||z||2), XImfε = XImf ,
as β
||z||2 is a real valued function. Moreover, it follows from the fact
TzVε =

ξ ∈ TR2n+2 ωa(ξ,XRefε) = 0 and ωa(ξ,XImfε) = 0
that span {XRefε(z), XImfε(z)} is the ωa-symplectic complement of TzVε. As XRef
and XImf span the complex complement of TzV , we find that ωa(XRef , XImf ) ̸= 0
and therefore that for ε small enough holds
ωa(XRefε , XImfε) = ωa(XRef , XImf ) + ε · ωa(Xβ(||z||2), XImf ) ̸= 0.
This implies that span {XRefε(z), XImfε(z)} is a symplectic subspace of TR2n+2 and
hence that its symplectic complement TVε is also a symplectic subspace, in other
words ωa|TVε is non-degenerate. As ωa|TVε = dλa|TVε , we know that (Vε, λa|TVε) is
an exact symplectic manifold and that (Wε, λa|TVε) is a Liouville domain.
• Finally, Vε is diffeomorphic to Va(ε) as both are diffeomorphic to the set
Va(ε) ∩B1/2 = {z ∈ Va(ε) : ||z|| < 1/2} = Vε ∩B1/2.
To see this, consider on Vε and Va(ε) the function ρ(z) = ||z||2, whose critical
points lie for Vε and Va(ε) in Vε∩B1/2 if ε is small enough. It follows from classical
Morse-theory that Vε and Va(ε) are hence diffeomorphic to Vε ∩ B1/2. Since Va(ε)
is parallelizable, Vε is parallelizable as well and hence c1(TV ) = 0 (for more details
see [29], § 14).
Discussion 100. On Σa, we have symplectic symmetries σ of the form
σ(z) =

c0 · z0, . . . , cn · zn

, ck ∈
ak√
1 ⊂ C,
where the ck are complex ak-roots of 1. These symmetries extend to Vε, as
0 =

zakk − ϕ
||z||2 =ckzkak − ϕ ||ckzk||2 .
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The Reeb vector field Ra = 4i

z0/a0, ... , zn/an

generates the following flow:
φta(z) =

e4it/a0 · z0, . . . , e4it/an · zn

. (59)
The sets of closed Reeb orbits of periodic η are found by critical inspection as
N η =

z ∈ Σa
 zk = 0 if 4ηak ̸∈ 2πZ

.
Note that N η = ∅, if 4η/ak ∈ 2πZ does not hold for at least two different k, as vectors
z ∈ Σa have at least two non-zero entries. To ease the notation, we define the integer
L := 2η/π, so that
N η = N Lπ/2 =

z ∈ Σa
 zk = 0 if Lak ̸∈ Z

. (60)
Note that N Lπ/2 is the intersection Σa∩E(a, L) of Σa with the complex linear subspace
E(a, L) ⊂ Cn+1 given by
E(a, L) :=

z ∈ Cn+1
 zk = 0 if L/ak ̸∈ Z .
Its complex dimension is given by
dimCE(a, L) = n(a, L) := #

k
 0 ≤ k ≤ n and L/ak ∈ Z .
We find that N Lπ/2 is therefore isomorphic to the Brieskorn manifold Σa(L) in
Cn(a,L) ∼= E(a, L) where
a(L) =

ak1 , . . . , akn(a,L)
 ⊂ a0, . . . , an = a
is the subvector of a defined by aki ∈ a(L) if and only if L/aki ∈ Z. The 1-form αa|TNLπ/2
is hence isomorphic to the contact form αa(L).
The differential of φa at time Lπ/2 is given by
DφLπ/2a = diag

e2πiL/a0 , . . . , e2πiL/an

.
It follows that
ker

Dzφ
Lπ/2

TzΣa
− Id = TzΣa ∩ E(a, L) = TzN Lπ/2.
We have thus proven the following proposition.
Proposition 101. All sets N Lπ/2 of closed Reeb orbits on (Σa, αa) satisfy (MB).
Next, we give some topological facts about Brieskorn manifolds, as shown by Egbert
Brieskorn in [10]. To give them as precisely as possible, we introduce for every tuple
a = (a0, ... , an) the following graph Ga:
• Ga has n+ 1 vertices labeled a0, ... , an.
• Ga contains an edge between aj, ak if and only if gcd(aj, ak) > 1.
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Let K be the connected subgraph of G that consists of all even ak. We say that Ga
satisfies condition (O) if
|K| is odd and for all aj, ak ∈ K holds gcd(aj, ak) = 2. (O)
Theorem 102 (Brieskorn, cf. [10]). Every Brieskorn manifold Σa satisfies
i. Σa is at least (n− 2)-connected, i.e. πk(Σa) = 0, 1 ≤ k ≤ n− 2, which implies in
particular for the singular homology of Σa that
Hk(Σa) = 0 for k ̸= 0, n− 1, n, 2n− 1.
ii. Σa is homeomorphic to the sphere S
2n−1 if and only if Ga contains two isolated
vertices or Ga has one isolated vertex and satisfies (O).
Remark.
• Given the tuples (a0, ... , an), it is possible to calculate Hn−1(Σa) ∼= Hn(Σa) (see
for example [32]).
• It follows from π1(Σa) = 0 and c1(TVε) = 0 that (Vε,Σa) satisfies conditions (A)
and (B), i.e. that Conley-Zehnder indices on (Vε,Σa) are well-defined.
We conclude this subsection with the calculation of the indices of all closed Reeb orbits
in N Lπ/2. This is mainly taken from my diploma thesis and follows [32] and [51].
Recall the definitions of Ra (Proposition 97) and its flow φ
t
a in (59). We can obviously
regard them as defined on Cn+1 instead of Σa. This allows us to calculate indices
directly on TCn+1 =

Cn+1
2
instead of TΣa. The action of Dϕ
t
a on TCn+1 in terms of
the standard trivialization is given by the following path Φt ∈ Sp(2n + 2) of diagonal
matrices:
Dϕta = diag

e4it/a0 , . . . , e4it/an

=: Φt.
Recall that Corollary 98 gave the following symplectic trivialization of the symplectic
complement ξ⊥a of ξa:
X1 =

2
ak|zk|2(ak−1) ·

z¯a0−10 , . . . , z¯
an−1
n

, Y1 = i ·X1,
X2 =
1
2
·

z0 −

akz
ak
k
ak|zk|2(ak−1) · z¯
a0−1
0 , . . . , zn −

akz
ak
k
ak|zk|2(ak−1) · z¯
an−1
n

,
Y2 =

4i
a0
z0, . . . ,
4i
an
zn

.
We find by some calculation that the action of ϕta on ξ
⊥
a yields
Dφta

X1(z)

= e4it ·X1

φta(z)

, Dφta

Y1(z)

= e4it · Y1

φta(z)

,
Dφta

X2(z)

= X2

φta(z)

, Dφta

Y2(z)

= Y2

φta(z)

.
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It follows that the action of Dϕta on ξ
⊥
a in the trivialization given by X1, Y1, X2, Y2 is the
following path Φt2 ∈ Sp(4) of diagonal matrices:
diag(e4it, 1) =: Φt2.
Observe that Φt and Φt2 are linearizations of φ
t
a on TCn+1 and ξ⊥a respectively, which
are both trivial bundles. A trivialization of ξa over a disc u ⊂ Σa, with ∂u = v being
a Reeb trajectory, provides us with a linearization Φt1 ∈ Sp(2n − 2) of φta on ξa. Any
trivialization of ξa over any disc in Σa followed by the above trivialization of ξ
⊥
a gives
again a trivialization of TCn+1, which is homotopic to the standard one, as the disc is
contractible. We hence obtain that Φt = Ψt(Φt1 ⊕ Φt2)(Ψ0)−1 for some contractible loop
Ψ ∈ Sp(2n+ 2).
Now, let v ∈ N Lπ/2 be a closed Reeb trajectory of length Lπ/2. Using Lemma 59 and
the product property of the Conley-Zehnder index, we find that
µCZ(v) = µCZ(Φ1) = µCZ(Φ)− µCZ(Φ2) =
n
k=0

L
ak

+

L
ak

  
Φ−comp.
− (⌊L⌋+ ⌈L⌉)  
Φ2−comp.
=
n
k=0

L/ak

+

L/ak
− 2L,
where the last line holds as L is an integer.
We have shown above that the manifold N Lπ/2 is isomorphic to the Brieskorn manifold
Σa ∩ E(a, L) with dimE(a, L) = 2n(a, L). Its dimension is thus
dimN Lπ/2 = 2 · n(a, L)− 3 = 2 ·#

k
L/ak ∈ Z− 3.
Note that (n + 1) − n(a, L) is the number of indices k, where ⌈L/ak⌉ − ⌊L/ak⌋ = +1.
Thus, we find that
µCZ(v)− 1
2
dimN Lπ/2 =
n
k=0

L
ak

+

L
ak

− 2L− 2n(a, L)− 3
2
=
n
k=0

L
ak

+

L
ak

+ (n+ 1)− n(a, L)− 2L− (n+ 1) + 3
2
=
n
k=0
2 ·

L
ak

− 2L− (n− 1)− 1
2
.
Using the definition of the index µ (cf. Proposition 61), we have shown the following:
Proposition 103. Let h be a Morse function on crit
AH and c = (v, η) ∈ N η∩crit(h)
with η = Lπ/2 and v a closed Reeb orbit of length η. The index of c is then given by
µ(c) = 2 ·

n
k=0

L
ak

− 2L+ indh(c)− (n− 1).
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Discussion 104. As dimN Lπ/2 = 2n(a, L) − 3 ≤ 2n − 1, we find that indh(c) lies in
the interval [0, 2n − 1] for every c ∈ crit(h). Set A := nk=0 ak and write L = j · A + l
with l ∈ [0, A− 1]. Then we have
µ(c) = 2 ·

n
k=0

L
ak

− 2L+ indh(c)− (n− 1)
= 2j

n
k=0
A
ak
− A

+ 2 ·

n
k=0

l
ak

− 2l + indh(c)− (n− 1)
=: j · 2A

n
k=0
1
ak
− 1

+D(l, c),
where D(l, c) depends on l and c but −2A− n ≤ D(l, c) ≤ 2nA+ n. Thus we find
• If  1/ak > 1, then µ→∞ as L→∞.
• If  1/ak < 1, then µ→ −∞ as L→∞.
• If  1/ak = 1, then µ is uniformly bounded.
As the set crit(h) generates RFH(W,Σa) for any filling W of Σa, we find the following:
Corollary 105. For every Brieskorn manifold Σa and every filling W of Σa holds
that RFH∗(W,Σa) is a finite dimensional Z2-vector space for all ∗ if

1/ak ̸= 1. If
1/ak = 1, it is zero for almost all ∗, with the exceptions lying in [−2A− n, 2nA+ n].
(Actually, (62) and (63) show that non-zero groups can only occur for ∗ ∈ [−n+ 1, n].)
7.2. Calculation of RFH(Wε,Σa) for some a
Originally, the intention of this work was to calculate RFH(Wε,Σa) for all a. By now,
we are still far from achieving this goal. Hence, we restrict ourself to some subclasses of
Brieskorn manifolds where calculations are doable and which are interesting in its own.
We start with the last case of Discussion 104, i.e. we assume that
n
k=0 1/ak = 1. First
we assume all ak to be equal, i.e. we consider
a =

n+ 1, n+ 1, ... , n+ 1

.
Here, the Reeb flow φa (cf. (59)) is given by φ
t
a(z) = e
4it/(n+1) · z. We find that the
critical manifolds of closed Reeb orbits N Lπ/2 are non-trivial exactly if L = l(n+ 1) for
some l ∈ Z. Moreover, all these manifolds are equal to Σa. Their singular homology
groups with Z2-coefficients H∗(N l(n+1)π/2,Z2) are hence by Theorem 102 non-zero only
for ∗ = 0, n− 1, n, 2n− 1. Now let
• lγ0 denote the generator of H0(N l(n+1)π/2,Z2),
• lγjn−1 denote the generators of Hn−1(N l(n+1)π/2,Z2),
• lγjn denote the generators of Hn(N l(n+1)π/2,Z2),
• lγ2n−1 denote the generator of H2n−1(N l(n+1)π/2,Z2).
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By Section 4.3, Theorem 85, we know that we can calculate the homology groups
RFH∗(Wε,Σa) via a chain complex RFC∗(Vε,Σ) generated by the elements lγ
j
k (or
equivalently, we can pretend that there is a perfect Morse function h on N l(n+1)π/2).
The index µ(lγjk) is due to Proposition 103 given by
µ(lγ0) = 2 ·

n
k=0

l(n+ 1)
n+ 1

− 2l(n+ 1)  
=0
+ 0
=indh(lγ0)
−(n− 1) = −n+ 1
µ(lγjn−1) = 0 + (n− 1)− (n− 1) = 0
µ(lγjn) = 0 + n− (n− 1) = 1
µ(lγ2n−1) = 0 + (2n− 1)− (n− 1) = n.
(61)
Hence RFC∗(Wε,Σa) has for a = (n + 1, ... , n + 1) an infinite number of generators in
degrees ∗ = −(n − 1), 0, 1 and n and no generators in all other degrees. From these
observations, we obtain directly the following Proposition.
Proposition 106. Let a = (n+ 1, n+ 1, ... , n+ 1) and n ≥ 3. Then RFH∗(Wε,Σa) is
independent of the filling and satisfies
dimZ2 RFH∗(Wε,Σa) =

∞ if ∗ = −n+ 1 or n
0 if ∗ ≠ −n+ 1, 0, 1, n.
The independence from the filling is obvious for ∗ ≠ 0, 1 as the chain complex is inde-
pendent from the filling. For ∗ = 0, 1 it follows from Theorem 65 as we can estimate the
Conley-Zehnder part of the index µ by
µCZ(γ) = 2 ·
 L
ak

− 2L ≥ 2L

1/ak − 1

= 0 > 3− n.
This shows also that RFH∗(Wε,Σa) is independent of the filling whenever

1/ak = 1.
Remark. By now, we have no means to calculate the groups RFH∗(Wε,Σa) for ∗ = 0, 1.
For that, we would need the operator ∂F explicitly, as it might be non-zero here.
If not all ak are equal, we can still get from

1/ak = 1 the following estimates on the
index µ(γ) for a generator γ ∈ H∗(N Lπ/2,Z2). If

L/ak
 ̸= L/ak, then we have surely
L/ak <

L/ak

< L/ak + 1. Recalling that (n + 1) − n(a, L) is the number of indices
with

L/ak
 ̸= L/ak and that the dimension of N Lπ/2 is 2 · n(a, L)− 3, we get
µ(γ) = 2 ·

L/ak
− 2L+ ∗ − (n− 1)
≤ 2 ·

L/ak + (n+ 1)− n(a, L)

− 2L+ 2 · n(a, L)− 3− (n− 1)
= 2(n+ 1)− 3− (n− 1)
= n (62)
and µ(γ) ≥ 2 ·

L/ak

− 2L+ 0− (n− 1)
= −n+ 1. (63)
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Note that in these estimates equality can only hold if equality holds for the Conley-
Zehnder part, i.e. if

L/ak

= L/ak for all k that is if ak|L for all k. If this is not
satisfied, then the estimates (62) and (63) can be sharpened to
− (n− 1) + 2 ≤ µ(γ) ≤ n− 2 (64)
as the Conley-Zehnder part of µ is always even. If ak|L holds for all k, then we have
that N Lπ/2 equals Σa. In this case we have as above four classes of generators Lγj∗ in
RFC(Wε,Σa) corresponding to generators of the four non-vanishing singular homology
groups H∗(N Lπ/2,Z2), ∗ = 0, n− 1, n, 2n− 1. Note that the index calculations (61) for
lγj∗ are also valid for Lγ
j
∗. It follows from this observation and the estimates (62), (63),
(64) that
dimZ2 RFC∗(Wε,Σa) =

∞ if ∗ = −n+ 1, n
0 if ∗ ≤ −n, ∗ ≥ n+ 1, or ∗ = −n+ 2, n− 1.
As before, we hence get:
Proposition 107. Let a = (a0, a1, ... , an) be such that

1/ak = 1. Then it holds that
RFH∗(Wε,Σa) is independent from the filling and satisfies
dimZ2 RFH∗(Wε,Σa) =

∞ if ∗ = −n+ 1, n
0 if ∗ ≤ −n, ∗ ≥ n+ 1, or ∗ = −n+ 2, n− 1.
Again, the independence from the filling for ∗ ≤ −n + 2 or ∗ ≥ n − 1 follows already
from the specific form of RFC∗(Wε,Σa).
To conclude the case

1/ak = 1, let A = lcm(a0, ... , an). We find for ∗ = −n + 1 or
n and every N ∈ N that there are exactly N generators in RFC∗(Wε,Σa) whose period
lies in (0, NAπ/2]. Thus, we find that
dimZ2 RFH
(0,NAπ/2]
∗ (Wε,Σa) = N
grows linearly in N . A similar result holds for the action window [−NAπ/2, 0). Using
Definition 57 for the growth rates Γ±(Wε,Σa, f) we find therefore
Proposition 108. Let a = (a0, ... , an) be such that

1/ak = 1. Then it holds for
∗ = −n+ 1 or n that
Γ±∗ (Wε,Σa, id) = 1.
Remark. We observe that the boundedness of the Conley-Zehnder index for all closed
Reeb orbits implies that the mean index (see 3.3) for all closed Reeb orbits is zero.
This implies in particular that all Brieskorn manifolds Σa with

1/ak = 1 are neither
Ustilovsky index positive, nor weakly index positive in the sense of Espina, [22], nor have
convenient dynamics in the sense of Kwon and van Koert, [33], Defn. 5.14. Using only
results known until now, we can therefore not decide whether the contact homology, the
S1-equivariant symplectic homology or the mean Euler characteristic of these examples
are invariant under subcritical surgery.
144
As a second class of Brieskorn manifolds let us now turn to tuples a = (2, 2, 2, a3, ... , an).
In his diploma thesis (see also [23]), the author considered in particular
a = (2, ... , 2, p ) ∈ Nn+1, n odd, p odd
and a = (2, ... , 2, p, q) ∈ Nn+1, n even, p, q odd and gcd(p, q) = 1.
The corresponding Brieskorn manifolds Σa are by Theorem 102 homeomorphic to the
sphere S2n−1 and the author calculated RFH∗(Wε,Σa) for n ≥ 5. He used that the chain
complex RFC∗(Wε,Σa) is zero for many values of ∗ and that the boundary operator ∂F
reduces the action.
For n = 3 however, we encounter the problem that RFC∗(Wε,Σa) has generators for
almost all ∗ so that ∂F is not trivially zero. Using a symplectic Z2-symmetry on the
filling Vε we will now overcome this problem.
For convenience, assume that for a = (2, 2, 2, a3, ... , an) holds that 2 < ak ≤ ak+1 for all
k ≥ 3. We find that for 0 < L < a3 or 0 > L > −a3 exactly the even L give nontrivial
critical manifolds N Lπ/2, all of which are diffeomorphic to Σ(2,2,2).
Let us have a closer look at this particular Brieskorn manifold. Writing zk = xk + iyk,
we obtain from the defining equation for Σ(2,2,2) = V(2,2,2)(0) ∩ S2n+1 that
0 = z20 + z
2
1 + z
2
2 and 1 = |z0|2 + |z1|2 + |z2|2
⇔ 0 =

(x2k − y2k) + 2i

xkyk and 1 =

(x2k + y
2
k)
⇔ 1
2
= x20 + x
2
1 + x
2
2 = y
2
0 + y
2
1 + y
2
2 and 0 = x0y0 + x1y1 + x2y2.
These equations describe the half unit tangent bundle 1
2
S∗(1
2
S2) of the half unit sphere,
which is of course naturally diffeomorphic to the true unit tangent bundle S∗S2 of the
unit sphere S2. In Appendix A, we show that there is on S∗S2 a perfect Morse function
ψ having exactly 4 critical points such that
H∗(S∗S2,Z2) ∼=

Z2 if ∗ = 0, 1, 2, 3
0 otherwise.
So if N Lπ/2 ∼= S∗S2, in particular if |L| < a3, L ̸= 0 and L even, we get four generators
for RFC(Wε,Σa). We denote them by Lγ0, Lγ1, Lγ2, Lγ3, where Lγj is the generator of
Hj(N Lπ/2,Z2). Note that these generators are exactly given by the 4 critical points of
the perfect Morse function ψ. Hence, we do not need Theorem 85 here.
In order to describe RFC∗(Wε,Σa) for ∗ around 0, we calculate µ(Lγj) for |L| ≤ a3
explicitly and give estimates for all other L. For 0 < L < a3, the indices are given by
Proposition 103 as
µ(Lγj) = 2

L/ak
− 2L+ indψ(Lγj)− (n− 1)
= 2

3 · L/2  
a0,a1,a2
+ n− 2  
a3,... ,an

− 2L+ j − n+ 1
= L+ n− 3 + j. (65)
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For L ≤ 0, we estimate for any critical point c ∈ N Lπ/2 that
µ(c) = 2

L/ak
− 2L+ indh(c)− (n− 1)
≤ 2

L/ak + (n+ 1)− n(a, L)

− 2L+ 2 · n(a, L)− 3− n+ 1
= 2

1/ak − 1

· L+ n
≤ n. (66)
For L ≥ a3, we estimate for any critical point c ∈ N Lπ/2 that
µ(c) = 2

k≥2

L/ak

+ 4

L/2
  
z0,z1
−2L+ indh(c)− (n− 1)
≥ 2

k≥2

a3/ak

+ 2L− 2L+ 0− n+ 1
≥ 2

a3/2
z2
+ n− 2  
z3,... ,zn

− n+ 1
= a3 + n− 3. (67)
For −a3 < L < 0, we find by analogue calculations for the index that
µ(Lγj) = L− (n− 1) + j. (68)
and for any c ∈ N Lπ/2 the analogue estimates
µ(c) ≤ −a3 − n+ 4 if L ≤ −a3 and µ(c) ≥ −(n− 1) if L ≥ 0. (69)
These calculations and estimates imply for degrees ∗ ∈ (n, a3 + n − 3) respectively
∗ ∈ (−a3 − n + 4,−n + 1) that the only generators in RFC∗(Wε,Σa) are the Lγj for
even L. The distribution of these elements among the different values of ∗ is shown in
the following table
∗−(n−3) if L>0
∗+(n−1) if L<0
... L L+ 1 (L+ 2) (L+ 2) + 1 (L+ 4)
...
generators
...
Lγ0
(L− 2)γ2
Lγ1
(L− 2)γ3
Lγ2
(L+ 2)γ0
Lγ3
(L+ 2)γ1
(L+ 4)γ0
(L+ 2)γ2
...
(70)
Theorem 109. Let a = (2, 2, 2, a3, ... , an) be as above. Then RFH(Wε,Σa) is indepen-
dent of the filling and satisfies
RFH∗(Wε,Σa) ∼=

Z2
2
for n + 2 ≤ ∗ ≤ a3 + n − 5 or −a3 − n + 6 ≤ ∗ ≤ −n − 1, which is equivalent to
n+ 1 ≤ | ∗ −1/2| − 1/2 ≤ a3 + n− 6.
Proof: For Reeb orbits γ with positive period Lπ/2 > 0, we can estimate the Conley-
Zehnder index µCZ(γ) by
µCZ(γ) = 2

L/ak
− 2L ≥ 2L 1/ak − 1 ≥ 2L3/2− 1 = L > 3− n.
Theorem 65 then implies that RFH(Wε,Σa) is independent of the filling Vε.
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For the explicit calculations of homology groups, we first note that our calculations and
estimates (65) - (69) and the table (70) tell us the following about the Rabinowitz-Floer
chain complex. For L > 0 and n+ 1 ≤ ∗ ≤ a3 + n− 4 we have two cases depending on
the parity of ∗
i.) ∗ − (n− 3) = L is even, then RFC∗(Wε,Σa) is Z2-generated by
RFC∗(Wε,Σa) = Z2⟨Lγ0, (L− 2)γ2⟩
RFC∗+1(Wε,Σa) = Z2⟨Lγ1, (L− 2)γ3⟩
, i.e.
∗ L+(n−3) L+(n−3)+1
gen. Lγ0 Lγ1
(L− 2)γ2 (L− 2)γ3
ii.) ∗ − (n− 3) = L+ 1 is odd, then RFC∗(Wε,Σa) is Z2-generated by
RFC∗(Wε,Σa) = Z2⟨Lγ1, (L− 2)γ3⟩
RFC∗+1(Wε,Σa) = Z2⟨Lγ2, (L+ 2)γ0⟩
, i.e.
∗ L+(n−3)+1 L+(n−3)+2
gen. Lγ1 Lγ2
(L− 2)γ3 (L+ 2)γ0
A similar result holds for L < 0 and −a3 − n + 5 ≤ ∗ ≤ −n if we replace +(n − 3) by
−(n + 1). As all following arguments are completely analogue for L < 0 or L > 0, we
restrict ourself from now on to L > 0. To prove the theorem, it suffices to show that in
both of the above cases the boundary operator ∂F is zero. We will do so with the help
of the following order 2 symplectic symmetry:
σ : Cn+1 → Cn+1, (z0, z1, z2, z3, ... , zn) → (z0, z1,−z2, z3, ... , zn).
As a2 = 2, it follows from Discussion 100 that σ restricts to a well-defined symplectic
symmetry on Vε. Its fixed point set Vfix is given by
Vfix =

z ∈ Vε
 z2 = 0 = Vε ∩ C2 × {0} × Cn−2,
which is obviously a symplectic submanifold of Vε. In fact, it is an exact filling of the
contact manifold
Σfix = ∂Vfix =

z ∈ Σa
 z2 = 0 = Σa ∩ C2 × {0} × Cn−2,
which is contactomorphic to the Brieskorn manifold Σa¯ with a¯ = (2, 2, a3, ... , an).
Recall that for 0 < L < a3 all critical manifolds N Lπ/2 are diffeomorphic to S∗S2 and
given by
N Lπ/2 = Σa ∩

C3 × {0} ∼= Σ(2,2,2).
The symmetry σ restricts therefore on N Lπ/2 ∼= S∗S2 to the involution
r : S∗S2 → S∗S2, (x0, x1, x2, y0, y1, y2) → (x0, x1,−x2, y0, y1,−y2),
where zk = xk + iyk. In Appendix A, we show that there exists on S
∗S2 a Morse-Smale
pair (ψ, g) of a perfect Morse function and a metric which are invariant under r. Now,
if the Global Transversality Theorem 42 holds, then it follows from Corollary 43 that
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the number of all unparametrized flow-lines with cascades between relevant generators
is 0 mod 2. This would then imply that ∂F ≡ 0.
It remains to show that Theorem 42 can be applied, i.e. that we can find a σ-symmetric
almost complex structure J for which transversality holds for ∗ ∈ [n + 1, a3 + n − 4].
Note that we can restrict ourself to this degree window, as we are only interested
in RFH∗(Wε,Σa) for ∗ ∈ [n + 2, a3 + n − 5] and as the definition of the homology
group RFH∗(Wε,Σa) only involves the chain groups RFC∗−1(Wε,Σa), RFC∗(Wε,Σa)
and RFC∗+1(Wε,Σa). We proceed by considering the two cases i.) and ii.) separately.
• In i.), when ∗−(n−3) = L is even, the argument goes as follows. As RFC∗(Wε,Σa)
is freely generated by Lγ0 and (L−2)γ2 and RFC∗+1(Wε,Σa) is freely generated by
Lγ1 and (L− 2)γ3, we may write the boundary operator ∂F∗+1 : RFC∗+1 → RFC∗
as a 2 by 2 matrix with Z2-entries such that
∂F

Lγ1
(L− 2)γ3

=

a10 a12
a30 a32

Lγ0
(L− 2)γ2

.
Here, aij is the Z2-count of flow lines with cascades (flwc) from Lγj to Lγi. For
a10 and a32 these are flow lines from Lγ0 to Lγ1 resp. from (L− 2)γ2 to (L− 2)γ3.
As these are between orbits of the same period, they are actually Morse flow lines
and the number of such flow lines is even, as we have a perfect Morse function and
thus 0 = a10 = a32. The coefficient a30 counts flwc going from Lγ0 to (L − 2)γ3.
As the period can only increase along flow lines (Lemma 16), we know that there
are no such flow lines and hence that a30 = 0 as well.
So it only remains to show that Theorem 42 can be applied to flow lines from
(L − 2)γ2 to Lγ1 counted by a12. Note that there is no closed Reeb orbit on Σa
having a period between (L − 2)π/2 and Lπ/2. This shows that every flow line
between (L − 2)γ2 and Lγ1 has exactly 1 cascade. For Theorem 42, it suffices
therefore to show that M(L− 2)γ2, Lγ1, 1Vfix is empty for a generic choice of J
on Vfix. For that, we calculate the indices of (L− 2)γ2 and Lγ1 in Vfix. As Vfix is
Vε with the 3
rd-coordinate omitted, we have by Proposition 103 that
µ

Lγ1

Vfix
= 2

k ̸=2

L/ak
− 2L+ 0
indh(Lγ1)|Vfix
−(n− 2)
= 2

2 · L/2  
a0,a1
+ n− 2  
a3,... ,an
− 2L+ 0− (n− 2) = n− 2
µ

(L− 2)γ2

Vfix
= 2 ·

k ̸=2

(L− 2)/ak
− 2(L− 2) + 1− (n− 2)
= 2 · 2 · (L− 2)/2 + n− 2− 2(L− 2) + 1− (n− 2) = n− 1.
Hence we obtain from Theorem 38 that for a generic J on Vfix we have
dim M(L− 2)γ2, Lγ1, 1Vfix = µLγ1Vfix − µ(L− 2)γ2Vfix + (1− 1)
= (n− 2)− (n− 1) = −1,
which shows that this space is generically empty.
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• In the second case ii.), when ∗ − (n − 3) = L + 1 is odd, we argue similar. We
write ∂F again as a matrix with Z2-coefficients such that
∂F

Lγ2
(L+ 2)γ0

=

a21 a23
a01 a03

Lγ1
(L− 2)γ3

.
Here, a21 = 0 as it counts flwc from Lγ1 to Lγ2 which are Morse flow lines whose
number is again even. For the remaining three coefficients, we first calculate the
restricted indices as
µ

Lγ1

Vfix
= 2 ·

k ̸=2

L/ak
− 2L+ 0− (n− 2)
= 2 · 2 · L/2 + n− 2− 2L− (n− 2) = n− 2
µ

Lγ2

Vfix
= µ

Lγ1

Vfix
+ 1 = n− 1
µ

(L− 2)γ3

Vfix
= 2 ·

k ̸=2

(L− 2)/ak
− 2(L− 2) + 1− (n− 2)
= 2 · 2 · (L− 2)/2 + n− 2− 2(L− 2) + 1− (n− 2) = n− 1
µ

(L+ 2)γ0

Vfix
= 2 ·

k ̸=2

(L+ 2)/ak
− 2(L+ 2) + 0− (n− 2)
= 2 · 2 · (L+ 2)/2 + n− 2− 2(L+ 2)− (n− 2) = n− 2.
Calculating again dimensions, we find by Theorem 38 that
dim MLγ1, (L+ 2)γ0, 1Vfix = (n− 2)− (n− 2) + 0 = 0
dim M(L− 2)γ3, Lγ2, 1Vfix = (n− 1)− (n− 1) + 0 = 0
dim M(L− 2)γ3, (L+ 2)γ0, 1Vfix = (n− 2)− (n− 1) + 0 = −1.
Note that R acts freely on M(·, ·, 1) by time shift on the non-constant cascade.
This shows that all three above spaces have to be empty. As a direct consequence,
we find a01 = a23 = 0 as there is no closed Reeb orbit whose period lies strictly
between (L− 2)π/2 and Lπ/2 resp. Lπ/2 and (L+ 2)π/2.
For a03 however, we have to exclude flow lines with two cascades between
(L − 2)π/2 and (L + 2)π/2 passing through the intermediate critical manifold
N Lπ/2. Here, we have to show for Theorem 42 that M(L− 2)γ3,N Lπ/2Vfix andMN Lπ/2
Vfix
, (L+ 2)γ0

are both empty. Noting that
dimN (L−2)π/2
Vfix
= dimN Lπ/2
Vfix
= dimN (L+2)π/2
Vfix
= 1,
we calculate with the dimension formulas (17) and (18) that
dim M(L− 2)γ3,N Lπ/2Vfix = 2(n− 2)  
µCZ(NLπ/2)
− 2(n− 2)  
µCZ((L−2)γ3)
+
1 + 1
2
− 1 = 0
dim MN Lπ/2
Vfix
, (L+ 2)γ0

= 2(n− 2)− 2(n− 2) + 1− 1
2
+ 0 = 0.
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As R acts also freely on these spaces, we know again that they are empty. Hence
there cannot be a flow line with two cascades between (L − 2)γ3 and (L + 2)γ0
with at least one cascade in Vfix. As Lπ/2 is the only period of a closed Reeb
orbit between (L − 2)π/2 and (L + 2)π/2, we may hence apply Theorem 42 and
find also a03 = 0.
Remark. The result of Theorem 109 (and the ideas of its proof) together with the
calculations in [23], Thm.2.10, can be used to show that the Brieskorn manifolds Σ(2,2,2,p)
for p odd are all non-contactomorphic for different values of p. This improves a result
shown by the author in his diploma thesis, where he could only prove that Σ(2,2,2,p) and
Σ(2,2,2,q) are non-contactomorphic if gcd(p+ 2, q + 2) = 1.
Corollary 110. For the unit cotangent bundle S∗S2 ∼= Σ(2,2,2) holds that its Rabinowitz-
Floer homology is independent from the filling and given by
RFH∗(S∗S2) ∼=

Z2
2 ∀ ∗ ∈ Z.
Proof: The independence from the filling follows again from Theorem 65.
The critical manifolds are here all of the formN Lπ/2 ∼= Σ(2,2,2) with L even. In particular,
we get for each L the four generators Lγ0, Lγ1, Lγ2, Lγ3 for RFC(S
∗S2) as in the proof
of Theorem 109. Their indices are here always
µ(Lγj) = 2 ·

3 · L/2− 2L+ j − (2− 1) = L+ j − 1.
Now if ∗ = L− 1 is odd, then RFC∗(S∗S2) is generated by Lγ0 and (L− 2)γ2, while for
∗ = L even RFC∗(S∗S2) is generated by Lγ1 and (L− 2)γ3. Thus we can use the same
arguments as in the proof of Theorem 109 to show that ∂F∗ is zero for all ∗ and hence
that
RFH∗(S∗S2) ∼= RFC∗(S∗S2) ∼=

Z2
2
.
Let us finish this section with a generalization of this corollary to the Brieskorn manifolds
Σl := Σ(2,2,2,2l), l ∈ N, which is due to Peter Uebele, [50]. In [20], Prop. 6.1, it is shown
that the diffeomorphism type of Σl is given by
Σl ∼=

S2 × S3 if l ≡ 0 mod 4
S∗S3 if l ≡ 1 mod 4
S2 × S3#K if l ≡ 2 mod 4
S∗S3#K if l ≡ 3 mod 4,
where K denotes the Kervaire sphere of dimension 5 and # denotes the connected sum.
As K is diffeomorphic to S5 (see [30]) and as the cotangent bundle of S3 is trivial, so
that S∗S3 ∼= S2 × S3, we get
Lemma 111. Σl = Σ(2,2,2,2l) is diffeomorphic to S
2 × S3 for all l ≥ 1.
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In [32] it is shown that all Σl have the same contact homology and the same holds true
for their equivariant symplectic homology by [33]. Moreover, their underlying formal
homotopy classes/almost contact structures coincide, as follows from [26],8.1.1 together
with the fact that the first Chern classes c1(TΣl) vanishes. However, we still have:
Theorem 112 (Uebele, [50]). The manifolds Σ(2,2,2,2l), l ≥ 1, are non-contactomorphic.
Proof: Our proof relies on the calculation of RFH∗(Vε,Σl). Note that it does not
depend on the filling, again by Theorem 65.
For Σl we have two types of critical manifolds N Lπ/2, which are given by
N Lπ/2 ∼= Σ(2,2,2) ∼= S∗S2 if l ∤ L
N Lπ/2 ∼= Σ(2,2,2,2l) ∼= S∗S3 if l | L,
where L is always even. This gives us for each L four generators of RFC(Σl), which
we denote again by Lγ0, Lγ1, Lγ2, Lγ3. Note that for l ∤ L, we have Lγj ∈ Hj(S∗S2),
while for l | L, we have Lγ0 ∈ H0(S2 × S3), Lγ1 ∈ H2(S2 × S3), Lγ2 ∈ H3(S2 × S3) and
Lγ3 ∈ H5(S2 × S3). The indices of these generators are given by
• l ∤ L
µ(Lγj) = 2 ·

3 · L/2 + L/2l− 2L+ j − (3− 1) = L+ 2L/2l+ j − 2
• L = N(2l)
µ(Lγj) = 2

3
N2l
2
+
N2l
2l

−2(N2l)+ind(Lγj)−(3−1) = N(2l+2)+ind(Lγj)−2,
where ind(Lγj) ∈ {0, 2, 3, 5}.
For the degree ∗ around N(2l + 2) = L+ 2N , we find that the chain groups RFC∗(Σl)
have the following generators:
∗ ... L+2N−3 L+2N−2 L+2N−1 L+2N L+2N+1 L+2N+2 L+2N+3 L+2N+4 ...
gen.
... (L−2)γ1 (L−2)γ2 (L−2)γ3 (L+2)γ0 (L+2)γ1 (L+2)γ2
...
... (L−4)γ3 Lγ0 Lγ1 Lγ2 Lγ3 (L+4)γ0
...
Away from these values for ∗, we have only generators Lγj living on S∗S2 and it follows
that the situation there looks similar to the table (70). Using this explicit description
of RFC∗(Σl) and the arguments used in Theorem 109, we get
dimZ2 RFH∗(Σl) ≤ 1 if ∗ = N(2l + 2) + j, for any N ∈ Z, j ∈ {−1, 0, 1, 2}
dimZ2 RFH∗(Σl) = 2 if ∗ = N(2l + 2) + 5 ≤ ∗ ≤ (N + 1)(2l + 2)− 4 for any N ∈ Z.
Note that the second case is only non-empty if l ≥ 4.
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Now we can show that Σl and Σl+k are not contactomorphic for l ≥ 4 and k ≥ 1. As
the Rabinowitz-Floer homology of Σl does not depend on the filling, it suffices to find
degrees ∗, where RFH∗(Σl) ̸= RFH∗(Σl+k). For k ≥ 2, we consider ∗ = (2l+2)− 1 and
find that
dimZ2 RFH∗(Σl) ≤ 1 while dimZ2 RFH∗(Σl+k) = 2.
For k = 1, we consider ∗ = 2(2l + 2)− 1 and find that
dimZ2 RFH∗(Σl) ≤ 1 while dimZ2 RFH∗(Σl+1) = 2.
This shows that all Σl for l ≥ 4 are non-contactomorphic.
Remark.
• For l = 1, i.e. for Σ(2,2,2,2) we can use the symplectic symmetry
σ : (z0, z1, z2, z3) → (z0, z1,−z2,−z3)
to show that RFH∗(Σ1) ∼= Z2 for all ∗ ∈ Z. This shows that Σ1 is also not
contactomorphic to Σl for any l ≥ 4.
• For l = 2, 3, we can use the same arguments as above to show that they are not
contactomorphic to Σl for any l ≥ 4. However, our methods here do not suffice to
distinguish Σ1,Σ2 and Σ3. This can be achieved either by disturbing the contact
structure (as did Uebele in [50]) or one would have to find a symmetric Morse
function and metric on Σ2 resp. Σ3. Note that even though Σ2 ∼= Σ3 ∼= S∗S3, the
symmetry σ does here not obviously restrict to the symmetry
(x0, x1, x2, x3, y0, y1, y2, y3) → (x0, x1,−x2,−x3, y0, y1,−y2,−y3).
7.3. Exotic contact structures and fillings
In this subsection, we are going to prove our Main Theorem 114. Moreover, we show
some Reeb-dynamical consequences which can be concluded from it and we give some
mild generalizations.
Let us begin with the following existence result for certain contact structures on the
standard sphere. It is a consequence of Theorem 109 and the handle attachment con-
struction.
Theorem 113. For every n ≥ 3 and any k ∈ Z such that k ̸∈ [−n + 1, n] resp.
|k− 1/2| ≥ n+ 1/2 there exists on the standard sphere S2n−1 a contact structure ξ with
filling W such that µCZ is well-defined on W , i.e. W satisfies (A) and (B), and
2 ≤ dimZ2 RFHk

W, (S2n−1, ξ)

<∞.
152
Proof: Consider tuples a = (2, 2, 2, a3, ... , an), where a3, ... , an are all odd and for all
k > 3 holds a3 < ak and gcd(a3, ak) = 1. It follows from Theorem 102 that the Brieskorn
manifold Σa for such a is homeomorphic to the sphere S
2n−1. As the diffeomorphism
types of the topological sphere S2n−1 form a finite group under the connected sum
construction with the standard differentiable structure as neutral element (see [30]),
we can find an m ∈ N such that the m-fold connected sum #mΣa is diffeomorphic to
S2n−1. Let #mξa denote the resulting contact structure on S2n−1. The m-fold boundary
connected sum #mWε of the filling Wε of Σa (obtained by attaching (m− 1) 1-handles
to m copies of Wε) is then an exact contact filling for (S
2n−1,#mξa). It follows from
Theorem 109 that for a3 ≥ |k − 1/2| − n+ 5 + 1/2 holds that
dimZ2 RFHk(Wε, (Σa, ξa)) = 2
and it follows from Theorem 95 for the m-fold connected sum that
dimZ2 RFHk

#mWε, (S
2n−1,#mξa)

=
m
j=1
dimZ2 RFHk(Wε, (Σa, ξa)) = 2m.
Note that (Wε,Σa) satisfies (A) and (B). Hence, it follows from Lemma 66 and 67 that
#m(Wε,Σa) = (#mWε, S
2n−1) also satisfies (A) and (B).
Theorem 114 (Main Theorem).
Suppose that Σ is a differentiable manifold, dimΣ = 2n− 1 ≥ 5, which supports at least
one fillable contact structure with filling for which the conditions (A) and (B) are true.
Then Σ satisfies at least one of the following alternatives:
a) For every fillable contact structure ξ on Σ and any filling W of (Σ, ξ), which
satisfies (A) and (B), holds true that
dimZ2 RFH∗(W, (Σ, ξ)) =∞ ∀∗ ∈ Z \ [−n+ 1, n].
b) There is (at least) one contact structure on Σ for which there exist infinitely many
different fillings.
c) There exist infinitely many different fillable contact structures on Σ.
Proof:
If Σ satisfies case a) of the Main Theorem, then nothing has to be proven.
If Σ does not satisfy a), then there exists a contact structure ξ with filling W and a
degree k ∈ Z \ [−n+ 1, n] such that
bΣk := dimZ2 RFHk

W, (Σ, ξ)

<∞.
By Theorem 113, we can find a fillable contact structure ξ0 on S
2n−1 and a filling W0
such that
2 ≤ dimZ2 RFHk

W0, (S
2n−1, ξ0)

=: b0k <∞.
By Theorem 95 we know for the connected sum of (Σ, ξ) and (S2n−1, ξ0) that
2m ≤ dimZ2 RFHk

W, (Σ, ξ)

#

#m(W0, (S
2n−1, ξ0))

= bΣk +m · b0k ≤ ∞.
153
Note that it follows from the fact that S2n−1 is the standard sphere that Σ#

#mS
2n−1)
is diffeomorphic to Σ. Hence we get on Σ an infinite number of contact structures
ξm := ξ#

#mξ0

each with an exact contact filling Wm := W#

#mW0

.
Now, we have two cases: If an infinite number of the contact structures ξm is pairwise
non-contactomorphic, then Σ satisfies case c) of the Main Theorem and we are done.
If an infinite number of the contact structures ξm is contactomorphic to one contact
structure ξ∞, then we find that the corresponding fillings Wm of ξ∞ cannot be equal, as
the groups RFHk

Wm, (Σ, ξ∞)

are all different as their Betti-numbers bΣk +m · b0k are
all different. This implies that Σ satisfies case b) of the Main Theorem.
Remark. One can sharpen the Main Theorem slightly by considering also the formal
homotopy class [ξ] of a contact structure ξ (see 1.2 for a definition). Morita showed in
[40] that there are only finitely many formal homotopy classes on the standard sphere
S4m+1 and countable infinitely many on S4m+3,m ≥ 1. His calculations also indicate
that these homotopy classes on the standard sphere should form a group under connected
sums with the homotopy class of the standard structure as neutral element. Hence by
taking perhaps more connected sums, we can arrange in Theorem 113 that the contact
structure ξ0 on S
4m+1 is in the standard formal homotopy class. When taking connected
sums of (S4m+1, ξ0) with any contact manifold (Σ, ξ), we then find that ξ#ξ0 is still in
the same formal homotopy class as ξ.
On S4m+3, the situation is more complicated, as the group of formal homotopy classes
is infinite. However, calculations made by Uebele, [50], show that at least on S7, S11
and S15 one can find fillable contact structures ξ with fillings W lying in the standard
formal homotopy class such that
0 < dimZ2 RFHk

W, (S4m+3, ξ)

<∞.
I conjecture that the same holds true for any S4m+3.
Let us finish this section with some dynamical consequences if Σ should satisfy a) or b)
in the Main Theorem.
Theorem 115. Let (Σ, ξ) be a compact fillable contact manifold, dimΣ = 2n− 1, such
that for every N ∈ N there exists a filling WN satisfying (A) and (B) and a degree
kN ∈ Z with |kN | ≥ 3n such that
dimZ2 RFHkN (WN , (Σ, ξ)) > N.
Then it holds for any contact form α defining ξ and satisfying (MB) that its Reeb field
Rα has for every L > 0 a simple closed Reeb trajectory whose period is greater than L.
Remark.
• A closed Reeb trajectory v of period η is called simple if v : [0, η)→ Σ is injective.
• Recall that according to Cieliebak and Frauenfelder, [14], appendix B, condition
(MB) is satisfied for any generic contact form, i.e. for a set of second category
within all contact structures defining ξ.
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Proof:
1. Let α on (Σ, ξ) be an arbitrary contact form defining ξ and satisfying the Morse-
Bott assumption (MB). Recall that the chain complex RFCk(WN ,Σ) is generated
by all critical points of a Morse function h on the critical manifold
crit
AH = 
η∈spec(Σ,α)
N η.
The index of such a critical point c ∈ N η is given by
µ(c) = µCZ(c) + indh(c)− 1
2
dimc

crit
AH + 1
2
.
If we assume that c corresponds not to a simple trajectory but is an l-fold iteration
of a shorter closed trajectory c0, then we can estimate µ(c) with the help of the
Iteration Formula for µCZ (Lemma 60) as follows
µ(c) = l ·∆(c0) +Rc + indh(c)− 1
2
dimc

crit
AH + 1
2
= l ·∆(c0) + Cc,
where |Cc| ≤ |Rc|+ dimc

crit
AH − 1
2
dimc

crit
AH + 1
2
≤ 2n+ 1
2
(2n− 1) + 1
2
= 3n.
(71)
2. Assume that the period of every simple Reeb trajectory c0 lies in the interval
[−L,L] for some L > 0. As α satisfies (MB), we know by Theorem 23 that
there are only finitely many η ∈ [−L,L] such that N η ̸= 0. As the period of
simple Reeb orbits is bounded by ±L, we know for every η ∈ spec(Σ, α) with
|η| > L that N η consists solely of iterated trajectories. By considering perhaps
the connected components of N η separately, we find that there exists an l ∈ Z and
a η0 ∈ spec(Σ, α) such that η = lη0 and |η0| ≤ L.
Note that N η = N η0 as a submanifold of Σ, as the images of iterated trajectories
coincide with the images of the underlying simple trajectories. This allows us to
choose the same Morse function on N η as on N η0 . Hence, we may assume for
every c ∈ crit(h), whose period is not in [−L,L], that it is an iteration of a closed
Reeb trajectory c0 ∈ crit(h), whose period lies in [−L,L].
3. As Σ is compact and there are only finitely many η0 ∈ spec(Σ, α) with |η0| ≤ L,
we know that there are only finitely many critical points of h whose period lies in
[−L,L]. Let us number them c1, ... , cm and consider the set of all their absolute
mean indices D := {|∆(c1)|, ... , |∆(cm)|}. We define the number δ by
δ :=

0 if D = {0}
min

D \ {0} otherwise .
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If δ = 0, then all mean indices ∆(ci) are 0 and we obtain by (71) that the degree of
all closed Reeb trajectories c is bounded by ±3n. Hence, RFHk(WN , (Σ, ξ)) ̸= 0
can hold only for |k| ≤ 3n, which contradicts the assumptions of the theorem.
If δ > 0, then we can estimate for |k| > 3n the number of critical points c ∈ crit(h)
with degree µ(c) = k as follows. The index of an l-fold iterate lcj of cj is by (71)
given as
µ(lcj) = l ·∆(cj) + Clcj .
As |Clcj | ≤ 3n, we can have µ(lcj) = k only if l ·∆(cj) ∈ [k − 3n, k + 3n]. This is
possible for at most
(k + 3n)− (k − 3n)
∆(cj)
≤

6n
δ

numbers l.
Hence, there are at most m · 6n/δ points c ∈ crit(h) with µ(c) = k. By as-
sumption, we have that dimRFHkN (WN , (Σ, ξ)) > N . By the construction of
RFH, we know that there have to be at least N different c ∈ crit(h) generating
RFCkN (WN , (Σ, ξ)), i.e. where µ(c) = kN . However, N can be arbitrarily large,
which contradicts the fact that there are at mostm·6n/δ such critical points.
Corollary 116.
• If Σ satisfies alternative a) of the Main Theorem, then every fillable contact struc-
ture on Σ has for any generic contact form simple Reeb trajectories of arbitrary
length.
• If Σ satisfies alternative b) but not a) of the Main Theorem, then there is at least
one contact structure on Σ which has simple closed Reeb trajectories of arbitrary
length for every generic contact form.
Proof: The first statement is a direct consequence of Theorem 115. For the second
statement note that we showed in the proof of the Main Theorem that if Σ satisfies b)
but not a), then there exists a contact structure ξ∞ with infinitely many fillings Wm and
a degree k such that
dimZ2 RFHk

Wm, (Σ, ξ∞)
 ≥ 2m.
Then, the second statement is again a direct consequence of Theorem 115.
Corollary 117. Every Brieskorn manifold Σa supports at least 2 non-contactomorphic,
exactly fillable contact structures.
Proof: Note that on Σa the length of a simple closed Reeb trajectory is bounded from
above by

ak
 · π/2 for the standard contact from λa. Therefore, it follows from
Corollary 116 that Σa cannot satisfy alternative a) of the Main Theorem and if for Σa
holds c), then there are infinitely many different contact structures and we are done. If
Σa satisfies b) in the Main Theorem, then we know from Corollary 116 that it supports at
least one contact structure ξ that has simple closed Reeb trajectories of arbitrary length
for any contact form satisfying (MB). However, as λa satisfies (MB), we know that λa
cannot be a contact form for ξ, which shows that ξ and ξa have to be different.
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Remark.
• In [38], Mark McLean showed that any manifold Σ, which supports at least one
fillable contact structure with trivial Chern class, admits a contact structure ξ
with filling W such that dimZ2 SH∗

W, (Σ, ξ)

= ∞ for all ∗. Together with the
long exact sequence (55) we find that the same holds true for Rabinowitz-Floer
homology. This gives again Corollary 117.
• Using local Floer homology as in [38] or [27], it should be possible to sharpen
Corollary 116 so that there are infinitely many closed simple Reeb trajectories for
every contact form, not just the ones which satisfy (MB).
• Using the mean Euler characteristic for S1-equivariant symplectic homology SHS1 ,
it should be possible to distinguish all the contact structures on Brieskorn man-
ifolds Σa that are obtained by our connected sum construction, provided that
Σa satisfies any form of index positivity. This should in particular be possible if
ak > 1. Consult [9] or [33] for the mean Euler characteristic and its behaviour
under handle-attachment.
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A. A perfect Morse function on S∗Sn−1
In this appendix, we show the existence of a Morse-Smale pair (ψ, g) of a Morse function
ψ and a metric g on S∗Sn−1 with ψ having exactly four critical points and (ψ, g) being
invariant under the reflection of the last 4n− 4 coordinates:
r : R2n → R2n, (x1, . . . xn ; y1, . . . , yn) → (x1, x2,−x3, . . . ,−xn ; y1, y2,−y3, . . . ,−yn).
In the first part, we construct the Morse function ψ and calculate its critical points
with their indices. In the second part, we construct g on S∗S2 and show that (ψ, g)
is Morse-Smale there. The third part finally contains the generalization of g to higher
dimensions.
A.1. The Morse function ψ
This first part was (with some minor mistakes) already included in the author’s diploma
thesis. We repeat it here for completeness and to give a corrected version.
We consider the unit tangent bundle S∗Sn−1 ⊂ R2n of the unit sphere Sn−1, i.e. the set
S∗Sn−1 :=

z = (x, y) ∈ Rn × Rn
 ||x||2 = 1 = ||y||2, ⟨x, y⟩ = 0 . (72)
The tangent space TzS
∗Sn−1 ⊂ R2n at a point z = (x, y) ∈ S∗Sn−1 is given by
TzS
∗Sn−1 =

(ξx, ξy) ∈ Rn × Rn
 ⟨ξx, x⟩ = 0 = ⟨ξy, y⟩, ⟨ξx, y⟩+ ⟨x, ξy⟩ = 0 .
We choose a ∈ R \ {−1, 0, 1} and define the function ψ : R2n → R as follows:
za := (xa; ya) =

a, 0, ... , 0  
xa
; 0, 1, 0, ... , 0  
ya

ψ(z) :=
1
2
||z − za||2 = 1
2

||x− xa||2 + ||y − ya||2

=
1
2

(x1 − a)2 + x22 + y21 + (y2 − 1)2 +
n
k=3
(x2k + y
2
k)

.
Proposition 118. ψ is a Morse function with four critical points, whose Morse indices
are 0, n− 2, n− 1 and 2n− 3. Moreover ψ ◦ r = ψ.
Proof: The fact that ψ ◦ r = ψ is obvious. The proof that ψ is a Morse function is
organized in two parts:
1st claim: ψ has four critical points.
Proof: We calculate, that the gradient of ψ on R2n is given by
∇zψ = (x1 − a, x2, ... , xn ; y1, y2 − 1, y3, ... , yn) = (x, y)− (xa, ya).
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Using the theorem of extrema with constraints, we find that in a critical point (x, y)
there exist real numbers α, β, γ ∈ R, such that with k ≥ 3 holds
x1 − a = α · x1 + γ · y1 y1 = β · y1 + γ · x1
x2 = α · x2 + γ · y2 y2 − 1 = β · y2 + γ · x2
xk = α · xk + γ · yk yk = β · yk + γ · xk.
These equations are equivalent to
I : (1− α) · x1 = a+ γ · y1 IV : (1− β) · y1 = γ · x1
II : (1− α) · x2 = γ · y2 V : (1− β) · y2 = 1 + γ · x2
III : (1− α) · xk = γ · yk VI : (1− β) · yk = γ · xk.
Using III and VI, we obtain
(1− α)(1− β) · xk = γ2 · xk and (1− α)(1− β) · yk = γ2 · yk.
If xk ̸= 0 or yk ̸= 0 for any k ≥ 3, we find that (1− α)(1− β) = γ2 and hence
(1− α) · V− γ · II ⇒ (1− α) = 0
γ · V− (1− β) · II ⇒ γ = 0.
Inserting this in I yields a = 0, a contradiction. Therefore, we have xk = yk = 0 for all
k ≥ 3. Hence, we are on the set
U0 := S
∗Sn−1 ∩ (R2 × 0)2,
which is easily identified with S∗S1. This manifold is the disjoint union of two circles
and it follows that
y2 = ±x1, x2 = ∓y1, x21 + y21 = 1.
Inserting this in II and V yields
II∗ : (1− α) · y1 = −γ · x1, V∗ : (1− β) · ±x1 = 1∓ γ · y1.
Using these, we calculate that
y1 · I + x1 · II∗ ⇒ −γ = a · y1
x1 · IV± y1 · V∗ ⇒ −γ = ∓y1 .
Thus a · y1 = ∓y1. As a ̸= ±1, this implies that y1 = x2 = 0 and hence that x1 = ±1
and y2 = ±1. Therefore, we have the following four critical points:
z++ = (+1, 0, ... , 0 ; 0,+1, 0, ... , 0); ψ(z
+
+) =
(a− 1)2
2
z+− = (+1, 0, ... , 0 ; 0,−1, 0, ... , 0); ψ(z+−) =
(a− 1)2
2
+ 2
z−+ = (−1, 0, ... , 0 ; 0,+1, 0, ... , 0); ψ(z−+) =
(a+ 1)2
2
z−− = (−1, 0, ... , 0 ; 0,−1, 0, ... , 0); ψ(z−−) =
(a+ 1)2
2
+ 2.
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2nd claim: All four critical points are non-degenerate.
Proof: To prove this statement, we have to calculate the Hessian of ψ at the 4 critical
points. For this purpose, we need charts of S∗Sn−1. Recall that the inverse of the stereo-
graphic projection gives charts on Sn−1. These charts for the “north-pole”= (1, 0, ... , 0)
and the “south-pole”= (−1, 0, ... , 0) are of the form:
u± : Rn−1 → Sn−1, u±(x) = 1
1 + ||x||2
±1∓ ||x||2, 2x1, ... , 2xn−1T .
Their differentials yield charts for the tangent bundle TSn−1. Explicitly:
Dxu
± =
1
ρ(x)2

∓4x1 ∓4x2 . . . ∓4xn−1
2ρ(x)− 4x21 −4x1x2 . . . −4x1xn−1
−4x2x1 2ρ(x)− 4x22 . . . −4x2xn−1
...
. . .
...
−4xn−1x1 −4xn−1x2 . . . 2ρ(x)− 4x2n−1
 ,
where ρ(x) := 1+ ||x||2. Short calculation shows (Du±)T (Du±) = 4
ρ(x)2
·Id. This implies
that the following map is an affine isometry for each x ∈ Rn−1:
U±(x) : Rn−1 → Tu±(x)Sn−1 ⊂ Rn, U±(x) := ρ(x)
2
Dxu
±.
It follows that U±(x)

Sn−2

is the unit sphere in the tangent space Tu±(x)S
n−1. Using
the following charts given by stereographic projections:
v± : Rn−2 → Sn−2 ⊂ Rn−1, v±(y) = 1
1 + ||y||2
±1∓ ||y||2, 2y1, ... , 2yn−2T ,
we obtain four charts around z++ , z
+
− , z
−
+ , z
−
− by
w±± := u
± × (U± · v±) : Rn−1 × Rn−2 → S∗Sn−1, where
w++(0) =

u+(0), U+(0) · v+(0) = z++
w+−(0) =

u+(0), U+(0) · v−(0) = z+−
w−+(0) =

u−(0), U−(0) · v+(0) = z−+
w−−(0) =

u−(0), U−(0) · v−(0) = z−− .
Here, U±(x) · v±(y) denotes the matrix multiplication.
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Now, we can express ψ in these charts:
ψ(w±∗ (x, y)) =
1
2

||u±(x)− xa||2 + ||U±(x) · v∗(y)− ya||2

=
1
2

||u±(x)||2 − 2 u±(x), xa+ ||xa||2
+ ||U±(x) · v∗(y)||2 − 2 U±(x) · v∗(y), ya+ ||ya||2
=
1
2

1− 2 u±(x), xa+ a2 + 1− 2v∗(y), U±(x)T · ya+ 1
=
1
2

3 + a2 + (±)2a ||x||
2 − 1
1 + ||x||2 + (∗)2
||y||2 − 1
1 + ||y||2

1− 2x
2
1
1 + ||x||2

+
8x1
1 + ||y||2 ·

yjxj+1
1 + ||x||2

.
The third equation holds, since ||u±(x)|| = ||v∗(y)|| = 1. Here and above, ∗ ∈ {+,−}
represents the choice of signs for y. Then, some calculation shows that
∂2(ψ ◦ w±∗ )
∂xk ∂yl
(0, 0) = 0 for any k, l
∂2(ψ ◦ w±∗ )
∂yk ∂yl
(0, 0) =

∗ 4 if k = l
0 otherwise
∂2(ψ ◦ w±∗ )
∂xk ∂xl
(0, 0) =

0 if k ̸= l
±4a if k = l ̸= 1
±4a+ (∗)4 if k = l = 1
.
Thus we see that all four critical points z++ , z
+
− , z
−
+ , z
−
− are non-degenerate.
If we assume that a > 1, we obtain that
indψ(z
+
+) = 0, indψ(z
+
−) = n− 2, indψ(z−+) = n− 1, indψ(z−−) = 2n− 3.
A.2. The metric g on S∗S2
We remind the reader of the well-known fact that S∗S2 is diffeomorphic to RP 3. The
latter space has a 2-covering by S3. The corresponding covering of S∗S2 can be explicitly
obtained by restricting the following smooth map to S3:
Φ =

Φ1
Φ2

: R4 → R6, Φ(s) = Φ

s1
s2
s3
s4
 = Φ1(s)Φ2(s)

:=

s21 + s
2
2 − s23 − s24
2(s2s3 + s1s4)
2(s1s3 − s2s4)
2(s2s3 − s1s4)
s21 + s
2
3 − s22 − s24
−2(s1s2 + s3s4)
 .
It is not difficult to see that Φ maps S3 into S∗S2. In fact, Φ1 and Φ2 restricted to S3
yield both the Hopf-fibration and are orthogonal to each other. Moreover, Φ(−s) = Φ(s).
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Lemma 119. Φ|S3 is a differentiable 2-covering of S∗S2.
Proof:
1st claim: Φ : S3 → S∗S2 is surjective and Φ−1(x, y) contains two preimages for every
point (x, y) ∈ S∗S2.
Proof: Let x ∈ S2 be an arbitrary point. Its preimage under the Hopf-fibration Φ−11 (x)
is a circle in S3. We parametrize this circle by the following path:
γ(α) =

cosα sinα
− sinα cosα 0
0
cosα − sinα
sinα cosα


s1
s2
s3
s4
 .
Here, s = (s1, s2, s3, s4) ∈ S3 is a point with Φ1(s) = x. The image of this circle under
Φ is given by
Φ(γ(α)) =

s21 + s22 − s23 − s242(s2s3 + s1s4)
2(s1s3 − s2s4)

cos(2α)
 2(s2s3 − s1s4)s21 + s23 − s22 − s24
−2(s1s2 + s3s4)
+ sin(2α)
−2(s2s4 + s1s3)2(s1s2 − s3s4)
s21 + s
2
4 − s22 − s23


=

Φ1(s)
cos(2α) · Φ2(s) + sin(2α) ·

Φ1(s)× Φ2(s)
 .
Here, × denotes as usual the cross-product in R3. Note that while the first part of Φ
maps γ(α) to x = Φ1(s), the second part of Φ runs twice through the unit circle of
vectors orthogonal to x. Thus, we see that Φ is surjective and the preimage Φ−1(x, y)
for (x, y) ∈ S∗S2 contains exactly two points s and −s.
2nd claim: Φ is a local diffeomorphism.
Proof: The differential of Φ is given by
DΦ = 2 ·

s1 s2 −s3 −s4
s4 s3 s2 s1
s3 −s4 s1 −s2
−s4 s3 s2 −s1
s1 −s2 s3 −s4
−s2 −s1 −s4 −s3
 .
Recall that an orthonormal basis of TsS
3 at a point s = (s1, s2, s3, s4) ∈ S3 is given by
v1(s) := (s2,−s1,−s4, s3)T
v2(s) := (−s3,−s4, s1, s2)T
v3(s) := (−s4, s3,−s2, s1)T .
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An easy calculation shows that
DΦ(v1) = 2 ·

0
Φ1(s)× Φ2(s)

, DΦ(v2) = 2 ·

Φ1(s)× Φ2(s)
0

,
DΦ(v3) = 2 ·

Φ2(s)
−Φ1(s)

.
(73)
The image of the orthonormal basis {v1, v2, v3} of TsS3 under DΦ is hence an orthogonal
basis of TΦ(s)S
∗S2 and DΦTS3 is therefore pointwise an isomorphism. It follows that Φ
is a local diffeomorphism. These calculations also show that the pushforward Φ∗gS3 of
the standard metric gS3 on S
3 is not a multiple of the standard metric on S∗S2 coming
from R2n (as ||DΦ(v3)||2 = 8, while ||DΦ(v1)||2 = 4).
It follows from claim 1 and 2 and the fact that Φ(−s) = Φ(s) that Φ is a 2-covering of
S∗S2. Moreover, it induces a diffeomorphism between RP 3 = S3

∼ and S∗S2.
The metric g on S∗S2 mentioned in the introduction is the pushforward Φ∗gS3 . In order
to see that (ψ, g) satisfies the Morse-Smale condition, we first consider on S3 the function
f : R4 ⊃ S3 → R, f(s) = A1 · s21 + A2 · s22 + A3 · s23 + A4 · s24,
where Ai > 0 are pairwise different positive real numbers. Note that f(−s) = f(s), so
that f induces a well-defined function Φ∗f on S∗S2. Easy calculations show that for
A1 =
(a− 1)2
2
, A2 =
(a− 1)2
2
+ 2, A3 =
(a+ 1)2
2
, A4 =
(a+ 1)2
2
+ 2 (74)
the functions ψ and Φ∗f do coincide on S∗S2.
Lemma 120. For Ai pairwise different positive real numbers, the function f is a Morse
function on S3 having the following 8 critical point
c±1 = (±1, 0, 0, 0), c±2 = (0,±1, 0, 0), c±3 = (0, 0,±1, 0), c±4 = (0, 0, 0,±1).
Moreover, f and the standard metric gS3 on S
3 are Morse-Smale, i.e. the stable and
unstable manifolds of the critical points intersect transversally.
Proof:
• critical points
The gradient ∇R of f on R4 is given by ∇Rf = 2 · A1s1, A2s2, A3s3, A4s4T .
The tangent space TsS
3 at s ∈ S3 is given by TsS3 =

ξ ∈ R4  ξ, sT ⟩ = 0.
The gradient ∇f := ∇S3f of f on S3 is therefore given by
∇f = 2

A1s1
A2s2
A3s3
A4s4
−

2

A1s1
A2s2
A3s3
A4s4
 ,

s1
s2
s3
s4


·

s1
s2
s3
s4
 =
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= 2

s1 ·

A1 − (A1s21 + A2s22 + A3s23 + A4s24)

s2 ·

A2 − (A1s21 + A2s22 + A3s23 + A4s24)

s3 ·

A3 − (A1s21 + A2s22 + A3s23 + A4s24)

s4 ·

A4 − (A1s21 + A2s22 + A3s23 + A4s24)

 .
Assuming for example 0 < A1 < A2 < A3 < A4, it is not difficult to see that
∇f = 0 only in the 8 points c±1 , c±2 , c±3 , c±4 (Hint: Use that s21 + s22 + s23 + s24 = 1).
• non-degeneracy
Around the critical points c±1 , c
±
2 , c
±
3 , c
±
4 we have the following charts in S
3 coming
from stereographic projection:
u±1 : R3 → S3, u±1 (x) =
1
1 + ||x||2
± 1∓ ||x||2, 2x1, 2x2, 2x3
u±2 : R3 → S3, u±2 (x) =
1
1 + ||x||2

2x1,±1∓ ||x||2, 2x2, 2x3

u±3 : R3 → S3, u±3 (x) =
1
1 + ||x||2

2x1, 2x2,±1∓ ||x||2, 2x3

u±4 : R3 → S3, u±4 (x) =
1
1 + ||x||2

2x1, 2x2, 2x3,±1∓ ||x||2

Using these charts, easy calculations show that
∂2f(u±i )
∂xj∂xk
(0) =

0 if j ̸= k
8Aj − 8Ai if j = k < i
8Aj+1 − 8Ai if j = k ≥ i
.
Hence, if the Ai are pairwise different, we see that all critical points are non-
degenerate.
• Morse-Smale
As above, we consider S3 equipped with the standard metric coming from R4. The
ordinary differential equation γ˙ = ∇f for a gradient trajectory γ reads as
γ˙1 = 2s1 ·

A1 − (A1s21 + A2s22 + A3s23 + A4s24)

=: 2s1 ·B1
γ˙2 = 2s2 ·

A2 − (A1s21 + A2s22 + A3s23 + A4s24)

=: 2s2 ·B2
γ˙3 = 2s3 ·

A3 − (A1s21 + A2s22 + A3s23 + A4s24)

=: 2s3 ·B3
γ˙4 = 2s4 ·

A4 − (A1s21 + A2s22 + A3s23 + A4s24)

=: 2s4 ·B4.
(75)
Let γ be a solution of (75). As S3 is compact without boundary, we know that
γ converges asymptotically at both ends to a critical point of f . Assuming A4 >
A3 > A2 > A1 > 0 as in (74), we find with s
2
1+s
2
2+s
2
3+s
2
4 = 1 that B4 ≥ 0, where
B4 = 0 exactly for s = (0, 0, 0,±1). So if for a time t0 holds that γ4(t0) ̸= 0, then
γ4(t) strictly increases/decreases in t to ±1 = sign γ4(t0) and hence lim
t→∞
γ(t) =
(0, 0, 0,±1) = (0, 0, 0, sign γ4(t0)).
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If s4 = 0, then B3 ≥ 0, where B3 = 0 exactly for s = (0, 0,±1, 0). So if γ4(t) = 0
for all t and if γ3(t0) ̸= 0 for one t0, then the same reasoning shows that lim
t→∞
γ(t) =
(0, 0,±1, 0) = (0, 0, sign γ3(t0), 0).
Analogously, we find that if γ4(t) = γ3(t) = 0 for all t and if γ2(t0) ̸= 0 for one t0,
then lim
t→∞
= (0,±1, 0, 0) = (0, sign γ2(t0), 0, 0).
In complete analogy, we show that if γ1(t0) ̸= 0 for one t0, then lim
t→−∞
γ(t) =
(±1, 0, 0, 0) = (sign γ1(t0), 0, 0, 0). The same, if γ1(t) = 0 for all t, but γ2(t0) ̸= 0,
then lim
t→−∞
γ(t) = (0,±1, 0, 0) = (0, sign γ2(t0), 0, 0) and finally if γ1(t) = γ2(t) = 0
for all t, but γ3(t0) ̸= 0, then lim
t→−∞
γ(t) = (0, 0,±1, 0) = (0, 0, sign γ3(t0), 0).
This allows us to read off the stable and unstable manifolds as follows
W s(c±1 ) =

s ∈ S3 | s = (±1, 0, 0, 0) ,
W s(c±2 ) =

s ∈ S3 | s4 = s3 = 0, sign(s2) = ±1

,
W s(c±3 ) =

s ∈ S3 | s4 = 0, sign(s3) = ±1

,
W s(c±4 ) =

s ∈ S3 | sign(s4) = ±1

,
W u(c±1 ) =

s ∈ S3 | sign(s1) = ±1

,
W u(c±2 ) =

s ∈ S3 | s1 = 0, sign(s2) = ±1

,
W u(c±3 ) =

s ∈ S3 | s1 = s2 = 0, sign(s3) = ±1

,
W u(c±4 ) =

s ∈ S3 | s = (0, 0, 0,±1) .
It is now obvious, that all stable and unstable manifolds intersect transversally.
We have seen that (f, gS3) is a Morse-Smale pair on S
3 and that Φ : S3 → S∗S2 is a local
diffeomorphism. This implies that (Φ∗f,Φ∗gS3) is also a Morse-Smale pair on S∗S2.
To conclude this section, we note that (f, gS3) is invariant under the reflection
r : R4 → R4, (s1, s2, s3, s4) → (s1,−s2,−s3, s4).
Note that r on S3 is conjugate via Φ to the reflection r on S∗S2, as defined in the
introduction of this appendix. It folows that (Φ∗f,Φ∗gS3) is invariant under r. Moreover,
for the Ai chosen as in (74) such that Φ∗f = ψ, we find that with respect to the metric
Φ∗gS3 there are exactly two gradient trajectories between each pair z
−
− and z
−
+ , z
−
+ and z
+
−
and z+− and z
+
+ corresponding to the four gradient trajectories between (0, 0, 0,±1) and
(0, 0,±1, 0), (0, 0,±1, 0) and (±1, 0, 0, 0) and (±1, 0, 0, 0) and (0,±1, 0, 0) respectively.
These latter gradient trajectories can be read off as the 1-dimensional intersections of
the stable and unstable manifolds given above.
A.3. The metric g on S∗Sn−1
Recall from the calculations in (73) that DΦ maps an orthonormal basis of TsS
3 to an
orthogonal basis of TΦ(s)S
∗S2, where two vectors have length 2 and one length 2
√
2. At
a point (x, y) ∈ S∗S2, the latter vector, DΦ(v3), is given by 2 · (y,−x)T .
166
Note that we can define a global vector field X on R2n by
X(x, y) := (y,−x)T .
Let

RX
⊥
denote the orthogonal complement of RX with respect to the standard
metric gstd on R2n. Then, we have for (x, y) ̸= 0 the splitting
R2n = R⊕ RX⊥.
We define a Riemannian metric g on R2n \ {0} by requiring that
g(X,X) =
1
8
, g

(RX)⊥ =
1
4
gstd

(RX)⊥ and g(X, Y ) = 0 ∀Y ∈

RX
⊥
. (76)
Then, g coincides with Φ∗gS3 in the following sense: Consider for i ≥ 3 the sets
S∗S2i := S
∗Sn−1 ∩ (R2 × 0× R
ith−coord.
×0)2
=

(x, y) ∈ S∗Sn−1 |xj = yj = 0 for j ≥ 3, j ̸= i

.
They are easily identified with S∗S2. Let us denote by Φi : S3 → S∗S2i the maps given
by Φ composed with this identification. Then we have that (Φi)∗(gS3) = g|TS∗S2i .
In the remainder of this section we show that (ψ, g) is Morse-Smale on S∗Sn−1. First,
we calculate the gradient ∇Rgψ of ψ on R2n with respect to g. Let ξ ∈ Tz

R2n \ {0}
be any tangent vector and let ξ = ξX + ξ⊥ be its decomposition with respect to the
splitting RX ⊕ RX⊥. Let ∇Rψ be the gradient of ψ with respect to gstd and let
∇Rψ = ∇RψX +∇Rψ⊥ be its decomposition. Then
dψ(ξ) = gstd(∇Rψ, ξ) = gstd(∇RψX , ξX) + gstd(∇Rψ⊥, ξ⊥)
(76)
= 8g(∇RψX , ξX) + 4g(∇Rψ⊥, ξ⊥)
(76)
= 4g(2∇RψX +∇Rψ⊥, ξX + ξ⊥)
= 4g(∇Rψ +∇RψX , ξ).
Thus, we find that ∇Rgψ = 4(∇Rψ +∇RψX). To get the gradient ∇gψ of ψ on S∗Sn−1,
we now have to project ∇Rgψ orthogonally (with respect to g) to TS∗Sn−1. In other
words, we calculate
∇gψ = ∇Rgψ − g

∇Rgψ,

x
0
 x
0
x
0
2
g
− g

∇Rgψ,

0
y
 0yx
0
2
g
− g

∇Rgψ,

y
x
 y
x
y
x
2
g
.
As (x, 0)T , (0, y)T and (y, x)T are all orthogonal to X = (y,−x)T for (x, y) ∈ S∗Sn−1,
we can replace in the above equation g by 1
4
gstd. Recalling that ∇Rψ was given by
∇Rψ = (x1 − a, x2, . . . , xn ; y1, y2 − 1, y3, . . . , yn)T = (x, y)T − (xa, ya)T ,
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we then calculate
∇gψ = 4

x
y
− xa
ya

+
x2 − ay1
2

y
−x
− (1− ax1)x0− (1− y2)0y− −ay1 − x22 yx

.
Next, we show that all solutions of γ˙ = ∇gψ with lim
t→∞
γ(t) = z−+ and lim
t→−∞
γ(t) = z+− lie
in the region U0, where xk = yk = 0 for k ≥ 3. To this purpose, consider the Lyapunov
function
F (x, y) := (x1 − 1)2 +

i ̸=1
xi
2 + (y2 − 1)2 +

i ̸=2
yi
2.
We shall see that F increases along γ, unless the trajectory lies entirely in U0. As
F (z+−) = F (z
−
+) = 4, this proves the statement. For the derivative of F along γ, we have
∇F = (x, y)T − (1, 0, . . . , 0 ; 0, 1, 0, . . . , 0)T
d
dt
F (γ(t)) = dF (γ˙(t)) = gstd(∇F,∇gψ)
= 8 · (a− ax21 − x2y1 + 1− y22 − ay1x2)
= 8a(1− x21 − y1x2) + 8(1− y22 − y1x2).
This is positive (so that F increases along γ) if h1(x, y) := 1 − x21 − y1x2 ≥ 0 and
h2(x, y) := 1− y22 − y1x2 ≥ 0 and at least one of them is truly positive. By the theorem
of extrema with constrains, we find that h1 has a critical point on S
∗Sn−1 if there exist
real numbers α, β, γ such that
I : −2x1 = α · x1 + γ · y1 IV : −x2 = β · y1 + γ · x1
II : −y1 = α · x2 + γ · y2 V : 0 = β · y2 + γ · x2
III : 0 = α · xk + γ · yk VI : 0 = β · yk + γ · xk,
where k ≥ 3. From III and VI follows
αβ · xk = −βγ · yk = γ2 · xk, αβ · yk = −αγ · xk = γ2 · yk.
Hence, whenever xk ̸= 0 or yk ̸= 0 for at least one k ≥ 3, i.e. if we are not on U0, we
have αβ = γ2. Then II and V yield
−β · y1 = αβ · x1 + βγy2 = γ2x2 − γ2x2 = 0.
So if we are not on U0, then either y1 = 0 or (β = 0) ⇒ (γ = 0) ⇒ (x2 = 0). But for
these points we have h1 = 1 − x21 ≥ 0 with equality holding for x1 = ±1. If we are on
U0, then x2 = ±y1 and x21 + y21 = 0. Then we also have h1 ≥ 0 with equality holding
for y1 = x2. As h1 ≥ 0 holds for its critical points and S∗Sn−1 is compact, we find that
h1 ≥ 0 everywhere with equality for x1 = ±1 or on U0 with y1 = x2.
Analog calculations show that h2 ≥ 0 everywhere on S∗Sn−1 with equality holding for
y2 = ±1 or on U0 with y1 = x2. Hence ddtF (γ(t)) ≥ 0 with equality holding only if
γ(t) ∈ U0.
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Recall that U0 is diffeomorphic to S
∗S1 – the disjoint union of two circles, one of them
containing z+− and z
−
+ , the other containing z
+
+ and z
−
− . Moreover, U0 ⊂ S∗S2i for all i.
Hence, we know that there are exactly two gradient trajectories between z+− and z
−
+ in
U0, corresponding to the four gradient trajectories between (±1, 0, 0, 0) and (0, 0,±1, 0)
on S3 via the maps Φi. As there are no gradient trajectories connecting z
+
− and z
−
+
outside U0, we know that these two are the only ones.
Therefore, we know that W u(z+−) and W
s(z−+) intersect only in U0. In order to show
that (ψ, g) is Morse-Smale, it suffices to show that these spaces intersect transversally
there, as all other intersections of stable/unstable manifolds are trivially transversal due
to dimensions. Let γ be one of the two trajectories in U0. Then the discussion in the
previous part shows that Tγ(t)W
u(z+−) and Tγ(t)W
s(z−+) do span the subspaces Tγ(t)S
∗S2i
for every 3 ≤ i ≤ n. As these subspaces span the whole tangent space Tγ(t)S∗Sn−1,
we know that Tγ(t)W
u(z+−) and Tγ(t)W
s(z−+) do span the whole space as well. Hence
W u(z+−) ⋔ W s(z−+).
As a nice bonus we get the Morse-homology of S∗Sn−1 with Z2-coefficients.
Corollary 121.
If n ≥ 3, then: Hk(S∗Sn−1,Z2) =

Z2 if k ∈ {0, n− 2, n− 1, 2n− 3}
0 otherwise
.
If n = 2, then: Hk(S
∗S1,Z2) =

(Z2)2 if k ∈ {0, 1}
0 otherwise
.
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B. Some properties of convolutions
If f, g are functions on R, then their convolution f ∗ g, if existent, is defined by
(f ∗ g)(x) :=
 ∞
−∞
f(x− y) · g(y) dy =
 ∞
−∞
f(y) · g(x− y) dy = (g ∗ f)(x).
We fix a smooth non-negative function ρ : R→ R such that
supp ρ ⊂ B1(0), ρ(x) = ρ(−x) and
 ∞
−∞
ρ(x) dx = 1
and define for any δ > 0 the function ρδ by ρδ(x) :=
1
δ
ρ

1
δ
x

.
For any g ∈ Lp the convolution ρδ ∗ g is well-defined and smooth, since ∞
−∞
ρδ(x− y) · g(y) dy =
 x+δ
x−δ
ρδ(x− y) · g(y) dy
and
d
dx

ρδ ∗ g

(x) =
 ∞
−∞

d
dx
ρδ(x− y)

· g(y) dy =
 d
dx
ρδ
 ∗ g(x).
Note that if supp g ⊂ [a, b] then supp(ρδ ∗ g) ⊂ [a− δ, b+ δ].
Lemma 122 (cf. [19]5, 14.10.6, or [2], Lem. 2.18).
For any g ∈ Lp holds that ρδ ∗ g converges in Lp to g as δ → 0.
Observe that if f is a T -periodic function, then g ∗ f is also T -periodic for any g, since
(f ∗ g)(x+ T ) =
 ∞
−∞
f(x+ T − y) · g(y) dy =
 ∞
−∞
f(x− y) · g(y) dy = (f ∗ g)(x).
Lemma 123. Let f, g be two 1-periodic functions in L2 and let rδ ∈ L2 be such that
rδ(x) = rδ(−x) and supp rδ ⊂ [−δ, δ] for δ < 1. Then it holds that 1
0
(rδ ∗ f) · g dx =
 1
0
f · (rδ ∗ g) dx.
Proof: As supp rδ ⊂ [−δ, δ], we have
(rδ ∗ f)(x) =
 x+δ
x−δ
rδ(x− y) · f(y)dy and (rδ ∗ g)(x) =
 x+δ
x−δ
rδ(x− y) · g(y)dy.
We calculate 1
0
(rδ ∗ f)(x) · g(x)dx =
 1
0
 x+δ
x−δ
rδ(x− y) · f(y) · g(x)dydx = (∗).
5The proof in [19] is done only for p = 1, 2. However, we apply this lemma solely for p = 2 anyway.
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Abbreviate □ := rδ(x− y) · f(y) · g(x)dxdy. Then we get from Fubini’s Theorem
(∗) =
 1−δ
δ
 y+δ
y−δ
□+
 0
−δ
 y+δ
0
□+
 δ
0
 y+δ
0
□+
 1
1−δ
 1
y−δ
□+
 1+δ
1
 1
y−δ
□
=
 1−δ
δ
 y+δ
y−δ
□+
 1
1−δ
 y+δ
1
□+
 δ
0
 y+δ
0
□+
 1
1−δ
 1
y−δ
□+
 δ
0
 0
y−δ
□
=
 1
0
 y+δ
y−δ
□.
Here, we added 1 to x and y in the 2nd term and subtracted 1 from x and y in the last
term. Equality holds, as f and g are 1-periodic and rδ(x− y) = rδ

(x+ 1)− (y + 1) =
rδ

(x− 1)− (y − 1). Using rδ(x− y) = rδ(y − x), we conclude
(∗) =
 1
0
 y+δ
y−δ
rδ(x− y) · f(y) · g(x)dxdy
=
 1
0
 y+δ
y−δ
f(y) · rδ(y − x) · g(x)dxdy =
 1
0
f(y) · rδ ∗ g(y)dy.
If f : R → Rn is an Lp-function with components f = (f 1, ... , fn), we define the
convolution rδ ∗ f componentwise via

rδ ∗ f)i := rδ ∗ f i.
Corollary 124. Let A = (aij) be an n× n-matrix and f, g, rδ as in Lemma 123. Then 1
0

rδ ∗ f
T
Ag dt =
 1
0
fTA

rδ ∗ g

dt.
Proof: This is a consequence of Lemma 123 and linear algebra: 1
0

rδ ∗ f
T
Ag dt =
 1
0

i,j

rδ ∗ f
i · aij · gjdt =
i,j
aij ·
 1
0

rδ ∗ f i
 · gjdt
=

i,j
aij ·
 1
0
f i · rδ ∗ gjdt =  1
0

i,j
f i · aij ·

rδ ∗ g
j
dt
=
 1
0
fTA

rδ ∗ g

dt.
Corollary 125. If ω is a time independent 2-form and f, g and rδ are as above, then 1
0
ω(rδ ∗ f, g)dt =
 1
0
ω(f, rδ ∗ g)dt.
Proof: As ω is time independent, we can write ω(x, y) = xTAy for a time independent
antisymmetric matrix A. Then apply Corollary 124.
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C. Automatic transversality
In the proof of the Local Transversality Theorem 39, we always assumed that the solution
(v, η) of the Rabinowitz-Floer equation (3) is non-constant. When defining the boundary
operator ∂F , this assumption is satisfied, as each AH-gradient trajectory reduces the
action which excludes constant solutions. However, if we consider homotopies Hs, we
cannot avoid stationary trajectories.
Note that the proof of the transversality fails in this situation, as for solutions (v, η)
of (3) which are constant in s, we find that ∂tv − ηXH = 0 for all s. This forces the
second equation in (∗) (on page 52) to be zero. As a consequence, the choice of Y has
no influence on the surjectivity of DJ,(v,η).
The purpose of this appendix is to show that we have always transversality along constant
(v, η). For that, it suffices to show that the vertical differential DJ,(v,η) of F is always
surjective. The domain and range of DJ,(v,η) are given by
DJ,(v,η) : TJJ ℓ × T(v,η)B → E(v,η),
where T(v,η)B = W 1,pδ (R× S1,R2n)⊕W 1,pδ (R,R)⊕ T(v−,η−)C− ⊕ T(v+,η+)C+,
E(v,η) = Lpδ(R× S1,R2n)⊕ Lpδ(R,R).
In fact, we show that already the restriction D(v,η) of DJ,(v,η) to T(v,η)B is surjective. We
prove this by following closely a similar proof by Salamon, [46], Lem. 2.4. We consider
only the case p = 2, the first step in [46]. For the transition to general p see there.
To start, choose with Lemma 29 a tubular neighborhood around (v, η). This fixes a
trivialization of v∗TV , so that we may write R2n instead of v∗TV in the expressions for
T(v,η)B and E(v,η).
Note that we have (v−, η−) = (v+, η+), as (v, η) is constant in s. This implies in
particular that C± = C. However, the two spaces T(v−,η−)C and T(v+,η+)C are not the
same (recall that the identification of a complement of ker d(ev+)∩ker d(ev−) with these
spaces is not natural, cf. page 49). In fact, we should think of T(v±,η±)C as being
generated by maps ξ± of the form
ξ−(s) := (1− β(s)) · ξ0 and ξ+(s) = β(s) · ξ0,
where ξ0 : S
1 → TC is a tangent vector to C ⊂ L and β is a fixed monotone cut-off
function such that β(s) = 1 for s ≥ 0 and β(s) = 0 for s ≤ −1.
Now, recall that the operator D(v,η) can be written as
D(v,η) = ∂s + A,
where A is a self-adjoint operator on the Hilbert space H := L2(S1,R2n) × R with
domain W := W 1,2(S1,R2n)× R. Note that A is s-independent, as (v, η) is constant in
s and that the kernel of A consists of constant maps v : S1 → Rk+1 × {0}. This holds,
as Rk+1 × {0} is identified with TC in our chosen trivialization. Hence there exists a
splitting
H = E+ ⊕ E− ⊕ kerA
into the positive, negative and zero eigenspaces of A.
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Write A± := A|E± and denote by P± : H → E± the orthogonal projections. The
operator −A+ generates a strongly continuous semigroup of operators on E+ and A−
generates a strongly semigroup of operators on E−. Let us denote these semigroups by
s → e−A+s and s → eA−s, where both are defined for s ≥ 0. Let P 0 : H → kerA denote
the orthogonal projection to the kernel of A. Now define K : R→ L(H) by
K(s) :=

e−A
+sP+ + P 0 for s ≥ 0
−e−A−sP− for s < 0.
This function is discontinuous at s = 0, strongly continuous for s ̸= 0 and satisfiesK(s)
E−⊕E+
 ≤ e−δ|s|. (∗)
Consider the operator Q : L2δ(R, H)→

W 1,2δ (R, H)∩L2δ(R,W )
⊕T(v−,η−)C⊕T(v+,η+)C,
which is defined for µ ∈ L2δ(R, H) by
Qµ(s) :=
 ∞
−∞
K(s− τ)µ(τ)dτ.
We claim that Q is a right inverse for D(v,η), thus showing that D(v,η) is surjective. To
see this, note that ξ = Qµ = ξ+ + ξ− + ξ0 with respect to the splitting of H, where
ξ+(s) =
 s
−∞
e−A
+(s−τ)µ+(τ)dτ
ξ−(s) = −
 ∞
s
e−A
−(s−τ)µ−(τ)dτ
ξ0(s) =
 s
−∞
µ0(τ)dτ.
A simple calculation shows that ξ˙±+A±ξ± = µ± and ξ˙0+Aξ0 = ξ˙0 = µ0, as ξ0(s) ∈ kerA
for all s. Hence ξ˙ + Aξ = µ. It only remains to show that ξ is actually in the right
weighted space. The exponential convergence ξ± s→±∞−→ 0 follows from the exponential
convergence of µ and (∗). Similarly, it follows that ξ0 s→−∞−→ 0 exponentially. For s→∞
however, it might happen that ξ0 does not even converge to 0. Nevertheless, as µ0
s→∞−→ 0
exponentially, we certainly have that ξ0 → c exponentially for some c ∈ TC. This allows
us to write
ξ0(s) = β(s) · ξc + (ξ0(s)− β(s) · ξc),
where ξc : S
1 → TC, t → c is a constant map. It follows that β · ξc ∈ T(v+,η+)C and that
(ξ0 − β · ξc) converges at both ends exponentially to zero.
Finally note that the space W 1,2δ (R, H) ∩ L2δ(R,W ) agrees with W 1,2δ (R × S1,R2n) ⊕
W 1,2δ (R,R).
Remark. Note that T(v−,η−)C lies not in the image of Q. This is due to our specific
construction of Q. In general, we cannot construct a surjective Q, as D(v,η) has a kernel
consisting of ξ which are constant in s with ξ(s) ∈ kerA.
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D. Conventions
Setup: (V, λ) is the completion of a Liouville domain V˜ with contact boundary M = ∂V˜
and symplectic form ω = dλ. (Σ, α) ⊂ V is an exact contact hypersurface bounding
a Liouville domain W ⊂ V . H ∈ C∞(V ) is a defining Hamiltonian for Σ, i.e.
H−1(0) = Σ, H constant outside a compact set and XH |Σ = Rα.
XH : Hamiltonian vector fields are defined by dH = ω(·, XH) = −ω(XH , ·).
J : Almost complex structures depend on (t, n) ∈ S1×R with supn ||Jt(·, n)||Cℓ <∞.
They are ω-compatible and t-, n-independent on M × [R,∞) ⊂ V for R≫ 0 with
J |ξM = J0 and J
∂
∂r
= Rλ.
AH : The action functional on the free loop space L times R is defined by
AH(v, η) =
 1
0

λ(

v˙(t)
− ηHv(t)dt.
N η: Denotes the set of all closed η-periodic Reeb orbits on Σ.
∇h: We consider for the Morse complex positive gradient flow lines y˙ = ∇h(y) of a
Morse function h on crit
AH with respect to a Riemannian metric gh on critAH.
g: The Riemannian metric on L × R is given by
g

v1
ηˆ1

,

v2
ηˆ2

:=
 1
0
ω

v1(t) , Jt

v(t), η

v2(t)

dt+ ηˆ1 · ηˆ2.
(3): The Rabinowitz-Floer equation (3) is the positive gradient equation ∂s(v, η) =
∇AH(v, η). It has (20) as a counterpart for homotopies, which is not a gradient
equation. Explicitly, they read as
∂sv + Jt(v, η)

∂tv − ηXH(v)

= 0 and ∂sη +
 1
0
H

v(s, t)

dt = 0, (3)
∂sv + Jt(v, η)

∂tv − ηXHs(v)

= 0 and ∂sη +
 1
0
Hs

v(s, t)

dt = 0. (20)
(MB): The Morse-Bott assumption is
(MB)
The set N η ⊂ Σ formed by the η-periodic Reeb orbits is a closed sub-
manifold for each η ∈ R and TpN η = ker (Dpϕη − id) holds for all p ∈ N η.
(A)&(B): The grading assumptions are
(A) The map i∗ : π1(Σ)→ π1(V ) induced by the inclusion is injective.
(B) The integral Ic1 : π2(V )→ Z of c1(TV ) vanishes on spheres.
µ: The grading of the Rabinowitz-Floer homology is defined by
µ(c) = µCZ(v) + indh(c)− 1
2
dimcN η + 1
2
.
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