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Abstract—Age-of-Information (AoI) is a performance metric
for scheduling systems that measures the freshness of the data
available at the intended destination. AoI is formally defined
as the time elapsed since the destination received the recent
most update from the source. We consider the problem of
scheduling to minimize the cumulative AoI in a multi-source
multi-channel setting. Our focus is on the setting where channel
statistics are unknown and we model the problem as a distributed
multi-armed bandit problem. For an appropriately defined AoI
regret metric, we provide analytical performance guarantees of
an existing UCB-based policy for the distributed multi-armed
bandit problem. In addition, we propose a novel policy based
on Thomson Sampling and a hybrid policy that tries to balance
the trade-off between the aforementioned policies. Further, we
develop AoI-aware variants of these policies in which each source
takes its current AoI into account while making decisions. We
compare the performance of various policies via simulations.
Index Terms—Age-of-Information, Multi-Armed Bandits
I. INTRODUCTION
We consider the problem of scheduling in a multi-source
multi-channel system, focusing on the metric of Age-of-
Information (AoI), introduced in [1]. AoI is formally defined
as the time elapsed since the destination received the recent
most update from the source. It follows that AoI is a measure
of the freshness of the data available at the intended destination
which makes it a suitable metric for time-sensitive systems
like smart homes, smart cars, and other IoT based systems.
Since its introduction, AoI has been used in areas like caching,
scheduling, and channel state information estimation. A com-
prehensive survey of AoI-based works is available in [2].
The work in [3] shows the performance of AoI bandits for
a single source and multiple channels, where the source acts
as the “bandit” which pulls one of the arms in every time-slot,
i.e., selects one of the channels for communication. The aim
is to find the best arm (channel) while minimizing the AoI (in-
stead of the usual reward maximization) for that source. In this
work, we address more practical scenarios in which systems
have multiple sources looking to simultaneously communicate
through a common, limited pool of channels. Here, we need
to ensure that the total sum of the AoIs of all the sources
is minimized. Moreover, we consider a decentralized setting
where the sources cannot share information with each other,
meaning that chances of collisions (attempting to communicate
through the same channel in a time-slot) can be very high.
Thus, the task of designing policies that minimize total AoI
while ensuring fairness among all sources and avoiding colli-
sions is a challenging problem. Prior works on decentralized
multi-player MAB problems primarily discuss reward-based
policies, however, minimizing AoI is more challenging, as the
impact of sub-optimal decisions gets accumulated over time.
The decentralized system comprises of multiple sources
and multiple channels, where at every time slot, each of the
M decentralized users searches for idle channels to send
a periodic update. The probability of an attempted update
succeeding is independent across communication channels
and independent and identically (i.i.d) distributed across time-
slots for each channel. AoI increases by one on each failed
update and resets to one on each successful update. These
distributed players can only learn from their local observations
and collide (with a reward penalty) when choosing the same
arm. The desired objective is to develop a sequential policy
running at each user to select one of the channels, without any
information exchange, in order to minimize the cumulative AoI
over a finite time-interval of T consecutive time-slots.
A. Our Contribution
Optimality of Round-Robin policy: We describe an oracle
Round-Robin policy and characterize its optimality.
Upper-Bound on AoI regret of DLF [4]: We characterize a
generic expression for the upper bound of the total cumulative
AoI for any policy. Further, we show that the AoI regret of
the DLF policy scales as O(M2N log2 T ).
New AoI-agnostic policies: We propose a Thompson Sam-
pling [5] based policy. We also present a new hybrid policy
trading-off between Thompson Sampling and DLF.
New AoI-aware policies: We propose AoI-aware variants
for all the AoI-agnostic policies. When AoI values are below
a certain threshold, the variants mimic the original policy. Oth-
erwise, the variants exploit local past observations. Through
simulations, we show that these variants exhibit lower AoI
regrets as compared to their agnostic counterparts.
B. Related Work
In this section, we discuss the prior work most relevant
to our setting. AoI-based scheduling has been explored by
[6]–[11], where the channel statistics were assumed to be
known and an infinite time-horizon steady-state performance-
based approach is adopted. [3] explores the setting where the
channel statistics are unknown, for a single source and multiple
channels. We consider a decentralized system with multiple
sources, which is a much more complex setting.
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Time Division Fair Sharing algorithm proposed in [12]
addresses the fair-access problem in a distributed multi-player
setting. This policy was outperformed by the policy proposed
in [4]. Recent work in Multi-Player MABs (MPMABs) include
[13]–[15]. The policies in [13] consider an alternate channel
allotment in the event of a collision. Although these ideas
can be adopted in all our policies, in this work, we did not
wish to make any assumptions about the feasibility of these
alternate allotments. The settings in [14], [15] are significantly
different and cannot be readily adapted to our setting. Further,
the policies may not be directly consistent with the AoI metric.
II. SETTING
A. Our System
We consider a system with M sources and N channels
(N ≥ M ). The sources track/measure different time-varying
quantities and relay their measurements to a monitoring sta-
tion via available communication channels. Time is divided
into slots. In each time slot, each of the M decentralized
users (sources) selects an arm (channel) only based on its
own observation histories under a decentralized policy, and
then attempts to transmit via that channel.1 Each attempted
communication via channel i is successful with probability µi
and unsuccessful otherwise, independent of all other channels
and across time-slots. The values of the µis are unknown to
the sources. Without loss of generality, we assume the µis to
be in descending order, i.e., µ1 > µ2 > ... > µN .
A decentralized setting means that when a particular arm
i is selected by user j, the reward (whether the transmission
was successful or not) is only observed by user j, and if no
other user is playing the same arm, a reward is obtained with
probability µj . Else, if multiple users are playing the same
arm (which is possible in a decentralized setting), then we
assume that, due to collision, exactly one of the conflicting
users can use the channel to transmit, while the other users
get zero reward. This “winner” is chosen at random since we
assume all sources to have equal priority. This is consistent
with network protocols like CSMA with perfect sensing.
B. Metric: Age-of-information Regret
The age-of-information is a metric that measures the fresh-
ness of information available at the monitoring station. It is
formally defined as follows.
Definition 1 (Age-of-Information (AoI)). Let a(t) denote the
AoI at the monitoring station in time-slot t and u(t) denote the
index of the time-slot in which the monitoring station received
the latest update from the source before the beginning of time-
slot t. Then,
a(t) = t− u(t).
By definition,
a(t) =
{
1 if the update in slot t− 1 succeeds
a(t− 1) + 1 otherwise.
1We use the terms source and user, and arm and channel interchangeably
Let aPm(t) be the AoI of source m in time-slot t under
a given policy P , and let a∗m(t) be the corresponding AoI
under the oracle policy, discussed in detail section VI-A. We
define the AoI regret at time T as the cumulative difference
in expected AoI for the two policies in time-slots 1 to T
summed over all the sources. Hence, the lesser the AoI a
policy accumulates, the better it is. All policies operate under
Assumption 1, similar to the initial conditions in [3].
Definition 2 (Age-of-Information Regret (AoI Regret)). AoI
regret under policy P is denoted by RP(T ) and
RP(T ) =
M∑
m=1
T∑
t=1
E[aPm(t)− a∗m(t)]. (1)
Assumption 1 (Initial Conditions). The system starts operat-
ing at time-slot t = −∞, but for any policy, decision making
begins at t = 1. It does not use information from observations
in time-slots t ≤ 0 to make decisions in time-slots t ≥ 1.
III. ANALYTICAL RESULTS
In this section, we state and discuss our main theoretical
results. We characterize our Oracle/Genie policy and prove its
optimality. We also provide an upper-bound for the regret of a
UCB [16] based policy for multi-user and multi-armed setting,
called Distributed Learning with Fairness (DLF) [4].
A. Oracle Policy
We will consider two candidates for the Oracle policy,
namely I.I.D and Symmetric M -Periodic policy described in
Theorem 1 and Definition 3 respectively.
Theorem 1 (I.I.D Policy). Consider all policies P where
scheduling decisions are independently and identically dis-
tributed across time, the policy which schedules the M sources
on a random permutation of the set of arms S(M) at every
instant (uniformly at random) is optimal.
Definition 3 (Symmetric M -Periodic Policy). Let Dm(t) be an
N-element set containing the number of times each channel is
scheduled by the source m up till time-period t, arranged in
decreasing order. Any periodic policy P , with period M, such
that
∀m ∈ [M ],Dm(τ) = D(τ), for τ ∈ (t−M, t],∀t > M
is termed as a Symmetric M -Periodic Policy.
All the symmetric M -periodic policies under our considera-
tion are void of any collision between any two sources and uses
only the best-M arms. Thus, for all the symmetric M -periodic
policies under our consideration, D(τ) is an M -length vector.
These two conditions are necessary for any optimal policy. We
refer interested readers to Lemmas 1 and 2 in Section VI. Next,
in Definition 4, we provide a special case of the Symmetric
M -Periodic policy called the Round-Robin Policy.
Definition 4 (Round-Robin Policy). Let S(k) = {1, · · · , k}
be the set of k channels with the highest success probabilities.
For a problem instance (M,N,µ), consider the index set I
which is a random permutation of the arms in the set S(M).
Then, in time-slot t, the round-robin policy schedules a source
m on the channel I((m+t) modM)+1.
A symmetric M -periodic policy can be uniquely charac-
terized by the sequence D(1), · · · ,D(M). By definition, the
round-robin policy is a symmetric M -periodic policy, and
satisfies the property that each D(i), for i ∈ [M ], contains only
1s and 0s, and D(M) = (1, 1, · · · , 1). Finally, Theorems 2-4
characterize the optimality of the Round-Robin policy under
certain conditions. This leads us to Conjecture 1, where we
generalize the Oracle to be optimal when there are more than
two simultaneous sources.
Theorem 2 (Optimality of Round-Robin Policy for M = 2).
For any problem instance (M,N,µ) such that M = 2, N ≥
M , a policy that schedules source m ∈ [M ] on the channel
((m+ t) mod M) + 1 is optimal.
Theorem 3 (Round-Robin is the best Symmetric M -Periodic
Policy). For any problem instance (M,N,µ), there does not
exist a symmetric M -periodic policy with a larger expected
total age-of-information value than the round-robin policy.
Theorem 4 (I.I.D. vs. Round-Robin). The round-robin policy
has a smaller expected total age-of-information value than the
I.I.D. policy.
Conjecture 1. Generalizing Theorem 2 (for M > 2), over
all possible permutation of arms in the set S(M), the Oracle
Policy is optimal for any problem instance (M,N,µ).
Without loss of generality, hereafter we will use set S(M)
as our pre-decided index set I, as described in Definition 4, in
all the algorithms discussed in Section IV. Further, the regret
of all the policies is calculated with respect to the round-robin
policy, that is, the round-robin policy is our Oracle. Standard
single-source bandit policies try to pick the best-estimated arm.
Since we have multiple sources with equal priority, we try to
pick the “kth best” arm, where k changes in a round-robin
fashion for each source, thus ensuring fairness. However, this
can still lead to collisions, as the estimates of the channel
means are independently maintained by each source, and no
information is shared. Thus, we check at every instant if the
channel is acquired by the source (based on our collision
model), and update the mean estimates only when the source
has access to the channel. The regret for any policy P arises
if a source m, for an index k, chooses an arm other than the
desired one (which is used by the oracle) or due to a collision,
the source is unable to acquire the channel. Thus, there is a
trade-off between exploration and the number of collisions.
B. Distributed Learning with Fairness (DLF)
DLF is an equal-priority multi-source and multi-channel
policy based on UCB-1. This policy tries to mimic our Oracle
policy while avoiding collisions, by estimating the channel
µs through a two-step process- estimating the set of best-M
channels and then selecting the channel with kth highest value
Algorithm 1: Distributed Learning Algorithm with
Fairness for M Sources and N Channels at Source m
(DLF)
1 Initialize: Set µˆmn = 0 to be the estimated success
probability of Channel n, Tmn (1) = 0 n ∈ [N ].
2 while 1 ≤ t ≤ N do
3 Schedule an update to a link n(t) such that
4 n(t) = ((m+ t) mod M) + 1,
5 Receive reward Xmn(t)(t) ∼ Ber(µmn(t))
6 µˆmn = X
m
n(t)(t),
7 Tmn (t) = 1
8 while t ≥ N + 1 do
9 Set index k = ((m+ t) mod M) + 1
10 Let the set Ok contain the k arms with the k
largest values in (2)
µˆmn +
√
2 log t
Tmn (t− 1)
(2)
Schedule an update to a link n(t) such that
n(t) = arg min
n∈Ok
µˆmn −
√
2 log t
Tmn (t− 1)
11 if Channel Acquired then
12 Receive reward Xmn(t)(t) ∼ Ber(µmn(t))
13 µˆmn(t) =
µˆmn(t)·Tmn(t)(t−1)+Xn(t)m (t)
Tk(t)(t−1)+1
14 Tmn(t)(t) = T
m
n(t)(t− 1) + 1
15 else
16 µˆmn(t) = µˆ
m
n(t)
17 Tmn(t)(t) = T
m
n(t)(t− 1)
18 t = t+ 1
of µ from the set, where the index k is determined by the user
m and current slot t. This is formally described in Algorithm 1.
Theorem 5 (Performance of DLF). Consider any problem
instance (M,N,µ), such that µmin = min
i=1:N
µi > 0, ∆ =
min
i,j∈[M ];i>j
µi−µj , and a constant c. Then, for any sufficiently
large T > N, under Assumption 1,
RDLF(T )≤M
2
µmin
+
M2c log T
µmin
[
1+(N − 1)
(
8 log T
∆2
+1+
2pi2
3
)]
.
From Theorem 5, we conclude that DLF scales as
O(M2N log2 T ). The proof first characterizes the source wise
regret as a function of the expected number of times a non-
desired channel is scheduled or another source acquires the
desired channel under the policy. The result then follows using
known upper-bounds for this quantity, from [4] for DLF. We
elaborate on this in Section VI through Lemmas 4 and 5.
Algorithm 2: Distributed Learning-based Thompson
Sampling for M Sources and N Channels at Source
m (DL-TS)
1 Initialize: Set µˆmn = 0 to be the estimated success
probability of Channel n, Tmn (1) = 0 n ∈ [N ].
2 while t ≥ 1 do
3 αmn (t) = µˆ
m
n (t)T
m
n (t− 1) + 1,
4 βmn (t) = (1− µˆmn (t))Tmn (t− 1) + 1,
5 For each n ∈ [N ], pick a sample θˆmn (t) of
distribution,
θˆmn (t) ∼ Beta(αmn (t), αmn (t)) (3)
6 Set index k = ((m+ t) mod M) + 1
7 Schedule an update to a link n(t) such that it is
the arm with the kth largest value in (3).
8 if Channel Acquired then
9 Receive reward Xmn(t)(t) ∼ Ber(µmn(t))
10 µˆmn(t) =
µˆmn(t)·Tmn(t)(t−1)+Xn(t)m (t)
Tk(t)(t−1)+1
11 Tmn(t)(t) = T
m
n(t)(t− 1) + 1
12 else
13 µˆmn(t) = µˆ
m
n(t)
14 Tmn(t)(t) = T
m
n(t)(t− 1)
15 t = t+ 1
IV. OTHER POLICIES
In this section, we extend Thompson Sampling [5] to our
setting. We also propose a new hybrid policy, as well as AoI-
Aware variants for each of these policies, and compare their
performances via simulations.
A. AoI-Agnostic Policies
Definition 5 (AoI-Agnostic Policies). A policy is AoI-agnostic
if, given past scheduling decisions and the number of success-
ful updates sent via each of the N channels in the past, it does
not explicitly use the age of information of any source in a
time-slot to make scheduling decisions.
While age-of-information is a new metric, to devise AoI-
agnostic policies one can use the myriad of policies used
for Bernoulli rewards, most commonly the Upper Confi-
dence Bound (UCB) [16] and Thompson Sampling [5]. These
policies can be readily applied to a one-source setting, i.e.
M = 1 [3]. DLF [4], as described in Algorithm 1, is based
on UCB and tries to mimic our Oracle policy while avoiding
collisions. Similarly, we extend Thompson Sampling for our
setting, and we term this new policy as Distributed Learning-
based Thompson Sampling (DL-TS), given in Algorithm 2.
Further, we combine these two policies to propose a hybrid
policy - Distributed Learning-based Hybrid policy (DLH),
detailed in Algorithm 3.
Empirically, we observe that DLF exhibits a lesser number
of collisions while being more exploratory, and DL-TS is
more exploitative but leads to a higher number of collisions.
Algorithm 3: Distributed Learning-based Hybrid pol-
icy for M Sources and N Channels at Source m (DLH)
1 Initialize: Set µˆmn = 0 to be the estimated success
probability of Channel n, Tmn (1) = 0 n ∈ [N ].
2 while t ≥ 1 do
3 Let E(t) ∼ Ber
(
min
{
1,mn log tt
})
.
4 if E(t) = 1 then
5 DLF: Schedule an update on a channel chosen
by the DLF policy given in Algorithm 1.
6 else
7 Thompson Sampling: Schedule an update on a
channel chosen by the DL-TS policy given in
Algorithm 2.
8 if Channel Acquired then
9 Receive reward Xmn(t)(t) ∼ Ber(µmn(t))
10 µˆmn(t) =
µˆmn(t)·Tmn(t)(t−1)+Xn(t)m (t)
Tk(t)(t−1)+1
11 Tmn(t)(t) = T
m
n(t)(t− 1) + 1
12 else
13 µˆmn(t) = µˆ
m
n(t)
14 Tmn(t)(t) = T
m
n(t)(t− 1)
15 t = t+ 1
The Distributed Learning-based Hybrid policy (DLH), shown
in Algorithm 3, switches between DLF and DL-TS using a
Bernoulli random variable to balance this trade-off. As the
chance of a collision is higher in the initial time-slots, here
the algorithm uses DLF with a higher probability than DL-
TS. However, the probability of using DLF decreases with an
increase in the number of time-slots elapsed.
B. AoI-Aware Policies
In this section, we propose AoI-aware variants of the three
policies discussed in the previous section. In the classical
MAB with Bernoulli rewards, the contribution of a time-slot
to the overall regret is upper bounded by one, but in AoI
bandits it can be more than one. Also, unlike the MAB, for
AoI bandits, the difference between AoIs under a candidate
policy and the Oracle policy in a time-slot can be unbounded.
This motivates the need to take the current AoI value into
account when making scheduling decisions.
Intuitively, it makes sense to explore when AoI is low and
exploit when AoI is high since the cost of making a mistake is
much higher when AoI is high. We use this intuition to design
AoI-aware policies. The key idea behind these policies is that
they mimic the original policies when AoI is below a threshold
and exploit when AoI is equal to or above a threshold, for an
appropriately chosen threshold.
In each policy, at a source m, we maintain an estimate
of success probability of the arms, denoted by µˆm. For an
index k at time t, we mimic the original policy if the AoI
is not more than 1µˆmk (which is the AoI value if the k
th arm
was used throughout). Otherwise, we exploit the “kth best”
Algorithm 4: AoI-Aware Distributed Learning-based
Thompson Sampling for M Sources and N Channels
at Source m (DL-TS-AA)
1 Initialize: Set µˆmn = 0 to be the estimated success
probability of Channel n, Tmn (1) = 0 n ∈ [N ].
2 while t ≥ 1 do
3 αmn (t) = µˆ
m
n (t)T
m
n (t− 1) + 1,
4 βmn (t) = (1− µˆmn (t))Tmn (t− 1) + 1,
5 Set index k = ((m+ t) mod M) + 1
6 Let limit(t) = kth min
n∈[N ]
αmn (t)+β
m
n (t)
αmn (t)
7 if a(t− 1) > limit(t) then
8 Exploit: Select channel with the kth highest
estimated success probability
9 else
10 Explore:
11 For each n ∈ [N ], pick a sample θˆmn (t) of
distribution,
θˆmn (t) ∼ Beta(αmn (t), αmn (t)) (4)
12 Schedule an update to a link n(t) such that it
is the arm with the kth largest value in (4).
13 if Channel Acquired then
14 Receive reward Xmn(t)(t) ∼ Ber(µmn(t))
15 µˆmn(t) =
µˆmn(t)·Tmn(t)(t−1)+Xn(t)m (t)
Tk(t)(t−1)+1
16 Tmn(t)(t) = T
m
n(t)(t− 1) + 1
17 else
18 µˆmn(t) = µˆ
m
n(t)
19 Tmn(t)(t) = T
m
n(t)(t− 1)
20 t = t+ 1
arm (based on past observations) as per the source. The AoI-
Aware modifications to DLF, DL-TS and DLH are given in
Algorithms 5, 4 and 6 respectively.
V. SIMULATIONS
In this section, we will present the simulation results for all
the six policies discussed in section IV. All the simulations
hereafter are conducted for T = 2× 104 time-slots with each
data point averaged across 200 iterations. For the purpose of
simulating the policies, we choose µ such that consecutive
elements are equidistant, and the difference is denoted by ∆.
Figure 1 shows the regret, RP(T ), for all the six poli-
cies mentioned previously for different problem instances
(M,N,µ). We notice AoI-Aware policies in all cases (except
for DL-TS and DL-TS-AA in Figure 1a) have a smaller regret
(and fewer collisions) than their AoI-Agnostic counterparts.
In Table I, we compare the distribution of source-wise chan-
nels scheduled under two policies: DLF-AA and DLTS-AA for
problem instance (M = 2, N = 4,µ = [0.8, 0.75, 0.7, 0.65]).
We observe that the number of pulls of sub-optimal arms,
that is, arms /∈ S(2) is higher in DLF-AA as compared to
DLTS-AA. At the same time, the former policy averages about
Algorithm 5: AoI-Aware Distributed Learning Algo-
rithm with Fairness for M Sources and N Channels at
Source m (DLF-AA)
1 Initialize: Set µˆmn = 0 to be the estimated success
probability of Channel n, Tmn (1) = 0 n ∈ [N ].
2 while 1 ≤ t ≤ N do
3 Schedule an update to a link n(t) such that
4 n(t) = ((m+ t) mod M) + 1,
5 Receive reward Xmn(t)(t) ∼ Ber(µmn(t))
6 µˆmn = X
m
n(t)(t),
7 Tmn (t) = 1
8 while t ≥ N + 1 do
9 αmn (t) = µˆ
m
n (t)T
m
n (t− 1) + 1,
10 βmn (t) = (1− µˆmn (t))Tmn (t− 1) + 1,
11 Set index k = ((m+ t) mod M) + 1
12 Let limit(t) = kth min
n∈[N ]
αmn (t)+β
m
n (t)
αmn (t)
13 if a(t− 1) > limit(t) then
14 Exploit: Select channel with the kth highest
estimated success probability
15 else
16 Let the set Ok contain the k arms with the k
largest values in (5)
µˆmn +
√
2 log t
Tmn (t− 1)
(5)
Schedule an update to a link n(t) such that
n(t) = arg min
n∈Ok
µˆmn −
√
2 log t
Tmn (t− 1)
17 if Channel Acquired then
18 Receive reward Xmn(t)(t) ∼ Ber(µmn(t))
19 µˆmn(t) =
µˆmn(t)·Tmn(t)(t−1)+Xn(t)m (t)
Tk(t)(t−1)+1
20 Tmn(t)(t) = T
m
n(t)(t− 1) + 1
21 else
22 µˆmn(t) = µˆ
m
n(t)
23 Tmn(t)(t) = T
m
n(t)(t− 1)
24 t = t+ 1
414 collisions overall, whereas the latter averages about 556
collisions overall. Similarly in Table II, we show the channel
distribution for the problem instance (M = 2, N = 4,µ =
[0.8, 0.75, 0.7, 0.65, 0.6]). The average number of collisions
for DLF-AA is 1071 and the same for DL-TS-AA is 1478.
The same trend occurs when comparing DLF with DL-
TS. This indicates that there is a trade-off between the two
causes of regret: sub-optimal arm pulls and the number of
collisions. This served as the primary motivation behind the
hybrid policies- DLH and DLH-AA, which lead to an inter-
mediate number of both sub-optimal arm pulls and number of
collisions. As one can see from Figure 1, DLH-AA performs
Algorithm 6: AoI-Aware Distributed Learning-based
Hybrid Policy for M Sources and N Channels at
Source m (DLH-AA)
1 Initialize: Set µˆmn = 0 to be the estimated success
probability of Channel n, Tmn (1) = 0 n ∈ [N ].
2 while t ≥ 1 do
3 Let E(t) ∼ Ber
(
min
{
1,mn log tt
})
.
4 if E(t) = 1 then
5 DLF: Schedule an update on a channel chosen
by the DLF-AA policy given in Algorithm 5.
6 else
7 Thompson Sampling: Schedule an update on a
channel chosen by the DL-TS-AA policy
given in Algorithm 4.
8 if Channel Acquired then
9 Receive reward Xmn(t)(t) ∼ Ber(µmn(t))
10 µˆmn(t) =
µˆmn(t)·Tmn(t)(t−1)+Xn(t)m (t)
Tk(t)(t−1)+1
11 Tmn(t)(t) = T
m
n(t)(t− 1) + 1
12 else
13 µˆmn(t) = µˆ
m
n(t)
14 Tmn(t)(t) = T
m
n(t)(t− 1)
15 t = t+ 1
Table I: Distribution of Channels scheduled across sources for
various policies when M = 2, N = 4 and µ = [0.65; 0.8]
n = 1 n = 2 n = 3 n = 4
DLF-AA m = 1 9825 7429 1914 832
m = 2 9823 7421 1917 839
DLTS-AA m = 1 9871 9308 672 149
m = 2 9879 9411 554 156
Table II: Distribution of Channels scheduled across sources
for various policies when M = 3, N = 5 and µ = [0.6; 0.8]
n = 1 n = 2 n = 3 n = 4 n = 5
DLF-AA m = 1 6621 6543 4598 1511 727
m = 2 6627 6524 4631 1487 731
m = 3 6624 6535 4634 1479 728
DLTS-AA m = 1 6640 6524 6023 655 158
m = 2 6585 6557 6039 644 175
m = 3 6581 6573 6096 580 170
the best in terms of cumulative regret for different values of
M and N, especially when ∆ is small. For higher ∆, it was
observed that the DL-TS policies performed better, since µs
being farther apart will lead to lesser collisions. DLH always
resulted in intermediate values of regret, in between regret
values for DLF and DL-TS. However, DLH is ‘closer’ to DL-
TS as compared to DLF, which is justified by the construction
of the policy.
In both Tables I and II, there is a sizable difference in
the pulls of the M th arm as compared to the others in the
(a) M = 2, N = 4,µ = [0.8, 0.75, 0.7, 0.65]
(b) M = 3, N = 5,µ = [0.8, 0.75, 0.7, 0.65, 0.6]
(c) M = 4, N = 7,µ = [0.8, 0.75, 0.7, 0.65, 0.6, 0.55, 0.5]
Figure 1: Regret plots for all six policies for T = 2 × 104
averaged over 200 iterations
set S(M). We believe that this is because across polices a
majority of the sub-optimal pulls arise from scheduling the
M th channel. This trend can be seen in Figure 3(b) of [4].
Note that although the order of magnitude of the difference in
the arm pulls is similar to ours, the absolute number is higher
as their simulations are conducted for T = 106 which is much
larger than what we used. We have verified that on increasing
T , the number of arm pulls is close to the numbers presented
in [4].
Figure 2 shows the variation of regret values of policies
at T = 2 × 104 with different parameters. In Figure 2a, we
observe that the regret scales approximately linearly with N ,
with the DLF policies having the highest values of both slope
(a) RP(2× 104) vs. N ; M = 3, µ1 = 0.9 and ∆ = 0.1.
(b) RP(2× 104)/M vs. M ; N = 7 and µ = [0.3; 0.9]
(c) RP(2× 104) vs. ∆; M = 3, N = 5 and µ1 = 0.9
Figure 2: Variation in regret, RP(T ), at T = 2 × 104, with
different values of N,M and ∆ (or µ), in that order.
and regret, and DL-TS the lowest. This is in accordance with
the degree of exploration in the policies. For variation with
M , in Figure 2b, we plot RP(T )/M instead of regret values,
and since these plots are almost linear, suggesting that regret
scales with M2. Notice that the order of the magnitude of the
slopes is reversed as compared to the previous plot - this is
because as N increases, DL-TS becomes more susceptible to
collisions, thus accumulating higher regret. Figure 2c indicates
an inverse relationship of regret RP(T ) with ∆ in all the six
policies. We note that, when ∆ = 0.04, DLH and DLF based
policies do better than the DL-TS based ones, DLH-AA being
the best policy. This trend changes to DL-TS based policies
having the lowest regret and the DLF based policies have the
highest, with increasing ∆.
VI. PROOFS
A. Proof of Oracle
An optimal policy minimizes the expected value of the total
age-of-information across all sources at any large and finite
time-slot T . We first establish that any candidate for an optimal
policy must satisfy two properties given in Lemmas 1 and
2. Then, in Lemma 3, we characterize the AoI for any I.I.D
policy. Finally, using these lemmas and the KKT conditions,
we can prove Theorem 1.
Lemma 1 (Collision Sub-Optimality). For a problem instance
(M,N,µ), where µmin = min
i=1:N
µi > 0, any policy that leads
to a collision in any time slot is sub-optimal.
Proof of Lemma 1. This can be proved by contradiction.
Assume, a policy P , which is optimal and there is a collision
at channel j ∈ [N ] in time-slot t. We know that in the
problem instance (M,N,µ), N ≥ M . For a collision to
happen, at least two sources have been scheduled on the
channel j. Let the number of sources involved in the collision
be l, and 2 ≤ l ≤M
∴ ∃i1, · · · , il−1 ∈ [N ] and i1 6= i2 6= . . . 6= il−1 6= j, such
that channels i1, · · · , il−1 are idle.
µmin = min
k=1:N
µk > 0 =⇒ µi1 , · · · , µil−1 > 0
Construct an alternate policy P ′ , which in time slot t, is
identical to policy P for non-colliding sources, and for all but
one sources colliding at channel j, schedules them on channels
i1, · · · , il−1 randomly without repetition.
For these sources, under policy P , the AoI would always
increase by 1 , but under policy P ′ , the AoI would increase
by 1 wp. ≤ 1− µmin < 1.
∴ E[aPm] ≥ E[aP
′
m ] =⇒
M∑
m=1
E[aPm] ≥
M∑
m=1
E[aP
′
m ],
which is a contradiction. No such optimal policy P exists. 
Lemma 2 (Best-M Channels). Let S(k) = {1, · · · , k} be the
set of k channels with the highest success probabilities.Then,
any policy, that is not sub-optimal as per Lemma 1, but selects
an arm not in S(M), is sub-optimal.
Proof of Lemma 2. This can be proved by contradiction.
Assume, a policy P , which is optimal such that in time-slot
t, a source m is scheduled on channel j ∈ [N ] where j > M .
From Lemma 1, in any time-slot t, M channels must be in
use. By construction, it follows that ∃i ∈ [M ] and i < j,
such that channel i is idle. Further,
µmin = min
k=1:N
µk > 0 =⇒ µi ≥ µj .
Construct an alternate policy P ′ , which in time slot t, is
identical to policy P for all sources but m, where it schedule
source m on channel i. For this source(s), under policy P ,
the AoI would increase by 1 wp. 1 − µj , but under policy
P ′ , the AoI would increase by 1 wp. 1− µi ≤ 1− µj .
∴ E[aPm] ≥ E[aP
′
m ] =⇒
M∑
m=1
E[aPm] ≥
M∑
m=1
E[aP
′
m ],
which is a contradiction. No such optimal policy P exists. 
Lemma 3 (AoI for I.I.D Policy). For any iid. policy P ,
that schedules channels in an iid. manner across time, let
the effective success probability for a source m be µ˜m.
µ˜m =
∑N
j=1 λm,jµj , where, λm,j is the probability that
source m is scheduled on the channel j. Then, the expected
value of the AoI of a source m in time slot t under this policy
is E[aPm(t)] = 1µ˜m .
Proof of Lemma 3. By definition,
P(aPm(t) > τ) =
τ∏
i=0
(
1− µkm(t−i)
)
.
Note that since aPm(t) ≥ 1 for all t and m,
E[aPm(t)] =
∞∑
τ=0
P(am(t) > τ).
It follows that,
E[aPm(t)] = E[E[aPm(t)]] =E
[ ∞∑
τ=0
P(aPm(t) > τ)
]
=E
[ ∞∑
τ=0
τ∏
i=0
(
1− µkm(t−i)
)]
(6)
=
∞∑
τ=0
τ∏
i=0
(
1− E[µkm(t−i)]
)
=
∞∑
τ=0
τ∏
i=0
(
1− µ˜m
)
=
1
µ˜m
(From Assumption 1).

Proof of Theorem 1. From Lemma 3, the total AoI is
M∑
m=1
E[aPm(t)] =
M∑
m=1
1
µ˜m
=
M∑
m=1
1∑N
j=1 λm,jµj
. (7)
We need to minimize (7), under the constraints ∀i ∈ [M ],∑N
j=1 λi,j = 1 and λi,j ≥ 0. Further, from Lemmas 1 and 2,
∀j ∈ [M ],
M∑
i=1
λi,j = 1 and ∀i ∈ [M ], j > M, λi,j = 0. (8)
Let λ = (λ1,1, λ1,2, · · · , λi,j , · · · , λM,M ) denote the set of
M2 non-zero λi,j , according to the constraints. Formalizing
this constraint-minimization problem as per the KKT condi-
tions we get,
Minimize f(λ) =
M∑
m=1
1∑N
j=1 λm,jµj
gi,j(λ) = −λi,j ≤ 0 ∀i, j ∈ [M ]
hsi (λ) =
M∑
j=1
λi,j − 1 = 0 ∀i ∈ [M ]
hcj(λ) =
M∑
i=1
λi,j − 1 = 0 ∀j ∈ [M ]
Let L(λ, α, β) = f(λ)+α>g(λ)+β>h(λ) be the Lagrangian
function, where g(λ) = (g1,1(λ), g1,2(λ), · · · , gM,M (λ)) and
h(λ) = (hs1(λ), · · · , hsM (λ), hc1(λ), · · · , hcM (λ).
Considering λ∗ = ( 1M ,
1
M , · · · , 1M )M2 times as a candidate
optimal point, we show that the necessary conditions are
verified.
Stationarity: ∇f(λ∗) + α>∇g(λ∗) + β>∇h(λ∗) = 0.
Set α = 0.
∂f(λ)
∂λi,j
∣∣∣∣
λ=λ∗
=
−µjM2(∑M
j=1 µj
)2
∂hsi (λ)
∂λi,j
= 1,
∂hcj(λ)
∂λi,j
= 1
Let βi = βM+j =
µjM
2
(2
∑M
j=1 µj)
2 , then the stationarity condition
is satisfied.
Primal feasibility:
gi,j(λ
∗) = − 1
M
≤ 0 ∵M > 0
hsi (λ
∗) =
M∑
j=1
1
M
− 1 = 0
hcj(λ
∗) =
M∑
i=1
1
M
− 1 = 0
Dual feasibility:
αi,j ≥ 0∀i, j ∈ [M ] ∵ α = 0
Complementary slackness:
α>g(λ∗) = 0 ∵ α = 0
We know that f(λ) is a convex function, and g(λ) comprise
of linear and thus, convex functions, and h(λ) comprises
of affine functions. As a result, the necessary conditions are
sufficient for optimality, giving us the desired result. 
We design two schedules: Policy PA and Policy PB . By
enumerating all cases, we show that the AoI regret under
Policy PA is less than that under Policy PB , and as a result
prove Theorem 2.
Proof of Theorem 2. Consider a problem instance (M,N,µ),
where M = 2 and a system of two coupled policies PA and
PB at time T = k1+2+k2, where k1 ≥ 1, k2 ≥ 0 and T > 2
Policy PA: The round-robin policy that schedules source
m ∈ [M ] on the channel ((m+ t) mod M) + 1 in time-slot t.
Policy PB: A policy that is not sub-optimal as per Lemmas 1
and 2, and makes the same scheduling decisions as Policy
PA in time-slot t ∈ [1, k1]∪ [k1 + 3, T ]. In M -length interval,
t ∈ [k1 + 1, k1 + 2], the sources are scheduled on repeated
arms from set S(2).
Next, we need to show that:
M∑
m=1
E
[
aPBm (T )
] ≥ M∑
m=1
E
[
aPAm (T )
]
.
From (6)2,
E
[
aPBm (T )
]
=E
[ ∞∑
τ=0
τ∏
i=0
(
1− µkBm(t−i)
) ]
=1 + E
[ k2−1∑
τ=0
τ∏
i=0
(
1− µkBm(t−i)
)
+
k2+M−1∑
τ=k2
τ∏
i=0
(
1− µkBm(t−i)
)
+
T∑
τ=k2+M
τ∏
i=0
(
1− µkBm(t−i)
) ]
= 1 + E
[ k2−1∑
τ=0
τ∏
i=0
(
1− µkAm(t−i)
) ]
+E
[ k2+M−1∑
τ=k2
k2−1∏
i=0
(
1− µkAm(t−i)
) τ∏
i=k2
(
1− µkBm(t−i)
) ]
+E
[ T∑
τ=k2+M
( k2−1∏
i=0
(
1− µkAm(t−i)
) k2+M−1∏
i=k2
(
1− µkBm(t−i)
)
×
τ∏
i=k2+M
(
1− µkAm(t−i)
))]
. (9)
Using (9), and M = 2 we compute
M∑
m=1
E
[
aPBm (T )
]− M∑
m=1
E
[
aPAm (T )
]
=
2∑
m=1
{ k2+M−1∑
τ=k2
k2−1∏
i=0
(
1− µkAm(t−i)
)( τ∏
i=k2
(
1− µkBm(t−i)
)
−
τ∏
i=k2
(
1− µkAm(t−i)
))
+
T∑
τ=k2+M
( k2−1∏
i=0
(
1− µkAm(t−i)
)
×
( k2+M−1∏
i=k2
(
1− µkBm(t−i)
)− k2+M−1∏
i=k2
(
1− µkAm(t−i)
))
2The expressions underlined are same under policies PA and PB
×
τ∏
i=k2+M
(
1− µkAm(t−i)
))}
. (10)
The first term in (10) can be simplified as,
2∑
m=1
{ k2+M−1∑
τ=k2
k2−1∏
i=0
(
1− µkAm(t−i)
)( τ∏
i=k2
(
1− µkBm(t−i)
)
−
τ∏
i=k2
(
1− µkAm(t−i)
))}
.
Case-I: If k2 mod 2 = 0
=
k2−1∏
i=0
(
(1− µ1)(1− µ2)
) k2
2
×
(
(1− µ1)2 + (1− µ2)2 − 2 (1− µ1) (1− µ2)
)
≥ 0.
(11)
Case-II: If k2 mod 2 = 1
=
k2−1∏
i=0
(
(1− µ1)(1− µ2)
) k2−1
2
(
(1− µ1)2 + (1− µ2)2
−2 (1− µ1) (1− µ2)
)
+
k2−1∏
i=0
(
(1− µ1)(1− µ2)
) k2−1
2
×
(
(1− µ1)3 + (1− µ2)3 − (1− µ1) (1− µ2) (µ1 − µ2)
)
≥
k2−1∏
i=0
(
(1− µ1)(1− µ2)
) k2−1
2
(
(µ1 − µ2)2 (µ1 + µ2)
)
≥0. (12)
(11) and (12) show that the first term in (10) is non-negative.
A similar proof can be shown for the second term as well.
This gives the desired result (M = 2)-
M∑
m=1
E
[
aPBm
]− M∑
m=1
E
[
aPAm
] ≥ 0.

B. Proof of Theorems 3 and 4
We then, generalize the proof of Theorem 2 and use the
Muirhead’s inequality [17] to prove Theorems 3 and 4. The
structure of these proofs is similar to the above proof.
Proof of Theorem 3. Consider a problem instance (M,N,µ),
and a system of two coupled policies PA and PB at time
T = k1 +M + k2, where k1 ≥ 1, k2 ≥ 0 and T > M
Policy PA: Consider the index set I which is a random
permutation of the arms in the set S(M). Policy PA is the
round-robin policy that schedules source m ∈ [M ] on the
channel I((m+t) modM)+1 in time-slot t.
Policy PB: A policy, adhering to Lemmas 1 and 2,
that makes the same scheduling decisions as Policy PA in
time-slot t ∈ [1, k1] ∪ [k1 + M + 1, T ]. In the M -length
interval t ∈ [k1 + 1, k1 + M ], the channels are scheduled
as per a symmetric M -periodic policy, characterized by the
sequence DB(1), · · · ,DB(M).
Both the policies are randomized, and constitute different
realizations. Thus, the age-of-information accrued is captured
by the expectation over all the random instances possible
within each policy. Next, we need to show that:
M∑
m=1
E
[
aPBm (T )
] ≥ M∑
m=1
E
[
aPAm (T )
]
.
For a source m, using (9) we get that,
E
[
aPBm (T )
]− E[aPAm (T )]
=
k2+M−1∑
τ=k2
E
[ k2−1∏
i=0
(
1− µkAm(t−i)
){ τ∏
i=k2
(
1− µkBm(t−i)
)
−
τ∏
i=k2
(
1− µkAm(t−i)
)}]
+
T∑
τ=k2+M
E
[ k2−1∏
i=0
(
1− µkAm(t−i)
) τ∏
i=k2+M
(
1− µkAm(t−i)
)
×
{ k2+M−1∏
i=k2
(
1− µkBm(t−i)
)− k2+M−1∏
i=k2
(
1− µkAm(t−i)
)}]
(13)
Let us consider each of the terms inside the first summation
in (13). By construction, DB(τ) majorizes over DA(τ). The
expectation, for each policy, is equivalent to the Muirhead
mean ([D(τ)]-mean) of the positive real numbers 1− µ1, 1−
µ2, · · · , 1− µM . Thus, by Muirhead’s inequality, each of the
expectation terms is positive. Similary, we can argue the same
for expectation terms inside the second summation, resulting
in
E[aPBm (T )
]− E[aPAm (T )] ≥ 0. (14)
Summing for all sources we get the result,
M∑
m=1
E
[
aPBm (T )
] ≥ M∑
m=1
E
[
aPAm (T )
]
.

Proof of Theorem 4. Consider a problem instance (M,N,µ),
and a system of two coupled policies PA and PB at time
T = k1 +M + k2, where k1 ≥ 1, k2 ≥ 0 and T > M
Policy PA: Consider the index set I which is a random
permutation of the arms in the set S(M). Policy PA is the
round-robin policy that schedules source m ∈ [M ] on the
channel I((m+t) modM)+1 in time-slot t.
Policy PB: A policy, adhering to Lemmas 1 and 2, that
makes the same scheduling decisions as Policy PA in time-
slot t ∈ [1, k1] ∪ [k1 + M + 1, T ]. In the M -length interval
t ∈ [k1 + 1, k1 + M ], the channels are scheduled uniformly
and randomly in an i.i.d manner.
Both the policies are randomized, and constitute different
realizations. Thus, the age-of-information accrued is captured
by the expectation over all the random instances possible
within each policy.
In case of policy PB, for an l-length interval, there are M l
possible sequences of scheduled arms, and each sequence has
the same probability. Suppose, X (l) represents the set of all
possible sequences of length l ( |X (l)| = M l ). Let X s(l)
represent the set of sequences denoted by Ds(l), then,
X (l) =
⋃
s
X s(l) and X si (l) ∩ X sj (l) = φ for i 6= j. (15)
Here the union extends over all the possible ways of construct-
ing the vector D(l). Using (14) and (15), we get,
E
[
aPBm (T )
]
=
(∑
s
|X s(T )| · E[aPsm (T )])/|X (T )|
≥
(∑
s
|X s(T )| · E[aPAm (T )])/|X (T )|
=E
[
aPAm (T )
] ·∑
s
|X s(T )|
/
|X (T )|
=E
[
aPAm (T )
]
. (16)
Summing for all sources we get the result,
M∑
m=1
E
[
aPBm (T )
] ≥ M∑
m=1
E
[
aPAm (T )
]
.

C. Proof of Theorem 5
We first upper bound the expected cumulative source-wise
AoI for any schedule by the expected cumulative source-wise
AoI of an alternative schedule in which all uses of sub-optimal
channels in the original schedule are replaced by all sources
using (and thereby colliding on) the worst channel. Only one
of these sources, at random, acquires the channel. We further
upper bound the expected cumulative source-wise AoI with
another schedule where all uses of the worst channel are
clustered together starting from T = 1, followed by the oracle
allotments. We can express the resultant upper bound on the
source-wise expected cumulative AoI in terms of the number
of deviations from the oracle allotments and the number of
times another source acquires the same channel as the source
(resulting in a collision). This is effectively done in Lemma 4.
Lemma 4. Let km(t) denote the index of the communication
channel used in time-slot t by policy P and k∗m(t) be the index
of the channel used by the Oracle, for source m. Let Km(T ) =
{km(1), km(2), · · · , km(T )} be the sequence of channels used
in time-slots 1 to T and
N1(Km(T )) =
T∑
t=1
1km(t)6=k∗m(t),
denote the number of time-slots in which a sub-optimal chan-
nel is used by source m and
N2(Km(T )) =
T∑
t=1
∑
i 6=m
1ki(t)=k∗m(t),
denote the number of time-slots the optimal arm (alloted by
the oracle) was used by some other source i 6= m. Then, under
Assumption 1, for a constant c, the regret for source m,
RmP (T ) ≤
M
µmin
+
Mc log T
µmin
(1 + E[N(Km(T ))]) ,
where, N(Km(T )) = N1(Km(T )) +N2(Km(T )).
The next lemma summarizes the results from Theorem
1 in [4] to provide upper bounds on N1(Km(T )) and
N2(Km(T )) as per the DLF policy.
Lemma 5. Let km(t) denote the index of the communication
channel used in time-slot t by policy P and k∗m(t) be the
index of the channel used by the Oracle, for source m. Let
EDLF [N1(K(T ))] denote the expected number of time-slots in
which a sub-optimal channel is picked in time-slots 1 to T
by DLF. Let EDLF [N2(K(T ))] denote the expected number of
time-slots in which the optimal arms was picked by some other
source i 6= m time-slots 1 to T by DLF. Then, for T > N ,
EDLF [N1(K(T ))] ≤ (N − 1)
(
8 log T
∆2
+ 1 +
2pi2
3
)
,
EDLF [N2(K(T ))] ≤ (M − 1)
(
8 log T
∆2
+ 1 +
2pi2
3
)
,
where ∆ = min
i,j∈[M ];i>j
µi − µj .
When calculating the overall regret from individual source-
wise regrets,
∑M
m=1RmP , we need to use lemma 4. However,
on a closer look, one observes that for a source m and an event
under N2(Km(T )) are captured by N1(Kl(T )) for some other
source l. That is,
M∑
m=1
N2(Km(T )) ⊆
M∑
m=1
N1(Km(T )).
Thus, to avoid over-count, we capture these events only under∑M
m=1N1(Km(T )). This gives us
RP =
M∑
m=1
RmP
≤
M∑
m=1
M
µmin
+
Mc log T
µmin
(1 + E[N1(Km(T ))]) . (17)
Remark 1 (Performance of DL-TS). Lemma 4 provides a
generic result that shows the performance of any policy P .
However, in the case of DL-TS, a generic result like Lemma 5
is not available for Thompson Sampling. It is not straight-
forward to adapt the proof given for Theorem 2 in [18] to our
case, that is, periodic pulls of the kth best arm. Achieving the
same remains to be an open problem.
Proof of Lemma 4.
Let µ∗ =
(
M∑
i=1
µi
)/
M.
By definition,
P(aPm(t) > τ) =
τ∏
i=0
(
1− µkm(t−i)
)
.
Note that since aPm(t) ≥ 1 for all t and m,
E[aPm(t)] =
∞∑
τ=0
P(am(t) > τ).
It follows that,
E[aPm(t)] = E[E[aPm(t)]] =E
[ ∞∑
τ=0
P(aPm(t) > τ)
]
=E
[ ∞∑
τ=0
τ∏
i=0
(
1− µkm(t−i)
)]
.
(18)
For t ≥ c log T , we define Et as the event that km(τ) =
k∗m(τ) for t− c log T + 1 ≤ τ ≤ t. Then,
E
[ ∞∑
τ=0
τ∏
i=0
(
1− µkm(t−i)
) ∣∣∣∣Et
]
≤
c log T∑
i=1
i∏
j=1
(1− µ∗)
+
∞∑
i=c log T+1
(1− µ∗)c log T
i∏
j=c log T+1
(1− µmin
M
).
For t ≥Mc log T , we define Et as the event that km(τ) =
k∗m(τ) for t−Mc log T + 1 ≤ τ ≤ t. Then,
E
[ ∞∑
τ=0
τ∏
i=0
(
1− µkm(t−i)
) ∣∣∣∣Et
]
≤
Mc log T∑
i=1
i∏
j=1
(1− µk∗m(t))
+
∞∑
i=Mc log T+1
(
M∏
m=1
(1− µm)
)c log T i∏
j=Mc log T+1
(1− µmin
M
).
Here, the worst case is that all sources collide at the arm with
the lowest transmission probability. Based on our collision
model, a source m will acquire this channel with probability
1/M . Further note that,
∞∑
i=Mc log T+1
(
M∏
m=1
(1− µm)
)c log T i∏
j=c log T+1
(1− µmin
M
)
≤
(
M∏
m=1
(1− µm)
)c log T
M
µmin
=
M
µminT
and assign
Mc log T∑
i=1
i∏
j=1
(1− µk∗m(t)) = φ.
It follows that,
E
[ ∞∑
τ=0
τ∏
i=0
(
1− µk(t−i)
) ∣∣∣∣Et
]
≤ φ+ M
µminT
. (19)
Moreover, since cµmk(t) ≥ µmin/M , for all t,
E
[ ∞∑
τ=0
τ∏
i=0
(
1− µk(t−i)
) ∣∣∣∣Ect
]
≤ M
µmin
. (20)
Note that
Ect =
t⋃
τ=t−c log T+1
{
A(τ) ∪B(τ)
}
1Ect
≤
t∑
τ=t−c log T+1
(
1A(τ) + 1B(τ)
)
. (21)
From (18), (19), (20), and (21), and set φ(T−Mc log T ) = φ′ .
Notice, constant c scales with M, so define
c
′
= −1log(GM((1−µ1),··· ,(1−µM ))) , thus, c
′
= Mc
T∑
t=1
E[aPm(t)]
=
Mc log T∑
t=1
E[aPm(t)] +
T∑
t=Mc log T+1
E[aPm(t)]
≤ Mc log T
µmin
+ φ
′
+
M(T −Mc log T )
µminT
+
M
µmin
E
 T∑
t=Mc log T+1
1Ect
 (22)
≤ M(c
′
log T + 1)
µmin
+ φ
′
+
M
µmin
×
 T∑
t=c′ log T
E
 t∑
τ=t−c′ log T+1
(
1A(τ) + 1B(τ)
)
≤ φ′ + M(c
′
log T + 1)
µmin
+
Mc
′
log T
µmin
E
[
T∑
t=1
(
1A(t) + 1B(t)
)]
≤ φ′ + M
µmin
+
M(c
′
log T )
µmin
(
1 + E
[
T∑
t=1
(
1A(t) + 1B(t)
)])
≤ φ′ + T
µ∗
+
M
µmin
+
M(c
′
log T )
µmin
(
1 + E
[ T∑
t=1
(
1A(t)
+
∑
i6=m
1Bi(t)
)])
= φ
′
+
T
µ∗
+
M
µmin
+
M(c
′
log T )
µmin
(
1 + E
[
N1(Km(T ))
+N2(Km(T ))
])
= φ
′
+
M
µmin
+
M(c
′
log T )
µmin
(1 + E [N(K(T ))]). (23)
Regret is defined as
RmP (t) =
T∑
t=1
E[aPm(t)]−
T∑
t=1
E[a∗m(t)]
≤
T∑
t=1
E[aPm(t)]−
T∑
t=1+Mc log T
E[a∗m(t)]
≤
T∑
t=1
E[aPm(t)]−
T∑
t=1+Mc log T
φ
=
T∑
t=1
E[aPm(t)]− φ
′
=
M
µmin
+
M(c
′
log T )
µmin
(1 + E [N(K(T ))]). (24)

VII. CONCLUSION
We model a multi-source multi-channel setting using Age-
of-Information bandits with decentralized users. We first char-
acterize the oracle policy, namely, the round-robin policy, and
demonstrate that the upper-bound of AoI-regret of the exist-
ing Distributed Learning with Fairness (DLF) policy scales
as O(M2N log2 T ). However, proving the optimality of the
oracle policy for the general setting is still an open problem.
We then propose two other AoI-agnostic policies: Distributed
Learning-based Thompson Sampling (DL-TS) and Distribute
Learning-based Hybrid policy (DLH), with different trade-
offs between exploration and the number of collisions. These
policies only utilize the past arm-pulls in deciding the next
arm. We also present AoI-aware policies that incorporate the
current value of AoI into the arm selections. Via simulations,
we show that the AoI-aware policies lead to fewer collisions
and thus, outperform their agnostic counterparts.
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