Abstract-Crossover operator proved to be very important component for supporting diversity strategy, and producing new population. Many researches came out with different operators that are suitable to different types of problems. However, some of crossover techniques usually produce infeasible solution which implies the use of repair function to rebuild the solution. Moreover, some of existing crossover operators is not suitable for high constrained problems. Course timetabling of university is known to be highly constrained optimization problem, where lectures assigned to specific timeslots and rooms, with maintaining feasibility and satisfying soft constraints. In this paper, we present genetic algorithms for solving course timetabling problem. The algorithm consists of new optimized crossover utilizes Exponential Monte Carlo with Counter. The approach is tested and the result demonstrates that our approach is able to produce good quality solutions for course timetable problem.
I. INTRODUCTION
There had been various attempts to automate university timetabling system using various methods. Timetabling problems occur in various different areas including transportation, sports events, employee and university [1] . Timetabling problems are highly constrained and difficult to solve this optimality. It consist of assigning number of events (course lectures) to limited number of timeslots. Constraints are usually classified into hard constraints and soft constraints. Hard constraints cannot be violated and soft constraints are not essential to be satisfied but are desirable. This research focuses on course timetabling problems [2] which consists of the following:
 Set of n events E to be scheduled in;  Set of timeslots T = 45  Set of rooms R in which events can take place  Set of students S who attend the events  Set of features F satisfied by rooms and required by events. Each student attends a number of events and each room has a maximum capacity. A feasible timetable is one in which all events have been assigned a timeslot and a room so that the following hard constraints are satisfied:
 No student attends more than one event at the same time.  Room size satisfies the student number and all the required features for the event.  Only one room assigned to timeslot for each event. Feasible candidate timetable is penalized equally for each occurrence of the following soft constraint violations:
 Student has a class in the last timeslot of the day.  Student has more than two classes in a row for one day.  Student has only one class a day. Genetic algorithm is one of the techniques being used to solve course timetabling problem. GA has been widely used in many areas that are difficult for humans to handle. The solutions are more credible, efficient, faster, and of higher complexity than humans can solve [3] . Genetic algorithm employs several operators such as: selection, crossover and mutation. These operators manipulate different number of solutions to improve the fitness function. Crossover operator is used to create child from existing parents and responsible for the propagation of the characteristics of the fittest individuals.
There are three kind of basic crossover which is single point, two point and uniform crossover. [4] discussed the crossover operation of one point, two points and uniform crossover techniques, and argued that feature of this methods is that the crossover points are determined randomly, and the resulting child is created without regard to the objective function.
Some of existing crossover operators are usually not suitable for high constrained problems where they usually produce infeasible solution [3] . Moreover, they do not utilize fitness function to improve the child solution [5] .
There are many attempts to improve crossover operator to solve constraint satisfaction problems. These attempts provide good results for some problem, but still unsatisfied for high constrained problems such as course timetable problem. Even though, the optimized crossover approach in the research [5] and [6] were capable to produce good result for some problem. Moreover, their crossover approach exploits the structure of the solution rather than its coding which ease the search for good result solutions. One research has applied optimized crossover within genetic algorithm and produced two new children: The Optimum child (O-child) and Exploratory child (E-child) [4] .
The O-child is constructed in such a way that has the best objective function value from a feasible set of children, while the E-child is constructed so as to maintain the diversity of the search space [7] . However, these approaches still need improvement due to the following drawback: 1) Usually produces infeasible solution which implies the use of repair function.
2) The created children seemed does not inherit adequate information from its parents, (i.e. just few variables can be posted from parents to children due to hard constraints imposed).
3) The utilization of very large neighborhood local search certainly will lead the search to stuck in local optima. Therefore, our research approach is New Optimized Crossover (NOX). NOX is knowledge-based crossover where new children produced using optimization routine searching for the best objective function. NOX approach viewed as a very large-scale neighborhood search. In order to counter the drawback of literature-optimized crossover, heuristics for NOX proposed and MECQ criteria adopted for NOX.
II. NEW OPTIMIZED CROSSOVER (NOX)
NOX starts by copying parent2 (p2) as child1 (C1) and copying parent1 (P1) as child2 (C2). Child1 crossover is started by posting the timeslots of P1 events into the equivalent C1 events. Checking for the hard constraint (student courses conflict) violation applied and if so, the replacement not accepted and other P1event timeslot posted to the equivalent event of C1 event. If no violation to student courses conflict, then checking to room conflict hard constraint applied and if so, solve this violation by moving the original event timeslot of C1 to the event that has conflict with it. Check for student courses conflict, which may arise from the last movement. If there is conflict in student courses cancel the previous movement and post P1event timeslot which equivalent to C1 event and check for student courses and room conflicts. If there is no violation to the hard constraints check the fitness function value of the child. If no violation to the hard constraints then, check the fitness function value. If it is equal (the new solution might be different) or less than the best solution. In child 2 crossover, worst solution might be accepted based on EMCQ criteria. Based on our preliminary tests, the crossover rate is set to (0.9). Fig. 1 illustrated example for NOX to solve course timetable problem. Acceptance criteria applied for the worst solution is to maintain the diversity of the search space and to escape from local optima. Exponential Monte Carlo with counter (EMCQ) is used to accept worse solution with a certain probability [8] . 
III. EXPERIMENTS
Experiment on population size that monitors the behavior of the GA as the population size alters. To determine the appropriate population size, we ran 10 tests on medium instance. The iteration number for the approach is 400000. In this experiment we noted that when the population size less than (50) chromosomes iterates very rapidly and converges to a solution very quickly. But the penalty value significantly higher due to the lack of diversity.
Large populations (i.e. more than 50) are carrying many different individuals, but takes longer time to converge to good quality solution.
Population size (50) gives better solution and after monitoring the fitness value and time taken to converge to the best solution for each population size, population size of 50 chromosomes have been implemented due to the best result gained from this population size where it characterized by lower penalty value and shorter time taken to converge to the best solution. Table I , below lists the result of this experiment. The next experiments are investigate the use of two types of Monte Carlo acceptance criteria on NOX, these are Exponential Monte Carlo (EMC) and Exponential Monte Carlo with counter (EMCQ). We also investigate the use of accepting worst solution in one of the child (i.e. in child1 crossover we accept improved movement only and in second child2 crossover we accept worst movement) and in both two children (i.e. worst movement accepted in both child crossover). The best result obtained out of 10 runs on dataset medium1. Fig. 2 shows the performances of NOX using EMC to one child only. While on the other child crossover, we accept only improved or equal solution. The slope of curves in Fig. 3 , indicates that the search takes long time to converge to the best solution, where it reaches the best solution (450) penalty cost at the end of the (400000) iterations. Fig. 4 . Applying EMCQ to two children. Fig. 4 shows the effect of applying EMCQ. In this approach, the improved solution is always accepted and worst solution will be accepted based on probability that depends on solution quality and computation time. EMCQ is applied for both children and the result shown in Fig. 5 , the best result is (300) penalty cost at the end of (400000) iterations. Fig. 5 shows the performances of the NOX where EMCQ applied to one child only and the acceptance of the improved or equal solution only applied to the other child. The slope of curves indicates the improvement of the solution up to (271) penalty cost at the iterations (300000). The analysis of Fig. 3 , and Fig. 4 , showed that the use of EMC in one child crossover only, Fig. 3 , provided better quality solution than the use of EMC in both children Fig. 4 . We also noticed during the analysis in Fig. 4, and Fig. 5 , that the use of EMCQ in one child crossover only gives better quality solution than use of EMCQ in both children. Therefore, the acceptance of worst solution criteria techniques (EMC or EMCQ) when applied in one child crossover only tend to support the diversity of solutions in one child and to support intensifying the solutions in the other child crossover. Thus, applying EMCQ to one child only and applying the acceptance of the improved solution only to other child increases the ability to search more space and reduce the time to reach the better solutions. The analysis of the all diagrams showed that the penalty cost can be quickly reduced as illustrated in all the figures, until the middle of the diagrams (between iterations 200000 and 250000). Fig. 2 , and Fig. 3 , (where EMC criteria employed) show slow improvement in the solution quality started from the end of iteration 250000 while Fig. 4 , and Fig. 5 , showed continuing improvement of the solution quality. Moreover, the highest penalty value solutions at the end of iterations were showed in Fig. 2 and Fig. 3 . Fig. 4 and Fig. 5 showed the best quality solution. Therefore, we believe that EMCQ is better than EMC because EMC criteria only based on the quality of the solution, but in the EMCQ criteria the factor of time is included as an intensification factor. (i.e. worse solution is more likely to be accepted but as the time increases the worse solution is unlikely to be accepted). Table II IV. CONCLUSION Crossover operator is very important component to explore the diversity of search space. There are many attempts to improve crossover to produce child that inherit the useful information from the parents. This paper introduces the advantages and disadvantages of the available crossover techniques. Although the analysis of the optimized crossover approach shows that it can produce a good result. However, still the search to get the optimal solution is going on. Therefore, this research is attempt to improve the optimized crossover approach by introduce new optimized crossover technique.
