We consider a wireless sensor network in an urban environment and attempt to characterize the interference found in the communication channel by means of empirically collected Received Signal Strength Indicator (RSSI) values over Industrial, Scientific and Medical (ISM) and non-ISM bands. We assume a node-based interference classification scheme exists and examine whether nodes that classify the channel as belonging to the same class also exhibit strong cross-correlation in terms of the RSSI time series they independently observe. In effect, we are studying how the agreement of nodes, e.g., via consensus, on the class of a channel can be linked to the cross-correlation statistic and to what extent. We find that the particular class impacts the degree to which we can confidently claim that the channel observed independently by each node, and classified to belong to the same class, indeed behaves the same way.
INTRODUCTION
It is often asserted that Wireless Sensor Networks (WSNs) will be increasingly deployed in hostile environments. While hostile environment usually means an environment inhospitable to human presence, in another sense a hostile environment can be one of continuous human presence albeit with adverse impact on the operation of the WSN nodes. Such is the case of urban environments with the multitude of sources of interference, some of which are rather well-understood, e.g., other co-located wireless data communication networks, and some that are less so, i.e., electromagnetic interference from nearby operating appliances (lamps, microwaves, etc.), elevators, car engines, etc. It is tempting to lump all such interference into a category that, on the average and across a large number of interferers, would be conveniently modelled as a Gaussian noise source. Unfortunately, empirical evidence collected so far (Lee et al., 2007; Boers et al., 2010) suggest that interference in urban environments does not fit the simplifying Gaussian assumption.
In this study we extend a previous effort of characterizing the background interference in a deployed WSN (Boers et al., 2010) . The benefits of being able to characterize the interference should be obvious because, for example, it would allow the operation of the WSN to adopt strategies to circumvent the interference and its impact. A Media Access Control (MAC) protocol that operates around interference patterns was developed (Boers et al., 2012a) but it is only an example of a broader set of options available to the designer. In general, the presented work is related to the area of cognitive networking. However, it is the restricted nature of the abilities of the nodes that drive the presented research. Namely, we assume that the nodes have only a single means, a signal strength indicator, for sensing the channel for purposes of analyzing any interference patterns. No special support from the physical layer is assumed or required.
Specifically, we study interference in urban environments to test whether the often-assumed strategy of deriving a distributed consensus across nodes as to the nature of the channel is a strategy that reflects the reality of the channel. In consensus strategies, each node independently classifies the channel based on its own measurements and provides the result of its classification to the rest of the nodes. Subsequently, and depending on the formation of consensus, decisions about the use (or not) and the exact technique to access the channel can take place. We are not interested in the decisions taken after the consensus is reached but on whether the channel indeed behaves the same way from the viewpoint of the nodes that determined the channel behavior to belong to the same class. For example, if a node detects a periodic spike of interference sufficient to classify it as a channel with periodic interferer, it might agree with the class identified on the same channel by another node, but there is no guarantee that the two nodes sense the same periodic interferer.
The model assumed throughout this paper is that each node independently decides on what is the nature of the interference via a classification technique (placing it in one of five classes) as outlined in (Boers et al., 2010) . To facilitate a comparison of the background interference as seen by different nodes, we develop a technique to correct the lack of synchronization across the samples collected by the different nodes. The lack of synchronization is caused by the absence of a global clock and the individual node clock drift. The purpose of the paper is to study, from collected empirical evidence whether, if, when consensus is reached, it is indeed valid, i.e., it concerns the same interference seen by all the nodes at the same points in time. To this end, we examine whether, if consensus exists, the levels of interference are compatible across the nodes, i.e., the small time scale behavior is the same. For example two nodes with a valid consensus characterizing the channel as having periodic spikes may still perceive different noise floors and variance of noise between spikes, making the potential Signal to Noise Ratio (if a transmission were to be attempted) drastically different from the perspective of the two nodes. In short, we are studying whether a simple class-based consensus can be relied upon to represent the common reality across the nodes of the same WSN.
The rest of the paper is organized as follows. In Section 2, we review the related literature. In Section 3, we investigate and present the data we use in our study. Section 4 explains the methodology we follow to analyze the data. Our results are presented in Section 5. Section 6 provides concluding remarks.
RELATED WORK
Researchers studying the impact of external interference in urban environments concentrate on identifying and classifying patterns of noise and interference, as well as applications of related classification techniques to cognitive networking.
Lee, Cerpa and Lewis (Lee et al., 2007 ) measure noise traces in many different environments in order to propose algorithms to simulate noise and interference. From these traces they observed three main patterns of interference, (i) rapid spikes, (ii) periodic spikes and (iii) noise patterns changing over time.
Boers, Nikolaidis and Gburzynski (Boers et al., 2010 ) measured noise and interference in a four-byfour node WSN, at high sample rates. They extracted five dominant noise and interference patterns: (i) quiet, (ii) quiet with spikes, (iii) quiet with rapid spikes, (iv) high and level and the (v) shifting mean pattern. Consequently, they classified them using a Bayesian network classifier. Later, this work was extended by classifying two of the aforementioned patterns locally at each node using single-node decision tree classifiers (Boers et al., 2012b) .
In cognitive-networking, known identified patterns can be exploited to coordinate cooperative sensing across the nodes of a WSN. The determined noise and interference patterns for each WSN can be utilized to build a distributed classifier. In such a scheme, the WSN nodes cooperate with each other to reach a consensus on a specific pattern, after a number of iterations, by exchanging and combining their sensing information. This aims to eliminate the impact of deficient individual pattern classifications (Akyildiz et al., 2011) . The notion of cooperative sensing extends also to multi-hop cases whereby the sensing results of nodes are forwarded over multiple hops in order to improve the classification accuracy.
Rather than develop a scheme that attempts to combine sensed measurements from the nodes to reach a classification result, we examine whether individual per-node classification and a simple networkwide consensus is sufficiently accurate, at least in WSN networks deployed in a small space such as the network that is the object of this study. Per-node classification is justified because we wish to generate consensus (and possibly revise it over time) without undue burden on the sensor nodes in terms of transmissions. The alternative would have been the collection of background noise signal strength data from all the nodes to a host/sink that performs elaborate computation to decide on the state of the channel. Clearly, the collection of all background noise and interference samples to a sink is unattractive as it represents a high energy cost to transmit them. Instead, we consider an architecture whereby each WSN node classifies, in isolation, the state of the channel and then a consensus is derived using a message from each node that indicates just the determined class, hence reducing the volume of data that need to be exchanged. Figure 1 : The experimental setup within the Smart Condo. The circles represent the WSN nodes. The computer collecting the data was placed outside the grid of WSN nodes (top-left) (Boers et al., 2010) . nels spanning ISM and non-ISM bands in an indoor urban environment. We concentrate on the samplecross correlation for each channel and for every pair of nodes, aiming to quantify and justify the similarity between nodes that have classified the channel as exhibiting the same pattern, as well as to identify disagreements at a microscopic level.
THE DATA

The Data Collection System
The RSSI traces were collected within the first implementation of the Smart Condo at the University of Alberta within the Telus Centre (a medium sized office building) at the University of Alberta, located across from a large residential apartment building (Boers et al., 2009) . Within the 80 m 2 space of the Smart Condo, WSN nodes were placed in a four-by-four grid with 1.84 m spacing as presented in Fig.1 . Each node stood 28 cm above floor level. While running the data collection experiments, the room's doors were closed and there was no movement within the room. Additionally, all the measurements were noise measurements, meaning that the sensor nodes did not introduce any transmissions on their own.
The WSN nodes were model EMSPCC11 provided by Olsonet Communications (Olsonet, 2008) consisting of a TI MSP430F1611 microcontroller and a TI CC1100 transceiver. The transceiver was configured for 38.4 kbit/s using 2-FSK modulation. The nodes ran an operating system named PicOS (Akhmetshina et al., 2003) and a PicOS application collected noise measurements by reading the RSSI value from the CC1100's RSSI register.
The RSSI was measured by each one of the 16 nodes of the WSN for every channel. In total, 256 channels were examined to produce a total of 4096 traces. The configuration of the WSN nodes was at a base frequency of 904 MHz. The channels were spaced 199.9512 kHz apart. Each channel occupies a bandwidth of 101.5625 kHz. Using these settings the nodes were listening on frequencies within and outside the ISM band, from 904 MHz to 928 MHz and 929 MHz to 954 MHz, respectively. For each channel and node combination 175000 successive RSSI samples were collected, representing a duration of 35 seconds. The entire data collection process was completed in approximately 2.5 hours.
Channel Classes
As described in Section 2, five dominant noise and interference patterns were encountered from a closer examination and the hand classification of the collected RSSI traces. We repeat here the characteristics of each class:
1. The quiet channel, which is characterized by a low maximum.
2. The quiet-with-spikes channel is similar to the quiet channel, but it has short-duration spikes that give it a higher maximum.
3. The quiet-with-rapid-spikes channel has a higher frequency of spikes than the quiet-with-spikes channel.
4. The high-and-level channel exhibits a high and tight level and has a high minimum.
5. The shifting-mean channel has its RSSI samples distributed bimodally.
A visual classification of the noise traces for each node per channel are presented in Fig. 2. 
THE METHODOLOGY
Pre-processing
Two significant parameters taken into consideration are the node clock drifts and timestamping of the sampled data, as well as the noisy nature of the RSSI traces themselves.
Data Collection Timestamping
In Boers' et al. work (Boers et al., 2010 ) the node clock drift during the collection of the RSSI traces was surprisingly high, even over short intervals. Since WSN node clocks cannot be relied upon to provide the correspondence to the natural time, the timestamping was performed with respect to the clock of the personal computer to which the data collection was being streamed (via serial USB connections) from the individual WSN nodes. In other words, the clock of the collecting host was trusted as authoritative. Naturally, this collection at the host was performed for the purposes of the data analysis presented here and is, in principle, absent in a real network. Between two readings from the same node/port several RSSI samples could have been buffered in the meantime. In the case of multiple samples found in the incoming buffer, the reading application would assign those samples equi-spaced timestamps between the current time and the time the buffer was read last. The result is that two readings performed at the same point in natural time from two different nodes may appear with different timestamps. Hence, some means of synchronizing the time series is necessary.
Re-sampling
We are creating a new set of time series consisting of samples that all have (the same) specific timestamps. In this way, after the calculation of the sample cross-correlation the identification of similarity (or not) of two series and the possible lagged relationship between them is going to be evident and reliable. Specifically, each RSSI time series (by a specific host at a specific channel) is 175000 values long. The host application produced increasing timestamps in the [0, 35] secs interval. The re-sampling assigns The re-sampled series includes the samples of the original sequence that are closest (in terms of absolute timestamp difference) to each tick. The decision to use the particular timestamp spacing of 0.001 secs results in ignoring several samples of the original sequence but it was determined experimentally as adequate because it did not result in the removal of the features, e.g., spikes, that characterized each series. Larger timestamp granularities, e.g., 0.01 secs, would not have left the features intact. For example, in cases of channels presenting a quiet with spikes or quiet with rapid spikes pattern, sampling at granularities of 0.01 secs or larger would have resulted in quiet channels. As an illustration, Fig. 3 presents the RSSI time series from channel 32 and node 5, that exhibits a quiet-with-spikes pattern. It is evident that the signal preserves its pattern before and after the re-sampling as the spikes are all captured and coincide in the original and the re-sampled series.
Filtering
The second step before the sample cross-correlation estimation is to apply a low pass filter to the time series. This is done in order to enhance the calculation of the cross-correlation by removing high-frequency noise from the RSSI time series, leaving the characteristic low-frequency shape of each sequence intact. A low pass filter emphasizes the behaviour and the characteristics of the observed patterns by producing a time series where the amplitude of variations at high frequencies is reduced. Namely, we apply, to each time series, a Butterworth low-pass filter of 4th order with a cut-off frequency of 150 Hz (for a sample rate of 1000 Hz). Its frequency response is presented in Fig. 6 and the spectrum of a time series before and after the application of this filter is presented in Fig. 4 . Respectively, we present in Fig. 5 the time series from channel 32 at node 5 before and after the filtering process. It is evident that the low-frequency variations (spikes in the case of Fig. 5 ) that are the feature characterizing this time series, are preserved albeit with a somewhat smaller amplitude. On the other hand, the high frequency variations are smoothed out as expected.
Processing
In this section, we present the definition of sample cross-correlation followed by the definition of another tool, the Fano factor, that are helpful in examining the relation of pairs of time series. We determine the sample cross-correlation on all pairs of nodes and for each channel.
Sample Cross-Correlation
The sample cross-correlation is a measure of similarity of two time series as a function of a time-lag, or time offset, between them. Consider N pairs of observations on two time series x t and y t where N is the series length, x and y are the sample means, and k is the lag. The sample cross-covariance function (ccvf) is given by (1) and (2). The sample variances of the two series, c xx and c yy are described by (3) and the sample cross-correlation is given by (4).
The sample cross correlation can take values within the following bounds, −1 ≤ r xy (k) ≤ 1, with the bounds indicating maximum correlation, and 0 indicating no correlation. Note that a high negative correlation shows a high correlation of the inverse of one of the series (Bourke, 1996) . In this study, we calculate the sample crosscorrelation across all lags between every pair of nodes for every channel using the pre-processed time series. Our interest concentrates on the maximum absolute value of the sample cross-correlation and the lag at which it is maximized. As an illustration, the sample cross-correlation function calculated between nodes 0 and 10 of the shifting mean channel 126, is pictured in Fig. 7 .
In an ideal globally synchronized distributed clock experiment, we would only care about the presence of strong cross-correlation at lag zero, as it expresses whether the nodes observe or not the same channel behavior at the exact time instant. Given our understanding of the node clock drift and the possible impact of buffering and processing at the nodes and the data collection host, we conjecture that, as long as the cross-correlation is maximized at a lag to within a small range around lag zero, it is very likely that the nodes indeed observe the same channel behavior at the same point in natural time, and it is only the reporting of their data that is skewed with respect to timestamp values. We rather arbitrarily set the "acceptable" lag range to within +/ − 10 (corresponding to timestamp discrepancies of +/ − 10msec). Crosscorrelation maximized outside this short range of lags is suspicious and a strong indication that, either our technique to synchronizing the traces based on maximum cross-correlation has failed, or the nodes do not observe the same channel behavior at the same point in time.
Fano Factor
Additional to the maximization of the crosscorrelation at a particular lag, we also consider the absolute value of the cross-correlation as an indicator of the strength of the similarity of the time series. A weak cross-correlation shows that, even if a pair of nodes is observing the same behavior on the channel, the impact of noise and interference on them can be different. A means to visually inspect cases where there are discrepancies despite the in-principle agreement of two nodes on the channel class is to plot the index of dispersion or variance-to-mean ratio (VMR). VMR is a normalized measure of the dispersion of a probability distribution. The VMR is defined as the ratio of the variance σ 2 over the mean µ, a statistic also known as the Fano factor, that is:
In our work, we compute the Fano factor over 500 jumping windows of 65 samples each. A large Fano factor statistic in an interval denotes that there exist significant departures from the average behavior over that interval. Moreover, if two series do not have the same Fano factor value in an interval, the difference between the two time series cannot be compensated for by means of a simple scaling factor. That is, the nodes see a potentially different behavior with respect to the noise process and that, in turn, might indicate completely different SNR if communication between the nodes was attempted. As we will see, there are numerous cases where, even though the nodes agreed on the class, in reality the channel conditions seen by different nodes differ, expressed as low cross-correlation results. In such cases, the Fano factor helps clarify those differences.
RESULTS
In this section, we first present sample crosscorrelation results for a few selected channels in which all 16 nodes agree on the channel as being in the same class. We will examine whether such an agreement can be linked to the sample crosscorrelation. Subsequently, we look into the sample cross-correlation results for the aggregate of all pairs of nodes over all channels to determine what relation the maximum sample cross-correlation value has with the particular classes.
Quiet with Spikes (qs) Channel
Channel 32 is representative of the quiet with spikes pattern. The characteristic of this pattern, namely the spikes, are the primary contributors to the sample cross-correlation value. Specifically, aligned spikes across the two time series will produce the maximum sample cross-correlation value. As an illustration, in Fig. 8 it is clear that the maximum sample crosscorrelation for the two nodes was found at lag 0, indicating complete synchronization between the examined RSSI time series. In Fig. 9 the Fano factor for nodes 0 and 1 in channel 32 is presented. It is evident that the levels of dispersion in the two signals are similar with the higher dispersion values occurring at the spikes. Consequently, we can safely characterize the observed channel behavior as being similar between nodes 0 and 1.
Nevertheless, there exist numerous cases where the maximum sample cross-correlation is low, even though the nodes agree on the classification of the channel. Such cases include aligned spikes that have different amplitudes, or cases where the spikes are preserved but the mean and variance of the segments between spikes vary significantly. In such cases, if we rely on the maximization of the sample crosscorrelation to determine if the time series lag is within acceptable synchronization error, it is possible to find the maximum cross-correlation at a lag outside the acceptable lags. In channel 32 such behavior is encountered in pairs composed of the nodes 8, 12 and 15. Specifically, Fig. 10 presents the sample crosscorrelation function for channel 32, between nodes 9 and 15. The differences in the signal amplitudes make synchronization impossible, resulting in the maximum sample cross-correlation value occurring at lag -12729. It is also notable that the absolute maximum sample cross-correlation value is 0.0971 significantly lower than the one in the synchronized time series of the same channel presented in Fig. 8 , which reached the value 0.3610. Such disagreement is an indicator that, at a microscopic level, the nodes observe the channel as being drastically different despite their consensus characterization as being of the same class.
Additionally, observing the Fano factor for nodes 9 and 15 in Fig. 11 , we notice that the dispersion of the received signal in node 15 is significantly different and higher than the one in node 9, due to fluctuations of the mean value. It is interesting to observe that the large dispersion values for node 9, correspond to times where spikes occur and totally overlap with the dispersion values of node 15. As a result, even with the presence of the spikes in both series and despite the spikes being aligned/synchronized, the intervening quiet segments of the channel observed by node 15 exhibit severe fluctuations compared to node 9.
Quiet with Rapid Spikes (qrs) Channel
Channel 61 represents the quiet with rapid spikes pattern. High sample cross-correlation values were encountered, as there are more synchronized spikes to contribute to the sample cross-correlation statistic. The interesting observation for this class is that the (usually) periodic nature of the rapid spikes results in a sample cross-correlation which captures this periodicity. Indeed, the peaks of the sample crosscorrelation occur at lags that are multiples of 250 with a variation between [−10, +10]. This behavior is also captured in Fig. 12 , which represents the sample cross-correlation between nodes 0 and 6. Observe the high sample cross-correlation of 0.7242 for synchronization at lag 0. Note that this behaviour is also observed in other quiet with rapid spikes channels, namely 58, 59, 63, and 81. Furthermore, the Fano factor shown in Fig. 13 (zoomed into a range to clearly show the periodic nature), reveals that for nodes 0 and 6 on channel 61, the high dispersion values are present whenever a spike occurs. Note that the Fano factor values are roughly equal, suggesting similar mean and variance, confirming a very strong similarity on how the channel is observed by the two nodes across the length of the trace.
Shifting Mean (sm) Channel
Channel 126 is an example of a shifting mean channel. Shifting mean channels were characterized by overall higher maximum sample cross-correlation values, frequently exceeding 0.9 and approaching 1.0. For channel 126 the lag values were always acceptable (within ±10). As an example, the maximum sample cross-correlation value for the node pair 12 and 14 reaches the value 0.9827 at lag 0, as shown in Fig. 14. Nevertheless, there exists a notable exception, that of pairs involving node 10, whose maximum sample cross-correlation values are somewhat lower in the 0.30-0.70 region. The pair consisting of nodes 0 and 10 falls in this category and its sample crosscorrelation function is pictured in Fig. 7 . In the examined case the maximum sample cross-correlation value is 0.6158 for lag 0, indicating absolute synchronization. After a closer observation, we conclude that even if the time series are near perfectly synchronized (i.e., the level shifts occur at lag 0 or at most ±1 in the two signals), the sample cross-correlation value strongly depends on the levels of the mean and variance. Since the mean and variance are not necessarily the same, low sample cross-correlation could be calculated as a result.
Quiet (q) Channel
Channel 250 is an example of a quiet channel. Quiet channels do not present any distinguishing characteristics, like spikes. However, even if the variance between a pair of quiet signals tends to stay at the same levels, their mean values are not necessarily similar. As a result, for quiet channels the sample cross-correlation produces the lowest maximum values. These small maximum values can be as low as in the 0.0 to 0.1 range. They rarely exceed 0.5. The sample cross-correlation function of channel 250 between nodes 6 and 13 shown in Fig. 15 , exhibits the 'difficulty' of the two signals to be synchronized. The sample cross-correlation stays at extremely low levels throughout the lags, while the maximum value 0.0552 is calculated for lag -159.
In Fig. 16 (zoomed into a range to clearly show the lack of agreement), the cause becomes clearer as the Fano factor values are totally disparate. This is an indication of different mean values and variance. As a result the synchronization of the time series becomes harder and, consequently, the sample crosscorrelation values remain in very low levels. In addition to channel 250, channels 212, 213, 214 and 215 exhibit the same behavior.
High and Level (hl) Channel
Channels characterized as high and level like 95, 160 and 225 present a behaviour similar to quiet channels. High and level channels can also be characterized as quiet but with higher amplitudes. Consequently, they also follow the behaviour described in Section 5.4.
Aggregate Analysis of Node Pairs
We first analyze all pairs of nodes across all channels. 120 unique node pairs can be defined, which multiplied by 256 channels give us 30720 pairs under examination. Of those, 23438 node pairs agree on the class to which they have classified the channel and the remaining 7282 disagree on the class. Of the 23438 that agree on the class, 9696 exhibit maximum sample cross-correlation at small lags ∈ [−10, 10] that indicate synchronization and correct classification of the signals. We first use this group of 9696 pairs for our conclusions on the linkage between cross-correlation and classification, as shown in Table 1 . It can be seen that the quiet with rapid spikes and shifting mean channels class characterizations can be trusted as depicting accurately the same channel state. The high and level classification is debatable as a non-trivial percentage (42.9%) corresponds to low maximum crosscorrelation, which could indicate lack of actual correlation, but still more than 50% exhibit significant correlation. The quiet and the quiet with spikes classifications are the most problematic because of the very low cross-correlation.
Next, we illustrate the situation of complete consensus, i.e., cases where we consider only the pairs of nodes for channels in which all nodes have agreed that the channel belongs to the same class. We provide agreement of pairs of nodes across all channels (Table 1), and therefore our observations stand the same. For the sake of comparison, we considered pairs of nodes that disagreed on the channel class. This is shown in Table 3 and confirms that the results for quiet and quiet with spikes are readily comparable to the case where the nodes observe what they classify as completely different channel behaviors.
Finally, we consider the results for pairs (13742 of them) that were found to be "out-of-sync" with respect to the lags. Clearly, this is a limitation of our technique to synchronize the time series, but it can be used to point out how a simple cross-correlation metric is limiting the study of similarity between time series. As shown in Table 4 in the case of quiet with rapid spikes, using the maximum cross-correlation may result in favouring a large lag, primarily because the amplitude of the periodic peaks further away in time could be larger and add up to a numerically higher cross-correlation at unnaturally large lags. We conjecture that the same happens with the shifting mean class because a pattern of shifts could be repeated at higher amplitude further away in the time series than lag zero. Similar behavior is observed when the dataset is limited to channels where all nodes agree on the class, as shown in Table 5 .
CONCLUSIONS
We have studied whether the cross-correlation between RSSI measurements carried out by WSN nodes in the same network reflects accurately the consensus about the channel state, had the nodes independently decided on the channel state based on a classification scheme. The results paint a mixed picture whereby a consensus towards a shifting mean or a quiet with rapid spikes classification can be trusted. However, patterns that do not exhibit much dynamic behavior, i.e., quiet, or high and level, or even quiet with occasional spikes, are not characterized by a crosscorrelation much higher than what would have been if there was no agreement on the class of the traces at all. The recommendation therefore is that, if consensus algorithms are to be utilized, a very reliable per-node classifier for quiet, high and level, or quiet with spikes channel would be necessary.
Our study is far from perfect. For example, the use of cross-correlation as the means of studying similarity between time series over their entire length does not reveal possible short-term similarities that do not necessarily persist or are, numerically speaking, diluted over a long time period. We are therefore considering extensions that allow the extraction of shortterm and long-term similarities. Additionally, we are well aware that more information could be used to annotate the classification, i.e., the period for periodic spikes. Nevertheless, we point out that a (summa-rized) description based on temporal characteristics that further "parameterize" the class would also need some common synchronization adjustment, this time performed in real-time during the RSSI data collection. In short, the classification becomes a combined classification and parameter estimation problem.
