Unified matrix-vector wave equation Table 1 . Wavefield vectors q 1 and q 2 for the different wave phenomena considered in this paper. Labels A to G refer to the appendices in which these wave phenomena are discussed in more detail. (Corones 1975; Haines & de Hoop 1996; Wapenaar 1996a; de Hoop 1996b) and representations for seismic interferometry (Wapenaar 2003) .
This paper discusses the matrix-vector wave equation and its symmetry properties for a range of wave phenomena in a unified way (Section 2 and Appendices A to G). The treatment builds on earlier systematic treatments of different wave phenomena by Auld (1973) , Ursin (1983) , Kennett (1983) , Müller (1985) , Wapenaar & Berkhout (1989 ), de Hoop (1995 , 1996a , Gangi (2000) , Carcione (2007) and Mittet (2015) . The matrix-vector wave equation forms the basis for the derivation of unified matrix-vector reciprocity theorems (Section 3) and representations (Section 4), analogous to those for the acoustic wave vector (Haines & de Hoop 1996; Wapenaar 1996b ).
T H E U N I F I E D M AT R I X -V E C T O R WAV E E Q UAT I O N A N D I T S S Y M M E T RY P RO P E RT I E S

The matrix-vector wave equation
The unified matrix-vector wave equation has the form
Here q is the wavefield vector, d the source vector and A the operator matrix. All quantities are defined in the space-frequency domain, hence q = q(x, ω), etc., where x denotes the Cartesian coordinate vector (x 1 , x 2 , x 3 ) and ω the angular frequency. The positive x 3 -axis is pointing downward. Operator ∂ 3 stands for the spatial differential operator ∂/∂x 3 . The vectors and matrix in eq.
(1) are partitioned as follows:
hence,
∂ 3 q 2 = A 21 q 1 + A 22 q 2 + d 2 .
The vectors q 1 and q 2 are specified in rows A to G of Table 1 for the different wave phenomena considered in this paper. The wavefield quantities contained in these vectors are defined in Appendices A to G. For acoustic and quantum mechanical waves (rows A and B), q 1 and q 2 are scalars. For electromagnetic, elastodynamic and poroelastodynamic waves (rows C to E) they are 2 × 1, 3 × 1 and 4 × 1 vectors, respectively (superscripts b, f and s in row E stand for bulk, fluid and solid, respectively). Rows F and G represent coupled electromagnetic and (poro)elastodynamic waves. For piezoelectric waves (row F), constitutive eqs (F1) and (F2) account for the coupling. For this situation the vectors q 1 and q 2 are combinations of those for electromagnetic and elastodynamic waves (rows C and D). For seismoelectric waves (row G), constitutive eqs (G1) and (G2) account for the coupling. In this case the vectors q 1 and q 2 are combinations of those for electromagnetic and poroelastodynamic waves (rows C and E) . In all cases, except for quantum mechanical waves, the vectors q 1 and q 2 are defined such that they constitute the power-flux density j in the x 3 -direction via
Eq. (11) implies
where also V and W are operator matrices. Eqs (11) and (12) imply
Using eqs (8), (10) and (14), it follows that operator matrices A 11 , A 12 , A 21 and A 22 , defined in Appendices A to G, obey the following symmetry relations
Unified matrix-vector wave equation
In Appendices A to G we define adjoint medium parameters (or, for quantum mechanics, an adjoint potential). When a medium is dissipative, its adjoint is effectual, and vice versa (de Hoop 1987 (de Hoop , 1988 Wapenaar et al. 2001) . A wave propagating through an effectual medium gains energy. Effectual media play a role in the reciprocity theorems and representations, discussed in Sections 3 and 4. An adjoint medium parameter is denoted by an overbar. An operator with an overbar means that the medium parameters contained in that operator are replaced by their adjoints. For example, for the operator in eq. (A22) we have
For the operator matrices in Appendices A to G in an adjoint medium we havē
Using eq. (15), we find from eqs (16) to (22)
From eqs (16) to (26), we find for the operator matrix A defined in eq. (2)
with
where O and I are zero and identity matrices of appropriate size. Symmetry relations in the wavenumber-frequency domain for the special case of a laterally invariant medium (or potential) are given in Appendix H.
M AT R I X -V E C T O R WAV E F I E L D R E C I P RO C I T Y T H E O R E M S
In wave theory, a reciprocity theorem formulates a mathematical relation between two states (wavefields, sources and medium parameters) in the same spatial domain. An early reference for the acoustic reciprocity theorem is Rayleigh (1878) , who referred to it as Helmholtz's theorem. Lorentz (1895) formulated a reciprocity theorem for electromagnetic fields. Early references for elastodynamic reciprocity theorems are Knopoff & Gangi (1959) and de Hoop (1966) . Auld (1979) and Pride & Haartsen (1996) formulated reciprocity theorems for piezoelectric and seismoelectric waves, respectively. Comprehensive overviews of the history of reciprocity theorems and their applications are given by Fokkema & van den Berg (1993 ), de Hoop (1995 and Achenbach (2003) . Matrix-vector wave eq.
(1) and symmetry relations (27) and (29) underly unified matrix-vector reciprocity theorems in an inhomogeneous medium (or potential). We consider two states A and B, characterized by independent wave vectors q A (x, ω) and q B (x, ω), obeying matrixvector wave eq. (1), with source vectors d A (x, ω) and d B (x, ω), and operator matrices A A (x, ω) and A B (x, ω). The subscripts A and B of these operator matrices refer to the, possibly different, medium parameters in states A and B. We assume that outside a finite domain, the medium (or potential) and its adjoint are lossless in both states. We consider a spatial domain D enclosed by two infinite horizontal boundaries ∂D 0 and ∂D 1 (with ∂D 1 below ∂D 0 ), together denoted by ∂D, see Fig. 1 
and
Here n 3 is the vertical component of the outward pointing normal vector on ∂D, with n 3 = −1 at the upper boundary ∂D 0 and n 3 = +1 at the lower boundary ∂D 1 . The integrals on the right-hand sides can be written as
where x 3, 0 and x 3, 1 denote the depths of ∂D 0 and ∂D 1 , respectively. Hence, at each depth level between ∂D 0 and ∂D 1 we can use the integral properties of transpose and adjoint operators, as formulated by eqs (11) and (12). Together with the symmetry relations (27) and (29) for operator A A , we thus obtain the following matrix-vector reciprocity theorems
and (Haines & de Hoop 1996; Wapenaar 1996b) . Because these theorems follow from the unified matrix-vector wave eq. (1), with unified symmetry relations (27) and (29), they hold for all wave phenomena listed in Table 1 . In the next section we use these theorems as the basis for matrix-vector wavefield representations. Here we consider some special cases of these theorems.
Power balance When the sources, medium parameters and wavefields are identical in both states, we may drop the subscripts A and B. In this case eq. (37) simplifies to (q † 1 q 2 + q † 2 q 1 ) = j, the first term on the right-hand side is the power flux (or probability current) through the boundary ∂D = ∂D 0 ∪ ∂D 1 (i.e. the power leaving the domain D). Hence, eq. (38) formulates the unified power balance. The term on the left-hand side is the power generated by the sources in D and the second term on the right-hand side is the dissipated power in D.
Propagation invariants
When there are no sources in D and the medium parameters in D are equal in the two states, the domain integrals in eq. (36) vanish, hence
or, since n 3 = −1 at ∂D 0 and n 3 = +1 at ∂D 1 ,
Since this holds for any choice of the domain D, we infer that the quantity
with A denoting a horizontal plane at arbitrary depth x 3 , is a unified propagation invariant (i.e. it is independent of the depth x 3 of A). On the other hand, when the medium parameters are each other's adjoints in the two states, we find in a similar way from eq. (37) that the quantity
is a unified propagation invariant. Propagation invariants have been extensively used in the analysis of symmetry properties of reflection and transmission responses and for the design of efficient numerical modelling schemes for acoustic and elastodynamic wavefields (Haines 1988; Kennett et al. 1990; Koketsu et al. 1991; Takenaka et al. 1993) .
M AT R I X -V E C T O R WAV E F I E L D R E P R E S E N TAT I O N S
Representation of the convolution type
A wavefield representation is obtained by replacing one of the states in a reciprocity theorem by a Green's state (Knopoff 1956; de Hoop 1958; Gangi 1970; Pao & Varatharajulu 1976 ). Here we derive a unified matrix-vector wavefield representation from the matrix-vector reciprocity theorem of the convolution type (eq. 36). We introduce the Green's matrix G(x, x A , ω) (with the same dimensions as matrix A) as the solution of the unified matrix-vector wave eq. (1), with the source vector d replaced by a diagonal point-source matrix. Hence
where I is an identity matrix and x A defines the position of the point source. We let G represent the forward propagating solution of eq. (43), which corresponds to imposing causality in the time domain, that is, G(x, x A , t) = O for t < 0, where O is a zero matrix (the relation between functions in the time-and frequency domain is defined by the Fourier transform, eq. A7). Before we derive the unified wavefield representation, we first derive a reciprocity relation for the Green's matrix. To this end we define a second forward propagating Green's matrix G(x, x B , ω), with its point source at x B . We assume that x A and x B are both situated in D. We replace q A and q B in reciprocity theorem (36) by G(x, x A , ω) and G(x, x B , ω), respectively. Accordingly, we replace d A and d B by Iδ(x − x A ) and Iδ(x − x B ), respectively. Both Green's matrices are defined in the same medium, hence, A A = A B . This implies that the second integral on the right-hand side of eq. (36) vanishes. When Neumann or Dirichlet boundary conditions apply on ∂D, or when the medium outside ∂D is homogeneous, the first integral on the right-hand side of eq. (36) vanishes as well. We thus obtain
Using N −1 = −N this gives
which is the unified source-receiver reciprocity relation for the Green's matrix. Next, we use the same reciprocity theorem to derive a representation for the actual wavefield vector q. We let state B be the actual state (i.e. actual wavefield, source and medium parameters). For convenience we drop the subscript B from q B , d B and A B . For state A we choose again the Green's state. Hence, we replace q A by G(x, x A , ω) and d A by Iδ(x − x A ). Operator A A may be defined in a reference medium or in the actual medium. Making these substitutions in eq. (36), pre-multiplying all terms by −N, using eq. (45) and −NN = I, we obtain
where χ (x A ) is the characteristic function, defined as
The left-hand side of eq. (46) is the actual wavefield vector q, observed at x A (when x A is inside D). The right-hand side contains, respectively, a contribution from the source distribution d(x, ω) inside D, a contribution from the wavefield q(x, ω) at the boundary ∂D, and a contribution from the contrast operator A − A A , applied to the wavefield q(x, ω) inside D. This unified matrix-vector wavefield representation holds for all wave phenomena listed in Table 1 .
This representation can often be simplified, which leads to different applications. For example, when the medium outside the domain D is homogeneous, source free and identical in both states, the boundary integral on the right-hand side vanishes. The remaining representation (with A A defined in a reference medium) forms a basis for the analysis of forward scattering problems. On the other hand, when A A is defined in the actual medium (i.e. A A = A) and the domain D is source free, only the boundary integral on the right-hand side remains. In this case, eq. (46) is a generalization of the Kirchhoff-Helmholtz integral (Morse & Feshbach 1953; Born & Wolf 1965; Pao & Varatharajulu 1976; Berkhout 1982; Frazer & Sen 1985) , which finds applications in forward wavefield extrapolation problems.
Representation of the correlation type
Representations of the correlation type find their application in inverse source problems (Porter & Devaney 1982; de Hoop 1995) , inverse scattering problems (Devaney 1982; Bojarski 1983; Bleistein 1984; Oristaglio 1989) , imaging (Porter 1970; Schneider 1978; Berkhout 1982; Maynard et al. 1985 (Porter 1970; Oristaglio 1989) elegantly covers most of the aforementioned applications for scalar wavefields. It is obtained by replacing both states in the reciprocity theorem of the correlation type by Green's states. Here we derive a unified representation for the homogeneous Green's matrix by substituting two Green's matrices into the matrix-vector reciprocity theorem of the correlation type (eq. 37).
Before we discuss the homogeneous Green's matrix, we introduce the Green's matrix of the adjoint medium,Ḡ(x, x A , ω), as the forward propagating solution of the following matrix-vector wave equation
Pre-and post multiplying all terms by J and subsequently using eq. (28) gives
Taking the complex conjugate of all terms and using JJ = I gives
Subtracting all terms in this equation from the corresponding terms in eq. (43) we obtain
Because G h (x, x A , ω) obeys a matrix-vector wave equation without a source term, we call it the homogeneous Green's matrix. The second term on the right-hand side represents a backward propagating wavefield in the adjoint medium. Next, we use the correlation-type reciprocity theorem (eq. 37) to derive a representation for the homogeneous Green's matrix G h . For state A we choose the Green's matrix in the adjoint medium, hence, we replace (45) and (52), KK = I and K = JN = −NJ, we obtain
This unified homogeneous Green's matrix representation holds for all wave phenomena listed in Table 1 . It forms the basis for generalizing the applications mentioned at the beginning of this section.
C O N C L U S I O N S
A unified matrix-vector wave equation is presented for acoustic, quantum mechanical, electromagnetic, elastodynamic, poroelastodynamic, piezoelectric and seismoelectric waves. For most cases a 3-D inhomogeneous, anisotropic, dissipative medium is considered. The unified equation may be used as a basis for generalizing various applications of the elastodynamic matrix-vector wave equation, such as the analysis of surface waves, the derivation of long-wave effective medium parameters, the derivation of propagator matrices, decomposition into downgoing and upgoing waves, modelling wide-angle propagation in laterally variant media, etc. The operator matrix in the matrix-vector wave equation obeys unified symmetry relations. These symmetry relations underly unified reciprocity theorems of the convolution and correlation type, which, in turn, form the basis for representations of the wave vector and the homogeneous Green's matrix. Reciprocity theorems and representations find applications in forward modelling problems, inverse source and inverse scattering problems, imaging, time-reversal methods and Green's function retrieval from ambient noise. The unified treatment in this paper provides a starting point for generalizing these applications to a broad range of wave phenomena.
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A P P E N D I X A : A C O U S T I C WAV E S
The basic equations for acoustic wave propagation are the linearized equation of motion
and the linearized deformation equation
(de Hoop 1995; Willis 2012). Here m i = m i (x, t) is the momentum density as a function of spatial position x and time t, p = p(x, t)
is the acoustic pressure, = (x, t) the cubic dilatation, v i = v i (x, t) the particle velocity, and f i = f i (x, t) and q = q(x, t) represent the sources in terms of external force density and volume-injection rate density, respectively (the function q should not be confused with vector q and its components q 1 and q 2 in eqs (1) and (2)). Operator ∂ i stands for differentiation in the x i -direction. Lower-case Latin subscripts (except t) take on the values 1, 2 and 3, and Einstein's summation convention applies to repeated subscripts. Operator ∂ t stands for the temporal differential operator ∂/∂t. The constitutive relations for an inhomogeneous, anisotropic fluid are given by
where ρ ij = ρ ij (x) and κ = κ(x) are the mass density and compressibility, respectively. To account for anisotropy, the mass density is defined as a tensor. Although ideal fluids are by definition isotropic, inhomogeneities at the micro scale can often be represented by effective anisotropic parameters at the macro scale. For example, a periodic stratified fluid can, in the long wavelength limit, be represented by a homogeneous fluid with an effective transverse isotropic mass density tensor and an effective isotropic compressibility (Schoenberg & Sen 1983) . The mass density tensor is symmetric, that is, ρ ij = ρ ji . Substituting the constitutive relations (A3) and (A4) into eqs (A1) and (A2) yields
We define the temporal Fourier transform of a space-and time-dependent function h(x, t) as
where i is the imaginary unit. For notational convenience, we use the same symbol (here h) for quantities in the time domain and in the frequency domain. We use eq. (A7) to transform eqs (A5) and (A6) to the frequency domain. The time derivatives are thus replaced by −iω, hence
Downloaded from https://academic.oup.com/gji/article-abstract/216/1/560/5145850 by Bibliotheek TU Delft user on 17 December 2018 q(x, ω) . In a lossless medium, the parameters ρ ij (x) and κ(x) are real-valued and frequency independent. To account for losses, we replace them by complex-valued, frequency-dependent parameters ρ ij = ρ ij (x, ω) and κ = κ(x, ω) (de Hoop 1995; Carcione 2007) . The quantities p and v 3 constitute the power-flux density j in the x 3 -direction, via
We choose these quantities for the 1 × 1 vectors q 1 and q 2 in eqs (3) and (4), hence
To arrive at a set of equations for these quantities, we need to eliminate the remaining wavefield quantities, v 1 and v 2 , from eqs (A8) and (A9). To this end, we first introduce the inverse of the mass density tensor, the so-called specific volume tensor
with δ hj denoting the Kronecker delta. On account of the symmetry of the mass density tensor and eq. (A12), the specific volume tensor is symmetric as well, hence ϑ hi = ϑ ih . Applying ϑ hi to both sides of eq. (A8), using eq. (A12), gives
We separate the derivatives in the x 3 -direction from the lateral derivatives in eqs (A13) and (A9), according to
Einstein's summation convention applies also to repeated Greek subscripts (which take on the values 1 and 2). The particle velocity v α needs to be eliminated from eq. (A15). From eq. (A13) we obtain
Substituting eq. (A16) into eq. (A15), using eq. (A14), we obtain
We define
with b α3 = 0 and b αβ = b βα on account of ϑ hi = ϑ ih . Eqs (A14) and (A17) have the form of eqs (3) and (4), with q 1 and q 2 defined in eq. (A11), 1 × 1 vectors d 1 and d 2 defined as
and 1 × 1 operator matrices A 11 , A 12 , A 21 and A 22 defined as
The notation in the right-hand side of these equations should be understood in the sense that differential operators act on all factors to the right of it. For example, operator ∂ α b αβ ∂ β , applied via eq. (4) A 12 ,Ā 21 andĀ 22 in the adjoint medium are defined as in eqs (A20)-(A23), but with κ, ϑ hi and b αβ replaced byκ,θ hi andb αβ , respectively. These operators obey relations (19)- (22). For the special case of an isotropic fluid we have ϑ hi = 1 ρ δ hi , with ρ denoting the mass density of the isotropic fluid. For this situation eqs (A20)-(A23) reduce to the well-known expressions (Corones 1975; Ursin 1983; Fishman & McCoy 1984; Wapenaar & Berkhout 1989; de Hoop 1996b) .
A P P E N D I X B : Q UA N T U M M E C H A N I C A L WAV E S
Schrödinger's wave equation for a particle with mass m in a potential V = V(x) is given by (Messiah 1961; Merzbacher 1961 )
where ψ = ψ(x, t) is the wave function and = h/2π , with h Planck's constant. We use eq. (A7) to transform this equation to the space-frequency domain, which means we can replace ∂ t by −iω. This gives
with ψ = ψ(x, ω). To account for losses, we replace V(x) by a complex-valued, frequency-dependent function V(x, ω). The quantities ψ and 2 mi ∂ 3 ψ constitute the probability current density j in the x 3 -direction, via
To arrive at a set of equations for these quantities, we first recast eq. (B2) (using the fact that and m are constants) as
This equation, together with the trivial equation
have the form of eqs (4) and (3), with q 1 and q 2 defined in eq. (B4), d 1 = d 2 = 0, and 1 × 1 operator matrices A 11 , A 12 , A 21 and A 22 defined as
Operators A 12 and A 21 obey the symmetry relations (17) and (18). We define the adjoint potential asV = V * . OperatorsĀ 12 andĀ 21 for the adjoint potential obey relations (20) and (21).
A P P E N D I X C : E L E C T RO M A G N E T I C WAV E S
In the space-frequency domain, the Maxwell equations for electromagnetic wave propagation read (Landau & Lifshitz 1960; de Hoop 1995) 
572
where
are source functions in terms of external electric and magnetic current densities and, finally, ijk is the alternating tensor (or Levi-Civita tensor), with 123 = 312 = 231 = − 213 = − 321 = − 132 = 1 and all other elements being equal to 0. The constitutive relations for an inhomogeneous, anisotropic, dissipative medium are given by
where ε ik = ε ik (x, ω), μ km = μ km (x, ω) and σ ik = σ ik (x, ω) are the permittivity, permeability and conductivity tensors, respectively. The subscripts 0 refer to the parameters in vacuum and the subscripts r denote relative parameters for the anisotropic medium. These tensors obey the symmetry relations ε ik = ε ki , μ km = μ mk and σ ik = σ ki , respectively. Substituting the constitutive relations (C3)-(C5) into Maxwell's electromagnetic field eqs (C1) and (C2) yields
A matrix-vector wave equation for electromagnetic waves in an isotropic stratified medium is given by Ursin (1983) and van Stralen (1997) . This has been extended for an anisotropic stratified medium by Løseth & Ursin (2007) . Here we derive the matrix-vector wave equation for electromagnetic waves in a 3-D inhomogeneous, anisotropic, dissipative medium.
The quantities
constitute the power-flux density j in the x 3 -direction, via
We choose these quantities for the 2 × 1 vectors q 1 and q 2 in eqs (3) and (4), hence
To arrive at a set of equations for these quantities, we need to eliminate the remaining wavefield quantities, E 3 and H 3 , from eqs (C6) and (C7). We start by rewriting these equations as
Eq. (10) implies
We separate the derivatives in the x 3 -direction from the lateral derivatives in eqs (C14) and (C12), according to
The field components E 3 and H 3 need to be eliminated. From eqs (C13) and (C15) we obtain
Substituting eqs (C21) and (C22) into eqs (C19) and (C20) we obtain
Eqs (C23) and (C24) have the form of eqs (3) and (4), with q 1 and q 2 defined in eq. (C11), 2 × 1 vectors d 1 and d 2 defined as
and 2 × 2 operator matrices A 11 , A 12 , A 21 and A 22 defined as
These operators obey the symmetry relations (16)-(18). We define adjoint electromagnetic medium parameters asε ik = ε * ik ,μ km = μ * km and σ ik = −σ * ik . Using eq. (C8) it follows thatĒ ik = E * ik . Similar relations hold for E 1 , E 3 , μ 1 and μ 3 , which contain the parameters E ik and μ km . OperatorsĀ 11 ,Ā 12 ,Ā 21 andĀ 22 in the adjoint medium obey relations (19)-(22). Explicit expressions for the operator matrices in an isotropic medium are given in the supplemental material, section 1.
A P P E N D I X D : E L A S T O DY N A M I C WAV E S
In the space-frequency domain, the elastodynamic equations of motion and deformation read (Achenbach 1973; Aki & Richards 1980; de Hoop 1995; Willis 2012) 
where m i = m i (x, ω) is the momentum density, τ ij = τ ij (x, ω) the stress tensor, e kl = e kl (x, ω) the strain tensor, v k = v k (x, ω) the particle velocity, and f i = f i (x, ω) and h kl = h kl (x, ω) are source functions in terms of external force density and deformation-rate density, respectively. The stress, strain and deformation-rate tensors obey the symmetry relations τ ij = τ ji , e kl = e lk and h kl = h lk . The constitutive relations for an inhomogeneous, anisotropic, dissipative solid are given by
where ρ ij = ρ ij (x, ω) and s klmn = s klmn (x, ω) are the mass density and compliance tensors, respectively. These tensors obey the symmetry relations ρ ij = ρ ji and s klmn = s lkmn = s klnm = s mnkl , respectively (Aki & Richards 1980; Dahlen & Tromp 1998) . Substituting the constitutive relations (D3) and (D4) into eqs (D1) and (D2) yields
We introduce the stiffness tensor c ijkl = c ijkl (x, ω) as the inverse of the compliance tensor s klmn , according to
The stiffness tensor obeys the symmetry relation c ijkl = c jikl = c ijlk = c klij . Multiplying all terms in eq. (D6) by c ijkl , using the symmetry relations τ ij = τ ji and c ijkl = c ijlk , we obtain an alternative form of eq. (D6), according to
A matrix-vector wave equation for elastodynamic waves in an inhomogeneous anisotropic medium is given by Woodhouse (1974). Here we review this derivation, which also serves as a starting point for the derivation of the matrix-vector wave equations for poroelastodynamic waves (Appendix E), piezoelectric waves (Appendix F) and seismoelectric waves (Appendix G). The quantities −τ 3 and v (which are 3 × 1 vectors, with (τ 3 ) i = τ i3 and (v) i = v i ) constitute the power-flux density j in the x 3 -direction, via
We choose these quantities for the 3 × 1 vectors q 1 and q 2 in eqs (3) and (4), hence
To arrive at a set of equations for these quantities, we need to eliminate the remaining wavefield quantities, 3 × 1 vectors τ 1 and τ 2 (with (τ j ) i = τ i j ), from eqs (D5) and (D8). We start by rewriting these equations as
where ρ and C jl are 3 × 3 matrices, with (ρ) i j = ρ i j , ρ t = ρ, (C jl ) ik = c ijkl , C t jl = C l j , and where f and h l are 3 × 1 vectors, with (f) i = f i and (h l ) k = h kl . We separate the derivatives in the x 3 -direction from the lateral derivatives in eqs (D11) and (D12), according to
The field components τ 1 and τ 2 need to be eliminated. From eq. (D12) we obtain
Substituting eq. (D14) into (D15) and the result into eq. (D13), we obtain Unified matrix-vector wave equation
where U α3 = O and U t αβ = U βα on account of C t jl = C l j . Eqs (D16) and (D14) have the form of eqs (3) and (4), with q 1 and q 2 defined in eq. (D10), 3 × 1 vectors d 1 and d 2 defined as
and 3 × 3 operator matrices A 11 , A 12 , A 21 and A 22 defined as
These operators obey the symmetry relations (16)- (18). We define adjoint elastodynamic medium parameters asc i jkl = c * i jkl andρ i j = ρ * i j . Similar relations hold for C jl , U αβ and ρ, which contain the parameters c ijkl and ρ ij . OperatorsĀ 11 ,Ā 12 ,Ā 21 andĀ 22 in the adjoint medium obey relations (19)- (22). Explicit expressions for the operator matrices in an isotropic medium are given in the supplemental material, Section 2. 
The 5 × 1 vectors d 1 and d 2 are defined as 
