We study the Lp induced gain of discretetime linear switching systems with graph-constrained switching sequences. We first prove that, for stable systems in a minimal realization, for every p ≥ 1, the Lp-gain is exactly characterized through switching storage functions. These functions are shown to be the pth power of a norm. In order to consider general systems, we provide an algorithm for computing minimal realizations. These realizations are rectangular systems, with a state dimension that varies according to the mode of the system. We apply our tools to the study on the of L2-gain. We provide algorithms for its approximation, and provide a converse result for the existence of quadratic switching storage functions. We finally illustrate the results with a physically motivated example.
I. Introduction
Discrete-time linear switching systems are multi-modal systems that switch between a finite set of modes. They arise in many practical and theoretical applications [2] , [13] , [16] , [17] , [22] , [30] . They are of the form
where x ∈ R n , w ∈ R d and z ∈ R m are respectively the state of the system, a disturbance input, and a performance output. The function σ(·) : N → {1, . . . , N } is called a switching sequence, and at time t, σ(t) is called the mode of the system at time t. We consider switching sequences following a set of logical rules: they need be generated by walks in a given labeled graph Θ (we will denote this by σ ∈ Θ). The analysis and control of switched systems is an active research area, and many questions that are easy to understand and decide for LTI (i.e., Linear Time Invariant) systems are known to be hard for switching systems (see, e.g., [6] , [16] , [22] , [28] ). Nevertheless, several analysis and control techniques have been devised (see e.g. [11] , [19] - [21] ), often providing conservative yet tractable methods. The particular question of the stability of a switched system attracts a lot of attention; in the past few years, approaches using multiple Lyapunov functions have been devised [4] , [8] , [21] , with recent works [1] , [12] , [27] analyzing how conservative these methods are. In this paper, we are interested in the analysis and computation of the L p induced gain of switching systems:
where w ∈ L p means that the disturbance signal satisfies ∞ t=0 w t p p < +∞, w p being the p-norm of w. This quantity is a measure of a system's ability to dissipate the energy of a disturbance. As noted in [24] , the L 2 -gain is one of the most studied performance measures. Some approaches link the gain of a switching system to the individual performances of its LTI modes (see e.g. [7] , [14] ); in [11] , [20] , a hierarchy of LMIs is presented to decide whether γ 2 ≤ 1. In [29] , a generalized version of the gain is studied through generating functions. For continuous time systems, [15] gives a tractable approach based on the computation of a storage function. For the general L p -gain, we refer to [24] that relies on an operator-theoretic approach. Our approach is inspired from the works [1] , [12] , [27] on stability analysis. These works present a framework for the stability analysis of switching systems (with constrained switching sequences) using multiple Lyapunov functions with pieces that are norms. In Section II, we provide a characterization of L p -gain using multiple storage functions, where pieces are now the pth power of norms. We rely on two assumptions, namely that the switching system be internally stable and in a minimal realization. In order to assert the generality of the results, both assumptions are discussed in Subsections II-A and Subsection II-B respectively. In particular, we give an algorithm for computing minimal realizations: these are rectangular systems for which the dimension of the state space varies with the modes of the system. In Section III, we narrow our focus to the L 2 -gain, providing two approaches for estimating the gain and constructing storage functions. The first uses dynamic programming and provides asymptotically tight lower bound on the gain, while the second, based on the work of [11] , [20] , provides asymptotically tight upper bounds. Then, in Subsection III-A we present a converse result for the existence of quadratic storage functions, which can be obtained using convex optimization. Section IV illustrates our results with a simple practical example.
Preliminaries
Given a system of the form (1) on N modes, we denote the set of parameters of the system by
We define constraints on the switching sequences through a strongly connected, labeled and directed graph Θ(V, E) (see e.g. [11] , [19] , [27] ). The edges of Θ are of the form (u, v, σ) ∈ E, where u, v ∈ V are the source and destination nodes and σ ∈ {1, . . . , N } is a label that corresponds to a mode of the switching system. A constrained switching system is then defined by a pair (Θ, Σ), and admissible switching sequences correspond to paths in Θ (see Fig. 1 for examples). More precisely, let π ∈ Θ denote a finite-length path π in the graph. The associated switching sequence is written t → σ π (t), where, for a given t ≥ 0, σ π (t) is the label on the t + 1th edge of π. The length of π, i.e., the number of edges it contains, is written |π|. We let π(i : j) with 1 ≤ i ≤ j ≤ |π| denote the path formed from the ith edge of π to its jth (both included). We let t → v π (t) ∈ V be the sequence of nodes encountered by π, where v π (0) is the source node, and if |π| < +∞, v π (|π|) is the destination node. The functions v π (t) and σ π (t) need not be defined for t ≥ |π|. In order to compactly describe the input-output maps of the system, we write
If π is an infinite path, we define A π , B π , C π , and D π similarly, the last three being operators on L p . When in a matrix, 0 and I are the null and identity matrix of appropriate dimensions. Given a matrix M ∈ R n×m , Im(M ) is the image of M and Ker(M ) the kernel of M . The orthogonal of a subspace X of R n is X ⊥ . The sum of K subspaces of R n ,
II. Extremal storage functions
Our main results for this section rely on two assumptions. They are discussed in Subsections II-A and II-B. (7) where B π and C π are given in (4), (5), we have
This definition of minimality equivalent to that found in [25] , Theorem 1. Minimality requires that any state x ∈ R n has a reachable and a detectable component.
Assumption 2 (Internal stability): The system (Θ, Σ) is internally (exponentially) stable, i.e., there exist K ≥ 1 and ρ < 1 such that ∀π ∈ Θ, A π ≤ Kρ |π| . Internal stability guarantees that the L p -gain of the system is bounded (see e.g. [10] ). It is difficult to decide whether a given constrained system is internally stable. Towards this end, generalizing the tools introduced in [1] , the concept of multinorm is introduced in [27] :
This concept allowed to develop tools for the approximation of the constrained joint spectral radius, denoted ρ, of systems (Θ, Σ) (see [9] , [27] ). It can be shown that the internal stability of a system is equivalent toρ < 1 (see e.g. [9] , [18] ), and in [27]-Proposition 2.2, the authors show that
Thus, a constrained switching system is stable if and only if it has a multiple Lyapunov function, with no more than one piece per node of Θ, which can be taken as a norm. Whenever the infimum is actually attained by a multinorm, we say it is extremal. The existence of such an extremal multinorm is not guaranteed.
We now show that multinorms provide a characterization of the L p -gain of constrained switching systems. They play the role of multiple storage functions. Theorem 2.1: Consider a system (Θ, Σ) satisfying Assumptions 1 and 2. Its L p -gain satisfies γ p (Θ,Σ) = min γ :
Moreover, there exists always an extremal multinorm acting as storage function for internally stable and minimal systems, i.e. that attains the value γ = γ p (Θ, Σ) in (9) .
The set of functions {F
We discuss the generality of the Assumptions 1 and 2 in the next subsections.
A. Internal stability or undecidability
Assumption 2 is a sufficient condition for γ p (Θ, Σ) < +∞, which is key in Theorems 2.1 and 2.2. Relaxing the assumption leads to decidability issues: Proposition 2.3: Given a switching system (Θ, Σ) and p ≥ 1, the question of whether or not γ p (Θ, Σ) < +∞ is undecidable.
B. Obtaining minimal realizations.
We now turn our attention to Assumption 1. Section IV presents a practically motivated system for which a very natural model turns out to be non-minimal. We need to provide a minimal realization for the system. Algorithms exist in the literature for computing minimal realizations for arbitrary switching systems (see [25] ). We use an approach similar to that of [25] , for constrained switching systems. This produces a system with the same input-output relations, but that is rectangular, with a dimension of the state space varying in time.
Definition 2: A rectangular constrained switching system a tuple (Θ(V, E), Σ, n). The graph Θ is strongly connected with nodes V and labeled, directed edges E. Edges are of the form (v 1 , v 2 , σ) ∈ E, where σ ∈ {1, . . . , |E|} are unique labels assigned to each edge. The dimension vector n = (n v ) v∈V assigns a dimension to each node
Remark 1: The systems considered so far can be cast as rectangular systems, with n = {n v = n, v ∈ V }. The one-to-one correspondence between modes and edges is easily obtained through relabeling.
Remark 2: Given any pair (v 1 , v 2 , σ 1 ), (v 2 , v 3 , σ 2 ) ∈ E, the products A σ2 A σ1 , C σ2 A σ1 , etc... are compatible. Thus, for a rectangular system (Θ, Σ, n) and a path π ∈ Θ, we may still compute the matrices A π , B π , C π and D π (see (3), (4), (5), (6) ). The definitions for the subspaces B v ⊆ R nv and C v ⊆ R nv (see Assumption 1) for rectangular systems follow immediately.
Definition 3: A rectangular system (Θ(V, E), Σ, n), n = (n v ) v∈V , is said to be minimal if, for all v ∈ V ,
Remark 3: Rectangular switching systems are only special cases of more general hybrid systems. The results we present here regarding the minimization procedure, and the mechanisms behind them, can be deduced from those presented in [25] , [26] . In order to compute a minimal realization for a system (Θ, Σ, n) we first compute the subspaces B v and C v . Proposition 2.4 (Construction of the subspaces C v ): Given a rectangular system (Θ, Σ, n), let for v ∈ V
For k = 1, 2, . . ., consider the following iteration
The sequence C v,k converges and C v = C v,K , K = n v . Remark 4: We may use the procedure above to construct B v . Indeed, we can write 
Proposition 2.6: Given a rectangular system (Θ, Σ, n), let n v be the dimension of the node v ∈ V and m v ≤ n v be the dimension of C ⊥ v . Let K v ∈ R nv×mv be an orthogonal basis of C ⊥ v . The rectangular system (Θ(V, E),Σ,n) on the set
Theorem 2.7: Given a rectangular system (Θ, Σ, n = {n v , v ∈ V }), consider the following iteration procedure. Let S 0 = (Θ, Σ, n) , and for k = 1, 2, . . . , let S k be the system obtained by applying first Proposition 2.5 then Proposition 2.6 to S k−1 . Then S N is minimal for N = n v , and γ p (Θ, Σ, n) = γ p (Θ,Σ,n). As a conclusion, even when given a non-minimal system (Θ, Σ), we may always construct a minimal rectangular system (Θ,Σ, {(n v ) v∈V }) with the same L p -gain. Theorem 2.1 is easily translated for rectangular systems, by defining a multinorm {(|·| v ) v∈V } as a set of norms, where |·| v is a norm on the space R nv . The storage functions of Theorem 2.2 remain well defined, with F v,γ,p now taking values in R nv .
Remark 5: There might be some pathological cases where the dimension of some nodes reduces to 0. This would correspond to a situation where, initially,
III. Storage functions for the L 2 -gain. We now aim at computing the extremal storage functions F v,γ,2 (x) (see Theorem 2.2) of a system for computing its L 2 -gain. We no longer consider rectangular systems here, but the generalization of the results is straightforward. The Assumptions 1 and 2 still hold.
In approximating the function F v,γ,2 (x), two questions arise. First, given a value of γ, how can we get a good approximation of F v,γ,2 (x)? Second, and more importantly, how can we obtain obtain a good estimate of the L 2 -gain? We propose a first method, based on dynamic programming and asymptotically tight under-approximations of the L 2 -gain, and a second method, based on the pathdependent Lyapunov function framework of [11] , [21] , for obtaining over-approximations of the L 2 -gain.
Both are based on the following observation. Given a system (Θ(V, E), Σ), we can write
where the path π is fixed. The definition above holds for any path of finite or infinite length. A first approximation of F v,γ,p is obtained limiting the length of the paths to some K ≥ 1:
We have the following for p = 2:
F v,γ,2,π (x) = (14)
x
If |π| = K, F v,γ,2,π can be computed using dynamic programming. Indeed,
We can then solve for w K−1 as a function of y = A π(1:K−1) x, and then solve for w K−2 , . . . , w 0 in succession. Proposition 3.1: Given a system (Θ(V, E), Σ), and an integer K ≥ 1 leť
For any γ >γ K,2 , K ≥ n|V |,F 1/2 v,γ,2,K is a norm. Proposition 3.2: Given a system (Θ (V, E) , Σ), for any k ≥ 1,γ k,p ≤ γ p (Θ, Σ) , and lim k→∞γk,p = γ p (Θ, Σ) . The approach above allows to get asymptotically tight lower-bounds. In order to get upper bounds, we can approximate storage functions by quadratic norms using the Horizon-Dependent Lyapunov functions of [11] . Proposition 3.3 ( [11] ): Consider a system (Θ, Σ). For any K ≥ 1, consider the following program:
Then lim K→∞γK = γ p (Θ, Σ), andγ K ≥ γ p (Θ, Σ). 
with F v,γ,p,φ as in (13) . Compared to F v,γ,p , we now fix the first K edges of the path considered in (11) to be those of a path π. It is easily seen that
By definition, if we take two paths π 1 and π 2 of length K such that π 1 (2 : K) = π 2 (1 : K − 1), we can then verify that
For p = 2, assuming the functionsF to be quadratic, the inequalities above are equivalent to the LMIs of Proposition 3.3. Together, Propositions 3.2 and 3.3 enable us to approximate the L 2 -gain of a system, and its storage functions, in an arbitrarily accurate manner.
A. Converse results for the existence of quadratic storage functions.
Quadratic (multiple) Lyapunov functions have received a lot of attention in the past for the stability analysis of switching systems (see e.g. [4] , [16] , [23] , [27] ).
Checking for their existence is computationally easy as it boils down to solving LMIs. They are however conservative certificates of stability, and thus it is interesting to seek ways to quantify how conservative these methods are. In the following, we extend existing results on the conservatism of quadratic Lyapunov functions (see [3] , [5] , [27] ) to the performance analysis case. We give a converse theorem for the existence of quadratic storage functions, along with a conjecture related to Horizon-Dependent Storage functions (Proposition 3.3).
Theorem 3.4: Given a constrained switching system (Θ(V, E), Σ), consider the system (Θ, Σ ) with
If γ 2 (Θ, Σ ) ≤ 1, then γ 2 (Θ, Σ) ≤ 1 and there is a set of
We conjecture that the following extension, which follows from the stability analysis case (see e.g. [27] , Theorem 3.5), holds true for the performance analysis case:
Conjecture 1: Given a constrained switching system (Θ(V, E), Σ), consider the system (Θ, Σ ) with
If γ 2 (Θ, Σ ) ≤ 1, then (Θ, Σ) has a Horizon-Dependent storage function (see Proposition 3.3) for K = d + 1.
IV. Example.
We are given a stabilized LTI system 1 ,
We let x ∈ R 2 , z ∈ R 2 , w ∈ R 1 . We assume that there might be delays in the control updates. At any time, either u t = Kx t , or u t = u t−1 , and we assume that there cannot be more than two delays in a row. Moreover, when there is a delay, the system undergoes disturbances from the actuator, i.e. of the form Bw t . The situation can be modeled as a constrained switching system (Θ, Σ) on two modes (with σ(t) = 1 if the control input is updated or σ(t) = 2 else) with the graph Θ of Figure 2 and
The system here is actually not minimal. Indeed, take the third node c. Any vector of the form x = 0 0 α β satisfies C π x = 0, for any π such that v π (0) = c. Thus, dim(C c ) = 2. From there, we can see that at nodes a and b, C a and C b are formed of any vector Here, we cannot have more than 2 failures (that is, mode σ(t) = 2) in a row. Nodes have been labeled a,b, and c for further discussions.
of the form x = 0 0 α β , where BK α β = 0. Thus, dim(C a ) = dim(C b ) = 1. Applying Theorem 2.7 to the system (Θ, Σ) (after applying Remark 1), we obtain a minimal rectangular system with nodal dimensions (2, 3, 2) . We can then approximate the storage functions V. Conclusion. We provide a general characterization of the L p -gain of discrete-time linear switching system under the form of switching storage functions. Under the assumptions of internal stability and minimality, the pieces of these functions are the pth power of norms. The generality of these assumptions is discussed and we provide means to compute minimal realizations of constrained switching systems. We then turn our focus on the L 2 gain, and provide algorithms for obtaining asymptotically tight lower and upper bounds on the gain based on the approximation of storage functions. Finally, we provide a converse result for the existence of quadratic storage functions exploiting the nature of storage functions, and formulate a conjecture about Horizon-Dependent storage functions.
We believe an answer to the conjecture (positive or negative) will allow for a better understanding of the geometry underlying Lyapunov methods for performance analysis.
