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Abstract
Sulfur oxidation products are involved in the formation of acid rain and atmospheric aerosol
particles. The formation mechanism of these sulfur-containing species is often complex,
especially when ions are involved. The work of this thesis uses computational methods to
explore reactions of sulfur dioxide with some atmospheric ions, and to examine the eﬀect of
humidity on the stability and electrical mobilities of sulfuric acid-based clusters formed in
the ﬁrst steps of atmospheric particle formation.
Quantum chemical calculations are performed to provide insights into the mechanism of the
reaction between sulfur dioxide (SO2) and the superoxide ions (O
–
2) in the gas phase. This
reaction was investigated in various experimental studies based on mass spectrometry, but
discrepancies on the structure of the product remained disputed. The performed calculations
indicate that the peroxy SO2O
–
2 molecular complex is formed upon collision of SO2 and O
–
2.
Due to a high energy barrier, SO2O
–
2 is unable to isomerize to the sulfate radical ion (SO
–
4),
the most stable form of the singly charged tetraoxysulfurous ion. It is suggested that SO2O
–
2
is the major product of SO2 and O
–
2 collision.
The gas-phase reaction between SO2 and SO
–
4 is further explored. From quantum chemical
calculations and transition state theory, it is found that SO2 and SO
–
4 cluster eﬀectively
to form SO2SO
–
4, which reacts fast at low relative humidity to form SO3SO
–
3. This species
has never been observed in the atmosphere and its decomposition upon collision with other
atmospheric species is most likely. First-principles molecular dynamics simulations are used to
probe the decomposition by collisions with ozone (O3). The most frequent reactive collisions
lead to the formation of SO–4, SO3, and O2. This implies that SO
–
4 acts as a good catalyst in
the SO2 oxidation by O3 to SO3.
The best structures and the thermochemistry of the stepwise hydration of bisulfate ion, sulfu-
ric acid, base (ammonia or dimethylamine) clusters are determined using quantum chemical
calculations. The results indicate that ammonia-containing clusters are more hydrated than
dimethylamine-containing ones. The eﬀect of humidity on the mobilities of diﬀerent clusters
is further examined and it is ﬁnally found that the eﬀect of humidity is negligible on the
electrical mobilities of bisulfate ion, sulfuric acid, ammonia or dimethylamine clusters.
Keywords: sulfur dioxide, molecular clustering, kinetics, ﬁrst principles methods
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1 Sulfur oxidation products and their implication
in atmospheric processes
Sulfur is important in many areas of human life. It possesses medicinal properties
through some of its organic derivatives (Parcell, 2002; Omar and Al-Wabel, 2010) and
participates in atmospheric processes through its oxidation products (Berndt et al.,
2003, 2004; Seinfeld and Pandis, 2006; Shukla et al., 2013). Sulfur is predominatly
present in the atmosphere as sulfur dioxide (SO2), which is mainly emitted from vol-
canoes and human activities. The oxidation process of SO2 is the main way by which
sulfur is tranformed into other sulfur-containing compounds in the atmosphere. At-
mospheric sulfur-containing compounds actively take part in acid rain and aerosol
particle formation. Aerosol particles, very small liquid or solid particles suspended in
air (Hinds, 1999), have various eﬀects on human health (Stieb et al., 2002; Nel, 2005)
and climate (Yu et al., 2001; Ramanathan et al., 2001). They are either emitted into
the atmosphere as particles such as soot, pollen, or sea salt particle − known as primary
aerosol particles−, or formed in the atmosphere from condensable vapours − known as
secondary aerosol particles. Although believed to cool the climate, secondary aerosol
particles constitute one of the major uncertainties in predicting the net radiative forc-
ing and global temperature change (IPCC, 2013), although intensive research has been
dedicated to aerosol science during the past decades.
It is well established that the formation of atmospheric aerosol particles in many envi-
ronments is driven by sulfuric acid (H2SO4) (Kuang et al., 2008; Nieminen et al., 2009).
Sulfuric acid forms very stable molecular clusters with ammonia, amines, and organic
compounds (Kurte´n et al., 2008; Almeida et al., 2013; Riccobono et al., 2014; Ehn et al.,
2014). Other sulfur oxidation products than sulfuric acid are also known to enhance
or trigger the formation of atmospheric aerosols (Berndt et al., 2008; Laaksonen et al.,
2008; Bork et al., 2014; Chen et al., 2015). The main source of atmospheric H2SO4 is
SO2 oxidation reactions. These reactions can follow a completely electrically neutral
mechanism, that is, without involving charged species, or they can be ion-induced. The
electrically neutral oxidation of SO2 in the gas phase, which includes reactions with the
hydroxyl radical in a UV-light-induced mechanism (Seinfeld and Pandis, 2006), stabi-
lized Criegee intermediates (Welz et al., 2012; Mauldin III et al., 2012), and mineral
dust (Harris et al., 2013) is the major source of atmospheric H2SO4, while ion-induced
oxidation constitutes a minor contribution (Enghoﬀ et al., 2012; Bork et al., 2013a).
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SO2 reactions with ions are generally complex. Athough the terminal oxidation species
is always H2SO4 or HSO
–
4, various oxysulfurous intermediate ions can form (Mo¨hler
et al., 1992; Fehsenfeld and Ferguson, 1974; Fahey et al., 1982). In cloud droplets, SO2
oxidation leads to the formation of sulfates (Hegg et al., 1996).
Ions are produced in the atmosphere from galactic cosmics rays and from radon decay.
The oxygen (O2) and nitrogen (N2) molecules are the most likely species to be ionized
ﬁrst, given their high concentration in the atmosphere. Due to its high electron aﬃn-
ity, O2 most likely carries a negative charge, forming the superoxide ion (O
–
2), while N2
carries a positive charge. Thereafter, a number of chemical reactions including charge
transfer may take place. Various reactions of O–2 with trace pollutants such as O3, NO,
NO2, CO2, and SO2 have been investigated by experimental techniques (Fahey et al.,
1982; Fehsenfeld and Ferguson, 1974; Mo¨hler et al., 1992). Reactions with SO2 are
the most interesting in this context since sulfur oxidation products participate in the
formation of atmospheric aerosol particles and contribute to the understanding of the
atmospheric sulfur cycle. However, the use of experimental techniques such as mass
spectrometry does not alone yield a clear understanding of the mechanism and species
involved in chemical reactions. While giving information on the molecular weight of
the species formed, from which their elemental composition can be obtained, mass
spectrometry is not able to reveal the chemical formulae of the detected compounds.
Also, some reactions happen so fast that they may not be captured. Furthermore, the
formation mechanisms, identities and the chemical outcomes of some of these species
remain poorly known. The work presented in this thesis aims to uncover detailed
mechanisms of some SO2 ion-induced oxidation reactions using quantum chemical and
molecular dynamics simulations.
Recent advances in experimental methods to investigate atmospheric particle forma-
tion has led to the development of state-of-the-art instruments like the atmospheric
pressure interface time-of-ﬂight mass spectrometer (APi-ToF MS), which allows detec-
tion of molecular clusters down to 1 nm size (Junninen et al., 2010; Ehn et al., 2010).
However, the ubiquitous water vapor, one of the most abundant trace gases in the
atmosphere, is neither detected with most instruments including the APi-ToF MS nor
taken into account in various dynamics simulations of atmospheric particle formation:
the concentration of water is so high compared to that of sulfuric acid, ammonia or
amines that the explicit kinetic and dynamic modelling of H2SO4-NH3/amine-H2O is
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impossible (Olenius et al., 2013). Another challenge that comes with hydration is the
separation of hydrated clusters using an ion mobility mass spectrometer. Water gen-
erally evaporates in the instrument and the clusters are detected in their dry states.
Theoretical calculations demonstrated, nevertheless, that hydration might play a role
on the dynamics of these clusters as water binds eﬀectively to various sizes of elec-
trically neutral H2SO4-based clusters (Henschel et al., 2014). Further calculations are
performed in this thesis to investigate the hydration eﬀect on electrical mobilities of
H2SO4-based clusters.
The work presented in this thesis aims to:
− provide detailed mechanisms for reactions between SO2 and some atmospheric ions,
namely O–2 and SO
–
4, in order to bridge the gap between theory and experiments (Pa-
pers I & II),
− investigate the eﬀect of hydration on molecular clustering, reaction rate constants,
and electrical mobilities of charged species (Papers I, II & IV),
− evaluate the steric eﬀects on the reaction rate constants and the dynamics of clusters
(Paper III).
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2 Quantum chemical methods
The ﬁrst step to treat physical and chemical problems using quantum chemistry is
to solve the time-independent Schro¨dinger equation. This fundamental equation in
quantum mechanics, which describes the stationary states of a system of electrons and
atomic nuclei, is given as
HˆΨ(r, R) = EΨ(r, R), (1)
where E is the energy and Ψ(r,R) the wavefunction describing the quantum state of
the system. Hˆ is the Hamiltonian operator, which yieds the total energy (kinetic
and potential) of the system when acting on the wavefunction. For a non-relativistic
system containing N electrons and M nuclei, the Hamiltonian operator is given (in
atomic units) as (Jensen, 2007)
Hˆ = −
N∑
i=1
1
2
2i −
M∑
A=1
1
2MA
2A −
N∑
1=1
M∑
A=1
ZA
rˆiA
+
N∑
i=1
N∑
j>1
1
rˆij
+
M∑
A=1
M∑
B>1
ZAZB
RˆAB
(2)
≡ Tˆe(r) + TˆN(R) + VˆeN(r, R) + Vˆee(r) + VˆNN(R). (3)
Tˆe(r) and TˆN(R) are the electron and nuclear kinetic energy operators, while Vˆee(r),
VˆeN(r, R), and VˆNN(R) decribes the electron-electron, electron-nuclear, and nuclear-
nuclear interactions, respectively. rˆiA = |rˆi−RˆA|, rˆij = |rˆi−rˆj|, and RˆAB = |RˆA−RˆB| are
distance operators between electron i and the nucleus A, between electrons i and j, and
between the nuclei A and B, respectively. Solving the Schro¨dinger equation requires a
set of assumptions and approximations, one of which is the Born-Oppenheimer (BO)
approximation. This approximation assumes that the motion of atomic nuclei and the
motion of electrons in a system can be separated. This is justiﬁed by the fact that the
mass of an atomic nucleus in a molecule is much larger (more than 1000 times) than the
mass of an electron. In dynamical sense, electrons move much faster than atomic nuclei,
and can be assumed to be moving in a ﬁeld of ﬁxed nuclei. Indeed, electrons respond
to forces very quickly while nuclei do not. The wavefunction describing the system can
then be separated into nuclear wavefunction (χnucl(R)) and electronic wavefunction
(ψelec(r, R)) that depends on the (ﬁxed) nuclear positions. On the other hand, the
nuclear kinetic energy term in equation (3) can be neglected and we are left with the
electronic part of the Halmiltonian
Hˆelec(r, R) = Tˆe(r) + VˆeN(r, R) + Vˆee(r) + VˆNN(R). (4)
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We can then write the electronic Schro¨dinger equation as
Hˆelec(r, R)ψelec(r, R) = Eelec(R)ψelec(r, R), (5)
where ψelec(r, R) and the electronic energy Eelec(R) are solutions to Equation (5). It
should be noted here that although the nuclear kinetic energy term is solved separately
under the BO approximation, this approximation still takes into account the positions
of the nuclei upon which the electronic energy parametrically depends. The nuclear-
nuclear interaction potential VˆNN(R) is also often separated from equation (4) since
the nuclear positions are parameters so that VˆNN(R) is just a constant that shifts the
eigenvalue by some ﬁxed amount. The combination of Eelec(R) with VˆNN(R) forms the
potential energy function which controls the nuclear motion. The nuclear Schro¨dinger
equation can then be written as(
TˆN(R) + Eelec(R) + VˆNN(R)
)
χnucl(R) = Eχnucl(R). (6)
The total energy (E) of the system is obtained by solving equation (6). To any nuclear
position corresponds an energy for the system but, in the calculations performed in
this thesis, we are interested in the ground state global minimum geometry, that is,
the best possible arrangement of the electrons and the nuclei of the system. Two main
groups of methods are used in quantum chemistry to determine the ground state energy
a system: wavefunction-based methods and density functional theory.
2.1 Wavefunction-based methods
To simplify the dynamics of a N -electron system in wavefunction-based quantum chem-
ical methods, electron-electron interactions are approximated to interactions between
one electron and the average ﬁeld generated by the other electrons of the system. This
is the so-called Hartree-Fock (HF) theory. Under this theory, the total electronic wave-
function is given as the product of the one-electron wavefunctions, φ(ri), also known
as spin orbitals, since they must contain both the spatial and spin components. The
combination of the spin orbitals must obey the Pauli exclusion principle requirement so
that the product wavefunction is antisymmetric with respect to interchanging any two
electrons. This combination with the requirements therein can be achieved by writing
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the product wavefunction in the form of a Slater determinant as
ΦSD =
1
N !
∣∣∣∣∣∣∣∣∣∣
φ1(r1) φ2(r1) · · · φN(r1)
φ1(r2) φ2(r2) · · · φN(r2)
· · · · · · . . . · · ·
φ1(rN) φ2(rN) · · · φN(rN)
∣∣∣∣∣∣∣∣∣∣
. (7)
In order to approximately solve the electronic Schro¨dinger equation under the HF
theory, one makes the assumption that the product wavefunction of a N-electron system
can be approximated by a single Slater determinant made up of one spin orbital per
electron. The HF method determines the set of spin orbitals which minimize the energy
of the system and give the best possible single Slater determinant. This is done by
applying the variational principle and as a result, we obtain a set of N HF equations
deﬁning the orbitals,
(
1
2
2i −
M∑
A=1
ZA
|r1 − RA|
)
φi(r1) +
∑
j =i
(∫
φ∗j (r2)
1
|r1 − r2|φj(r2) dr2
)
φi(r1)
−
∑
j =i
(∫
φ∗j (r2)
1
|r1 − r2|φi(r2) dr2
)
φi(r1) = εiφi(r1), (8)
where εi is the energy eigenvalue associated with the spin orbital φi. The solution of
HF equations for a given spin orbital depends on the solution of other orbitals. To solve
the HF equations, one needs to guess some initial orbitals and then reﬁne the guesses
iteratively. This process is called the self-consistent-ﬁeld (SCF) approach. The terms
from left to right on the left hand side of equation (8) are kinetic energy, electron-nuclear
coulombic attraction, electron-electron coulombic repulsion also known as the Coulomb
term, and electron-electron exchange interactions also known as exchange term. The
exchange term arises from the antisymmetry of the wavefunction as required by the
Pauli exclusion principle. Taking the expectation value of the electronic Hamiltonian
(equation (4)) using the Slater determinant (equation (7)),〈ΦSD|Hˆelec(r, R)|ΦSD〉, yields
10
the HF energy
EHF =
N∑
i=1
∫
φ∗i (r1)
(
−1
2
2i +vext(r)
)
φi(r1) dr1
+
N∑
i=1
N∑
j
∫ ∫
φ∗i (r1)φ
∗
j (r2)
1
|r1 − r2|φi(r1)φj(r2) dr1dr2
+
N∑
i=1
N∑
j
∫ ∫
φ∗i (r1)φ
∗
j (r2)
1
|r1 − r2|φj(r1)φi(r2) dr1dr2. (9)
According to the variational principle, this energy is an upper limit to the expectation
value obtained using the true ground state wavefunction (i.e., the ground state energy).
The diﬀerence between the true ground state energy and the HF energy for a given
set of spin orbitals is known as the correlation energy. This diﬀerence in energy is due
to the fact that the inﬂuence of electrons coming close to each other at some point
is not taken into account in the description of electron interactions within the HF
wavefunction. Although the correlation energy accounts only for a small fraction of
the total energy, it is usually very important for chemical purposes. The correlation
energy can be calculated with more sophisticated methods often called post Hartree-
Fock methods, of which the most widely used are the conﬁguration interaction (CI),
the Møller Plesset (MP) perturbation theory, and the coupled cluster (CC) theory.
The CI method constructs the wavefunction as a linear combination of Slater determi-
nants, with the expansion coeﬃcients determined using the variational principle. This
method allows the ground state wavefunctions of a system to mix with it excited state
wavefunctions. The level of excitations, single, double, triple, etc., gives rise to CIS,
CISD, CISDT methods, respectively. A full CI implies all possible excitations of the
Slater determinants and thus corresponds to exactly solving the Schro¨dinger equation.
The CI calculations require large computational ressources and this method is gen-
erally limited to relatively small systems. The MP perturbation theory (Møller and
Plesset, 1934) calculates the correlation energy by adding a small perturbation to an
unperturbed Hamiltonian operator and solving the perturbed Schro¨dinger equation.
First, second, third, fourth, etc., orders perturbation leads to MP1, MP2, MP3, MP4
methods, repectively. The ﬁrst actual improvement over the HF energy with these
methods is at the MP2 level. MP2 is the most aﬀordable method including electron
correlation and it can account for 80−90 % of the correlation energy (Jensen, 2007).
CI and MP are not used in any calculations in this thesis.
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Coupled cluster methods use an exponential expansion of the wavefunction to account
for electron correlation. In the CC theory, the exact wavefunction is written as (Jensen,
2007)
Ψ = eTˆΦ0 (10)
=
(
1 + Tˆ +
1
2
Tˆ 2 +
1
3 !
Tˆ 3 + · · ·+ 1
N !
TˆN
)
Φ0, (11)
where Φ0 is the single determinant wavefunction, usually the HF determinant, and
the cluster operator Tˆ the sum of operators Tˆ1, Tˆ2, Tˆ3, · · · , TˆN , that generate singly-
excited, doubly-excited, triply-excited, · · · , Nth excited Slater determinants. N is the
number of electrons of the system. All possible excited determinants are generated
when all operators are included in the cluster operator Tˆ , and this is equivalent to
the full CI, which is unfeasible for big systems. The expansion of Tˆ is truncated and
the accuracy of the method depends on the level of truncation. The lowest truncation
giving rise to a signiﬁcant improvement over HF for the ground state energy is CCSD,
which refers to coupled cluster with single and double excitations (here Tˆ = Tˆ1 + Tˆ2).
Alternatively, there is CCSDT (when Tˆ = Tˆ1 + Tˆ2 + Tˆ3), CCSDTQ (when Tˆ = Tˆ1 +
Tˆ2 + Tˆ3 + Tˆ4), etc. The most commonly used coupled cluster method is the CCSD(T)
(used in papers I and II), which includes “normal” single and double excitations, but
a perturbative extimate of the triple excitations (Purvis and Bartlett, 1982). Other
variants of the coupled cluster (used in paper IV) are the CC2 method (Christiansen
et al., 1995) and the RI-CC2 (Ha¨ttig and Weigend, 2000), derived from CCSD and
where the doubles excitations arise from MP2.
2.2 Density functional theory
The high computational cost is a challenge and often a limitation for treating systems
with a large number of electrons using wavefunction-based methods. Density func-
tional theory (DFT) is a partial solution to this problem. Instead of the many-body
wavefunction used in HF theory, Hohenberg and Kohn (Hohenberg and Kohn, 1964)
proved that for N interacting electrons moving in an external potential Vext(r), the
ground state electron density, ρ, uniquely determines the exact ground state electronic
energy. While the wavefunction for an N electron system contains 4N variables (three
spartial and one spin coordinate) for each electron, the electron density depends on
three spatial coordinates independently of the system size. The central quantity in
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DFT is the electron density, deﬁned as the square of the wavefunction of the system
integrated over all but one of the spatial variables,
ρ(r) = N
∫
· · ·
∫
|Ψ(r1, r2, · · · , rN)|2 dr2 · · · drN, (12)
where ρ(r) determines the probability of ﬁnding any of the N electrons within the
volume element dr. The electron density is a non-negative function which vanishes
at inﬁnity (ρ(r → ∞) = 0) and integrates to the number of electrons in the system(∫
ρ(r)dr = N
)
. According to the ﬁrst Hohenberg-Kohn theorem, the total ground
state energy of a many-electron system is a functional of the electron density. This
means that if we know the electron density functional, we know the total energy of the
system. Now, the major problem in DFT arises: the exact functional is generally not
known.
Although the Hohenberg-Kohn theorem was established as the basis of modern DFT,
the signiﬁcant breakthrough of this method was achieved in 1965 when Kohn and Sham
developed a variational approach that uses an independent-electron approximation of
kinetic energy, similarly to the HF method (Kohn and Sham, 1965). They suggested
to calculate the kinetic energy assuming non-interacting electrons
Ts = −1
2
N∑
i=1
∫
φ∗i (r)2 φi(r) dr, (13)
which is only an approximation of the exact kinetic energy. Just as the HF method,
this approximation provides about 99 % of the exact kinetic energy. Here the elec-
tron density is approximated in terms of one-electron orbitals similarly to the Slater
determinant
ρ(r) =
N∑
i=1
|φi(r)|2. (14)
The diﬀerence between the exact kinetic energy and that calculated with the
independent-electron approximation is accounted for in the so-called exchange-
correlation term, EXC . Under the Kohn-Sham theory, the functional energy can then
be expressed as a sum of four terms below,
E[ρ(r)] = Ts[ρ(r)] + Ene[ρ(r)] + J [ρ(r)] + EXC[ρ(r)], (15)
where Ene is the coulombic attraction between the nuclei and electrons
Ene[ρ(r)] =
∫
Vext(r)ρ(r) dr, (16)
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J is the coulombic repulsion between the electrons
J [ρ(r)] =
1
2
∫ ∫
ρ(r)ρ(r′)
r − r′ drd
r′. (17)
EXC represents the kinetic correlation energy and the potential correlation and ex-
change energy. The two diﬃcult terms to calculcate in equation (15) are Ts[ρ(r)]
and EXC[ρ(r)]. While Ts[ρ(r)] can be readily determined if the set of orbitals φi(r)
is known, EXC[ρ(r)] can be determined from diﬀerent methods using various approx-
imations. From the second Hohenberg-Kohn theorem (Hohenberg and Kohn, 1964)
the functions φi(r) that minimize the energy can be determined, analogously to the
variational principle, by solving the set of N Kohn-Sham equations(
−1
2
2 +
∫
ρ(r)ρ(r′)
r − r′ d
r′ + Vext(r) + VXC(r)
)
φi(r) = φi(r)i(r), (18)
where VXC(r) is the exchange-correlation potential deﬁned as
VXC(r) =
∂EXC[ρ(r)]
∂ρ(r)
. (19)
The Kohn-Sham equations are similar to HF equations in the sense that they are de-
rived in analogous ways and are both solved iteratively. However, the main diﬀerence
in the two methods is that their exchange-correlation terms have diﬀerent meaning
(Koch and Holthausen, 2000). Furthermore, the Kohn-Sham theory would give the
exact energy if the exact forms of EXC and VXC were known, whereas the HF theory is
always an approximation.
The local density approximation (LDA) is the simplest formulation and it is the basis
of all approximations of exchange-correlation functionals. In the LDA, the functional
is approximated by the exchange-correlation functional of a uniform electron gas. LDA
generally gives very good results for systems whose charge densities vary slowly. The
most accurate results for the LDA exchange-correlation functional were obtained from
Quantum Monte Carlo calculations by Ceperley and Alder (Ceperley and Alder, 1980).
Since LDA is primarily designed for homogeneous systems, its limitations lie in over-
binding of molecules, weakly bonded systems and solids. LDA is therefore not suitable
for studying systems investigated in this thesis.
The ﬁrst improvement of the LDA by including gradient corrections to the density
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leads to the generalized gradient approximations (GGA). GGA uses not only the in-
formation about the density at the point where the functional is calculated, but also
on its derivatives, in order to account for the non-homogeneity of the electron density.
Amongst the most widely used GGA functionals are the PW91 (Perdew et al., 1992,
1996a) and PBE (Perdew et al., 1996b), used in papers II and III of this thesis.
Furthermore, the D3 dispersion correction (Grimme et al., 2010) was used with the
PBE functional in paper III to account for dispersion forces.
The natural development after the GGA leads to meta-GGA functionals and hybrid or
hyper-GGA functionals. The meta-GGA functionals include the second derivative of
the electron density, while the hybrid-GGA functionals mix a component of the exact
HF exchange integral with the GGA component. One of the most commonly used
versions of the hybrid-GGA is B3LYP (Becke, 1993). B3LYP was used in papers II
and IV. A long-range corrected version of B3LYP, CAM-B3LYP (Yanai et al., 2004),
which is a modiﬁcation of B3LYP by including increasing HF exchange at increasing
distances, was used in papers I and II. The B3LYP functional includes a constant
amount of 20 % HF exchange (and hence 80 % B88 echange), whereas the amount of
HF exchange varies from 19 to 85 % in the CAM-B3LYP functional depending on the
distance. In particular, the increased amount of exact HF exchange has been shown
to be advantageous when treating anions since the associated diﬀuse orbitals are ill
described by pure B88 exchange functional (Yanai et al., 2004).
2.3 Basis sets
Having decided on the method (either wavefunction-based or DFT) to use in electronic
structure calculations, another important part of the calculations is to build suitable
sets of functions used to create the molecular orbitals, the basis sets. Typically, each
of these functions is an one-electron spin orbital, similar to the functions φi(r) in HF
and Kohn-Sham equations (equations (8) and (18), respectively). Each function φi(r)
is expanded as a linear combination of some L known basis functions fk(r)
φi(r) =
L∑
k=1
Ckifk(r), (20)
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with coeﬃcients Cki to be determined.
Two types of basis functions are commonly used in the literature: Slater type orbitals
(Slater, 1930) and Gaussian type orbitals (Boys, 1950). These are atom-centered or-
bitals, where the electron position is at a distance r from the atomic nucleus. Although
the Slater type orbitals, with an e−r dependence, accurately describe the behavior of
electrons and have a rapid convergence with increasing number of functions, they are
computationally challenging. Gaussian type orbitals have an e−r
2
dependence and,
in this regard, fail to represent the behavior of the electron both near and far from
the nucleus. However, they are computationally more aﬀordable than the Slater type
orbitals (Szabo and Ostlund, 1996). For the sake of accurate yet computationally af-
fordable calculations, Slater type orbitals can be approximated as linear combinations
of Gaussian type orbitals. Generally, three times as many Gaussian type orbitals as
Slater type orbitals are needed to achieve similar accuracy.
Besides the choice of the type of basis functions, it is important to determine the
number of these functions that are included in the basis set. The smallest num-
ber of basis functions required to contain all electrons of a system deﬁnes the so-
called minimum basis set. Increasing the number of basis functions in the ba-
sis sets is a form of improvement which leads to a more ﬂexible description of the
electronic structure, however increasing the computational cost. The ﬁrst improve-
ment, which consists of doubling the number of basis functions in the minimum ba-
sis, produces a Double Zeta (generally denoted as DZ) type basis set. Chemical
bonding generally involves exclusively the valence orbitals and hence, doubling or
tripling the number of basis functions aﬀects the valence orbitals only and we can
talk of V alence Double Zeta (V DZ) basis set, for example, when the number of
basis functions in the minimum basis set is doubled. Alternatively, there are Va-
lence Triple/Quadruple/Quintuple/Sextuple Zeta (VTZ, VQZ, V5Z, V6Z) basis sets.
Additional ﬂexibility of the basis sets can be achieved by adding polarization functions
or multiple sets of polarization functions, which are generally denoted in the basis sets
by “p” or “P”. The polarization within a basis set allows the molecular orbitals to be
more asymetric about the nucleus. Another form of improvement of the basis set is to
add diﬀuse functions, symbolized by “aug”, “ + ”, or “D”. These functions accurately
describe the wavefunction far from the nucleus and are highly important in describing
systems with loosely bound species such as anions. For calculations involving electron
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correlations, the use of Dunning basis sets (Dunning, 1989) is useful to achieve sys-
tematic covergence to the complete basis set limit. These basis sets are indicated by
“cc-p”, which stands for correlation-consistent polarized. One can have, for example,
“aug-cc-pV DZ”, standing for correlation-consisted valence double zeta basis set with
diﬀuse functions.
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2.4 Thermochemistry
Electronic structure calculations mainly aim at determining ground state energies at
the temperature T = 0 K. However the free energies at non-zero temperatures are the
important quantities used to understand or explain the chemistry of a system. The
free energies are obtained by considering the contributions of translational, vibrational
and rotational degrees of freedom in addition to the ground state electronic energies.
This is done by means of statistical mechanics from the total partition function, qtot, of
the system under some assumptions. It is ﬁrst assumed that the diﬀerent contributions
are separated from each other so that the total partition function can be written as
qtot = qelecqtransqvibqrot. The enthalpy (Hi) and entropy (Si) are calculated from each
partition function qi as (McQuarrie, 1973)
Hi = kBT
2
(
∂ ln qi
∂T
)
V
+ kBTV
(
∂ ln qi
∂V
)
T
, (21)
Si = kBT
(
∂ ln qi
∂T
)
V
+ kB ln qi, (22)
where T is the temperature, V the volume, and kB the Boltzmann constant. The total
enthalpy and entropy are determined by taking the sum of all the contributions, Htot =∑
Hi and Stot =
∑
Si, respectively, wherefrom the Gibbs free energy is calculated:
Gtot = Htot − TStot. (23)
To calculate the electronic partition function, only the ground state electronic energy
(E0) is considered and it is assumed to be non-degenerate
qelec = e
−E0/kBT . (24)
The translational partition function is calculated by assuming ideal gas behavior and
it is given as
qtrans =
(
2πMkBT
h2
)3/2
kBT
P
, (25)
where M is the mass and P the partial pressure of the molecule or cluster, often taken
to be the standard pressure, 1 atm. h is the Planck constant.
The vibrational partition function is mostly calculated by assuming all vibrations to
be harmonic and by considering only the real vibrational modes (i.e., modes with
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no negative frequencies), each mode having a characteristic vibrational temperature
Θvib,K = hνK/kB, where ν is the frequency of the vibrational mode K.
qvib =
Nvib∏
K
e−Θvib,K/2T
1− e−Θvib,K/T , (26)
Nvib is the total number of vibrational modes. It is equal to (6× (number of atoms)− 6)
for clusters and non-linear molecules, and (6× (number of atoms)− 5) for linear
molecules. Equation (26) gives the contribution to the vibrational energy at a temper-
ature T diﬀerent from zero. However, even at absolute 0 K temperature, the molecule
or cluster retains a vibrational energy called zero-point vibrational energy, (ZPVE ).
This energy is given as 1/2
∑
K hνK.
The ﬁnal assumption made to calculate the partition function is to treat the molecule or
cluster as rigid rotor when determining the rotational contributions. Diﬀerent forms of
the rotational partition functions exist, depending on the symmetry of the system. For
single atoms, qrot = 1. This case is not treated in this thesis. For systems investigated
in this thesis, the rotational partition function is
qrot =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1
σ
(
8π2kBT
h2
)
I for linear molecules
π1/2
σ
(
8π2kBT
h2
)3/2
(IxIyIz)
1/2 for non-linear polyatomic molecules and clusters,
(27)
where σ is the rotational symmetry number, i.e., the number of rotations bringing
the molecule or cluster to identical conﬁgurations, I and Ii are the moments of inertia
around the principal axes.
Although the approximations made in calculating the partition function make the
calculations computationally aﬀordable, they might lead to errors in the free energies
(Kathmann et al., 2007; Loukonen et al., 2014). Speciﬁcally, the harmonic approx-
imation is not valid in the case of hydrogen bonded molecular clusters and is often
the worst approximation in determining the thermal contributions to the energies.
However, there is no exact way of including anharmonic eﬀects in the vibrational con-
tributions although several approaches have been developed to solve the inharmonicity.
These approaches, aimed at determining anharmonic scaling factors for harmonic fre-
quencies, generally work for very small systems (Chaban et al., 1999; Barone, 2004;
Scott and Radom, 1996). Since these scaling factors are derived from speciﬁc systems,
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they depend on inter- and intramolecular vibrations, and may therefore be erroneous
when applied to other systems (Loukonen et al., 2010). No scaling factors were used
in this thesis.
All quantum chemical calculations of the thermal contributions and the free ener-
gies (equation (23)) were performed using DFT methods with the Gaussian 09 package
(Frisch et al., 2009). It is known that the most important contribution to the free
energies, the ground state electronic energy, is not accurately determined by DFT due
the poor evaluation of electron correlation eﬀects. Instead, post Hartree-Fock methods,
which determine the correlation energies in a more accurate way than both HF and
DFT, were used to calculate the ground state electronic energies (Eelec). The Gibbs free
energies of molecules and clusters in Papers I, II and IV were therefore calculated
as
G = Eelec +Gtherm (28)
where Eelec is calculated with the CCSD(T) method (Paper I & II) using Molpro
(Werner et al., 2012) and with the RI-CC2 method (Paper IV) using the TURBO-
MOLE program (Ahlrichs et al., 1989). Gtherm is the zero-point corrected thermal
energy, calculated with DFT. For a system where multiple conﬁgurations, including
the most stable conﬁguration, coexist within a certain energy range (e.g., 3 kcal/mol
as was chosen in Paper IV), a term accounting for the contributions due to multiple
conﬁgurations is added to G (Ho et al., 2015):
Gconf = −RT ln
∑
j
exp
(
− Gj
RT
)
. (29)
In equation (29), R is the molar gas constant, T is the absolute temperature, and Gj is
the Gibbs free energy of the conﬁguration j relative to the most stable conﬁguration.
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3 First-principles molecular dynamics
Molecular dynamics (MD) methods are an eﬃcient approach to simulate the move-
ment of particles (atoms or molecules) in a given environment by integrating Newton’s
equation of motion,
Fi(t) = Mi
d2 Ri(t)
dt2
, (30)
where Fi(t) is the force acting on the particle i having the mass Mi, and Ri is the
position of the particle at time t. For a system of interacting particles, the phase-space
trajectory is determined by solving equation (30). The forces between particles are
calculated using either classical force ﬁelds or quantum mechanics. The success of MD
relies strongly on how these forces are calculated, i.e., how interactions between the
particles are described. Classical force ﬁelds use predeﬁned potentials that are devel-
oped to yield satisfactory results to speciﬁc systems. However, changing a single species
in the system implies the parametrization of new potentials. In the context of the work
of this thesis, where there is change in chemical bonding pattern, classical force ﬁelds
would typically provoke an extra amount of eﬀorts to develop new potentials adapted
to new chemical products.
First-principles molecular dynamics (FPMD) is an alternative technique that calcu-
lates the interactions of particles and the resulting forces using quantum mechanics.
FPMD has the advantage over the classical force ﬁelds MD of being suitable to study
chemical reactions where the electronic structure changes during the dynamics, such
as systems involving breaking or formation of bonds. Of the diﬀerent approaches
in FPMD, we used the Born-Oppenheimer MD approach which assumes decoupled
motions of electrons and nuclei, similarly to the approximation made in solving the
Schro¨dinger equation in Section 2. In these simulations, the dynamics of the atomic
nuclei are treated classically, while the interaction forces are determined from the elec-
tronic structure calculations by taking the derivative of the energy with respect to the
nuclear coordinates, Ri(t) (Marx and Hutter, 2009). This approach was used in Paper
III, and the electronic structure was solved using DFT. A practical algorithm for the
BO-FPMD can be summarized as follows:
• set initial nuclear positions and velocities, Ri(t) and Vi(t), respectively,
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• evaluate the ground state energy, Ei(R, t), and take its derivative with respect to
Ri to obtain the forces acting on the nuclei,
• integrate the Newton’s equation of motion to obtain new positions, Ri(t + Δt),
and velocities, Vi(t+Δt),
• solve the electronic structure at the new nuclear positions Ri(t + Δt), calculate
the forces arising from the new energy,
• integrate the system for other Δt, as needed.
The timestep, Δt, is the time interval between consecutive updates. In general, too
long timesteps may lead to unrealistic behavior of the nuclear motion while too short
timesteps make the simulation too slow. For smooth dynamics, a timestep of ∼ 10
times lower than the highest vibrational frequency is recommended (Marx and Hutter,
2009). In Paper III, a timestep of 0.5 fs was used and the simulations were run for at
least 600 fs, the minimum time at which a decisive outcome of the collision could be
obtained. All simulations were performed using the Quickstep module (VandeVondele
et al., 2005) of the CP2K package (www.cp2k.org). Special care was taken in selecting
the initial velocities of the atoms in the system. These were obtained from short simu-
lations with constant number of particles, constant volume and constant temperature,
and from Maxwell-Boltzmann distribution of speeds (Atkins and de Paula, 2006). A
suitable simulation cell size should lead to the convergence of both the energy and the
dipole moment (Bork et al., 2013b). We used a cell size of 30 × 30 × 30 A˚ 3 in all
simulations in Paper III. The atomic coordinates at the begining of the simulations
were taken from structures initially optimized using DFT (Paper II), which we re-
optimized using CP2K.
Molecular dynamics simulations are usually performed in diﬀerent ensembles, depend-
ing on the phenomena and the system properties investigated. In this thesis, the mi-
crocanonical ensemble labelled NVE, and the canonical ensemble labelled NVT were
used. The NVE ensemble operates at constant number of particles, volume and total
energy, therefore describing the dynamics of an isolated system. Assuming no other
external forces than the forces between the particles of the system, the trajectory of
the system in phase space is conﬁned to the constant energy surface. The total energy
is the sum of the potential energy, which is the electronic ground state energy, and the
kinetic energy, which may be calculated at any time from particle velocities. Changes
22
in potential energy of the system implies changes in the kinetic energy so that its total
energy remains constant. The dynamics of the collisions in Paper III were investi-
gated in a NVE ensemble.
The constraint on the number of particles, volume and temperature deﬁnes the NVT
ensemble. In this ensemble, the energies of the microstates can ﬂuctuate while the
system is kept in contact with the heat bath at temperature T . Possible ways for
temperature control in an NVT ensemble are the use of inert carrier gas atoms or
coupling the system to an artiﬁcial thermostat. The use of carrier gas is not computa-
tionally beneﬁcial since it increases the number of interacting atoms. In this work the
Nose´-Hoover thermostat (Martyna et al., 1992; Tobias et al., 1993) was used. We used
the NVT ensemble exclusively to determine the initial positions and velocities of the
clusters used in the dynamic simulations.
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4 Using computational techniques to study SO2
ionic oxidation products
Chemical reactions occur when nuclear conﬁgurations rearrange from the reactants
state to the products state. In the case of polyatomic molecules, many possible rear-
rangement paths can connect the reactants to the products and diﬀerent intermediates
can also form along a given path as indicated in reaction (R1)
A + B
kcoll

kevap
AB
kreac−→AB‡ −→ Products, (R1)
where kcoll is the collision rate constant of A and B, kevap and kreac are the evaporation
rate constant and the reaction rate constant of the reactant complex AB, respectively.
The question one can now ask is, how do these molecules interact? What proper-
ties of the reacting species are underlined? Computational methods provide valuable
insights into understanding the mechanisms of chemical reactions. For example, quan-
Figure 1: A reaction proﬁle. The activated complex is the region near the potential
energy maximum, and the transition state corresponds to the maximum itself.
tum chemical methods are used to directly determine the Gibbs free energy change
of a reaction as ΔG =
∑
G(products) −∑G(reactants), where G of a molecule or
cluster is calculated with equation (28) or (29). The magnitude of ΔG determines the
feasibility of a reaction: when ΔG is negative, then the reaction is thermodynamically
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favourable at the conditions at which it is calculated. In some cases (such as in Pa-
pers I & II), the reaction proceeds through the formation of an activated complex
(AB‡ in reaction R1 above) and a transition state as depicted in Figure 1 (Atkins and
de Paula, 2006). If the activated complex passes through the transition state, then it
forms the products of the reaction in the path considered. In other words, the reactants
form new products by overcoming an energy barrier corresponding to the energy of the
transition state and in this case, it is important to determine how fast the reactions
take place, i.e., to determine the reaction rate constants. The reactions investigated
in this thesis are bimolecular. To determine the rate constants of such reactions, we
built a kinetic model that takes into account the collision rate of the reactants, the
reaction rate and the evaporation rate of the reactant complex. For a chosen path, we
assume for simplicity no other sink of the reactant complex than its evaporation and its
reaction to form the desired product. We also assume no other source of the reactant
complex than from collision of A and B, and ﬁnally that the activation complex once
formed, always react forwards to form the products. The kinetics of the reaction are
determined by assuming pseudo-steady state approximation on the reactant complex,
kcoll[A][B] = (kevap + kreac) [AB] . (31)
The collision rate constant is generally determined from classical kinetic gas theory but
for ion-dipole collisions, several parameterizations have been presented in the literature.
The version by Su and Chesnavich (1982) was used in this thesis. The evaporation rate
constant of the reactant complex was determined from the detailed balance condition
(Vehkama¨ki, 2006; Ortega et al., 2012), while its reaction rate constant was determined
from the transition state theory. In order to apply this theory, the conﬁguration of the
transition state and its energy have to be determined. In Papers I and II, the transi-
tion states were localized using quantum chemical methods, which proceed by gradually
constraining the desired reaction coordinates of the reactant complex while optimizing
the remainder of the conﬁguration to form an activated complex. The conﬁguration of
the activated complex is reﬁned thereafter using the synchronous transit quasi-Newton
method (Peng et al., 1996) to form the transition state. A “good” transition state
conﬁguration should connect to the desired products of the reaction: this was ensured
by performing the intrinsic reaction coordinate calculations (Fukui, 1981). The overall
rate of reaction (R1), rR1, is determined by the rate at which the reactant complex is
converted into the product,
rR1 = kreac[AB] = kcoll
kreac
kreac + kevap
[A][B] = kbimol[A][B], (32)
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where the bimolecular rate constant of the A + B reaction, kbimol, is obtained by taking
the expression of [AB] from equation (31). We applied this model to determine the
rates of the SO2 +O
–
2 and SO2 + SO
–
4 reactions in Papers I and II, respectively.
4.1 From dynamics to reaction rate constants
First principles Molecular dynamics simulations are an eﬀective approach to circumvent
constraining the coordinates of the reactant complex in order to determine the transi-
tion state. This method has the advantage of allowing the system to propagate in time
and therefore explores all intermediate steps of the reaction from separate reactants to
the formation of the products. We used this method in Paper III to investigate the
outcome of O3−SO3SO–3(H2O)0-2 collisions. The FPMD simulations technique assesses
all likely reaction paths by sampling various collisions. Moreover, this method allows a
Figure 2: Schematic of the SO–4-catalyzed SO2 oxidation to SO3 by O3. A water
molecule is more likely to attach to SO3SO
–
3 (see Paper II).
direct evaluation of the steric, dynamic, and water eﬀects on the collisions. Contrarily
to the approach that combines quantum chemical methods with the transition state
theory to determine reaction rates in terms of thermodynamic parameters, molecular
dynamics simulations determine the reaction rates purely as the fraction of reactive
collisions relative to the total collision rate. It means that if the collision rate constant
is determined accurately, this approach provides best estimates for the reaction rate
constants (Bork et al., 2013b). With this approach, the reaction rate for a given path
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is given as
reaction rate =
number of reactive collisions
total number of collisions
× collision rate, (33)
where the number of reactive collisions is the number of collisions leading to a partic-
ular reaction. The use of both quantum chemical and FPMD methods to investigate
the reactions of Papers II and III led us to the path of Figure 2 where SO–4 acts as
a catalyst in the SO2 oxidation to SO3 by O3. This mechanism constitutes a comple-
mentary source of atmospheric sulfuric acid, the key species in atmospheric particle
formation.
4.2 Eﬀects of hydration on reaction rate constants and elec-
trical mobilities
Water is one of the most abundant trace gases in the troposphere, and is likely to bind
to various clusters at ambient conditions. Although water does not bind as strongly as
ammonia and amines to some clusters such as sulfuric acid-based clusters (Loukonen
et al., 2010; Kurte´n et al., 2007), it is known to aﬀect the dynamics and the kinetics of
reactions, as well as the growth of clusters (Bork et al., 2013a; Paasonen et al., 2012).
We examined the eﬀects of hydration on the reactions investigated in Papers I, II
and III. Figure 3 shows the water eﬀect on the reaction between SO2 and SO
–
4. It
is seen that the presence of water inhibits the formation of all intermediates in the
reaction since less negative values of the Gibbs free energy are obtained when water
is attached. It is also shown in Paper II that the rate of the reaction decreases with
increasing hydration. For all the computational method used, the rate constants are
calculated for reactions with and without water, wherefrom the overall reaction rate
constant, kaver, is calculated when weigthed by the likelihood of clustering with 0, 1,
· · · N water molecules as
kaver =
N∑
i=0
ki × xi, (34)
where ki is the rate constant of the reaction with i water molecules, and xi is the relative
concentration of the cluster containing i water molecules. N is the maximum number
of water molecules that can be bound to the cluster. The relative concentration, xi, of
a hydrate containing i water molecules is calculated from the Gibbs free energy of the
ith hydration, ΔGi, using the law of mass action and by assuming thermal equilibrium
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–
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as (Noppel et al., 2002)
xi =
(
Pwater
Pref
)i
exp
(
−ΔGi
kBT
)
∑N
i=0
(
Pwater
Pref
)i
exp
(
−ΔGj
kBT
) , (35)
where Pref is the pressure at which the Gibbs free energies are calculated, Pwater =
RH/100 × P eqwater is the partial pressure of water vapor. RH is the relative humidity,
and P eqwater is the equilibrium vapor pressure of water. Diﬀerent parameterizations for
the equilibrium vapor pressure of water exist but the version by Wagner and Pruss
(1993), revised by Murphy and Koop (2005) was used.
Both ammonia and dimethylamine are known to stabilize sulfuric acid clusters and
to enhance the formation rate of particles made of these clusters (Kirkby et al., 2011;
Almeida et al., 2013). Water is often omitted in experimental studies of these clusters
due to fast evaporation in the instrument. It was shown, however, using computational
methods that depending on the degree of hydration the water content of electrically
neutral clusters containing sulfuric acid, ammonia or dimethylamine is important (Hen-
schel et al., 2014) and therefore water need to be included in simulations of sulfuric
acid-based particle formation in order to mimic realistic situations. Electrically neu-
tral clusters are in general more diﬃcult to measure than charged ones. Electrically
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neutral particles can be detected using Condensation Particle Counter techniques after
enlarging them by condensing vapour like water or butanol (Lehtipalo, 2011), while
charged particles can be detected directly with ion mobility spectrometers and mass
spectrometers (Mirme et al., 2007; Tammet, 2006). Charged clusters or particles have
the ability to move in response to the application of an electric ﬁeld (de la Mora et
al., 1998; Ehn et al., 2011): this property is called electrical mobility and is impor-
tant in size-selected measurements invoving ion mobility spectrometers. Starting from
their coordinates, the electrical mobilities of clusters containing one bisulfate ion, up
to three sulfuric acids, ammonia or dimethylamine (known to form in the ﬁrst steps
of atmospheric particle formation) were calculated using a particle dynamics model
(Larriba and Hogan, 2013a,b). The model is ﬂexible enough to take in both dry and
hydrated clusters. Amongst the inputs in this model are the clusters coordinates, the
pressure, the temperature and the carrier gas, and the outputs are molecular cross
sections and the electrical mobilities of clusters. The electrical mobility of a cluster
was determined by weighting the electrical mobilities of its diﬀerent hydrates by their
relative concentrations to predict the eﬀect of humidity. We found no profound eﬀect
of humidity on electrical mobilities of the investigated clusters, and we conclude that
the mobilities of clusters formed in the ﬁrst steps on atmospheric particle formation
are weakly sensitive to humidity (Paper IV).
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5 Review of papers and the author’s contribution
The research presented in this thesis aims to provide mechanisms of reactions of SO2
with some atmospheric ions, while examining the eﬀect of hydration on the stability of
the clusters and on the reaction rates. The eﬀect of hydration is further extended to
the stability and electrical mobilities of clusters containing one bisulfate, up to three
sulfuric acids, ammonia or dimethylamine. A variety of computational methods are
used.
Paper I studies the reaction between SO2 and O
–
2 at atmospheric conditions using
quantum chemical calculations. This paper solves the discrepancy concerning the out-
come of the SO2 + O
–
2 reaction by providing its most likely mechanism. Regardless of
hydration, the direct product of the SO2 and O
–
2 collision (O2SO
–
2) is prevented from
isomerising to the sulfate radical ion (SO–4) due to a very high energy barrier. The
main product of this reaction is the peroxy form of SO–4. The author performed the
calculations, analyzed the data and wrote most of the paper.
Paper II investigates the reaction between the sulfate radical ion and sulfur dioxide
in the gas phase, using quantum chemical calculations. We calculate the formation
free energies at 298 K and 1 atm of all intermediates in this reaction and examine the
eﬀect of hydration both on the binding strength of the clusters and on the reaction rate
constants. We ﬁnd that SO–4 is a good SO2 oxidant, especially at low relative humidity
and high SO2 concentration. The main product of the reaction is SO3SO
–
3, found to
be stable toward decomposition into the initial products. The author is responsible of
performing all the calculations, analyzing the data and writing most of the paper.
Paper III presents a closure study of the reaction between SO–4 and SO2 investigated
in Paper II, using First Principles Molecular Dynamics simulations. From a series
of collisions between O3 and SO3SO
–
3, the hydration, orientation at impact, steric and
dynamic eﬀects on diﬀerent pathways and outcomes are determined. The reaction rates
are calculated as the ratio between reactive collisons of diﬀerent paths and the total
number of collisions. The majority of reactive collisions lead to the formation of SO–4,
SO3, and O2. The rate of this reaction is estimated to be 30 % of the total collision
rate, and it is concluded that SO–4 is an eﬃcient catalyst in SO2 oxidation to SO3 by
O3. The author is responsible of running all the simulations, analyzing all the data,
and writing the paper.
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Paper IV compares the binding strength of water on clusters containing one bisulfate
ion, up to three sulfuric acids, and either ammonia or dimethylamine. We determine
the Gibbs free energy of formation of diﬀerent clusters as well as the Gibbs free en-
ergies of hydration using quantum chemical calculations. The Gibbs free energies of
hydration are used in the law of mass action to determine the equilibrium hydrate
distributions of the clusters at 298 K and relative humidities between 0 and 100 %.
The calculated Gibbs free energies of hydration indicate that the binding of water is
stronger to ammonia-containing clusters than to dimethylamine-containing and base-
free clusters, which results in a wider hydrate distribution for ammonia-containing
clusters. We further extend the eﬀect of hydration on electrical mobilities calculated
with a particle dynamics model. The results show that the eﬀect of humidity is negli-
gible on the electrical mobilities of clusters investigated. The author is responsible of
performing all the calculations, analyzing the data and writing the paper.
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6 Conclusions
The research presented in this thesis uncovers the most likely mechanisms of reactions
of sulfur dioxide with the superoxide and the sulfate radical ions. By using a variety
of computational methods including electronic structure calculations and ﬁrst princi-
ples molecuar dynamics simulations, this research not only provides insights into the
understanding of the atmospheric sulfur cycle, but it also complements various exper-
imental studies on ion-induced SO2 reactions (Mo¨hler et al., 1992; Fahey et al., 1982;
Fehsenfeld and Ferguson, 1974). The work of this thesis also examines the eﬀect of
hydration on the stability and electrical mobilities of clusters containing one bisulfate
ion, up to three sulfuric acids, ammonia or dimethylamine.
The most stable structures and the Gibbs free energies of all intermediates in the
SO2 + O
–
2 reaction were determined in order to provide the most likely mechanism of
the reaction at ambient conditions. Many experimenal studies based on mass spec-
trometry investigated the above mentioned reaction but discrepancies concerning the
chemical structure of the ﬁnal product prevailed. The expected structures of the prod-
uct were assigned based on its further reactivity. Our calculations indicate that the
immediate product of SO2 and O
–
2 collision, SO2O
–
2, is unable to isomerize to the sul-
fate radical ion (SO–4) due to a very high energy barrier separating the two states. At
298 K and humidity below 50 %, the main product is SO2O
–
2, structurally diﬀerent
from the sulfate radical ion. These results therefore solve the discrepancies arisen from
experiments (Fahey et al., 1982; Shuie et al., 1993; Mo¨hler et al., 1992; Vacher et al.,
1992) concerning the structure of the SO2 +O
–
2 reaction product.
The chemistry of SO–4 was explored by reaction with SO2 in the gas phase. The two
species were experimentally found to cluster eﬀectively but without further information
on the structure of the ﬁnal product (Fehsenfeld and Ferguson, 1974). Using quantum
chemical calculations and the transition state theory, we determine the thermodynam-
ics and the kinetics of the reaction at 298 K. It is found that at low relative humidity,
SO–4 reacts with SO2 to form the SO3SO
–
3 ion. Although the reaction is fast and energet-
ically favourable, no further chemistry of SO3SO
–
3 was established from earlier studies.
Its decomposition by reaction with O3 is further examined using ﬁrst-principles molec-
ular dynamics simulations. This method includes steric and dynamic eﬀects in the
collisions and scan all possible reaction paths. It is found that the majority of reactive
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collisions lead to the formation of SO–4, SO3, and O2. This reaction proceeds at about
30 % of the total collision rate of SO3SO
–
3 and O3. Taking into account the formation
of SO3SO
–
3 from SO
–
4 + SO2 reaction, we conclude that SO
–
4 acts as a catalyst in SO2
oxidation by O3 to SO3. These results show that ﬁrst principles methods are a viable
tool to investigate reaction mechanisms and complement experimental observations.
The eﬀect of hydration on electrical mobilities of clusters containing one bisulfate
ion, up to three sulfuric acid and base (either ammonia or dimethylamine) molecules
labelled as [(HSO–4)(H2SO4)0-3(base)0-2], was examined. The structures of each cluster
were optimized using density functional theory and the coordinates of their most sta-
ble structures were used in a particle dynamics model (Larriba and Hogan, 2013a,b)
to calculate their electrical mobilities in air. By weighting the electrical mobilities of
the hydrates of diﬀerent clusters by their respective relative concentration, we ﬁnd no
profound eﬀect of humidity on the electrical mobilities of clusters formed in the ﬁrst
steps of atmospheric particle formation, as suggested by Jen et al. (2015). Our results
further indicate that the eﬀect of humidity on electrical mobilities is important only
for clusters or ions with molecular weight below 100 Da.
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