Understanding how neural and behavioral timescales interact to influence cortical activity and stimulus coding is an important issue in sensory neuroscience. In air-breathing animals, voluntary changes in respiratory frequency alter the temporal patterning olfactory input. In the olfactory bulb, these behavioral timescales are reflected in the temporal properties of mitral/tufted (M/T) cell spike trains. As the odor information contained in these spike trains is relayed from the bulb to the cortex, interactions between presynaptic spike timing and short-term synaptic plasticity dictate how stimulus features are represented in cortical spike trains. Here, we demonstrate how the timescales associated with respiratory frequency, spike timing, and short-term synaptic plasticity interact to shape cortical responses. Specifically, we quantified the timescales of short-term synaptic facilitation and depression at excitatory synapses between bulbar M/T cells and cortical neurons in slices of mouse olfactory cortex. We then used these results to generate simulated M/T population synaptic currents that were injected into real cortical neurons. M/T population inputs were modulated at frequencies consistent with passive respiration or active sniffing. We show how the differential recruitment of short-term plasticity at breathing versus sniffing frequencies alters cortical spike responses. For inputs at sniffing frequencies, cortical neurons linearly encoded increases in presynaptic firing rates with increased phase-locked, firing rates. In contrast, at passive breathing frequencies, cortical responses saturated with changes in presynaptic rate. Our results suggest that changes in respiratory behavior can gate the transfer of stimulus information between the olfactory bulb and cortex.
Introduction
Many air-breathing animals transition from slow passive respiration to fast active sniffing to investigate their environment (Youngentob et al., 1987; Thesen et al., 1993; Porter et al., 2007; Wesson et al., 2008b) . Active sniffing improves odor detection, localization, and discrimination (Uchida and Mainen, 2003; Rajan et al., 2006; Kepecs et al., 2007; Frasnelli et al., 2009; Cury and Uchida, 2010) , which suggests that odor information arriving during sniffing might be differentially processed in the olfactory pathway. Although sniffing alters activity patterns in both the olfactory bulb (Bathellier et al., 2008; Cury et al., 2010; Wachowiak, 2011, Shusterman et al., 2011) and piriform cortex (Kay, 2005; Mainland and Sobel, 2006) , the influence of respiratory frequency on the transfer of odor information between these processing centers has not been investigated.
Respiration draws odorants across the nasal epithelium to activate olfactory receptor neurons (ORNs). In the olfactory bulb, ORN axons synapse with mitral and tufted cells (M/T), which, in turn, project odor information to the piriform cortex. Odordriven responses in ORNs (Verhagen et al., 2007; Wesson et al., 2008a Wesson et al., , 2009 ), M/T cells (Macrides and Chorover, 1972; Sobel and Tank, 1993; Kay and Laurent, 1999; Cang and Isaacson, 2003; Margrie and Schaefer, 2003) , and cortical neurons phase lock to passive respiration cycles (Litaudon et al., 2003 (Litaudon et al., , 2008 Lei et al., 2006; Rennaker et al., 2007; Poo and Isaacson, 2009) . M/T cells also phase lock to respiratory cycles at sniff frequencies (Bathellier et al., 2008; Cury and Uchida, 2010; Wachowiak, 2011, Shusterman et al., 2011) . Furthermore, odor information can be encoded in the firing rate (FR) and/or latency of M/T cell spikes relative to the respiration cycle (Brody and Hopfield, 2003; Cang and Isaacson, 2003; Margrie and Schaefer, 2003; Bathellier et al., 2008; Cury and Uchida, 2010; Carey and Wachowiak, 2011) .
Since passive breathing and active sniffing occur on different timescales, the transfer of odor information encoded in M/T spike trains may be influenced temporal properties of the synapses between the bulb and the cortex. Excitatory synapses between M/T cells and cortical neurons exhibit short-term facilitation and depression (Bower and Haberly, 1986; Hasselmo and Bower, 1990; Bekkers, 2006, 2011; Stokes and Isaacson, 2010 ) that could dynamically filter olfactory bulb input (Abbott and Regehr, 2004) . Here, we demonstrate how afferent input delivered at different respiration frequencies engages shortterm plasticity at these synapses and affects cortical responses. We find that when simulated M/T population inputs are modulated at sniffing frequencies, cortical neurons code increases in M/T firing rate with increasing phase-locked, firing rates. In contrast, when M/T inputs are modulated at passive breathing frequencies, the recruitment of short-term synaptic depression results in cortical spike responses that saturate with changes in M/T firing rate. Finally, we show that the expression of facilitation alters the gain of these cortical responses. These data suggest the transition from passive breathing to active sniffing in combination with shortterm plasticity shapes information transfer between the olfactory bulb and cortex.
Materials and Methods
Olfactory cortical slices were prepared from CBJ/BL6 mice of either sex, aged P11-P28. Only 15% of the recorded neurons were from mice ϽP15. Since recordings from these neurons did not differ significantly from the remainder of the population, it is unlikely that early development significantly affects our results. All surgical procedures followed the guidelines approved by the Carnegie Mellon Animal Welfare Committee. The mice were anesthetized with isoflurane and decapitated. The brain was exposed, removed from the skull, and immersed in ice-cold oxygenated (95% O 2 -5% CO 2 ) ACSF (in mM: 125 NaCl, 2.5 KCl, 25 NaHCO 3 , 1.25 NaH 2 PO 4 , 1.0 MgCl 2 , 25 dextrose, 2 CaCl 2 ) (all chemicals from SigmaAldrich). Care was taken to ensure that the olfactory bulbs and lateral olfactory tract (LOT) remained intact. Coronal or horizontal slices (300 m) were made using a vibratome (Leica). The slices were maintained in ACSF at 37°C for 30 min, and then rested at room temperature (20 -22°C) for at least 1 h before recording (31-35°C).
Electrophysiology. Recordings were obtained from L2 principal neurons of piriform cortex. Neurons were visualized using infrared-differential interference contrast microscopy (Olympus). Pyramidal cells were typically identified by a primary apical dendrite that extended toward L1, while semilunar cells projected two to four apical dendrites to L1. Wholecell, current-clamp recordings of both pyramidal and semilunar cells were performed using a MultiClamp 700B amplifier (Molecular Devices). Data were low-pass filtered (4 kHz) and digitized at 10 kHz using an ITC-18 (InstruTECH) controlled by custom software written in IgorPro (Wavemetrics). Pipettes were pulled from borosilicate glass (1.5 mm, outer diameter) on a Flaming/Brown micropipette puller (Sutter Instrument) to a resistance of 6 -12 M⍀. The intracellular solution consisted of the following (in mM): 130 K-gluconate, 5 KCl, 2 MgCl 2 , 4 ATP-Mg, 0.3 GTP, 10 HEPES, and 10 phosphocreatine.
The intrinsic properties of the neurons were assessed using a series of hyperpolarizing and depolarizing current steps (Ϫ50 to 800 pA, 1 s duration). At the onset of a depolarizing step current, pyramidal cells typically fire a high-frequency spike doublet or burst after which firing rates adapted, whereas semilunar cells are regular spiking (Suzuki and Bekkers, 2006) . The spike rate adaptation ratio was taken as the last interspike interval (ISI) divided by the first ISI. Bursting pyramidal neurons had adaptation ratios that were significantly greater (15.5 Ϯ 1.5) than regular spiking neurons (1.5 Ϯ 0.1; p Ͻ 0.01). Moreover, pyramidal neurons had significantly lower membrane time constants ( m , 16.7 Ϯ 1.5 ms) and input resistances (R n , 128 Ϯ 11 M⍀) than regular spiking, semilunar neurons ( m , 30.1 Ϯ 3.7 ms; R n , 244 Ϯ 22 M⍀; p Ͻ 0.01). The anatomical and electrophysiological properties of the recorded neurons were consistent with previous descriptions of bursting pyramidal cells and regular spiking semilunar cells Bekkers, 2006, 2011) .
LOT stimulation. To assess synaptic inputs from the olfactory bulb to cortex, the LOT in L1a of the piriform cortex was stimulated with single pulses (300 -1000 A; 100 s pulse duration) using either monopolar or bipolar, glass microelectrodes. Stimulus intensity was chosen as the lowest current that evoked EPSPs on at least 80% of stimulus trials (single pulses, 5 s between trials). Importantly, the amplitudes of these EPSPs (0.31-10.8 mV) were comparable with values recorded at threshold stimulation intensity (0.23-11.4 mV), suggesting an increase in the reliability of fiber activation rather than the recruitment of additional fibers. The reported EPSP amplitudes were measured at resting membrane potentials (Ϫ63 to Ϫ67 mV). To ensure that the recorded PSPs were predominantly excitatory, neurons were depolarized to Ϫ45 mV during LOT stimulation. If the PSPs reversed or showed a substantial inhibitory component, these neurons were excluded from analysis. Nonetheless, since we did not block inhibitory synaptic transmission, we cannot entirely rule out a contribution of inhibition to synaptic amplitudes. EPSP amplitude (in millivolts) was taken as the difference between the peak of the EPSP and the membrane potential at EPSP onset. We also obtained the time constant for the decay ( ␣ ) of the EPSP by fitting the normalized (peak-baseline ϭ 1) EPSP amplitude (A t , where t is time in milliseconds) with an ␣ function (Eq. 1) as follows:
Analysis of short-term plasticity. To study short-term synaptic plasticity at excitatory synapses, trains (7 s duration) of Poisson distributed stimulus pulses (mean rate, 10 Hz; ϳ50 pulses) were delivered to the LOT. The shortest interpulse interval (IPI) within the train was 10 ms to ensure that PSP amplitudes could be resolved and measured without contamination by stimulus artifacts. The change in synaptic amplitude [relative amplitude (RA)] was measured as the amplitude of each EPSP (A i ) relative to the first EPSP of the train (A o ) as follows:
RA values Ͻ1 were indicative of short-term depression, while values Ͼ1 indicated facilitation. To obtain the time constants for facilitation and depression, we fit the changes in RA over the Poisson stimulus train using a phenomenological model of short-term plasticity adapted from the study by Markram et al. (1998) . The premise of the model is that, on any given stimulus pulse (n), the RA is the product of the maximum strength or efficacy ( E) of a synapse, the proportion of synaptic efficacy that is used (u) and becomes immediately unavailable, and the proportion of efficacy that remains (r) as follows:
For facilitating synapses, the proportion that is used (u n ) varies depending on the time between stimulus pulses (IPI) (in milliseconds) and the time constant for facilitation ( fac ) as follows:
For all synapses, U is the utilization of efficacy on a single pulse at rest. For solely depressing synapses, u n ϭ U and is constant. Once used, u n becomes immediately unavailable for the next pulse and the remaining efficacy (r n ) is decremented (or depressed) by u n . The remainder recovers from this depression with time constant ( rec ) according to the following:
For each neuron, the model was fit using an iterative procedure that minimized the root-mean-squared error (RMSE) between the recorded RA and the predicted amplitudes based on the model. During fitting, E, fac , rec , and U were free parameters. Solely depressing synapses were fit using Equations 3 and 5 and three parameters: E, rec , and U. Facilitating synapses were fit using Equations 3-5 and four parameters: E, fac , rec , and U. All fit and RMSE values were consistent with values reported by Markram et al. (1998) for other types of excitatory cortical synapses. In later sections of the paper, E, fac , rec , and U were fixed according to their mean values (Table 1) for simulations of population currents. Simulated olfactory bulb population input to cortical neurons. Based on the results of our plasticity experiments, we generated stimuli that simulated the drive from the olfactory bulb to cortical neurons during passive respiration (2 Hz) or active sniffing (8 Hz). We modeled these inputs as the summed excitatory synaptic current from a population of 20 M/T cells. To create these stimuli, individual M/T cells were represented by Poisson distributed spike trains (50 s duration) with FRs that were modulated at 2 Hz (passive respiration) or 8 Hz (active sniffing). Then we convolved these spike trains with simulated synaptic currents that were scaled by short-term plasticity. Finally, all individual simulated M/T current inputs were summed to create a population current that was injected to cortical principal neurons. Hereafter in the text, frequencies (in hertz) related to spike activity are denoted as FR, while those related to respiration are referred to as modulation frequencies or rhythms.
Sinusoidally modulated M/T spike trains. For simplicity, we initially modeled the changes in M/T activity during respiration by sinusoidally modulating the firing rate of the Poissondistributed spike trains at 2 or 8 Hz. To mimic odor-evoked increases in M/T cell activity, the amplitude of the sinusoidal modulation (FR) was set at 2, 6, 10, or 14 Hz. This sinusoidally modulated firing rate was added to a baseline firing rate that was randomly drawn from a Gaussian distribution with mean of 10 Hz and SD of 5 Hz. When averaged across cycles and the population, the resulting peak firing rates ranged from 12 to 24 Hz. However, within a cycle, the instantaneous firing rates (1/interspike interval) of individual M/T spike trains were much higher (60 -100 Hz). These firing rates are consistent with the mean changes in firing rate recorded in awake animals in vivo (Rinberg et al., 2006; Davison and Katz, 2007; Fuentes et al., 2008; Cury and Uchida, 2010) .
Burst spike trains. We also created a set of stimuli that mimicked the burst-like responses of M/T cells recorded in vivo. To generate these stimuli, a gallery of M/T FR patterns (see Fig. 8 ) was modeled based on cycle peristimulus histograms (PSTHs) recorded during passive respiration (Carey and Wachowiak, 2011) or active sniffing (Cury and Uchida, 2010) . For each simulated M/T cell in the population (n ϭ 20), an FR pattern was randomly selected from the gallery and scaled to a peak firing rate drawn from a Gaussian distribution with a mean of 150, 200, or 250 Hz (SD Ϯ 50 Hz). In addition, the onset of the FR pattern relative to the cycle was jittered according to a Gaussian distribution with mean of 10 ms (SD, Ϯ5 ms). Then the FR pattern was repeated at 500 ms (2 Hz) or 125 ms (8 Hz) intervals for 50 s. Finally, these repetitive FR patterns were used to generate Poisson distributed spike times.
Simulated synaptic currents. To create population currents to inject to cortical neurons, each sinusoidal or burst modulated M/T spike train was convolved with ␣ function synaptic currents (Eq. 1; ␣ , 10 ms). The initial amplitudes of the ␣ functions, were either 20 pA for facilitating synapses or 40 pA for depressing synapses. The amplitudes and time constant of the ␣ functions were chosen such that current injection of a single ␣ function at the soma produced a simulated EPSP that was ϳ2-6 mV and decayed to baseline within 50 -100 ms of onset depending on the input resistance and time constant of the recorded neuron (data not shown).
Next, the amplitude of each ␣ function synapse was scaled based on the preceding IPI according to Equations 3-5 and mean values of E, fac , rec , and U obtained for fits to the short-term synaptic plasticity data (Table 1). Finally, the 20 individual, simulated M/T synaptic current sequences were summed to produce a population stimulus current (50 s duration) that was directly injected at the somas of cortical neurons.
Together, there were 24 sinusoidally modulated, M/T population current stimuli created to account for the two simulated respiratory rhythms (2 and 8 Hz), the four different average firing rates (12, 16, 20, 24 Hz), and the three types of synaptic plasticity recorded at excitatory synapses between M/T cells and cortical neurons. An additional 18 burst-like stimuli were created to account for the two simulated respiratory rhythms (2 and 8 Hz), the three different M/T peak firing rates (150, 200, 250 Hz) , and the three types of synaptic plasticity recorded at excitatory synapses between M/T cells and cortical neurons. For the majority of cortical neurons, the stimulus current amplitudes were sufficiently suprathreshold. However, in some neurons, a subthreshold bias current (20 -50 pA) was applied to ensure adequate firing rates (minimum, 4 Hz) for analysis. In cases in which a bias current was added, it was added uniformly across all stimuli tested.
It should be noted that the individual, simulated M/T spike trains are correlated solely through common modulation at respiratory frequencies. Correlated activity among M/T cells due to circuit interactions in the olfactory bulb (Urban and Sakmann, 2002; Galan et al., 2006; Giridhar et al., 2011) is not modeled, but would be expected to enhance our results.
Analysis of cortical spike responses and statistics. The mean cortical firing rates in response to the simulated M/T population currents were calculated as the total number of spikes divided by the 50 s stimulus duration. The phasic responses of cortical neurons were quantified using cycle histograms. The cycle lengths were 500 ms (2 Hz) and 125 ms (8 Hz), and each cycle was divided 10 bins (50 and 12.5 ms duration, respectively). The number spikes per bin were summed over all cycles. Firing rate cycle histograms were calculated by dividing the average number spikes per bin (over all cycles) by the bin duration. All statistics are reported as mean Ϯ SE, and significance was assessed using Student's paired and unpaired t tests.
Results
We investigated how respiratory rhythms and the recruitment of short-term synaptic plasticity at bulb-to-cortex synapses affect the transfer of olfactory bulb population activity to the cortex. We initially characterized the synaptic responses from principal neurons (n ϭ 32) in L2 of anterior olfactory cortex (n ϭ 6) and anterior piriform cortex (n ϭ 26) during LOT stimulation. Based on our results, we created simulated M/T population currents that were used to drive spiking in cortical principal neurons (n ϭ 19). We then explored how the interactions between the timescales of short-term plasticity at M/T synapses and respiratory rhythms give rise to different cortical responses.
Short-term synaptic plasticity at LOT synapses
The transfer of odor information represented by M/T spike trains is likely influenced by the short-term plasticity at synapses between M/T cells and cortical neurons in the LOT. To characterize plasticity at these synapses, we stimulated the LOT (layer 1a) with a train of Poisson distributed pulses (7 s duration; mean rate, 10 Poisson distributed spike times (black pulses) were replaced with ␣ function currents that were scaled based on the timescales of facilitation-dominant (F) (red), facilitating-depressing (FD) (green), or depression-dominant (D) (blue) synaptic responses. D, Twenty ␣ function sequences, comparable with those shown in C, were summed to form excitatory M/T population currents (colors as in C) that were modulated at 2 Hz (D1) or 8 Hz (D2). E, These stimuli (left) were then directly injected at the somas of cortical neurons to drive spike responses (right; colors as in C).
Hz). This stimulus is advantageous because it allows the quantification of short-term plasticity over a range of stimulus frequencies (1-100 Hz) using a variety of IPIs between 10 and 1000 ms. These IPIs are consistent with interspike intervals found in M/T spike trains that have instantaneous firing rates ranging from 1 to 200 Hz (Cury et al., 2010; Carey and Wachowiak, 2011; Shusterman et al., 2011) . We measured short-term plasticity as the ratio of the amplitude of each EPSP of the train relative to the first EPSP of the train (RA). Changes in RA that were Ͼ1 indicated short-term facilitation, while RA values Ͻ1 indicated depression. When we assessed the average RA across the train, we found that the distribution of synapse types was strikingly trimodal (Fig.  1 A) . This was surprising because previous reports have described these inputs dichotomously as either facilitating or depressing (Bower and Haberly, 1986; Hasselmo and Bower, 1990; Bekkers, 2006, 2011) . We found facilitation-dominant (F) synapses (n ϭ 7; red) that had an average RA of 1.45 Ϯ 0.06 (Fig.  1 A) and values near 1 for only the shortest IPIs (Fig. 1 B) . Facilitating-depressing (FD) synapses (n ϭ 10; green) had an average RA of 0.93 Ϯ 0.03 and RA values Ͻ1 for short IPIs and RA Ͼ1 for longer IPIs. Depression-dominant (D) synapses (n ϭ 15; blue) had an average RA of 0.44 Ϯ 0.02 and rarely had RA values Ͼ1 for any IPI. Example traces recorded from neurons receiving each type of synapse are shown in Figure 1C1 -C3.
The EPSPs of depression-dominant synapses had significantly greater initial amplitudes (D, 7.8 Ϯ 4.4 mV) than synapses that showed facilitation (F and FD, 2.4 Ϯ 2.3 mV; p Ͻ 0.01), but the synaptic decays did not differ ( ␣ : facilitating, 14.3 Ϯ 1.3 ms; depressing, 14.5 Ϯ 1.4 ms; p ϭ 0.90) (see Eq. 1, Materials and Methods). The majority of neurons that received solely depressing input (n ϭ 15) were regular spiking (adaptation ratio, Յ1) (see Materials and Methods) consistent with semilunar cells. Alternatively, most neurons that received facilitating inputs (n ϭ 17) were bursting neurons (adaptation ratio, Ͼ4) suggestive of pyramidal cells. Since these results are consistent with previous characterizations of synaptic inputs to principal neurons in piriform cortex, we focus the remainder of the study on the general role of short-term plasticity in information coding rather than the specific differences between pyramidal and semilunar cells.
To obtain the timescales of plasticity for each type of synapse, we fit the relationship between the RA of a given EPSP in the train and the preceding IPI using a phenomenological model for short-term plasticity (Markram et al., 1998 ) (see Materials and Methods). The premise of the model is that, on any given stimulus pulse, the relative synaptic strength (RA) is the product of the maximum efficacy (E) of a synapse, the proportion of efficacy used (u) on the current pulse that becomes immediately unavailable for the next pulse, and the proportion that remains available (r) (Fig. 1D, green circles) . For facilitating synapses (F, FD), u is incremented on each pulse and decays to its initial value (U) according to the time constant for facilitation, fac (Eq. 4; Fig. 1D , open circles). For solely depressing synapses (D), u ϭ U and the proportion used on each pulse is constant. For both facilitating and depressing synapses, r is decremented by u and recovers between pulses according to the time constant rec (Eq. 5; Fig. 1D, black circles) . The values of E, U, fac , and rec were obtained from model fits to each data set and the means are reported for each synapse type (F, FD, and D) in Table 1 . Facilitating synapses (F, FD) were described by two time constants ( fac and rec ), while solely depressing (D) synapses are described by just one, rec . Thus, all synapses (F, FD, D) recover from short-term depression described by rec , but only a subset of synapses (F, FD) express facilitation described by fac .
For the synaptic responses shown in Figure 1C1 -C3, the predicted change in RA based on the model is plotted versus time. The fitting procedure minimized the RMSE between the predicted (dashed line) and recorded (solid colored lines) RA for a given sequence of stimulus pulses. Overall, the synaptic responses were well fit by the model, as the average RMSE for facilitating synapses was 0.12 Ϯ 0.02, and for depressing synapses, 0.02 Ϯ 0.005. The relationship between the predicted and recorded amplitudes ( Fig. 1C1-C3 , right) was linear, which also indicates a good fit between model and data (facilitating synapses: R, 0.7 Ϯ 0.03; depressing synapses: R, 0.8 Ϯ 0.03). F synapses had a significantly shorter time constant for depression ( rec , 86 Ϯ 16 ms) than FD (163 Ϯ 26 ms) or D (147 Ϯ 18 ms; p Ͻ 0.05) synapses. F synapses also had a significantly longer time constant for facilitation ( fac , 1171 Ϯ 94 ms) than FD synapses (910 Ϯ 38 ms; p Ͻ 0.05). In the following sections, we use this model to explore how short-term synaptic plasticity in a simulated population of M/T inputs influences information transfer between the olfactory bulb and the cortex.
Simulated population input from the olfactory bulb
To investigate how synaptic dynamics influence the responses of cortical neurons to olfactory bulb inputs, we used the short-term plasticity model to simulate the synaptic current from a presynaptic population of 20 M/T cells. This current was then directly injected to real pyramidal or semilunar cortical neurons. The main advantage of driving cortical responses with simulated population currents is that each M/T spike train is simulated independently of the other population inputs. This better represents the response heterogeneity of the M/T population (Padmanabhan and Urban, 2010) . The spike trains of individual M/T cells were simulated using time-varying Poisson processes with baseline spike rates randomly chosen from a Gaussian distribution (mean rate of 10 Hz and SD of 5 Hz). To simulate odor-evoked increases in firing rate, 2, 6, 10, or 14 Hz was added to this baseline rate. To mimic firing patterns during respiration, these increases in firing rate were sinusoidally modulated at 2 Hz (passive breathing) or 8 Hz (active sniffing). Together, this resulted in simulated presynaptic M/T firing rates that, when averaged across cycles and the population, were 12, 16, 20, or 24 Hz. In Figure 2 A, we show the rhythmicity of the simulated spike rate of the M/T population over a number of 2 or 8 Hz cycles. Although average spike rates ranged between 12 and 24 Hz, the instanta- neous firing rates of individual M/T cells could be much higher (10 -100 Hz) (Fig. 2B) . These average and instantaneous firing rates are consistent with odor-evoked changes in firing rate recorded in awake animals (Rinberg et al., 2006; Davison and Katz, 2007; Fuentes et al., 2008; Cury and Uchida, 2010; Shusterman et al., 2011) .
To generate current stimuli to drive the cortical neurons, the individual M/T spike trains were convolved with ␣ function "synaptic" currents (Fig. 2C) . For each M/T input, the synaptic currents were scaled based on the preceding IPI according to values of fac , and rec that were comparable with the recorded values for F, FD, and D synapses (Table 1, Fig. 2C ). Finally, these individual synaptic current waveforms were summed to create population excitatory currents (50 s duration) that were directly injected into cortical neurons (Fig. 2 D, E) . In the next section, we characterize the spike responses of cortical neurons to these simulated M/T population currents.
Differential cortical responses with simulated 2 Hz versus 8 Hz respiratory rhythms
To investigate how short-term plasticity and respiratory rhythms influence the cortical coding of presynaptic firing rates, we assessed the firing rates of cortical spike trains in response to our sinusoidally modulated M/T population currents. The mean and phase-locked cortical firing rates, as well as statistical analyses for all combinations of synapse type, presynaptic rate, and simulated respiration frequency, are presented in Tables 2 and 3 .
In Figure 3 , we show examples of cortical spike trains in response to two different presynaptic firing rates (16 or 24 Hz) that were modulated by 2 Hz (left) or 8 Hz (right) rhythms (Fig. 3A1,B1,C1 ). For each synapse type, F (reds), FD (greens), and D (blues), the cycle firing rate histograms show that the peak, phase-locked, cortical FRs increase significantly with presynaptic rate during 8 Hz, but not 2 Hz rhythms (Fig.  3A2 ,B2,C2; **p Ͻ 0.01). The cortical firing rates in response to all presynaptic rates are shown in Figure 4 . In the 8 Hz case, the peak, phase-locked FR increased significantly and linearly with presynaptic rate (n ϭ 14; p Ͻ 0.01; Fig. 4 A1-A3 ). In contrast, during 2 Hz rhythms, peak cortical FR increased minimally for presynaptic rates Ͼ16 Hz (Fig. 4 A1-A3 ). This relationship was saturating and best fit by an exponential function (X 2 , 0.12-0.29). Moreover, there was a broad range of cortical FRs (ϳ12-20 Hz) to represent changes in presynaptic rate in the 8 Hz case, but this range was significantly narrower in the 2 Hz case (ϳ5-12 Hz; Fig. 4 B2) .
The mean firing rates of the cortical neurons increased linearly with presynaptic firing rate in both the 2 and 8 Hz cases (Fig.  4C1-C3 ). These increases were modest (range, ϳ2-6 Hz; Fig.  4 D2 ) compared with the range of presynaptic rates (14 Hz). In addition, the mean firing rates did not differ between the 2 and 8 Hz cases. Together, these results suggest that stimulus features represented by changes in presynaptic M/T firing rates can be coded by changes in mean cortical firing rates regardless of respiration frequency (2 or 8 Hz) as well as by spike timing relative to the respiratory cycle at active, sniff-like frequencies (i.e., 8 Hz).
Facilitation increases the gain of the input/output relationship in cortical neurons
The relationship between cortical mean or phase-locked firing rates and presynaptic firing rate were qualitatively similar for all types of synapse. This was surprising given the extreme differences between facilitation-dominant and depression-dominant synaptic responses. However, there were quantitative differences in cortical firing rates in response to facilitating versus solely depressing inputs. F synapses promote higher phase-locked (Fig.  4 B, Tables 2, 3; **p Ͻ 0.01) and mean firing rates (Fig. 4 D, Tables  2, 3 ; **p Ͻ 0.01) than solely depressing inputs. Moreover, F and FD synapses give rise to a significantly greater range of peak and mean cortical firing rates that represent changes in presynaptic M/T rate than depressing synapses (**p Ͻ 0.01; Fig. 4 B2,D2 , Tables 2, 3 ). Thus, the degree of facilitation expressed in M/T-tocortex synapses likely alters the gain of the relationship between input and output firing rates.
Contributions of synaptic plasticity and respiratory rhythms to cortical responses
To determine how plasticity and respiratory rhythm influence cortical responses, we took a step back look at how changes in presynaptic firing rate were reflected in the simulated M/T population currents. For each of the 24 sinusoidally modulated stimuli, we calculated the average current over a simulated respiratory cycle (Fig. 5A1-A3 ). For all synapse types (F, reds; FD, greens; D, blues), the peak current (in picoamperes) over a simulated respiratory cycle increased with increased presynaptic firing rate but did not differ for simulated breathing cycles (2 Hz) versus simulated sniffing cycles (8 Hz) (Fig. 5B1-B3 ). Facilitating inputs produced in higher peak currents and a greater range of current amplitudes to represent presynaptic rates (F synapses, 180 -280 pA; FD synapses, 120 -180 pA) compared with D synapses (110 -160 pA). This increased drive likely underlies the higher mean and phase-locked cortical firing rates in response to facilitating inputs (F, FD) versus solely depressing inputs (Fig. 4, Tables 2, 3) .
Changing the respiratory rhythm changes the rate at which odor inputs are delivered to the olfactory epithelium. Higher respiratory rates narrow the temporal window for M/T population spiking relative to the cycle. In our simulated respiratory cycles, the window is narrowed from 500 ms (2 Hz) to 125 ms (8 Hz), which has an organizing effect on spike times across the population and can increase the slope of the rising phase of the average synaptic current at the onset of the cycle. The slope of the rising phase was taken from 0 to 100 ms in the 2 Hz case and from 0 to 25 ms in the 8 Hz case. As expected, the slope of the current was greater (1-3 pA/ms) in the 8 Hz case than the 2 Hz case (Ͻ1 pA/ms). However, more importantly, the slope further increased linearly with presynaptic firing rate in the 8 Hz case but saturated in the 2 Hz case (Fig. 5C1-C3 ). These results are reminiscent of the relationship between phase-locked cortical FRs and presynaptic firing rate in the 8 Hz case versus 2 Hz case (Fig. 4) .
Although changes in respiratory rhythm produce population current slopes that are generally greater in the 8 Hz case than the 2 Hz case, they do not fully explain the differential sensitivity of slope or cortical FR to changes in presynaptic rate. We next explored how synaptic plasticity might contribute to the relative insensitivity to changes in presynaptic rate in the 2 Hz case. We generated population currents of neutral (N) (neither facilitating nor depressing) synaptic inputs. The population of M/T spike trains were simulated as previously described for F, FD, or D synapses except these were convolved with ␣ function synaptic currents with amplitudes (20 pA) that did not vary with interpulse interval. As seen in the F, FD, and D cases, the maximum current attained over the cycle increased with increasing presynaptic firing rate and did not differ for 2 Hz versus 8 Hz cycles (Fig.  6 A, B) . These current amplitudes (135-225 pA) were lower than those of F synapses but greater than FD or D synapses (compare with Fig. 5B ). In the 8 Hz case, the slope of the rising phase of the neutral currents increased linearly from 0.5 to 2.5 pA/ms with presynaptic rate similar to F, FD, and D currents (Fig. 6C) . However, in the 2 Hz case, the slope of the neutral currents also linearly increased from 0.1 to 1 pA/ms with presynaptic rate (Fig.  6 D, black circles) , which contrasts with saturating slope values for F, FD, and D synapses (Fig. 6 D) . Thus, synaptic plasticity contributes substantially to the relationship between current slope and presynaptic firing rate.
Relationship between respiratory frequency, presynaptic firing rates, and synaptic scale
In the previous sections, we show that cortical neurons respond differentially to changes in presynaptic firing rate when simulated M/T currents are modulated at 2 Hz (breathing) versus 8 Hz (sniffing) frequencies. We also show that both simulated respiration frequency and short-term plasticity contribute to cortical responses. However, it remains to be determined how synaptic plasticity contributes to saturating current slopes and, consequently, invariant phase-locked cortical firing rates during 2 Hz but not 8 Hz rhythms. This phenomenon occurs for all synapse types, so it is unlikely that facilitation, which is only expressed in F and FD synapses, is the primary cause. For this reason, we focus on a role for short-term depression in mediating saturating cortical responses during 2 Hz modulations.
In general, as presynaptic firing rate increases, more synaptic efficacy is used (u) and there is less recovery of the remainder (r) between pulses (Fig. 1 D, yellow highlight) . This enhanced depression decreases overall synaptic scale and could counter the increases in synaptic drive produced by higher presynaptic M/T firing rates. Such a mechanism requires substantial overlap between the timing for increased presynaptic spike activity and that of decreased synaptic scale (recruitment of depression). To ascertain the temporal relationship between presynaptic spike activity and changes in synaptic scale, we plot the normalized M/T spike rate and synaptic scale against the phase () of the simulated respiratory cycle between 0 and 2 (Fig. 7A1,A2 ). When presynaptic inputs were modulated by 2 Hz rhythms, the time course of synaptic scale (F synapses, red; FD synapses, green; D synapses, blue) is inversely related to M/T spike rate (black)-as spike rate increases, synaptic scale decreases (Fig. 7A1) . The phase difference (⌬) between the peak of the M/T spike rate and the trough of synaptic scale (maximum depression) is small, 0.2 (Fig. 7A1) . Thus, when M/T spike rate is maximal, synaptic amplitude is nearly minimal (scale, ϳ0.10). This suggests that, during the 2 Hz cycle, recruited depression is optimally timed to cancel increases in M/T rates resulting in saturating cortical responses. In contrast, when population currents were modulated by 8 Hz rhythms, synaptic scale peaks early in the cycle and M/T spikes have a high probability of arriving at a time when depression is weak and synaptic amplitudes are high (scale, 0.5-1; Fig. 7A2 ). Furthermore, the phase difference between the peak spike rate and the trough of the synaptic scale is greater (⌬ ϭ 0.6) than in the 2 Hz case. Since the majority of M/T inputs arrive before synaptic scale is minimized, these inputs escape substantial depression and ultimately drive cortical spike responses that can code increases in presynaptic M/T firing rates.
In rodents, respiratory frequencies vary from 1 to 12 Hz, so we explored the temporal relationship between M/T spikes and synaptic scale over a range of simulated respiratory rhythms. At modulation frequencies consistent with passive respiration (1-4 Hz), we found that the phase difference between the trough of the synaptic scale and the peak presynaptic firing rate is small (⌬ ϭ 0.2). This suggests a substantial temporal overlap between presynaptic spiking and the recruitment of depression that can counter increases in firing rate. However, the phase difference substantially increases (⌬ ϭ 0.4 -0.6) in a nearly step-like fashion with the transition to snifflike, modulation frequencies (Ն5 Hz; Fig. 7B, yellow box) . This phase difference increases the probability that presynaptic spikes will drive cortical responses before depression is recruited. These results suggest that the transition from passive respiration to active sniffing creates a window of opportunity for M/T inputs to drive cortical responses that code stimulus information in phase-locked firing rates. This was true for all synapse types: F synapses, red (A1); FD synapses, green (A2); D synapses, blue (A3). B1, In both the 2 Hz (left) and 8 Hz (right) cases, F synapses drove cortical responses with higher peak FRs than FD or D synapses (**p Ͻ 0.01, paired t test). B2, The range of peak cortical FR was greatest for F synapses during 2 Hz rhythms and for F and FD synapses during 8 Hz rhythms (F, red bars; FD, green bars; D, blue bars; *p Ͻ 0.05, **p Ͻ 0.01, paired t test; range, cortical FR for the highest presynaptic FR minus the cortical FR for the lowest presynaptic FR). C, The mean FRs increased with presynaptic rate but did not differ for 2 Hz (solid circles) versus 8 Hz (open circles) modulations, F synapses (C1), FD synapses (C2), D synapses (C3). D1, In both the 2 Hz (left) and 8 Hz (right) cases, F and FD synapses drove cortical responses with higher mean FRs than D synapses (**p Ͻ 0.01, paired t test). D2, The range of mean cortical FRs was greatest for facilitation-dominant synapses (F, red bars; **p Ͻ 0.01, paired t test) (Tables 2, 3 ). For all synapse types, the range of mean firing rates did not significantly (n.s.) differ between the 2 and 8 Hz cases. Error bars indicate ϮSE.
Cortical responses to simulated M/T burst firing delivered at 2 Hz versus 8 Hz rhythms
In the previous sections, sinusoidal modulations of presynaptic firing rate provide an intuitive explanation for how the interactions between the timescales of respiratory rhythms and shortterm synaptic plasticity might influence cortical coding. We questioned whether these observations would be maintained in response to more realistic, burst-like, M/T firing patterns recorded in vivo. Based on cycle histograms of M/T firing rates recorded during passive respiration (Carey and Wachowiak, 2011) and active sniffing (Cury and Uchida, 2010) in vivo, we created two galleries of firing patterns that simulated the "bursty" spike trains of M/T cells when odors are sampled at 2 Hz (Fig.  8 A1) or 8 Hz (Fig. 8 B1) . For each population current stimulus, we randomly chose 20 patterns from a given gallery and jittered the onset of each pattern by 10 Ϯ 5 ms. This ensured that the population of simulated M/T spikes tiled the respiratory cycle (Fig. 8 A2,B2 ) as previously described (Cury and Uchida, 2010; Shusterman et al., 2011) . These patterns were scaled by three different peak firing rates with means of 150, 200, or 250 Hz (SD Ϯ 50 Hz). We then used these patterns to drive Poisson distributed spike times (see Materials and Methods). The resulting spike trains were convolved with ␣ function currents that were scaled by synaptic plasticity as previously described. Finally, the summed population currents were injected at the somas of cortical pyramidal cells (n ϭ 5).
The characteristics of these stimuli and the elicited cortical responses were very similar to those described previously for si- nusoidally modulated firing rates. The peak cortical FR of the cycle histograms did not vary with presynaptic rate during 2 Hz rhythms but increased during 8 Hz rhythms (Fig. 8 A4, B4,C1-C3) . Indeed, for all synapse types, the differences in peak cortical FR observed with sinusoidally modulated inputs delivered at 2 Hz versus 8 Hz, appear amplified by the use of realistic M/T firing patterns (Fig. 8C1-C3 ). Moreover, facilitation greatly enhanced the gain of these input-output relationships. As we have shown previously, the slope of the average current across cycles saturated with increasing presynaptic rate for all synapse types during 2 Hz cycles (Fig. 8 A3,D1 ) but increased with presynaptic rate during 8 Hz cycles (Fig. 8 B3,D2) . Furthermore, in the 2 Hz case, synaptic scale, which is minimized when presynaptic spike rates are maximized (⌬ ϭ 0; Fig. 8 E1, dashed line) , can directly counteract changes in presynaptic activity. In the 8 Hz case, the recruitment of depression is delayed (⌬ ϭ 0.4; Fig. 8 E2, dashed lines) with respect to presynaptic spiking, creating a window of opportunity to drive cortical responses. Together, these results suggest that short-term synaptic plasticity can modulate cortical responses recorded in vivo during passive respiration or active sniffing.
Discussion
In this study, we investigated the interaction between behavioral and synaptic timescales that influence cortical activation and stimulus coding in the mouse olfactory system. The transition from passive breathing (1-4 Hz) to active sniffing (5-12 Hz) is a critical olfactory behavior, yet the influence of sniffing on the activation of cortical neurons during odor coding has not been fully elucidated. We have identified multiple timescales for shortterm facilitation and depression at synapses between mitral/ tufted cells and excitatory cortical neurons. We have shown that interactions between the timing of short-term synaptic depression and simulated respiratory rhythms produce significant differences in the cortical firing rates during 2 Hz (breathing) versus 8 Hz (sniffing) modulations. Specifically, during 8 Hz modulations, increases in presynaptic activity are coded by increases in the phase-locked firing rates of cortical neurons. This contrasts with saturating, phase-locked firing rates during 2 Hz modulations. We also show that the gain of these responses is modulated by short-term facilitation. Together, our results suggest that the differential recruitment of short-term plasticity by transitioning from passive breathing to active sniffing shapes the transfer and coding of odor information between the olfactory bulb and cortex.
Respiratory rhythms, short-term depression, and cortical coding Previous studies have suggested that short-term facilitation and depression may contribute to the differential response properties of semilunar versus pyramidal cells Bekkers, 2006, 2011) . Here, we suggest a new function in which short-term synaptic depression interacts with timescales of respiratory rhythms to alter cortical coding. For slow respiratory rhythms (Ͻ4 Hz), the temporal overlap between presynaptic spike times and the recruitment of depression produces cortical spike responses that saturate with changes in presynaptic firing rate. During highfrequency, sniff-like rhythms (Ͼ5 Hz), presynaptic spikes occur early in the cycle when synaptic depression is relatively weak. This creates a window of opportunity when changes in presynaptic rate can be coded by phase-locked cortical firing rates before depression is maximally recruited. Moreover, since all synapse types (F, FD, and D) express depression, the mechanism by which cortical responses are modulated by increases in respiratory rhythm may be common to pyramidal and semilunar cells.
In our sinusoidally modulated model, presynaptic spike timing relative to the respiratory cycle changes with increases in firing rate and simulated respiration frequency. These changes in spike timing contribute to the slope of the population currents that drive phase-locked spikes in cortical neurons during snifflike rhythms. Although M/T spike timing relative to the respiratory cycle changes with odor concentration and firing rate in vivo (Cang and Isaacson, 2003; Carey and Wachowiak, 2011) , the impact of respiratory frequency on spike timing remains unre- Figure 7 . Relationship between simulated respiration frequency, M/T spike times, and synaptic plasticity. A, Phase relationship between presynaptic FRs and synaptic scale over the simulated respiratory cycle. Cycle time was normalized to phase () between 0 and 2, and ⌬ was the phase difference between the trough of the synaptic scale and the peak, presynaptic firing rate. The presynaptic firing rates (black) and synaptic scale for all synapse types (F, red; FD, green; D, blue) were normalized between 0 and 1. A1, In the 2 Hz case, synaptic scale decreases as presynaptic rate increases, and there is a small phase difference (⌬ ϭ 0.2; vertical dashed lines) between the peak firing rate and trough of the synaptic scale. When firing rate is maximal (1), scale is nearly minimal (ϳ0.10; horizontal dashed line). A2, In the 8 Hz case, both synaptic scale and presynaptic rate peak early in the cycle with phase difference, ⌬ ϭ 0.6 (vertical dashed lines). When firing rates peak, synaptic scale is ϳ0.5 (horizontal dashed line). B, Phase difference (⌬) between synaptic scale and presynaptic firing rate for simulated respiration modulation frequencies between 1 and 10 Hz. At simulated sniff frequencies (Ͼ5 Hz; yellow box), there is a step-like increase in ⌬.
solved. It has been shown that the phase of M/T spiking does scale with respiration frequency during repetitive sniffing (Carey and Wachowiak, 2011; Shusterman et al., 2011) . However, it has also been shown that, on the first respiratory cycle of an odor response, absolute spike timing relative to the onset of inspiration does not differ for breathing versus sniffing frequencies (Cury and Uchida, 2010; Carey and Wachowiak, 2011) . Nonetheless, when our model incorporated realistic M/T firing patterns based on recordings during breathing (Carey and Wachowiak, 2011) and sniffing (Cury and Uchida, 2010) , differential cortical coding with respiratory frequency is maintained. This suggests that the timescales of synaptic plasticity and respiration can play an important role in how cortical neurons code increases in bulbar activity in vivo. Future studies in awake animals that investigate the coding of changes in odor features by M/T and cortical neurons at different respiration frequencies will be essential to verify these predictions.
Short-term facilitation at M/T-to-cortical neuron synapses
We have classified three types of synaptic input between M/T neurons and cortical principal cells that differ in their expression of short-term facilitation and depression. All synaptic inputs expressed frequency-dependent depression; however, only two types expressed facilitation. Consistent with previous studies, facilitating inputs were biased toward bursting, pyramidal neurons, while regular-spiking semilunar neurons received solely depress- (Carey and Wachowiak, 2011) . A2, Twenty cycle histograms that were randomly drawn from the gallery and scaled to a peak FR of 200 Ϯ 50 Hz. The onsets were jittered 10 Ϯ 5 ms. A3, Cycle triggered average of the population current for FD synapses driven at presynaptic rates of 150 Hz (light green), 200 Hz (green), and 250 Hz (dark green). A4, Cycle histograms of cortical firing rates in response to the population stimuli for the different presynaptic firing rates, 150 Hz (light green), 200 Hz (green), and 250 Hz (dark green). B1-B4, Same as in A1-A4 except the modulation frequency was 8 Hz, and the PSTH gallery was based on in vivo recordings during sniffing (Cury and Uchida, 2010 ing input (Bower and Haberly, 1986; Hasselmo and Bower, 1990; Bekkers, 2006, 2011) . However, we found that facilitating inputs could be further classified as strongly facilitating, F synapses, or moderately facilitating, FD synapses. The time constants for facilitation and depression of these two types of synapses differed significantly and produced dramatically different cortical responses. Our results suggest that the functional impact of facilitation in LOT inputs may distribute along a continuum that depends on the balance facilitation and depression. Although synapses that expressed facilitation (F, FD) were initially weaker in amplitude than solely depressing synapses, population currents generated by F synapses resulted in the highest cortical firing rates and the greatest range of rates to represent presynaptic activity. Currents composed of FD synapses evoked midrange cortical responses, while D synapses produced the lowest firing rates and the narrowest range of responses. Thus, the degree of facilitation in LOT synapses may play an important role in enhancing the gain of the cortical input/output relationship and/or broadening the range of cortical responses (Abbott et al., 1997) .
The range of synaptic responses we observe highlights the fact that the mechanism of target-dependent, short-term plasticity at the M/T to cortex synapses is currently unknown. One possibility is that single M/T axons make different types of synaptic connections depending on the identity of the postsynaptic cell as in other cortical areas (Markram et al., 1998; Reyes et al., 1998) . Alternatively, mitral or tufted cells may preferentially target one type of principal neuron or cortical area (Nagayama et al., 2010) . A third possibility is that cortical neurons receive a mix of inputs that vary in amplitude (Franks and Isaacson, 2006 ) and balance of facilitation or depression. Although our use of minimal stimulation aims to activate just one or a few axons, this third possibility cannot be entirely ruled out. Future studies that focus on the anatomical and functional specificity of connections between the olfactory bulb and the cortex are essential to resolve this issue.
Potential interactions between LOT inputs and cortical circuitry
Cortical activation by dynamic LOT synapses is likely further modulated by feedforward inhibition (Luna and Schoppa, 2008; Poo and Isaacson, 2009; Stokes and Isaacson, 2010) . Previous studies of synaptic plasticity at afferent synapses have blocked inhibition to isolate excitatory responses (Franks and Isaacson, 2006; Bekkers, 2006, 2011) . We chose to keep inhibition intact and therefore cannot rule out the possibility that recruitment of feedforward inhibition contributes to the plasticity dynamics we observe. We routinely depolarized the cortical neurons to ensure that the PSPs did not reverse and were thus predominantly excitatory. In some neurons, LOT stimulation yielded EPSPs followed or obscured by strong inhibitory PSPs (Luna and Schoppa, 2008) . These neurons were not included in our analyses. Nonetheless, given that LOT synapses onto L1 interneurons also depress (Stokes and Isaacson, 2010) , the mechanisms described for differential phase-locked responses with respiratory frequency in excitatory neurons may also apply to spike activity in these inhibitory neurons. Moreover, the time lag between the recruitment of excitation and inhibition (Luna and Schoppa, 2008; Poo and Isaacson, 2009; Stokes and Isaacson, 2010) may further enhance cortical phase locking during highfrequency respiration. Finally, the recruitment of inhibition may counter or enhance the changes in gain mediated by the different types of facilitation at excitatory synapses (Mitchell and Silver, 2003; Arevian et al., 2008; Ferrante et al., 2009 ). Our study serves as a starting point for predictions about how synaptic plasticity at LOT synapses influences cortical responses. As more information becomes available, our model could be amended to include interactions between respiratory frequency and the timescales of feedforward inhibition and/or recurrent cortical circuits.
Sniffing behavior and cortical coding
Once an odor is detected, animals can often make learned discriminations or alter behavior in one or two sniffs (ϳ150 -200 ms) (Uchida and Mainen, 2003; Kepecs et al., 2007; Wesson et al., 2008a) , suggesting a short temporal window for cortical processing before changes in behavior (Wesson et al., 2008a) . We have shown that the combination of sniff frequency and the recruitment of short-term plasticity create a narrow window of opportunity for phase-locked cortical responses to code changes in stimulus intensity. Such phase-locked codes may be advantageous over mean rate codes when integration times for odor evaluation are short. Another interesting possibility is that increased phase-locked activity across the cortical population enhances spike time correlations or oscillatory activity during sniffing. It is not yet known how cortical ensembles code olfactory information during sniffing, and it is clear that additional studies in awake, behaving animals are required. Nonetheless, this study makes new predictions about how behavioral timescales may interact with synaptic mechanisms to influence cortical coding during sensory processing.
