Introduction
Panel data combine cross-sectional and time series information, and because of the inherent nature of data involving a time series for each unit leads, a dynamic parameter is usually included modeling with such data. Dynamic panel data (DPD) model postulates the lagged dependent variable as explanatory variable. Just like in univariate time series analysis, modeling the dependency of the time series on its past value(s) gives valuable insights on the temporal behavior of the series. (Baltagi, 2005) noted that many economic relationships are dynamic in nature and the panel data allow the researcher to better understand the dynamics of adjustment exhibited by the units.
A good number of dynamic panel data estimators have been proposed and thoroughly characterized in the literature. The within-group (WG) estimator which provides consistent estimate for static models is among the early methods of estimation for DPD model introduced in the literature. In DPD models however, Nickell (1981) showed that the WG estimator of the coefficient of the lagged dependent variable parameter is downward biased and the bias only disappears as the number of time units grows large. Thus, the WG estimator is known to be biased whenever the time-dimension T is fixed even if the cross-section dimension N is large.
The inconsistency of the WG estimator leads to the development of DPD coefficient parameter estimators that are consistent for large N and fixed or large T , e.g., the use of instrumental variables (IV). For the IV estimators, (Anderson and Hsiao (1981) used either the dependent variable lagged two periods or its first-differences as instruments. Even the development of the generalized method of moments (GMM) estimators for DPD coefficient parameters is based on the IV approach. (Arellano and Bond, 1991) proposed GMM estimator that uses all available lags at each period as instruments for the equations in first differences and this estimator is now known as the first-difference generalized method of moments estimator (FD-GMM). (Arellano and Bover, 1995) proposed the level GMM estimator which is based on the level of the model and uses lagged difference variables as instruments. (Blundell and Bond, 1998) further proposed the now called system GMM estimator which uses both the lags of the level and first difference as instruments.
The DPD model estimators have exhibited good asymptotic properties, see for example (Nickell, 1981) , (Kiviet, 1995) , and (Alvarez and Arellano, 2003) . Some papers attempted to investigate the small sample properties of the said estimators, e.g., (Judson and Owen, 1999) and (Hayakawa, 2007) . Alternative estimators that work well under small sample have to be developed since many panel data may have large number of units but with a relatively short time series realization. There are numerous studies on the properties of dynamic panel data model but are mostly focusing on data sets with large cross-section and small time dimensions. Other studies highlight datasets with sizeable cross-section dimensions and moderate size time dimensions.
We used intensive simulations to investigate both the small and large sample properties of two of the simplest and oldest DPD estimators, the within-groups and firstdifference generalized method of moments estimators of the AR(1) DPD model. We also propose the use parametric bootstrap procedure to the WG and FD-GMM for the boundary scenario, i.e., when asymptotic optimality of WG and FD-GMM fail.
As (Houkannounon, 2008) pointed out, the application of bootstrap methodology in panel data analysis is currently in its embryonic stage. The bootstrap estimators proposed in this study can answer the possible limitations of the estimators by (Alvarez and Arellano, 2003) . Over a short period, it is common for processes over time to be easily affected by random shocks. Thus, if long period data are used, it is very likely that structural change will manifest and the modeler will either incorporate the change into the model (more complicated) , or analyze the series by shorter periods, leading to small sample data where the proposed estimator is applicable.
Dynamic Panel Data Model
Suppose the dynamic behavior of a time series for unit i (y it ) is characterized by the presence of a lagged dependent variable among the regressors, i.e.
vector of explanatory/exogenous variables, and  is 1  K vector of regression coefficients. it  follows a two-way error component model
where i  and t  are the (unobserved) individual and time specific effects, which are assumed to stay constant for given i over t and for a given t over i , respectively; and it  represents the unobserved random shocks over i and t . Hsiao (2003) , Baltagi (2005) and Hsiao and Tahmiscioglu (2008) give detailed discussions on dynamic panel data models.
Consider the following ) 1 ( AR dynamic panel data model without exogenous variable
where it y is the dependent variable,  is the regression coefficient (parameter of interest)
 is the unobserved heterogeneity or individual effect which has mean 0 and
and it  is unobserved disturbance with mean 0 and variance
. Alvarez and Arellano (2003) defined the WG estimator as Alvarez and Arellano (2003) derived the asymptotic properties of several dynamic panel data estimators namely, within groups (WG), first-difference generalized method of moments (FD-GMM), limited information maximum likelihood (LIML), crude GMM and random effects ML estimators of the AR(1) parameter of a simple DPD model with random effects.
As observed by Alvarez and Arellano (2003) 
, the asymptotic variance of WG estimator is the same as the of GMM estimator and they have similar (negative) asymptotic biases in which for WG has order
. On the otherhand,
GMM FD
 is a consistent estimator for  as both   N and
. Also, the number of the FD-GMM orthogonality conditions
, the asymptotic variance of FD-GMM estimator is the same as the WG estimator and they have similar expression for their (negative) asymptotic biases in which for FD-GMM has order   N   1 . When N T  , the asymptotic bias of GMM is smaller than the WG bias, when N T  , the two asymptotic biases are equal and when 0  T N , the asymptotic bias in the WG estimator disappears. Kiviet (1995) reported from a simulation study that the variance of the WG estimators is usually much smaller than the variance of consistent GMM estimators. See Nickell (1981) , Kiviet (1995) , Judson and Owen (1999) , Arellano and Bond (1991) , Bond (2002) , and Alvarez and Arellano (2003) for further details.
3
The Bootstrap Method
The bootstrap is a useful tool for estimation in finite samples. Bootstrap procedure entails the estimation of parameters in a model through resampling with a large number of replications, Mackinnon (2006) . Efron (1979) developed the idea of bootstrap procedure known as a nonparametric method of resampling with replacement and it stems from older resampling methods such as the jackknife method and delta method.
Originally, the bootstrap requires independent observations, i.e., x consisting of n observations 1 x , 2 x , …, n x , a random sample from the true distribution   x F generating the data.
For time series models, the sieve bootstrap and the block bootstrap are more popular. The sieve bootstrap starts by fitting the most adequate model and the behavior of the empirical distribution of the residuals is analyzed. The bootstrap errors To define the bootstrap for dynamic panel data models, suppose y is defined as measurements from different cross-section units of the population over different time periods, so that the data can be represented by 
Bootstrap Procedure for Dynamic Panel Data Estimators
While WG and FD-GMM estimators are established to possess optimal properties for large samples, there are doubts on their performance under small samples. Many panel data are usually formed from small samples of time points and/or panel units because of the structural change or random shocks that may occur in bigger datasets. For small samples, we propose to use the parametric bootstrap to WG and FD-GMM in mitigating the bias and inconsistency that these estimators are known to possess.
We consider the
where  is the parameter, i  is the individual effect with mean zero and variance 2   , and disturbances it  with mean zero and variance 2   . The bootstrap procedure below follows an ARSieve with the following steps:
Step 1: Given   For each cross-section unit i , we assume an
. Using the method of least squares we obtain the estimators i  and i ˆfor the parameters.
Step 2: Determine  , the average of all i  's over all cross-section units, i.e.,
Step 3: For a fixed cross-section unit i , the predicted values
Step 4: Form one reconstructed panel data   Step 5: Repeat step 4 1  B times, taking note that the used set of * it  should not be used again in subsequent reconstruction of the panel data. There will be B panel
available in the end.
Step 6: Compute for WG and FD-GMM estimators using equations 5 and 7
respectively, for each of the B panel data sets formed in steps 3 and 4.
Step 7: Do iid bootstrap from the B estimates in step 6.
When sample size is small, there is a tendency for estimators based on asymptotic optimality to become erratic. The AR sieve is used to reconstruct as many time series as possible that capture the same structure as the data. Resampling from each of the recreated data and computation of WG and FD-GMM for each resamples can alleviate instability caused by small samples, inheriting the optimal properties of the bootstrap methods.
Simulation Study
In the simulation, we used AR(1) with individual random effects model given in equation 10, i.e.,
. We used an extensive Monte
Carlo design that aims to examine both the asymptotic and finite (small) sample properties of the two estimators of the parameter α. In studies where the asymptotic properties are examined, the cross-section dimension go as large as 500 (see Everaert, and Pozzi (2007) ) or as small as 50 (see Alvarez and Arellano (2003) ). We consider 50  N corresponding to the large cross-section dimension scenario. On the other hand, 50  T is the largest time dimension used in studies about asymptotic properties (see Alvarez and Arellano (2003) Hayakawa (2007) , Chigira and Yamamoto (2006) ), even N is as large as 100, it still exhibit small sample properties of the estimator, specifically the GMM estimator. We consider as small time dimensions cases with 3  T and 5  T
. If the objective is to examine the finite sample properties of estimators especially the WG estimator, small to moderate sizes for both the cross-section and time dimensions are commonly used, e.g., 20
, for details, see Judson and Owen (1999) .
There are few studies where the time series and cross-section dimensions are both small such, e.g., N , T =10, 20 (see Bun and Kiviet (2001 . Therefore, the values for T and N can capture the settings for both short and wide panel, typical of a micro-panel and long and narrow panel, which is a common set-up for macropanels.
In panel data, the observations in a particular cross-section unit comprise a time series. Since, we employ a dynamic panel data model, the AR(1) coefficient parameter  , can be viewed as the common slope parameter for the N time series in an T N  panel data. Thus, given a time series with T observations, our choice of the values of the AR(1) coefficient parameter  ranges from an almost white noise series, where  is very small, e.g., when 
, where
. Then a value for  is chosen from The analysis for the asymptotic and finite sample properties of the WG and FD-GMM estimators was done using 100 replications, in this case, 100 panel data sets PD y for each of the 625 designs/parameter combinations. The WG and FD-GMM estimates for a total of 62,500 data sets using equations 5 and 7 respectively. The mean, median, quartiles of WG and FD-GMM estimates for each of the 625 sets containing 100 replicates of data are computed. 

We compare the performance of the two estimators WG  and
GMM FD
 using the sample medians and interquartile ranges. Note that the two estimators are both downward biased, so that comparisons will be more meaningful if resistant measures are used to assess the bias and efficiency. Hence, in assessing the finite sample properties of the two estimators, the median bias and median percent bias are used. On the other hand, efficiency is examined by looking at the dispersion using a more resistant measure like the interquartile range as compared to the standard deviation.
If 
Effect of the Sample Size on the Bias
The marginal effect of varying the cross-section dimension N and the time dimension T are presented separately. The joint effect of N and T is also presented as Alvarez and Arellano (2003) emphasized that the asymptotic bias of the DPD estimators depend on the relative rates of increase of N and T .
In theory, the cross-section dimension N has no effect on the bias of the WG estimator. This is confirmed in the simulation exercise, where the bias of WG estimator is relatively constant as N varies, given that T is fixed. On the other hand, the theory is that the FD-GMM estimator have a bias of order N 1 , that is, the bias decreases as N becomes large. This pattern is not perfectly observed in the simulation. For instance, when the variance ratio  T=3  N=10  66  114  75  130  77  183  73  189  84  162  N=20  41  138  33  95  62  103  28  101  48  95  N=30  14  46  30  81  15  81  38  82  28  88  N=40  9  70  12  72  10  83  33  126  9  68  N=50  15  21  15  75  11  74  7  85  20  88  T=5  N=10  53  109  52  136  56  141  58  111  52  161  N=20  27  74  33  101  28  69  40  80  37  74  N=30  22  52  25  50  23  62  24  67  25  59  N=40  14  59  22  48  16  61  13  67  18  61  N=50  3  29  14  48  17  61  12  49  18  59  T=10  N=10  28  124  30  127  34  95  36  97  32  101  N=20  18  83  21  44  19  55  27  39  26  71  N=30  14  32  15  27  16  34  18  47  19  43  N=40  8  39  10  29  11  32  14  32  11  34  N=50  8  26  11  38  8  28  10  30  6  31  T=25  N=10  12  55  12  29  13  49  13  37  12  41  N=20  11  42  13  55  11  43  13  53  13  44  N=30  9  41  11  28  11  29  10  28  12  45  N=40  6  23  9  54  9  34  8  30  7  27  N=50  6  23  7  22  8  22  7  18  5  25  T=50  N=10  5  18  6  18  5  16  5  25  5  31  N=20  5  24  6  24  5  18  6  20  6  20  N=30  5  23  5  27  6  22  5  21  5  22  N=40  5  17  6  27  6  24  6  22  6  20  N=50  4  23  6  21  6  20  6  23  5  21 The time dimension T affects the bias of the WG estimator. The WG estimator has bias of order T 1 , that is, as T becomes larger, the WG bias becomes smaller. This is also observed in the simulation. As expected, as T increases from 3 to 50, the bias reduces tremendously within acceptable levels as T is nearing 50. This pattern is implied by the increase of the magnitude of the medians as T becomes larger.
The FD-GMM estimator is known to be affected by the cross-section dimension N , and the order of bias is N 1 and does not involve T . Alvarez and Arellano (2003) MIN  MAX  MIN  MAX  MIN  MAX  MIN  MAX   N=10  T=3  81  533  76  569  82  552  82  514  81  561  T=5  55  254  51  305  53  276  56  260  58  313  T=10  28  130  29  132  27  120  29  120  30  119  T=25  11  54  10  26  10  54  11  39  11  41  T=50  5  19  5  19  5  16  5  25  5  28  N=20  T=3  79  573  80  559  79  547  81  535  79  543  T=5  52  285  53  306  56  283  51  286  55  290  T=10  26  136  29  109  28  118  25  101  28  131  T=25  10  41  10  52  11  41  11  57  10  45  T=50  5  24  5  24  4  18  5  20  5  18  N=30  T=3  78  558  82  557  81  551  82  547  82  545  T=5  53  273  53  272  51  298  53  289  55  267  T=10  29  124  28  121  29  115  30  126  28  113  T=25  11  55  10  40  11  42  10  42  12  49  T=50  5  22  5  26  5  23  5  22  5  23   N=40  T=3  83  554  90  557  84  541  80  543  80  551  T=5  53  283  53  267  53  276  54  290  53  287  T=10  28  133  27  122  28  124  27  130  27  132  T=25  11  42  11  54  11  52  10  46  11  45  T=50  5  19  5  25  5  24  5  22  5  22  N=50  T=3  79  546  80  542  80  537  78  535  80  530  T=5  53  259  52  266  52  283  54  282  54  265  T=10  28  122  28  126  28  124  26  124  29  124  T=25  11  45  11  45  11  46  10  43  11  51  T=50  5  25  5  23  5  22  5  24  5  23 It is interesting to note that the relationship between bias and the sample size represented by the pair ( N ,T ) also takes into account the relative rates of increase of N with respect to T for the WG estimator and T with respect to N for the FD-GMM estimators. When we have a square panel, that is when the sample size is either, ( 10
), the WG estimates and GMM estimates are almost the same. The similarity of the WG estimates to the GMM estimates is also seen for an almost square panel, such as ( 20
). This confirms the theory of Alvarez and Arellano (2003) that the asymptotic bias of WG and FD-GMM are the same when T N  , we confirmed here to be also true for moderate samples and even small samples. When 50  T , regardless of the size of N , the value of WG estimates are similar to the value of FD-GMM estimates. This is attributed to the fact that in the previously stated scenario, the time-series dimension is always greater than or equal to the cross-section dimension, in this case the workable formula for FD-GMM whenever N t  is almost identical to the WG formula.
Effect of Parameter Values on the Bias
The first-order DPD model considered in this study has three parameters, but we focused only on the coefficient of the lagged dependent variable (  ). The two other parameters are the variances of the one-way random effects error component, namely the variance of the individual effect Both the WG and FD-GMM estimators are downward biased, that is, the estimates are smaller than the true value of the coefficient parameter  . As shown by Nickell (1981) for WG estimator, the bias decreases as  increases. This is true for both the WG and FD-GMM estimators as illustrated in the study. Also, one may think that the percent bias will increase as we decrease the value of  , since the smaller the value of the denominator the larger the fraction becomes. This is confirmed in the results of simulation, the FD-GMM bias decreases as T increases provided that  is large.
The exact distribution of WG estimator is said to be invariant to both the variance of the individual effect , see Alvarez and Arellano (2003) . In the simulation exercise, varying the variance ratio does not show sizeable changes on the bias, when the sample size   T N, and the value of the parameter coefficient  are fixed.
Other Asymptotic and Finite Sample Properties of WG and FD-GMM Estimators
We compare the median of the estimators to the approximate bias values computed by Alvarez and Arellano (2003) . Percent different between the computed bias and the approximate bias are reported in Table 4 . The following asymptotic properties: (a) when N T  , the asymptotic bias of GMM is smaller than the WG bias, (b) when N T  , the expression for the two asymptotic biases are equal and (c) when 0  T N , the asymptotic bias in the WG estimator disappears, derived by Alvarez and Arellano (2003) still hold for smaller samples considered in this study. The findings of Kiviet (1995) that the WG is more efficient than GMM is also supported by the simulation study. Since the bias of WG estimator does not depend on N , the values are similar, that is, the number of WG estimates with percent difference values less than 5% are almost the same for different values of N . On the other hand, percent difference of FD-GMM estimate increases with N . The asymptotic approximation of Alvarez and Arellano (2003) The bias of FD-GMM is smaller than the bias of WG estimates, that is 71 (56.8%) out of 125 cases follow this pattern. Note that 60% of the cases have the set-up N T  , and the other 40% have the set-up N T  . It is interesting to note that only when the variance of the individual effect 2   equal to zero, we see that majority, that is, 20 out of the 25 cases considered have bias of FD-GMM less than the bias of WG. On the other hand, when 0 2    , half of the cases have bias of FD-GMM smaller than bias of WG and the other half have bias of WG less than or equal to bias of FD-GMM. The cases where bias of WG is less than or equal to the bias of FD-GMM estimates have moderate to large T , but when 10  T , the bias of WG is smaller and closer to the FD-GMM bias only when  is at least 0.5. Specifically, bias of WG is close to bias of FD-GMM for square panels where 5 . 0   and for 25  T .
We also analyzed moderately-sized cross-section dimension, i. . This is intuitively true, since when 50  T , T N  and the bias of WG is expected to be less than the bias of FD-GMM. For moderately-sized cross-section dimension, about 73% of the FD-GMM estimates have smaller bias than their WG counterpart and the other 27% have designs where the time dimension is large or the value of the coefficient of parameter is close to one. 
Comparison of Bootstrapped DPD and Conventional DPD Estimators
To be able to assess the benefits from boostrapping the WG and GMM estimators, we identified settings in the simulation scenarios where they yield the largest bias. We report in Tables 7 and 8 the top 25 of estimates with the largest bias for both WG and GMM, together with their respective design specifications. The order of bias of the WG estimator is T 1 and therefore, as T increases the bias decreases. The order of bias of the GMM estimator is N 1 and thus, as N increases, the bias decreases. In terms of the bias, the worst WG and GMM estimates came from designs with very small time dimension. This is congruent to the theoretical properties of the WG estimator, but at first quite surprising for GMM estimator. When 3  T , FD-GMM estimator uses only one instrument and thus equivalent to the IV estimator, less appealing than the GMM estimators. Moreover, the FD-GMM estimator when 3  T , does not show a decrease in bias as N becomes larger.
It is known that the bias of WG estimator increases with the coefficient parameter  , see Nickell (1981) and Kiviet (1995) . In this simulation exercise, all the WG and GMM worst estimates came from designs with large  , see Table 9 . As the autoregression component of the model becomes nearly nonstationary, both WG and FD-GMM estimates can suffer tremendously. When we combine the designs for the 25 largest bias of WG and 25 largest bias of GMM, they have 17 common designs, thus 33 designs in Table 9 represent the worst estimate (largest bias) both from WG and GMM.
The bootstrap methodology is used for these 33 designs. The bias, standard deviation and the root mean square error for the original estimators WG and FD-GMM together with the bootstrap estimators WGb and FD-GMM b are presented in Tables 10-A to 10-E. Both the bootstrap WG and bootstrap FD-GMM are better estimators than their conventional counterparts for the largest N and smallest T case where the variance of the individual effect is equal to one.
Conclusions
In estimating a dynamic panel data (DPD) model using WG and FD-GMM estimators, the cross-section dimension N has no effect on the bias of the WG estimator, but the bias of FD-GMM decreases as N increases in some cases. The bias of WG estimator decreases as T increases quite consistently in most cases, however, the bias of FD-GMM decreases as T increases. In square panels such as panels with dimensions, e.g. WG and FD-GMM estimators are both downward biased, the bias increases with  . However, the percent bias, that is, the bias as a percentage of the true value of  decreases as  increases. Varying the variance ratio (variance of the individual effect divided by the variance of the random disturbance) does not show sizeable changes on the bias. The bias differ by at most 20% from the approximate bias provided by Alvarez and Arellano (2003) 
