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Abstract
Antarctica and Greenland have been losing mass at an increasing rate over recent decades.
The reducing volume of ice in Antarctica and Greenland has been a significant contribution
to global sea level rise and will continue to be so in the future. Much of the mass loss
occurs at the edge of the ice sheets where glaciers flow into the ocean. Interactions between
the ice and the ocean are important in controlling the ablation rate of the glaciers. As
such, there has been much recent work examining the response of ice shelves to changing
ocean conditions. The majority of this work has used numerical models that allow a range
of ocean conditions to be simulated. Here, we investigate the major ice-ocean interactions
through idealized laboratory experiments.
Initially, the effect of fluid temperature on the ablation of a vertical ice wall is in-
vestigated. At the low temperatures and oceanic salinities that our experiments were
conducted at, the temperature at the ice-fluid interface will be below 0 degrees Celsius
and the interface salinity will be non-zero. Because of this, it is useful to consider a driv-
ing temperature defined as the difference between the fluid temperature and the freezing
point at the fluid salinity. It is shown that the ablation rate increases like the driving
temperature to the 4/3 power, while the interface temperature increases almost linearly
with the driving temperature.
Ablation of an ice wall releases cold fresh water that rises up the ice face as a turbulent
plume. This turbulent plume enhances the transport of heat and salt to the ice-fluid
interface and helps to maintain ablation of the ice. The properties of the plume are
investigated in detail and a model is developed that describes them.
The ocean around Antarctica and Greenland is generally stably stratified in salinity.
The effect of stratification is investigated to examine the potential sensitivity of the ice
sheets to changes in ambient fluid stratification. Regimes are found where small changes
in the strength of stratification can lead to large changes in the ablation rate and the
plume properties. This result highlights the possibility that weakening stratification, not
just warming oceans, could lead to increased mass loss from the ice sheets.
In many locations around Greenland, plumes of freshwater are released at the base of
the glacier. These subglacial plumes are modelled in the laboratory by releasing a two-
dimensional freshwater plume at the base of the ice face. The additional source of buoyancy
typically leads to significantly higher ablation rates and plume velocities, consistent with
past numerical and observational studies.
These laboratory experiments represent an increasingly realistic model of the ice shelves
around Antarctica and Greenland. Despite important physical processes still being ex-
cluded, the experiments present a useful and previously unavailable dataset with which
numerical models can be tested and oceanographic field observations can be compared.
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Chapter 1
Introduction
1.1 Motivation: Recent observations of the polar ice sheets
Observations over recent decades show that both Antarctica and Greenland are losing
mass at an increasing rate (Pritchard et al., 2009, 2012; Rignot et al., 2011, see figure 1.1).
Unlike the mass loss from floating ice such as in the Arctic, the grounded ice of Antarctica
and Greenland leads to sea level rise as it ablates. Mass loss from the Greenland and
Antarctic ice sheets has contributed approximately 0.33 mm/yr and 0.27 mm/yr to global
sea level rise between 1993 and 2010. Combined, this accounts for more than 20% of
the observed sea level rise over this period, with the remainder being caused by thermal
expansion, changes in glaciers and changing land water storage (IPCC, 2013).
This mass loss is concentrated where glaciers interact with the ocean and is thought
to be partially controlled by processes occuring at the ice-ocean interface (Rignot et al.,
2013). Glaciers around Antarctica and Greenland often propagate into the ocean before
becoming afloat at a grounding line as shown on figure 1.2. Such glaciers are referred
to as marine terminating. Immediately above the grounding line of marine terminating
glaciers there is typically a large, near vertical ice face in contact with the surrounding
ocean. In some cases Antarctic glaciers terminate with a near-horizontal floating ice shelf
that extends beyond the grounding line. The advance and retreat of marine terminating
glaciers is strongly dependent on the processes that occur at the grounding line and the
ice face above.
The observations shown on figure 1.1 show a strong correlation between rapidly thin-
ning ice shelves and the presence of warm water (> 0 oC) close to the ice shelves. In
general, warm water tends to flood onto the continental shelf around West Antarctica and
the western edge of the Antarctic Peninsula while the ocean around East Antarctica is
cooler. The majority of ice loss from Antarctic glaciers is occuring in the same region
where warm water is propagating close to the ice sheet. Such a regional pattern highlights
the importance of ocean processes and properties on the mass balance of the Antarctic
continent. Similar regional patterns of high ablation rates correlated with warm ocean
water are observed around Greenland glaciers (Pritchard et al., 2009).
Large-scale estimates of mass loss in Antarctica and Greenland are typically performed
using satellite measurements (e.g. Pritchard et al., 2009, 2012; Rignot et al., 2011). A range
of different measurements can be made, such as the density anomaly, the surface height,
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Figure 1.1: Seaward of the ice shelves, estimated average sea-floor potential temperatures (in oC)
from the World Ocean Circulation Experiment Southern Ocean Atlas (pink to blue) are overlaid
on continental-shelf bathymetry (in metres) (greyscale, landward of the continental-shelf break).
Grey labels indicate Antarctic Peninsula (AP), West and East Antarctic Ice Sheets (WAIS and
EAIS), Bellingshausen Sea (BS), Amundsen Sea (AS) and the Ross and Ronne ice shelves. White
labels indicate the ice shelves (clockwise from top) Vigridisen (V), Nivlisen (N), 17 East (17E),
Borchgrevinkisen (B), 23 East (23E), 26 East (26E), Unnamed (U), Amery (A), Publications (P),
West (W), Shackleton (SH), Conger (C), Totten (T), Moscow University (MU), Holmes (H), Dibble
(DB), Mertz (M), Ninnis (NI), 152 East (152E), Cook (CO), Rennick (RE), Borchgrevink-Mariner
(BM), Aviator (AV), Nansen (N), Drygalski (D), Filchner (F), Brunt (BR), Stancombe-Wills (S),
Riiser-Larsen (R), Quar (Q), Ekstrom (E), Jelbart (J) and Fimble (FI). Ice shelves are coloured to
show the thinning rate in metres/year. Grey circles show relative ice losses for ice-sheet drainage
basins (outlined in grey) that lost mass between 1992 and 2006. Taken from Pritchard et al. (2012).
and high-resolution photography. These techniques typically provide data over a wide
geographic extent and are crucial in understanding regional and temporal patterns. How-
ever, they do not provide any insight into why these changes are occurring. Such insights
require much more localised observations, capable of measuring or inferring properties
near the ice-ocean interface.
Oceanographic measurements provide useful information about the ocean properties
around Antarctica such as those shown on figure 1.1. The majority of oceanographic mea-
surements are deployed directly from ships or through boreholes that have been drilled
through the ice shelf (e.g. Jacobs et al., 2013; Stanton et al., 2013; Wahlin et al., 2013).
Ship based studies have the ability to obtain data across an oceanographic transect which
2
Ice Sheet
Ice Shelf
Grounding Line
Figure 1.2: A schematic of a marine terminating glacier with a protruding ice shelf. The ground-
ing line is the location where the ice sheet becomes disconnected from the bedrock. A turbulent
convective plume is seen rising up the underside of the ice shelf. The vertical scale has been
exaggerated for ease of viewing.
can provide more detailed spatial information but are limited to one specific time. Such
measurements are also restricted by how close ships can safely get to the ice face. In con-
trast, moorings placed through drill holes can be placed closer to the ice-ocean interface
and left in place for several years. They are however limited to providing spot measure-
ments at a fixed location. As such arrays of moorings are often deployed to obtain more
complete information about a specific glacier. All field investigations in Antarctica and
Greenland are also faced with the challenges associated with operating in a remote and
harsh environment. This increases the cost and limits the field season when instruments
can be deployed.
Due to these challenges, oceanographic field observations, particularly near the ice-
ocean interface, are sparse. Compounding the restrictions of limited data is the substantial
uncertainty in the data produced by field investigations. Figure 1.3 shows a set of field
observations of the mass loss from Antarctic ice shelves (Rignot & Jacobs, 2002) which
demonstrate this large uncertainty.
Perhaps the observations made closest to the ice-ocean interface were made by an
Autonomous Underwater Vehicle (AUV) that was deployed into the cavity beneath the
Pine Island Glacier ice shelf (Jenkins et al., 2010a). The AUV measured profiles of po-
tential temperature, salinity, dissolved oxygen concentration and light attenuation along
a transect in the glacier flow direction as shown in figure 1.4.
These AUV observations of Jenkins et al. (2010a) provide a unique insight into the
conditions within an ice shelf cavity. However, they also contains many limitations that
3
Figure 1.3: Ice shelf dissolving velocities (m/yr) as a function of driving temperature difference
(◦C) as measured by Rignot & Jacobs (2002).
make extrapolation to the more general problem of ice-ocean interactions difficult. The
AUV only measured a single transect within one ice shelf cavity and it is possible that
different conditions would be observed under different ice shelves or even in a different
location under the Pine Island Glacier ice shelf. Longitudinal channelization in the ice
shelf (Millgate et al., 2013) and the Coriolis force (Stern et al., 2014) could divert the flow
of meltwater, while subglacial plumes could change the dynamics close to the ice (Straneo
& Cenedese, 2015). All of these processes, among others, could affect the ocean properties
across an ice shelf cavity.
The difficulties in obtaining extensive and accurate measurements around Greenland
and Antarctica, in particular near the ice-ocean interface, create a need for other techniques
to supplement field observations. Theoretical, numerical, and experimental studies all lead
to a greater understanding of the important processes in this region and help to guide field
observations to ensure that they are as effective as possible.
1.2 Theory relevant to ice-ocean interactions
1.2.1 Melting and dissolving
When ice is exposed to salty water, the ice can either melt or dissolve depending on the
salinity and temperature of the water. If the ambient fluid is sufficiently warm (or fresh),
ice will melt (Woods, 1992; Kerr, 1994a). Melting is controlled solely by heat transfer
and will result in the interface salinity being zero and the interface temperature being at
4
Figure 1.4: Potential temperature (oC) (a), salinity (b), dissolved oxygen concentration (ml/l)
(c) and light attenuation (%) (d) as measured by an AUV. The magenta and black lines show the
ice base and seabed elevations along a single track. Taken from Jenkins et al. (2010a).
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Figure 1.5: The compositional and thermal profiles when ice dissolves at a velocity V into salt
water of salinity Cf and temperature Tf . The thermal boundary layer has a thickness hT and the
compositional boundary layer has a thickness hC . Taken from Kerr & McConnochie (2015).
the pressure dependent melting point. In contrast, when the ambient fluid is sufficiently
cold (or salty), ice will dissolve. Dissolving is controlled both by heat and salt transfer
and will result in the interface salinity being non-zero and the interface temperature be-
ing below the pressure dependent melting point (Woods, 1992; Kerr, 1994b). Figure 1.5
shows the salinity and temperature profiles that exist when ice dissolves at a velocity,
V . At oceanic salinities, ice will dissolve in temperatures less than around 6 oC (Kerr &
McConnochie, 2015). As such, when considering the mass loss from the Antarctic and
Greenland ice sheets one must consider the dissolving regime and hence, both the thermal
and compositional boundary layers.
Throughout this thesis the process where ice either melts or dissolves is typically
referred to using the more general term: ablation. This is done to avoid confusion with
geophysical literature where the ablation of Antarctica and Greenland is often described
as melting, despite dissolving being more accurate. Although the term ablation is used,
all of the experiments presented in this thesis involved the dissolution of ice.
1.2.2 Plume theory
Ablation of ice into salt water releases cold and fresh meltwater which can form a posi-
tively buoyant plume that quickly becomes turbulent and rises up the side of the ice face.
Understanding the behaviour of this turbulent plume is crucial to understanding ice-ocean
interactions as it links the warm and salty ocean waters with the ablating ice face.
Our current understanding of turbulent plumes is generally based on the pioneering
work by Morton et al. (1956). In particular, the use of the entrainment assumption and
the prediction of self-similar Gaussian profiles of velocity and density has been critical to
further research. The entrainment assumption states that the rate at which fluid is drawn
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into the plume at a given height, is proportional to some characteristic velocity at that
height. This can be described mathematically as
ue = αw (1.1)
where ue is the entrainment velocity, α is the entrainment coefficient, and w is a charac-
teristic vertical plume velocity.
Plume models often make use of simplified ‘top-hat’ profiles (Morton et al., 1956).
Top-hat profiles replace the physically realistic Gaussian velocity and buoyancy profiles
with a step profile where the velocity and buoyancy are zero outside the plume and a
constant value within the plume. This can be done in such a way that the volume flux,
momentum flux and buoyancy flux are all conserved. When comparing entrainment coef-
ficients, care must be taken to ensure that the same velocity scale is used as the value of
the coefficient will differ depending on whether the maximum or top-hat plume velocity is
used. Throughout this thesis, entrainment coefficients are typically quoted in terms of the
maximum plume velocity, as this velocity can be directly measured in our experiments.
The entrainment assumption has been found to be robust across a variety of plumes
with slightly different entrainment coefficients for different geometric configurations (e.g.
Ellison & Turner, 1959; Grella & Faeth, 1975; Sangras et al., 1999). For conical plumes
from a point source of buoyancy an entrainment coefficient of approximately α = 0.12 has
been measured.
However, this value of the entrainment coefficient is unlikely to be appropriate when
considering the plumes that form next to ice shelves and icebergs. The plumes resulting
from the ablation of ice are best represented as two-dimensional planar plumes that have
a distributed source of buoyancy up the ice face. The presence of a solid wall on one side
of the plume is also likely to affect the entrainment coefficient and plume velocity. The
plume that forms next to a dissolving ice wall will be discussed in more detail in chapters
3, 4 and 5.
1.2.3 Double-diffusive convection
Double-diffusive convection is a type of convection that has been observed in a wide
variety of situations. Two density affecting components with different rates of diffusion
are required (Turner & Stommel, 1964). The differential diffusion of these two components
can destabilise an initially stable arrangement or vice versa. Although double-diffusion
requires sufficient time for diffusive processes to occur, it has been shown to be important
in a number of flows where molecular diffusion would typically be ignored (Schmitt, 1994).
The diffusive components relevant to the ablation of ice shelves and icebergs are heat
and salt, with the diffusivity of heat being approximately 200 times larger than that of
salt. The meltwater that results from the ablation of ice shelves and icebergs is typically
fresher and colder than the surrounding seawater. The lower salinity will reduce the
density relative to seawater and the lower temperatures will typically increase the density.
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When ice ablates into a salinity gradient, such as is often the case in the ocean, the
convective plume can intrude into the interior instead of rising to the surface (Huppert &
Josberger, 1980; Huppert & Turner, 1980). This is a result of double-diffusion and is due
to heat diffusing into the plume more rapidly than salt. The resulting flow can be seen
in figure 1.6. Fluorescein dye has been frozen into the ice so that the meltwater can be
tracked, showing a series of intruding layers on either side of the ice.
Figure 1.6: Ice ablating into a salinity gradient illuminated with fluorescein dye. Double-diffusive
layers are shown by the dye intruding into the interior. Taken from Huppert & Turner (1980).
Both Huppert & Turner (1980) and Huppert & Josberger (1980) measured the double-
diffusive layer thickness in a given salinity gradient. The layer height, h, was found to be
given by:
h = 0.65[ρ(Tw, Cf )− ρ(Tf , Cf )]
(
dρ
dz
)−1
(1.2)
and
h = 0.65[ρ(Tfp, Cf )− ρ(Tf , Cf )]
(
dρ
dz
)−1
(1.3)
respectively, where ρ(T,C) is the fluid density at temperature T and salinity C, dρ/dz is
the vertical density gradient, subscript w relates to the rising plume, subscript f relates
to the far-field and subscript fp relates to the freezing point at the mean far field salinity.
The slight difference between equations 1.2 and 1.3 is the treatment of the interface
density. In equation 1.2 the density is set at the far field salinity and the melting point at
the plume salinity whereas in equation 1.3 the density is set at the far field salinity and
the melting point at that salinity. Typically the interface temperature will be higher than
these two values with a temperature equal to the melting point at the interface salinity.
However, since the thermal expansion coefficient is very small at the low temperatures
typically encountered in polar oceans, the effect on the double-diffusive layer thickness is
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small (< 10%).
1.3 Idealized studies of ice-ocean interactions
Given the difficulty in making reliable observations close to the ice-ocean interface (see
section 1.1), idealized modelling studies are frequently used to gain additional insight.
In the following section these have been separated into theoretical, experimental, and
numerical models. Despite this separation, many studies involve components of two or
three of the separate categories. These different components will be described separately
in the following sections.
1.3.1 Theoretical models
One of the earliest models examining ice-ocean interactions was developed by Josberger
& Martin (1981) to describe their experimental results. Three distinct flow regimes were
described depending on the far-field temperature and salinity. When the far-field temper-
ature and salinity lie between the line of maximum density and the freezing point, the
flow will be purely upward. As the far-field temperature and salinity increase beyond the
line of maximum density, a bidirectional flow begins to exist in the laminar section of the
flow. This is caused by the different thicknesses of the thermal and salinity boundary
layers (figure 1.5) and their opposing buoyancies. After the initial laminar section, the
thermal and compositional buoyancies become well mixed within the turbulent plume and
the flow becomes purely upwards. If the far-field temperature is increased further, or the
far-field salinity is reduced, the flow becomes purely downward as the thermal buoyancy
begins to dominate the compositional buoyancy. The second regime is the most relevant
to ice-ocean interactions in the polar regions. However, due to the long length scales, the
laminar section at the base of the ice shelf is generally unimportant and a purely upward
flow would be expected for almost the entire height of an ice shelf or iceberg.
Wells & Worster (2008) presented a model that described the convective plume that
forms next to an isothermal surface. They describe a convective plume with a turbulent
outer section and laminar near-wall region. There is a transition that occurs after a
sufficient height where the inner layer stops being driven by its own buoyancy and is
instead driven by the shear imposed on it from the outer turbulent layer. In the shear
driven regime a higher rate of heat transfer is predicted.
The described regime change could be applicable to geophysical scale ice-ocean inter-
actions despite the processes occuring on the boundary being significantly different. In
the modelled flow the plume buoyancy originates from heat transfer from an isothermal
wall. At a dissolving ice face the buoyancy originates from the change of state from ice to
fresh water. This introduces more complex transfer processes and the possibility for the
buoyancy derived from the salinity and thermal fields to be acting in opposite directions.
Nonetheless, it is possible that such a transition from a buoyancy driven to a shear driven
laminar sublayer exists and that the transition impacts the ice-ocean interactions.
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Wells & Worster (2011) developed a theoretical model that describes the ablation of
a vertical solid into a two-component fluid such as cold salty water. The melting and
dissolving of a solid are considered separately. The boundary layer structure is predicted
for both dissolving and melting as well as the transition between the two regimes. Un-
fortunately, the model is limited to the region where the resulting convection is laminar.
At oceanic salinities this corresponds to approximately 10-20 cm. As such the model is of
limited use when considering ice shelves or icebergs on a geophysical scale, which typically
have heights on the order of 102 − 103 m.
Magorrian & Wells (2016) extended the analysis of Wells & Worster (2008) to include
a stratified water column and a sloping ice face. It was assumed that on geophysical scales
the inner layer is driven by shear and not its own buoyancy. Similarly to the experiments
conducted by Huppert & Turner (1980) and Huppert & Josberger (1980), a series of
intruding layers were predicted. However, instead of these layers being caused by double
diffusion they are due to the plume moving above the location of neutral buoyancy and
then decelerating. The predicted layer thickness and melt rate are both sensitive to the
slope of the ice face with different dependencies for small and large slopes.
1.3.2 Laboratory expriments
Laboratory experiments have previously been utilised to examine the problem of ice-ocean
interactions (e.g. Huppert & Josberger, 1980; Huppert & Turner, 1980; Josberger & Mar-
tin, 1981). The most significant limitation that is common to all laboratory experiments
has been the physical scale on which experiments can be conducted. The first challenge
for laboratory experiments has been achieving sufficient height for the resulting flow to be
predominantly turbulent. However, even once this is satisfied there remains a significant
difference between laboratory and geophysical scales. In particular this leaves potential
transitions such as that described by Wells & Worster (2008) untested. Theoretically
this could be overcome with suitable scaling but in practice such scaling has not been
convincingly developed.
Huppert & Josberger (1980) and Huppert & Turner (1980) conducted a series of ex-
periments which examined the effect of a stable salinity gradient on the ablation of a
vertical ice wall. The height of ice exposed to the salinity gradient was 36 cm and 20 cm,
respectively. These experiments were predominantly focused on the flow behaviour of the
ambient fluid and the formation of double-diffusive layers (see section 1.2.3). As such the
experiments were typically not conducted in conditions that are readily applicable to the
cold and weakly stratified polar regions and did not consider in detail the processes that
were occuring at the ice-fluid interface. Despite a focus on the far-field flow behaviour,
stratification was observed to significantly decrease the ablation rate by up to an order of
magnitude (Huppert & Josberger, 1980). Although these observations were made in much
stronger stratifications than would exist in the polar oceans, they do highlight that the
ocean stratification observed by Jenkins et al. (2010a) could have significant impacts on
the behaviour of ice shelves and icebergs.
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Josberger & Martin (1981) conducted a careful series of experiments in which a 1.2 m
high vertical ice wall was exposed to homogeneous salty water. These experiments are
particularly relevant to icebergs and ice shelves as there were several experiments con-
ducted at low temperatures. The ablation rate at temperatures below 9 oC is described
by
M =
0.76T 1.6d
z1/4
(1.4)
where M is the ablation rate in µm/s, Td is the driving temperature, defined as the
difference between the far-field temperature and the freezing point at the far-field salinity,
and z is the height up the ice wall in mm. Between 9 oC and 20 oC the ablation rate is
instead given by
M =
3.55Td − 5.89
z1/4
. (1.5)
This change in behaviour reflects the transition from dissolving to melting. When the ice is
dissolving, increasing the far-field temperature will cause the interface salinity to decrease
and hence, the buoyancy to increase. When the ice is melting, the interface salinity is zero
and the buoyancy will be unaffected by rising far-field temperatures, leading to a linear
dependence of M on Td. These experiments will be discussed more fully and compared
with our own in Chapter 2.
More recently, Sciascia et al. (2014) conducted laboratory experiments aimed at repli-
cating the conditions found in the glacial fjords that surround Greenland. The experiments
examined the circulation that could be driven by changes in density at the mouth of the
fjord. A two-layer fluid was considered and it was found that density changes at the fjord
mouth can propagate up the fjord to alter the ablation rate at the ice ocean interface.
This study highlights the sensitivity of ice-ocean processes to external flows and small
anomalies in the temperature and salinity of the ocean.
Further experiments using a similar apparatus explored the effect of two interacting
freshwater plumes that were released at the base of a vertical ice face (Cenedese & Gatto,
2016). These experiments investigated the effect of freshwater plumes such as have been
observed near the fronts of Greenland ice shelves (Straneo & Cenedese, 2015). A strong
link between the area of the plume in contact with the ice face and the integrated ablation
rate was found.
Both of these recent laboratory studies were limited to a vertical scale of 0.3 m (Sciascia
et al., 2014; Cenedese & Gatto, 2016). In the experiments performed by Sciascia et al.
(2014) this may result in a significant portion of the rising plume in the tank being laminar
(Josberger & Martin, 1981). Due to the external source of buoyancy in the experiments
of Cenedese & Gatto (2016), the transition to turbulence will occur at a lower height.
Nevertheless, such a small scale limits the ability to quantitatively observe any height
dependence that may exist in the experiments and makes extrapolation from laboratory
to geophysical scales more complicated.
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1.3.3 Idealized numerical modelling
More recently, direct numerical simulations have been performed that resolve the turbulent
boundary layer and laminar sublayer (Gayen et al., 2015, 2016). Resolving the ice-ocean
interactions is computationally expensive and limits the scale of these simulations to a
comparable height to that which can be achieved with laboratory experiments.
Results from recent direct numerical simulations (Gayen et al., 2016) agree strongly
with the laboratory results that are presented in chapters 2 and 3. In addition to the
ablation velocity and interface temperature that are measured experimentally, turbulent
quantities such as the dissipation rate and the shear production rate are computed. It
is found that over a 1 m simulation height, the turbulent kinetic energy transitions from
being produced almost entirely from convective instabilities to being supplied at compa-
rable rates by convective instabilities and by shear production. It is noted that, despite
similarities, this is not the same transition that was described by Wells & Worster (2008).
The ability to compute turbulent statistics, that are difficult to measure experimentally,
is an advantage of direct numerical simulation over laboratory experiments. However, the
computational cost limits the scope of studies relying on direct numerical simulations.
Direct numerical simulations will continue to be important tools in the investigation of
ice-ocean interactions, especially as computational power increases.
1.4 Large-scale numerical studies
Idealized models such as were discussed in section 1.3 provide useful insight into the physi-
cal processes occuring at the ice-ocean interface. However, extending them to a geophysical
scale so that the results can be compared to field observations is often challenging. The
studies described in section 1.3 had a maximum length scale of 1.2 m whereas the ice
shelves around Antarctica and Greenland are frequently many hundreds of metres high.
To bridge the gap between small-scale idealized studies and large-scale ice shelves, numeri-
cal models are typically used. In order to simulate realistic geometry, small-scale processes
need to be parameterized (e.g. Xu et al., 2013; Carroll et al., 2015; Slater et al., 2015).
The thermodynamic processes that occur at the ice-ocean interface are almost univer-
sally parameterized by the so-called three equation model (Jenkins, 1991, 2011; Holland
et al., 2008). The ablation rate and the interface conditions are given by the following
three equations:
m˙L+ m˙ci(Tb − Ti) = cC1/2d UΓT (T − Tb) (1.6)
m˙(Sb − Si) = C1/2d UΓS(S − Sb) (1.7)
Tb = λ1Sb + λ2 + λ3zb (1.8)
where m˙ is the ablation rate, L is the latent heat of fusion, ci the specific heat capacity
of ice, T is the temperature, c is the specific heat capacity of the fluid, Cd is the drag
coefficient, U is the fluid velocity next to the ice, ΓT and ΓS are the turbulent transfer
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coefficients, S is the salinity, λ1, λ2 and λ3 are constants that define the pressure dependent
liquidus equation, subscript i refers to ice properties, and subscript b refers to properties
at the ice-ocean interface. No subscript refers to properties in the buoyant meltwater
plume which are assumed to be constant across the plume. It is generally assumed that
the ice-ocean interface is a non-moving boundary for simplicity.
Equations 1.6 and 1.7 can be rewritten to explicitly give the ablation rate and interface
temperature:
m˙ = C
1/2
d UΓS
(
S − Sb
Sb − Si
)
(1.9)
(T − Tb) =
(
ΓS
ΓT
)(
L+ ci(Tb − Ti)
c
)(
S − Sb
Sb − Si
)
(1.10)
and solved using equation 1.8 to link the interface temperature and interface salinity.
Typical values of the drag coefficient, Cd, and the two transfer coefficients, ΓT and ΓS ,
are Cd = 2.5× 10−3, ΓT = 2.2× 10−2 and ΓS = 6.2× 10−4 (Jenkins, 2011). This leads to
constant thermal and haline Stanton numbers given by StT,S = C
1/2
d ΓT,S of 1.1×10−3 and
3.1 × 10−5, respectively. In original iterations of the three-equation model (e.g. Jenkins,
1991) a more complex formulation of the turbulent transfer coefficients was used based
on laboratory experiments examing the turbulent boundary layers next to hydraulically
smooth surfaces (Kader & Yaglom, 1972, 1977). These more complex formulations involved
an empirical dependence on the Reynolds and Prandtl numbers. Geophysical observations
under sea ice have suggested that including a dependence on the Reynolds and Prandtl
numbers does not improve model predictions (McPhee, 1992; McPhee et al., 1999). As
such, the simpler parameterization given in equations 1.6 and 1.7 has typically be used in
recent studies.
Observations under sea ice (McPhee, 1992; McPhee et al., 1999) and near horizontal ice
shelves (Jenkins et al., 2010b) have been used to evaluate the coefficients in equations 1.6
and 1.7. However, it has not been possible to validate the functional form of the parame-
terization. Furthermore, it is not clear that the transport of heat and salt to the ice-ocean
interface will be the same under sea ice as next to ice shelves. The underside of sea ice is
often horizontal and rough. In contrast, ice shelves and the fronts of tidewater glaciers are
much smoother and sloping or near vertical. These differences could lead to significantly
altered dynamics. Specifically, convection is expected to be much less important under sea
ice. This uncertainty means that the results of simulations employing the three-equation
model should be viewed somewhat cautiously until the transfer parameterizations can be
more thoroughly validated (Straneo & Cenedese, 2015).
1.4.1 Results derived from the three-equation model
Several recent studies that specifically examine the response of Antarctica and Greenland
to climatic changes or investigate the model parameterization will be described. These
studies have been selected from the many that utilize the three-equation model as they
involved idealized perturbation experiments or model comparisons that are more easily
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applicable to the laboratory experiments discussed in later chapters.
Kusahara & Hasumi (2013) have simulated the entire Antarctic ice sheet using a cou-
pled sea ice-ocean model (COCO) with ice shelves included and the three-equation model
to parameterize ice-ocean interactions. Under current climate conditions, the basal mass
loss from Antarctic glaciers is estimated to be 770–944 Gt/yr. This is compared to several
previous estimates derived from observational and modelling studies of 400–1000 Gt/yr
and 756–1600 Gt/yr respectively. The sensitivity of this estimate was tested in two cli-
mate perturbations: strengthened westerly winds and increased surface air temperatures.
The simulated basal mass loss is found to be almost insensitive to changes in the westerly
winds but strongly dependent on the surface air temperature.
An earlier form of the three-equation model proposed a parameterization of ice-ocean
interactions that was velocity independent (Hellmer & Olbers, 1989). Dansereau et al.
(2013) compared results derived from the velocity dependent and velocity independent
versions of the parameterization. Both an idealized and a realistic geometry were tested
with the realistic geometry representing the Pine Island Glacier ice shelf. Although the
total ablation rate is relatively insensitive to which parameterization is used, the spatial
distribution of ablation is significantly altered. When the velocity independent param-
eterization is used, the location where the meltwater plume exits the ice shelf cavity is
associated with low ablation rates due to the plume being cooler. In contrast, the velocity
dependent parameterization leads to high ablation rates where the plume exits the cavity
due to the plume being at a maximum velocity.
A similar result was found by Sciascia et al. (2013) for an East Greenland fjord. A
velocity independent parameterization resulted in an ablation rate that was uniform with
depth for most of the water column. This contrasts with a velocity dependent parameter-
ization where the ablation rate increases over the bottom 300 m of the water column as
the meltwater plume accelerates.
Schodlok et al. (2016) implemented the three-equation parameterization into circum-
polar simulations of the Antarctica. The effect of vertical resolution is investigated by
conducting simulations with both 50 and 100 vertical levels. Use of 100 vertical levels
gave a vertical resolution finer than 30 m within the ice shelf cavity. Simulations with 50
vertical levels dramatically overestimated the ablation rate compared to observations (e.g.
simulated ablation rates of 534±40 Gt/yr compared with observations of 41.9±10 Gt/yr at
the Filchner Ice Shelf). Once the vertical resolution was increased, the simulated ablation
rate was closer to the observed value (48.6± 4.7 Gt/yr for the Filchner Ice Shelf) but typ-
ically remained larger. This dramatic change was associated with a better representation
of the meltwater plume in the high resolution simulations.
There has recently been a large focus on modelling the subglacial discharge that is
observed at many Greenland glaciers during summer. Due to relatively warm air tem-
peratures, surface melting over the interior of the Greenland ice sheet can occur during
summer. The meltwater then sinks to the base of the ice sheet and is released at the
grounding line of tidewater glaciers. Straneo & Cenedese (2015) provide a recent review
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of these processes and numerous studies investigating them.
Most of these studies (e.g. Xu et al., 2012, 2013; Sciascia et al., 2013; Carroll et al.,
2015) use the iteration of the three-equation model presented in Jenkins (2011). These
studies typically find that the local ablation rate scales like Q
1/3
s and linearly with Td,
where Qs is the subglacial volume flux and Td is the driving temperature of the ocean.
1.5 Thesis Outline
Given the difficulty in obtaining field observations in the polar regions and the uncertainty
regarding the applicability of numerical ice-ocean parameterizations, a deeper understand-
ing of the small-scale physical processes that control the ice-ocean interface is needed.
This understanding will help to inform the development of numerical parameterizations
and serve as a currently unavailable test of their validity. In turn, this will help guide
future field observations to ensure that they are as effective as possible.
This thesis presents laboratory experiments that aim to explore the ablation of a
vertical ice wall in several situations. It is hoped that these experiments will improve the
understanding of physical processes relevant to ice-ocean interactions and how they may
influence the future of Antarctica and Greenland.
Chapter 2 (Kerr & McConnochie, 2015) presents experiments focused on a vertical
ice wall dissolving into an ambient fluid of uniform properties. The ablation velocity and
interface temperature of the ice are measured and the results are compared with previous
experimental data (Josberger & Martin, 1981). The experiments were designed to test a
theoretical model that is also presented in this chapter. This model accurately predicts
the ablation velocity and interface conditions of a dissolving ice wall, based on the ambient
fluid temperature and salinity.
Chapter 3 (McConnochie & Kerr, 2016a) extends the experimental results presented in
chapter 2 by focusing on the turbulent plume that forms next to a dissolving ice face. As
ice dissolves, relatively fresh water is produced which rises next to the ice as a turbulent
wall plume. This plume plays an important role in transporting heat and salt to the ice
face and maintaining ablation of the ice. A previous model of this wall plume (Cooper
& Hunt, 2010) is extended based on the experimental results and applied to a typical
Antarctic iceberg.
As previously noted, stratification can have significant impacts on ice-ocean interac-
tions (see section 1.2.3). In chapter 4 (McConnochie & Kerr, 2016b), the effect of strat-
ification is investigated. The experimental results are compared to the much larger but
more weakly stratified geophysical scale through a non-dimensional stratification param-
eter based on the model of a turbulent wall plume presented in chapter 3.
Chapter 5 (McConnochie & Kerr, 2016c) examines the effect of an external line plume
on a vertical ice wall. This chapter relates specifically to summer conditions at tidewater
glaciers around Greenland and Alaska. A subglacial discharge of fresh water is frequently
observed at such glaciers and has previously been linked to enhanced mass loss. The
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laboratory experiments are used to investigate this enhanced mass loss and to observe
how the wall plume and interface temperature are altered by the presence of a subglacial
discharge.
Finally, chapter 6 provides a summary and discusses some important directions for
future work.
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Chapter 2
Dissolution of a vertical solid
surface by turbulent compositional
convection
Abstract
We examine the dissolution of a vertical solid surface in the case where
the heat and mass transfer is driven by turbulent compositional convection.
A theoretical model of the turbulent dissolution of a vertical wall is devel-
oped, which builds on the scaling analysis presented by Kerr (1994b) for the
turbulent dissolution of a horizontal floor or roof. The model has no free pa-
rameters and no dependence on height. The analysis is tested by comparing it
with laboratory measurements of the ablation of a vertical ice wall in contact
with salty water. The model is found to accurately predict the dissolution ve-
locity for water temperatures up to about 5–6 ◦C, where there is a transition
from turbulent dissolution to turbulent melting. We quantify the turbulent
convective dissolution of vertical ice bodies in the polar oceans, and compare
our results with some field observations.
2.1 Introduction
Over the past decade, an important component of global climate change has been the
increasingly rapid decrease in the mass of the Antarctic and Greenland Ice Sheets (Rignot
et al., 2011). This ongoing mass loss is occurring on the underside and fronts of ice shelves
formed where glaciers reach the polar oceans (Jenkins et al., 2010a) and from the icebergs
that calve from them (Budd et al., 1980). Around Antarctica, Rignot et al. (2013) estimate
that about 55% of the annual mass loss (1500 Gt/year) is from ice shelves and about 45%
(1265 Gt/year) is from calved icebergs. Field observations of both icebergs and ice shelves
indicate that this mass loss is an increasing function of ocean temperature (e.g. Budd
et al., 1980; Shepherd et al., 2004).
Depending on the temperature of the seawater, icebergs and floating ice shelves may
either melt or dissolve. Melting will occur when the seawater is sufficiently warm, and it is
controlled only by heat transfer (Woods, 1992; Kerr, 1994a). During melting, the interface
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salinity is zero, and the interface temperature is the melting point of ice (e.g. 0 ◦C at
atmospheric pressure). In contrast, dissolving will occur when the sea is close to or below
the melting point of ice, and it is controlled by a combination of heat and mass transfer
(Woods, 1992; Kerr, 1994b). During dissolving, the interface salinity is non-zero, and the
interface temperature is less than the melting point of ice.
In a recent study, Wells & Worster (2011) quantified the melting and dissolving of
a vertical solid surface driven by laminar compositional convection. They analysed the
structure of the thermal and compositional boundary layers during both melting and dis-
solving, and determined the condition for the transition between the melting and dissolving
regimes. However, this analysis cannot be used to predict the melting and dissolving of
large bodies of ice in the polar oceans, because the convective flow becomes turbulent
after a vertical distance of 10–20 cm (Josberger & Martin, 1981; Carey & Gebhart, 1982;
Johnson & Mollendorf, 1984), while icebergs have vertical heights of 100 m in the North
Atlantic Ocean and 250 m in the Southern Ocean.
In this paper, we aim to quantify the turbulent dissolution of a vertical ice wall. In
section 2.2, we present a theoretical model of dissolution by turbulent compositional con-
vection of a vertical solid surface. In section 2.3, the model is compared with experimental
observations of vertical ice walls ablating in water at oceanic salinities, made by Josberger
& Martin (1981) and by ourselves. In section 2.4, we quantify the turbulent convective
dissolution of vertical ice bodies in the polar oceans. Our conclusions are given in sec-
tion 2.5.
2.2 Dissolving theory
In this section, we examine turbulent thermal convection on vertical and horizontal bound-
aries in section 2.2.1, before the dissolution of a vertical solid surface by turbulent com-
positional convection is considered in section 2.2.2.
2.2.1 Turbulent thermal convection
In understanding mass transfer due to turbulent compositional convection, very useful
insight can be gained by examining the experimental measurements on turbulent heat
transfer by natural convection tabulated by Holman (2010).
For turbulent natural convection on an isothermal vertical boundary of temperature
Tw, the expression for the Nusselt number Nu at high Rayleigh numbers Ra is given by
Nu = 0.10Ra1/3, (2.1)
(Holman, 2010, p. 335), where Nu = qH(k(Tw − Tf ))−1, q is the heat flux from the
boundary, H is the height of the boundary, k is the thermal conductivity of the fluid, Tf
is the far-field temperature of the fluid, Ra = gα(Tw−Tf )H3(κν)−1, g is the gravitational
acceleration, α is the thermal expansion coefficient of the fluid, κ is the thermal diffusivity
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of the fluid, and ν is the kinematic viscosity of the fluid. Equation 2.1 was measured in air
by Warner & Arpaci (1968) using a 3.7 m high plate, for Rayleigh numbers that ranged
from 109 up to 1012.
For turbulent natural convection on a constant-heat-flux vertical boundary, the Nusselt
number at high flux Rayleigh numbers Raf is given by
Nu = 0.17Ra
1/4
f , (2.2)
(Holman, 2010, p. 336), where Raf = gαqH
4(kκν)−1. Equation 2.2 was measured in air
by Vliet & Ross (1975) using a 7.3 m high plate, for flux Rayleigh numbers that ranged
from 2× 1013 up to 1016. Since Raf = RaNu, we note that equation 2.2 is equivalent to
Nu = (0.17)4/3Ra1/3 = 0.094Ra1/3, (2.3)
for Rayleigh numbers that range from 5× 1010 to 6× 1012, which demonstrates that the
turbulent heat transfer expressions 2.1 and 2.2 are in very good agreement.
For turbulent natural convection from a horizontal boundary, the Nusselt number at
high Rayleigh numbers is given by
Nu = 0.156Ra1/3, (2.4)
where H here is the height of the fluid layer. Equation 2.4 was measured in 0.45 m high
water by Katsaros et al. (1977), for Rayleigh numbers of 3× 108 – 4× 109.
It is important to note that equations 2.1, 2.3 and 2.4 show that a one-third power law
dependence on Rayleigh number applies equally as well for turbulent natural convection
at both horizontal and vertical boundaries. For a horizontal boundary, the one-third
power law dependence implies that the turbulent heat flux is independent of the height
of the fluid (cf. Turner, 1973, p. 213). For a vertical boundary, the one-third power
law dependence implies that the turbulent heat flux is independent of the height of the
boundary and independent of position on the vertical boundary (cf. Holman, 2010, p. 337).
2.2.2 Dissolution of a vertical solid surface by turbulent compositional
convection
Consider the turbulent dissolution at velocity V of a vertical solid surface of composition
Cs, melting temperature Tm and far-field temperature Ts, in contact with a semi-infinite
fluid with a far-field composition Cf and a far-field temperature Tf . The resulting thermal
and compositional profiles are shown in figure 2.1 (cf. figure 1(b) of Wells & Worster, 2011)
and illustrated on a typical phase diagram in figure 2.2. At the interface between the solid
and the fluid, the temperature Ti and composition Ci are constrained thermodynamically
to lie on the liquidus curve
Ti = TL(Ci), (2.5)
19
T f
T i
T s
Cs
C f
Salt water
x
V
Ice
hC
hT
Ci
Figure 2.1: The thermal and compositional profiles when ice dissolves into salt water at velocity
V . The thermal boundary layer has a thickness hT and the compositional boundary layer has a
thickness hC .
Figure 2.2: The path on a simple phase diagram of the thermal and compositional profiles shown
in figure 2.1. The dotted portion of the path represents the jump in composition at the dissolving
interface.
which gives the freezing temperature of the fluid as a function of concentration. Within
the solid, the balance between thermal diffusion and ablation results in a temperature
given by
T (x) = Ts + (Ti − Ts)e−x/hs (2.6)
(Carslaw & Jaeger, 1986), where the length scale hs = κs/V , and κs is the thermal
diffusivity of the solid.
There are compositional and thermal boundary layers immediately adjacent to the
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interface. If the respective turbulent fluxes to the interface through these layers are FC
and FT , the effective layer thicknesses hC and hT can be defined by
FC =
D(Cf − Ci)
hC
(2.7)
and
FT =
kf (Tf − Ti)
hT
, (2.8)
where D and kf are the compositional diffusivity and thermal conductivity of the fluid.
For simplicity, we neglect the volume change associated with the phase change (cf. Woods,
1992), which for ice is about 8%. The boundary layer fluxes are linked to the dissolving
velocity V by the interfacial conditions
FC = V (Ci − Cs) (2.9)
and
FT = V (ρsLs + ρscs(Ti − Ts)), (2.10)
where ρs, Ls and cs are the density, latent heat and specific heat of the solid. Equations 2.9
and 2.10 represent conservation of composition and conservation of heat at the interface.
The interface between the solid and the fluid is assumed to be flat, and the composi-
tional buoyancy released at the interface is assumed to dominate the thermal buoyancy,
i.e. that the ratio R of these buoyancies satisfies the condition
R ≡ β(Cf − Cs)
α[ρsLs + ρscs(Ti − Ts)]/ρfcf  1, (2.11)
where α is the coefficient of thermal expansion and β is the equivalent coefficient for the
variation of density with composition (cf. Kerr, 1994a,b).
Following Kerr (1994b), it is envisaged both the compositional and thermal boundary
layers grow diffusively with time t:
hC ∼
√
Dt (2.12)
and
hT ∼
√
κf t, (2.13)
where cf and κf ≡ kf/ρfcf are the specific heat and thermal diffusivity of the fluid,
until a typical time τ when they are periodically removed by the eddies associated with
the turbulent buoyant compositional convection (cf. Lick, 1965; Howard, 1966). From the
empirical expressions 2.1 and 2.3 for turbulent heat transfer from a vertical boundary given
in section 2.2.1, the mass transfer due to turbulent compositional convection is expected
to be given by
Nu = γ Ra1/3, (2.14)
where the constant γ has a value of about 0.097± 0.010. Equation 2.14 corresponds to a
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compositional boundary layer thickness
hC =
1
γ
(
Dµ
g(ρf − ρi)
)1/3
, (2.15)
where g is the acceleration due to gravity, ρf is the density of the far-field fluid, ρi is the
density of the fluid at the interface, and µ is the fluid viscosity. Combining equations 2.15,
2.12 and 2.13 gives
hT = hC
(κf
D
)1/2
=
1
γ
(
µ2κ3f
Dg2(ρf − ρi)2
)1/6
(2.16)
and
τ ≈ 1
γ2
(
µ2
Dg2(ρf − ρi)2
)1/3
. (2.17)
Substitution of equations 2.7 and 2.15 into equation 2.9 then yields the prediction that
the dissolving velocity
V = γ
(
g(ρf − ρi)D2
µ
)1/3 (
Cf − Ci
Ci − Cs
)
, (2.18)
while combining equations 2.5, 2.8, 2.10, 2.16 and 2.18 shows that
Tf − TL(Ci) = ρsLs + ρscs(TL(Ci)− Ts)
ρfcf
(
D
κf
)1/2 (Cf − Ci
Ci − Cs
)
. (2.19)
In the above analysis, it has been implicitly assumed that the distance
√
Dτ over which
compositional diffusion occurs is large in comparison with the distance V τ that the solid
has dissolved in the convective timescale τ . From equations 2.15, 2.17 and 2.18, it is found
that
V τ ≈ hCC , (2.20)
where
C ≡ Ci − Cs
Cf − Ci . (2.21)
Equations 2.18 and 2.19 are therefore asymptotically correct when C  1. However, if C
is smaller (i.e. C ∼ 1), then equation 2.20 suggests that hC is more accurately estimated
by
hC =
√
Dτ + V τ =
1
γ
(
Dµ
g(ρf − ρi)
)1/3 (
1 +
1
C
)
, (2.22)
which results in V and Tf − Ti being given by
V = γ
(
g(ρf − ρi)D2
µ
)1/3 (
Cf − Ci
Cf − Cs
)
, (2.23)
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and
Tf − TL(Ci) = ρsLs + ρscs(TL(Ci)− Ts)
ρfcf
(
D
κf
)1/2 (Cf − Ci
Cf − Cs
)
. (2.24)
It is then concluded that the dissolving rate is given by equation 2.23, once Ci is evalu-
ated from equation 2.24. We also note that when when C  1, √Dτ  V τ , and the
above scaling analysis breaks down, as the turbulent dissolving undergoes a transition to
turbulent melting (see the appendix of Kerr, 1994b).
2.3 Comparison with laboratory experiments
2.3.1 The experiments of Josberger & Martin (1981)
Figure 2.3: Sketch by Josberger & Martin (1981) of the convective flows beside the ice wall, for
Tf < 20
◦C and Cf = 2.90–3.52 wt% NaCl.
Josberger & Martin (1981) conducted a careful series of experiments in which a vertical
ice wall ablated in contact with homogeneous aqueous solutions of sodium chloride. The ice
was bubble-free, up to 1.2 m high, and had an initial temperature of −1 ◦C. The solutions
had compositions Cf from 2.90 to 3.52 wt% NaCl, and temperatures Tf that ranged from
0 to 27 ◦C. For solution temperatures up to 20 ◦C, the convective flow on the lower part
of the ice wall consisted of a laminar upflow inside an outer laminar downflow (figure 2.3).
However, at a height of 10–30 cm from the base of the ice wall, there was a transition to a
turbulent upflow. The upflow was observed to grow in thickness and velocity with height,
23
and its outer edge was seen to fluctuate with the passage of turbulent eddies.
The turbulent flow data from the 9 experiments of Josberger & Martin (1981) are
summarized in table 2.1. The table lists the temperature Tf and composition Cf of
the sodium chloride solutions, the measured interface temperature Tw, and the ablation
velocities V measured at various vertical distances z above the height on the ice wall
at which the upward flow became turbulent. The interface temperatures were found to
be constant to within 0.02 ◦C along the ice in each experiment. The ablation velocities
are also reasonably constant, to within about 5–10%. We note that Josberger & Martin
(1981) attempted to understand their ablation results using a V ∝ z−1/4 power law, but
this scaling law does not fit all their data well (i.e. it gives a variation with z of 23% for
experiment 4, and a variation of 20% for experiment 5; see their table 3), and it should
only be relevant to ablation by laminar flow (see Wells & Worster, 2011).
When the turbulent dissolution model in section 2.2.2 is compared with the turbulent
ablation experiments of Josberger & Martin (1981), it can only be applied to experiments
1–6, as these are the only experiments that are in the dissolving regime. The turbulent flow
in these experiments covers vertical length scales of about 0.1–1 m, and Rayleigh numbers
of about 1010–1014. The corresponding model predictions are listed in table 2.2. The
predicted interface temperatures Ti, which are determined from equations 2.5 and 2.24,
agree with the measured interface temperatures Tw of Josberger & Martin (1981) to within
0.1 ◦C (see figure 2.4). We note that equation 2.24 is only expected to be accurate for
C ∼ 1 or greater, but C is only 0.38 in experiment 6.
In figure 2.5, the measured dissolving velocities V of Josberger & Martin (1981) are
plotted against the predicted velocity scale
V =
(
g(ρf − ρi)D2
µf
)1/3 (
Cf − Ci
Cf − Cs
)
(2.25)
from equation 2.23. The dissolving velocities are seen to lie on a straight line, whose slope
γ = 0.093 ± 0.010 is consistent with the value of about 0.097 ± 0.010 predicted from the
turbulent heat transfer expressions 2.1 and 2.3 in section 2.2.1.
In experiments 7 to 9 of Josberger & Martin (1981), the fluid temperature Tf is too
high to allow a solution for Ci in equation 2.24. Experiment 7 lies in the transition regime
between dissolution and melting (cf. the appendix to Kerr, 1994b), while in experiments
8 and 9, the interface temperatures are so close to 0 ◦C (see table 2.1) that these two
experiments can be viewed as being in the regime of turbulent melting (cf. Kerr, 1994a;
Josberger & Martin, 1981).
2.3.2 Our experiments
In addition to Josberger & Martin (1981), some ice ablation experiments were reported
by Russel-Head (1980) and Johnson & Mollendorf (1984). However, the ice was only 20–
30 cm high in both studies. This small scale resulted in mostly laminar compositional
convection, and ablation that varied significantly with height, so their results are not
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Experiment Tf Cf Tw z V
number (◦C) (wt%) (◦C) (mm) (µm/s)
1 −0.10 2.99 −1.27 360 0.58
2 1.55 2.90 −0.92 70 1.22
200 1.02
3 2.00 3.00 −0.76 510 1.57
610 1.56
940 1.40
4 2.20 3.00 −0.76 115 1.87
250 1.89
5 2.66 3.44 −0.74 180 2.15
330 2.33
6 3.42 3.00 −0.59 470 2.47
520 2.23
7 6.85 3.395 −0.20 220 6.29
360 5.99
8 10.85 3.41 −0.06 240 9.58
370 9.16
9 16.31 3.52 −0.02 290 14.27
Table 2.1: The turbulent ablation results of Josberger & Martin (1981) and Josberger (1979). We
note that Tw for experiment 7 is taken from Josberger (1979), as it is incorrectly given in Josberger
& Martin (1981).
Quantity 1 2 3 4 5 6 Units
Tf −0.10 1.55 2.00 2.20 2.66 3.42 ◦C
Cf 2.99 2.90 3.00 3.00 3.44 3.00 wt%
ρf 1022.7 1021.9 1022.6 1022.6 1025.9 1022.6 kg/m
3
cf 4.03 4.04 4.03 4.03 4.01 4.03 J/g/
◦C
kf 0.554 0.557 0.557 0.557 0.557 0.559 W/m/
◦C
ν 1.85 1.83 1.82 1.82 1.82 1.80 mm2/s
Ci 2.28 1.56 1.41 1.32 1.25 0.82 wt%
Ti -1.36 -0.92 -0.83 -0.79 -0.74 -0.48
◦C
ρi 1017.3 1011.7 1010.6 1009.9 1009.4 1006.0 kg/m
3
C 3.22 1.16 0.89 0.79 0.58 0.38
V 5.6 13.7 16.7 17.9 22.2 25.7 µm/s
Table 2.2: Experimental parameters (ρf , cf , kf , µ) and theoretical predictions (Ci, Ti, ρi, C, V)
for experiments 1 to 6 of Josberger & Martin (1981) listed in table 2.1. The physical properties
of the aqueous NaCl solutions were obtained from data in Washburn (1926), Weast (1989) and
Batchelor (1967). Other parameters used are ρsLs = 306 J/cm
3 (Washburn, 1926), ρscs = 1.832
J/cm3/◦C (Weast, 1989), and the expression D = 10−5.144+0.0127Ti cm2/s, where Ti has units of
◦C , which was inferred from data in Washburn (1926) that is accurate to about 3%. Consistent
with the compositional and thermal profiles sketched in figure 2.1, the parameter ν is evaluated
at (Cf + Ci)/2 and Ti, while kf is evaluated at Cf and (Ti + Tf )/2.
analysed here. Instead, we conducted our own ice ablation experiments, in a temperature
controlled room set at approximately 4 ◦C. Our experiments used a rectangular tank
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Figure 2.4: A comparison of the predicted interface temperature Ti (4) with the measured inter-
face temperature Tw (©) of Josberger & Martin (1981), plotted as a function of the temperature
Tf of the NaCl solution. The experiments have a range in Cf , from 2.90 to 3.44 wt% NaCl.
Figure 2.5: The dissolving velocities V of Josberger & Martin (1981), in comparison with the
velocity scale V defined by equation 2.25. The values lie on a straight line with a constant of
proportionality of 0.093± 0.010.
that was 1.2 m high, 0.2 m wide and 1.5 m long. To limit heat transfer, the sidewalls of
the tank consisted of an inner sheet of 20 mm thick acrylic and an outer sheet of 2 mm
thick acrylic, separated by an 18 mm gap filled with argon gas. One endwall of the tank
consisted of an aluminium heat exchanger, through which ethanol was circulated from a
Julabo FP50 Refrigerated-Heating Circulator.
To grow the ice, the tank was first filled with cold fresh water and the circulator was
set to about −10 ◦C. An aquarium air pump was then used to supply a rising stream of
air bubbles near the cold wall, which ensured that the growing ice was bubble-free.
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Quantity A B C D E F G H Units
Tf 0.3 1.3 2.3 3.1 3.8 4.2 4.7 5.4
◦C
Cf 3.44 3.49 3.50 3.47 3.46 3.60 3.60 3.49 wt%
Tw −1.31 −1.01 −0.76 −0.62 −0.53 −0.55 −0.43 −0.35 ◦C
V 0.7 1.1 1.7 2.3 2.6 3.0 3.0 3.4 µm/s
dT/dt 0.0006 0.0012 0.0016 0.0011 0.0024 0.0044 0.0048 0.0077 ◦C/min
Ti − Ts 24 20 11 4 7 10 11 13 ◦C
ρf 1026.1 1026.4 1026.4 1026.1 1026.0 1027.0 1027.0 1026.1 kg/m
3
cf 4.01 4.00 4.00 4.01 4.01 4.00 4.00 4.00 J/g/
◦C
kf 0.554 0.555 0.557 0.558 0.559 0.559 0.559 0.560 W/m/
◦C
ν 1.85 1.84 1.82 1.80 1.79 1.78 1.78 1.78 mm2/s
Ci 2.45 2.03 1.53 1.10 0.81 0.69 0.47 0.19 wt%
Ti −1.45 −1.20 −0.91 −0.65 −0.48 −0.41 −0.28 −0.11 ◦C
ρi 1018.5 1015.3 1011.5 1008.2 1006.1 1005.1 1003.4 1001.3 kg/m
3
C 2.48 1.38 0.78 0.46 0.31 0.24 0.15 0.06
V 7.6 12.7 18.9 24.6 28.7 31.5 34.7 38.7 µm/s
Table 2.3: Experimental parameters, and theoretical predictions (Ci, Ti, ρi, C, V), for our 8 ice
ablation experiments (A–H). The physical properties of the aqueous NaCl solutions were calculated
as described in table 2.2. Other parameters used are ρsLs = 306 J/cm
3 (Washburn, 1926), ρscs =
1.832 J/cm3/◦C (Weast, 1989), and the expression D = 10−5.144+0.0127Ti cm2/s, where Ti has
units of ◦C , which was inferred from data in Washburn (1926) that is accurate to about 3%.
From the measured temperature rise dT/dt in the ice near the interface, equation 2.26 was used
to evaluate the equivalent temperature difference Ti − Ts of a semi-infinite block of ice.
Once the ice wall was about 8 cm thick, the circulator was reset to approximately
−2 ◦C to allow the ice to equilibrate to a uniform temperature Ts close to the anticipated
interface temperature Ti. The cold fresh water was then pumped out of the tank, and
replaced by homogeneous aqueous solutions of sodium chloride. The solutions had com-
positions Cf from 3.44–3.60 wt % NaCl, and temperatures Tf that ranged from 0.3 to
5.4 ◦C (table 2.3). Experiments E to H were performed to investigate the transition from
dissolving to melting, and had temperatures between experiments 6 and 7 of Josberger &
Martin (1981).
The experiments were viewed using the shadowgraph method, and recorded with reg-
ular photographs from a digital camera. The photographs showed a laminar flow in the
lower 10–20 cm of the ice wall, and a turbulent flow up the remainder of the ice wall
(figure 2.6). At the top of the tank, the cold meltwater spread out to form a layer that
slowly filled the tank from above. The regular photographs and several thermistors in the
tank were used to monitor the propagation of this cold water front down the tank. All
our experimental results were obtained at times and heights below the position of this
descending cold front, where Tf was constant to within 0.1
◦C.
On the turbulent part of the wall, the position of the ice interface was measured as
a function of time, for the first 2 cm of ablation. The ablation velocity V was found to
be constant with time and height, with a standard deviation of 6%, and is listed for each
experiment in table 2.3.
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Figure 2.6: Shadowgraph of the turbulent compositional boundary layer flowing up the ice wall,
after about 20 minutes of a qualitative experiment with Tf = 3.9
◦C and Cf = 3.31 wt% NaCl.
The vertical spacing of the black screws in the side walls is 6 cm. The photo on the left shows the
ice from a height of 72 cm up to the free surface height at 114 cm, while the photo on right shows
the ice wall at heights of 32–76 cm.
Temperatures in the ice were recorded throughout each experiment, using thermistors
at heights of 32 cm, 42 cm, 56 cm and 70 cm (where two laterally displaced thermistors
were placed). They showed a gradual increase in temperature with time until they reached
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the interface, and then a faster increase in temperature with significant fluctuations as they
entered the turbulent upflow. The interface temperatures Tw were constant with time and
height to within 0.1◦C (table 2.3).
Although the ice block used in our experiments is much thinner than hs, the measured
temperature rise dT/dt in the ice near the interface can be used to evaluate the equivalent
temperature difference Ti − Ts of a semi-infinite block of ice:
Ti − Ts = dT
dt
κs
V 2
, (2.26)
which was obtained from equation 2.6. The values of Ti−Ts are listed for each experiment
in table 2.3. The values of dT/dt are accurate to about 20%, which translates into error
bars of about 40% in Ti − Ts, 0.04◦C in Ti and 2–4% in V.
In figure 2.7, the measured interface temperatures Tw are compared with interface
temperatures Ti predicted by the turbulent dissolution model using equations 2.5 and 2.24.
Tw and Ti are found to mostly agree to within approximately 0.2
◦C. However, the
transition from dissolving to melting is seen in experiments E to H, as Tw steadily departs
from Ti. This result is anticipated, as equation 2.24 is only expected to be accurate for
C ∼ 1 or greater, while C decreases from 0.31 in experiment E down to 0.06 in experiment
H. In experiment H, the 0.24 ◦C difference between Ti and Tw leads to a 4% underestimate
in V.
Figure 2.7: A comparison of the predicted interface temperature Ti (4) with the interface tem-
perature Tw (©) measured in our experiments, plotted as a function of the temperature Tf of the
NaCl solution. The experiments vary in Cf from 3.44 to 3.60 wt% NaCl, and in Ti−Ts from 24 ◦C
to 4 ◦C. The error bar of 0.07◦C in Ti results from the combined errors in D, Tf , V and dTdt .
In figure 2.8, the experimental dissolving velocities V are plotted against the predicted
velocity scale V from equation 2.25. The dissolving velocities are seen to lie on a straight
line, with slope γ = 0.090 ± 0.004. This result is in good agreement with the slope
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γ = 0.093±0.010 seen in figure 2.3 for the experiments of Josberger & Martin (1981), and
with the value γ = 0.097±0.010 predicted from the turbulent heat transfer expressions 2.1
and 2.3 in section 2.2.1.
Figure 2.8: The dissolving velocities V (in µm s−1) of our ice ablation experiments, in comparison
with the velocity scale V defined by equation 2.25. The error bars in V show two standard deviations
(±12%). The values lie on a straight line with a constant of proportionality of 0.090± 0.004.
2.4 Ice dissolution in seawater
Like the predictions for the experiments with aqueous NaCl solutions in tables 2.2 and 2.3,
the model in section 2.2.2 can be used to quantify the dissolution by turbulent compo-
sitional convection of a vertical ice surface in seawater. The ice is assumed to have an
interior temperature of −17◦C (Diemand, 1984), and the ocean is assumed to have a
salinity Cf of 34 PSU and a corresponding surface freezing point of TL(Cf ) = −1.86 ◦C.
Its density, specific heat and freezing point are obtained from an online calculator (see
http://fermi.jhuapl.edu/denscalc.html) of the UNESCO International Equation of State
(UNESCO, 1981), while its thermal conductivity and viscosity are obtained from tabu-
lations (see http://web.mit.edu/seawater/) of the correlations of Sharqawy et al. (2010).
For D, the compositional diffusivity of NaCl is used (see table 2.2). The constant γ is
taken to be 0.092, which is about the average of the experimental values of γ found in
figures 2.5 and 2.8.
The dissolution calculations are summarized in table 2.4, for increments in Tf of 0.5
◦C,
until the dissolving model breaks down (i.e. C = 0) at an ocean temperature Tf of 5.9 ◦C.
The interface temperature Ti (in
◦C) and and interface concentration Ci (in PSU) are
plotted in figures 2.9 and 2.10. Both Ti and Ci are almost linearly dependent on Tf , and
can be accurately fitted by the quadratic expressions
Ti = TL(Cf ) + 0.251Td − 0.0013T 2d (2.27)
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Tf Ci Ti C V hs
(◦C) (PSU) (◦C) (m/y) (m)
−1.5 32.4 −1.77 19.9 2.02 18.8
−1.0 30.2 −1.65 7.8 6.41 5.92
−0.5 27.9 −1.52 4.6 11.8 3.21
0.0 25.7 −1.40 3.1 17.9 2.11
0.5 23.5 −1.28 2.2 24.6 1.54
1.0 21.3 −1.16 1.7 31.9 1.19
1.5 19.1 −1.04 1.3 39.6 0.96
2.0 16.9 −0.92 0.99 47.7 0.79
2.5 14.7 −0.80 0.76 56.2 0.67
3.0 12.5 −0.68 0.58 65.1 0.58
3.5 10.3 −0.56 0.44 74.3 0.51
4.0 8.2 −0.44 0.32 83.9 0.45
4.5 6.0 −0.32 0.21 93.7 0.40
5.0 3.8 −0.21 0.13 104 0.36
5.5 1.7 −0.09 0.051 114 0.33
Table 2.4: The dissolution by turbulent compositional convection of a vertical ice surface in a
polar ocean. The ocean has a salinity of 34 PSU, and the ice has an interior temperature of
−17◦C (Diemand, 1984). The ice parameters used are ρsLs = 306 J/cm3 (Washburn, 1926),
ρscs = 1.832 J/cm
3/◦C (Weast, 1989) and ks = 0.022 W/cm/◦C (Washburn, 1926; Kaye & Laby,
1973).
Figure 2.9: Interface temperature Ti as a function of the ocean temperature Tf , from the disso-
lution calculations in table 2.4.
and
Ci = Cf − 4.46Td + 0.0096T 2d , (2.28)
where the driving temperature difference Td = Tf − TL(Cf ) is in ◦C. Figure 2.4 suggests
that equation 2.27 is accurate to within 0.1◦C for Tf up to about 3–4◦C, while figure 2.7
indicates that equation 2.27 slightly overestimates the interface temperature at higher
ocean temperatures, as the transition from turbulent dissolving to turbulent melting is
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Figure 2.10: Interface concentration Ci as a function of the ocean temperature Tf , from the
dissolution calculations in table 2.4.
Figure 2.11: Dissolving velocity V as a function of the ocean temperature Tf , from the calcula-
tions in table 2.4 (solid line). The triangles show the basal ablation velocities of 5 West Antarctic
ice shelves in the Amundsen Sea between 1992 and 2001, measured by satellite radar interferom-
etry (Shepherd et al., 2004). The circles show estimates of the ablation velocities of the sides of
Antarctic icebergs, while the dashed curves indicate upper and lower bounds on these estimates
(Budd et al., 1980).
approached.
The calculated dissolving velocities V in table 2.4 are shown as a function of ocean
temperature as the solid line in figure 2.11. In terms of the driving temperature difference
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Td, V can be accurately fitted by the power-law expression
V = 7.8T 1.34d . (2.29)
This result shows that the predicted dissolving velocity is very close to a 4/3 power law
dependence on Td, which arises because both ρf−ρi and Cf−Ci in equation 2.23 are almost
linearly dependent on Td. Equation 2.29 can be contrasted with an array of empirical fits
and models for the ablation of ice in the ocean, which have suggested that the dependence
of V on Td might be linear (Budd et al., 1980; Rignot & Jacobs, 2002; Shepherd et al.,
2004), or a 3/2 power law (Russel-Head, 1980), or a 8/5 power law (Greisman, 1979;
Josberger & Martin, 1981; Neshyba & Josberger, 1980), or a quadratic (Macayeal, 1984;
Holland et al., 2008).
The calculated dissolving velocities in table 2.4 can be compared with a number of field
observations. First, Neshyba & Josberger (1980) report an ablation velocity of ∼ 2 m/yr in
−1.5 ◦C water for an iceberg frozen fast in pack ice in d’Iberville Fjord, Northwest Territo-
ries, Canada, which was “free of wave erosion and associated calving”. This observation is
consistent with the dissolving velocity of 2.02 m/yr at −1.5 ◦C listed in table 2.4. Second,
Budd et al. (1980) estimated the ablation velocities of the sides of Antarctic icebergs, by
combining observations as a function of latitude of their size distribution, their drift rate,
and the mean ocean temperature in the upper 200 m. These ablation velocities are plotted
as circles on figure 2.11, together with dashed curves showing upper and lower bounds,
and they are seen to be reasonably consistent with the solid line that shows the dissolving
velocity calculations in table 2.4. Third, Shepherd et al. (2004) used satellite radar inter-
ferometry to measure the basal ablation velocities of five West Antarctic ice shelves in the
Amundsen Sea between 1992 and 2001. Their ablation velocities are plotted as triangles
on figure 2.11, where they are seen to be reasonably consistent with the dissolving velocity
calculations in table 2.4, although we caution that ice shelves have complex ice interface
geometries (e.g. Rignot & Steffen, 2008; Vaughan et al., 2012; Dutrieux et al., 2014), and
they can be affected by ocean stratification and ambient currents in particular locations.
2.5 Conclusions
In this paper, we have examined the dissolution driven by turbulent compositional con-
vection of a vertical solid surface in contact with a solution whose composition is different
to that of the solid. Guided by experimental measurements for turbulent natural convec-
tion on a vertical boundary, we developed a theoretical model that has no free parameters
and no dependence on height. The model predicts the interface concentration from equa-
tion 2.24, the interface temperature from equation 2.5, and the dissolving velocity from
equation 2.23.
We have compared our model with laboratory experiments, made by both Josberger
& Martin (1981) and ourselves, in which vertical ice walls were dissolved in contact with
aqueous NaCl solutions. In the experiments, the interface temperatures and dissolution
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velocities are observed to be independent of height. We find that the model predicts the
measured dissolving velocities to within 10%, for water temperatures up to approximately
5–6 ◦C (where there is a transition from turbulent dissolution to turbulent melting). In
section 2.4, we take an ocean of salinity 34 PSU and evaluate the dissolution by turbulent
compositional convection of a vertical ice body with an interior temperature of −17◦C.
We find that the dissolution velocity depends on the 4/3 power of the difference between
the ocean temperature and its freezing point, and that it is reasonably consistent with
some observations of the ablation velocities of icebergs and ice shelves (figure 2.11).
We also note that scaling theory for both horizontal and vertical boundaries suggests
that a second regime of turbulent natural convection may exist at high enough Rayleigh
numbers, where the thickness of the inner laminar boundary layer near the wall is con-
trolled by shear instability rather than convective instability (e.g. Grossmann & Lohse,
2000; Wells & Worster, 2008). The transition is predicted to occur atRa ∼ 1016 for thermal
convection in air (where the Prandtl number Pr = ν/κ ≈ 0.7). However, for composi-
tional convection during ice dissolution (where the Schmidt number Sc = ν/D ≈ 2600),
the transition is predicted to occur at Ra ∼ 1021 (cf. Figure 2 of Grossmann & Lohse,
2000), which would require vertical ice heights H of hundreds of metres. It would be
interesting to undertake careful quantitative observations on the sides of large tabular
Antarctic icebergs for comparison with these convective scaling theories.
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Chapter 3
The turbulent wall plume from a
vertically distributed source of
buoyancy
Abstract
We experimentally investigate the turbulent wall plume that forms next to
a uniformly distributed source of buoyancy. Our experimental results are com-
pared with the theoretical model and experiments of Cooper & Hunt (2010).
Our experiments give a top-hat entrainment coefficient of 0.048 ± 0.006. We
measure a maximum vertical plume velocity that follows the scaling predicted
by Cooper & Hunt (2010) but is significantly smaller. Our measurements al-
low us to construct a turbulent plume model that predicts all plume properties
at any height. We use this plume model to calculate plume widths, velocities
and Reynolds numbers for typical dissolving icebergs and ice fronts and for a
typical room with a heated or cooled vertical surface.
3.1 Introduction
Uniformly distributed sources of buoyancy exist in a variety of geophysical and industrial
settings. In many of these settings the flow is enclosed at the top or bottom of the buoyancy
source.
There have been numerous attempts to model plumes from distributed buoyancy
sources in a variety of configurations. These studies have typically been interested in
building ventilation and allowed for volume fluxes through the bottom and top bound-
aries. Both line sources of buoyancy (Linden et al., 1990; Gladstone & Woods, 2014) and
wall sources of buoyancy (Chen et al., 2001; Cooper & Hunt, 2010; Wells & Worster, 2008)
have been investigated. In addition, Baines (2002) studied the behaviour of a wall plume
flowing from a two-dimensional buoyancy source into a stratified ambient. Of these, the
study of Cooper & Hunt (2010) is the most relevant to the current study as it involved
two-dimensional plumes with a solid wall acting as the buoyancy source and included
experiments without a ventilation flow through the top and bottom boundaries.
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Cooper & Hunt (2010) developed a theoretical model that describes the turbulent
plume that forms next to the buoyancy source and the stratification that develops in the
interior over time. The primary motivation for their model was natural ventilation within
a building where a wall or window has a different temperature from the air in the room.
Within this context they were particularly interested in the stratification that developed
over time and they conducted experiments to test the predicted stratification.
Wells & Worster (2008) examined the natural convection boundary layer that forms
next to an isothermal surface. Theoretical analysis resulted in identical scaling for the
plume width and velocity as in the model developed by Cooper & Hunt (2010) but with
significantly different values for the various parameters and coefficients.
Kerr & McConnochie (2015) showed that when a vertical ice wall dissolves into homo-
geneous salty water, the dissolution rate is uniform with height in the turbulent section of
the plume. This dissolving ice is equivalent to a uniformly distributed source of buoyancy
where the fresh meltwater is positively buoyant compared to the salty ambient.
In this paper, we conduct experiments similar to those conducted by Kerr & Mc-
Connochie (2015) to test the models of Cooper & Hunt (2010) and Wells & Worster
(2008). In particular, we aim to test the proposed scaling and determine the values of
the the relevant parameters and coefficients. We use the filling box predictions to calcu-
late an entrainment coefficient and the shadowgraph particle tracking velocimetry (PTV)
technique to measure the maximum plume velocity up the wall.
In section 3.2 we present the previously developed models of this flow and in section 3.3
we describe our experiments. In sections 3.4 and 3.5 we present the results from our filling
box and velocity experiments respectively. In section 3.6 we use our results to present an
updated plume model. Finally, in section 3.7 we use this model to predict plume widths,
velocities, and Reynolds numbers next to dissolving icebergs and heated or cooled vertical
surfaces in buildings.
3.2 Past theoretical modelling
3.2.1 The filling box model of Cooper & Hunt
The theoretical model of Cooper & Hunt (2010) describes a turbulent wall plume with a
vertically distributed source of buoyancy. They use an approach that is similar to that of
Morton et al. (1956) for point sources of buoyancy. The model assumes top-hat profiles
of all plume quantities and is based on a symmetric line plume. It does not include any
viscous effects and predicts a velocity maximum immediately next to the wall. The height
of the laminar portion of the boundary layer is also assumed to be negligible.
The model predicts that for a turbulent wall plume in a uniform ambient fluid the
following relationships exist for the plume buoyancy flux, F , top-hat width, bP , vertical
velocity, wP , buoyancy, ∆P , volume flux, QP , and momentum flux, MP :
F = Φz (3.1)
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where C1 – C5 are all constants, αP is the entrainment coefficient defined as the ra-
tio between wP and the velocity with which ambient water is drawn into the plume,
Φ is the buoyancy flux per unit area, z is the distance in the direction of flow, and
∆P = g(ρe − ρ)/ρ1 where ρe is the ambient fluid density, ρ is the density of the plume and
ρ1 is a reference density.
Equation 3.5 can be integrated to model the propagation of the first front through the
ambient fluid enclosed in a filling box. This gives the location of the first front, as defined
by Baines & Turner (1969), as
z0
H
=
[
1 +
1
3
C4W
−1H1/3Φ1/3t
]−3
, (3.7)
where W is the width of the tank measured perpendicularly to the distributed source,
H is the height of the buoyancy source, and t is the time since the buoyancy source was
activated. This prediction was compared to experiments, but no other part of the model
has been validated.
The experiments of Cooper & Hunt (2010) used a porous plate as one endwall through
which a saline solution was forced. It is noted that this technique did not produce a
perfectly uniform buoyancy flux due to the increase in hydrostatic pressure across the
plate with increasing depth. This technique also requires a volume flux from the wall
which would not be present in the case of a heated or cooled surface inside a building.
This volume flux results in an advective boundary layer while the boundary layers found
next to heated or cooled walls, and dissolving ice shelves or icebergs will have a diffusive
structure. An advective boundary layer at a large Pe´clet number will have a sharp change
in density while a diffusive boundary layer will have a more gradual density profile.
3.2.2 The boundary layer model of Wells & Worster
Wells & Worster (2008) developed a model for the natural convection boundary layer that
forms next to an isothermal surface. On the scale of walls in buildings and our experiments
they describe a turbulent flow regime where the laminar sublayer is dominated by its own
buoyancy. In this regime they predict that the Nusselt number (the ratio of convective
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heat transfer to conductive heat transfer) will scale as the one-third power of the Rayleigh
number (the ratio of buoyancy and viscous forces), giving a plume width, b, and velocity,
w, of
b =
3
4
E2z, (3.8)
w =
[
4β1
5E2(1 + β1)(Pr Rac)1/3
]1/3
(g′κ)1/9(g′z)1/3, (3.9)
where β1 is a constant, E2 is the entrainment coefficient, which they estimate as 0.135, Pr
is the Prandtl number, Rac is a critical Rayleigh number where the outer flow becomes
turbulent, g′ is the reduced gravity of the plume and κ is the thermal diffusivity. Within
this regime, the same w ∼ z1/3 scaling exists as in the model of Cooper & Hunt (2010).
Wells & Worster (2008) predict a transition to another turbulent regime where the
Nusselt number scales as the one-half power of the Rayleigh number. Within this regime,
the laminar sublayer is no longer driven by its own buoyancy and is instead driven by
the shear imposed on it. For thermal convection next to heated surfaces the transition
to this regime is expected to occur at Ra ∼ 1016, while for compositional convection in
the ocean the transition is expected to occur at Ra ∼ 1021 (Kerr & McConnochie, 2015).
This would require heights much larger than typical building heights in air and hundreds
of metres next to ice shelves and icebergs in the ocean. Thus, the buoyancy-driven regime
and not the shear-driven regime is of key interest in relation to both building ventilation
and Antarctic ice dissolution.
3.3 Experiments
We have conducted a series of experiments to test the predicted velocity from equation 3.3
and the first front propagation of equation 3.7. Similarly to the experiments of Cooper &
Hunt (2010), measurement of the first front position, combined with equation 3.7 is used
to obtain an entrainment coefficient. By measuring both the first front propagation and
the maximum plume velocity we were able to quantify all top-hat plume properties at any
point in the plume.
The experiments were conducted in a 1.2 m high, 1.5 m wide and 0.2 m long tank kept
in a temperature-controlled room. Ice was grown from fresh water against one endwall
and then exposed to salty water. The temperature and the salinity of the far field were
varied to achieve different buoyancy fluxes, Φ, in different experiments. Buoyancy fluxes
in the range Φ = (1.9 − 6.4) × 10−7 m2/s3 were achieved, giving Rayleigh numbers of
(3.6− 8.9)× 1013.
Figure 3.1 shows photographs of an experiment with the flow visualised using the
shadowgraph technique. The apparatus and experimental method are fully described in
Kerr & McConnochie (2015). Kerr & McConnochie (2015) found that when an ice wall
dissolves into homogeneous salty water, the dissolution rate is uniform in the turbulent
section of the flow. This behaviour corresponds to a uniformly distributed buoyancy flux
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Figure 3.1: The wall plume visualised using the shadowgraph method with ice on the right and
the salt water ambient on the left of each image. These photographs were presented in Kerr &
McConnochie (2015) and were taken from a qualitative experiment with a far field temperature of
3.9 ◦C and salinity of 3.31 wt% NaCl. The vertical spacing of the black screws in the side walls is
6 cm. The photo on the left shows the ice from a height of 32 cm up to 76 cm, while the photo on
the right shows the ice from a height of 72 cm to the free surface at 114 cm.
and provides a convenient mechanism for testing equations 3.1 – 3.6.
The position of the first front was measured using a conductivity-temperature probe
that traversed vertically through the far field. Typical profiles of salinity and temperature
are shown in figure 3.2. The first front measurement was based on the salinity profile as it
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had a sharper first front due to the slower diffusion of salt compared to heat. Conductivity
and temperature measurements were taken on the downward traverse to minimise the effect
of mixing in the wake of the probe.
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Figure 3.2: Examples of a salinity and temperature profile made during an experiment. This
particular profile was made after 40 min and the experiment had a far field temperature of 4.1 oC,
a far field salinity of 3.41 wt.% NaCl, and a buoyancy flux of Φ = 4.0× 10−7 m2/s3.
Velocity measurements were made using a shadowgraph PTV technique. This tech-
nique is very similar to the schlieren particle image velocimetry (PIV) technique described
by Jonassen et al. (2006) with shadowgraph used instead of schlieren. It is also similar to
the technique described in Crone et al. (2008) although they used a significantly different
method to compute velocity fields. All of these methods represent an adaptation of tradi-
tional PTV or PIV techniques in which turbulent eddies are tracked instead of traditional
particles. The PTV software ‘Streams’ (Nokes, 2014) was used for feature identification,
particle matching and the computation of velocity fields.
For shadowgraph PTV we used a zoomed-in camera window compared to figure 3.1.
This provided higher resolution of turbulent features and enabled more accurate feature
identification. An example of a shadowgraph PTV frame is shown in figure 3.3. The flow
was filmed for approximately 10 seconds at each height and the resulting velocity fields
were time-averaged. Averaging over longer periods of time was tested but did not change
the results.
The flow that we observed was very similar to the compressible turbulent boundary
layer flow that Jonassen et al. (2006) investigated. Both flows have similar strengths and
weaknesses regarding the use of shadowgraph PTV or schlieren PIV. Since both flows
are primarily two-dimensional, the shadowgraph method provides an easily interpretable
representation of the flow, which would not be true if there was significant flow variation
through the light path.
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Figure 3.3: A shadowgraph image of the wall plume as used for velocity measurement. The two
black horizontal lines are 5 cm apart and the upper line is 50 cm above the base of the tank. The
experiment had a far field temperature of 4.3 ◦C and salinity of 1.94 wt% NaCl. The ice-water
interface is at the left edge of the thick dark shadow and the ice is to the right.
Since the flow was highly turbulent, there were many eddies that could be tracked,
giving the equivalent of an appropriate seeding density of particles in traditional PTV or
PIV. However, near the edge of our rising plume, this ceased to be true. At the edge of the
plume there were intermittent eddies but these were not sufficient for shadowgraph PTV
to be reliable. This was obviously also true in the quiescent far field. Finally, very near
to the wall we were not able to properly resolve the eddies due to the refraction of light
through the tank and the reflection of light off the ice. Within these limitations, we were
able to obtain a reliable velocity profile around the location of maximum velocity. The
velocity maximum was accurately measured and is the key feature of our investigation.
The buoyancy flux was defined as
Φ = V
ρs
ρw
g(ρf − ρw)
ρf
(1−R−1), (3.10)
where V is the measured dissolving velocity of the ice, ρs is the density of the ice, ρw
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is the density of fresh water at 0 ◦C, ρf is the far-field density, g is the acceleration due
to gravity and R is the ratio of compositional to thermal buoyancy defined as in Kerr &
McConnochie (2015) as
R = βSf
αexp[ρwLi + ρici(Tiw − Ti)]/ρfcf , (3.11)
where αexp is the thermal expansion coefficient, β is the equivalent coefficient for salt, Sf
and cf are the salinity and specific heat of the far field, Li, ρi, ci and Ti are the latent
heat, density, heat capacity and temperature of the ice, and Tiw is the temperature at the
ice-water interface. The value of Tiw was calculated using the turbulent dissolution model
of Kerr & McConnochie (2015).
The correction (1 −R−1) is necessary since the compositional and thermal buoyancy
act in opposing directions. By assuming that both buoyancy sources are well mixed inside
the turbulent plume, the interaction is simplified.
It is possible that the combination of compositional and thermal buoyancy fields could
lead to double-diffusive convection in this system. This has not been explicitly tested
for but no evidence of double-diffusive convection was observed in these experiments. In
the case of ice melting into a stratified ambient, double diffusion can result in horizontal
intrusions (Huppert & Turner, 1980; Huppert & Josberger, 1980) but this has not been
observed in the case of a homogeneous ambient.
Measurements of the dissolving velocity, V , have a standard deviation with height of
6%. The far-field temperature and salinity, Tf and Cf , are known to the nearest 0.1
◦C
and 0.1 wt% NaCl respectively. This uncertainty in far-field conditions translates to a
maximum uncertainty in (ρf −ρw) of 3% and in (1−R−1) of approximately 6%. All other
constants in equation 3.10 have insignificant amounts of uncertainty. This translates to a
9% uncertainty in the values of Φ.
3.4 First front measurements
We use the propagation of the first front with time to estimate a value of the entrainment
coefficient, αP , defined as in the model of Cooper & Hunt (2010). Equation 3.7 has been
used to produce a quantity that depends linearly on time as shown in equation 3.12
3
[(z0
H
)−1/3 − 1]WH−1/3.Φ−1/3 = C4t (3.12)
In figure 3.4 the left hand side of equation 3.12 is plotted against time since the start
of the experiment for four experiments with different buoyancy fluxes, Φ. Figure 3.4 is
then used to estimate the volume flux constant, C4. The data in figure 3.4 have been
shifted to force the curves through the origin. In the original data there were small offsets
caused by a limited amount of dissolution before the experiment was started and by the
conductivity profiles not being started at the exact start of the experiment. This offset
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Figure 3.4: The propagation of the first front throughout an experiment. The slope represents
C4, with the two solid lines representing an entrainment coefficient of αP = 0.014 and αP = 0.017
or a volume flux coefficient of C4 = 0.040 and C4 = 0.046.
was typically less than 300 seconds.
Table 3.1 gives the value of the volume flux constant, C4, as obtained from figure 3.4,
along with the far-field conditions, the value of R and a computed entrainment coefficient,
αP , as defined in equation 3.5. As shown in figure 3.4 and table 3.1, we measure an
entrainment coefficient of 0.014–0.017. This value is comparable with but smaller than
that reported in Cooper & Hunt (2010) of 0.02–0.03. The observed entrainment coefficient
will be redefined in section 3.6, using the velocity measurements described in section 3.5,
such that the relationship dQ/dz = αw is observed.
Φ Tf Cf V R C4 αP
(m2/s3) (◦C) (wt% NaCl) (µm/s) - - -
1.9× 10−7 1.3 3.2 1.09 5.7 0.0458 0.0169
4.3× 10−7 3.7 2.9 2.70 6.2 0.0420 0.0148
4.5× 10−7 4.1 3.4 2.47 5.5 0.0407 0.0141
6.4× 10−7 3.7 4.1 2.99 4.9 0.0424 0.0150
Table 3.1: Volume flux coefficients, C4, entrainment coefficients, αP , and ratio of compositional
to thermal buoyancy, R, from first front data for four different buoyancy fluxes.
Our experiments are slightly different from those of Cooper & Hunt (2010), which
could result in our reduced entrainment coefficient. The most significant difference is that
in their experiments, salty water was forced through a semipermeable membrane into still
ambient fluid. This contrasts with our experiments, where the buoyancy diffused away
from a very slowly retreating interface as the ice dissolved (measurements of the maximum
plume velocity were typically around 5000 times larger than the dissolution velocity). The
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diffusive interface would have resulted in a gradual buoyancy profile across the laminar
sublayer, while the advection at high Pe´clet number in the experiments of Cooper & Hunt
(2010) would have resulted in a sharp change in buoyancy at the edge of the laminar
sublayer.
We define a Pe´clet number as Vo/(κc/hc), where Vo is the advection velocity from the
experiments of Cooper & Hunt (2010), κc is the diffusion coefficient of salt and hc is the
thickness of the diffusive compositional boundary layer as defined by Kerr & McConnochie
(2015). This Pe´clet number is the ratio between advective and diffusive transport through
the diffusive compositional boundary layer. For our experiments Vo = 0 so the Pe´clet
number is also 0 and there is no advective transport through the compositional boundary
layer. For the experiments of Cooper & Hunt (2010) however, the Pe´clet number is
much larger than 1 (approximately 20 and 40 for their two buoyancy fluxes). Since this
Pe´clet number is much larger than 1, the advection of salt will dominate the diffusion of
salt through the laminar sublayer and a sharp change in buoyancy is expected from the
laminar sublayer to the turbulent plume. In contrast, our experiments should result in a
gradually increasing salinity through the sublayer and into the plume.
Our apparatus could have resulted in more of the buoyant fluid being trapped near the
wall than in the apparatus of Cooper & Hunt (2010). Trapping buoyant fluid near the wall
could decrease the ability of the plume to entrain ambient water as the high-velocity fluid
would also be trapped near the wall. We note that a diffusive interface will be present in
both the case of room ventilation and the dissolution of Antarctic ice shelves and icebergs.
3.4.1 Stratification above the first front
In addition to the position of the first front, the conductivity-temperature probe also
regularly measured the stratification that formed above the first front. Figure 3.5 shows
the stratification that develops with time during an experiment.
The stratification that develops is approximately linear for most of the height above
the first front. As the first front propagates down the tank, the stratification appears
to weaken slightly. This approximately linear stratification with continuous buoyancy
across the first front has been observed in many previous studies of turbulent plumes
from distributed sources (Linden et al., 1990; Chen et al., 2001; Cooper & Hunt, 2010;
Gladstone & Woods, 2014). Despite the strong experimental evidence that the buoyancy
profile is continuous at the first front and approximately linear above it, many attempts
at modelling these flows result in a step change in buoyancy at the first front and a
nonlinear buoyancy profile above it (Linden et al., 1990; Cooper & Hunt, 2010). The
discrepancy between experimental results and model predictions appears to be caused by
a lack of detrainment in models. Without some mechanism for detrainment, a continuous
buoyancy profile across the first front is not possible, which suggests that detrainment into
the stratified interior is an important process in these plumes that must be included in
any modelling efforts.
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Figure 3.5: Buoyancy profiles as measured by the conductivity-temperature traverser, showing
the development of stratification above the first front with time. The profiles were taken 20, 40,
60, and 80 min after the start of the experiment, with the first front getting progressively lower
over this time. Buoyancy is calculated as g(ρe − ρ)/ρe, where ρe is the ambient density below the
first front and ρ is the measured density.
3.5 Velocity measurements
Figure 3.6 shows our measurements of maximum plume velocity plotted against distance
from the turbulent transition, z−Zturb, where Zturb is the height where the plume becomes
turbulent. The turbulent transition was typically between 10 and 15 cm from the base
of the tank and the measured values are shown in table 3.2. The velocity measurements
are scaled by Φ−1/3 so that the dependence on the buoyancy flux is clearly shown. Fig-
ure 3.6 shows that the velocity approximately follows the w ∼ Φ1/3 scaling predicted by
equation 3.3.
Figure 3.7 shows the logarithm of the data on figure 3.6 separated by experiment. On
figure 3.7 the lines represent the w ∼ z1/3 scaling relationship predicted by equations 3.3
and 3.9. The data are consistent with this height scaling over the entire range of heights
and buoyancy fluxes that were examined.
There was a small vertical volume flux through the turbulent transition so a virtual
source that would be located at some point between the base of the tank and the turbulent
transition should be used instead of Zturb. However, the strong agreement between the
data plotted on figure 3.7 and the predicted w ∼ z1/3 scaling suggests that the virtual
source is very close to the turbulent transition. There may be a small Φ dependence on
figure 3.6. The experiments performed at lower values of Φ could involve a larger distance
between the virtual source and Zturb, which would explain any Φ dependence on figure 3.6.
Table 3.2 shows derived values of the velocity constant, C2,m = wΦ
−1/3z−1/3, for
each experiment. We measured an average value of C2,m across the six experiments of
1.8 ± 0.2. The velocity constant, C2,m, relates to maximum plume values and not to the
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Figure 3.6: Scaled maximum velocity measurements for all six experiments. The solid line shows
w = 1.8 Φ1/3z1/3 and the dashed lines show an uncertainty of one standard deviation. It is
seen that the w ∼ Φ1/3 scaling predicted by Wells & Worster (2008) and Cooper & Hunt (2010)
describes the experimental results.
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Figure 3.7: Vertical velocities for experiments at six different ambient conditions. The solid lines
show the predicted w ∼ z1/3 scaling from equations 3.3 and 3.9.
top-hat values assumed in the model of Cooper & Hunt (2010). Based on the experimental
observations of Cheesewright (1968) and Vliet & Liu (1969) shown in figure 3.8, a linear
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velocity profile is a very good approximation of the turbulent natural convection plume
next to a uniformly distributed buoyancy source. With a linear velocity profile, a factor of
2/3 is required to convert from a maximum velocity to a top-hat velocity such that both
volume and momentum fluxes are conserved. The conversion from top-hat to physically
realistic plume profiles is more fully explained in section 3.6. Our measurement of the
top-hat value of C2 is therefore 1.2 ± 0.1. The model of Cooper & Hunt (2010) predicts
that C2 ≈ 3.7, based on our observations of the unadjusted entrainment coefficient, αP =
0.0155, which is approximately three times our observed value.
Φ Tf Cf V R Zturb C2,m
(m2/s3) (◦C) (wt% NaCl) (µm/s) - cm -
1.9× 10−7 1.3 3.2 1.09 5.7 15 2.1± 0.2
4.0× 10−7 2.7 3.4 2.00 8.3 13 1.8± 0.2
4.3× 10−7 3.7 2.9 2.70 6.2 7.5 1.9± 0.1
4.5× 10−7 4.1 3.4 2.47 5.5 12.5 1.5± 0.1
4.6× 10−7 3.5 3.4 2.50 5.5 12.5 1.7± 0.2
6.4× 10−7 3.7 4.1 2.99 4.9 13 1.7± 0.1
Table 3.2: Maximum velocity constant, C2,m, from figure 3.7. Measured values are an average
from all data points in figure 3.7. The uncertainty includes the entire range of measured values;
R shows the ratio of compositional to thermal buoyancy in each experiment; and Zturb shows the
distance between the base of the tank and the turbulent transition.
There are several explanations for this difference, some of which also explain the smaller
measured entrainment coefficient discussed in section 3.4. Firstly, the diffusive interface
could produce lower velocities. By trapping buoyancy closer to the wall, the velocity
maximum may also be shifted closer to the wall. This is consistent with the natural
convection boundary layer measurements shown in figure 3.8 (Cheesewright, 1968; Vliet
& Liu, 1969), which show a velocity maximum that is very close to the wall. Such a
velocity profile would result in a large drag force on the plume, which would result in
decreased velocities.
In addition to this, the model of Cooper & Hunt (2010) assumes that viscous effects in
the boundary layer adjacent to the wall are negligible. Regardless of the velocity profile,
this will not be strictly true. Viscous effects from the wall must cause a no-slip boundary
condition. Because of this, we would expect the top-hat velocity to be smaller than that
predicted by equation 3.3.
3.6 Updated plume model
Using our measurements from sections 3.4 and 3.5 we can construct a model for the
turbulent wall plume that forms next to a vertically distributed source of buoyancy. The
filling box measurements in section 3.4 give a volume flux, Q, of
Q = (0.043± 0.003) Φ1/3z4/3, (3.13)
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and the velocity measurements in section 3.5 give a maximum velocity, w, of
w = (1.8± 0.2) Φ1/3z1/3. (3.14)
Vliet & Liu (1969) and Cheesewright (1968) measured the vertical velocity profiles in the
plume next to a constant-temperature plate. Their data are shown in figure 3.8 with both
a linear and a Gaussian fit. Unfortunately, we are unable to plot our measured velocity
data on figure 3.8, as the non-dimensionalisation used requires the full velocity profile,
which we are unable to measure. In addition, we do not have access to the dimensional
data measured by Vliet & Liu (1969) or Cheesewright (1968). As such, we are unable
to compare our measured velocity profiles to those presented in figure 3.8. The velocity
measurements in figure 3.8 show that the velocity profile is very close to linear, with a
maximum velocity close to the wall and a very sharp shear layer between the wall and the
point of maximum velocity.
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Figure 3.8: Vertical velocity measurements from Vliet & Liu (1969) (hollow circles and triangles)
and Cheesewright (1968) (filled circles) from the rising plume next to a hot plate. Linear and
Gaussian fits to the data are plotted in the blue solid line and red dashed line, respectively. The
non-dimensional velocity is defined as w/wmax and the non-dimensional distance is defined as y/δ
∗,
where δ∗ =
∫∞
0
w/wmaxdy.
Based on their observations we have assumed that the velocity profile is linear with
the maximum velocity located at the wall. Section 3.9 copies the following analysis based
on the assumption of a Gaussian velocity profile. Assuming a linear velocity profile, we
can calculate the plume width, b, and momentum flux, M , as
b =
2Q
w
= (0.048± 0.006)z (3.15)
and
M =
2Qw
3
= (0.052± 0.007) Φ2/3z5/3. (3.16)
Equations 3.13–3.16 form a model of all plume properties, apart from the buoyancy,
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derived from our measurements of volume flux and maximum plume velocity. It is possible
to construct an updated top-hat model from equations 3.13–3.16 that gives the following
equations for the top-hat velocity, wT , width, bT , and buoyancy, ∆T :
wT =
2w
3
= (1.2± 0.1) Φ1/3z1/3, (3.17)
bT =
Q
wT
= (0.036± 0.005) z, (3.18)
∆T =
F
Q
= (23± 2) Φ2/3z−1/3. (3.19)
We now recalculate the top-hat entrainment coefficient, αT , such that the equation
dQ
dz
= αTwT (3.20)
is consistent with our measured velocity. An updated value of αT is necessary, as we are
not directly measuring an entrainment coefficient in section 3.4 but are instead measuring
Q(z), which also depends on the plume velocity. The original calculation of αP was made
using the plume volume flux given in equation 3.3. Using our measured value of wT results
in the following expression for αT :
αT =
1
wT
dQ
dz
= 0.048± 0.006. (3.21)
One of the implications of our updated plume model compared with the model of
Cooper & Hunt (2010) is that there must be a significant drag force acting on the plume.
This drag is represented as  in equation 2.1 of Cooper & Hunt (2010) and it is assumed to
be negligible when formulating the solution given in our equations 3.1–3.6. By assuming
negligible drag, the upwards buoyancy force was balanced by the gain in momentum flux
in the plume, which led to the much larger velocity predictions than were observed in our
experiments. We calculate the value of this drag as
 = bT∆T − dM
dz
= (0.75± 0.12) Φ2/3z2/3, (3.22)
which represents approximately 90% of the upward buoyancy force. Based on the velocity
profiles of Vliet & Liu (1969), such a high value does not seem unreasonable, as the velocity
profile shows a maximum velocity very near to the wall, with a sharp shear zone between
the wall and the velocity maximum. Such a profile would induce significant drag on the
plume and result in a very high wall shear stress. Turbulent fluctuations within the plume
would also cause a large amount of turbulent drag within the plume.
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3.7 Physical application
We now use equations 3.13–3.15 to calculate maximum plume widths, velocities and
Reynolds numbers for a typical dissolving iceberg and a typical room.
In the case of an Antarctic iceberg, we take a typical ocean temperature of 1 ◦C (Budd
et al., 1980). Following the equations of Kerr & McConnochie (2015) for ablation velocity
and interface conditions, this gives a buoyancy flux, Φ, of 1.7 × 10−7 m2/s3. Tabular
icebergs in the polar oceans frequently sit several hundreds of metres deep in the water
column. At a characteristic iceberg height of 200 m (Dowdeswell & Bamber, 2007), the
turbulent plume next to such an iceberg would have a width, b, of 9.6±1.2 m, a maximum
velocity, w, of 0.058±0.006 m/s, and a Reynolds number, defined as Re = Q/ν, where ν is
the kinematic viscosity, of (2.8± 0.2)× 105. These calculations should guide any attempts
to observe this rising meltwater plume in the field. In particular, it would be useful to
have velocity, temperature and salinity measurements from within the plume next to an
iceberg or ice front.
In the case of a room with a heat flux through a wall or window, we calculate a
Rayleigh number, Ra, of 3.2 × 1010 based on a temperature difference of 10 ◦C between
the interior and the exterior, an ambient temperature of 20 ◦C and a height of 3 m.
For simplicity we have assumed that the buoyancy source comprises the entire height of
the room to maintain a similar configuration to our experiments. For turbulent natural
convection on an isothermal vertical boundary layer, the Nusselt number, Nu, is given by
Nu = 0.10Ra1/3 (Holman, 2010, p. 355), which gives a Nusselt number of 317. We can
use the Nusselt number to calculate a buoyancy flux as Φ = (Nuκ∆Tg)/(HT ), where κ
is the thermal diffusivity, ∆T is the the applied temperature difference, g is gravity, H is
the height of the room and T is the ambient temperature in kelvin. This gives a buoyancy
flux, Φ, of 6.7× 10−4 m2/s3. Using this value and the maximum height of 3 m, we obtain
a plume width, b, of 0.14± 0.02 m, a maximum plume velocity, w, of 0.23± 0.03 m/s, and
a Reynolds number of (1.1± 0.1)× 103.
3.8 Conclusions
In this paper, we have presented experiments that examine the filling box that forms
as a result of a vertically distributed source of buoyancy. These experiments make use
of the observation of Kerr & McConnochie (2015) that ice dissolving into a homogeneous
ambient will have a dissolution velocity that is constant with height when the rising plume
is turbulent.
We have compared these results with the theoretical model and experiments of Cooper
& Hunt (2010). We measured a top-hat entrainment coefficient based on their velocity
predictions of αP = 0.014 − 0.017, which is slightly less than that measured by Cooper
& Hunt (2010) of 0.02 – 0.03. We have also measured the maximum plume velocity with
height for a variety of buoyancy fluxes. Our results agree with the model predictions of
Cooper & Hunt (2010) and Wells & Worster (2008) that the velocity should scale with
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the one-third power of height. However, the velocities are smaller than those predicted by
equation 3.3, which suggests that viscous drag has a significant effect on the turbulent wall
plume. Using our velocity measurements we calculate a top-hat entrainment coefficient of
αT = 0.048± 0.06.
We use these observations of entrainment coefficient and velocity to produce a semi-
empirical model of a turbulent wall plume with a distributed source of buoyancy. The
model is applied to a typical Antarctic iceberg and a typical room, and used to calculate
some characteristic plume quantities for each of these physical cases. These characteristic
values could be useful in planning field investigations, particularly of Antarctic icebergs,
where field observations require highly specialised equipment.
3.9 Appendix
Here we derive equations that are the equivalents to equations 3.15–3.22 but are based
upon an assumed Gaussian velocity profile:
w(x) = wmaxe
−x2/b2 . (3.23)
With this profile we have
bG =
2Q√
piwmax
= (0.027± 0.004) z (3.24)
and
MG =
Qwmax√
2
= (0.055± 0.007) Φ2/3z5/3. (3.25)
We now construct a top-hat velocity, wT,G, and width, bT,G, based on a Gaussian
velocity profile. This gives
wT,G =
wmax√
2
= (1.3± 0.1) Φ1/3z1/3 (3.26)
and
bT,G =
Q
wT,G
= (0.033± 0.004) z. (3.27)
Again, we recalculate the top-hat entrainment coefficient so that αT,G is consistent
with our measured velocity, giving
αT,G =
1
wT,G
dQ
dz
= 0.045± 0.006. (3.28)
Finally we recalculate the drag force acting on the plume based on our Gaussian top-hat
model. This gives
 = bT,G∆T − dMG
dz
= (0.67± 0.11) Φ2/3z2/3. (3.29)
51
Equations 3.23–3.29 are consistent with equations 3.15–3.22 to within experimental
error. Our results are somewhat insensitive to whether a linear or a Gaussian velocity
profile is chosen, and previous experimental measurements (Cheesewright, 1968; Vliet
& Liu, 1969) are not strongly convincing either way. Because of this we have used a
mathematically simpler linear velocity profile throughout our main analysis.
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Chapter 4
The effect of a salinity gradient on
the dissolution of a vertical ice face
Abstract
We investigate experimentally the effect of stratification on a vertical ice
face dissolving into cold salty water. We measure the interface temperature,
ablation velocity and turbulent plume velocity over a range of salinity gradients
and compare our measurements with results of similar experiments without a
salinity gradient (Kerr & McConnochie, 2015; McConnochie & Kerr, 2016a).
We observe that stratification acts to reduce the ablation velocity, interface
temperature, plume velocity and plume acceleration. We define a stratification
parameter, S = N2Q/Φo, that describes where stratification will be important,
where N is the Brunt-Va¨isa¨la¨ frequency, Q is the height dependent plume
volume flux and Φo is the buoyancy flux per unit area without stratification.
The relevance of this stratification parameter is supported by our experiments,
which deviate from the homogeneous theory at approximately S = 1. Finally
we calculate values for the stratification parameter at a number of ice shelves
and conclude that ocean stratification will have a significant effect on the
dissolution of both the Antarctic and Greenland ice sheets.
4.1 Introduction
An important component of global climate is the increasingly rapid decrease in the mass of
the Antarctic and Greenland ice sheets (Rignot et al., 2011). The mass loss from Antarctica
and Greenland will depend strongly on the properties of the polar oceans surrounding the
ice sheets. Oceanographic data have been recorded by an autonomous underwater vehicle
near the grounding line of Pine Island Glacier in Antarctica (Jenkins et al., 2010a). The
observations show that the water next to the glacier face is stably stratified in salinity
and unstably stratified in temperature, with salinity having a larger impact on the fluid
density than temperature.
Depending on the far field temperature and salinity, ice may either dissolve or
melt (Woods, 1992). Melting is controlled purely by heat transfer to the interface, while
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dissolving is controlled by both heat and mass transfer. During melting the interface tem-
perature will be equal to the freezing point of the solid (0 oC for pure ice at atmospheric
pressure) and the interface concentration will be zero. However, when ice dissolves the
interface temperature will be below the freezing point of the solid and the interface con-
centration will be non-zero. Kerr & McConnochie (2015) observed the dissolution of ice
for similar experiments in a homogeneous ambient fluid.
The importance of stratification on ice melting or dissolving has been demonstrated by
Huppert & Josberger (1980) and Huppert & Turner (1980). In both experimental studies
it was shown that the meltwater spreads into the interior in a series of double-diffusive
layers. The thickness of these layers was quantified as
h = (0.65± 0.06)[ρ(Tfp, C∞)− ρ(T∞, C∞)]
(
dρ
dz
)−1
, (4.1)
where ρ(T,C) is the fluid density at temperature T and salinity C, dρ/dz is the ambient
density stratification, the subscript fp relates to the freezing point at the mean far-field
salinity and the subscript ∞ relates to the mean far field value. It was also observed that
stratification reduced both the ablation velocity of the ice and the temperature at the
ice-water interface. It was estimated that the ablation velocity is reduced by up to an
order of magnitude when compared with the homogeneous case, but no more detail was
provided (Huppert & Josberger, 1980).
Kerr & McConnochie (2015) showed that when ice dissolves into cold homogeneous,
salty water the ablation velocity, V , is given by
V = γ
(
g(ρf − ρi)D2
µ
)1/3 (
Cf − Ci
Cf − Cs
)
, (4.2)
where γ is a proportionality constant equal to approximately 0.093± 0.010, g is the accel-
eration due to gravity, ρf and ρi are the densities at the far field and interface conditions,
D is the diffusivity of salt, µ is the fluid viscosity, and Cf , Ci and Cs are the salinities of
the far field, the interface and the solid ice respectively.
They also showed that the interface salinity, Ci, can be evaluated from the expression
Tf − TL(Ci) = ρsLs + ρscs(TL(Ci)− Ts)
ρfcf
(
D
κf
)1/2(Cf − Ci
Cf − Cs
)
, (4.3)
where Tf is the far field temperature, TL defines the liquidus line, ρs, Ls, cs and Ts are
the density, latent heat, specific heat and temperature of the solid, cf is the specific heat
of the far field and κf is the thermal diffusivity of the far field.
These equations were compared with laboratory experiments and shown to accurately
predict both the ablation velocity and the interface temperature, Ti = TL(Ci). One of the
key implications of these equations is that the ablation velocity and interface temperature
are uniform with height next to the turbulent section of the wall plume. This result was
confirmed with laboratory experiments in a homogeneous ambient fluid.
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Cooper & Hunt (2010) developed a theory that describes the turbulent wall plume that
forms next to a vertically distributed buoyancy source. They found that the plume velocity
should scale like z1/3, where z is the height measured from where the plume becomes
turbulent. McConnochie & Kerr (2016a) used the observation that ice dissolving into a
homogeneous salty ambient fluid has a constant ablation velocity to test the predictions
of Cooper & Hunt (2010). McConnochie & Kerr (2016a) developed a complete top-hat
model of the turbulent wall plume that forms next to a distributed source of buoyancy in
a homogeneous ambient fluid. Of particular interest to this study, it was found that the
maximum vertical velocity, w, in the wall plume can be described by
w = (1.8± 0.2)Φ1/3z1/3, (4.4)
where Φ is the source buoyancy flux per unit area.
In this paper we extend the above experimental results to examine the effect of a linear
salinity stratification on the interface conditions and plume velocity. We use a much larger
tank than used in previous studies (Huppert & Josberger, 1980; Huppert & Turner, 1980),
which allows us to more fully investigate the turbulent flow that forms next to a dissolving
ice face and any height dependence that might exist regarding the ice dissolution. We also
consider conditions that are more relevant to the polar oceans such as very weak salinity
gradients and cold ambient temperatures.
In section 4.2 we describe our experimental apparatus and methods. Then in sec-
tions 4.3 and 4.4 we present our results. In section 4.5 we propose a method for scaling
our laboratory results to geophysical scales and in section 4.6 we test the proposed scaling
by applying it to our experimental results. Finally in section 4.7 we consider how ocean
stratification might affect the dissolution of icebergs and ice shelves around Antarctica or
Greenland.
4.2 Experiments
A series of experiments were conducted to examine the effect of a salinity gradient on ice
dissolution and the resulting turbulent wall plume. The experiments were carried out in a
tank that was 1.2 m high, 1.5 m wide and 0.2 m long. The tank was kept in a temperature
controlled room at approximately 4 oC. Ice was grown from fresh water and then exposed
to salty water. A stable salinity stratification was created using the double-bucket method
described by Oster & Yanamoto (1962). A floating polystyrene boat with a porous base
was used to reduce the momentum of the input and avoid the interior fluid mixing while
the tank was being filled. During filling the ice was protected from the salty water by an
acrylic barrier. The experimental apparatus and method are more fully described in Kerr
& McConnochie (2015).
All of the experiments were conducted with a mean far field salinity of 3.5 ±
0.2 wt% NaCl and an ambient temperature of 3.5 ± 0.2 oC. Using the double-bucket
method we produced density gradients between dρ/dz = 0.04 kg/m4 and dρ/dz =
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9 kg/m4. Stronger gradients were avoided as they would have resulted in a significant
section of the wall plume being laminar. Turbulence could have been enhanced in the
plume by increasing the far field salinity or temperature, but this was avoided to simplify
the comparison with icebergs and ice shelves in the polar oceans.
The salinity gradient was measured with a conductivity–temperature probe that tra-
versed vertically through the far field. At the start of each experiment it was calibrated
against standard salinity solutions. A traverse was conducted at the start of the experi-
ment to measure the initial salinity gradient.
During an experiment, a cold and fresh meltwater layer propagated downward through
the tank. The interface between this meltwater layer and the unmodified ambient fluid
below will hereafter be referred to as the first front. Conductivity–temperature traverses
were performed every 20 minutes to measure the propagation of the first front during an
experiment (McConnochie & Kerr, 2016a). All measurements of interface temperature,
ablation velocity and plume velocity were made below the first front where the far field
temperature and salinity were constant to within 0.2 oC and 0.2 wt% NaCl respectively.
Measurements of plume velocity and most measurements of ablation velocity were made in
the early stages of an experiment where the changes in far field conditions were significantly
smaller.
Temperatures within the ice and the plume were measured throughout each experiment
using thermistors at heights of approximately 32, 42, 56 and 70 cm from the base of the
tank. As the ice retreated, they recorded the temperature through the ice, at the ice-water
interface and through the turbulent wall plume. The ice-water interface was identified as
the point where the temperature gradient suddenly increased. It could also be identified as
the location immediately before the large temperature fluctuations caused by turbulence
in the wall plume. Measurements of interface temperature were constant with time and
height to within 0.1 oC. An example of a typical thermistor log is shown in figure 4.1. In
figure 4.1 the temperature is seen to slowly decrease after approximately 80 minutes. This
decreasing temperature reflects the downward propagation of the first front throughout
an experiment.
The experiments were visualised using the shadowgraph method and recorded with
photographs from a Nikon D100 DSLR camera. A series of shadowgraph images from
a typical experiment are shown in figure 4.2. Double-diffusive layers are clearly visible
in figure 4.2, particularly on the images on the right hand side of the figure. Double-
diffusive layers were typically observed in the experiments despite the majority of plume
fluid appearing to rise to the top of the tank. In the more strongly stratified experiments
more fluid seemed to detrain into each layer and the double-diffusive layers were more
visible. In the experiment shown in figure 4.2 a large fraction of the meltwater detrained
into the double-diffusive layers. As a result, the first front was approximately 6 cm from
the water surface when the photographs were taken.
In general, the layer scale was uniform and as predicted by equation 4.1. We note
that it would appear to be more logical to use the interface temperature instead of the
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Figure 4.1: A characteristic thermistor log from a thermistor initially frozen into the ice, 70 cm
above the base of the tank. In this experiment the far field temperature was 3.5 oC, the mean far
field salinity was 3.55 wt. % NaCl, and the Brunt-Va¨isa¨la¨ frequency was 0.06 rad/s. The recorded
interface temperature from this experiment is −0.58 oC which corresponds to around 10 minutes
on this particular thermistor log.
freezing-point temperature at the mean far field salinity in equation 4.1. However, due to
the small thermal expansion coefficient at low temperatures, the effect on the predicted
layer scale is only 6%.
The ablation velocity was calculated by comparing the position of the ice-water inter-
face in photos taken 30 min apart. This method gave continuous ablation profiles up the
height of the ice, averaged over a 30 min period. Two consecutive 30 min periods were
compared to ensure that the ablation velocity was constant with time. The two periods
gave ablation velocities that agreed to within 0.1 µm/s. The quoted values are the aver-
ages of these two 30 min time periods. It is estimated that measurements of the ablation
velocity had an error of approximately 0.1 µm/s based on the resolution of the images and
comparison of the two time periods.
The maximum plume velocity was measured to within 5% using the shadowgraph par-
ticle tracking velocimetry (shadowgraph PTV) technique described in McConnochie &
Kerr (2016a). Shadowgraph PTV is an adaptation of traditional PTV where turbulent
eddies are tracked instead of particles. Jonassen et al. (2006) used a very similar technique
for investigating the velocity structure in a variety of turbulent flows. The PTV software
‘Streams’ (Nokes, 2014) was used for feature identification, particle matching and the com-
putation of velocity fields. For very strongly stratified experiments, there were insufficient
turbulent eddies and the eddies that did exist were not persistent enough to be suitable
for tracking. This provided an upper limit on the strength of stratification that we inves-
tigated. However, our experiments at weaker stratifications were sufficient to determine
the effect of stratification on the maximum plume velocity.
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Figure 4.2: A series of shadowgraph images showing the ice on the right hand side of each image
and the ambient salt water on the left. The rising wall plume is visible between the ice and the
still ambient fluid. These photographs were taken from a qualitative experiment with a far field
temperature of 3.4 oC, a mean far field salinity of 3.55 wt. % NaCl, and Brunt-Va¨isa¨la¨ frequency
of 0.21 rad/s after approximately 2 h. The scale on the left of each image shows the height in
centimetres from the base of the tank. The far left photo shows the ice from the base of the tank to
a height of 27 cm, with the following photographs showing heights of 18 cm–49 cm, 44 cm–76 cm,
and 74 cm to the surface of the fluid at 105 cm. A transition from laminar to turbulent flow in
the wall plume can also be observed at approximately 19 cm from the base of the tank. Intruding
double-diffusive layers can be observed in the upper two sections.
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4.3 Interface conditions
4.3.1 Interface temperature
Table 4.1 shows the experimental parameters and results for the stratified ambient ex-
periments where an interface temperature was measured. Like the homogeneous ambient
experiments of Kerr & McConnochie (2015), we observed no height dependence of the
interface temperature.
N Tf Cf Ti Ci
(rad/s) (◦C) (wt% NaCl) (◦C) (wt% NaCl)
0.00 3.5 3.5 -0.52 0.88
0.02 3.7 3.5 -0.53 0.89
0.036 3.5 3.5 -0.55 0.93
0.06 3.5 3.6 -0.58 0.98
0.07 3.3 3.5 -0.62 1.05
0.077 3.6 3.5 -0.79 1.33
0.08 3.7 3.6 -0.76 1.28
0.080 3.5 3.5 -0.80 1.35
0.082 3.4 3.6 -0.77 1.30
0.089 3.6 3.5 -0.80 1.35
0.134 3.7 3.6 -0.99 1.69
0.17 3.7 3.6 -1.30 2.19
0.213 3.4 3.6 -1.35 2.28
0.287 3.5 3.7 -1.38 2.33
Table 4.1: The measured interface temperature Ti, with Brunt-Va¨isa¨la¨ frequency N , far-field
temperature Tf and mean far-field salinity Cf . The interface salinity Ci is calculated from a linear
approximation of the liquidus relationship, Ci = −1.686 Ti, based on the data in Weast (1989).
We note that in some cases the far field salinity and Brunt-Va¨isa¨la¨ frequency were measured using
density samples as the conductivity-temperature traverser was yet to be installed. This is reflected
by the less accurately measured Brunt-Va¨isa¨la¨ frequency in some experiments.
Figure 4.3 shows the measured interface temperature as a function of the Brunt-Va¨isa¨la¨
frequency, N = (−(g/ρ0)(dρ/dz))1/2, where ρ0 is the density at mid-depth. The theory of
Kerr & McConnochie (2015) suggests that, for a far-field temperature of Tf = 3.5
◦C and
a homogeneous far-field salinity of Cf = 3.5 wt% NaCl, the interface temperature should
be −0.52 ◦C. This agrees with the low-stratification experiments shown in figure 4.3.
However, as the stratification increases the interface temperature is seen to be reduced.
There appears to exist an upper limit beyond which stratification will not continue to
reduce the interface temperature. This high-stratification limit is significantly above the
liquidus temperature of the far field, which is approximately −2.1 ◦C. The apparent lower
limit on interface temperature from our experiments is −1.4 ◦C, which suggests an upper
limit on interface salinity of approximately 2.4 wt% NaCl.
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Figure 4.3: Measured interface temperature as a function of the Brunt-Va¨isa¨la¨ frequency. The
measurements had a typical uncertainty of 0.1 ◦C. Different symbols relate to different values of
Tf , with × relating to Tf = 3.3 ◦C,  to Tf = 3.4 ◦C, © to Tf = 3.5 ◦C,  to Tf = 3.6 ◦C, and
4 to Tf = 3.7 ◦C. The inset shows the five experiments around N = 0.08 rad/s. The data point
at N = 0, Ti = −0.52 agrees to within 0.01 ◦C with the prediction of Kerr & McConnochie (2015).
The interface temperature is clearly reduced by a salinity gradient. The liquidus temperature at
the far-field salinity is around −2.1 oC, which shows that the interface salinity is still much less
than the far-field salinity at the apparent high-stratification limit.
4.3.2 Ablation velocity
Figure 4.4 shows the ablation velocity up the ice wall for six different experiments. Five
of the experiments were conducted in a stratified ambient fluid and one was conducted
in a homogeneous ambient fluid. In all cases the far-field temperature and mean far-
field salinity were approximately 3.5 ◦C and 3.5 wt% NaCl respectively. All profiles show
a maximum ablation velocity at approximately 150–200 mm from the base of the tank.
This height corresponds to the transition from laminar to turbulent flow in the wall plume,
which leads to a flow of ambient water towards the ice (Josberger & Martin, 1981). Above
the turbulent transition the ablation velocity is seen to be constant in a homogeneous
ambient fluid (as described in Kerr & McConnochie, 2015), but it decreases with height
in a stratified ambient fluid.
Table 4.2 and figure 4.5 show the ablation velocity at three points on the ice for all
stratified experiments. The three heights shown are defined as the bottom, middle and
top of the tank, relating to 200–250, 475–525 and 750–800 mm from the base of the tank
respectively. These definitions mean that the bottom region is just above the turbulent
transition and the top region is below the first front. Figure 4.5 shows that a salinity
gradient acts to reduce the ablation velocity at all heights. However, this effect appears
to be more significant near the top of the tank.
60
0.0 0.2 0.4 0.6 0.8 1.0
Ablation velocity (µm/s)
1000
1200
1400
1600
1800
2000
H
ei
gh
t
(m
m
)
0 1 2 3 4
0
200
400
600
800
1 00
N = 0.00 rad/s
0 1 2 3 4
0
200
400
600
800
1000 N = 0.036 rad/s
0 1 2 3 4
0
200
400
600
800
1000 N = 0.080 rad/s
0 1 2 3 4
0
200
400
600
800
1000 N = 0.134 rad/s
0 1 2 3 4
0
200
400
600
800
1000
N = 0.17 rad/s
0 1 2 3 4
0
200
400
600
800
1000
N = 0.24 rad/s
Figure 4.4: Ablation velocity with height for six different experiments. Unlike the homogeneous
case, the stratified experiments have a decreasing ablation velocity with height. The small-scale
vertical variation is not related to the double-diffusive layer scale and is a result of smoothing the
experimental data.
4.4 Plume properties
4.4.1 Plume velocity
We have performed the same analysis as McConnochie & Kerr (2016a) on the wall plume
resulting from dissolving ice into a stratified salty fluid. We have assumed that the max-
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N Tf Cf Vtop Vmiddle Vbottom
(rad/s) (◦C) (wt% NaCl) (µm/s) (µm/s) (µm/s)
0.00 3.5 3.5 2.5 2.6 3.0
0.036 3.5 3.5 2.3 2.5 2.8
0.06 3.5 3.6 2.0 2.5 2.6
0.066 3.6 3.5 1.8 2.0 2.5
0.077 3.6 3.5 1.6 1.9 2.4
0.080 3.5 3.5 1.2 1.6 2.3
0.082 3.4 3.6 1.3 1.7 2.1
0.083 3.4 3.4 1.2 1.7 2.3
0.134 3.7 3.6 0.6 1.1 2.2
0.17 3.7 3.6 0.3 0.6 1.3
0.24 3.7 3.5 0.0 0.4 1.6
0.287 3.5 3.7 0.5 0.8 0.8
Table 4.2: Ablation velocities at several heights for experiments with different Brunt-Va¨isa¨la¨
frequencies, N , but almost constant far-field temperature, Tf , and mean far-field salinity, Cf . The
top refers to 750–800 mm from the base of the tank and is just below the meltwater first front.
The bottom refers to 200–250 mm from the base of the tank and is immediately above the point
where the wall plume becomes turbulent. The middle refers to 475–525 mm from the base of the
tank and is halfway between the top and the bottom.
imum velocity will still scale like a power-law function of height but allowed the specific
power-law function to change with stratification. This corresponds to a maximum vertical
velocity that, for almost constant far field conditions, is described by
w = A(N)zx(N), (4.5)
where A(N) and x(N) are unknown functions of the Brunt-Va¨isa¨la¨ frequency and z is the
height measured from the turbulent transition. Since the ablation velocity depends on
height, the buoyancy flux will also depend on height, and the functions A(N) and x(N)
may also depend on height. We have, however, observed no evidence for this and herewith
assume that both A and x are height-independent.
Figure 4.6 shows the measured velocities as a function of height for four typical exper-
iments. It can be seen that the power-law fits from equation 4.5 describe the experimental
measurements to within 5%. This suggests that the power law assumption in equation 4.5
is a reasonable approximation for the plume velocity up the wall, at least in the range of
experimental conditions.
Table 4.3 shows the far-field conditions and values of x and A for experiments over a
range of experimental stratifications. The values of A are calculated using the measured
velocity power for each experiment. As noted in section 4.2, it was not possible to measure
the plume velocity using shadowgraph PTV in more strongly stratified ambients as there
were insufficient turbulent eddies to be tracked.
Figure 4.7 shows the measured values of the velocity power, x from equation 4.5,
plotted against the ambient Brunt-Va¨isa¨la¨ frequency. It can be seen that for a very
weakly stratified ambient (N < 0.04 rad/s), stratification has no effect on the plume
62
0.0 0.2 0.4 0.6 0.8 1.0
N (rad/s)
1000
1200
1400
1600
1800
2000
A
b
la
ti
on
ve
lo
ci
ty
(µ
m
/s
)
0.00 0.05 0.10 0.15 0.20 0.25 0.30
0.0
0.5
1.
1.5
2.0
2.5
3.0
Top ablation velocity
0.00 0.05 0.10 0.15 0.20 0.25 0.30
0.0
0.5
1.0
1.5
2.0
2.5
3.0
Middle ablation velocity
0.00 0.05 0.10 0.15 0.20 0.25 0.30
.
0.5
1.0
1.5
2.0
2.5
3.0
Bottom ablation velocity
Figure 4.5: The ablation velocity as a function of the Brunt-Va¨isa¨la¨ frequency for three different
ice heights. The top refers to 750–800 mm from the base of the tank and is just below the meltwater
first front. The bottom refers to 200–250 mm from the base of the tank and is immediately above
the point where the wall plume becomes turbulent. The middle refers to 475–525 mm from the
base of the tank and is halfway between the top and the bottom.
velocity power. However, for more strongly stratified ambient conditions the velocity
power appears to be suddenly reduced. It is unclear whether the reduced velocity power
is caused by the decreasing buoyancy flux with height in the stratified experiments or by
the stratification affecting the plume itself. However, since the ablation velocity does not
show the same dramatic change in behaviour as the velocity power it is likely that the
plume is changed predominantly by the stratification and not by the non-uniform source
buoyancy flux.
The point where stratification appears to inhibit the plume acceleration seems to cor-
respond well with the predicted double-diffusive layer scale being smaller than the tank
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Figure 4.6: Measured maximum vertical velocities as a function of height for four typical ex-
periments. The power-law fits using equation 4.5 and table 4.3 are plotted with the experimental
data. The power laws are seen to match the experimental data over the full range of Brunt-Va¨isa¨la¨
frequencies.
N Tf Cf x A h
(rad/s) (◦C) (wt% NaCl) - (m1−x/s) (m)
0.00 3.5 3.5 0.33 0.0139
0.036 3.5 3.5 0.33 0.0107 1.44
0.06 3.5 3.6 0.27 0.0081 0.52
0.066 3.6 3.5 0.10 0.0069 0.45
0.077 3.6 3.5 0.16 0.0059 0.31
0.080 3.5 3.5 0.12 0.0067 0.19
0.082 3.4 3.6 0.14 0.0062 0.28
0.083 3.4 3.4 0.06 0.0054 0.28
0.089 3.6 3.5 0.09 0.0062 0.16
0.134 3.7 3.6 0.10 0.0040 0.11
0.213 3.4 3.6 0.11 0.0022 0.04
Table 4.3: The measured coefficients of assumed plume velocity equation w = Azx for experiments
with different Brunt-Va¨isa¨la¨ frequencies, N , constant far-field temperature, Tf , and constant mean
far-field salinity, Cf . Also shown is the double-diffusive layer height, h, as defined by equation 4.1.
height. In these experiments the fluid height was typically approximately 1.05 m. Because
of this it is unlikely that any stratification with a layer scale larger than 1 m would have
an impact on the plume. However, in the case of the more strongly stratified experiments
with layer scales between 0.1 and 0.3 m there is sufficient height for several layers to form
within the tank. In these experiments, double-diffusive layers could also be observed on
the shadowgraph record. The presence of layers shows that there is significant detrainment
from the plume. Detrainment will affect the plume buoyancy and potentially increase the
drag on the plume. An increased drag or reduced buoyancy flux could each explain the
reduced plume acceleration.
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Figure 4.7: Measured values of the velocity power, x in equation 4.5, as a function of the Brunt-
Va¨isa¨la¨ frequency.
Figure 4.8 shows calculated values of the velocity coefficient, A from equation 4.5.
It is observed that stratification reduces the velocity coefficient as well as the velocity
power. However, in the case of the velocity coefficient, the reduction occurs even at
very low stratifications where the velocity power is unaffected. The velocity coefficient
also decreases gradually and not in the sudden manner of the velocity power. The gradual
decrease is similar to the gradual decrease in ablation velocity in the stratified experiments.
Since a reduced ablation velocity will lead to a reduced buoyancy flux, equation 4.4 suggests
that a smaller velocity coefficient can be explained by a smaller ablation velocity.
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Figure 4.8: Calculated values of the velocity coefficient, A in equation 4.5, as a function of the
Brunt-Va¨isa¨la¨ frequency. The velocity powers shown in table 4.3 and figure 4.7 are used to calculate
velocity coefficients for each experiment.
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4.4.2 Plume buoyancy
In a homogeneous fluid McConnochie & Kerr (2016a) showed that the top-hat plume
buoyancy can be described by
∆ = (23± 2)Φ2/3z−1/3, (4.6)
where ∆ is the top-hat buoyancy in the plume at height z:
∆ = g
(
ρf − ρ
ρf
)
, (4.7)
where ρf is the far field density and ρ is the plume density.
For an experiment with Brunt-Va¨isa¨la¨ frequency N = 0.149 rad/s, far-field temper-
ature Tf = 3.7
◦C and mean far-field salinity Cf = 3.6 wt% NaCl, samples were taken
from a 1 mm diameter stainless steel tube placed directly against the ice at three distinct
heights. The density of these samples was measured and the buoyancy was calculated as
in equation 4.7. Table 4.4 and figure 4.9 show the buoyancy of the plume based on the
density samples.
z ∆ ∆ave
(m) (m/s2) (m/s2)
0.24 0.037 0.036
0.037
0.034
0.44 0.038 0.038
0.039
0.64 0.043 0.041
0.039
Table 4.4: Measured values of the plume buoyancy, ∆, at various heights above the turbulent
transition, z; ∆ave is the average value at each height. The experiment had a Brunt-Va¨isa¨la¨
frequency N = 0.149 rad/s, a far-field temperature Tf = 3.7
◦C, and a mean far-field salinity
Cf = 3.6 wt% NaCl.
It was not possible to take samples with sufficient accuracy to determine the equivalent
top-hat plume buoyancy, as each sample would have been taken from a slightly different
part of the plume. However, it is clear that the buoyancy in the plume is increasing with
height.
This observation contrasts with the predictions of equation 4.6 which suggests that the
buoyancy should decrease with height. For the plume buoyancy to increase with height
the turbulent plume must be becoming fresher with height. It is likely that it becomes
colder since heat and salt are typically linked in these experiments. A freshening plume
leads to a reducing ablation velocity and may help to explain the height dependence of
the ablation velocity.
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Figure 4.9: Measured values of the plume buoyancy for an experiment with Brunt-Va¨isa¨la¨
frequency N = 0.149 rad/s, far-field temperature Tf = 3.7
◦C, and mean far-field salinity
Cf = 3.6 wt. % NaCl. The circles show measured values and the triangles show the average value
at each height.
4.5 Physical discussion and scaling
The results presented in sections 4.3 and 4.4 show that stratification has a significant im-
pact on both the interface and the plume conditions. However, it is important to consider
how our results will scale from the laboratory to a geophysical scale. Our laboratory ex-
periments involved approximately 1 m of ice, whereas Antarctic icebergs and ice shelves
have typical keel depths of approximately 200 m and 500 m respectively (Dowdeswell &
Bamber, 2007; Jenkins et al., 2010a). We propose an argument for scaling the stratifi-
cation to geophysical scales based on the top-hat model of turbulent wall plumes in a
homogeneous fluid (Cooper & Hunt, 2010; McConnochie & Kerr, 2016a).
The plume buoyancy flux, F , can be described by
dF
dz
= Φo −QN2, (4.8)
where Q is the plume volume flux and Φo is the source buoyancy flux per unit area
without stratification. When N2 ∼ Φo/Q, stratification will become important. Since we
are looking for the point where stratification first becomes important we set N2 = Φo/Q
and use Q = 0.043Φ
1/3
o z4/3. The equation for Q was obtained by measuring the first front
position during experiments conducted in a homogeneous ambient fluid (McConnochie &
Kerr, 2016a). This gives
N2 =
Φo
Q
=
Φo
0.043Φ
1/3
o z4/3
= 23
Φ
2/3
o
z4/3
. (4.9)
A typical buoyancy flux from a homogeneous experiment with similar far field con-
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ditions to our stratified experiments was Φo = 4.6 × 10−7 m2/s3 (McConnochie & Kerr,
2016a). Using this source buoyancy flux and a typical laboratory height of 1 m, we obtain
a critical Brunt-Va¨isa¨la¨ frequency in the laboratory of
Nc = 0.037 rad/s. (4.10)
A critical Brunt-Va¨isa¨la¨ frequency of approximately 0.037 rad/s in the laboratory is
in reasonable agreement with figures 4.3, 4.5, and 4.7. For weaker stratifications there is a
minimal deviation from the homogeneous case, but for stronger stratifications the plume
and interface conditions are significantly changed.
This critical Brunt-Va¨isa¨la¨ frequency suggests the following scaling between the labo-
ratory and the ocean:
Nlab = Nocean
(
Φo,lab
Φo,ocean
)1/3(zocean
zlab
)2/3
. (4.11)
Alternatively, a critical height, zc, can be calculated. Rearranging equation 4.9 to
obtain the critical height gives
zc = 11
Φ
1/2
o
N3/2
. (4.12)
At heights below zc stratification should not be important, but for heights larger than zc
stratification will have an increasingly important effect.
Equation 4.9 can also be used to define a non-dimensional stratification parameter, S,
as
S =
N2Q
Φo
. (4.13)
In cases where S ≤ 1, we would expect the dissolution of the ice and the resulting wall
plume to be described by the homogeneous theory of Kerr & McConnochie (2015) and
McConnochie & Kerr (2016a). However, when S is larger than 1, the stratification will
begin to affect the flow and the homogeneous theory will become increasingly inaccurate.
4.6 Application of scaling
We now test the scaling developed in section 4.5 by applying it to our experimental results
from sections 4.3 and 4.4. The non-dimensional ablation velocity, V ∗, and plume velocity,
w∗, can be written as
V ∗ =
V
Nz
(4.14)
and
w∗ =
w
Nz
. (4.15)
We also define a new stratification parameter,
S∗ = S−3/4 =
Φ
3/4
o
N3/2Q3/4
, (4.16)
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to compare w∗ and V ∗ against. Using Q = 0.043Φ1/3o z4/3 from McConnochie & Kerr
(2016a) gives
S∗ =
Φ
1/2
o
10.5N3/2z
. (4.17)
This is done so that any quantities that are height independent will appear as straight
lines in the following analysis.
Figure 4.10 shows the non-dimensional ablation velocity, V ∗, plotted against S∗. The
data plotted are the same as those in figure 4.5. The scaled data are seen to collapse
towards a single curve. At low values of N (high S∗) we expect the ablation velocity to be
height independent (Kerr & McConnochie, 2015). This suggests that the non-dimensional
ablation velocity should be proportional to S∗. For high values of S∗ the data plotted in
figure 4.10 are approximately linear.
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Figure 4.10: The non-dimensional ablation velocity plotted against S∗. The data plotted are the
same as that plotted in figure 4.5.
Figure 4.11 shows the non-dimensional plume velocity, w∗, plotted against S∗. The
data plotted are the same as those in figure 4.6. Once again, the scaled data collapse
towards a single curve. At low N (high S∗) we expect the plume velocity to scale like z1/3
(Kerr & McConnochie, 2015). Such a scaling suggests that the non-dimensional plume
velocity should scale like (S∗)2/3 = S−1/2. The solid line plotted in figure 4.11 shows the
expected scaling for low N . It is seen to be in reasonable agreement with the experimental
data for approximately S∗ > 5. For S∗ < 5 the w∗ ∼ (S∗)2/3 scaling becomes increasingly
inaccurate. This is expected from examination of figure 4.7 as the velocity power, x,
becomes much less than 1/3 and the assumed power law dependence becomes less reliable.
In particular, the assumption that A and x (from equation 4.5) are simple functions of N
could be incorrect and both quantities could instead be functions of S.
The collapse of the scaled data onto a single curve suggests that the stratification
parameter, as defined in equation 4.13, describes most of the variability observed in fig-
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Figure 4.11: The non-dimensional plume velocity plotted against S∗. The data plotted are the
same as that plotted in figure 4.6. The w∗ ∼ (S∗)2/3 relationship expected for high values of S∗ is
plotted by the solid curve.
ures 4.5 and 4.6.
4.7 Oceanographic application
The scaling given in equation 4.11 allows us to directly compare our experiments with
oceanographic observations around Antarctica and Greenland. Table 4.5 gives some ob-
served values for the Brunt-Va¨isa¨la¨ frequency near the base of various ice shelves and
glaciers. The Brunt-Va¨isa¨la¨ frequency was calculated at the deepest section of the profile,
as the critical height is typically much less than the water colum depth (see table 4.5).
These have been used to calculate equivalent laboratory scale Brunt-Va¨isa¨la¨ frequencies
that relate to the results presented in sections 4.3 and 4.4. We also provide values for
the critical height, zc, and stratification parameter, S, for these glaciers and ice shelves.
It should be noted that in our experiments the ice face was vertical, whereas ice shelves
typically have sloping sides and complex geometry.
Based on the scaled values of Nlab in table 4.5 and the experimental results in sec-
tions 4.3 and 4.4 it is clear that stratification is expected to affect the dissolution of ice
shelves in both Greenland and Antarctica. Based on the assumption that the ice dissolu-
tion is controlled primarily by convection (Kerr & McConnochie, 2015), our experimental
results suggest that stratification will begin to reduce the ablation velocity and interface
temperature at a laboratory Brunt-Va¨isa¨la¨ frequency of approximately 0.04 rads−1. Fur-
thermore, it is likely that a change in ocean stratification would have a significant effect on
the ice-ocean interactions. As such, when considering how the Antarctic and Greenland
ice sheets may respond to a changing climate, it is important to consider stratification as
well as the more commonly considered mean ocean temperature and salinity.
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Location Nocean H Nlab zc S
- (rad/s) (m) (rad/s) (m) -
McMurdo Ice Shelf, Antarcticaa 0.0012 1000 0.17 104 20
Mertz Glacier, Antarcticab 0.0014 1300 0.23 83 39
Pine Island Glacier, Antarctica c 0.0024 450 0.20 37 28
Sheldons Glacier, Antarcticad 0.0048 500 0.42 13 130
Helheim Glacier, Greenlande 0.0032 600 0.32 24 73
Kangerdlugssuaq Glacier, Greenlande 0.0022 600 0.22 42 35
Table 4.5: Observed Brunt-Va¨isa¨la¨ frequencies and heights, H, from various glaciers in Antarc-
tica and Greenland with the laboratory equivalent Brunt-Va¨isa¨la¨ frequency shown. The observed
heights are from the oceanographic measurement closest to the ice face and do not necessarily
represent the height of the ice face. Values of the critical height, zc, from equation 4.12, and the
stratification parameter, S, from equation 4.13 are also shown. For the calculation of zc and S,
a buoyancy flux of Φ = 1.7 × 10−7 m2s−3 is assumed (McConnochie & Kerr, 2016a). The obser-
vational data come from: a - Robinson et al. (2010), b - Rignot & Jacobs (2002); Williams et al.
(2011), c - Jenkins et al. (2010a), d - Venables & Meredith (2014), e - Sutherland et al. (2014).
4.8 Conclusions
Our laboratory experiments show that when ice dissolves into salty water, ambient strat-
ification changes both the interface and the plume conditions. The interface temperature
(figure 4.3) and ablation velocity (figure 4.5) are observed to decrease with increasing
stratification, and the ablation velocity also decreases with height (figure 4.4). The maxi-
mum plume velocity is reduced with increasing stratification and its increase with height is
also reduced (figures 4.7 and 4.8). In a homogeneous fluid the plume buoyancy is expected
to decrease with height, whereas in a stratified fluid it is observed to increase with height
(figure 4.9).
We have defined a stratification parameter, S, which describes the situations in which
an ambient stratification will be important. When this stratification parameter is less
than 1, the homogeneous models of Kerr & McConnochie (2015) and McConnochie & Kerr
(2016a) will provide an accurate description of the plume and the dissolution conditions
respectively. However, when the stratification parameter is larger than 1, homogeneous
theories will not provide accurate predictions over the full height. However, below a critical
height, zc, the stratification will not have a significant effect and homogeneous theories
should be applicable. This means that grounding line dynamics of glaciers in Antarctica
and Greenland could be controlled primarily by the homogeneous relationships of Kerr &
McConnochie (2015) and McConnochie & Kerr (2016a).
We have calculated values for the stratification parameter at a number of ice shelves in
both Antarctica and Greenland. The stratification parameter at these locations is much
larger than 1 (e.g. 20–130), showing that the presence of an ambient stratification will
have a significant effect on both ice sheets and must be included in any attempts to model
either ice sheet. In addition, the future behaviour of these ice sheets will not only depend
on changes in far field ocean temperature and salinity but also any changes in ocean
stratification.
71
We note the complex coupling that exists within this problem. The presence of a
salinity gradient can cause detrainment from the plume into the far field, which will
change plume properties such as the buoyancy and velocity. This will change the transfer
of heat and salt to the ice and change the ablation velocity. A changed ablation velocity
will change the buoyancy flux into the plume, further changing the plume properties. Due
to this complex coupling, the development of a theoretical understanding of ice dissolving
into a stratified environment is a challenging problem, but one that would provide much
needed insight into the behaviour of the Antarctic and Greenland ice sheets.
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Chapter 5
Enhanced ablation of a vertical ice
wall due to an external freshwater
plume
Abstract
We investigate the effect of an external freshwater plume on the dissolution
of a vertical ice wall in salty water using laboratory experiments. We measure
the plume velocity, the ablation velocity of the ice and the temperature at the
ice wall. The freshwater volume flux, Qs, is varied between experiments to
determine where the resultant wall plume transitions from being dominated by
the distributed buoyancy flux due to dissolution of the ice, to being dominated
by the initial buoyancy flux, Bs. We find that when Bs is significantly larger
than the distributed buoyancy flux from dissolution, the plume velocity is
uniform with height and is proportional to B
1/3
s , the interface temperature is
independent of Bs and the ablation velocity increases with Bs.
5.1 Introduction
Mass loss from the Antarctic and Greenland Ice Sheets represents an important contri-
bution to global sea level rise. This mass loss is predominantly occuring where ice sheets
meet the polar oceans, and is strongly affected by ocean properties. The response of these
ice sheets to a warmer climate is uncertain, making predictions of future sea level rise
difficult. As such, a greater understanding of the processes occurring at the ice-ocean
interface is needed to constrain possibilities of the future climate.
The mass loss from the Antarctic and Greenland Ice Sheets can be due to either melting
or dissolving, depending on the temperature and salinity of the ocean. If the ambient
fluid is sufficiently warm (or fresh), ice will melt (Woods, 1992; Kerr, 1994a). Melting is
controlled solely by heat transfer and will result in the interface salinity being zero and
the interface temperature being the pressure-dependent melting point. In contrast, when
the ambient fluid is sufficiently cold (or salty), ice will dissolve (Kerr, 1994b). Dissolving
is controlled both by heat and salt transfer and will result in the interface salinity being
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non-zero and the interface temperature being below the pressure-dependent melting point.
At oceanic salinities, ice will dissolve in temperatures less than approximately 6 ◦C (Kerr
& McConnochie, 2015). As such, the relevant regime in an oceanic environment is the
dissolution of ice, rather than the melting.
Laboratory experiments and theoretical analysis have been conducted that investigate
the ablation velocity, interface temperature (Kerr & McConnochie, 2015) and plume prop-
erties (McConnochie & Kerr, 2016a) when ice dissolves into homogeneous salty water. It
was found that the ablation rate and interface temperature are uniform with height and
that the plume velocity increases like z1/3. Direct numerical simulations have recently
been used to investigate the same problem of ice dissolving into homogeneous salty water,
and they strongly agree with the experimental results (Gayen et al., 2016). The effect of
an ambient salinity gradient on the ice and plume properties has also been investigated
(McConnochie & Kerr, 2016b). An ambient salinity gradient is seen to reduce the ablation
velocity, interface temperature, plume velocity and plume acceleration. Stratification also
causes the ablation velocity to reduce with height.
Observations next to Greenland glaciers during the summer months have shown that
subglacial plumes are frequently released at the grounding line of these glaciers (Straneo
& Cenedese, 2015). During the summer, ice melts on the inland surface of the ice sheets.
The meltwater then flows down to the bedrock and under the outlet glaciers before being
released into the ocean at the grounding line, where it rises as buoyant plumes at various
locations along the ice face (Fried et al., 2015). Subglacial plumes are almost always
associated with high ablation rates (Fried et al., 2015). As such, the stability of the
Greenland Ice Sheet is likely to be highly dependent on the strength of these subglacial
plumes and how they affect the ice-ocean interface.
Direct observation of the ice-ocean interface is extremely challenging due to the isolated
location of tidewater glaciers. Processes occuring at the ice face are typically inferred from
observations made some distance downstream of the ice face (e.g. Beaird et al., 2015).
The plumes are typically assumed to have zero salinity and be at the pressure-dependent
freezing point. In one particular fjord, the volume flux of the subglacial plume discharged
at the base of two typical Greenland glaciers was estimated to be roughly four times the
meltwater volume flux in the region of the plume (Beaird et al., 2015). This estimation
was made using multiple noble gases as water type tracers, increasing the reliability of
the result compared to other studies that typically use only temperature and salinity to
estimate water type fractions.
Laboratory experiments have previously been conducted that examine the effect of a
subglacial plume on a vertical ice face (Cenedese & Gatto, 2016). This study was focused
on the effect of two interacting plumes released into a two-layer stratification. The plumes
were initially separated, but merged at some location up the ice wall. The conditions
where the plume reaches the surface and where it intrudes at mid-depth were explored, as
well as the spatially averaged ablation rate of the ice.
A number of numerical modelling studies have also investigated the effect of these
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subglacial plumes on ice-ocean interactions (e.g. Xu et al., 2012, 2013; Carroll et al.,
2015). The majority of recent numerical studies have used a parameterization of ice-ocean
processes that uses constant thermal and compositional Stanton numbers to describe the
transport of heat and salt (Jenkins, 2011). This parameterization will hereafter be referred
to as the three-equation model. The three-equation model was originally developed based
on heat transfer in turbulent boundary layers (Jenkins, 1991) and has since been adjusted
to reflect different turbulent transfer relationships and thermodynamic balances (e.g. Lane-
Serff, 1995; Holland & Jenkins, 1999; Jenkins, 2011). Despite being extensively used in
numerical investigations, it has not been properly validated against field observations due
to the difficulty in accurately making measurements close to the ice-ocean interface.
Straneo & Cenedese (2015) summarise the results of recent numerical modelling studies
by suggesting that “the submarine melt rate increases with increasing subglacial discharge
(with a power of 1/3), linearly increases with increasing temperature, and increases with
vertical distance above the grounding line in winter and slightly decreases with it in sum-
mer.”
This paper presents experiments that investigate the effect of a turbulent two-
dimensional subglacial plume on the ice ablation rate and interface temperature. In par-
ticular, we examine the behaviour of the wall plume as it transitions from being dominated
by the distributed buoyancy flux due to dissolution, to being dominated by the external
source of buoyancy at the base of the ice. These experiments use a much larger tank
than those performed by Cenedese & Gatto (2016), enabling the observation of the plume
velocity, the ablation velocity and the interface temperature as a function of height.
In section 4.5 we present models of the turbulent plume that forms due to a vertically
distributed source of buoyancy and due to a line source of buoyancy next to a wall. The
experimental method and techniques are then described in section 4.2. The experimental
results are presented in section 5.4. Finally, we examine oceanographic data from a variety
of tidewater glaciers and compare them to our experimental results in section 5.5.
5.2 Theoretical scaling
Our experiments lie between two limiting cases. These can be described by a non-
dimensional parameter, B∗, defined as:
B∗ =
Bs +Bo
Bo
(5.1)
where Bs is the imposed buoyancy flux from the freshwater source and Bo is the buoyancy
flux that would be expected due to ablation of the ice wall without an external plume
(Kerr & McConnochie, 2015). The theory presented in Kerr & McConnochie (2015) is
based on heat transfer relationships through the turbulent plume that forms next to a
heated plate. The model has been extended to the case of a dissolving ice wall and is seen
to accurately predict the ablation rate and interface coonditions based on the ambient
fluid temperature and salinity. A buoyancy flux based on the predicted ablation rate and
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interface conditions is then calculated as
Bo = V gHW
(
ρs
ρi
)(
ρf − ρi
ρf
)
(1−R−1) (5.2)
where V is the predicted ablation velocity, g is the acceleration due to gravity, H and W
are the height and the width of the ice wall, ρs, ρi and ρf are the densities of the ice, the
interface fluid and the ambient fluid, respectively, and R is the ratio of the compositional
to thermal buoyancy (Kerr & McConnochie, 2015).
Both the experiments and theory presented in Kerr & McConnochie (2015) suggest that
the ablation rate is constant with height. As such, it is assumed that Bo, the buoyancy
flux due to ablation of the ice, is constant with height. Numerical simulations suggest
that the ablation rate decreases slightly with height when the subglacial buoyancy flux
is important and increases with height when it is not (Straneo & Cenedese, 2015). The
assumption of a constant ablation rate is therefore unlikely to be true on geophysical scales
but represents a reasonable approximation.
When Bs = 0, there is no imposed buoyancy flux and B
∗ = 1. This represents the wall
plume from a distributed source described by McConnochie & Kerr (2016a). Alternatively,
when Bs  Bo, B∗ will be large and the distributed buoyancy flux from the wall will be
negligible. Here the plume can be described as a wall plume from a line source of buoyancy
at the base of the wall.
A limitation of the definition of B∗ given in equation 5.1 is that it varies with position
up the ice wall. At very low heights, the buoyancy flux from the wall will always be neg-
ligible, while at sufficiently large heights the source buoyancy flux will become negligible.
The definition given in equation 5.1 is useful for considering changes in behaviour in our
fixed height domain but less useful when considering the behaviour of the plume at a given
height. To consider the behaviour of the plume at various locations, a height-dependent
definition of B∗ could be used:
B∗z =
Bs/Φ + z
z
=
H(B∗ − 1) + z
z
(5.3)
where Φ is the buoyancy flux per unit height, z is the vertical location up the wall and H
is the total height of the domain used in equation 5.1.
5.2.1 The wall plume from a distributed source of buoyancy
McConnochie & Kerr (2016a) conducted experiments examining the turbulent wall plume
that forms next to a dissolving vertical ice face. The distributed flux of buoyancy and the
presence of a wall both impacted the plume properties. In particular, the presence of a
wall was seen to impose a significant drag on the plume, resulting in a reduced velocity.
The entrainment coefficient based on a characteristic top-hat velocity was observed to be
0.048. The following top-hat model for a distributed wall plume was obtained:
bT = 0.036z, (5.4)
76
wT = 1.2Φ
1/3z1/3, (5.5)
∆T = 23Φ
2/3z−1/3, (5.6)
Q = 0.043Φ1/3z4/3, (5.7)
where bT is the top-hat plume width, wT is the top-hat plume velocity, ∆T is the top-hat
plume buoyancy, Q is the plume volume flux, z is the height above a virtual source and Φ
is the buoyancy flux per unit area. Equations 5.4 – 5.7 imply a large frictional stress acting
on the plume. Gayen et al. (2016) calculate this frictional stress, , to be equal to 65% of
the upwards buoyancy force and describe it using a drag coefficient, cD = /w
2
M = 0.06,
where wM is the maximum plume velocity.
5.2.2 The two-dimensional line plume
The two-dimensional line plume has been extensively studied in the past (see Fischer et al.,
1979). The properties of a line plume can be described by the source buoyancy flux, Bs,
and the height above a virtual source, z. The maximum plume velocity, wM , and the
plume volume flux, Q, are
wM = 1.66B
1/3
s (5.8)
and
Q = 0.34B1/3s z. (5.9)
Measurements of the entrainment coefficient have been made with a vertical wall, a
sloping wall or without a wall. Ellison & Turner (1959) showed that the entrainment
coefficient reduces as the overall Richardson number (a measure of the stability of a plume
or gravity current) increases or the slope becomes shallower. For the case of a plume next
to a vertical wall, an entrainment coefficient based on the average plume velocity of 0.087
was measured. This compares to a two-dimensional line plume without a wall, where a
significantly higher entrainment coefficient of 0.22 was described.
Grella & Faeth (1975) conducted experiments on a line plume next to a vertical wall,
and measured across plume velocity and density profiles. They reported an entrainment
coefficient based on the average plume velocity of 0.095± 0.005, which corresponds to an
entrainment coefficient of 0.067 ± 0.004 based on the maximum velocity. Similar mea-
surements of entrainment into a line plume next to a vertical wall were made by Sangras
et al. (1999), who observed a lower entrainment coefficient of 0.076. The measurements
of the characteristic plume width made by Sangras et al. (1999) were made at heights
greater than 100 source diameters to ensure that the wall plume was in a self-preserving
flow regime. Previous measurements were made at lower heights where the wall plume
may still have been transitioning to a self-preserving regime.
The decrease in entrainment coefficient due to the presence of a wall is consistent across
all experiments, and has been explained by the wall limiting the swaying motion that line
plumes often display (Turner, 1973) and inhibiting the large scale, cross-stream turbulent
motion that is required for effective mixing (Grella & Faeth, 1975; Sangras et al., 1999).
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5.2.3 The wall plume from a line source of buoyancy
We now reformulate equations 5.8 and 5.9 to include a generalized entrainment coefficient,
α, and drag coefficient, cD. Conservation of buoyancy flux, volume flux and momentum
flux gives
Bs = bTwT∆T , (5.10)
dQ
dz
=
d(bTwT )
dz
= αwT , (5.11)
and
dM
dz
=
d(bTw
2
T )
dz
= bT∆T − cDw2T , (5.12)
where M is the plume momentum flux and ∆T is the top-hat plume buoyancy.
Based on equations 5.8 and 5.9 we assume functional forms for bT and wT of
bT = c1z and wT = c2B
1/3
s , (5.13)
where c1 and c2 are unknown constants. This leads to an expression for ∆T from equa-
tion 5.10 of
∆T =
B
2/3
s
c1c2z
. (5.14)
Equations 5.11 - 5.14 give
bT = αz, (5.15)
wT =
(
Bs
α+ cD
)1/3
, (5.16)
and
∆T =
B
2/3
s (α+ cD)
1/3
αz
. (5.17)
Equations 5.15 and 5.16 can be used to find expressions for the plume volume and mo-
mentum flux:
Q = bTwT =
αB
1/3
s z
(α+ cD)1/3
(5.18)
M = bTw
2
T =
αB
2/3
s z
(α+ cD)2/3
. (5.19)
Wells & Worster (2008) developed a theoretical model for natural convection next to
an isothermal surface. They described two regimes based on whether the inner sublayer
is driven by its own buoyancy or by the shear imposed upon it. Within the shear-driven
regime a drag coefficient of 0.0046 was calculated (Wells & Worster, 2008). Jenkins (1991,
2011) estimated the drag coefficient to be 0.0025 next to tidewater glaciers. Both of these
estimates are an order of magnitude smaller than the previously described estimates of
the entrainment coefficient for turbulent wall plumes, which allows cD to be neglected in
equations 5.16–5.19.
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5.3 Experiments
Experiments have been conducted to examine the effect of a cold freshwater line plume
next to a vertical ice face. The experiments were carried out in a tank that was 1.2 m
high, 1.5 m long and 0.2 m wide, with an overflow 1.1 m from the base. Figure 5.1 shows a
photo from an experiment with B∗ = 21.2 that has been visualized using the shadowgraph
technique. Ice can be seen on the right of the tank and the quiescent ambient fluid on
the left. The external plume was seen to attach to the ice face as it was released. For
experiments performed at lower values of B∗ the transition to turbulence was sometimes
further up the ice wall but never as much as 10 cm from the source location.
The tank was kept in a temperature-controlled room at approximately 4 ◦C. Approxi-
mately 5–10 cm of ice was grown from fresh water before being exposed to a NaCl solution
with a concentration, Cf , of approximately 3.5 wt% NaCl. After the far-field salinity and
temperature were measured with a conductivity-temperature probe, the line plume was
initiated.
The volume flux of the line plume was controlled with a peristaltic pump and kept
constant throughout an experiment. The volume flux was measured at the end of an
experiment by measuring the time taken to fill a volumetric flask from the outflow. The
fluid for the line plume was cooled to approximately 0 ◦C before the experiment was
commenced, then kept at this temperature throughout an experiment. The temperature
of the line plume fluid was measured both in the reservoir and as it was released at the
base of the tank.
Due to heat transfer through the peristaltic pump and through the piping between the
reservoir and the source, the temperature of the plume fluid was generally between 0.1
and 1.1 ◦C when it was released. For three experiments with a very small source volume
flux (Qs < 1.5 ml/s) we were unable to keep the source temperature below 1.1
◦C, as the
fluid spent a long time flowing between the storage reservoir and the outflow. However,
the plume was observed to rapidly entrain ambient fluid, so the effect of this should
be minimal, apart from very close to the source. This is supported by equation 5.17,
which shows the plume buoyancy decreasing like 1/z. We would therefore expect the
plume temperature to quickly tend towards the ambient fluid temperature, minimising
the impact of the warmer source temperatures at low values of B∗. The height required
for the source plume buoyancy to reduce by 90% is 5.4 cm for the experiment at B∗ = 33.1,
and less for lower values of B∗. Since all measurements were made above this height we
do not expect the plume source conditions to signficantly affect the experimental results.
Table 5.1 shows the experimental parameters and the computed values of B∗.
Immediately before being released, the line plume fluid passed through a chamber to
ensure that it was released uniformly across the width of the tank. This chamber consisted
of a thin slot the full width of the tank. The upper edge of the chamber was 6 cm above
the base of the tank. The source fluid was visualised with dye to confirm that it was
released evenly over the full width of the tank. The end of the chamber was placed flush
against the ice at the start of an experiment. Throughout an experiment the ice retreated
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Figure 5.1: A shadowgraph image of an experiment with B∗ = 21.2. The ice can be seen on the
right hand side of the tank and the quiescent ambient fluid on the left. Immediately next to the
ice the turbulent wall plume can be seen. The left image shows the base of the tank up to a height
of 59 cm and the right image shows a height of 49 cm to the free surface at 110 cm.
away from the chamber, leaving a gap of up to 3 cm between the chamber and the ice.
Despite this gap the plume quickly became attached to the ice face, due to the Coanda˘
effect (Wille & Fernholz, 1965), and there was no measurable change in the across plume
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B∗ Tf Cf Qs Ts
- (◦C) (wt% NaCl) (ml/s) (◦C)
1.0 3.8 3.46 0.0 -
1.6 3.5 3.50 0.3 1.8
2.2 3.5 3.52 0.6 1.5
3.3 3.6 3.51 1.2 1.3
3.7 3.7 3.46 1.4 1.1
6.1 3.6 3.54 2.6 0.9
6.3 4.1 3.47 2.8 0.8
7.2 3.8 3.45 3.2 0.8
7.6 3.5 3.64 3.4 0.9
10.6 3.9 3.44 5.0 0.6
18.8 4.7 3.49 9.3 0.3
27.0 4.2 3.50 13.5 0.3
29.3 3.6 3.52 14.7 0.1
33.1 4.5 3.38 16.7 0.1
Table 5.1: Experimental parameters for all experiments. All results are reported in terms of the
non-dimensionalized buoyancy flux, B∗. Tf and Cf are the far-field fluid temperature and salinity
respectively. Qs is the source volume flux and Ts is the source temperature. Ts is measured inside
the expansion chamber and is approximately 5 cm from the source outflow.
velocity profile as a result of this short separation.
Throughout an experiment the ablation velocity and interface temperature were mea-
sured as described in Kerr & McConnochie (2015). Thermistors were frozen into the ice
at heights of 43, 50, 55 and 68 cm above the base of the tank. A second thermistor
was positioned 68 cm above the base of the tank to confirm that there was no horizontal
variation in interface temperature. Since the ablation rates in these experiments were
larger than those in Kerr & McConnochie (2015), the time period over which the ablation
velocity was measured was reduced. For the highest flow rates the ablation velocity was
measured over intervals of 5 min. For lower flow rates this time interval was progressively
increased up to 15 min. Measurements of the ablation velocity were made at least four
times, then averaged to reduce the uncertainty in measurements and to confirm that the
ablation velocity was constant.
The plume velocity was measured using the Particle Tracking Velocimetry (PTV)
technique. Pliolite particles of diameter 125 − −250 µm were seeded into the ambient
fluid and were then entrained into the line plume. The particle density was measured
by settling into a salinity gradient. The measured density of approximately 1025 kg/m3
gives a calculated rise velocity of 0.03–0.12 mm/s in the ambient fluid, depending on the
particle size. This particle rise velocity is negligible compared to typical plume velocities,
which vary from 14 mm/s at the lowest source flow rates to 37 mm/s at the highest source
flow rate. The PTV software ‘Streams’ (Nokes, 2014) was used for particle identification,
particle tracking and the computation of velocity fields.
The first front position and far field properties were measured as in McConnochie &
Kerr (2016a) with a traversing conductivity-temperature probe. Some example profiles
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are shown in figure 5.2. The first front is seen to propagate more rapidly for experiments
performed at higher values of B∗. The shape of the first front also changes. At high values
of B∗, there is a large step change in salinity at the first front and a weak gradient above it.
However, as observed by McConnochie & Kerr (2016a) in the absence of a source plume,
lower values of B∗ do not have a step change in salinity at the first front. The behaviour
at low values of B∗ is consistent with the peeling detrainment mechanism (Hogg, 2014;
Hogg et al., 2016), while the step change in buoyancy at high values of B∗ is typical of
standard models of the turbulent filling box (Baines & Turner, 1969; Worster & Huppert,
1983).
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Figure 5.2: Salinity profiles for three different experiments. The left panel shows B∗ = 2.2 with
profiles made 10 min apart from one another. The middle and right panel show B∗ = 7.2 and 29.3
respectively with profiles made 5 min apart from one another. The first front is seen to propagate
down the tank throughout an experiment. The first profile (red) was made before the source plume
was initiated showing the initial salinity profile.
5.4 Experimental results
5.4.1 Plume velocity
For our experiments performed at sufficiently low source flow rates we would expect the
external buoyancy flux to be unimportant. This will lead to a turbulent wall plume that
can be described by the model for a vertically distributed source of buoyancy and hence
equations 5.4 – 5.7. However, as the source flow rate is increased, its buoyancy flux will
become much larger than the buoyancy flux due to ablation of the ice wall. At a sufficiently
high source flow rate, the plume properties will be dominated by the freshwater source at
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Figure 5.3: Measured maximum vertical velocities as a function of height for five typical experi-
ments. The height is measured from the release point of the source plume (6 cm above the bottom
of the tank).
the base of the wall and the buoyancy flux due to ablation of the ice can be neglected. In
this regime, we expect that the scaling described in equations 5.15 – 5.19 will accurately
describe the turbulent wall plume.
Figure 5.3 shows the measured vertical velocity with height for five different experi-
ments. The plume velocity was measured continuously up the ice wall and the markers
shown on figure 5.3 are only to differentiate between values of B∗. The experimental
data has been smoothed using a smoothing spline to remove the effect of erroneous mea-
surements. The raw data had a typical scatter of ±2.5 mm/s. The experiments cover a
range of B∗ of 1.6–29.3 and heights from approximately 30–90 cm. Heights below 30 cm
could not be measured due to several experimental limitations. Most significantly, it was
difficult to seed particles at the base of the plume without imposing an additional vertical
velocity. At higher locations entrainment could be used to seed the plume with particles,
but at low heights the particles needed to be added directly to the plume. Additionally,
density gradients were larger at the base of the plume, leading to larger uncertainties due
to light refraction. Above 90 cm, the velocity reduces as an overturning eddy from the
free surface becomes important.
The experiment conducted at the lowest source flow rate (B∗ = 1.6) shows a velocity
of a similar magnitude to that from a distributed source of buoyancy (McConnochie &
Kerr, 2016a). Consistent with results from a distributed source of buoyancy, the plume
continues to accelerate up the ice wall, although the rate of acceleration appears to be
higher in these experiments. For flow rates above this, the plume behaves more like that
from a line source of buoyancy. In this regime there is an initial acceleration region before
the plume reaches a constant velocity. The intial acceleration region can be seen in the
data for B∗ = 6.1, but is below the measurement region for the other three experiments.
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Figure 5.4: Measured maximum vertical velocity as a function of B∗. The solid line shows the
predicted vertical velocity based on the model of a wall plume from a line source of buoyancy
described in section 5.2. It is assumed that the drag coefficient is negligible and an entrainment
coefficient of 0.075 is used based on the experimental data. The dashed line shows the maximum
vertical velocity from McConnochie & Kerr (2016a) for a buoyancy flux per unit area of 4.5 ×
10−7m2/s3 and a height of 80 cm. This value of Φ corresponds to a far-field temperature of 4.1◦C
and a far-field salinity of 3.4 wt% NaCl.
Figure 5.4 shows the measured maximum vertical velocity, wm, as a function of B
∗
as well as the predicted vertical velocity, wl, from the model of a wall plume from a line
source of buoyancy (equation 5.16) and the predicted velocity, wd, from the model of a
wall plume from a distributed source of buoyancy (equation 5.5). wm is measured after
the velocity has approached a uniform value with height when possible, and at a height of
approximately 0.8 m when the velocity does not reach a uniform value (e.g. B∗ = 1.6 on
figure 5.3). wl is plotted based on Bs, as the distributed source of buoyancy is expected
to lead to a slow acceleration of the plume. In calculating wl, the drag coefficient, cD, is
assumed to be negligible.
An entrainment coefficient of 0.075 is calculated based on the experimental data above
B∗ = 4. Data for B∗ < 4 is not used in calculating the entrainment coefficient as the
distributed buoyancy flux may have an important effect on the plume velocity in these
experiments. The calculated entrainment coefficient is consistent with those described in
section 5.2 from previous experimental studies, especially that measured by Sangras et al.
(1999) at the largest heights. A result of using Bs to calculate wl, is that wl = 0 for
B∗ = 1 despite the real expected velocity being non-zero due to the buoyancy flux from
the ice wall. The dashed line on figure 5.4 shows the vertical velocity for a wall plume
from a distributed source of buoyancy, wd (McConnochie & Kerr, 2016a). The velocity is
calculated based on a far-field temperature of 4.1◦C, a far-field salinity of 3.4 wt% NaCl
and a height of 80 cm from the turbulent transition. wd represents a lower limit on what
the measured velocity can be.
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Figure 5.4 shows that for B∗ < 2 the distributed buoyancy source from the ice wall has
an important effect on the plume velocity but can be ignored for larger values of B∗. For
B∗ > 2 the model of a wall plume from a line source of buoyancy described in section 5.2
accurately predicts the plume velocity with an entrainment coefficient of 0.075.
5.4.2 Interface temperature
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Figure 5.5: The measured interface temperature, Ti, as a function of B
∗. Two measurement
locations are shown: ‘top’ shows the average of the two thermistors positioned 0.68 m above the
base of the tank and ‘middle’ shows the average interface temperature from the thermistors 0.43,
0.50 and 0.55 m above the base of the tank. A predicted interface temperature is shown based
on the experiments of Kerr & McConnochie (2015) for a wall plume from a distributed source of
buoyancy.
Figure 5.5 shows the interface temperature at two locations up the ice wall: “top”
and “middle”. These two locations reflect thermistor locations of 0.68 m and 0.43–0.50 m
from the base of the tank, respectively. The typical difference between the two thermistors
positioned 0.68 m above the base of the tank was used to assess a measurement uncertainty
of ± 0.1 ◦C, which is reflected in the scatter of the data points. The interface temperature
measured by Kerr & McConnochie (2015) for a wall plume from a distributed source of
buoyancy is shown with green diamonds. The variation between experiments is due to
changes in the far-field fluid temperature.
The interface temperature at both measurement locations is constant within experi-
mental error over the full range of B∗. The interface temperature is slightly higher in the
middle region than at the top region, suggesting that the transport of heat relative to salt
is less at lower heights.
Particularly at the “top” location, the interface temperature is consistent with previous
results without a source plume (Kerr & McConnochie, 2015). This suggests that the
relative transport of heat and salt to the ice is not significantly changed by the addition
of an external plume beyond some initial transition distance. Based on equation 5.17, the
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plume buoyancy, and hence the plume temperature and salinity anomaly, should scale like
1/z, reflecting the rapid entrainment of ambient fluid. This rapid entrainment will lead to
the wall plume quickly developing a similar temperature and salinity to the ambient fluid,
irrespective of the source plume strength or properties. For example, at B∗ = 7.6, the
plume buoyancy will be approximately 1% of that at the source after only 21 cm. This
result shows that past theory and experiments (Kerr & McConnochie, 2015) can be used
to predict the interface conditions of a dissolving vertical ice face in the presence of an
external plume, provided sufficient height for the plume to entrain enough ambient fluid
that the source properties are unimportant.
5.4.3 Ablation velocity
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Figure 5.6: The measured ablation velocity, V , as a function of height above the source for three
typical experiments with B∗ = 3.3, 7.6 and 18.8.
Figure 5.6 shows the measured ablation velocity as a function of height up the ice
wall for three experiments with B∗ = 3.3, 7.6 and 18.8. The height is measured from
the source location, not the bottom of the tank. The two profiles for B∗ = 7.6 and 18.8
show the average ablation velocity from two photos taken 25 min apart from each other.
For the profile at B∗ = 3.3, the two photos were taken 50 min apart, due to the slower
ablation rate. More photos were taken within this interval to confirm that the ablation
rate was constant with time. The horizontal steps on the profile reflect the pixel size of
the photographs which are the limit to our measurement resolution.
Throughout most of the tank the ablation velocity is near-uniform with height, as
observed by Kerr & McConnochie (2015) for the case of a distributed source of buoyancy
(B∗ = 1). We have not shown data from close to the source, as within this region the
plume is becoming turbulent and then becoming attached to the ice wall. The attachment
of the plume to the ice will significantly change the dissolution process, and occurs at a
different location across experiments and while an experiment is being conducted. At the
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bottom of the profiles shown on figure 5.6, the ablation velocity is higher than the uniform
value in the upper section of the tank.
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Figure 5.7: The measured ablation velocity, V , as a function of B∗. Two measurement locations
are shown, 0.80 m above the source location (blue circles) and 0.50 m above the source location
(red squares). The three dashed lines show V = 1.5Q
1/3
s , V = 2Q
1/3
s and V = 2.5Q
1/3
s to represent
the V ∼ Q1/3s scaling predicted by previous numerical investigations (Straneo & Cenedese, 2015,
and references therein).
Figure 5.7 shows the ablation velocity as a function of B∗. Measurements are shown
for two heights that are both within the region of near-uniform ablation velocity shown
on figure 5.6. For low values of B∗, the ablation velocity is insensitive to changes in B∗,
while above B∗ ≈ 3, the ablation velocity begins to increase with increasing B∗. The three
dashed lines show V = 1.5Q
1/3
s , V = 2Q
1/3
s and V = 2.5Q
1/3
s to show the V ∼ Q1/3s scaling
predicted by previous numerical studies for line plumes (Straneo & Cenedese, 2015). The
scaling is seen to over-predict the increase in ablation velocity with B∗ for our experiments.
Across our experiments the ambient fluid temperature and salinity vary significantly.
These changes in far-field conditions result in changes in the ablation velocity in addition to
the changes caused by different values of B∗. To remove the effect of the changing far-field
conditions we have subtracted the expected ablation velocity for a distributed source of
buoyancy (Kerr & McConnochie, 2015) from the data in figure 5.7. The resulting ablation
anomaly is shown as a function of B∗ on figure 5.8.
Figure 5.8 shows that after the effect of varying far-field conditions is removed, the
ablation velocity increases smoothly with B∗. For B∗ < 3, the ablation velocity appears
to be decreased by the presence of a source plume. The reduction in ablation velocity is
larger than the measurement uncertainty, so is not expected to be caused by experimental
error. The line source of buoyancy introduces a salinity and temperature deficit to the wall
plume. For high values of B∗, the initial temperature and salinity deficit quickly decays
due to turbulent entrainment of ambient fluid into the plume. However, at low values of
B∗, the wall plume is dominated by the distributed source of buoyancy rather than the
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Figure 5.8: The ablation velocity anomaly caused by the source plume as a function of B∗. The
expected ablation velocity from a distributed source of buoyancy (Kerr & McConnochie, 2015) is
subtracted from the measured ablation velocity shown in figure 5.7.
line source of buoyancy (see section 5.4.1). The wall plume from a distributed source of
buoyancy has a lower rate of entrainment, which could allow the salinity and temperature
deficit to persist up the ice wall and lead to a reduced ablation rate.
For B∗ > 3, the ablation velocity anomaly is positive and increases with increasing
B∗, as shown on figure 5.7. Considering the effect of varying far-field properties by sub-
tracting the expected ablation velocity with a distributed buoyancy flux removes most of
the experimental scatter in figure 5.7.
5.5 Oceanographic application
Table 5.2 gives estimated values of B∗ for a variety of tidewater glaciers. Two different
methods have been used to calculate B∗. For Byrd Glacier, Helheim Glacier, LeConte
Glacier and Store Glacier, the subglacial discharge and the width over which it is released
has been directly estimated (Motyka et al., 2003; Sciascia et al., 2013; Stearns et al., 2008;
Xu et al., 2013). This has been combined with an assumed ablation velocity of 3 µm/s
(see figure 5.7) in order to estimate B∗. For Eqip Sermia, Kangerlerngata Sermia, Sermeq
Kujatdleq and Sermeq Avangnandleq the ratio of subglacial volume flux to meltwater
volume flux was inferred based on measured water properties in front of the glacier (Beaird
et al., 2015; Rignot et al., 2010). This ratio of fluxes was used to calculate B∗ directly
based on the assumption that the subglacial discharge was released uniformly over the
entire width of the glacier. If the subglacial discharge was released from a more limited
width (Fried et al., 2015), the resulting value of B∗ would be higher in regions where the
subglacial flux per unit width was larger, and lower elsewhere.
Over the seven locations in table 5.2, B∗ varies from an order of 100 – 103. Most of
the glaciers have a value of B∗ that is comparable to our experiments, with the exception
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Location H W Qsg T S (wt % B
∗
- (m) (m) (m3/s) (◦C) NaCl) -
Byrd Glacier, Antarcticaa 700 20000 70 - - 3
Helheim Glacier, Greenlandb 600 200 8.7 4 3.46 31
600 6000 0.29 4 3.46 1.03
LeConte Glacier, Alaskac 270 700 435 7.2 2.71 950
Store Glacier, Greenlandd 500 5000 1500 2.7 3.45 249
Eqip Sermia, Greenlande - - - - - 6
Eqip Sermia, Greenlandf - - - 0.5 3.35 19
Kangerlerngata Sermia, Greenlande - - - 1.5 3.35 6
Kangerlerngata Sermia, Greenlandf - - - 0.5 3.4 29
SKA, Greenlandf - - - 0.6 3.4 4
Table 5.2: Estimated values of glacier height, H, subglacial discharge width, W , subglacial volume
flux, Qsg, ocean temperature, T , ocean salinity, S and B
∗ for a variety of tidewater glaciers. SKA
refers to Sermeq Kujatdleq and Avangnandleq. Observations for Byrd Glacier were made during
a sporadic subglacial lake drainage event while other observations are representative of summer
conditions. Observational data is from: a - Stearns et al. (2008), b - Sciascia et al. (2013), c -
Motyka et al. (2003), d - Xu et al. (2013), e - Beaird et al. (2015) and f - Rignot et al. (2010).
Ocean temperature and salinity are given where available and are measured near the base of the
glacier.
of LeConte Glacier and Store Glacier. The values of B∗ given in table 5.2 for Alaskan and
Greenlandic glaciers are representative of summer conditions only, and are expected to
be highly seasonal. In winter, the subglacial volume flux will decrease and probably stop
completely. At such times B∗ ≈ 1, the ablation velocity will be as described by Kerr &
McConnochie (2015) and the plume velocity will be as described by equation 5.5. In the
case of Byrd Glacier, the measured subglacial discharge was caused by the rapid draining
of a subglacial lake, and was highly unusual. The hydrology beneath the Antarctic ice
sheet is not well understood, but such events are rarely observed. As such, typical ablation
velocities and plume velocities for Antarctic glaciers would be better described by Kerr &
McConnochie (2015) and equation 5.5, respectively.
There is a high degree of uncertainty in the calculated values of B∗ due to the difficulty
in observing the subglacial discharge close to the ice face. In particular, the unknown
discharge geometry means that assumptions are required to calculate the width over which
the subglacial plume is released. Improved observations of these plumes close to the
discharge location would lead to more accurate predictions of the impact that a subglacial
plume may have on ice-ocean interactions in these regions.
There are also several physical processes that could be important in an oceanographic
situation that are not included in our laboratory experiments. For example, the Coriolis
force could alter the dynamics of the buoyant plume, the presence of stratification is likely
to reduce the ablation rate and lead to double-diffusive intrusions into the ocean (Mc-
Connochie & Kerr, 2016b), and the pressure dependence on the freezing point of water
will alter the ablation rate, possibly causing refreezing at shallow locations. In addition,
the different spatial scales between the laboratory and the ocean could lead to altered
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dynamics. It is possible that the entrainment coefficient is dependent on the Reynolds
number (Ellison & Turner, 1959), which would be considerably larger next to tidewater
glaciers. However, given that there is no evidence in the measurements of Sangras et al.
(1999) and a similar entrainment coefficient is given in Jenkins (2011) based on field ob-
servations, we expect this dependence to be small. All of these processes complicate any
comparison between our experiments and the glaciers that surround Greenland. Nonethe-
less, the values of B∗ given in table 5.2 suggest that the freshwater plume released at the
base of Greenland glaciers in summer could enhance the ablation rate of these glaciers.
As previously noted, the salinity profiles in figure 5.2 have different shapes for high
and low values of B∗. As described in section 5.3, the peeling detrainment mechanism can
be used to explain the lack of a density discontinuity observed at low values of B∗ (Hogg,
2014; Hogg et al., 2016). Glacial fjords are open ended to the ocean, so we would not
expect a downward propagating layer of meltwater such as is observed in our experiments.
In the absence of any peeling detrainment from the plume, we would instead expect the
subglacial plume to either rise to the surface or to completely detach from the ice face and
intrude at an intermediate depth of neutral buoyancy. In contrast, peeling detrainment
would cause the plume to intrude over a range of depths and buoyancy levels.
Observations made by Beaird et al. (2015) in the fjord in front of Eqip Sermia and
Kangerlerngata Sermia show meltwater both at the surface and within the upper 200 m of
the fjord. In contrast, the subglacial discharge is almost completely limited to the upper
50 m of the water column. These observations are suggestive of peeling detrainment from
the plume over a range of depths.
5.6 Conclusions
In this paper we have presented experiments that investigate the effect of an external cold
freshwater plume on the dissolution of a vertical ice face. These experiments are intended
to model conditions at the face of the many Greenland glaciers where subglacial plumes
are frequently observed during summer months. Previous observations have shown that
these subglacial plumes can lead to increased ablation rates and as such could have a
significant impact on the mass balance of the Greenland ice sheet. However, observations
have had a limited capacity to explore how the ice-ocean interactions could be affected by
altered subglacial fluxes.
The experiments have explored a range of source volume fluxes that bridge the region
between a wall plume controlled by a vertically distributed buoyancy source and a wall
plume controlled by a line source of buoyancy at the base of a wall. Our results generally
show that an additional line source of buoyancy causes the plume velocity to increase
(figure 5.4) and the ablation velocity to increase (figures 5.7 and 5.8) relative to the
case of a wall plume from a distributed source of buoyancy (Kerr & McConnochie, 2015;
McConnochie & Kerr, 2016a). For small buoyancy fluxes (B∗ < 3) the ablation velocity
is slightly reduced. The interface temperature appears to be insensitive to the line source
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of buoyancy (figure 5.5). After an initial transition region the plume velocity and the
ablation velocity are both uniform with height.
A variety of oceanographic data near tidewater glaciers have been used to assess the
relative importance of the subglacial buoyancy flux compared to the buoyancy flux derived
from melting. Oceanographic measurements typically result in values of B∗ that are
comparable to those from our experiments.
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Chapter 6
Conclusions
6.1 Summary
Mass loss from Antarctica and Greenland will continue over the coming decades, leading
to further sea level rise and disruption to many coastal communities, cities and nations.
Adaptation to sea level rise will be incredibly challenging, particularly in developing coun-
tries where the resources to respond rapidly are unavailable. The ability to predict the
likely response of Antarctica and Greenland to a future climate state will allow adapta-
tion decisions to be made in advance and increase the likelihood that we, as a society, will
respond appropriately and effectively.
Interactions of polar ice with the ocean have been shown to be important in controlling
the mass loss from Antarctica and Greenland. Unfortunately, these ice-ocean interactions
are still not fully understood and require approximation in numerical models. This thesis
has presented idealized laboratory experiments that attempt to improve our understanding
of fundamental ice-ocean interactions. The experiments have increasingly added physical
processes to better represent the complex geophysical reality.
Chapters 2 and 3 explored the effect of far-field temperature on the dissolution of a
vertical ice wall. Laboratory experiments confirmed a theoretical analysis that predicted
the ablation velocity and interface temperature based on the far-field properties. The
effect of temperature on the turbulent wall plume that forms next to the ice wall was then
considered and a model was developed that described the plume. The results were also
applied to convection next to a heated or cooled wall in a building. The model gave a
lower entrainment coefficient and a much higher drag coefficient compared with previous
models.
Chapter 4 examined the effect of far-field stratification on the ablation rate of the ice,
the temperature at the ice-ocean interface and the properties of the turbulent wall plume.
Stratification was seen to have a significant impact on reducing the ablation rate, the
interface temperature and the velocity of the wall plume. Regimes were found where small
changes in stratification led to large changes in the ablation rate, the interface temperature
and the plume properties, suggesting that the stability of Antarctica and Greenland might
be highly sensitive to the ocean stratification, as well as the ocean temperature.
Of particular importance for the mass balance of Greenland is the presence of subglacial
plumes. These subglacial plumes have been examined in chapter 5. Similarly to what has
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previously been observed in field observations, numerical models, and previous laboratory
experiments, a subglacial discharge was seen to enhance the ablation rate of the ice wall
in our laboratory experiments. Interestingly, the temperature at the ice-ocean interface
was not affected by the presence of a subglacial plume.
In all of these experiments, an attempt has been made to extend the results to geophys-
ical scales. Scaling has been used to extrapolate the results from the smaller laboratory
scales to the much larger geophysical scale. Once scaled, our experiments have typically
been directly applicable to ice shelves around Antarctica and Greenland.
6.1.1 Comparison with the three-equation model
As noted in chapter 1, the three-equation model is almost ubiquitously used in large-
scale simulations of ice-ocean interactions. One of the most fundamental elements of
the parameterization is that the transfer of heat and salt, and therefore the ablation
rate, is proportional to the velocity of the meltwater plume. It is useful to compare our
experimental results with this prediction.
In our simplest experiments, which concerned homogeneous far-field conditions and no
external forcing (chapters 2 and 3), it was found that the ablation velocity was uniform
with height and that the plume velocity increased like z1/3, where z is the height from the
turbulent transition. Once a stable stratification was included (chapter 4) the ablation
velocity decreased with height while the plume velocity increased with height, although at
a slower rate than with homogeneous far-field conditions. Both of these results contradict
the three-equation model.
Two cases need to be considered separately when examining experiments with a buoy-
ancy source at the base of the ice (chapter 5). When the buoyancy source is small, the
wall plume is dominated by the distributed buoyancy flux from the ice wall. In this case,
the ablation rate and plume velocity behave like the experiments described in chapters 2
and 3. The second case arises when the buoyancy source is increased such that it is larger
than the buoyancy flux from the ice wall. Here both the ablation rate and the plume
velocity are uniform with height after an initial transition region. However, the plume ve-
locity increases like B
1/3
s , where Bs is the source buoyancy flux, and the ablation velocity
increases at a slower rate with Bs. Thus, there remains a contradiction between our ex-
perimental results and the three-equation model but the contradiction is less pronounced
than for the previous experiments. The experiments suggest that if the source buoyancy
flux were to be increased further, the ablation rate may begin to increase like B
1/3
s and
the ablation rate and plume velocity could become proportional to one another.
The possible change in behaviour as Bs increases could be due to the transition pro-
posed by Wells & Worster (2008) (section 1.3.1). As Bs is increased the plume velocity
and the shear inside the plume will also increase. This may cause a transition to a regime
where the width of the laminar sublayer is set by a shear instability instead of a convective
instability. The transfer laws used in the three-equation model are more consistent with
a shear regime than a convective regime, giving support for this possibility. The details
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of this analysis are outside the scope of this thesis but are presented in McConnochie &
Kerr (2017).
6.2 Future Work
The laboratory experiments in this thesis are a step towards an improved understanding
of ice-ocean interactions as they concern the polar ice sheets. However, there is still much
work to be done before our understanding of these processes is sufficient to make reliable
predictions regarding the future of Antarctica and Greenland. This work will require a
mixture of laboratory experiments, field observations and numerical modelling.
6.2.1 Extensions to the laboratory experiments
The experiments presented in this thesis have increasingly included more physically rele-
vant processes. However, they are still somewhat limited. At present, experiments have
focused on a two-dimensional vertical ice wall in a generally quiescent ambient fluid. In re-
ality, the basal surfaces of ice shelves are generally sloping with complex three-dimensional
morphology. Including a sloping ice face would be an important step towards realistic ge-
ometry.
A further useful extension of the laboratory experiments would be the inclusion of
external forcing on the ambient fluid. This could be implemented through internal waves
or a forced tidal flow. The results presented in chapter 5 show that external forcing
can have significant impacts on the transfer of heat and salt to the ice and it would
be informative to extend those results to other types of flow. Many glacier fronts have
significant tidal and wave forcing acting upon them and a study to discern the effect of
these processes would be a useful extension of this work.
At several points during this thesis peeling detrainment has been mentioned. It has
been suggested that the meltwater plume might peel into the stratified ambient over a con-
tinuous range of heights. Experiments aimed at further investigating peeling detrainment
in a range of settings could provide useful insight into ice-ocean interactions.
6.2.2 Contradictions with the three-equation model
The contradictions between the laboratory experiments presented in this thesis and the
three-equation model need further investigation. It is concerning that the standard pa-
rameterization of ice-ocean interactions does not accurately predict even the fundamental
results from laboratory experiments. Even more concerning is the lack of explanation
regarding the differences and the near universal use of the parameterization.
This discrepancy needs to be urgently resolved as, at this point, it is unclear whether
the parameterization is appropriate to studies of ice-ocean interactions. It is possible that
at the larger scales of polar ice shelves the parameterization is suitable but this should not
be assumed. For numerical simulations to be confidently applied to real ice shelves, either
improved field observations are needed that prove the validity of the parameterization,
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or a sufficient physical explanation as to why this contradiction is only present at the
laboratory scale must be provided. At present, neither are available and the results of
large-scale numerical simulations must be approached cautiously.
6.2.3 Field observations
Both idealized laboratory experiments and large-scale numerical simulations benefit from
comparison with field observations. Without sufficient field observations it is difficult to
ensure that the important physical processes are being accurately represented. Obser-
vations within ice shelf cavities are typically sparse and infrequent and measurements of
the transport of heat and salt very close to the ice-ocean interface are non-existant. As
a result, spatial and temporal averages are often required and assumptions need to be
made regarding the uniformity of ice-ocean processes. Such assumptions are unlikely to
be robust and introduce substantial uncertainty into any comparisons.
Extending the observational record by adding both spatial and temporal detail would
be a major step towards being able to properly evaluate model and experimental results.
Observations made close to the ice face would be an even larger step forward as the testing
of specific physical processes would then become possible.
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