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Résumé  Deux théorèmes de limite centrale sont énoncés pour des tableaux triangulaires de fonctionnelles non-linéaires du
périodogramme. Le premier concerne un bruit i.i.d. Il s'obtient par une méthode de moments, évalués par des développements
d'Edgeworth. Le second théorème, concernant les signaux linéaires, est une généralisation de résultats obtenus précédemment pour
des signaux gaussiens (voir Chen et Hannan 1980, von Sachs 1994, Janas et von Sachs 1995). Il dérive du premier théorème et de
la décomposition de Bartlett. Des applications à l'estimation spectrale non-paramétrique robuste et à l'estimation de paramètres
par régression sur le log-periodogramme sont présentées.
Abstract  We state here two central limit theorems for triangular arrays of non-linear functionals of the periodogram. The
rst deals with i.i.d sequence. It is proved by the method of moments, which are evaluated by an Edgeworth expansion technique.
The second is a generalization to linear processes of existing results in the Gaussian case (Chen and Hannan 1980, von Sachs 1994,
Janas and von Sachs 1995). It follows from the rst theorem and the Bartlett decomposition. Applications to non-parametric
robust spectral estimation and least-square log-periodogram regression are presented
1 Introduction
Des tableaux triangulaires de fonctionnelles non-liné-
aires du périodogramme apparaissent dans de nombreuses
applications : estimation de fonctionnelle non-linéaire de
la densité spectrale (Chen et Hannan 1980, Janas et von
Sachs 1995); estimation de paramètre par régression sur
le log-periodogramme (Taniguchi 1979, 1980); estimation
spectrale robuste (von Sachs 1994); estimation du para-
mètre de mémoire longue (Robinson 1994, Moulines et
Soulier 1997, Velasco 1997).
Si des résultats de type limite centrale sont obte-
nus par ces auteurs, la structure de dépendance complexe
du périodogramme les assujettit à l'hypothèse supplémen-
taire de gaussianité sur la série X , hypothèse qui permet
l'utilisation de résultats généraux sur les fonctionnelles
non linéaires de variables gaussiennes (Taqqu 1977, Ar-
cones 1994). Ainsi, Chen et Hannan (1980) puis Janas et
von Sachs (1995) ont obtenus des résultats de consistance
pour de tels tableaux triangulaires et des séries linéaires
(non nécessairement gaussienne), mais pas de principe de
limite centrale.
Les notations et les hypothèses sont introduites dans
la section 2. Dans la section 3, nous énonçons un prin-
cipe de limite centrale pour une large classe de tableaux
triangulaires du périodogramme d'une série i.i.d. (Théo-
rème 1) et du périodogramme renormalisé d'une série li-
néaire stationnaire (Théorème 2). Parmi les nombreuses
applications de ce dernier théorème, nous présentons en
section 4 l'estimation de fonctionnelle non-linéaire de la
densité spectrale et l'estimation spectrale robuste.
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la transformée de Fourier discrète et le périodogramme
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un entier positif xé, sur lesquels le périodogramme est
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totique en 
2
2m
=2 pour tous les

I
Z
n;k
, et en 2f(y
k
)
2
2m
=2
pour

I
X
n;k
. Ceci peut conférer des moments une variable
aléatoire de la forme (

I
Z
n;k
) où  présente une singularité
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On s'intéresse de fait aux tableaux triangulaires de la
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Remarque: Les deux premières équations de (A3) peuvent
se reformuler en (

I
Z
n;k
) est asymptotiquement centrée et
de variance nie.
La décomposition de Bartlett est la clé des résultats
présentés ici. Elle relie d
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n
(x) à d
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(x) est un reste stochastique qui a fait l'objet d'études
précises, voir Bartlett (1955), Walker (1965), Brockwell et
Davis (1991), chapitre 10. Cette décomposition se traduit
facilement en terme de périodogramme aggloméré norma-
lisé :
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qui est un tableau triangulaire du périodogramme d'un si-
gnal i.i.d. et dont la distribution asymptotique est donnée
par le Théorème 1.
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3 Théorèmes de limite centrale
Le théorème de limite centrale pour
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.
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La variance limite est composée de deux termes : le
premier est la variance limite gaussienne, le second, pro-
portionnel au cumulant d'ordre 4, s'annule lorsque 
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=
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) pour un  > 0, ce qui est le cas lorsque l'on traite
de tableaux locaux. Notons que 
4
est le seul cumulant
d'ordre supérieur à contribuer à la distribution limite.
On trouvera dans Fay, Moulines et Soulier (1999) un
théorème de limite centrale pour des tableaux
~
S
n
plus gé-
néraux, ainsi que les preuve complètes de ce théorème et
du suivant. Nous n'en donnons ici que des schémas.
Schéma de la preuve: Lorsque le bruit i.i.d est gaus-
sien, les ordonnées du périodogramme sont indépendantes.
Le tableau (6) est donc un mélange de variable i.i.d. dont
la normalité asymptotique s'établit classiquement sous des
hypothèses de Lindeberg-Lévy. En non-gaussien, la nor-
malité asymptotique s'obtient par la méthode des mo-
ments qui nécessite l'évaluation de toutes les quantités de
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
I
n;k
j
, j = 1; : : : ; u. Par des arguments de tronca-
ture de Z et d'approximation de  par des fonctions lisses,
on se ramène au cas où Z a tous ses moments nis et où
 est C
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à support compact. Le développement pour les
moments considérés s'obtient par intégration, l'ensemble
étant validé grâce à Bhattacharya et Rao (1976, chapitre
19) ou Götze & Hipp (1978), et Chen et Hannan (1980,
Lemme 2). Enn, les arguments combinatoires, de symé-
trie et d'annulation de cumulants qui apparaissent dans
les coecients du développement, proposés par Velasco
(1997), montrent que tous les moments considérés tendent
vers ceux de la loi gaussienne limite.
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Schéma de la preuve: L'hypothèse (A3) impliquant
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uniformément en k. Cette décroissance n'est pas su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aussi que, comme l'a remarqué von Sachs et contrairement
à ce qui est suggéré dans le théorème 6.2.2 de Priestley
(1981), cette vitesse en n
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ments de S
n
(sauf hypothèse plus forte sur , par exemple
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de la forme S
n
, Janas et Von Sachs calculent ses deux
premiers moments par développement d'Edgeworth de la
densité de probabilité des coecients de Fourier du signal
(fenêtré) linéaire X directement (sans passer par la dé-
composition de Bartlett), et ce en utilisant un résultat de
Götze et Hipp (1983) pour les mélange de variables faible-
ment dépendantes (mais sous des hypothèses plus restric-
tives que
P
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j <1, puisque le coecient de mélange y
est supposé décroître géométriquement). A l'inverse, cette
méthode ne mène pas à un principe de limite centrale, les
moments d'ordre supérieur à 3 semblant inaccessibles, vue
la complexité des développement d'Edgeworth dans le cas
dépendant.
4 Applications
4.1 Estimation spectrale non-paramétrique
robuste
Le périodogramme n'est pas un estimateur ponctuel
consistant de la densité spectrale, il le devient si on le
lisse par un noyau de convolution de largeur de bande h
n
,
avec des hypothèses adéquates sur h
n
et la régularité de
f . Cet estimateur à noyau présente le défaut de ne pas
être robuste à la contamination du signal par des sinu-
soïdes. C'est le problème considéré par von Sachs (1995) :
il propose de robustier l'estimateur à noyau en dénis-
sant implicitement l'estimateur ponctuel
^
f
n
(x) de densité
spectrale f(x) comme la racine de l'équation (adaptée ici
au périodogramme aggloméré) :
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de cet estimateur en présence de sinusoïdes et la normalité
asymptotique si la série est gaussienne. Supposons
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L'hypothèse (C2) assure la consistance de l'estimateur
robuste, et sa normalité asymptotique s'obtient grâce au
Théorème 2:
Proposition 1 Sous les hypothèses (A1-A4) et (C1-C3),
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4.2 Régression sur le log-périodogramme
La régression sur le log-périodogramme a été abordée
par de nombreux auteurs comme une alternative aux mé-
thodes de moments ou de maximum de vraisemblance
pour l'estimation de paramètres (voir Bloomeld 1973,
Taniguchi 1979, 1991,et plus récemment Robinson 1994).
On suppose que la densité spectrale f de X appartienne à
un ensemble paramétrique P := ff

; f

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En utilisant le Théorème 2 et les propriétés asymp-
totiques des moindres carrés non-linéaires établies dans
Jennrich (1969), on prouve, sous des hypothèses techniques
supplémentaires (voir Fay et al. 1999) la consistance faible
de
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et la normalité asymptotique de
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On note que lorsque Z est gaussien, l'estimateur de ré-
gression aux moindres carrés sur le log-périodogramme
est quasi-ecace, puisque m 
0
(m) tend vers 1 rapidement
avec m ( 
0
(1) = 
2
=6 ' 1:64; 2 
0
(2) ' 1:28; 8 
0
(8) '
1:06).
5 Conclusion
Les applications non-traitées ici sont nombreuses : esti-
mation de fonctionnelle non-linéaire de la densité spec-
trale, estimation ponctuelle par approximation polyno-
miale locale, etc. De plus, une partie des résultats énon-
cés ici peut être étendue aux séries à dépendance longue
moyennant un fenêtrage des données (data tapper) pour
le traitement du reste de Bartlett. On prouve ainsi com-
plètement la normalité asymptotique de l'estimateur du
paramètre de longue mémoire d de Velasco, 1997. Des
théorèmes de limite centrale fonctionnelle (sur la fonc-
tion de répartition empirique du périodogramme i.i.d. par
exemple) sont en cours d'étude.
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