The Weather Research and Forecasting (WRF) model can be used to simulate atmospheric processes ranging from quasi-global to tens of m in scale. Here we employ large-eddy simulation (LES) using the WRF model, with the LES-domain nested within a mesoscale WRF model domain with grid spacing decreasing from 12.15 km (mesoscale) to 0.03 km (LES). We simulate real-world conditions in the convective planetary boundary layer over an area of complex terrain. The WRF-LES model results are evaluated against observations collected during the US Department of Energy-supported Columbia Basin Wind Energy Study. Comparison of the first-and second-order moments, turbulence spectrum, and probability density function of wind speed shows good agreement between the simulations and observations. One key result is to demonstrate that a systematic methodology needs to be applied to select the grid spacing and refinement ratio used between domains, to avoid having a grid resolution that falls in the grey zone and to minimize artefacts in the WRF-LES model solutions. Furthermore, the WRF-LES model variables show large variability in space and time caused by the complex topography in the LES domain. Analyses of WRF-LES model results show that the flow structures, such as roll vortices and convective cells, vary depending on both the location and time of day as well as the distance from the inflow boundaries.
Introduction
Numerical models that explicitly represent a wide range of spatial scales are useful tools that can improve our understanding of important physical processes that occur within the planetary boundary layer (PBL). In the convective PBL, the mixing of momentum, heat, and moisture is associated with turbulent structures that scale with the PBL depth (e.g., Stull 1988 ). The quality of results from numerical models depends on the model representation of the large PBL-scale eddies and the treatment of subgrid-scale (SGS) processes in the model, as well as the accuracy of the lateral boundary forcing used to drive the simulations. Multiple nests with ever-finer horizontal grid spacing can be used to resolve turbulent scales and to include the effect of mesoscale flows on the innermost microscale domain. Therefore, the model solution on the microscale domain [in large-eddy simulation (LES)] also depends on the selection of the horizontal grid spacing and refinement ratio applied between the multiple domains.
LES is a powerful tool that provides insights into turbulent processes over a range of stability in areas of both complex and flat terrain. Most LES studies reported to date have been performed for idealized cases that assume horizontal homogeneity and periodic boundary conditions in the lateral directions, and are limited to a flat homogeneous surface, small symmetric hills, and uneven patches to mimic different surfaces. With the idealized LES set-up, simulations typically use three distinct PBL stability conditions-convective (e.g., Moeng 1984; Mason 1989; Moeng and Sullivan 1994) , stable (e.g., Moeng and Sullivan 1994; Kosović and Curry 2000; Beare et al. 2006) , and neutral (e.g., Porté-Agel et al. 2000; BouZeid et al. 2004; Chow et al. 2005) . In addition to the use of LES to investigate atmospheric processes, highly resolved LES has also been employed in wind-energy applications for investigating the generation of power and wakes in wind farms (Calaf et al. 2010; Porté-Agel et al. 2011; Churchfield et al. 2012; Aitken et al. 2014; Mirocha et al. 2014a) , and for assessing wind-turbine performance (Rai et al. 2016 ) under neutral PBL conditions. In recent years, the Weather Research and Forecasting (WRF) model framework (Skamarock et al. 2008 ) has been used, initially developed for forecasting of mesoscale weather features, for idealized LES applications. As with other LES codes, the WRF-LES model has been used to study the behaviour of the PBL under different stability conditions and to implement and develop new turbulence parametrizations (Noh et al. 2003) . These efforts have included idealized LES in the study of turbulence in a case with two-way nesting (Moeng et al. 2007) , and implementation of a non-linear SGS model (Mirocha et al. 2010) .
Application of LES to real-world cases requires time-varying boundary conditions, an approach that generally uses multiple nested domains that downsize the grid spacing from mesoscale (∼km) to microscale (∼m). For one real case, Talbot et al. (2012) used multiple nested domains (three WRF model mesoscale and three LES mode) using grid spacings as fine as 50 m. Similarly, Liu et al. (2011) used a multiple nesting approach in WRF real-time four-dimensional data assimilation LES to nest down from 30 km to ≈100 m grid spacing for wind-energy applications. The innermost LES domain of these two real case studies is defined to have relatively flat terrain. Similarly, these studies do not discuss the methodology used to select appropriate boundary condition in the LES domain nor do they provide a detailed evaluation of the resolved turbulence.
Downscaling of mesoscale simulations to LES scales is made more difficult because of the so-called 'grey zone' (Wyngaard 2004) , which relates to the region where turbulent eddies are simultaneously poorly resolved and where the grid spacing is too fine for standard turbulence parametrizations. In this region, the WRF model may be unable to average over sufficient energy-containing eddies, upon which the PBL parametrization in the WRF model is based. On the other hand, the grid spacing for the LES is relatively large, such that modelled SGS terms do not account for the modelled energy correctly. Zhou et al. (2014) investigated the grey zone by performing simulations with varying grid spacing (from mesoscale to LES scale) for convective boundary-layer (CBL) cases and pointed out the physical and dynamical problem of the grey zone. Ching et al. (2014) also analyzed high-resolution mesoscale simulations of the CBL and argued that the emerging convective structures found in mesoscale simulations with grid spacing in the grey zone are numerical artefacts. They explored modifications to a PBL parametrization that suppresses the development of such artefacts while more accurately representing turbulent fluxes. In addition to issues related to the grey zone, the development of turbulence near the edge of the LES domain is another area of difficulty, depending on a number of factors, including the atmospheric stability and the complexity of the terrain. Mirocha et al. (2014b) introduced a perturbation method that was improved and generalized by Muñoz-Esparza et al. (2014) .
Our study employs the state-of-the-art WRF model framework to simulate conditions for a real convective case in an area of complex terrain. Multiple nests of WRF model domains are employed for downscaling the grid spacing from the outermost mesoscale domain (horizontal grid spacing of 12.15 km) to the finest LES domain (horizontal grid spacing 30 m). The study explores the effect of horizontal grid spacing on the solution of mesoscale models by maintaining the domain size constant and varying the grid spacing between 2.7 and 0.8 km. We apply LES to a region of complex terrain that includes the Columbia Basin Wind Energy Study (CBWES) field site (Berg et al. 2012 ) and the simulation results are compared to observations from the field study. The results are evaluated with observations in terms of first-and second-order statistical moments, and there is good agreement between the LES and observations. Similarly, we briefly analyze the different flow structures associated with atmospheric stability, terrain features, and computational domain size. In the subsequent discussion, Sect. 2 presents the method used to generate the variables both for WRF-mesoscale and WRF-LES model domains. A method for selection of the appropriate spatial grid spacing in the mesoscale domain that provides forcing to the LES domain is presented in Sect. 3. The LES results are analyzed in Sect. 4 and the WRF-LES model is shown to accurately simulate the mean velocity and variance of the velocity fluctuations as well as underlying distributions and turbulent spectra.
Methods
This section describes the configuration of WRF model version 3.6.1 used herein, and provides a brief overview of the observations used to evaluate the simulation. A total of six WRF model domains are used-three mesoscale and three LES.
WRF Model Simulation in Mesoscale Mode
The mesoscale domains were used to provide time-varying boundary conditions to the LES domains. The three outer mesoscale domains (i.e., D01, D02, and D03) are centred at 45.9551 • N and −118.6877 • W (Fig. 1a) , which is also the location of the tower used during CBWES (Berg et al. 2012) . The outermost domain, D01, encompasses an area of approximately 2000 × 2000 km 2 and uses a horizontal grid spacing of 12.15 km. The inner domains, D02 and D03, decrease the horizontal grid spacing by factors of three and consist of an equal number of grid points as that of domain D01 (i.e., 166) . In the present study, any mesoscale domain with a horizontal grid spacing smaller than 1.2 km produced an artefact in the WRF-mesoscale model solution. A detailed analysis of the methods used to select the horizontal grid spacing in the three mesoscale domains is discussed below. All WRF model domains consist of equal numbers of vertical levels; the vertical grid spacing increases with altitude, but the grid is configured such that the aspect ratio is approximately unity within the boundary layer. The detailed procedure used to assign the number of vertical layers is discussed below. Two PBL schemes have been applied in the mesoscale simulations-the local 1.5-order closure turbulent kinetic energy (TKE)-based MYNN2 scheme (Nakanishi and Niino 2006) and the non-local first-order closure YSU scheme (Hong et al. 2006 ). These two schemes represent common parametrization approaches. The YSU scheme is non-local and parametrizes profiles of mixing within the PBL based on bulk PBL characteristics, while the MYNN scheme is local and bases mixing on prognostic subgrid TKE. Similarly, two surface-layer schemes, MYNN and MM5 Monin-Obukhov, are used herein. As applied in the WRF model, the YSU scheme uses the latter surface-layer scheme, whereas the MYNN scheme uses either surface-layer scheme. The initial and boundary conditions for the mesoscale domains were derived from the North American Regional Reanalysis (Mesinger et al. 2006) that is available at a 3-h interval and uses a 32-km horizontal grid spacing. Additional details in regard to the model configuration and physics packages used in the mesoscale simulation are presented in Table 1 . For the sake of brevity, the mesoscale simulations completed using the WRF model platform are henceforth termed 'WRF-Meso' simulations.
WRF Model Simulation in LES Mode
The three microscale domains shown in Fig. 1b are nested inside the innermost WRF-Meso domain D03 so that all six domains share a common centre point, i.e., the location of the CBWES site. The ratio of the grid refinement between the WRF-Meso domain D03 and microscale domain D04 is 5, whereas the grid-refinement ratio between any two consecutive WRF-Meso or microscale model domains is 3. For the sake of brevity, the microscale simulations in the WRF model framework are henceforth termed WRF-LES simulations. The reason for applying a large grid refinement (i.e., 5) between the domains is to downsize the horizontal grid spacing as rapidly as possible so as to minimize the number of domains within the grey zone. The horizontal grid spacings used for the domains D04, D05, and D06 are 270, 90, and 30 m, respectively. Other combinations of grid refinement could also be used to produce highly resolved grid spacings in the WRF-LES model domain. However, users should consider a number of different factors when selecting the grid spacing, including: the limitation of vertical grid spacing near the surface, the targeted aspect ratio between horizontal and vertical grid spacing, the grey zone, and computational resources. The boundary-layer depth simulated in preliminary WRF-Meso model runs was used for assigning the vertical grid spacing applied in the WRF-LES model. Our preference is to maintain fine vertical grid spacing within the PBL, to capture as wide a range of motions as possible over the depth of the boundary layer. It is also optimal to use an aspect ratio ≤1 in the innermost WRF-LES model domain. This provision requires that the coarsest vertical grid spacing be comparable to the horizontal grid spacing within the PBL. In this case, the minimum vertical grid spacing near the surface was ≈16 m and the horizontal grid spacing in the innermost LES domain was 30 m; a uniform vertical grid (≈16 m) is applied within approximately 300 m of the surface. The grid was then stretched, ranging from approximately 16 to 30 m below an altitude of 2 km. Above 2 km the vertical grid spacing increases from approximately 30 m to 0.95 km at the model top. The WRF-LES model domain employs the same number of grid points and vertical levels as the mesoscale model ( Table 2 ).The relevant physics schemes and sub-models, such as the surface-layer scheme and the landsurface model, were the same in the two domain types. High-resolution (31-m grid spacing) topographic data were used on the LES domains, while 1-km data were used in the innermost WRF-Meso model domain. However, the land-cover data used for WRF-LES model domains were derived from the same 30-arcsec data used in the WRF-Meso model simulation.
The YSU and MYNN PBL parametrization schemes were used to model the turbulence in the grid column of the mesoscale simulation. These parametrizations were not used in the WRF-LES model simulations, which employ a 3-D turbulence model to parametrize the SGS turbulence. We used the TKE 1.5-order closure model for modelling SGS motions, which, in addition to the length scale and model coefficient, also computes the SGS TKE as a prognostic variable to predict the eddy viscosity (Lilly 1967) . Previously, a perturbation method has been applied (Muñoz-Esparza et al. 2014) to expedite the turbulence generation and may further reduce the influence of the inflow boundary in the simulation. However, the results from our simulations showed that turbulence develops rapidly within the innermost LES domain during the afternoon, which may be due to the complex terrain with variable land cover used within that domain. Therefore, perturbation methods were not used herein, though they should be part of a robust, general downscaling framework.
Simulations on all six domains were run concurrently (online) using one-way nesting between the mesoscale and LES domains, in constrast to Talbot et al. (2012) , who used an offline nesting simulation approach. In both online and offline one-way nesting, the parent domain does not use any information from nested domain and the two approaches may produce similar results. However, the online one-way nesting approach is essentially faster than the offline method because all domains run concurrently. The WRF-Meso model simulation was performed for 27 h, beginning from 0000 UTC [0600 Pacific Standard Time (PST)] on 10 May 2011. The WRF-LES model simulation began 15 h into the run to allow for spin-up of the WRF-Meso model simulation. The results from WRF-LES model domains D04, D05, and D06 were saved every 4, 3, and 2 s, respectively, whereas the results from WRF-Meso model domain were only saved every 30 min. Thus, the simulations provide 12 h of results for all six domains during typical cloud-free unstable daytime conditions.
Observations
Data used to evaluate the WRF-LES model results were collected as part of CBWES. In situ measurements of wind speed, wind direction, and turbulence were made using three tower-mounted sonic anemometers (Applied Technologies, Inc., SATI/3K) at two heights (one at 30 m, two at 60 m) above the surface. The sonics were deployed using three booms 3.5 m in length attached to an existing open-lattice tower. Orthogonal wind components and virtual temperature data were available from the sonic anemometers with the sampling frequency of 10 Hz. The details of observations are described by Berg et al. (2012) . The second set of data includes the composite vertical wind profile constructed from a Vaisala Inc., 915 mHz radar wind profiler (provided by the US Department of Energy Atmospheric Radiation Measurement Facility), a Scintec MFAS Doppler sodar, and propeller and vane anemometers mounted on the tower maintained by the Bonneville Power Administration. Data from all devices were combined into the single best estimate of the wind profile as described in Berg et al. (2012) . The same dataset was used by Yang et al. (2013) to evaluate a suite of WRF-Meso model simulations.
Selection of Spatial Resolution
Before presenting the WRF-LES model results and their comparison with the CBWES data, we discuss the horizontal grid spacing used in the WRF-Meso model runs and its impact on the model solution. This approach of investigating the effects of horizontal grid spacing on the simulation results is intended to provide a better estimate of the boundary forcing for the WRF-LES model, while limiting the impact of issues related to the grey zone.
The WRF-Meso model domains provide the boundary forcing to the outermost WRF-LES model domain; therefore, the accuracy of WRF-LES model results depends, at least in part, on the accuracy of the forcing obtained from the WRF-Meso model simulation. We investigate the impact of spatial resolution on the WRF-Meso model simulation results by comparing a number of WRF-Meso model simulations that use varying horizontal grid spacing (i.e., cases W1-W9 presented in Table 3 ). Similar simulations were performed by Zhou et al. (2014) for studying the grey zone and its impact on their simulations, but they maintained a constant number of grid points and varied the grid spacing for a single domain. Here, all cases have similar domain size-approximately the size of domains portrayed in Fig. 1a , and in each configuration, the same physics and dynamics options as well as the same boundary and initial conditions are applied. However, the horizontal grid spacing and number of grid points are different in each case. For example, the grid spacing in both x and y directions in domain D03 varies from 2.7 km in the first case to 0.8 km in the ninth case, and the grid refinement between each of the three domains was kept at 3. In order to study the effect of spatial resolution on the WRF-Meso model results, conditions at the boundary of an imaginary WRF-LES model are considered (Fig. 2) . This pseudo-domain D04F occupies an area equivalent to the WRF-LES model domain D04. The solid dots in the western face (i.e., 01, 02, and 03), southern face (i.e., 11, 12, and 13), and centre (i.e., 07) of the rectangular boundary line represent the locations from which vertical profiles of wind speed and temperature are saved at every timestep for subsequent analysis. The solid dots in the western and southern boundary faces are approximately 13 km apart. Using the simulated data from the centre of domain D03, the time series of the resultant velocity (i.e., √ u 2 + v 2 + w 2 ) have been constructed at a height 90 m above the surface using the results of both PBL parametrization schemes-MYNN (Fig. 3a) and YSU (Fig. 3b) . The results obtained from the WRF-Meso model using the MYNN PBL parametrization scheme shows that the simulated wind speed becomes oscillatory during the afternoon for all horizontal grid spacing <1.2 km. Similarly, the results from the WRF-Meso model using the YSU PBL scheme also show deviations of the wind speed for all grid spacings <1.2 kmnoting that the changes are more gradual but not oscillatory as seen in the MYNN PBL scheme. This suggests that, for both PBL schemes employed, when specifying spatial resolution in the mesoscale domain, the horizontal grid spacing should not be <1.2 km to avoid generating numerical artefacts in the model solution. Note that the surface-layer representation used in the MYNN PBL and YSU PBL schemes in WRF-Meso model simulations are MYNN and MM5 Monin-Obukhov, respectively. To further investigate the sensitivity of the surfacelayer scheme on the WRF-Meso model results, additional simulations for 0.8-and 2.7-km grid spacing (subscript with s in Fig. 3a) with the MYNN PBL parametrization were run using the MM5 M-O surface-layer scheme. The result with the MM5 M-O surface-layer scheme shows similar oscillations to the cases run with the MYNN surface-layer scheme. In addition, time series from seven different locations (Fig. 3c ) of the fictitious domain D04F also produce similar behaviour during the afternoon when the boundary-layer depth increases. At coarser resolution, the results are similar for both PBL schemes. A more detailed study is required to determine the exact causes of the oscillations that occur in the simulations with the spatial resolution <1.2 km (on the order of the boundary-layer depth) during the afternoon. One potential cause of such an oscillation may be related to numerical artefacts The white line is used to demarcate the high-variance zone from the low-variance zone associated with grid spacing within the grey zone. Alternatively, the oscillatory behaviour may result from unrealistic structures in the simulated flow. For example, Ching et al. (2014) found that convectively-induced secondary circulations, such as rolls found in the mesoscale simulation, depend on grid spacing and PBL schemes. Although our simulations are better behaved in the morning (local time) with no oscillations, there is still a large amount of variability even among those with the coarser grid spacing. Only two cases with coarser grid spacing (i.e., 2.7 and 2.4 km) showed similar behaviour over the entire simulation period. The results of WRF-Meso model simulations with varying spatial resolutions suggest that a careful selection of the horizontal grid spacing must be considered in order to provide the best possible boundary forcing to the LES domain.
The effect of horizontal spatial resolution on the model solution was also examined in terms of the atmospheric stability using the profiles from six locations lying along the western face (i.e., 01, 02, and 03) and southern face (i.e., 11, 12, and 13) of the imaginary boundary (Fig. 2) . At each location, the bulk Richardson number (Ri B ) was calculated over 30-min intervals for grid spacings ranging from 2.7 to 1.8 km. To calculate Ri B , the variables (wind speed, temperature) from the first three model layers (≈8, 24, and 40 m) above the surface were used, with gradients calculated using the variables from 8 and 40 m; the mean temperature was taken from a middle location. The results from finer resolution simulations (grid spacing <1.8 km) were not used when calculating Ri B to avoid an erroneous solution due to the oscillations in the wind speed. However, the wind-speed variance was calculated using 30-min data at ≈90 m above the surface using the entire range of grid spacing (i.e., 0.8 to 2.7 km). For the simulation results obtained using the MYNN PBL scheme, Fig. 4 depicts the wind-speed variance for different stability conditions and horizontal grid spacing. The results show that the largest variances are found for horizontal grid spacing < 1.2 km over the entire range of Ri B shown. The white line corresponds to a 1.2-km grid spacing and also demarcates areas of high and low variance. The discontinuities of the variances found in the higher-resolution region can be attributed to the relatively small sample size, and a longer simulation would help fill these gaps. This suggests that the WRF-Meso model with finer grid spacing may produce unrealistic simulations regardless of the static stability. The critical grid spacing may depend on the topography and/or PBL depth. As suggested from this analysis, we applied the 1.35-km horizontal grid spacing in the innermost WRF-Meso model domain.
The WRF-Meso model simulations were also used to investigate the growth of the daytime boundary layer. The PBL depth at the centre of the domain D03 was calculated from the WRFMeso model simulations that used the MYNN scheme, and is shown in Fig. 5 for the cases W1 through W9. Similarly, the PBL depth has been estimated from sodar-returned signal data and from the radar wind profiler's signal-to-noise ratio (Fig. 5) ; the basic principles of both retrievals are discussed in Beyrich (1997) and Seibert et al. (2000) . There is generally good agreement in the simulated and observed PBL depths over the course of the simulation, with the maximum simulated PBL depth on the order of 1 km. The results also show that WRFMeso model simulations with grid spacing <1.2 km have systematically low boundary-layer depths during the afternoon. One explanation for the oscillatory behaviour observed in Fig. 3 for WRF-Meso model simulations with higher resolution may be related to the PBL depth. It is expected that the size of the convective eddies scale with the boundary-layer depth, which is ≈1 km in this case. Furthermore, the PBL parametrization applied in the WRF-Meso model simulation is based on the concept of ensemble averaging within the PBL parametrization, which requires at least several eddies to be present within the grid cell. In this case, when using horizontal grid spacing <1.2 km in the WRF-Meso model simulation, the concept of ensemble averaging may not be valid; at the same time, the WRF-Meso model simulation resolve some of the largest eddies, although the representation is expected to be quite poor. This explanation suggests one reason for the oscillatory behaviour seen in WRF-Meso model runs. Furthermore, this behaviour is most obvious when the boundary layer is relatively deep and wind speed is small. Similar results were found in Ching et al. (2014) and Zhou et al. (2014) .
Results and Discussion
Here, we present the analysis of the LES results and observations. In the first two subsections, comparisons of the simulated and measured variables including spectra and first-and second-order statistical moments are presented. A brief discussion of the spatial and temporal variabilities for the mean and variance quantities is also provided.
Instantaneous and Mean Quantities
The temporal snapshot of a variable, such as wind speed, at a given instant provides an interesting perspective of the simulated field at that time. Figure 6 shows wind velocity along the three vertical planes from LES domain D06 at 1300 PST for the three orthogonal wind components (u, v, w) In all three planar x y plots, turbulent structures can be observed throughout most of the domain. However, the nature of the turbulence structures differ, with those in the south-western corner being generally larger and more linear than those in the north-eastern corner. The predominant wind is southwesterly during this case study and the ridge lies approximately along the diagonal m − n direction, perpendicular to the mean flow. The region downstream from the ridge (i.e., northeastern region) has lower elevation than the upstream region. Because of this predominant flow direction and terrain elevation changes, the middle panel for c − c inflow planes (shown in the top row of Fig. 6 ) shows a wake region (velocity deficit) downstream from the ridge. Furthermore, the spatial structures of the wind components become finer in the wake region than in its surroundings. On the other hand, the vertical cross-section passing through m − n in the middle row shows more homogeneous structures throughout the plane, as the terrain elevation does not vary much along this transect and given the mean wind direction (across the ridge). Strong updraft and downdrafts associated with thermals can be seen in the right panel. Overall, the vertical wind component shows that the flow is highly convective. Visual inspection of the figure reveals that the most intense turbulence is found in the north-eastern region of the domain, which is characterized by low elevation compared to other areas of domain D06. A detailed discussion on the features of turbulence follows in sub-Sect. 4.2. The convergence statistics for the wind data (see "Online Resource") shows that their first-and second-order moments converge in 30 min. Therefore, the simulated and observed Fig. 7) , the time series of wind speed for 1000-1300 PST also shows differences compared to the results found using the MYNN surface-layer scheme. This indicates that the WRF-LES model result is sensitive to the surface-layer scheme, but that the application of either scheme does not lead to an improvement in the simulated wind speed. To evaluate the temporal variability in the simulated and observed wind speed, the error bars for the wind speed were derived from each 30-min data for a height of 30 m. It shows that the variability decreases in both simulated and observed wind speeds as time progresses. Similarly, error bars computed for a height of 60 m also show similar variability (not shown here). The vertical profile of wind speed and direction over different times (see "Online Resource") also reveal similar agreement between the simulated and observed data. In addition to the mean wind speed, the TKE (0.5 u i u i ) was calculated for the period of 1000-1600 PST (Fig. 7c ,d ) for the same height ranges used in the analysis of mean wind speed. The TKE from the WRF-LES model is derived using both the resolved wind field and SGS stress terms. The result shows that 0.5 u i u i between the simulated and measured values (Fig. 7c ,d ) scatters in the range of 2 m 2 s −2 over this time period at both heights (i.e., 30 and 60 m). Overall, the discrepancies seen between the observation and simulation may result from many factors, such as the numerical scheme, parametrization used, and boundary forcing. Note that the comparison made herein is for a single point, over a limited period of time. Additional investigation is needed to determine if the use of a specific PBL parametrization for the WRF-Meso model simulations leads to improved LES results.
Turbulence Characterization
LES can be used to simulate the motion of turbulent eddies within the boundary layer. The average TKE discussed earlier provides a snapshot of the amount of turbulence in the flow, but does not provide information about the temporal scales of turbulence. We employ the autospectral density function to the time series of wind speed to present the turbulence in the frequency domain. For the kth block of data, the autospectral density function of the quantity x is expressed as S k
, where X * is the complex conjugate of X , T is the time period for the k th block of the data, and f is the frequency in Hz. A multistep process was used to construct the autospectral density function as follows: seven separate 30-min time series (i.e., blocks of data), each separated by 15 min, were considered for a 2-h period ranging from 1200-1400 PST. This resulted in separate time series constructed from time periods 1200-1230, 1215-1245 and so on. The 15 min of overlap between the 30-min time series provided seven spectra to be averaged, and helped to remove noise from the spectra and obtain a smoother autospectral density function. 
1 Fig. 8 Autospectral density function for the three wind components a u, b v, and c w for the LES-generated wind field with three spatial resolutions and sonic measurement data. The autospectral density function is constructed from data for the time period of 1200-1400 PST from the WRF-LES model with 30-m spatial resolution began to roll off for frequencies >0.018 Hz, followed by frequencies that are nearly multiples of three for 90 and 270 m resolution cases (consistent with the changing grid spacing). Given the average wind speed of approximately 4 m s −1 during this period, and together with the effective resolution of the WRF model (i.e., up to 7 x) (Skamarock 2004) , the highest frequency range that the WRF-LES model is expected to capture is approximately 0.019 Hz for the 30-m spatial resolution and its multiple of three for simulations using 90-and 270-m resolution cases. The results demonstrate that the WRF-LES model has captured nearly the same amount of turbulence as the effective resolution of the model allows. Keeping in mind that the spectra from both WRF-LES model results are similar and the overall better prediction of TKE and mean wind speed by WRF-LES(MYNN) in this case study, the subsequent WRF-LES model results presented in discussions are from only the WRF-LES(MYNN) simulation. The development of turbulence in the simulation varies in both time and space, and depends on many factors, such as surface thermal forcing, terrain, boundary conditions, fetch distance, wind speeds, spin-up time. To illustrate the development of turbulence in the WRF-LES model domains, plots of the instantaneous vertical wind component at the 20th model layer (i.e., ≈300 m above surface) for three LES domains are presented in Fig. 9 . The five panels in the bottom row show the terrain elevation for the three WRF-LES model domains, D04, D05, and D06, and for the domains D04E1 (D04-Extended 1) and D04E2 (D04-Extended 2), which have the same grid spacing of domain D04 but with area extended to the southwest by 33% and by 66% to the western and southern sides of domain D04. Three reference locations are highlighted in the bottom left panel of Fig. 9 with letters W, C, and E that represent the western, central, and eastern locations from which the vertical profiles are extracted from the simulations for additional analysis. The centre location, C, corresponds to the location of the CBWES tower. Locations W and E are 660 m from the west and east of the boundary of domain D06. The panels in the top three rows of the three rightmost columns represent the planar view at three instantaneous times 1000 PST (first row), 1200 PST (second row), and 1400 PST (third row) for domains D04, D05, and D06. The results show that the flow structures vary in both space and time. The south-western region is occupied by long streak-like structures, whereas the north-eastern region is filled with smaller turbulent celllike structures. The streak-like structures appear as the roll vortices that are aligned in the direction of mean wind speed. During the late morning (from 1000 to 1200 PST), the wind speed is found to be moderate (≈7 m s −1 at 90 m above the surface) and there is also moderate heat flux (approximately 300 W m −2 ) from the surface. The combination of heat flux and wind shear favours the formation of convective rolls (Moeng and Sullivan 1994) in the southwestern region. The roll wavelength is found to be ≈3 km (≈ 3z i ) at 1200 PST, similar to the simulation of shear and convective turbulent flow by Moeng and Sullivan (1994) . Weckwerth et al. (1997) suggested that the roll wavelength changes with PBL depth and the surface heat flux. However, here the orientation of the roll changes with variations in the mean wind speed, but a similar roll wavelength is maintained over an extended time interval even after the flow becomes more convective. In addition to the change in the orientation of the rolls, the area occupied by the rolls also decreases (most evident in D04) as time progresses due to the decrease of wind speed throughout the afternoon, and that the sensible heat flux remain small. The number of rolls associated with the parent domain also wanes as the spatial resolution in the nested domain increases (e.g., in D06 from D05). As a result, the majority of the domain is occupied by small-scale structures that were only found in the north-eastern corner of the domain before 1200 PST. The value of −z i /L (L is the Obukhov length) is found to be approximately 2 (the median value for a period of 1300-1330 PST). This value is consistent for rolls with the range of −z i /L described by Deardorff (1972) , Grossman (1982) , and Sykes Fig. 9 Terrain elevation of LES domains D04, D04E1, D04E2, D05, and D06 (bottom row) and contours of vertical wind component at 20 th model layer (≈300 m above the surface) drawn for three instantaneous times 1000, 1200, and 1400 PST (top three rows). The domains D04E1 and D04E2 are the domains extended by 33 and 66% along the south and west directions of domain D04
and Henn (1989), but is slightly smaller than that found by LeMone (1973) . Weckwerth et al. (1997) found rolls for values of −z i /L as large as 57.
The structure of the roll vortices and the transition to cellular convection in the simulations may be affected by the proximity of the upwind edge of the domain. To investigate this impact, the LES domain D04 was extended along the south-west and has been named D04E1 and D04E2 (the extended length of the domain is shown by solid and dashed lines in Fig. 9 ). The domains D04E1 and D04E2 receive boundary forcing from the innermost WRF-Meso model domain D03, similar to the original domain D04. Snapshots from the extended domains are presented in the first and second column from the left. Compared with results from domain D04, the results from extended domain D04E1 and D04E2 at 1000 PST reveal no significant differences in the development of convection roll structures within domain D04 in either case. During this time, the wind speed in the south-western corner of the domain is higher and D04E2. However, at later times (1200 and 1400 PST), the flow structures in the part of domain D04 that is within domains D04E1 and D04E2 (shown by dashed lines in Fig. 9 ) changes gradually. By 1400 PST, the south-western region of domain D04 within D04E1 is mostly, and the area within D04E2 entirely, covered by open cells. As the day progresses, the flow loses its streak-like features and the domain is filled with small structures. This result reveals that the turbulent structures within the area of interest depends on the distance from the inflow boundaries. This also suggests that the roll structures that appear in the original domain D04 in the later times (i.e., 1200 and 1400 PST) may be attributed to numerical treatment rather than real physical process. However, an instantaneous snapshot shown here might not reveal all the details of the flow, and should be verified by observations. Nevertheless, the analysis has used data from the innermost LES domain D06, as the details of flow associated with D04 do not have a large impact on D06. A qualitative study of the results shown in Fig. 9 demonstrates that the amount of turbulence in the simulation varies both in space and time. For a quantitative study, the spectrum of turbulence from the three representative locations W, C, and E of domain D06 (shown in the bottom right panel of Fig. 9 ), for the two periods 1000-1200 and 1200-1400 PST, is examined. Figure 10 displays the spectra derived from the time series of three velocity components at the three locations for the two time periods. The left panel shows the spectra for locations W, C, and E derived from the u component of wind velocity for the time periods 1000-1200 PST (solid lines) and 1200-1400 PST (dashed lines). The results indicate that the magnitude of the turbulence at location W is less than that observed at other locations. For location W, the spectra begin to roll off at lower frequencies signifying less turbulence associated with small-scale features during the time 1000-1200 PST. However, for the same period, the turbulence in locations C and E is more intense and extends to smaller scales. Location W lies in the region where the flow structures are characterized by convective rolls during the period 1000-1200 PST (Fig. 9) . The distance between the roll structures is observed at a distance of ≈ 3z i , so any individual point in the model domain might not be within a roll vortex at any particular time. The distance of the W location from the boundary is 690 m and the simulated turbulence might still be increasing in intensity. Therefore the reduced turbulence seen at W location could be both-position of W relative to the rolls and distance from the boundary (spin-up issue of turbulence). As a result, it appears that only the lowest frequencies are captured near the inflow boundary. An examination of the instantaneous velocity variance (not shown) does show pockets of increased variance at discrete locations within the domain, and highlights the fact that rolls lead to increased heterogeneity in resolved turbulence. Later in the day, from 1200-1400 PST, turbulence at point W increases to match the conditions at locations C and E, consistent with the transition to cellular convection across the domain.
Spatial and Temporal Variability
In addition to spectra, probability density functions (p.d.f.s) can also be used to characterize turbulence variability. The p.d.f.s derived from the velocity time series at location C for different periods are shown in Fig. 11a-c . For each period, four individual p.d.f.s were constructed using 30 min of observed or simulated wind-speed fluctuations and then averaged together. The kurtosis (i.e., relative sharpness) shows that the distributions of all wind-speed fluctuations are non-Gaussian except for the time 1000-1200 PST for sonic data and for the time 1200-1400 PST for LES data. Similarly, the kurtosis, in general, decreases as time advances for both LES and sonic data. The larger kurtosis values indicate more fluctuations of the variable, indicating downdrafts and updrafts with higher vertical velocity in the given area. Furthermore, the p.d.f. becomes more symmetrical over the time from 1000 to 1600 PST Fig. 11 Probability density function (p.d.f.) constructed using time series for three periods a 1000-1200 PST, b 1200-1400 PST, and c 1400-1600 PST for simulated and observed wind-speed fluctuations at location c. Letters K and S denote the kurtosis and skewness. d Shows the averaged p.d.f. across the domain at four instantaneous times (in PST) derived from the wind-speed data from model levels [4] [5] [6] [7] [8] (see the skewness value in Fig. 11a-c) . The results show that there are smaller differences in the simulated and observed kurtosis and skewness over the latter two periods (i.e., 1200-1400 and 1400-1600 PST) than in the first time period (i.e., 1000-1200 PST), indicating similar statistics, such as mean and standard deviation between the simulated and observed datasets. The disparity in the early period can be viewed as the result of roll vortices that are prominent between 1000-1200 PST (Fig. 9) because their relative position can lead to large differences in the distribution of vertical velocity. In addition, there could be issues associated with the spin-up of the turbulence near the boundary of the LES domain. It should also be noted that the difference in the p.d.f.s for all time periods can also be attributed to potential issues with the numerical schemes and parametrization.
The p.d.f.s of both observed and simulated data reveal that there is great variability in the wind speed over 30-min intervals. However, the p.d.f. derived from the time series at a single point cannot represent the variability in space, particularly in a region of complex terrain. To examine the spatial variation of the fluctuating wind speed over the domain, the wind speed derived from all points in the model domain at a given model level for a given instant of time was used to construct an additional set of p.d.f.s. In Fig. 11d , p.d.f.s derived from five model layers (averaged over levels 4 through 8) at four instantaneous times are presented. To avoid effects at the boundary, 23 grid points inside each lateral domain boundary were excluded when the p.d.f. calculation was made. Model layer 5 corresponds to a height ≈90 m, which is an approximate height of the hub of a modern utility-scale wind turbine. The results show that the magnitude of fluctuations in the wind speed is reduced as time progresses. For the spatially-distributed mean wind speed, the p.d.f.s are skewed to negative values. This implies that the wind-speed fluctuations are not symmetrical, perhaps due to the complex terrain, numerical artefacts, and forcing function (wind shear and heat flux). The kurtosis of the distribution also changes with time, with the distribution becoming more peaked as time progresses. This change of the kurtosis value is associated with increased levels of turbulence with time, which may be due to the presence of the complex terrain and/or the changes of forcing (i.e., wind shear or buoyancy).
Conclusions
A WRF-LES model with 30-m grid spacing has been used to simulate several meteorological variables of importance to turbulent inflow applications in the convective PBL over an area of complex terrain (CBWES site). The aim of using 30-m grid spacing in the LES simulation is to resolve as many of the energy-containing eddies as possible leading to better estimates of the vertical transport of momentum, heat, and moisture within the boundary layer. The simulation results have been evaluated against observations and found in good agreement with regard to the first-and second-order moments as well as the turbulence spectra.
Realistic forcing has been applied at the boundary of the WRF-LES model using WRFMeso model simulations after a careful selection of grid spacing for use with the mesoscale simulations. For the PBL conditions on the selected day, the results show that using a grid spacing <1.2 km produces unrealistic oscillating mean wind speed in the mesoscale simulations when using the MYNN PBL scheme-likely associated with induced secondary circulations that were not well resolved in the mesoscale domain. In this case, the study suggests that the smallest grid spacing in the WRF-Meso model should be larger than the PBL depth, which allows for the averaging of eddies within the mesoscale grid cell. In addition, application of a relatively large grid ratio of 5 is used to help prevent the WRF-LES model domain from falling into the grey zone.
The WRF-LES model simulation has revealed the presence of streak-like flow structures (convective rolls), mostly in the late morning when wind speed and heat flux were moderate (7 m s −1 and 300 W m −2 ) in the south-western region of the domain. At the same time, convective cells were found across the ridge in the north-eastern region, which was characterized by lower elevation and low wind speeds. As afternoon progressed, the area occupied by the roll vortices decreased as the wind speed and surface heat flux decreased. It was also observed that the type of flow structures within a microscale domain (e.g., WRF-LES) depended on the distance from the mesoscale inflow boundaries, especially in the outermost domain starting from the late morning and through the afternoon. For example, increasing the microscale domain size reduced the area occupied by the rolls initially and increased the area of open cells. This suggested that the roll vortices could be a numerical artefact if distance from the inflow boundary is not sufficient. However, further experiments and verification using observations must be conducted before drawing firm conclusions. Overall, these results reveal that the turbulent transition from rolls to cells is influenced by the presence of the complex terrain and the forcing (such as wind speed and heat flux) as well as the computational domain size. However, the development of turbulence could be different over areas with different topography (including flat terrain) and/or for other stability conditions, such as the stable PBL.
Analysis of the spatial variability of meteorological variables in regions of complex terrain is useful for understanding the important processes within the PBL. The p.d.f.s of LES and sonic data show the variability in both time and space (e.g., a decrease of kurtosis with time). The resolved fields, such as those analyzed here, can be employed to improve our understanding of boundary-layer processes and to improve the parametrization of boundarylayer turbulence and surface exchange in mesoscale modelling. In addition to improving regional scale simulations, realistic LES results are useful in e.g., wind-energy applications, atmospheric transport and dispersion, wildfire-spread modelling.
