The Stratton-Chu integral representation of electromagnetic fields is used to study the spatio-temporal properties of large bandwidth laser pulses focused by high numerical aperture mirrors. We review the formal aspects of the derivation of diffraction integrals from the Stratton-Chu representation and discuss the use of the Hadamard finite part in the derivation of the physical optics approximation. By analyzing the formulation we show that, for the specific case of a parabolic mirror, the integrands involved in the description of the reflected field near the focal spot do not possess the strong oscillations characteristic of diffraction integrals. Consequently, the integrals can be evaluated with simple and efficient quadrature methods rather than with specialized, more costly approaches. We report on the development of an efficiently parallelized algorithm that evaluates the Stratton-Chu diffraction integrals for incident fields of arbitrary temporal and spatial dependence. We use our method to show that the reflection of a linearly polarized Gaussian beam of femtosecond duration off a high numerical aperture parabolic mirror induces ellipticity in the dominant field components and generates strong longitudinal components. We also estimate the intensities that may be reached at the future high-power laser facility APOLLON.
Introduction
Recent proposals for high-power laser infrastructures such as ELI and APOLLON [1, 2] have opened the possibility of an experimental detection of strong-field quantum electrodynamics (SF-QED) effects including vacuum polarization, Breit-Wheeler pair production, nonlinear Compton scattering and Schwinger pair production [3] [4] [5] [6] [7] . The high intensities required to observe these effects can be approached by using a temporally compressed high-power laser in conjunction with a tight focusing scheme [8, 9] .
In the tight focusing regime, the spatial extension of the field is on the same order of magnitude as its wavelength and, as a consequence paraxial fields fail to properly model the spatio-temporal properties of the field at the focal spot [10, 11] . These approaches generally consider an expansion valid only for small diffraction angles 1, where = λ/πw 0 in the ratio of the wavelength of the beam λ to its transverse width w 0 . Tightly focused beams are characterized by 1 and, in addition, any realistic analysis in this regime must retain the vector nature of the fields. Moreover, to properly represent the experimental reality, the effect of the reflection on the mirror should be considered, requiring a formulation that properly accounts for the boundary conditions on the reflecting surface.
Email addresses: joey.dumont@gmail.com (J. Dumont), steve.maclean@uwaterloo.ca (S. MacLean) Methods that consider the vector character of the fields have been used before, starting with Ignatowski's study of Maxwell's equations in parabolic cylindrical coordinates [12, 13] . Later, Kottler [14, 15] formulated the reflection problem as an integral equation using Green's function techniques. Stratton and Chu [16] then generalized Kottler's result and streamlined its derivation. Richards and Wolf [17, 18] constructed a different integral technique based on energy conservation and the far-field approximation. The Stratton-Chu and Richards-Wolf methods have been used to study tight focusing geometries in multiple recent publications [19] [20] [21] [22] [23] [24] [25] [26] . Almost all of these articles have considered simplifications such as monochromatic light or plane wave incidence, or both, even though they are not inherent to the Stratton-Chu and Richards-Wolf methods.
Other studies have used a completely different approach and solved Maxwell's equations with specific source geometries (e.g. complex source beams) [27, 28] or given four-potential A µ [29] in order to model the tight focusing regime. These analytical results are extremely useful in that they provide closed-form approximations to tightly focused fields. However, they fail to capture the details of the electromagnetic fields generated by the reflection off a given mirror geometry, as we will show.
In this article, we report on a numerical implementation of the Stratton-Chu diffraction integrals that allows to fully model the reflection of temporally short fields off high numerical aperture optical systems. We review the derivation of the Stratton-Chu equations, noting that the only approximation used to model the reflection problem is the physical optics approximation. This approximation does not require any assumption on the spatial or temporal dependence of the incident field and is valid for almost any mirror shape. This allows us to model the reflection of an experimentally realistic beam profile with a broadband spectrum characteristic of the short pulses produced in high-power laser systems [2] .
By construction, the integral representation decouples the regions in which the field is computed from the region on which we perform the quadratures. To compute the field in the vicinity of the focal spot of a given mirror, it is therefore not necessary to model the propagation of the field at every point between the mirror and the observation point. This confers a distinct numerical advantage to the integral method compared to the finite-difference time-domain (FDTD), finite-difference frequency-domain (FDFD) and even traditional finite element methods (FEM). These latter methods typically discretize the whole region of space that contains the mirror and the focal spot. This is especially taxing in the tight focusing regime where the focal spot must be discretized with sub-λ resolution, while the mirror is several orders of magnitude larger than λ. Indeed, for laser beams in the optical region of the spectrum λ ∼ 1 µm and the mirror has an aperture in the centimeter range. This results in a spatial mesh so fine that it would require unmanageable amounts of memory to accommodate, even on a modern supercomputer. A rather crude estimate using a Yee lattice yields a memory requirement approaching the exabyte (10 6 terabytes). This can be mitigated in FEM techniques by using variable mesh sizes, but this does not remove the inherent issue that the whole space must be discretized. Moreover, the FDTD, FDFD and FEM techniques must use an artificial boundary, such as perfectly matched layers [30] , to account for the free-space propagation after the reflection on the mirror without meshing the whole space.
Despite its advantages, the versatility of the integral method comes at a cost. By simply estimating the number of floating point operations needed to evaluate the reflected field of a broadband pulse incident in a mirror, we can estimate a runtime of several weeks if run on a single modern CPU core. Furthermore, even though the memory requirements are lessened compared to standard methods, they can still be prohibitive. Fortunately, the integrals can be evaluated in parallel very efficiently. This allows for a manageable runtime, ranging from a few hours to a few days depending on the parameters of the incident beam, and greatly diminishes the memory required of each CPU core.
The accurate characterization of electromagnetic fields in the strong focusing regime is essential in the context of the experimental observation of SF-QED effects. While most studies use simple models, such as plane or paraxial waves, to describe the laser field while computing SF-QED observables, recent studies have shown that the spatial dependence of the field can alter the observables related to pair production [3, 31, 32] , vacuum wave mixing [7, 33] and nonlinear Compton scattering [34] in a nontrivial way. These fields have also found use in practical applications, such as direct electron acceleration [35] [36] [37] , microscopy [20, 38] and plasma physics modeling [39] .
The article is structured as follows. Section 2 contains a detailed review of the Stratton-Chu representation and their reduction to a set of diffraction integrals. The physical optics approximation is introduced and shown to arise from the first term in the Liouville-Neumann expansion. Section 3 discusses practical details of the implementation, such as the spatial and temporal discretization schemes used, and describes the efficient parallelization of the algorithm with the domain decomposition method. It also shows that, for a parabolic mirror, the integrands of the Stratton-Chu equations do not possess the strong oscillations typical of diffraction integrals, thus simplifying their evaluation. Section 4 validates the numerical implementation and analyzes the fields computed via the StrattonChu equations and shows that the geometry of the reflecting surface should be taken into account. Our results show that the planned APOLLON facility could reach the record intensity of 10 25 W/cm 2 . We conclude in Section 5.
Stratton-Chu diffraction
This section sets up the theoretical apparatus that will be used to model the reflection of short optical laser pulses off high numerical aperture (strongly focusing) mirrors. Starting from Sancer's form of the Stratton-Chu integral representation [40] , we derive a set of hypersingular integral equations that describe the fictitious currents impressed on the mirror by the incident field. We show that the hypersingularity can be attributed to the openness of the mathematical surface that represents the mirrors as it reduces to a singular integral in the case of a closed surface. Then, using the fact that the resulting integral operator is compact, we conclude that the physical optics approximation is recovered in the first term of the Liouville-Neumann expansion. Throughout this section, we use Lorentz-Heaviside units in addition to setting the speed of light to unity, i.e. c = 1.
The Stratton-Chu representation has been derived using a variety of techniques [15, 16, 41, 42] , but perhaps the most elegant derivation comes from Sancer [40] . For the purposes of this work, it suffices to say that the derivation is based on the application of several vector and tensor calculus identities and the dyadic-vector version of Green's theorem [43] on Maxwell's equations. The geometry of the problem is defined as follows. Sources of electric and magnetic currents, whose support are V e and V m , are supposed to exist in free space, represented by V ∞ (Fig. 1) . Mathematically speaking, both V e and V m are subsets of V ∞ and can overlap, and V ∞ = R 3 \V s is all of free space save from the volume occupied by the scatterer. Applying the relevant theorems in this particular geometry yields a Figure 1 : Scattering system used in the derivation of the Stratton-Chu representation. V e and V m are the support of the electric and magnetic sources, respectively, while V s is the scattering object. The volume V ∞ is a sphere whose radius eventually goes to infinity and contains V e and V m , but not V s .
representation in terms of integrals over the surface of the scatterer S = ∂V s . The representation is valid for surfaces of arbitrary shape, including open surfaces. The material properties of the scatterer are taken into account by enforcing proper boundary conditions. The representation, for a monochromatic field, reads [40] 
valid ∀r ∈ V ∞ . In these equations, {E inc , B inc } are the incident fields and are assumed to arise from the sources and currents in V e and V m , respectively. We thus only require that the incident fields are solutions of Maxwell's equations. The primed coordinates represent any point in V ∞ , while the unprimed coordinates represent a point in V s , and are integrated over. {E , B } thus represent the field at any given point in V ∞ , while {E, B} denote the field on the surface S. The notation E [E] is short for E(r , k) [E(r, k)] where k = 2π/λ is the wavenumber of the laser pulse. g is the scalar Green's function
It is the only factor in Eqn.
(1) that depends on both the integration variables r and the observation variables r .
Equations (1) is an integral representation that expresses the field at any point in V ∞ as integrals of the (yet unknown) fields {E, B} over the surface of the scatterer. To find the value of the fields on the scatterer, we take the limit r → S. This results in an integral equation on S, which can be solved iteratively. However, care must be taken in the evaluation of this limit as g has a simple pole at r = r , i.e. on the surface of the mirror. This singularity is dealt with analytically by deforming the surface at r = r to a hemispherical surface with vanishing radius R. Let this contour be S . The surface integrals can now be written as
where {·} represents any function. Evaluating this limit for each term separately yields (the details of the computation are left for Appendix A): 
for r ∈ S. Note that there are no more primed coordinates, as the integral equations (5) are valid only for points on the surface of the mirror. Although it may seem surprising for the physical electromagnetic fields to be represented by hypersingular integrals, the singularity is actually caused by the physical discontinuity in the reflecting surface. The hypersingularity in Eqn. 
Were we to take the limit r → S as before, we would see that the hypersingularity is still present, but is contained in the line integral, which vanishes for closed surfaces [40] , thus removing the hypersingularity. Let us now go back to Eqn. (5) n × E = 0;n × B = J .
Extracting the tangential components of Eqn. (5) and imposing these conditions yields
where J inc =n × B inc . Both equations can be solved for the current J induced by the incident field {E inc , B inc }.
Since it can be shown that the integral operator in the magnetic field integral equation (8b) is compact, we can use the Liouville-Neumann series to solve the integral equation iteratively [46, §6.16] . The first term of the series yields the usual physical optics approximation (POA)
which coincides with the result for a plane, infinite mirror [47, §12.2] . The integral in Eqn. (8b) can thus be interpreted as a curvature effect. Indeed, each term in the iterative solution can be shown to get gradually smaller in magnitude if the radius of curvature is larger than the wavelength of the incident radiation [47, 48] . The POA has been used successfully in many studies [49, 50] . Substituting the POA [Eqn. (9) ] and the boundary conditions [Eqn. (7)] in Eqns. (1), we can express the reflected field
Even though Eqns. (10) are valid expressions for the reflected field, the double gradient term tends to strongly oscillate in applications and therefore make its numerical evaluation difficult. We sidestep this issue by once again applying Stokes' theorem on the double gradient term, which leads to
The double gradient term has been replaced by two terms: a surface term with a single gradient and an additional line integral term which also contains a single gradient. The single gradient results in a 1/R behavior of the integrands, compared to the 1/R 2 of the double gradient. This weakens the oscillations of the integrands.
Equations (11) describe a spectral component of frequency k of the reflected field at a given position r as an integral of the incident field on the surface of the mirror. The remainder of this paper will be devoted to their efficient numerical evaluation for arbitrary incident fields {E inc , B inc } with complex time-dependence and for arbitrary mirror geometries S.
Practical Implementation
This section discusses the numerical evaluation of the integrals in Eqn. (11) in some detail. First, we discuss the projection of the incident field on the mirror and introduce the cylindrical coordinate system used throughout the article. Second, we discuss the scale separation that the integral method exhibits, and the domain decomposition strategy that it allows. We also discuss the spatial and temporal discretization schemes used in the numerical implementation. Third, we show that for a specific mirror geometry, the paraboloid mirror, the integrands do not exhibit the strong oscillations typical of diffraction integrals, allowing the use of simple quadrature methods.
Incident Field Models
The first step in computing the reflected field in the focal region is to specify the incident field {E inc , B inc }, i.e. the field that impinges on the mirror S. Since the Stratton-Chu formalism does not restrict it in any way, it would in principle be possible to measure the amplitude and phase of each frequency component of the electromagnetic field on the surface of the mirror and use it as an input parameter of Eqn. (11) . However, obtaining a complete cartography of the incident field is experimentally very challenging, and it will be more useful to opt for a different approach.
To determine the value of the field on the mirror, we use analytical solutions of the paraxial wave equation as an expansion basis to describe the incident field. The use of the paraxial approximation is justified in the description of the incident beam as it incurs an error on the order of the divergence angle, i.e. O( ). For a highly collimated laser beam, we have 1. Moreover, since the Stratton-Chu equations are linear, the error in the reflected field will also be O( ). The use of these closed-form expressions allows us to easily and quickly evaluate the integrands of Eqns. (11) regardless of the discretization procedure used on the mirror. However, this approach neglects the diffraction of the incident field by the aperture of the mirror. This is justified as the aperture size, r max , is orders of magnitude larger than the wavelength of the incident beam, i.e. r max λ in typical optical experiments. The field models used in this article are shown in Appendix B.
Since we will consider mostly axisymmetric mirror shapes, such as paraboloid mirrors, we use a cylindrical coordinate system (Fig. 2) . The incident field is assumed to be propagating in the −z direction towards the mirror. For simplicity, and without loss of generality, we assume that the mirror is described by the explicit parametrization z = F (r, θ). Explicit expressions of Eqn. (11) in these conditions are shown in Appendix C.
Temporal Discretization
In deriving Eqn. (11), we have implicitly assumed that the incident field had been Fourier-transformed, i.e.
where k = ω is the wavenumber of the radiation. In the numerical implementation the discrete version of the transform is used, i.e.
where F n is the nth frequency sample, or component, k n the sampled frequency and ∆k the interval between samples. This discrete version is periodic. N max and ∆k must be chosen such that the entire duration of the pulse can be represented with Eqn. (13) and the Nyquist criterion must be obeyed. To account for the time dependence of the reflected field, the evaluation of the integrals in Eqn. (11) must be performed for each frequency component F n .
To determine the relative amplitude of each component, we normalize them using a given power spectrum of fixed energy. This is sufficient to uniquely determine the time dependence of the incident beam. Experimentally, it is possible to measure the energy contained in each component n. Using the Poynting theorem, we can show that the energy density in each mode is given by the integral of the Poynting vector over an infinite plane, i.e.
Since Maxwell's equations are linear, each frequency component E n can be renormalized as
where E n 0 the arbitrary amplitude of the component and f E (f B ) contain the spatial dependence of the field 1 . This allows us to write
where (k n ) is a known power spectrum, normalized such that
where E tot is the total energy of the beam incident on the mirror. An arbitrary spectral phase relation can be enforced simply by mapping
where φ(ω) is any function of the frequency. As an example, chirped mirrors can give rise to a frequency dependent phase [26] .
To ensure an efficient reconstruction of the time-dependent field, the reflected field should be kept in RAM for the entirety of the computational process. While this implies a larger memory use, it insures that we do not need to read data from to the disk in the evaluation of the semi-discrete Fourier transform, Eqn. (13) .
Note that this approach of modeling the time dependence of the field neglects any spatio-temporal couplings [51] . However, the implementation could be updated to support more general time-dependence, such as the positiondependent power spectra that characterizes spatio-temporal couplings.
Spatial Discretization
The evaluation of Eqn. (11) demands the definition of two separate spatial domains (Fig. 2) . The first is the mirror S on which the incident is assumed known. The second is the region of space in which we wish to compute the reflected field. Since we are mostly interested in the behavior of the reflected field in the vicinity of the focal spot, we will denote this domain the focal region. In the numerical implementation, these two domains are discretized separately. This naturally separates the two length scales that appear in the evaluation of Eqn. (11), as we show in Sec. 3.3.2.
Meshing the Mirror: Integrand Analysis
Given the form of Eqn. (11),
where u(r, r ) = |r − r | is the oscillatory part of the Green's function, one can conclude that the discretization needs to be fine enough to resolve the oscillations of the complex exponential. At first glance, this integrand seems to oscillate rapidly because of the large exponent k|r| 1. Indeed, r scales with the size of the parabola O(cm), while k ∼ O(µm −1 ) for optical pulses. Rapidly oscillating integrands of the form of Eqn. (19) are difficult to evaluate numerically, although there are some techniques that facilitate their evaluation [52, 53] . Here, however, we show that for a parabolic mirror, a non-trivial cancellation in the phase function results in the strength of the oscillations being controlled by the observation variables (k|r | ∼ 1) rather than by the integration variables (k|r| 1). It is thus not necessary for the discretization scheme on the mirror to resolve the wavelength, only the variations in the shape of the incident fields f E and f B . This allows the use of simple quadrature methods, such as tensor products of either Simpson [54, Eq. (4.1.14)] or Gauss-Legendre [55, §4.6] .
The cancellation occurs when we consider the oscillatory behavior of the incoming field. The paraxial fields that are used to represent the incident laser pulses generically have f (r) ∼ e −ikz behavior (Appendix B). Hence, the function that needs to be integrated in the exponential above is not u(r − r ), but rather u(r − r ) − z. If this function can be shown to be small, i.e. ku(r, r ) − kz 1, If run without data output, the implementation remains very efficient regardless of the number of processors (384 is the maximum that can be requested on the supercomputer on which this test was run). However, the efficiency dramatically drops above 24 processors if there is data output (orange bars). This is due to slow communication between nodes and is not inherent to the algorithm. then the integrands do not have strong oscillations. We examine the phase function in the vicinity of the focal spot, i.e. around r = 0. We can write the phase function as a bidimensional Taylor series
Near the focal spot, then, the first-order terms oscillate slowly, because the prefactor of each term has range [−1, 1] and r and z (the radial and longitudinal distances from the focal point) do not exceed a few wavelengths, i.e. k|r | ∼ 1. The zeroth-order term (parenthesis in Eqn. (20)) is thus the only term that can lead to a rapidly oscillating integrand. For the specific of a parabolic mirror, for which z = r 2 /4f − f , the phase function reads
The zeroth-order term does not depend on the integration variables, implying that the integrand does not oscillate at r = 0 and oscillates weakly in its vicinity. This non-trivial cancellation does not carry over to generic surfaces, however. For instance, the zeroth-order term does depend on the integration variables in the ellipsoidal 2 case. In fact, for other mirror geometries, the initial physical motivation of looking at distances not too far away from the focal spot might be lacking. For most mirrors, there are no uniquely defined focal points and the field is diffuse. In these cases, care should be taken when numerically evaluating the Stratton-Chu integrals. Finally, since the integrands do not strongly oscillate on a parabola, it is not necessary to use specialized quadrature methods in the evaluation of Eqns. (11) .
We will use a parabola as the mirror geometry for the remainder of this paper, as it provides the highest field intensities and simplifies the quadrature procedure.
Domain Decomposition
While the mirror does not need to be discretized with sub-λ resolution, the focal region requires it. In the tight focusing regime, the focal spot is approximately the size of the incident wavelength, namely λ ∼ 1 µm for optical lasers, while the mirror and the spatial extension of the incident field usually have centimeter length scales. As hinted on in the introduction, this results in unmanageable memory requirements in traditional computational methods, as they typically need to mesh the entire region of space between the parabola and the focal spot in order to propagate the field between these two regions.
In the Stratton-Chu formalism, only the focal region and the mirror need to be discretized, considerably lowering the memory requirements. However, they can still be prohibitive, requiring a few gigabytes (GBs) per frequency component. This issue is compounded by the fact that temporally short pulses have broad spectra, requiring us to compute Eqn. (11) for a large number of frequency components. Since they must be kept in memory to reconstruct the temporal field, this can lead to data outputs that are approximately 100GB in size (although this number may vary significantly as per the incident field model, the number of frequency samples and the strength of the focusing optics).
To mitigate this issue, it is necessary to evaluate Eqn. (11) in parallel. Since the fields at different points in space are computed independently of each other, this can be done efficiently. To achieve maximum efficiency, we use the domain decomposition strategy. Once the focal region has been meshed to the desired accuracy, the mesh is divided onto multiple processors. Each processor contains a portion of the total mesh in its assigned memory, but contains the entirety of the mesh of the mirror (Fig. 2) . This way, each processor evaluates the integrals of Eqns. (11) for its portion of the focal spot mesh independently of the others and for each frequency component sequentially. Once the computation is complete, the fields can be written to disk in parallel.
We have implemented this algorithm in C++ using the open source OpenMPI parallel library. The output is also parallelized using the parallel version of the HDF5 library. The implementation is efficient (Fig. 3) . The efficiency is defined by the metric
where n is the number of processors and t n is the time it takes to run the program with n processors. Without data output, the algorithm has essentially a perfect parallel efficiency even at a high number of processors (N max = 384). We surmise that, given the embarrassingly parallel nature of the algorithm, that the implementation could scale to a higher number of processors. 384 is the maximum number that can be requested on the supercomputer that is available to our group. The data output, however, is a point of contention. The parallel efficiency drops dramatically when using more than 24 processors (Fig 3) . This is caused by the fact that each node (a group of processors that share the same memory) possesses 24 processors. When run on more than 24 processors, the data output function is required to communicate between different nodes that are linked via InfiniBand cables. This bottleneck dramatically increases the runtime of the HDF5 output facilities and thus reduces the parallel efficiency. Note that this is simply a limitation of the cluster's memory architecture, not of our implementation or of the HDF5 library.
Fields in the focal region
The unavailability of closed-form solutions of Eqns. (11) makes a systematic verification of any numerical implementation of the Stratton-Chu diffraction integrals difficult. However, since they represent physical fields, the values calculated with our implementation should obey Maxwell's equations and should satisfy the principle of energy conservation. We verify that the reflected fields computed via our implementation converge as we reduce the discretization size, and that they obey the previously listed conditions.
Numerical Checks
In this section, we study the convergence of the evaluation of the integrals in Eqns. (11) . We also verify that the computed fields obey Maxwell's equations in both the frequency and time domains and that our implementation conserves the energy of the system.
We use a radially polarized Gaussian beam as the incident field (see Appendix B for the explicit expressions). We also assume that its spectral power is super-Gaussian in λ and that the full-width half-maximum (FWHM) temporal duration associated with the spectrum is 15 fs. The parabolic mirror has a numerical aperture of NA = 1, i.e. r max = 2f . The transverse width of the incident field is chosen such that the field is not clipped by the edge of the mirror. While we present our test results only for the radial polarization to save on space, we have verified that the results hold also for linearly polarized fields.
To verify that our results have converged, we evaluate the reflected field, i.e. the surface integrals in Eqns. (11) , for different mesh sizes. We then use the results obtained with the finest mesh as a reference to measure the convergence speed. To do so, we compute the relative error, defined as the maximum value of the absolute difference of the fields over the focal region divided by the maximum value of the magnitude of the reference field
where F N is the electromagnetic field computed with N radial discretization points. Because we use cylindrical coordinates, the cells of the mesh increase in area with the distance from the origin. We use the average area,
where ∆θ is the angular mesh resolution, ∆r the radial mesh resolution and N of radial mesh points, as a measure of the mesh resolution. Each individual component converges according to the order of the quadrature method that was used to evaluate the integrands. Specifically, we used a fifth order method, and the components converge following h −α with α ∼ 5 ( Fig. 4a-c) . It is interesting to note that the typical mesh size necessary for convergence (the saturated portion of Fig. 4 ) is more than a hundred (100) times larger than the wavelength of the beam. This is a direct consequence of the results of Sec. 3.3.1.
Our implementation also satisfies the principle of conservation of energy and its numerical value converges following the order of the quadrature method, same as the individual components (Fig. 4d) . To verify this, we have computed the total energy in the domain given by (in SI units)
as a function of the average mesh size. This quantity is equal to the integral of the energy density in the frequency domain.
To ensure that the electromagnetic energy contained in the focal region and the energy of the incident beam are numerically equal, we must make sure that the spatial extension of the incident beam is smaller than the aperture of the mirror so it is not clipped. It is also necessary to compute the reflected field in a region of space that spans several wavelengths, on the order of 25λ in each direction. This is substantially larger than the λ 3 volume we are usually interested in. This is because the longitudinal components have a larger spatial extension than the transverse ones (see next section for a discussion). In turn, the larger focal region forces us to use a finer mesh on the parabola, as the integrands oscillate more strongly at larger distances from the geometrical focal point, as discussed in Sec. 3.
The fields in the focal spot have numerically been shown to obey Maxwell's equations, in both the frequency and time domains (Fig. 5) . To show this, we computed the magnitude of the relative difference vectors
which should vanish if the fields obey Maxwell's equations. The curls and time derivative are computed via a central finite difference scheme on the mesh. This specific definition for the relative difference is chosen as to provide a natural scale for the quantities in the numerator of Eqns. (25) . Equation (25a) tests the Stratton-Chu quadrature routines that evaluate Eqn. (11), as we perform all in our calculations in the frequency domain. Eqn. (25b) tests the temporal reconstruction routine, i.e. our implementation of Eqn. (13).
Tightly Focused Linearly Polarized Gaussian Beam
In this section, we show a concrete example of a calculation that can be performed using our efficient implementation of the Stratton-Chu integral representation. We study the spatio-temporal focusing of a linearly polarized, paraxial femtosecond pulse incident onto a high numerical aperture on-axis parabola. A similar setup was first used in a scheme to directly accelerate electrons with a high-intensity radially polarized field [56] [57] [58] [59] . The relevant parameters of the simulation are defined in Fig. 6 . The shape of the parabola is fixed by its focal length f and its aperture size r max . The numerical aperture is determined geometrically from the opening angle of the parabola and is given by NA = sin θ. In Fig. 6(a) , the parabola has NA = 1. The power spectrum, shown in Fig. 6(b) , is chosen to have a super-Gaussian shape
which corresponds to the time dependence pictured in Fig. 6(c) .
The numerical values of the parameters were chosen as to best approximate the upcoming APOLLON high-power laser facility [1, 60, 61] and are shown in Table 1 .
The structure of the field in the geometric focal plane (Fig. 7) exhibits features that cannot be replicated within the paraxial approximation, nor even by using vacuum solutions of Maxwell's equations, e.g. [27, 62] . The E x and B y components, the only non-vanishing components of the incident beam, dominate the irradiance distribution. However, the reflection imparts upon them an elliptical structure which disappears at low enough numerical apertures, i.e. in the paraxial regime. Moreover, the fields acquire relatively strong longitudinal components, with the magnitude of B z being as large as half the E x component [38] . These relatively large longitudinal field components are conspicuously absent from low numerical aperture simulation results, confirming that they originate from the strong curvature of the parabolic mirror. Indeed, comparing transverse cuts of the longitudinal field E z and B z in the focal plane for different numerical apertures (NA = 1 and NA = 0.7) shows that the longitudinal fields decrease with lower numerical aperture (Fig. 8) . These results highlight the importance of modeling techniques which account for the reflection off high numerical aperture mirrors exactly, such as the Stratton-Chu diffraction integrals.
This more accurate beam model could have repercussions in the modeling of physical processes in the presence of high-intensity laser beams. For instance, the presence of strong longitudinal components with a smoother beam profile than the transverse components will affect the trajectories of charged particles interacting with the laser in the focal spot, due to the different ponderomotive forces in each direction. Furthermore, the resulting field invariants, which are qualitatively different than those that occur at low numerical apertures, can also result in the enhancement of the pair production and vacuum polarization signatures [4] .
The maximum electrical intensity, defined by (in SI units)
is of interest for SF-QED applications, as most observables strongly depend on this parameter. It can be shown to scale linearly with the total energy of the incident beam (via Eqn. 16). For fixed beam waist, simulations show that the intensity increases quadratically with increasing numerical aperture (not shown).
In particular, our simulations show that, at the upcoming APOLLON facility, electrical intensities of up to 5 × 10 25 W/cm 2 could be obtained (Fig. 9) . The electrical intensity has a discernible elliptical structure. It is caused both by the ellipticity in the E x component and, to a smaller extent, by the off-center shape of the E z component. At these intensities, it may be feasible to experimentally detect radiation reaction [63] and vacuum four-wave mixing [7] .
Conclusion
We used the Stratton-Chu integral representation to model the reflection of temporally short laser beams off strongly focusing optics. We have shown that while the integral representation leads to hypersingular integral equations for the reflected fields in the case of an open surface, the resulting magnetic field integral equation still has a compact operator and can be solved iteratively with the Liouville-Neumann series. We have shown that this approach yields the physical optics approximation. We then generalized this monochromatic technique to handle temporally short pulses, or, in other words, polychromatic fields. We then discussed the development of an efficient parallel, numerical evaluation of the integrals. It is shown that, unexpectedly, the integrands do not strongly oscillate in the specific case of a parabolic mirror. This allows the use of simple quadrature methods (e.g. Gauss-Legendre), instead of specialized quadrature methods. Motivated by the fact that the integral method naturally separates the mirror and focal meshes, we show that our implementation displays a high parallel efficiency with up to 384 processors.
In the last section, we verified that our implementation converges properly as a function of the mesh size and that the resulting fields are solutions of Maxwell's equations in both the frequency and time domain. We also verified that the algorithm conserves the energy of the incident beam.
We showed that future laser facilities, such as APOL-LON, should obtain focused intensities on the order of 10 25 W/cm 2 . The dominant components of the linearly polarized incident beam, E x and B y , acquire an elliptical structure upon reflection from a parabolic mirror, with the major axis being parallel to the polarization. Longitudinal components as large as 0.5E x also appear in the reflected field. Both of these effects are due to the strong curvature of the high numerical aperture parabolic mirror.
that the field does not change on the surface and assume it takes its value at r = r over the whole surface. We can then move it outside the integral sign. We also ignore the phase of the Green's function, as it is constant over the hemisphere and goes to 0 after the limit. The integral over the hemisphere in Eqn. (4a) becomes
The integral is in fact regular at r = r because the integration measure cancels the pole of the Green's function. In Eqn. (4b), the gradient of the Green's function generates a R −1 term and a R −2 term. The former does not contribute to the integral because of the integration measure, while the latter reads
where n comes from the fact that the gradient of the Green's function is normal to the hemispherical surface. The integral in Eqn. (4c) diverges due to the presence of the double gradient of g. However, it is still possible to assign it a finite value. To do so, we use the explicit expression of the double gradient of the Green's function [66, Eq. (2.61)]:
whereĪ is the unit dyad, R = |r − r |,R = (r −r )/R and ⊗ is the Kronecker outer product. The contribution of the second line of Eqn. (A.3) to the surface integral vanishes due to the tensor structure, i.e.
On the hemispherical surface, the dyadR ⊗R has a single non-vanishing component in, obviously, theR ⊗R direction, while the vector it multiplies,R × F only has angular (φ andθ) components. The dyad-vector product of Eqn. (A.4) thus vanishes. The contribution of the first line of Eqn. (A.3), however, does not vanish. We expand it in a Laurent-type series and obtain
Substituting this last expression in the l.h.s of Eqn. (4c), we see that the second term vanishes due to the R 2 measure, that the first term formally diverges. To ascribe a finite value to this integral, we make use of the Hadamard finite part, which essentially drops the diverging term in a mathematically consistent way [44] . Eqn. (4c) thus reads
Appendix B. Field Models
Using closed-form expressions to represent the incident field can be useful, even though the evaluation of Eqns. (11) can be carried out for arbitrary incident fields. It allows for sampling the field at arbitrary points and eases the spectral normalization procedure. The following sections provide a derivation of the two beam models that were used in the numerical simulations presented in the main paper. The incident field models are solutions of the paraxial wave equation. This is a correct use of the approximation, as the incident field is assumed to be a highly collimated laser pulse. This assumption incurs an error on the order of the divergence angle, i.e. O( ), on the value of the incident field. Since Eqs. (11) are linear in the fields, the resulting error in the reflected is O( ).
In this section, we give a brief overview of the paraxial wave equation and present two specific solutions, the Gaussian beam and the Gauss-Laguerre beam, which we use as a basis to represent any field configuration.
Appendix B.1. Paraxial wave equation
In vacuum and in the Lorentz gauge, it can be shown that the electromagnetic vector potential A, the scalar potential Φ and the electric field E all obey the same differential equation [62] 
where the Lorentz gauge is described by the relation
In the next sections, we will use the ansätze 
where we used the Lorentz gauge condition (B.2) in Eqn. (B.5a). Explicitly, the components read
Conversely, choosing to use the ansätze for F = E and a =x yields an electric field polarized in thex. The associated magnetic field can be computed via Maxwell's equations.
In the following sections, we will present both radially polarized and linearly polarized paraxial solutions. Radially polarized beams have shown promise in multiple applications, such as direct electron acceleration [36] .
Appendix B.2. Gaussian Beams
The Gaussian beam is perhaps the most used model to describe laser light, as it describes well collimated beams [67] .
Radially polarized field. Analytical solutions of Eqn. (B.4) for a radially polarized Gaussian beam have been derived by Salamin [11] . Specifically, we use the zeroth-order solution
where q = i/(i − z/z R ) and z R = kw 2 0 /2 is the Rayleigh range of the beam. For highly collimated beams, q → 1. The energy density is
Linearly polarized field. In the linearly polarized case, the fields can be written directly as
where E 0 is an arbitrary normalization factor. The other components all vanish, i.e. E y = E z = B x = B z = 0. The energy density per mode is given by 
When the field is collimated, the solution can be simplified to Recall that for a radially polarized beam, the Poynting vector is simply S = E 2 rẑ . We must evaluate the square of the radial component: Linearly Polarized Gauss-Laguerre Beams. Since the vector potential and the electric field obey mathematically equivalent differential equations, then both fields admit the same solutions. We can then directly write the solutions for a collimated field as E x (r, z) = e In the Stratton-Chu equations, the square root factors coming from the normal and the Jacobian will cancel, leaving only the cylindrical coordinates r factor. The Green's function can be expressed as 
