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ABSTRACT 
 
A True Virtual Window. (December 2004) 
Adrijan Silvester Radikovic, B.S., Texas A&M University 
Chair of Advisory Committee: Dr. John Leggett 
 
 
 
Previous research from environmental psychology shows that human well-being 
suffers in windowless environments in many ways and a window view of nature is 
psychologically and physiologically beneficial to humans. Current window substitutes, 
still images and video, lack three dimensional properties necessary for a realistic viewing 
experience – primarily motion parallax. We present a new system using a head-coupled 
display and image-based rendering to simulate a photorealistic artificial window view of 
nature with motion parallax. Evaluation data obtained from human subjects suggest that 
the system prototype is a better window substitute than a static image and has 
significantly more positive effects on observers’ moods. The test subjects judged the 
system prototype as a good simulation of, and acceptable replacement for, a real 
window, and accorded it much higher ratings for realism and preference than a static 
image. 
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1 INTRODUCTION 
“Another criterion for successful window design might be a dynamic one – i.e. the 
amount of change in the view that takes place for a given change in the viewing position 
of the observer. As a result of this movement parallax, not only do objects at a different 
distance within the view change their relative position, but also the window-view 
relationship changes. This is why two-dimensional artificial windows, even when very 
carefully contrived, are unrealistic and soon cease to satisfy; they lack 'depth' within the 
view and the parallax of window aperture-view is also absent.”  [32] 
In his 1967 study on windows, Markus gave a compelling reason for the failure of 
artificial windows to satisfactorily substitute for real windows. Still images and video 
lack three dimensional properties necessary for a realistic viewing experience – 
primarily, and most obviously, motion parallax. If observers move, even an inch, they 
will see that the scene does not change as it would in a real window view.  
Research from environmental psychology shows that human well-being suffers in 
windowless environments in many ways and a window view of nature is psychologically 
and physiologically beneficial to humans. The current lack of good window view 
substitutes is a major problem for people in windowless or strictly urban environments. 
Advancements in computing, display technology and computer graphics now allow 
us to address this decades old problem. The goal of this research was to create an 
artificial window view with true motion parallax. Requirements, aside from motion 
 
_______________ 
This thesis follows the style and format of CHI Letters.
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parallax, were: photorealistic view, unlimited viewing area, large but thin display, 
unobtrusive tracking, and low cost standard equipment.  
A prototype system was created and evaluated to test the importance of motion 
parallax to the observer in a simulated window view. The first evaluation was based on 
psychological ratings of the effects of the artificial window prototype and a static display 
on subjects’ moods. The second evaluation was a subjective comparison of the artificial 
window and the static display with respect to realism, preference, and enhancement of 
the indoor environment.  The third evaluation was a task-based testing of the artificial 
window user interface. 
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2 RELATED WORK 
We could find no previous research concerned with the addition of movement 
parallax to two-dimensional artificial windows. Ongoing research that partially belongs 
to the artificial window category is on a live video “augmented” window [20]. However, 
it is 2D video only and does not consider motion parallax. Furthermore, its primary 
focus does not rest on results from experimental psychology, but on the effects of live 
video. 
This chapter presents previous work in several relevant areas. Presented first is the 
research on windowless environments from environmental psychology which is the basis 
of this research. It gives motivation and significance to the research presented in this 
thesis. This is followed by two areas from computer science and engineering that make 
this research technically possible. Image-based rendering deals with photorealistic scene 
reconstruction and head-coupled displays enable simulation of motion parallax. 
Together, the previous research presented in this chapter gives the motivation and the 
methods for our research. 
2.1 Windowless Environments 
2.1.1. Introduction 
Many places in our every day lives have no windows. How these windowless spaces 
affect people has been well-studied. A summary of the most relevant research findings 
and a quick overview of some of the most relevant studies is given in this section. 
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2.1.2. Overview 
Much research in environmental psychology shows that having windows is judged 
as very important by persons in indoor spaces ranging, for example, from workplaces, to 
healthcare buildings, to residences. Windows are strongly desired by those who lack 
them [37]. Having a window, however, may not be enough. People also desire to sit 
close to windows [32]. It is not surprising that qualities such as the perceived 
pleasantness and spaciousness of rooms are strongly and positively affected by windows 
[37]. Compared to employees with windows, those without windows have lower job 
satisfaction, job interest, are more negative about working conditions, and report higher 
levels of work-related stress [19]. These are alarming findings when we consider the 
great number of offices without windows in workplaces [3,25,64]. The most extreme 
cases are found in underground buildings. The subterranean work environment can have 
significant negative effects on human physiology, hormones, sleeping habits, emotional 
well-being, and health status [29]. This is somewhat surprising since we know that 
artificial light is close to real light [37,42] and that fresh air and temperature regulation 
are adequately provided through air conditioning. These ill effects are at least partly 
linked to the elimination of a view out. Of all window functions, the view out is among 
the most important and affects the perception of other functions which may be 
objectively well substituted for, such as lighting quality [37].  
The importance of view lies in the connection to the outside world. A large amount 
of research has shown that a window view of nature is psychologically and 
physiologically beneficial [27,28,66,67,68]. Hospital patients recovered faster from 
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surgery and required fewer strong pain medications if they had a bedside window view 
of trees [66]. Several well-controlled studies have found that recovery from daily 
stressors such as noise and auto commuting occurs faster and more completely when one 
is exposed to a view of nature [68]. Looking at nature scenes diminishes negative or 
stressful emotions such as tension or anger, while levels of positive feelings increase 
(pleasantness, for example). Nature views elicit beneficial physiological changes, for 
instance, in blood pressure and heart activity [48]. A window view of only human-built 
elements has been found to be almost as bad as no view at all [27]. Based on the sizes of 
current cities and their growth rates, this is a problem which will only grow with time.  
There are two explanations for this effect of nature: Ulrich’s Psychoevolutionary 
Theory [68] and Kaplan’s Attention Restoration Theory [28]. The main difference 
between these is that Kaplan relies on a cognitive voluntary appraisal process, while 
Ulrich relies on involuntary autonomic nervous system response. Whether it is the 
structure of natural scenes or the residuals of our evolution that make nature so 
beneficial makes no difference to the fact that it is beneficial.  
Windowless employees have been found to use three times more nature-oriented 
visual materials in their décor than employees with windows [25]. Interestingly, not all 
nature scenes are equally effective. Park-like or savannah-like scenes with prominent 
water, foreground spatial openness, and background scattered trees have been found to 
be consistently pleasing across different cultures [67,65]. Images and video seem to be 
the best replacements at this time for a window view of nature [67,65]. As a part of a 
larger study, all possible objects were considered for a window replacement [3] and the 
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best, from nature-benefit point of view, were pictures, video, and potted plants. 
However, potted plants are far from the perfect natural scene and, in fact, have been 
found to have a far weaker effect than a window view of nature [27]. The problem with 
pictures and video was pointed out decades ago. It is the lack of depth [32] or in other 
words primarily the lack of motion parallax. If observers move, even an inch, they will 
see that the scene does not change as it would in a real window view. This is why still 
images and video, even though they are the best that currently exist, are poor substitutes 
for a window. 
Finally, other reasons exist that motivate the search for a better substitute for a 
window. One is the fact that windows are not perfect. Disadvantages of windows include 
glare, undesirable heat gain or loss, and lack of privacy [37]. Artificial windows could 
mitigate these disadvantages. Also, people have a strong need for individual control 
[37,71] and artificial windows could allow them to control what they see.  
2.1.3. Selected Cases 
Finnegan and Solomon (1981) [19] hypothesized that workers in windowless 
environments would have less positive attitudes toward their jobs than workers with 
windows. They developed a 33-item questionnaire from previous literature with a five 
point agree-disagree scale. The questionnaire was divided into six factors: job 
satisfaction, interest value, time sense, space sense, anxiety and physical working 
conditions. It was tested on 10 pretest subjects and items were adjusted based on 
correlation coefficients. The revised 19-item questionnaire was completed by 110 female 
and 13 male test subjects, 32 of them working in windowless offices. Results showed 
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that windowless employees were significantly less positive on job satisfaction, interest 
value of the job, physical working conditions, and total scores (t = 2.09, 2.21, 4.10, 2.98; 
df = 121). 
Nagy (1998) [37] presented several studies comparing Japanese workers in 
underground offices with those in above ground offices with windows. In her studies, 
she used a 7 point Likert scale to test employees working for one company that has both 
types of offices. In the first study, she examined whether office workers distinguish 
between different functions of a window and whether underground and above ground 
employees had different attitudes towards windows. A total of 86 above ground and 22 
underground employees were sampled. She found that the only clearly distinguished 
function was light, while the others were mixed. View and sunshine were grouped with 
the overall importance of windows. On the importance rating, view was the highest for 
both underground and above ground employees (6.9, 5.9) and was most closely related 
to overall importance. However, the means for both groups were significantly lower than 
overall importance (5.2 vs. 6.4, 6.6 vs. 6.9) which suggests that the overall function of a 
window was considered to be more than the sum of its physical functions. In the second 
study, Nagy investigated how the two groups perceived lighting conditions. The survey 
was completed by 77 above ground and 18 underground employees. Underground 
employees were less satisfied in all lighting aspects than above ground employees. 
However, above ground employees had the same mean as their overall satisfaction (4.5), 
while underground employees had a significantly lower overall satisfaction than the 
mean of all of the components (2.5 vs. 3.6). Since general level and quality of lighting 
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was the same for both groups, it can be concluded that the absence of windows affected 
the underground employees and made them believe that their lighting conditions were 
unsatisfactory. In her third study, Nagy examined the general perception of the office 
interior which was objectively similar between underground and above ground offices. 
In this study, 74 above ground and 17 underground employees completed the survey. 
The two biggest differences in perception were that underground employees found their 
offices less pleasant (3.7 vs. 4.9) and more enclosed (5.1 vs. 3.9) than above ground 
employees. In conclusion, she found that in all three cases windows or their absence 
caused a strong psychological reaction. She found that underground office environments 
are “inappropriate work places, since they deprive the occupants of their basic need to 
have windows and visual access to the outside”. 
Küller and Wetterberg (1995) [29] hypothesized that due to the chronobiological 
impact of underground spaces, levels of hormones (melatonin and cortisol) would be 
affected. They studied personnel in two military subterranean installations and two 
regiments above ground for one year. The two environments were similar in every detail 
except for windows. A total of 70 male subjects were included in the final results with 
half from each condition. Hormones were measured from urine. They found that the 
level of morning cortisol had a much smaller annual variation, the level of afternoon 
cortisol was much lower, and diurnal amplitude of melatonin was much larger for the 
personnel underground. Underground personnel also slept half an hour longer every 
night and had a distinctly different annual illness incidence pattern. Their conclusion that 
“although underground environment affects human physiology, it is not worse than the 
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above ground environment” is a little stretched. It is based on the fact that the subjects 
seemed satisfied with their work environment, but they were all military personnel who 
are highly disciplined and might think of underground work differently than would an 
average person. 
Ulrich (1984) [66] hypothesized that recovering patients who had access to a natural 
view would recover better than those without it. He analyzed records for gall bladder 
surgery recovering patients in a hospital between 1972 and 1981. The rooms were 
identical and the same nurses cared for the patients. The only difference was that one set 
of the rooms had a view of deciduous trees and the other a view of a brown brick wall. 
Patients were matched between the two conditions, i.e. on sex, age, smoking, weight. 
Only the time of the year when trees are green was taken into consideration. Data 
consisted of 46 patients grouped into 23 pairs (15 female and 8 male). Analysis showed 
that patients with the tree view spent less time in the hospital (7.96 vs. 8.7 days, 
t(17)=35, p=0.025), nurses made fewer negative notes for them (1.13 vs. 3.96 notes, 
t(21)=15, p<0.001), they took fewer number of doses (Hotteling t2=13.52, F=4.3, 
p<0.01), and had slightly fewer post surgical complications. 
Ulrich et al. (1991) [68] hypothesized that in accordance with Psychoevolutionary 
Theory, unthreatening natural environments should foster better stress recovery than 
urban settings. They expected that following a stressor, unthreatening natural scenes 
would lead to a more positive emotional state and a decline in physiological arousal, 
accompanied by high level of attention. Subjects, 120 undergraduate students (60 males 
and 60 females), were shown a 10 min stressor tape (from previous studies) followed by 
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a recovery environment tape. Each recovery environment (natural vegetation or water, 
urban heavy or light traffic, and an urban crowded or non-crowded mall) was shown to 
20 random subjects. All groups responded equally negatively to the stressor tape with 
increase in skin conductance (SCR), muscle tension (EMG) and shorter pulse transit 
time (PTT) (all p<0.001). The same was noted on the self evaluation questionnaires. For 
the recovery conditions, all three physiological measures (SCR, EMG, and PTT) showed 
significantly faster and more complete recovery for natural settings over urban within 5 
to 7 min (p<0.05). Self ratings showed lower fear and anger and higher positive affects 
for natural environments (p<0.01). 
Kaplan (1993) [27] reported results of two studies. In the first study, 168 employees 
of a large corporation and two public agencies were anonymously surveyed. Employees 
with desk jobs with a window view of nature reported fewer ailments and higher job 
satisfaction (p<0.05). In the second study, 615 employees (92% female) were also 
anonymously surveyed. In addition to questions on health, life satisfaction, job 
environment, job satisfaction, and so on, they were asked to rate their view with respect 
to what elements could be seen. Results showed that built elements did not contribute to 
the satisfaction or restorative value of the view. Nature was found to strongly affect 
satisfaction and restorative ratings. The more natural elements that could be seen in the 
view, the higher the ratings were. Rating of view satisfaction was 2.22 for no nature in 
the view, 2.91 for one natural element, 3.40 for two natural elements, and 3.58 for three 
natural elements (F(3,525)=29.07, p<0.001). Overall, subjects with a view of nature felt 
less frustrated, more patient and enthusiastic, found their job more challenging, and were 
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more satisfied with life and overall health. In addition, results showed that satisfaction 
with indoor plants had a much weaker effect than the view satisfaction. 
Heerwagen and Orians (1986) [25] hypothesized that windowless offices should 
have more visual materials on the walls, which should consist of more surrogate views 
(landscapes and cityscapes) and be dominated by nature content. A total of 37 windowed 
and 38 windowless offices were sampled at the University of Washington. The number 
and content of wall décor was recorded for each office. A median number of items per 
office was 2.44. The windowless sample had 28 offices with more than the median 
number and 13 with less, while the windowed sample had 13 with more and 24 with less 
(x2=9.86, 1df, p=0.005). To see if the windows reduced the amount of wall space, 
assuming 3 available walls for windowed offices and 4 for windowless, it was calculated 
that there were 0.88 items per wall for the whole sample. For the windowless sample, 
there were 24 offices with more and 14 with less, while the windowed sample had 13 
more and 24 less than the median (x2=4.82, 1df, p=0.025). Windowless offices did use 
more décor than offices with windows, regardless of the space taken by the window. 
There were six times more landscapes than cityscapes in windowless offices, as opposed 
to only two times more in offices with windows. There were also four times as many 
landscapes in windowless offices, although the number of cityscapes was the same 
(x2=5.54, 1df, p=0.01). Finally, windowless offices had three times more nature-oriented 
visual materials than in windowed offices. There were twice as many nature-oriented 
than non-nature items in windowless offices, while it was almost equal for windowed 
offices. 
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Biner, Butler, Lovegrove, and Burns (1993) [3] tried to extend Heerwagen and 
Orians [25] by adding other substitutes for a window. In the first part they found and 
evaluated all possible window substitutes. In the second part they failed to find any 
significant difference between windowless and windowed offices, opposite of 
Heerwagen and Orians [25]. A possible reason for failure is pointed out in [18] and it is 
the fact that Biner et al did not distinguish between natural and built window views. 
Since they sampled offices in the urban area, it is likely that many windows had urban 
views, which have been found to be as bad as no view at all [27] (as discussed above). In 
the first part, which makes this research interesting, they made an extensive list of all 
possible items that could be a substitute for a window from office surveys and 
architectural literature. They gave the list of 37 items to 57 undergraduate students to 
rate and classify. These items were confirmed by 47 office workers who gave the same 
classification. The final classifications with significant substitute ratings was: other 
apertures (clear skylight, inside window to window, clerestory, translucent skylight, 
stained glass window, inside window to no window, and door), paintings and art (of 
nature, of people, of artifacts, abstract paintings, and sculptures), living things (plants 
and trees, terrarium, and aquarium), and panels (light panel and video panel).  
Previous research presented in this section is by no means a complete list. Only the 
most relevant and most recent studies found have been presented. For those interested, 
further reading can be found in the references from the research listed here, however a 
quick start and an excellent overview of this research area is Farley and Veitch [18]. 
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Ulrich also gives a very compelling overview of benefits of nature in his chapter in The 
Biophilia Hypothesis [67].  
2.2 Image-Based Rendering 
2.2.1. Introduction 
Image-based rendering is a relatively new technique for generating real-time 
photorealistic images. It requires a constant amount of computation regardless of scene 
complexity. In image-based rendering different views of an environment are rendered 
from recorded images of a real world scene. This is the best approach for natural scenes 
due to the complexity of natural world geometry, which can only be approximated with 
classical 3D rendering techniques. In addition, image-based rendering does not involve 
modeling nature, only recording it.  
This section starts with an overview of image-based rendering and ends with a more 
detailed description of the method of choice for our research – the spherical environment 
map. 
2.2.2. Overview 
The simplest image-based rendering technique is an environment map. An 
environment map is all the light that arrives at one point at one time. Everything an 
observer can see by rotating without translating makes up an environment map for that 
viewpoint. An environment map can be projected for viewing purposes onto different 
shapes, most common being a cube, a cylinder and a sphere [7]. The earliest shape and 
most simple is the cube, but it has appearance problems with edges. A cylindrical map is 
easy to store, but it only supports limited vertical panning. The best shape for 
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reprojection is a sphere. It uniformly distributes the map, but it is harder to render (needs 
to be approximated) and to store (projection of a sphere onto a plane).  
Chen extended the idea of a single environment map with QuickTime VR [7] by 
recording multiple environment maps at different locations and allowing the user to 
move between them. The problem with using just a discrete set of simple environment 
maps is that the scene has a fixed number and position of viewpoints. A logical step 
forward is to interpolate between the captured viewpoints and to reconstruct what the 
scene would look like from an intermediary viewpoint. To accomplish this, the motion 
of the pixels between the viewpoints, called the optical flow, must be reconstructed. The 
first to do that were Chen and Williams [8] with their view interpolation technique. In 
addition to the light captured in the environment map, the depth of each pixel needs to be 
captured as well. Chen and Williams used artificial renderings in their examples with 
known depths, but they suggest using a ranging camera in real world scenes. With depth 
information, they can resolve what should be seen from intermediate viewpoints. 
McMillan and Bishop [33] have a similar way of generating intermediate views, but they 
determine depth from closely spaced images by finding the corresponding points 
between adjacent viewpoints. However, view interpolation is not perfect because it can 
easily happen that some elements are not visible from two nearby views. This cannot be 
avoided without taking more images of the scene. 
In addition to their method, McMillan and Bishop related image-based rending to 
the plenoptic function defined by Adelson and Bergen [1] for the purpose of computer 
vision. The plenoptic function is a complete systematic description of all of the light 
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visible in a desired subset of space, time and wavelength. It is parameterized by the 
viewing position (Vx,Vy,Vz), the viewing direction (θ,Φ), the wavelength (λ), and the 
time (t). Put together, the complete plenoptic function is denoted by 
P(θ,Φ,λ,t,Vx,Vy,Vz). A complete sampling of the plenoptic function at a certain 
viewpoint and a certain time gives a full spherical environment map [33] for the 
wavelengths that can be digitally recorded and reproduced.  
From this framework comes a more complete approach to image-based rendering. 
At roughly the same time, two systems were presented. The first is the lumigraph by 
Gortler et al [22] and the second is light field rendering by Levoy and Hanrahan [30]. 
Both methods start by reducing the 5D plenoptic function at a certain time to a 4D 
function, where color is the stored value of the function and time is a constant. This is 
valid if there is no direct occlusion between the viewpoints. Such a space is called free 
space and exists inside a large environment or around a small object. In the free space, a 
ray from the outside passing through a viewpoint stays constant as it passes through all 
of the other viewpoints on that line. In this case, the 5D representation is redundant and 
can be reduced without loss. Such a sampling allows an accurate reconstruction of all of 
the possible views in the recorded range. The main problem with this approach is the 
size of the recorded scene. For example, a scene reconstructed from 8192 images with a 
resolution of 256 by 256 pixels takes 1.6GB of space [30]. They claim that with different 
compression methods it could be compressed up to 100 times, but it is still 
unmanageable for normal viewing resolutions. 
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Finally, starting from a simple environment map one could go in a different 
direction. Instead of moving in space, the observer could move in time. Such a technique 
is called panoramic video or panoramic movie. A different environment map exists for 
every discrete moment in time, like storing environment maps as movie frames. This is 
recorded either with multiple cameras or with special lens and mirrors. An example is 
the immersive panoramic video by Pintaric et al [50]. They used 5 video cameras to 
record a scene in a cylindrical environment map movie.  
2.2.3. Spherical Projection 
The environment map projection used in this research is the spherical environment 
map. As mentioned above, it is a representation of the environment that is projected onto 
a sphere centered at the viewpoint. A quick summary of the math behind the spherical 
environment map taken from [53] follows. Schröcker [53] depicts the geometry for a 
cylindrical projection, but it is given as two separate analyses in two planes. Looking at a 
cylinder from its center, it consists of a circle in one plane and a line in the other, while a 
sphere consists of circles in both planes. The goal is to show that the data recorded in the 
scene, mapped onto a sphere and projected on the screen will look exactly the same as a 
real photograph taken in that scene with the corresponding orientation and field of view. 
In the scene recording process (Figure 1 extracted from [ 53]), the world coordinates 
(XYZ) are mapped onto the sphere. Looking at a cut of the sphere in the YZ plane, the 
rotation angle θ on the circle is determined from the location of the point with Equation 
1. The sphere radius r is equal to the focal length f. 
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Figure 1: Recording geometry 
 
 ⎟⎠
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Xarctanθ  (1) 
In the reproduction system (Figure 2 extracted from [53]), the sphere needs to be 
projected onto the image plane which is displayed on the screen. The point Pc on the 
circle is projected into the point Pp on the projective plane with Equation 2. 
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θtanfx
p
p
=
⋅=
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Figure 2: Reproduction geometry 
18 
Looking at the recorded point on the circle, its Cartesian coordinates with the origin 
at the center of the sphere are given by Equation 3. This point is projected onto the 
image plane with Equation 4. A point on the plane xp which would be represented with 
the recorded point is projected with Equation 5. As expected, they are the same, and this 
proves that the recorded image would be equal to the real scene projected on the screen. 
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The scene recording can be done in several different ways. They include fisheye 
lens, parabolic mirror, panoramic camera, image stitching, or some combination of these 
techniques [61]. However, the panoramic camera can only be used for cylindrical 
environment maps as it is a recorded line that rotates. The parabolic mirror requires a 
significant amount of post-processing as the camera and the operator are visible in the 
image. This leaves us with the fisheye lens and image stitching. The fisheye lens allows 
the whole scene to be captured in two pictures, as each captures a little more than 180 
degrees in both directions. However, it has some sampling problems because the center 
of the fisheye image has significantly more data than its edges and the resolution of the 
scene is limited to the resolution of the camera [49]. Image stitching is the process of 
combining multiple pictures into a larger one with no visible edges. It consists of three 
operations: image alignment, image combining, and image blending [49]. Image 
19 
alignment aligns the same points in different images with translation and rotation, image 
combining deals with overlapping regions, and image blending equalizes intensities of 
the images. Image stitching allows an arbitrarily large resolution (limited only by 
processing hardware) through selection of a field of view for source images. The smaller 
the camera field of view, the more images need to be stitched together and the larger the 
final environment map resolution. 
2.3 Head-Coupled Displays 
2.3.1. Introduction 
Current displays are two-dimensional and are meant to be viewed by an observer 
seated directly in front of them. When the observer moves in front of the 2D display, the 
image displayed on the screen remains the same. However, it is not seen as the same, 
because the surface of the display is no longer seen straight on but in perspective. The 
closer edge of the screen is perceived taller than the far edge, and the screen width is 
perceived as narrower. In order to allow the user to move off the central viewing 
position and still see the correct image, the displayed image needs to be updated to 
match the user’s viewing position. This is exactly what head-coupled displays attempt to 
provide. 
This section starts with an overview of 3D displays, discusses a key component of 
head-coupled displays – the off-axis projection, and ends with an overview of optical 
tracking. It describes what we are trying to simulate and provides a background on how 
it can be simulated. 
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2.3.2. Overview 
An ideal 3D display would emit directional light in such a way that the viewer sees 
different images from different viewpoints. Referring back to the previous section, it 
tries to perform a complete reconstruction of the plenoptic function at the surface of the 
display. Figure 3 (from [39]) illustrates such a 3D display showing how each pixel on 
the display surface emits a set of directional rays of light called a pencil. Such displays 
are most often called holographic or autostereoscopic, and there have been many 
attempted implementations. According to a survey by Halle [24], they include parallax 
barrier displays, lenticular and integral photography displays, holographic stereograms, 
and others. However, at this time, none of them have acceptable cost, computational 
requirements, resolution, or viewing angle. In fact, they will not be available for at least 
another 20 years due to the computational requirements alone.  
 
 
Figure 3: True 3D display 
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Since such displays are not yet possible, we can only try to simulate them. A simple 
way to simulate a 3D display is to restrict the number of viewers to a single viewer and 
render the scene based on that one viewer’s position. Such displays are called head-
coupled or head-tracked displays [2] and they primarily provide motion parallax. If 
stereopsis is added (different images for left and right eye), it is called Fish Tank Virtual 
Reality [70], and the first implementation was described by Deering [12]. He used an 
ultrasonic head tracking device, a CRT monitor and stereo LCD shutter glasses. Deering 
described many problems and requirements that still hold. Maximum acceptable lag 
between the user’s position and the display update was found to be 50-100 ms. Viewing 
parameters had to be adjusted for each viewer and filtering had to be used on the head 
tracking data. A more thorough examination of Fish Tank VR was done by Ware et al 
[70]. In their experiments, they found that such displays greatly increase depth 
determination. This is due to stereopsis and motion parallax, two primary means of 
obtaining depth in the real world that are not possible with a standard 2D display. 
Stereopsis is the difference between the pictures that the left and right eye see. Motion 
parallax is the change in relative position of objects as a result of movement. Ware et al 
found that the motion parallax was a better depth cue than stereopsis in their system. 
However, research from psychology shows that in the real world, it is the opposite [17]. 
In fact, head-coupled systems had problems with correctly displaying stereopsis. This 
has been mostly resolved with newer implementations, but the viewing angle remains 
very limited.  
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Implementations exist which have eliminated the need for glasses and head tracking. 
They are called autostereoscopic displays. However, they are all limited to a small 
number of discrete viewing positions and distances. Examples are the Cambridge display 
[16] with 8 views and the commercially available SynthaGram [59] with 9 views. If 
stereopsis is not provided in favor of full motion parallax, the user can also be freed of 
all head-mounted hardware through the use of optical tracking [46]. A camera is 
mounted on top of the display through which the user’s position is determined. This has 
become possible only recently because of the computational requirements of complex 
image processing needed to determine the head position. Motion parallax displays are 
most interesting for this thesis because of their simplicity and the vection effect. Vection 
is the feeling of self movement induced by movement in our visual field, e.g. looking out 
a window of an airplane and feeling that we have moved when the nearby plane moves 
[70]. In vection, images that are perceived the furthest away have the strongest effect.  
2.3.3. Off-axis Projection 
Off-axis projection is a rendering projection that takes into account the viewer’s 
position and renders the correct view for that position. It is the basis of head-coupled 
displays. Standard projection that is used with normal 2D displays is called on-axis 
projection because the center of the image is on the camera viewing axis [15]. In on-axis 
projection the image projection plane is always considered parallel to the display 
surface. The perspective of the virtual world is aligned with the image projection plane, 
but when the observer is off the central viewing position, the virtual perspective image 
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on the display is already seen in perspective in the real world. The compounding of 
perspectives results in a distorted image seen by the observer [15].  
 
 
Figure 4: Off-axis projection 
 
In off-axis projection the virtual viewpoint in the virtual world is aligned with the 
actual physical viewpoint of the user in the real world [12]. The line of sight of the 
virtual camera is kept perpendicular to the display by translating the camera without 
rotating it [15]. Now an image meant to be seen from the side looks distorted when seen 
from the front. This is illustrated in Figure 4 (from [15]). For the left and right pictures, 
if you move the paper off to the side as illustrated in the diagram above the picture, you 
will see the correct image of the coffee pot. If you look at it straight on, it will be 
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distorted. The off-axis projection matrix needs to be adjusted for each viewer and change 
with the viewpoint in order to obtain accurate images [12]. It has been shown that it is 
easy to construct such a matrix with basic OpenGL commands [60]. 
2.3.4. Optical Tracking 
In all head-coupled displays, the position of the viewer’s eyes is a key parameter to 
the off-axis projection matrix. Eye position is obtained with a head tracking device, 
which can be ultrasonic [12], mechanical [70], magnetic [23], or optical [46]. Optical 
tracking is least intrusive, but also least reliable and slowest (limited by the video frame 
rate). However, the advantage of having no head-mounted devices makes it the most 
appealing. With today’s computational power, even regular desktop computers can 
process camera video at a full 30 frames per second. 
There are many ways to perform optical head tracking and it is used in many 
applications such as human-computer interaction, teleconferencing, entertainment, 
security, etc [21]. The most basic optical tracking is performed by a single static camera 
and can be roughly divided into global and local methods [21]. Global methods use 
properties such as skin color, head geometry, and motion. They are more robust, but less 
precise than the local methods, which use some kind of information on facial features. 
However, there is no clear cut between actual implementations since most use some 
combination of global and local properties. The main problem with complex feature 
trackers is the high error rate (i.e. 3-5% [44]). For head-coupled displays the most 
important head tracking requirements are robustness, precision, speed, and affordability 
[21], which eliminate many approaches. Almost all methods developed for head-coupled 
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displays first find the head position, from which eye position can be estimated [46] or 
exactly located by finding the actual eye features in the head region [9]. A more recent 
and accurate stereo tracking approach has been done with two static cameras. Examples 
include feature based methods using epipolar lines [21], background subtraction 
followed by neural networks [52], and a method using infrared cameras with feature 
templates [38]. 
The problem with most of these approaches is that the user is assumed to be sitting 
in front of the display [38]. In the best case the user is limited to the field of view of the 
camera. A newer, less researched approach is the use of an active or pan-tilt-zoom (PTZ) 
camera [63]. One PTZ camera can be used to cover a large space without loss of detail 
[62]. A PTZ camera rotates and zooms in to follow the user with a high level of detail. 
An example method used for surveillance uses motion detection followed by color 
histogram matching to track the target selected by the operator [63]. Image alignment 
between two consecutive images is used to find the changes in camera pan, tilt and 
zoom. In this way, alignment in the real world comes directly from images, requiring no 
information on camera position and calibration. Simpler methods use a camera interface 
to obtain the information on camera position [10]. One thing to note is that with PTZ 
cameras, the background keeps changing and the tracking area can be large which often 
causes changes in lighting conditions. Methods that cannot tolerate these problems 
cannot be used. Most obviously background subtraction fails immediately.  
Finally, due to the limitations of our research, the method of choice had to be 
available in some way as downloadable source code or a module. The best match was 
26 
found in the Open Computer Vision (OpenCV) library [45], an open-source project 
initiated by Intel corp. It contains a high-level feature-based tracker and a low-level 
color-based tracker. The high-level tracker uses a cascade of feature-based classifiers 
introduced by Viola and Jones [69] and improved by Lienhart et al [31]. The low-level 
tracker uses an algorithm called CAMSHIFT (Continuously Adaptive Mean Shift) by 
Bradski [6]. It uses the mean shift algorithm with color histograms to represent color 
probability distribution and adapts dynamically to changes in the color distributions over 
time. The X and Y position of the head are estimated from the center of the area 
matching the facial color and are quite reliable, but the Z position needs to be 
determined from the color area, which is very noisy and unreliable [6]. This algorithm is 
extremely robust and handles irregular object motion, image noise, distractors, 
occlusions and lighting variations. 
As pointed out by Deering, the viewer’s viewpoint in the real world relative to the 
head-coupled display has to be exactly matched by the virtual viewpoint in the off-axis 
projection [12]. This means that the head tracking device needs to be calibrated and 
aligned with the display. However, when optical tracking is used, the camera image 
needs to be calibrated with the real world as well – a mapping from the position in the 
camera image to the real world is needed. Finally, when a PTZ camera is used, the 
position, orientation, and mapping from zoom settings to focal lengths are also needed 
[62]. This can be done approximately with manual measurements and calculations, but 
more interestingly it can also be done with self-calibration. Since the PTZ camera 
rotates, it can be geometrically described as a rotation around the x-axis for tilt and a 
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rotation around the y-axis for pan. This is a simple model, which was argued not to be 
exact [11], but is still good enough. Self calibration involves developing representative 
equations, which give a cost function that is solved using least squares [62]. The more 
unknowns involved, the more complicated the formulas. Focal length for a zoom setting 
can be found by finding the displacement of the principal point between two camera 
images with different tilt settings. After obtaining several measurements the polynomial 
mapping between the focal length and zoom settings can be found. Trajkovic found that 
the polynomial should be of second order [62]. The model he used is given in the 
Equation 6, where P and P’ are two points in a pair of images with the same world 
coordinates. The focal length can be found using the formula from Equation 7, where d 
is the distance between P and P’. 
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3 SYSTEM DESIGN 
The system design provides details on actual system prototype implementation. The 
first section provides theoretical analysis of the view rendering and optical tracking. The 
second section describes the scene capture procedure and hardware/software 
implementation of the artificial window prototype. The last section provides a 
description of system operation and instructions on system use for the system operator. 
3.1 Theory 
3.1.1. Scene Rendering 
The goal of our research was to create a view on the display that is as close as 
possible to the real view that would be seen if there was a window with the exact same 
dimensions and elevation as the display at the place where the scene was recorded. The 
scene to be rendered, as discussed in related work, has foreground spatial openness, 
prominent water, background scattered tress and other savannah-like characteristics. 
This subsection discusses the theory behind scene rendering.  
In order to create the most realistic and efficient window view simulation, we 
analyzed the properties of a real window view of the target scene. We defined our 
viewing area to be the entire area from which the artificial window is visible, matching 
the viewing area of a real window. All of the light from the scene visible inside the 
viewing area must come through the window surface, so the maximum visible motion 
parallax is between the viewpoints on the opposite edges of the window. This was also 
formally discussed in related work under the plenoptic function and its free space 
properties. Motion parallax is the change in view resulting from change in viewpoint. 
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The amount of motion parallax depends on the amount of change in the viewpoint, the 
distance of the objects from the viewer and the distance between the occluding objects. 
This is illustrated in Figure 5. The first thing to note is that when an object is close to the 
viewer, its image changes significantly as the viewer moves from one edge of the 
window to the other. As the distance between the object and the viewer increases, the 
change in the object image decreases until it remains constant. The second thing to note 
is that the amount of change in occlusion between two objects decreases as the relative 
distance of the objects from the viewer increases with respect to the distance between the 
objects. Same as in the first case, when the ratio between the distance from the viewer 
and the distance between objects gets high enough, the image of the two objects 
becomes constant between the window edges.   
 
 
Figure 5: Motion parallax and relative distance 
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Figure 6: Model scene – Lake Bryan, TX 
 
Using these observations we can analyze the target scene based on scene properties 
(sample scene is illustrated in Figure 6). Foreground spatial openness implies that there 
will be no close objects which can exhibit noticeable amounts of motion parallax. Still 
water and grass which cover most of the foreground area are uniform in appearance. 
Occlusion between background trees is a potential source of motion parallax, but with 
their distance from the viewer and relatively small spacing it is not visible. The only 
noticeable motion parallax is between the trees and the sky, but when there are no clouds 
to form a distinct pattern, it is not visible either.  So, for this particular type of very 
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beneficial scene, there is no need to model the within-view motion parallax. In addition, 
the motion parallax between the scene and the wall is amplified by the vection effect.  
As discussed in related work, vection is the feeling of self movement induced by 
movement in our visual field. The furthest objects contribute the most effect, so the 
scene which is perceived as furthest away, magnifies the motion parallax effect with 
respect to the wall. 
Based on the conclusion that within-view motion parallax does not need to be 
modeled, we can choose the appropriate image-based rendering method. There is no 
need to use complicated methods, such as light field rendering or even view 
interpolation. Since the image can be assumed to remain the same over different 
viewpoints, a simple environment map can be used. The field of view through a window 
is 180 degrees in both directions and can be best represented with a hemisphere. 
Geometry of the hemispherical environment map is exactly the same as the spherical 
map. View projection of the environment map (Figure 7) can be performed in software 
such as QuickTime VR [7], but it is faster with texture mapping in 3D graphics hardware 
[53]. In our case it is not only faster, but also better and simpler because we can model 
the off-axis projection with the same hardware. This allows us to model the scene 
accurately in the virtual world with 3D transformations that recreate the real world 
geometry. 
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Figure 7: Hemispherical environment map 
 
Next we will look at the theoretical analysis of combining image-based rendering of 
a spherical environment map with off-axis projection. We want to display the correct 
section of the environment map with the off-axis camera frustum. The problem is that 
the captured environment map was taken at the center of the virtual display, while the 
viewer will be standing somewhere in front of the display and have a different projection 
of the environment map. This will cause a mismatch in the displayed region between the 
two environment maps. If we consider the 2D version of the environment map 
hemisphere and place the display at the center, then all possible views will be coming 
from one side of the display. Field of view (FOV) is defined by the two end-point rays 
which are drawn in solid lines for the two viewpoints in Figure 8. The simpler case on 
the left is a viewpoint on the center-line with only a translation d. We can see that the 
places where the rays hit the captured circle do not correspond to the viewer’s circle. 
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The enclosed circle arc represents the region of the environment map, which is going to 
be projected onto the display. Arc is defined by the angle α and we can see that on the 
captured circle the angle (shown in dotted line) is not the same as the angle on the 
viewer’s circle (solid line). We need to eliminate the difference between the arc on the 
captured circle (L) and the arc on the viewer’s circle (l). We will refer to this difference 
as the error ε which is derived in Equation 8 (r is the radius of the environment map). 
We can eliminate the error by either making distance d=0 or the radius r=infinity.  
 
 
Figure 8: Off-axis environment map 
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In our case of off-axis projection we cannot eliminate d, but we can assume that the 
environment map is infinitely far away. In that case we can set the r to be arbitrarily 
large which will eliminate the translation error, but keep the correct FOV. Given a 
screen resolution S the error can be reduced to sub-pixel size, which will make it 
unnoticeable to the viewer. For an example, if d=60 and S=1024 then r>30,720. 
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3.1.2. Optical Tracking 
This subsection discusses the theory behind the conversion from camera image 
coordinates to world coordinates and the calibration of the camera. As discussed in 
related work, CAMSHIFT is a color-based head tracking algorithm. It gives a quite 
reliable X and Y location of the head position in the camera image sequence, which can 
easily be mapped to a line in the 3D world coordinates. The problem is to determine the 
distance of the head on that line, because it can only be estimated from the size of the 
head which is very unreliable. This is unacceptable in our system because the image on 
the display must remain stationary when the viewer is not moving. Otherwise, there will 
be noticeable shaking in the simulated view which will not only be unrealistic, but also 
irritating to the user. As we will see in this section, even the X and Y head location will 
need to be filtered to get stable coordinates. A solution to the distance determination was 
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found in a restriction of the observer’s pose. While using this system, the observer is 
assumed to be standing. This gives us a constant height of the head from which the 
actual 3D position can be determined with only X and Y head coordinates from the 
camera image.  
 
 
Figure 9: Viewer's head position 
 
The goal of our optical tracking algorithm is to determine the line from the camera 
lens that passes through the center of the viewer’s head and intersect it with the plane of 
user’s eye height (Figure 9). However, since we are using a PTZ camera (rotates 
horizontally (pan), vertically (tilt), and changes zoom), the camera image has to be 
related through the camera parameters to the world coordinates. Camera parameters 
(pan, tilt and zoom) are obtained through the camera interface. Pan and tilt values can 
linearly be converted to rotation angles in degrees, either from simple measurements or 
manufacturer specifications. Zoom values however require a much more involved 
measurement and calibration method. They are related with a polynomial of second 
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order. In order to find this quadratic function, the relationship between the camera im
coordinates and the pan and tilt parameters needs to be measured for several zoom 
values. The measured data is then used to fit a quadratic curve. The following proce
was used to obtain these values as precisely as possible. 
A static object was selected to be tracked at a specifi
age 
dure 
c zoom setting. This object was 
posi
 
. 
 
 
 
ge. 
tioned near the edge of the camera image and the camera was panned until the object 
moved to the other edge, and then back. During this back and forth movement the 
object’s X coordinate and camera’s pan value were logged into a file. This file was
opened with Microsoft Excel and both movement directions were graphed separately
For each direction a line was fitted through the points (Figure 10 shows one direction).
The average of the two slopes was used as the value for that zoom setting. This was 
repeated for several different zoom settings. The averaged values were graphed and a
quadratic trendline was fitted (Figure 11). The final minor adjustments for parameters 
made sure that the end settings stayed within the measured values. The same procedure
was repeated for Y coordinates and tilt values. The choice was made here to use zoom 
values to map directly X to pan and Y to tilt. An intermediate value, such as focal length, 
would have been much harder to obtain and use in calculations. This calibration 
procedure needs to be done only once, as internal camera parameters do not chan
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Figure 10: Pan vs. X for Zoom=430 
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Figure 11: Zoom vs. X-to-Pan conversion factor 
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Now we have everything we need to find the line from the camera to the viewer’s 
head. From the camera we obtain pan, tilt, and zoom values. From CAMSHIFT we 
obtain X and Y coordinates of the head in the camera image. Using the zoom value and 
the mapping function, we convert the coordinates to pan and tilt offsets. Using linear 
conversion from pan and tilt to degrees, we obtain two angles. These angles can be 
assumed to be rotations around the axis where the camera is centered at the origin 
(simple camera model). These two angles can be represented with a unit vector. Since 
head height is known and constant, this gives us the scalar multiplier for the whole 
vector and we have the final head coordinates. This is specified in Equation 10. 
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Since the camera used in the actual system has a limited pan range (25 degrees), it 
was mounted tilted downwards above the display. This introduced an angle offset which 
was measured during system setup. This angle offset α introduced another rotation 
resulting in Equation 11. The camera is assumed to be mounted above the display so that 
the principal point in the central position (0 pan, 0 tilt) is perpendicular to the display. 
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Any other offsets resulting in translation of the camera with respect to the display center 
can be dealt with addition or subtraction from the final head coordinates. 
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The last thing that needs to be dealt with are the fluctuations in CAMSHIFT 
coordinates. If raw values of head coordinates are used, the image on the screen shakes. 
This is because, with each frame, the image is just a little different, even if the viewer’s 
head is not moving. These movements, of just a few pixels in the camera image, are 
visible in the simulated view. Not only is this view shaking not realistic, it is extremely 
irritating to the viewer and must be eliminated. Obviously, when the viewer is not 
moving, the image can not move. The simplest way to eliminate this shaking is to reduce 
the resolution of the head coordinates. This eliminates small movements, but it also 
eliminates the illusion of continuous change in the viewpoint, due to noticeable jumps. 
Another problem with resolution reduction is that if the values fluctuate exactly on the 
border between two different values, even at the lower resolution, the value will keep 
flipping. A better version of this method is a sliding window. In this case the value 
changes only if the new value is different from the old one by more than some threshold. 
A sliding window was used to eliminate sub-pixel movements before further filtering 
(threshold set to 1.2 pixels).  
For more sophisticated filtering, a running average was attempted. The value was 
averaged over some number of samples. However, it still did not give satisfactory 
results. It either fluctuated too much or was delayed too much, causing too much of a 
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lag. A solution to this problem was found in digital filtering and in our case we needed a 
low-pass filter with a small delay. We chose a Butterworth filter which is a special case 
of a Chebyshev filter with 0% ripple or, in other words, is maximally flat [56]. The two 
parameters we needed to determine were the cutoff frequency and the filter order 
(number of poles). When the user moves his head, it results in slow movements in the 
detected head location with respect to the oscillations caused by the imperfections in the 
head tracking algorithm and conditions. When we perform a fast Fourier transform 
(FFT) and graph it, we can see different frequencies in the signal. The cutoff frequency 
was determined by recording the X coordinate into a file, importing it into SIGVIEW 
[54] and looking at the FFT graph. A fast moving head was compared with a static head 
and the cutoff frequency was set at 0.066 Hz (2 Hz out of 30 Hz sampling frequency). 
The filter code was adopted and modified from code found in [35]. The order was 
determined by trial and error. The best tradeoff between roll-off and delay was found to 
be for a filter order of 2. 
All of the parameters discussed so far can be determined for equipment in general, 
prior to a specific system setup, except for the camera offsets. Once the system is 
installed at a specific location, the optical tracking head coordinates need to be aligned 
with the display. This is done by measuring the camera location with respect to the 
display center. Once these final offset parameters are determined, a guess of the camera 
mount angle is made. Then the system is initialized and a measuring tape is put on the 
ground in front of the display. The angle is adjusted until the Z values (display distance) 
on the display match the actual values read on the measuring tape. This is far from a 
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perfect method, but for this prototype setup it was more than enough. Head position 
values from optical tracking were observed to be close enough to the real position. 
3.2 Implementation 
3.2.1. Scene Capture 
In order to determine the required resolution for scene capture we must consider the 
real window view again. In a real window, field of view (FOV) varies with the position 
of the viewer. The further away the viewer is, the smaller the FOV, and when recreated 
on the display, the more the captured scene data needs to be stretched. This 
magnification is the primary factor in determining the required resolution. Another way 
of thinking about this effect is to imagine an object which is far away. In a real window, 
as we step away, the object stays roughly the same perceived size. This is due to the fact 
that object size is defined by the angle it covers in the image seen by our eyes [26]. 
When the object is far away, the change in angle is so small that it is virtually 
unnoticeable. A virtual object is actually displayed close to the viewer and to simulate 
this size consistency constraint, the object must grow in size. This is illustrated in Figure 
12.  
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Figure 12: Size consistency of a virtual object 
 
If the scene is not captured in high enough resolution, the image on the screen will 
start to look blurred as the observer steps away. The desired capture resolution depends 
on the distance from the display the observer may move before the picture deteriorates. 
Although human eyes have a limited resolution [26], and at a certain distance picture 
blurriness becomes unnoticeable, it cannot be reached as we will be limited by the 
hardware. Using Equation 12, Table 1 was filled out for several distances for the 42” 
plasma display used in our system. The display’s maximum horizontal resolution is 1024 
pixels. From the table, we can see that if we want a viewer standing 120 inches away 
from the display to see an image in full display resolution, the captured environment 
map of the scene will have to be 10516 pixels wide. Since textures in OpenGL need to 
be powers of two, rounding it down to 8192, gives us 8192*8192*3 bytes or almost 200 
megabytes of image data (in 24-bit color). If we double the resolution, the size grows to 
800 megabytes, which is more than what our hardware can handle (P4 2.4GHz with 
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512MB RAM and 128MB Video RAM). A real-time reproduction of such a large 
texture would not be possible, even if we could produce it. 
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d α S S S S 
0 180 1808 2911 5378 10516 
15 102 1024 1648 3045 5955 
30 63 636 1024 1892 3699 
60 34 344 554 1024 2002 
120 18 176 283 524 1024 
Table 1: Horizontal resolutions for 42" plasma display 
 
Although there are ways to capture the scene in a single shot, such as fisheye lens, 
because of the desired resolution, we used image stitching. This is because currently the 
best digital cameras record at 12 megapixels (MP), which is equivalent to 4048 by 3040 
pixels. In order to obtain the scene resolution of 8192 by 8192 pixels, several images at 
12 MP needed to be stitched together. Figure 13 summarizes the capture process. 
 
 
IMAGE 
STITCHING 
SOFTWARE 
SPHERICAL 
ENVIRONMENT 
MAP 
HANDHELD 
CAMERA PICTURES 
Figure 13: Scene capture process 
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As discussed in related work, image stitching is the process of combining multiple 
pictures into an environment map. It involves aligning, combining and blending of input 
images [49]. In current stitching software, the user roughly aligns the images and 
specifies a number of matching points between overlapping images. This is tedious, 
time-consuming work and the number of input images should be minimized as much as 
possible. Regular cameras have maximum horizontal FOV (HFOV) of approximately 50 
degrees. In order to cover the 180 by 180 degrees scene, with at least 30% of overlap 
between images, it would take many more pictures than necessary for the final scene 
resolution. This is solved with the use of a wide-angle lens to increase the camera’s 
HFOV. The scene used in our system was recorded with a Fuji FinePix S7000 and 
Phoenix Super Fisheye 0.25X lens. At minimum zoom this setup produces a circular 
fisheye image with roughly 140 degrees of HFOV. In the actual recording it was zoomed 
in to a full-frame fisheye image with maximum HFOV. This was done to reduce the 
distortion and maximize use of image area. The final stitched environment map was 
roughly twice the width of the image, which implies that camera HFOV was around 90 
degrees. 
The image stitching software requirements were: support for spherical projection 
(equirectangular projection), multi-row stitching, fisheye-lens, lens distortion correction, 
field of view determination and color correction. A portal for panoramic photography 
called Panoguide [47] has an excellent comparison of panoramic software across these 
requirements. The one that satisfies all the requirements is an open source program 
called Panorama Tools (PanoTools) [13] by Helmut Dersch. A problem encountered 
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with this software was that the graphical user interface didn’t work correctly. The 
probable reason was a mismatch in Java version, but even after installation of the correct 
version it still would not work. However, another commercial program called PTGui 
[51] exists which provides a windows executable graphical user interface to PanoTools.  
A tutorial [41] for this software discusses most of the issues encountered in our 
scene capture process. PanoTools requires a good estimate of the camera HFOV before 
the user can start arranging images. Using the formula from [41] in Figure 14, a 
measuring tape was recorded at a known distance and the HFOV was estimated at 90 
degrees.  
 
 
Figure 14: HFOV determination 
 
However, before images could be stitched together they had to be preprocessed. Due 
to the small incident angle at the edges of fisheye lens, noticeable amounts of chromatic 
aberration were present in the recorded image. Chromatic aberration is unequal 
magnification of colors resulting in a shift of a color channel with respect to other colors 
[41]. In the case of a digital photograph, the three channels are red, green and blue 
(RGB). The fisheye lens produced radial chromatic aberration (Figure 15 from [41]) or a 
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shift away from the image center in all directions. This shift is a function of distance, so 
the further the point is from the center, the more the colors are shifted. This was most 
noticeable in the corners which are farthest away. The Radial Correct function of 
PanoTools was used to correct the image. The formula for correction is given in 
Equation 13. 
 
 
Figure 15: Types of chromatic aberration 
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The explanation provided with PanoTools is very vague and summed up as “use b 
only”. The tutorial explains it in a little more detail. Coefficient a affects the outer pixels 
more than inner, b affects pixels closer to the center and c affects the center pixels 
mostly. However, how to determine these coefficients is left unsaid. It took a long time 
to find the right a,b,c, and d parameters for the radial shift function. The first misleading 
tip was to set d=1-a-b-c to keep the size constant. In our case the colors were so 
misaligned they needed to be moved and resized. After realizing that d should stay 1, it 
took some guessing on where to start the process. Through trial and error the right 
combination of a,b and c that minimizes the chromatic aberration was found. In the end, 
in our case, a compensates for b on the edges, while c keeps it all balanced on the inside. 
The final process involved 10 images with approximately 90° HFOV recorded at 12 MP 
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and 272 manually selected matching points. From these images and matching points, 
PanoTools produced a final hemispherical environment map which was touched up in 
Photoshop. Figure 16 shows the result as an equirectangular projection, which is a way 
of unwrapping a sphere. The square covers 180 degrees both horizontally and vertically. 
It has significant distortion at the top and bottom where the image appears stretched. 
This is due to the fact that the last line actually maps to a single pixel on the pole of a 
sphere. This is not the most efficient way to represent a spherical map, but it is the 
easiest to produce and use in OpenGL texture mapping. 
3.2.2. System Overview 
Our system consists of the hardware listed in Table 2. Once the system is initialized, 
the camera tracks the observer as long as the observer’s face is visible to the camera. The 
camera turns and zooms to keep the face in view. Below the camera is a large display 
which shows the window view that should be seen from the observer’s position. As the 
observer moves around, the image on the display changes to match the viewing position 
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Figure 16: Final environment map 
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(Figure 17). A light is mounted above the camera to provide constant lighting. The 
system interacts with the observer and provides the correct image, as long as the 
observer makes an attempt to face the camera, stand upright, and avoid very sudden 
movements. 
 
Display: Plasma Sampo PME-42X6 (42” diagonal, 1024*1024 native resolution) 
Computer: Compaq d325 AMD Athlon XP 2400+ 512MB 80GB 
PTZ camera: Sony EVI-D30 (100° pan, 25° tilt, 12x zoom) 
Video capture card: Prolink PixelView PlayTV PVR 
3D graphics card: ATI Radeon 9200 SE 128MB  
Table 2: System hardware 
 
 
Figure 17: System setup 
 
A functional overview of the system is given in Figure 18. Starting from the 
observer, the camera provides the image of the observer’s face through the video capture 
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card. This image is analyzed by the head tracking software and the location of the head 
in 3D space in front of the display is calculated. This location is used to calculate the 
correct off-axis viewing matrix. This matrix is combined with the captured scene by 
rendering a hemisphere textured with the spherical environment map of the scene. 
OpenGL and 3D graphics hardware are used to render the final image on the display. 
This process is repeated at the full video rate of 30 FPS, providing a smooth image 
transition as the viewer moves in front of the display. 
 
OFF-AXIS 
PROJECTION 
MATRIX 
HEAD 
TRACKING CAMERA 
 
Figure 18: System overview 
 
This process is done with three concurrent threads (Figure 19). The main program 
thread initializes all program parameters and the other two threads. The camera thread 
constantly polls the COM port requesting the camera parameters (pan, tilt and zoom) and 
a DirectShow thread runs the head tracking filter which finds the head location in the 
camera image. The main thread takes information from the other two threads, calculates 
the head position, and renders the image. The DirectShow thread is used as the 
synchronization signal because it updates the head position 30 times per second, while 
the camera interface thread performs updates only 10 times per second. The main thread 
OPENGL DISPLAY OBSERVER 
SPHERICAL 
ENVIRONMENT 
MAP 
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also takes input from the keyboard used by the system operator to calibrate the system 
and initialize the viewer.  
 
DirectShow t read 
Main thread 
h
 
Figure 19: System threads 
Camera thread 
Camera interface on COM port 
Video capture card 
 
3.2.3  Camera Interface Thread 
trieves camera pan, tilt, and zoom. The Sony EVI-
D30
 
 is 
m 
prototype.  
.
The camera interface thread re
 camera is connected through an RS-232C (VISCA) cable to the computer serial 
port. The camera interface thread constantly performs camera queries and updates the
program variables. Variable updates are synchronized with the main thread through a 
mutex. Only inquiries (no commands) are sent to the camera. Tracking of the observer
done with the auto tracking (AT) function of EVI-D30, which allows the camera to track 
a target autonomously based on color and brightness. In a setting with controlled 
background and lighting, the camera tracks the observer well enough for our syste
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The code used to interface with the camera was extracted from remote camera 
control software developed at the Berkeley National Laboratory [14]. Their application 
cont
nd 
processing code comes from the OpenCV library [45] in the form 
 DirectShow filter is an excellent choice because it allows 
dire
ing 
ay to query the filter for the current head 
posi
ere 
r 
ains code for giving commands to the EVI-D30, which was modified using the 
command list manual [57] to send inquiry commands and retrieve data instead. All 
inquiry commands send a few bytes to the COM port and receive a few bytes back. 
Maximum speed of inquiry was measured to be 10 times per second for the three 
parameters. It takes two inquiries to get the parameters, one inquiry for pan and tilt, a
one inquiry for zoom.  
3.2.4. DirectShow Thread 
The camera image 
of a DirectShow [36] filter. A
ct connection with the video capture card and takes care of all of the synchronization 
issues. The CAMSHIFT filter is connected with the capture card by forming a filter 
graph. During the normal operation of the system, video output is not visible on the 
display. However, during the initialization it is positioned in the top left corner, allow
the system operator to select the target.  
In the original filter, once the filter graph is started, there is no way to perform real 
time frame-by-frame processing and no w
tion. The CAMSHIFT filter code was modified to take control of this sitatuion. 
When the filter is being initialized, it pops up its properties window through the 
DirectShow. In that window, the operator can select the target and start the filter. Th
is also a structure associated with the filter properties, usually used to set the filte
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parameters from the caller thread. The CAMSHIFT filter was modified to update these 
filter properties with the head coordinates. In addition, at the end of processing of e
frame an interrupt (WM_GRAPHNOTIFY) is thrown, which wakes up the main thread 
and acts as a synchronization signal. In this way, the DirectShow thread functions 
independently of the main thread, but as soon as a frame is processed, the main thread 
redraws the view. During the scene drawing in the main thread, the CAMSHIFT fil
proceeds concurrently with the next frame, as soon as it is available. 
Besides CAMSHIFT, OpenCV contains an algorithm based on a boosted cascade o
haar-like feature classifiers [31]. It is one of the fastest and most relia
ach 
ter 
f 
ble algorithms 
curr
 
on of 
 is 
data, display 
with initialization of the Butterworth filter, the DirectShow filter 
grap  
ently available. The CAMSHIFT algorithm was chosen due to unacceptably high 
error rate of the feature-based algorithm. The pre-trained algorithm supplied with 
OpenCV often didn’t recognize the face in the camera image. This is unacceptable for
our system, because even a few frames with no data on face position ruin the illusi
a simulated window view. An attempt was made to use the training algorithm from 
OpenCV to create custom training data, but it failed in the current version (beta 3.1) due 
to bugs in the code which were beyond our control. Possibly in the next version, if it
fixed, the feature-based algorithm could be used instead of CAMSHIFT. 
3.2.5. Main Thread 
The main thread starts by loading the system parameters (calibration 
size, etc). It proceeds 
h, and the camera interface mutex. After creating the OpenGL window and loading
the scene texture, the other two threads are started and the main thread waits for 
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messages. Messages that cause an action are the DirectShow interrupt or one of the 
operator keys. If a key is pressed, the appropriate parameter is changed. Keys and
parameters are described in the next section.  
The equirectangular hemispherical environment map is loaded with OpenGL a
texture. However, it is not loaded as one textu
 
s a 
re, because of size limitations. Instead, it is 
split
ta 
 data 
lity, 
the J
ixels 
t 
 into strips, which are matched in the hemisphere rendering process. The problem 
with splitting the texture is that when mip-mapping is used, edges between the texture 
strips become noticeable. This is due to the fact that at the edge of a strip there is no da
about the neighboring strip to use in anti-aliasing. The best solution is to create an 
overlap between the strips and adjust the texture coordinates while rendering [53].  
The scene is saved in JPEG format and a free library routine is used to read the
from it [55]. In BMP format the scene is too big (190 MB) and, at the maximum qua
PEG format has no noticeable degradation while significantly reducing the file size 
(27 MB). In the final implementation, the chosen number of strips was 34 with an 
overlap of 8 pixels. This slightly changed the vertical resolution, resulting in the final 
image of 8192 by 8176 pixels. The original image was shrunk to a height of 8160 p
and 8 pixels of padding were added on top and bottom. This produces strips with heigh
of 256 pixels and width of 8192 pixels which is an acceptable texture size for OpenGL. 
The textured sphere rendering algorithm was taken from [5] and modified to render only 
half of the sphere in texture strips. For each strip the texture is changed and the texture 
coordinates are modified to exclude the overlap region. 
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When the DirectShow filter interrupt is received, CAMSHIFT coordinates and 
camera parameters are retrieved from the other two threads. CAMSHIFT coordinates are 
filte
leep. 
T  system operator needs to do after system installation is 
r each viewer, the system needs to be reinitialized. Finally, 
som  A 
red with the Butterworth filter to eliminate noise. Viewer’s head position is 
calculated and the off-axis projection is set. The old frame is erased, the hemisphere is 
rendered, and frame buffers are swapped. Finally, the main thread goes back to s
3.3 System Operation 
3.3.1. Operator Interface 
he first thing that the
system calibration. Then, fo
e additional functions added specially for testing purposes need to be accessed.
complete list of keys available to the operator and their functions is given in Table 3.  
 
F - show video Y - increase movement scale Z - toggle status display 
G - hide video U - decrease movement scale X - decrease eye height 
Q - change filter P - filter properties C - increase eye height 
S - decrease delay I - decrease width filter fc V - start/stop 
D - increase delay ting) O - increase width filter fc B - flat image only (for tes
E - change pan freeze H - decrease move filter fc T - start timer 
W - start/stop write to file lter fc J - increase move fi ESC – quit 
M - increase angle offset K - decreas filter order  
N - decrease angle offset L - increase filter order  
Table 3: Operator keys 
When the system is started,  with the camera window in 
the top left corner. Pressing key P causes a filter properties window to be brought up and 
the operator can select the area belonging to the observer’s head and start the system. At 
 
 a black screen is displayed
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this 
o 
s 
es, 
 
gh for a prototype. Each user needs to be initialized for the camera auto 
tracking and then again for the CAMSHIFT filter. In addition, each user’s eye height 
needs to be adjusted. However, once the viewer is initialized the system functions 
point, the system will start working. The camera auto tracking must be initialized 
separately with the camera remote control. Viewer’s eye height must be adjusted (keys 
X and C) to obtain the correct view. During the calibration procedure, the camera tilt 
angle offset can be changed (keys M and N). Key Q toggles between a simple average 
filter and the Butterworh filter. It is recommended to stay with the Butterworth filter and 
find the right settings for it. Movement scale should also be left as is (keys Y and U) t
eliminate only sub-pixel movements. Filter cutoff frequency can be modified for the 
head size (keys I and O) and head position (keys H and J). Filter order is the same for 
both properties (keys K and L). For the simple average filter, delay can be changed (key
S and D) and higher delay results in less view shaking. For internal calibration data 
logging can be used, which writes current parameters to a file (key W). Finally, when 
everything is set, the camera view window can be closed (key G). It can be brought back 
as needed (key F). During calibration, the parameters are displayed at the bottom of the 
screen. This status display needs to be removed when done (key Z). For testing purpos
the system can be stopped (black screen) with key V, paused at a random position (still 
image) with key B, and the timer can be started (5 minutes) with key T. Escape key exits
the system. 
3.3.2. Results and Limitations 
It takes some time to calibrate the system and the calibration is not very exact, but it 
is good enou
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autonomously as designed. For testing purposes, the limitation of a standing pose was 
not 
 
nd. 
ove only 
whe
e 
ick them up when they returned to the camera viewing area. 
Part
ign 
is, and a 
a problem. The generated view looked natural and changed naturally.  
However, there were two unresolved problems. The first problem was always 
present and appeared when the camera moved. Camera position was updated 10 times
per second, while head position in the camera video was updated 30 times per seco
This resulted in noticeable jumps in the simulated view during camera rotation. This 
problem was slightly relieved by setting the camera auto tracking mode to m
n necessary.  
The second problem occurred for a small number of the participants in the 
evaluation study of the system. Due to skin color differences, some participants had 
problems with camera auto tracking. The camera failed to track one participant 
completely, but most of the participants had few problems. The camera would lose som
participants, but p
icipants wearing red clothes had to cover them during system use. 
In addition, limitations compared to a real window that were set in the initial des
and are not a result of implementation are: one viewer at a time, lack of stereops
timewise static scene. 
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4 EVALUATION 
A study using a quasi-experimental design was carried out wherein 14 
participants/volunteers provided ratings of the effects of the artificial window prototype 
and a static display on their moods and reported behaviors. Participants also evaluated 
the artificial window in comparison to the static display with respect to realism, 
preference, and enhancement of the indoor environment.  Finally, participants completed 
tasks designed to evaluate the user interface of the artificial window. 
4.1 Hypotheses 
As noted, previous studies have shown that views of nature increase arousal, 
positive affects or feelings, and interest, and reduce negatively-toned feelings such as 
tension [68]. We hypothesized that the artificial window view of nature would elicit 
more positive mood responses than the static nature picture. It was also anticipated that 
participants would evaluate the artificial window as more realistic and preferred than the 
static display, and report looking at it and moving in front of it more. Our hypothesis 
was that the artificial window, in comparison to a static picture, would be more pleasing, 
improve the environment more, be more realistic, more desired, more involving and a 
better replacement for a window. 
4.1.1. Mood Ratings 
The mood measurement questionnaire consisted of established and validated items 
used in environmental psychology and emotions research [34,58]. Participants rated their 
moods on five affective dimensions: arousal (stimulated, excited), positive affects 
(pleasantness, friendliness), interest, tension, and anger. Two questionnaire items were 
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used to assess each of these five mood aspects. Participants were asked to rate how they 
felt “right now, at this time” using visual analog scales (VAS) of length 100 mm. The 
VAS end points were defined as “not at all” and “very much so.” Questions are listed in 
Table 4. 
 
Q1 I feel stimulated.Arousal Q2 I feel excited. 
Q3 I feel on edge. Tension Q4 I feel tense. 
Q5 I feel angry. Anger Q6 I feel irritated. 
Q7 I feel pleasant. Positive Affects Q8 I feel friendly. 
Q9 I feel attentive. Interest Q10 I feel interested. 
Table 4: Mood questionnaire 
 
4.1.2. Other Evaluation Ratings 
In addition to the mood ratings, the participants were asked to evaluate each of the 
different picture/window conditions with respect to preference, realism, involvement and 
suitability as a replacement for a real window (Table 5). The same VAS response format 
was used as for the mood items. 
 
Q11 I looked at the display on the wall (not the camera). 
Q12 I moved in front of the display. 
Q13 I liked the scene on the display. 
Q14 I think the scene made the hallway better. 
Q15 I found the scene realistic. 
Q16 I would like to have this scene on my wall (disregard equipment). 
Q17 The scene made me feel like I was somewhere else. 
Q18 I find this scene an acceptable replacement for a window. 
Table 5: Evaluation questionnaire 
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4.1.3. Interface Evaluation Tasks 
The artificial window can also be seen as an artificial reality interface that is 
simulating a real window. Participants were given two tasks to see how well this was 
accomplished (Table 6). The first task was to find an object in the scene (water tower) by 
moving in front of the artificial window as one would move in front of a real window. 
The second task required the participants to count the number of objects (floating 
markers in the lake) in the scene, thus requiring them to search the entire scene. 
 
T1 Find the water tower in the display and briefly describe its location. 
T2 Count the floating markers in the lake and record the number. 
Table 6: Interface tasks 
 
4.2 Experimental Setup 
Participants were run individually. Each participant provided all data during one 
experimental session that followed a within-subjects (repeated measures) protocol. The 
artificial window was hung in a part of a windowless hallway where everything else was 
removed from the walls. All other conditions or features in the hallway were kept the 
same except for the window condition (static picture, virtual window), which was varied 
during each experimental session. The camera was tracking the participants across all 
conditions, including when its use was unnecessary during the static picture condition. 
Participants were met by an experimenter prior to walking into the hallway study 
area and asked to fill out the mood questionnaire. The experimenter left while the 
participant provided the mood ratings. (The experimenter was also away when 
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participants filled out the mood and evaluation questionnaires in later stages of the 
experimental session.) The first mood ratings were considered the initial state (IS). After 
the initial mood ratings, each participant walked into the test hallway in front of the 
system prototype where the camera was calibrated to track their face. Participants spent 
five minutes in front of the system prototype with a blank display (BD) or control 
condition.  It was expected that the auto-tracking camera would be novel to the 
participants and accordingly influence their mood. The purpose of the BD condition was 
to help participants become accustomed or habituated to the moving camera, in order 
that its effects would not obscure or swamp those of the two main conditions (static 
picture, artificial window). The camera was not recording and each participant was 
informed of this several times during the experimental session. 
After the five minutes of BD exposure (camera habituation), participants walked 
back to the desk where they filled out both the mood and evaluation questionnaires. Five 
minutes was chosen as the minimum amount of time required for the environment to 
affect the participants, based on previous research [68]. The same procedure was 
repeated – five minutes followed by the mood ratings and evaluation questionnaire – for 
the static picture (SP) and the artificial window (AW) conditions. The sequence of 
measured conditions is summarized in Table 7. Finally, after providing mood and 
evaluation responses for the AW, participants were given the interface evaluation tasks. 
The total time for each experimental session was 30-35 minutes per subject.  
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As earlier noted, a total of fourteen (14) volunteers participated, of which eleven 
were undergraduate and three were graduate students. Undergraduate students were 
given extra course credit for their participation.  
 
IS Initial state (at walk in) 
BD Blank Display (camera effect)
SP Static Picture 
AW Artificial Window 
Table 7: Measured conditions 
 
4.3 Evaluation Results 
All VAS responses were measured with a ruler and entered into a spreadsheet.  
Mood data were summed into two-item affect categories (arousal, positive affects, 
interest, anger, tension) and statistical analysis was performed. Table 8 summarizes the 
statistical analysis of both the mood data and the evaluation questionnaire. Given the a 
priori hypotheses, the environmental comparison of primary interest is between the 
static picture (SP) and the artificial window (AW). The paired samples t-test results for 
this comparison are given in the last column in bold (SP-AW). For the evaluation 
questions (Q11-Q18), the last three columns list differences among the BD, SP, and AW 
conditions. The rest of the table is provided to enhance the discussion. Within-subjects 
ANOVA for repeated measures shows the probability that all of the measured conditions 
do not have the same mean. 
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  Paired samples t-tests 
 ANOVA IS-BD IS-SP IS-AW BD-SP BD-AW SP-AW 
Arousal 0.003 0.120 0.933 0.008 0.063 0.032 0.009
Tension 0.541 0.287 0.480 0.330 0.585 0.985 0.588
Anger 0.235 0.044 0.166 0.089 0.532 0.865 0.665
Positive Affects 0.011 0.012 0.008 0.298 0.062 0.620 0.007
Interest 0.089 0.357 0.211 0.425 0.373 0.026 0.032
Q11 0.000 N/A N/A N/A 0.005 0.000 0.000
Q12 0.013 N/A N/A N/A 0.433 0.064 0.000
Q13 0.000 N/A N/A N/A 0.000 0.000 0.000
Q14 0.000 N/A N/A N/A 0.000 0.000 0.052
Q15 0.000 N/A N/A N/A 0.009 0.000 0.000
Q16 0.000 N/A N/A N/A 0.000 0.000 0.001
Q17 0.000 N/A N/A N/A 0.016 0.000 0.000
Q18 0.000 N/A N/A N/A 0.105 0.001 0.000
Table 8: Statistical analysis results 
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Figure 20: Mood means 
 
Question 0 1 2 3 
Arousal 97 115 98 132 
Tension 66 51 57 51 
Negative affects 12 23 21 24 
Positive affects 147 130 111 135 
Interest 139 128 123 147 
Table 9: Mood mean values 
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4.3.1. Mood Results 
Mood ratings means are graphed in Figure 20 and listed in Table 9. Confidence 
intervals are graphed in Figure 21. The following moods were all higher for the AW 
compared to the SP condition: arousal  (mean 98 vs. 132, p=0.009); positive affects 
(mean 111 vs. 135, p=0.007); and interest (mean 123 vs. 147, p=0.032 which is not 
significant overall given that the ANOVA failed). These findings clearly support the 
hypothesis that the AW would elicit more positive mood responses than the SP. Tension 
and anger, however, did not vary significantly as a function of AW versus SP exposure, 
probably because participants reported low levels of these affects when the session 
began. Future research on tension or anger mitigating effects of artificial windows 
should use participants who have been exposed to a condition or manipulation that elicits 
these feelings [68].  
The predicted effect of initial exposure to a novel tracking camera was noticeable in 
positive affects, where the influence of the BD control condition did not vary from that 
of the AW. The BD condition with tracking camera, however, was associated with 
significantly higher positive affects than the SP (0.007). As expected, the participants 
appeared to habituate quickly to the camera, as evidenced by the drop in the positive 
affect scores for the SP condition – even though the only change between conditions was 
a picture on the display. The camera effect was not statistically significant for arousal 
and interest. 
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Figure 21: Mood confidence intervals (95%) 
 
In addition to supporting most of the mood hypotheses, other aspects of the mood 
findings are worth noting. The arousal scores for the SP were at the same level as the IS, 
whereas they were higher for the AW. Positive affects scores were highest at the IS, 
perhaps because participants came from outdoors and the surroundings campus has 
prominent trees and other nature. No comparison is possible for interest scores since 
ANOVA was not significant.  
4.3.2. Evaluation results 
Evaluation item means are graphed in Figure 22. For reference, the evaluation 
questions are listed in Table 5. For nearly all questions, the SP scored between the BD 
and the AW, just as one would expect from earlier research on static nature pictures. The 
only items for which this is not true are question 12 – “I moved in front of the display” – 
and question 14 – “I think the scene made the hallway better”.  
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Figure 22: Evaluation means 
 
The BD and the SP received similar scores for movement, reflecting the fact that 
there was no change in the image resulting from movement. For the same question, there 
was a nonsignificant tendency for the AW to receive higher scores than the BD with the 
novelty of the tracking camera (0.064). Question 14 also narrowly missed significance 
(p=0.052) between the SP and the AW. There are two possible explanations. The first 
one is that it was too general and might have confused people, thus giving a large 
variance, although the means were different (68 vs 83). The second explanation is that 
some people marked the maximum for the SP condition and as a result they could not 
give a higher rating for the AW.  
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We can see from the statistical analysis in Table 8, the graph in Figure 22, and the 
values in Table 10, that the overall evaluation score was far higher for the AW than for 
the SP (p≈0.000 and means almost doubled). The positive change or difference in the 
overall evaluation from the SP to AW is roughly similar to the overall change from the 
BD to SP. 
 
 Q11 Q12 Q13 Q14 Q15 Q16 Q17 Q18 
BD 34 71 20 20 10 14 13 13 
SP 56 69 59 68 38 48 25 23 
AW 90 91 80 83 65 65 58 45 
Table 10: Evaluation mean values 
 
To summarize the evaluation findings, the AW compared to the SP was more 
preferred (48 vs. 65), judged much more realistic (38 vs. 65), far more involving (25 vs. 
58), and a much better replacement for a window (23 vs. 45). 
4.3.3. Interface analysis: task results 
All participants located the target object successfully in the artificial window, except 
for one person who misread the question (indicated by their answer). The artificial 
window interface was clearly recognized as the participants immediately moved the 
same way a person would in front of a real window. They moved up closer to get a 
larger field of view and then moved sideways in search of their target. 
Twelve out of fourteen participants counted the markers correctly. There were four 
markers, of which two were very close. The two wrong answers were off by one, raising 
the possibility that they counted the two markers as one. The participants spent more 
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time on this task looking in all possible directions to make sure all markers were 
counted. Success of this task showed that they had a good perception of the virtual space 
because all markers could not be seen at once. None of the participants needed more 
than five minutes to complete the tasks. 
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5 CONCLUSIONS AND FUTURE WORK 
5.1 Conclusions 
We have presented a new use of display technology – not to display information, 
but to simulate an environmental stimulation that is psychologically and physiologically 
beneficial to humans. We have shown a need for a better substitute for a window that 
was documented decades ago. We have also shown how to construct an artificial 
window with motion parallax. Finally, we have performed three different evaluations to 
show that it is a better window substitute than a static image, with stronger effect on 
human well-being, and a good simulation of a window interface. Our evaluation was a 
small scale preliminary study with encouraging results. It clearly warrants further 
research, most notably larger sample size and varying order of conditions, which was not 
done due to the small number of participants and experiment setup. In our test subjects’ 
opinion, it is clearly a step towards a real window of the same magnitude as the step 
from nothing to a picture on the wall.  
Our prototype did surprisingly well in the evaluation, given that it is far from a 
perfect window simulation. In the current state, it has some minor problems which could 
easily be resolved. The current design with a better implementation could be used in 
some real world windowless settings. Due to the limitation of one viewer at a time, 
possible applications would be to single person windowless spaces, such as an office or a 
medical treatment space. In the future, artificial window video with stereopsis would be 
an excellent replacement for a window in all single-person spaces with a limited view of 
nature, such as underground, underwater, outer space, or just strictly urban areas.  One 
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could also control window views: perhaps a mountain meadow one day, park with 
flowers another or a tropical island yet another. Even for people with a view of nature, 
on a rainy day, an artificial window could show a sunny view, or for people living close 
to the poles it could simulate normal day and night. The possibilities are endless. 
5.2 Future Work 
For future work, the simplest step would be minor changes in the implementation. 
These include elimination of user initialization through a good feature-based tracking 
algorithm and software camera control, elimination of pose limitation through use of two 
cameras, and faster camera movement update with a better camera. Changes in the 
system design are also possible. Currently the scene is designed as static. It is possible to 
use a panoramic movie approach which is similar to taking different environment maps 
over time from frames in a movie. Of course, a single movie in a high enough resolution 
would not be playable in real time, but instead the environment map can be divided into 
smaller pieces which are encoded as separate movie streams. Depending on the visible 
region of the scene only some of the streams are actually played [50]. In the artificial 
window case, the combined scene would have to be split into streams in a mip-mapping 
fashion, because when the viewer is close to the display, almost the entire scene is 
visible but only in the display resolution. To record the scene, a hemispherical 
polydioptric camera [40] would have to be used. With new blu-ray DVD discs [4] 24 
hours of artificial window video should fit comfortably on a single disc. 
Finally, there are things that are beyond our reach at this time, because they depend 
on new display technology. Adding stereopsis would be possible, but currently these 
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displays have a very limited viewing angle. If this improves, the primary assumption of 
one viewer at a time would be left as the only limitation of the simulated window. In the 
future, true 3D displays could remove this last limitation, and at this time lenticular 
displays seem like the most promising technology [43]. 
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