This good performance is mainly attributable to our unique learning method. DNAFSMiner is available free of charge for academic and non-profit organizations.
INTRODUCTION
DNA sequences are an important type of biomedical data that contains many biologically meaningful functional sites such as transcription start site, coding region, translation initiation site (TIS), splice site, polyadenylation signal (PAS) and so on. These functional sites are important components in the primary structure of genes and play crucial roles in DNA transcription and translation. Accurately identifying these biological functional sites is an important application of computational biology and bioinformatics.
Recently, software programs have been developed to detect TISs or PASs from DNA sequences. For example, ATGpr (Salamov et al., 1998 ) is a web application to predict TIS in cDNA sequences using a linear discriminant function that combines some statistical features derived from the sequence. It can be accessed via interface http://www.hri.co.jp/atgpr/. Polyadq (Tabaska and Zhang, 1999) and Erpin (Legendre and Gautheret, 2003) are two programs to detect PASs in human DNA and mRNA sequences by analysing upstream and downstream sequence elements around PASs. Polyadq finds PASs using a pair of quadratic discriminant functions. It is available at http://rulai.cshl.org/tools/polyadq/polyadq_form.html. Erpin was built on bioinformatics analysis of expressed sequence tag (EST) and genomic sequences to characterize biases in the regions encompassing 600 nt around the cleavage site. The program can be found at http://tagc.univ-mrs.fr/erpin/.
Our DNAFSMiner is also a web-based toolbox to recognize TIS in vertebrate DNA/mRNA/cDNA sequences (via TIS Miner), and PASs in human DNA sequences [via Poly(A) Signal Miner]. * To whom correspondence should be addressed.
The software implements our unique statistical and data mining algorithms. Specifically, our method for constructing the prediction models consists of three steps (Liu et al., , 2004 , http://www.bioinfo.de/isb/2004/04/0022/) (1) generating a large number of candidate features from the sequences, (2) selecting relevant features and (3) integrating the selected features with a learning algorithm to build a classification and prediction system. The prediction models are trained and evaluated on several datasets, including public ones and our own established ones. For example, TIS Miner was trained by a set of well annotated and verified sequences and evaluated by some recently published data (Liu et al., 2004) . The prediction results achieved by our method are comparable or superior to previously reported ones. Please see Liu et al. (2004) for the performance comparisons of our model with ATGpr on TIS predictions and see for the comparisons of our model with Erpin and Polyadq on PAS predictions.
TOOLBOX OVERVIEW
Technologies. In the construction of the prediction models, TIS Miner and Poly(A) Signal Miner, in the first step, generate candidate features using k-gram nucleotide acid or amino acid patterns, which are patterns defined as k consecutive letters of nucleotide symbols or amino acid symbols. So, candidate features are these patterns. The occurrence rate of a pattern within certain base pairs upstream and downstream of a candidate functional site is used as the value of the feature. Then, in the framework of the new feature space, the original nucleotide sequences are transformed into data in the form of integer values. In the second step, an entropy-based feature selection algorithm is applied to the transformed training data to select important features that can discriminate between true functional sites and false ones sharply. In the third step, support vector machines (SVMs) is used to build the prediction model. As well known, an SVM can select a small number of critical boundary samples from each class of training data and then build a discriminant function that separates them as widely as possible. The decision function for a test sample T is usually defined as:
where x i is the training data point, y i is the class label (true functional site is mapped to 1 while non-functional site is mapped to −1) of these data points, b and α 0 i are parameters to be determined through training. K(·) is the kernel function which defines an inner product. The kernel function is used by the SVM to map the training data into a higher dimensional space when the linear separation is impossible in the original one. So, in our applications, f (T ) > 0 if the sample T is more likely to be a functional site, and f (T ) < 0 if T is more likely to be a non-functional site.
As f (T ) is an unbounded function, we propose a function s(T ) to normalize f (T ):
s(T ) = 1 1 + e −f (T ) .
It is easy to see that f (T ) is normalized by s(T ) into the range (0,1). For each candidate of the functional site, we use score s(T ) to make the prediction. Note that if f (T ) > 0 then s(T ) > 0.5, and if f (T ) < 0 then s(T ) <
0.5. For more information about the background technologies of the above three-step method and the datasets used for training and validating the models, please refer to our recent publications Liu et al., , 2004 .
Input. For prediction, both the TIS Miner and the Poly(A) Signal Miner require a nucleic acid sequence which can be submitted either in raw or in FASTA format through our website. The maximum number of base pairs per sequence per submission is limited to 50 000 to avoid a long waiting time for users. The 'Number of predictions' is the number of top scored candidates of the predicted functional site that will be displayed in the result page (default setting is 5). When predicting PAS, users can also select the hexamer poly(A) signal consensus other than the default 'AATAAA'. The options include 'ATTAAA' or any variant of 'NNTANA'-type.
Output. The output of the TIS Miner is displayed as a table with six columns described below, while the output of the Poly(A) Signal Miner is also a table but with only three columns, i.e. the columns (1), (2) and (3) of the following description. Figure 1 shows the output page of the TIS Miner. (2) Score. This column shows the likelihood score, ranging in (0,1), of the prediction that 'the corresponding candidate is a true functional site'. It is given by the prediction model built by SVM on the training sequences. The higher the score is, the more likely the corresponding candidate is a true functional site. We also provide the information of accuracy, sensitivity, specificity and precision under different thresholds of the score based on our validation results, for both the TIS Miner and the Poly(A) Signal Miner. Table 1 is a summary of this information for the TIS Miner. For example, if the threshold is set as 0.6 (i.e. if the prediction score of a candidate is greater than 0.6, then it will be predicted as a true TIS; otherwise, it will be predicted as a non-TIS), the accuracy, sensitivity, specificity and precision are 72.2, 54.6, 89.7 and 84.1%, respectively. (Liu et al., 2004) Threshold Accuracy(%) Sensitivity(%) Specificity(%) Precision(%) This column answers that whether an in-frame stop codon is found within the 100 bp of the downstream of the candidate.
Future development. As a toolbox to recoginize functional sites in DNA sequences, DNAFSMiner is expected to provide functions to identify other functional sites, such as splice site and etc. We are working on this. On the other hand, we are planning to incrementally expand the system with newer sequences, in particular, to make it work on additional organisms not covered by the current datasets.
