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SYMMETRY AND INVARIANT BASES IN
FINITE ELEMENT EXTERIOR CALCULUS
MARTIN W. LICHT
Abstract. We study symmetries of bases and spanning sets in finite element exterior cal-
culus using representation theory. The group of affine symmetries of a simplex is isomorphic
to a permutation group and represented on simplicial finite element spaces by the pullback
action. We want to know which vector-valued finite element spaces have bases that are
invariant under permutation of vertex indices. We determine a natural notion of invariance
and sufficient conditions on the dimension and polynomial degree for the existence of invari-
ant bases. We conjecture that these conditions are necessary too. We utilize Djokovic´ and
Malzan’s classification of monomial irreducible representations of the symmetric group and
use symmetries of the geometric decomposition and canonical isomorphisms of the finite
element spaces. Invariant bases are constructed in dimensions two and three for different
spaces of finite element differential forms.
1. Introduction
The Lagrange finite element space over a simplex is a canonical example of a finite element
space that can easily be defined for arbitrary polynomial degree. The literature knows several
common examples of bases for the higher-order Lagrange space, including the standard nodal
basis, the barycentric bases, and the Bernstein bases [2, 1, 29]. A convenient feature of these
canonical bases is their invariance under re-numbering of the vertices: the basis does not
change if we re-number the vertices of the simplex, or equivalently, if we transport the basis
functions along an affine automorphism of the simplex.
While this convenient feature might easily be taken for granted, it fails to hold for vector-
valued finite element spaces, such as the Raviart-Thomas spaces, Brezzi-Douglas-Marini
spaces, and the Ne´dele´c spaces of first and second kind [41, 12, 37]. Indeed, even finding
explicit bases for these vector-valued finite element spaces is a non-trivial topic which has
only been addressed after the turn of the century [6, 7, 24, 20, 9, 30]. Whether an invariant
basis exists seems to be an intricate question: while no such basis exists for the space of
constant vector fields over a triangle, one easily finds such a basis for the linear vector fields of
a triangle. Generally speaking, the existence of such a basis for each family of vector-valued
finite element spaces seems to depend on the polynomial degree and the dimension.
2000 Mathematics Subject Classification. 65N30,20C30.
Key words and phrases. barycentric coordinates, finite element exterior calculus, monomial representation,
representation theory of the symmetric group.
This research was supported by the European Research Council through the FP7-IDEAS-ERC Starting
Grant scheme, project 278011 STUCCOFIELDS. This research was supported in part by NSF DMS/RTG
Award 1345013 and DMS/CM Award 1262982. The author would like to thank the Isaac Newton Institute
for Mathematical Sciences, Cambridge, for support and hospitality during the programme ”Geometry, com-
patibility and structure preservation in computational differential equations” where work on this paper was
undertaken. This work was supported by EPSRC grant no EP/K032208/1.
1
The purpose of this article is to address this algebraic aspect of finite element differential
forms: we present a natural notion of invariance and show the existence of invariant bases for
certain finite element spaces. In particular, we give sufficient conditions on the polynomial
degree and the dimension for each family of finite element spaces. We conjecture that these
conditions are also necessary. This work continues prior study of bases and spanning sets in
finite element exterior calculus [30].
In order to achieve the aim of this article, we adopt the framework of finite element
exterior calculus (FEEC, [6]), which translates the vector-valued finite element spaces into
the calculus of differential forms. A peculiar feature of FEEC is that it has generalized
results in finite element theory previously known only for special cases and puts these into
a common framework: this includes convergence results [8, 5, 4, 3], approximation theory
[16, 26, 32, 31], and a posteriori error estimation [18].
We use the representation theory of the permutation group in order to address the question
of invariant bases in finite element exterior calculus. Affine automorphisms of a simplex
correspond to permutations reordering the vertices of that simplex. These automorphisms
constitute a finite symmetric group, and they transform finite element differential forms via
the pullback operation. Thus representation theory emerges naturally in our study, because
these pullbacks are a linear representations over finite element spaces. These automorphisms
constitute a finite group isomorphic to the group of permutations of the simplex vertices.
It turns out that we need to study finite element spaces with complex coefficients in order
to develop a satisfying theory of invariant bases. Our notion of invariance in this article
is invariant under the action of the symmetric group up to multiplication by complex units.
In the language of representation theory, we are interested under which circumstances the
action of the symmetric group over a finite element space can be represented by a monomial
matrix group with real or complex coefficients [38]. The transition to complex numbers re-
veals interesting structures: for example, the constant complex vector fields over a triangle
have a basis invariant up to multiplication by complex roots of unity. The calculus of differ-
ential forms is essential for our theoretical framework.
We construct invariant bases for finite element spaces of higher polynomial order by a re-
duction to the case of lower polynomial degree. Towards that aim, we analyze the interaction
of simplicial symmetries with two concepts in the theory of finite element exterior calculus.
On the one hand, we recall the geometric decomposition of the finite element spaces [7]
PrΛ
k(T ) =
⊕
F⊆T
extr,kF,T P˚rΛ
k(F ), P−r Λ
k(T ) =
⊕
F⊆T
extr,k,−F,T P˚
−
r Λ
k(F ).
This decomposition involves extension operators that we show to preserve invariant bases,
so a geometrically decomposed invariant basis for finite element methods can be constructed
from invariant bases for the finite element spaces with boundary conditions. On the other
hand, we recall the canonical isomorphisms [6] over an n-dimensional simplex T
P˚−r Λ
k(T ) ≃ Pr−n+k−1Λ
n−k(T ), P˚rΛ
k(T ) ≃ P−r−n+kΛ
n−k(T ).
These isomorphisms are natural for the algebraic theory of finite element exterior calculus
in the sense that they preserve the canonical spanning sets [30]. We show that they com-
mute with the simplicial symmetries and thus preserve invariant bases. Hence, in order to
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construct invariant bases for the finite element spaces with boundary conditions it suffices
to find invariant bases for finite element spaces of lower polynomial degree and over lower-
dimensional simplices. The former two observations combined enable a recursive construction
of invariant bases, under the precondition that invariant bases are available in the base cases.
The aforementioned base case refers to the finite element spaces of differential forms of
polynomial order zero, that is, constant fields. The theory of invariant bases for the con-
stant differential forms over a simplex derives from the classification of monomial irreducible
representations of the symmetric group due to Djokovic´ and Malzan [19]. Specifically, in-
variant bases for the constant differential forms exist only in the case of scalar and volume
forms, the case of differential forms up to dimension 3, and the case of constant 2-forms over
4-simplices. Starting from these base cases, we determine conditions on the dimension and
the polynomial degree that ensure that our construction produces invariant bases.
We outline the invariant bases for constant fields in vector calculus notation and using
barycentric coordinates of the simplex. Over a tetrahedron, the three vector fields
ψw = ∇λ0 −∇λ1 +∇λ2 −∇λ3, ψp = ∇λ0 +∇λ1 −∇λ2 −∇λ3,
ψk = ∇λ0 −∇λ1 −∇λ2 +∇λ3
(1)
are a basis for the constant vector fields, and that basis is invariant under renumbering of
vertices up to signs. Similarly, the three constant cross products
ψw × ψp, ψw × ψk, ψp × ψk(2)
are a basis for the constant pseudovector fields over a tetrahedron and that basis is again
invariant under renumbering up to signs. Over a triangle, the transition to complex coeffi-
cients reveals the following observation which may come surprising to some readers: the two
constant vector fields
φ0 = ∇λ0 + e
2ipi/3∇λ1 + e
−2ipi/3∇λ2,
φ1 = ∇λ0 + e
−2ipi/3∇λ1 + e
2ipi/3∇λ2
(3)
are a basis for the complex constant vector fields over a triangle that is invariant under
renumbering of vertices up to complex units, more specifically, up to cubic roots of unity.
Lastly, we mention that quartic roots of unity appear in the construction of an invariant
bases for the bivector fields over a four-dimensional hypertetrahedron.
This allows the construction of bases for finite element spaces that are invariant up to
complex roots of unity. Whether these complex roots of unity are real, that is, the basis is
invariant up to sign changes, depends on the simplex dimension and the polynomial degree.
We conjecture that our construction is exhaustive: no finite element spaces in finite element
exterior calculus have bases invariant up to real and complex units except for the one dis-
cussed in this article.
As a convenience for the reader, we summarize the application of our theory to common
(real-valued) finite element spaces below. We use the language of vector analysis and the
notation as in the article. The following finite element spaces have bases that are invariant
up to sign changes under reordering of the vertices:
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• The Brezzi-Douglas-Marini space of degree r over a triangle T ,
BDMr(T ) := span{ λ
α∇λi | α ∈ A(r, 0 : 2), 0 ≤ i ≤ 2 }
if r is not divisible by 3.
• The Raviart-Thomas space of degree r over a triangle T ,
RTr(T ) := span{ λ
αφij | α ∈ A(r − 1, 0 : 2), 0 ≤ i < j ≤ 2 }
if r − 2 is not divisible by 3.
• The divergence-conforming Brezzi-Douglas-Marini space of degree r over a tetrahe-
dron T ,
BDMr(T ) := span{ λ
α∇λi ×∇λj | α ∈ A(r, 0 : 3), 0 ≤ i < j ≤ 3 }
if r ∈ {1, 2, 4, 5, 8}.
• The divergence-conforming Raviart-Thomas space of degree r over a tetrahedron T ,
RTr(T ) := span{ λ
αφijk | α ∈ A(r − 1, 0 : 3), 0 ≤ i < j < k ≤ 3 }
if r ∈ {2, 3, 4, 6, 7, 10}.
• The curl-conforming Ne´de´lec space of the first kind degree r over a tetrahedron T ,
Ndfstr (T ) := span{ λ
αφij | α ∈ A(r − 1, 0 : 3), 0 ≤ i < j ≤ 3 }
if r ∈ {0, 1, 3, 4, 7}.
• The curl-conforming Ne´de´lec space of the second kind of degree r over a tetrahedron
T ,
Ndsndr (T ) := span{ λ
α∇λi | α ∈ A(r, 0 : 3), 0 ≤ i ≤ 3 }
if r ∈ {0, 1, 2, 4, 5, 8}.
However, the complex-valued versions of these finite element spaces have bases invariant up
to multiplication by cubic roots of unity, irrespective of the polynomial degree. We conjec-
ture that the for remaining polynomial degrees not covered above, no basis invariant up to
sign changes exists.
This article utilizes representation theory for a theoretical contribution to numerical anal-
ysis, and some aspects can be of broader interest in representation theory. Our action of the
symmetric group on finite element spaces is fully specified by action of the symmetric group
on the barycentric coordinates, which is a rewriting of the standard representation of the
symmetric group. Our recursive construction showcases new aspects of the representation
theory of the symmetric group. The notion of monomial representation is central to our
contribution. However, monomial representations do not seem to be a standard topic in in-
troductory textbooks on representation theory, and only a few articles approach constructive
aspects of monomial representations (see [39, 40]). We also remark that groups of monomial
matrices over finite fields have found use in cryptography and coding theory [23]. The author
suggests a comprehensive study of the category of monomial representations of finite groups.
Such study may verify or refute our conjecture that there are no monomial representations
on finite element spaces not covered by our recursive construction.
The representation theory of groups has had various applications throughout numerical
and computational mathematics, such as in geometric integration theory [14, 45, 36] and
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artificial neural networks [11]. Our application in finite element methods adds a new ap-
plication of representation theory to that list. It remains for future research to study the
symmetry of finite element bases over non-simplicial cells [35, 21, 33, 13].
Bases for finite element spaces have been subject of research for a long time. The choice
of bases influences the condition numbers and sparsity properties of the global finite element
matrices [2, 42, 10, 28]. Bases for vector-valued finite element spaces, such as Brezzi-Douglas-
Marini spaces, Raviart-Thomas spaces, or Ne´de´lec spaces have been stated explicitly rela-
tively recently [6, 7, 24, 20, 9, 30]. The invariance of bases under renumbering of the vertices
of a simplex is not an issue for scalar-valued finite element spaces but becomes a highly
nontrivial topic for vector-valued finite element spaces. To the author’s best knowledge,
the questions addressed in this article have been in informal circulation for quite some time
but no research results have been published before. We remark that the seminal article of
Arnold, Falk, and Winther [6] utilized techniques of representation theory to classify the
affinely invariant finite-dimensional vector spaces of polynomial differential forms.
The remainder of this work is structured as follows. Important preliminaries on combina-
torics, exterior calculus, and polynomial differential forms are summarized in Section 2. We
review elements of representation theory in Section 3. In Section 4 we establish first results
on the coordinate transformation of polynomial differential forms. In Section 5 we study
invariant bases and spanning sets for lowest-order finite element spaces. We discuss the
symmetry properties of the canonical isomorphisms in Section 6. We discuss extension oper-
ators, geometric decompositions, and their symmetry properties in Section 7. Putting these
results together, the recursive construction of invariant bases and applications are discussed
in Section 8.
2. Notation and Definitions
We introduce and review notions from combinatorics, simplicial geometry, and differential
forms over simplices. Much of this section, though not everything, is a summary of results in
[30]. We refer to Arnold, Falk, and Winther [6, 7] and to Hiptmair [25] for further background
on polynomial differential forms.
2.1. Combinatorics. We let δm,n be the Kronecker delta for any m,n ∈ Z. Form,n ∈ Z we
write [m : n] = {i ∈ Z | m ≤ i ≤ n} and let ǫ(m,n) = 1 if m < n and ǫ(m,n) = −1 if m > n.
The set of all permutations of [m : n] is written Perm(m : n) and we abbreviate Perm(n) =
Perm(0 : n). We let sgn(π) ∈ {−1, 1} be the sign of any permutation π ∈ Perm(m : n).
We write A(m : n) for the set of multiindices over [m : n]. For any α ∈ A(m : n),
|α| :=
n∑
i=m
α(i), [α] := { i ∈ [m : n] | α(i) > 0 } , ⌊α⌋ := min[α].
We let A(r,m : n) be the set of those α ∈ A(m : n) for which |α| = r, and we abbreviate
A(r, n) := A(r, 0 : n). The sum α + β of α, β ∈ A(r,m : n) is defined in the obvious man-
ner. We let δp : Z → N be the function that equals 1 at p and is zero otherwise. When
α ∈ A(r,m : n) and p ∈ [m : n], then α+p ∈ A(r+1, m : n) is notation for α+ δp. Similarly,
when p ∈ [α], then α− p is notation for α− δp.
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For a, b,m, n ∈ Z, we let F (a : b,m : n) be the set of functions from [a : b] to [m : n]. For
any τ ∈ F (a : b,m : n) we let ǫ(τ) ∈ {−1, 1} be the sign of the permutation that orders the
sequence τ(a), . . . , τ(b) in ascending order.
We let Σ(a : b,m : n) be the set of strictly ascending mappings from [a : b] to [m : n]. We
call those mappings also alternator indices. By convention, Σ(a : b,m : n) := {∅} whenever
a > b. For any σ ∈ Σ(a : b,m : n) we let
[σ] := { σ(i) | i ∈ [a : b] } ,
and we write ⌊σ⌋ for the minimal element of [σ] provided that [σ] is not empty, and ⌊σ⌋ =∞
otherwise. Furthermore, if q ∈ [m : n] \ [σ], then we write σ + q for the unique element of
Σ(a : b + 1, m : n) with image [σ] ∪ {q}. In that case, we also write ǫ(q, σ) for the sign of
the permutation that orders the sequence q, σ(a), . . . , σ(b) in ascending order, and we write
ǫ(σ, q) for the sign of the permutation that orders the sequence σ(a), . . . , σ(b), q in ascending
order. Note also that ǫ(σ, q) = (−1)b−aǫ(q, σ). Similarly, if p ∈ [σ], then we write σ − p for
the unique element of Σ(a : b− 1, m : n) with image [σ] \ {p}.
We abbreviate Σ(k, n) = Σ(1 : k, 0 : n) and Σ0(k, n) = Σ(0 : k, 0 : n). If n is understood
and k, l ∈ [0 : n], then for any σ ∈ Σ(k, n) we define σc ∈ Σ0(n − k, n) by the condition
[σ] ∪ [σc] = [0 : n], and for any ρ ∈ Σ0(l, n) we define ρ
c ∈ Σ(n − l, n) by the condition
[ρ] ∪ [ρc] = [0 : n]. In particular, σcc = σ and ρcc = ρ. We emphasize that σc and ρc depend
on n, which we suppress in the notation.
When σ ∈ Σ(k, n) and ρ ∈ Σ0(l, n) with [σ] ∩ [ρ] = ∅, then ǫ(σ, ρ) denotes the sign of the
permutation ordering the sequence σ(1), . . . , σ(k), ρ(0), . . . , ρ(l) in ascending order.
2.2. Simplices. Let n ∈ N0. An n-dimensional simplex T is the convex closure of pairwise
distinct affinely independent points vT0 , . . . , v
T
n in Euclidean space, called the vertices of T .
We call F ⊆ T a subsimplex of T if the set of vertices of F is a subset of the set of vertices
of T . We write ı(F, T ) : F → T for the set inclusion of F into T .
As an additional structure, we assume that the vertices of all simplices are ordered. For
simplicity, we assume that all simplices have vertices ordered compatibly to the order of
vertices on their subsimplices. Suppose that F is an m-dimensional subsimplex of T with
ordered vertices vF0 , . . . , v
F
m. With a mild abuse of notation, we let ı(F, T ) ∈ Σ0(m,n) be
defined by vTı(F,T )(i) = v
F
i .
2.3. Barycentric Coordinates and Differential Forms. Let T be a simplex of dimension
n. Following the notation of [6], we denote by Λk(T ) the space of differential k-forms over T
with smooth bounded real coefficients of all orders, where k ∈ Z. Recall that these mappings
take values in the k-th exterior power of the dual of the tangential space of the simplex T .
In the case k = 0, the space Λ0(T ) = C∞(T ) is just the space of smooth functions over T
with uniformly bounded derivatives. Furthermore, Λk(T ) = {0} unless 0 ≤ k ≤ n.
We write RΛk(T ) = Λk(T ) and let CΛk(T ) denote the complexification of RΛk(T ). All
the algebraic operations defined in the following apply to CΛk(T ) completely analogously.
We recall the exterior product ω ∧ η ∈ Λk+l(T ) for ω ∈ Λk(T ) and η ∈ Λl(T ) and that it
satisfies ω ∧ η = (−1)klη ∧ ω. We let d : Λk(T )→ Λk+1(T ) denote the exterior derivative. It
satisfies d (ω ∧ η) = dω ∧ η + (−1)kω ∧ dη for ω ∈ Λk(T ) and η ∈ Λl(T ). We also recall that
the integral
∫
T
ω of a differential n-form over T is well-defined.
Let F be an m-dimensional subsimplex of T . The inclusion ı(F, T ) : F → T naturally
induces a mapping trT,F : Λ
k(T ) → Λk(F ) by taking the pullback, which we call the trace
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from T onto F . It is well-known that the exterior derivative commutes with taking traces,
that is, d trT,F ω = trT,F dω for all ω ∈ Λ
k(T ).
The barycentric coordinates λT0 , . . . , λ
T
n ∈ Λ
0(T ) are the unique affine functions over T
that satisfy the Lagrange property
λTi (vj) = δij , i, j ∈ [0 : n].(4)
The barycentric coordinate functions of T are linearly independent and constitute a partition
of unity:
1 = λT0 + · · ·+ λ
T
n .(5)
We write dλT0 , dλ
T
1 , . . . , dλ
T
n ∈ Λ
1(T ) for the exterior derivatives of the barycentric coordi-
nates. The exterior derivatives are differential 1-forms and constitute a partition of zero:
0 = dλT0 + · · ·+ dλ
T
n .(6)
It can be shown that this is the only linear independence between the exterior derivatives of
the barycentric coordinate functions.
Several classes of differential forms over T that are expressed in terms of the barycen-
tric polynomials and their exterior derivatives. When r ∈ N0 and α ∈ A(r, n), then the
corresponding barycentric polynomial over T is
λTα :=
n∏
i=0
(λTi )
α(i).(7)
When a, b ∈ N0 and σ ∈ Σ(a : b, 0 : n), the corresponding barycentric alternator is
dλTσ := dλ
T
σ(a) ∧ · · · ∧ dλ
T
σ(b).(8)
Here, we treat the special case σ = ∅ by defining dλT∅ = 1.
Whenever a, b ∈ N0 and ρ ∈ Σ(a : b, 0 : n), then the corresponding Whitney form is
φTρ :=
∑
p∈[ρ]
ǫ(p, ρ− p)λTp dλ
T
ρ−p.(9)
In the special case that ρT : [0 : n]→ [0 : n] is the single member of Σ0(n, n), then we write
φT := φρT for the associated Whitney form. In the sequel, we call the differential forms (7),
(8), (9), and their sums and exterior products, barycentric differential forms over T .
For notational convenience in some statements, we will also allow σ ∈ F (a : b, 0 : n) and
ρ ∈ F (a : b, 0 : n) to be arbitrary functions and then define
dλTσ := dλ
T
σ(a) ∧ · · · ∧ dλ
T
σ(b),
φTρ :=
∑
i∈[a:b]
(−1)i−aλTρ(i)dλ
T
ρ(a) ∧ · · · ∧ dλ
T
ρ(i−1) ∧ dλ
T
ρ(i+1) ∧ · · · ∧ dλ
T
ρ(b).
Lemma 2.1. Let τ ∈ F (a : b, 0 : n) be injective. Then there exist a unique ρ ∈ Σ(a : b, 0 : n)
and a unique permutation π : [a : b]→ [a : b] such that ρ = τπ. Moreover
dλρ = ǫ(τ)dλτ , φρ = ǫ(τ)φτ .
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Proof. For every injective τ ∈ F (a : b, 0 : n) there exist a unique ρ ∈ Σ(a : b, 0 : n) and
π ∈ Perm(a : b) such that ρ = τπ. We have dλρ = ǫ(π)dλτ and ǫ(τ) = ǫ(π), and π is the
permutation that orders the sequence τ(a), . . . , τ(b) into ascending order.
Consider any p ∈ [τ ] such that p = τ(i) for some i ∈ [a : b]; we let tp,0 be the min-
imal number of transpositions necessary to bring the sequence τ(a), . . . , τ(b) into order
τ(i), τ(a), . . . , τ(i − 1), τ(i + 1), . . . , τ(b) and let tp,1 be the minimal number of transposi-
tions necessary to bring the sequence τ(a), . . . , τ(i − 1), τ(i + 1), . . . , τ(b) into ascending
order. We now see that (−1)tp,0+tp,1 = ǫ(π)ǫ(p, ρ− p). It follows that
ǫ(π)φρ =
∑
p∈[ρ]
ǫ(π)ǫ(p, ρ− p)λTp dλ
T
ρ−p =
∑
p∈[ρ]
(−1)tp,0+tp,1λTp dλ
T
ρ−p = φτ .
This had to be shown. 
2.4. Finite Element Spaces over Simplices. Consider an n-dimensional simplex T , a
polynomial degree r ∈ N0, and a form degree k ∈ [0 : n]. Let K = R or K = C. We
introduce the sets of polynomial differential forms
SPrΛ
k(T ) :=
{
λαTdλ
T
σ
∣∣ α ∈ A(r, n), σ ∈ Σ(k, n) } ,(10a)
SP˚rΛ
k(T ) :=
{
λαTdλ
T
σ
∣∣∣∣ α ∈ A(r, n), σ ∈ Σ(k, n),[α] ∪ [σ] = [0 : n]
}
,(10b)
SP−r Λ
k(T ) :=
{
λαTφ
T
ρ
∣∣ α ∈ A(r − 1, n), ρ ∈ Σ0(k, n) } ,(10c)
SP˚−r Λ
k(T ) :=
{
λαTφ
T
ρ
∣∣∣∣ α ∈ A(r − 1, n), ρ ∈ Σ0(k, n),[α] ∪ [ρ] = [0 : n]
}
,(10d)
and their linear hulls
KPrΛ
k(T ) := spanK SPrΛ
k(T ), KP−r Λ
k(T ) := spanK SP
−
r Λ
k(T ),
KP˚rΛ
k(T ) := spanK SP˚rΛ
k(T ), KP˚−r Λ
k(T ) := spanK SP˚
−
r Λ
k(T ).
(11)
The sets (10) are called the canonical spanning sets. Their linear hulls give rise to the
standard finite element spaces (11) of finite element exterior calculus.
These canonical spanning sets are generally not linearly independent and so it remains
to state an explicit bases for the spaces (11). We can give some simply examples whenever
r ≥ 1. We define the sets of barycentric differential forms
BPrΛ
k(T ) :=
{
λαTdλ
T
σ
∣∣ α ∈ A(r, n), σ ∈ Σ(k, n), ⌊α⌋ /∈ [σ] } ,(12a)
BP˚rΛ
k(T ) :=
{
λαTdλ
T
σ
∣∣∣∣ α ∈ A(r, n), σ ∈ Σ(k, n),⌊α⌋ /∈ [σ], [α] ∪ [σ] = [0 : n]
}
.(12b)
BP−r Λ
k(T ) :=
{
λαTφ
T
ρ
∣∣∣∣ α ∈ A(r − 1, n), ρ ∈ Σ0(k, n),⌊α⌋ ≥ ⌊ρ⌋
}
,(12c)
BP˚−r Λ
k(T ) :=
{
λαTφ
T
ρ
∣∣∣∣ α ∈ A(r − 1, n), ρ ∈ Σ0(k, n),⌊ρ⌋ = 0, [α] ∪ [ρ] = [0 : n]
}
.(12d)
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A particular feature of these bases and spanning sets are their inclusion relations. On the
one hand, the bases are subsets of the spanning sets,
BPrΛ
k(T ) ⊆ SPrΛ
k(T ), BP−r Λ
k(T ) ⊆ SP−r Λ
k(T ),
BP˚rΛ
k(T ) ⊆ SP˚rΛ
k(T ), BP˚−r Λ
k(T ) ⊆ SP˚−r Λ
k(T ).
On the other hand, the generators for the spaces with boundary conditions are contained in
the generators for the unconstrained spaces,
SP˚rΛ
k(T ) ⊆ SPrΛ
k(T ), SP˚−r Λ
k(T ) ⊆ SP−r Λ
k(T ),
BP˚rΛ
k(T ) ⊆ BPrΛ
k(T ), BP˚−r Λ
k(T ) ⊆ BP−r Λ
k(T ).
We remark that
P˚rΛ
k(T ) =
{
ω ∈ PrΛ
k(T )
∣∣ ∀F ( T : trT,F ω = 0 } ,(13)
P˚−r Λ
k(T ) =
{
ω ∈ P−r Λ
k(T )
∣∣ ∀F ( T : trT,F ω = 0 } ,(14)
and we could have defined equivalently
SP˚rΛ
k(T ) ⊆ SPrΛ
k(T ) ∩ P˚rΛ
k(T ), SP˚−r Λ
k(T ) ⊆ SP−r Λ
k(T ) ∩ P˚−r Λ
k(T ),
BP˚rΛ
k(T ) ⊆ BPrΛ
k(T ) ∩ P˚rΛ
k(T ), BP˚−r Λ
k(T ) ⊆ BP−r Λ
k(T ) ∩ P˚−r Λ
k(T ).
For any σ ∈ Σ(k, n) and ρ ∈ Σ0(k, n) we let
λTσc :=
∏
i∈[σc]
λTi ∈ Pn−k+1(T ), λ
T
ρc :=
∏
i∈[ρc]
λTi ∈ Pn−k(T ).
We can thus write
SP˚rΛ
k(T ) =
{
λβTλ
T
σcdλ
T
σ
∣∣∣ β ∈ A(r − n + k − 1, n), σ ∈ Σ(k, n), } ,(15)
SP˚−r Λ
k(T ) =
{
λβTλ
T
ρcφ
T
ρ
∣∣∣ β ∈ A(r − n+ k − 1, n), ρ ∈ Σ0(k, n)
}
,(16)
BP˚rΛ
k(T ) =
{
λβTλ
T
σcdλ
T
σ
∣∣∣∣ β ∈ A(r − n+ k − 1, n), σ ∈ Σ(k, n)⌊β⌋ = ⌊σc⌋,
}
,(17)
BP˚−r Λ
k(T ) =
{
λβTλ
T
ρcφ
T
ρ
∣∣∣ β ∈ A(r − n+ k − 1, n), ρ ∈ Σ0(k, n)
}
.(18)
These identities will be used in Section 6 but we note that they also simplify indexing the
basis forms, which is an auxiliary result in its own right.
3. Elements of Representation Theory
In this section we gather elements of the representation theory of finite groups. We keep
this rather concise and refer to the literature [43, 17, 44, 27, 22] for thorough exposition of
representation theory. We introduce the relevant definitions and results so that the reader
can follow the literature references upon which we build later in this exposition, which
include the notions of irreducible representations, induced representations, and monomial
representations. While the first two concepts are all but standard material in expositions on
representation theory, the notion of monomial representation does not seem to have attracted
much attention yet.
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Throughout this section we fix a finite group G. The binary operation of the group is
written multiplicatively. We let e ∈ G denote the identity element of G and we let g−1 ∈ G
be the inverse of any g ∈ G. Furthermore, we fix K ∈ {R,C} in this section to be either the
field of real numbers or the field of complex numbers. For any vector space V over K we
write GL(V ) for its general linear group.
A representation of G is a group homomorphism r : G→ GL(V ) from G into the general
linear group of a vector space V . Definitions imply that r(e) = IdV and that for all g, h ∈ G
we have
r(gh) = r(g)r(h), r(g)−1 = r(g−1).
The dimension of any vector space V is denoted by dimV . The dimension of r is defined
as the dimension of V , and the representation r is called finite-dimensional if dimV <∞.
Example 3.1. The most important example of a group in this article is the group Perm(a : b)
of permutations of the set [a : b] for some a, b ∈ Z. The composition is the binary operation
of that group. We also recall the cycle notation: when x1, x2, . . . , xm ∈ [a : b] are pairwise
distinct, then π := (x1x2 . . . xm) ∈ Perm(a : b) is the unique permutation that satisfies
π(x1) = x2, π(x2) = x3, . . . π(xm) = x1
and leaves all other members of [a : b] invariant.
Example 3.2. For any group G and any vector space V over some field K the mapping
r : G → GL(V ) that assumes the constant value IdV is a representation of G. This simple
but important example is the trivial representation of G. For another basic example, recall
that every group G generates the vector space V = GK over K. The mapping r : G→ GL(V )
such that r(g)h = gh for all g, h ∈ G is a representation of G.
The matrices representing a finite group are all unitary. Indeed, since every g ∈ G satisfies
g|G| = e, where |G| denotes the cardinality of G, we also have r(g)|G| = Id. Consequently,
the determinant of every r(g) is a complex unit.
The representation r is called faithful if it is a group monomorphism, that is, only the
unit of the group is mapped onto the identity.
We call two representations r : G → V and r′ : G → V equivalent if there exists an
isomorphism T : V → V such that r′(g) = T−1r(g)T for all g ∈ G. In many circumstances,
we are only interested in features of representations up to equivalence.
3.1. Direct sums, subrepresentations, and irreducible representations. We want to
compose new representations from old representations. One way of doing so is the direct
sum. Let r : G → GL(V ) and s : G → GL(W ) be two representations of G. Their direct
sum
r ⊕ s : G→ V ⊕W
is another representation of G and is defined by
(r ⊕ s)(g)(v, w) = (r(g)v, s(g)w), g ∈ G, (v, w) ∈ V ⊕W.
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The definition of the direct sum extends to the case of several summands in the obvious
manner.
We are interested in how to conversely decompose a representation into direct summands.
To study that question, we introduce further terminology.
Let r : G → GL(V ) be a representation. A subspace A ⊆ V is called r-invariant if
r(g)A = A for all g ∈ G. Examples of r-invariant subspaces are V itself and the zero vector
space. We call the representation r irreducible if the only r-invariant subspaces of V are V
itself and the zero vector space, and otherwise we call r reducible.
Suppose that A ⊆ V is an r-invariant subspace. Then there exists a representation
rA : G→ GL(A) in the obvious way. We call rA a subrepresentation of r.
The following result is well-known in the literature of representation theory, and is known
as Maschke’s theorem [34].
Lemma 3.3. Let r : G → GL(V ) be a finite-dimensional representation of G. Then there
exist r-invariant subspaces V1, . . . , Vm ⊆ V such that
V = V1 ⊕ V2 ⊕ · · · ⊕ Vm, r = r
V1 ⊕ rV2 ⊕ · · · ⊕ rVm,
and such that rVi is irreducible.
Proof. If r is irreducible, then there is nothing to show. Otherwise, there exists an r-invariant
subspace W ⊂ V that is neither V nor trivial. We let P : V → V be any projection of V
onto W . Since G is finite, we can define the linear mapping
S : V → V, v 7→ |G|−1
∑
z∈G
r(z)−1P (r(z)v).
One verifies that S is again a projection onto W . Furthermore, we see that S(r(g)v) =
r(g)S(v) for all g ∈ G and v ∈ V . So kerS is r-invariant. Since V = W ⊕ ker S by
linear algebra, we have a decomposition of V as the direct sum of two non-trivial r-invariant
subspaces. One then sees that r is the direct sum of the representations of G over these
spaces. The claim follows by an induction argument over the dimension of V . 
3.2. Restrictions and Induced Representations. Let H ⊂ G be a subgroup of G. We
recall that the cardinality of H divides the cardinality of G, and that the quotient |G|/|H|
is called the index of H in G. Then we have a representation rH : H → V that is called the
restriction of r to the subgroup H . We generally cannot recover the original representation
from its restriction to a subgroup, but there exists canonical way of inducing a representation
of a group from a representation of a subgroup.
Suppose that we have a representation s : H → W of the subgroup H over the vector
space W . First, we let G = (g1, g2, . . . , gM) be the list of representatives of the left cosets of
H in G, where necessarily M = |G|/|H| is in the index of H in G. We recall that for every
g ∈ G there exists a unique permutation τg ∈ Perm(1 : M) such that ggi ∈ gτ(i)H . More
specifically, there exists a unique hg,i ∈ H such that ggi = gτ(i)hg,i. We now define the vector
space
V =
M⊕
i=1
W
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and define a representation r : G→ GL(V ) by setting
r(g)(w1, . . . , wM)τ(i) := s(hg,i)wi, 1 ≤ i ≤M, w1, . . . , wM ∈ W.
In other words,
r(g)(w1, . . . , wM) =
(
s(hg,τ−1(1))wτ−1(1), . . . , s(hg,τ−1(M))wτ−1(M)
)
.
We call this the induced representation. Conceptually, V consists of M copies of W , each of
which is associated to a coset representative gi, and the induced representation applies the
representation of H componentwise and then permutates the components.
We remark that the induced representation as defined above depends on the choice of
representatives of the left cosets, which we have encoded in the set G. However, different
choices of representatives will yield representations that are equivalent; we refer to [43,
Chapter 12.5] for the details.
3.3. Monomial representations and invariant sets. An square matrix is called mono-
mial or a generalized permutation matrix if it is the product of a permutation matrix and
an invertible diagonal matrix. A group representation r : G→ GL(V ) is called monomial if
there exists a basis of V with respect to which r(g) is a monomial matrix for each g ∈ G.
A representation of G is called induced monomial if it is induced by a one-dimensional
representation of a subgroup H of G. It is easy to see that every induced monomial repre-
sentation is monomial. We remark that many authors use the term monomial for what we
call induced monomial. For irreducible representations, being monomial and being induced
monomial are equivalent [17, Corollary 50.6].
Lemma 3.4. If the representation ρ is irreducible and induced monomial, then ρ is mono-
mial.
We now introduce the notion of invariance that is the central object to study in this
article. Our notion of invariance is not standard in the literature of representation theory to
the authors best knowledge.
Let Q ⊆ V be a finite set of cardinality M ,
Q = {ω1, . . . , ωM}
We say that Q is K-invariant if for every g ∈ G there exists a permutation τ ∈ Perm(1 :M)
and a sequence of non-zero numbers χ1, . . . , χM ∈ K such that
r(g)ωi = χiωτ(i), 1 ≤ i ≤M.
Since finite groups have unitary representations, χ1, . . . , χM ∈ K must be units in K provided
that ω1, . . . , ωM are scaled to unit length.
Finally, we remark that any R-invariant subset of a real vector space gives rise to an
R-invariant subset of the complexification of that vector space.
4. Notions of Invariance
In this section we study the pullback of polynomial differential forms under affine trans-
formations between simplices in greater detail. We then introduce the simplicial symmetry
group and its action on finite element spaces.
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Suppose that T and T ′ are n-simplices and write v0, . . . , vn and v
′
0, . . . , v
′
n for the ordered
list of vertices of T and T ′, respectively. For any permutation π ∈ Perm(n) there exists a
unique affine diffeomorphism Spi : T → T
′ such that
Spi(vi) = v
′
pi−1(i).
We now study the pullback operation on barycentric differential forms along Spi. We begin
with the observation that(
S∗piλ
T ′
i
)
(vj) = λ
T ′
i (Spi(vj)) = λ
T ′
i
(
v′pi−1(j)
)
= δi,pi−1(j) = δpi(i),j , i, j ∈ [0 : n].
Consequently,
S∗piλ
T ′
i = λ
T
pi(i), S
∗
pidλ
T ′
i = dS
∗
piλ
T ′
i = dλ
T
pi(i).(19)
It follows that for any multiindex α ∈ A(n) we have
S∗piλ
α
T ′ =
n∏
i=0
(
λTpi(i)
)α(i)
=
n∏
i=0
(
λTi
)α(pi−1(i))
= λαpi
−1
T .(20)
For any σ, σ′ ∈ Σ(1 : k, 0 : n) such that [σ′] = [πσ] we observe
S∗pidλ
σ
T ′ = ǫ(πσ)dλ
σ′
T .(21)
Similarly, for any ρ, ρ′ ∈ Σ(0 : k, 0 : n) such that [ρ′] = [πρ] we calculate
S∗piφ
T ′
ρ = ǫ(πρ)φ
T
ρ′ .(22)
Both (21) and (22) are a consequence of Lemma 2.1. These elementary observations suffice
to completely describe the transformation of barycentric polynomial differential forms along
affine diffeomorphisms.
With these technical preparations complete, we apply the theoretical framework of Sec-
tion 3 We are particularly interested in the affine automorphisms of a simplex. Let T be
an n-dimensional simplex with ordered list of vertices v0, . . . , vn. We let Sym(T ) denote
the symmetry group of T , which is the group of all affine automorphisms of T and whose
members we call simplicial symmetries. For any permutation π ∈ Perm(n) there exists a
unique Spi ∈ Sym(T ) such that
Spi(vi) = vpi−1(i).
Similar as above, we say that π induces the simplicial symmetry S. Note that this defines a
group isomorphism Perm(n) ≃ Sym(T ) by mapping π ∈ Perm(n) to the induced simplicial
symmetry Spi.
Let now K = R or K = C. In the terminology of representation theory, we have represen-
tations
r : Sym(T )→ GL
(
KPrΛ
k(T )
)
, Spi 7→ S
∗
pi,
We say that a set Q ⊆ KPrΛk(T ) is K-invariant if it is K-invariant under the representation
r. The following observation is a simple but helpful auxiliary result.
Lemma 4.1. Let S : T → T ′ be an affine diffeomorphism between n-simplices T and T ′. If
Q ⊆ KPrΛk(T ′) is K-invariant, then so is S∗Q.
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Proof. We write Q := S∗Q. For every Spi ∈ Sym(T ) there exists S
′
pi ∈ Sym(T
′) such that
Spi = S
−1S ′piS. Consequently, S
∗
piQ
′ = S∗S∗piS
−∗Q′ = S∗S∗piQ = S
∗Q = Q′, where we have
used K-invariance of Q. 
The following observations summarize a few examples.
Lemma 4.2. The canonical spanning sets
SPrΛ
k(T ), SP−r Λ
k(T ), SP˚rΛ
k(T ), SP˚−r Λ
k(T )
are R-invariant.
Proof. This follows from the definitions of these sets together with (20), (21), and (22). 
Lemma 4.3. The basis BP−1 Λ
k(T ) of the lowest-order Whitney k-form is R-invariant.
Proof. This is a direct consequence of the results in Section 4. 
Lemma 4.4. The bases
BPrΛ
0(T ), BP˚rΛ
0(T ), BPrΛ
n(T ),
BP−r+1Λ
0(T ), BP˚−r+1Λ
0(T ), BP−r Λ
n(T )
are R-invariant.
Proof. For the case of 0-forms, we verify the identities
BPrΛ
0(T ) = SPrΛ
0(T ) = SP−r Λ
0(T ) = BP−r Λ
0(T ),
BP˚rΛ
0(T ) = SP˚rΛ
0(T ) = SP˚−r Λ
0(T ) = BP˚−r Λ
0(T ),
and use Lemma 4.2. For the case of n-forms, we observe that
BP−r Λ
n(T ) = BP˚−r Λ
n(T ), BPrΛ
n(T ) = BP˚rΛ
n(T ).
The R-invariance of those sets follows by elementary calculations. 
Needless to say that this examples are intuitively clear and do not cover the entire range
of finite element spaces. The remainder of the exposition will address the question under
which circumstances finite element spaces of differential forms allow for a K-invariant basis
in the sense of this subsection.
5. Invariant Bases of lowest polynomial Order
We commence our study of invariant bases with an analysis of the case of lowest order,
that is, the constant differential forms over a simplex. The lowest-order case already exhibits
non-trivial features and will serve as the base case for a recursive construction of invariant
bases for spaces of higher-order polynomial differential forms. Moreover, in this section we
determine the irreducible group action of the permutation group equivalent to the pullback
group action on the finite element space. We take a closer look at the spaces of constant
k-forms over n-simplices. We first review the following fact from representation theory.
We let K ∈ {R,C} be arbitrary unless mentioned otherwise. We first recall the following
result from the literature.
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Lemma 5.1. Let T be an n-simplex and k ∈ N0. The action of Perm(n) on KP0Λk(T ) is
irreducible. It is faithful for 0 < k < n.
Example 5.2. If 0 < k < n, it is easily seen that the group action is faithful since only the
identity element of Perm(n) acts as the identity on KP0Λk(T ). To see that the group action
is irreducible we refer to [22, Proposition 3.12].
We first consider the tetrahedron. We build an R-invariant basis of KP0Λ1(T ), and then
construct an R-invariant basis for KP0Λ2(T ) by taking the exterior power.
Lemma 5.3. Let T be a 3-simplex. An R-invariant basis of RP0Λ1(T ) is
ψw = dλ0 − dλ1 + dλ2 − dλ3,
ψp = dλ0 + dλ1 − dλ2 − dλ3,
ψk = dλ0 − dλ1 − dλ2 + dλ3.
Proof. An elementary calculation verifies that the set is a basis. The permutation group
Perm(3) is generated by the three cycles (01), (02), and (03). Direct computation shows
that
S∗(01)ψw = −ψk, S
∗
(01)ψp = +ψp, S
∗
(01)ψk = −ψw,
S∗(02)ψw = +ψw, S
∗
(02)ψp = −ψk, S
∗
(02)ψk = −ψp,
S∗(03)ψw = −ψp, S
∗
(03)ψp = −ψw, S
∗
(03)ψk = +ψk.
So this set is R-invariant. 
Lemma 5.4. Let T be a 3-simplex. An R-invariant basis of RP0Λ2(T ) is
ψw ∧ ψp, ψw ∧ ψk, ψp ∧ ψk.
Proof. We immediately see that these three 2-forms are a basis of RP0Λ2(T ). Using the
cycles (01), (02), and (03) as in the previous proof, direct computation shows
S∗(01) (ψw ∧ ψp) = ψp ∧ ψk, S
∗
(01) (ψw ∧ ψk) = −ψw ∧ ψk,
S∗(02) (ψw ∧ ψp) = −ψw ∧ ψk, S
∗
(02) (ψw ∧ ψk) = −ψw ∧ ψp,
S∗(03) (ψw ∧ ψp) = −ψw ∧ ψp, S
∗
(03) (ψw ∧ ψk) = −ψp ∧ ψk,
S∗(01) (ψp ∧ ψk) = ψw ∧ ψp,
S∗(02) (ψp ∧ ψk) = −ψp ∧ ψk,
S∗(03) (ψp ∧ ψk) = −ψw ∧ ψk,
The claim follows analogously as in the previous proof. 
Next we inspect the triangle, where the situation is more complicated. Here we need to
consider not only real but also complex coefficients.
Lemma 5.5. Let T be a 2-simplex. An C-invariant basis of CP0Λ1(T ) is
φ0 = dλ0 + ξ3dλ1 + ξ
2
3dλ2, φ1 = dλ0 + ξ
2
3dλ1 + ξ3dλ2,
where ξ3 = exp(2iπ/3) is the cubic root of unity. RP0Λ1(T ) has no R-invariant basis.
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Proof. We easily check that the two vectors constitute a basis and that
S∗(01)φ0 = ξ3φ1, S
∗
(01)φ1 = ξ
2
3φ0,
S∗(02)φ0 = ξ
2
3φ1, S
∗
(02)φ1 = ξ3φ0,
where the cycles (01), (02) ∈ Perm(2) are generators of Perm(2). Hence it follows that
{φ0, φ1} is a C-invariant basis of CP0Λ1(T ).
Assume that CP0Λ1(T ) has an R-invariant basis. Since our representation of Sym(T ) over
CP0Λ1(T ) is faithful by Lemma 5.1, it then follows that Sym(T ) is isomorphic to a subgroup
of the group of 2 × 2 signed permutation matrices. The latter group has order 8 whereas
Sym(T ) has order 6. This contradicts the well-known fact that the order of a subgroup
divides the order of any supergroup. So CP0Λ1(T ) has no R-invariant basis. 
Lemma 5.6. Let T be a 4-simplex. Define τ, κ ∈ Perm(4) by τ := (01) and κ := (01234).
We abbreviate dλij := dλi ∧ dλj for 0 ≤ i < j ≤ 4. An C-invariant basis of CP0Λ2(T ) is
given by
ζ0 := dλ01 + idλ02 − idλ03 − dλ04 + dλ12 + idλ13 − idλ14 + dλ23 + idλ24 + dλ34,
ζ1 = S
∗
τ ζ0, ζ2 = S
∗
κζ1, ζ3 = S
∗
κζ2, ζ4 = S
∗
κζ3, ζ5 = S
∗
κζ4.
Proof. Recall that τ and κ are generators of the group Perm(4). One easily checks that
ζ0 = S
∗
κζ0, ζ1 = S
∗
κζ5, −iζ3 = S
∗
τ ζ2, iζ2 = S
∗
τ ζ3, iζ5 = S
∗
τ ζ4, −iζ4 = S
∗
τ ζ5.
It follows that these vectors are a C-invariant set. That they are a basis is verified by
elementary calculations. 
Remark 5.7. Results of Djokovic´ and Malzan [19] imply the existence of such a represen-
tation. Using the ansatz that the monomial matrices have coefficients in the quartic roots
of unity, the basis above can be found as follows. The 5-cycle (01234) is represented by a
generalized permutation matrix of size 6× 6, and so that matrix has the non-zero structure
of a 6× 6 permutation matrix of order 5. Consequently, one of the C-invariant basis vectors
must be left invariant by the cyclic vertex permutation. Via machine assisted search one
finds 4 different such vectors, up to multiplication by complex units. With the ansatz that
the 2-cycle (01) maps these invariant forms into the orbit of the aforementioned 5-cycle, we
can construct the desired basis.
We have already pointed out the relevance of Djokovic´ and Malzan’s contribution [19]
on monomial representations of the symmetric group several times: The invariant bases
constructed in this section concretize their results. Apart from the constant scalar and
volume forms, for which R-invariant bases are obvious, the bases found above are already
exhaustive examples: no other spaces of constant differential forms over simplices of any
dimension allows for a C-invariant basis.
Lemma 5.8. There does not exist a C-invariant basis of P0Λ1(T ) unless k = 0 or k = n or
dimT ≤ 3 or k = 2 with dim(T ) = 4.
Proof. We recall that the representations of Perm(n) over P0Λ
k(T ) are irreducible. Djokovic´
and Malzan have shown [19, Theorem 1] that the only induced monomial irreducible rep-
resentation of the group Perm(n) over spaces of constant differential forms are the trivial
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and the alternating representations, which corresponds to the group action on the space of
constant functions and constant volume forms, the irreducible representations of Perm(2)
and Perm(3), and an irreducible representation of Perm(4) on the space P0Λ
2(T ) for any
4-dimensional simplex T . Lemma 4.4, and Lemmas 5.3, 5.4, 5.5, and 5.6 cover these cases.
All other irreducible representations of Perm(n) are not induced monomial. Since induced
monomial irreducible representations are monomial, the desired claim follows. 
6. Canonical Isomorphisms
In this section we review two fundamental classes of isomorphisms in finite element ex-
terior calculus and show that they preserve K-invariance of sets. These isomorphisms were
discussed in [6] and also [15]; we follow the discussion in [30], where it is shown that these
isomorphisms can be described in terms of the canonical spanning sets. In that sense, they
are the natural isomorphisms for the algebraic theory of finite element exterior calculus.
Recall that the canonical isomorphisms
Ik,r : KPrΛ
k(T )→ KP˚−r+k+1Λ
n−k(T ),(23)
Jk,r : KP˚r+n−k+1Λ
k(T )→ KP−r+1Λ
n−k(T )(24)
are uniquely defined by the identities
Ik,r (λ
α
dλσ) = ǫ(σ, σ
c)λαλσφσc ,(25)
Jk,r (λ
αλσcdλσ) = ǫ(σ, σ
c)λαφσc .(26)
Note that these two identities prescribe the values of Ik,r and Jk,r over the canonical spanning
sets. One can show that this results in well-defined K-linear mappings [30].
Remark 6.1. The underlying idea of these isomorphisms is multiplication or division by a
monomial “bubble“ function to map between finite element spaces with and without bound-
ary conditions. For example, in the case k = 0, we have I0r (f) = λ0λ1 · · ·λn · f for all
f ∈ Pr(T ). This basic is modified for general k-forms such that the target space has mini-
mal polynomial degree.
The following lemma shows that the isomorphisms commute with the simplicial symme-
tries up to sign changes.
Theorem 6.2. Let π ∈ S(0 : n) and Spi ∈ Sym(T ). Then
S∗piIk,r = ǫ(π)Ik,rS
∗
pi, S
∗
piJk,r = ǫ(π)Jk,rS
∗
pi,
S∗piI
−1
k,r = ǫ(π)I
−1
k,rS
∗
pi, S
∗
piJ
−1
k,r = ǫ(π)J
−1
k,r S
∗
pi.
Proof. Let α ∈ A(r, n) and σ ∈ Σ(1 : k, 0 : n). We write ǫ(πσ, πσc) ∈ {−1, 1} for the sign of
the permutation that reorders the sequence π(0), π(1), . . . , π(n) into the sequence
πσ(1), . . . , πσ(k), πσc(0), πσc(1), . . . , πσc(n− k).
We then observe the combinatorial identity
ǫ(πσ, πσc)ǫ(πσ)ǫ(πσc)ǫ(σ, σc) = ǫ(π).
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Using Lemma 2.1 and the results of Section 4, direct calculation now shows that
S∗piIk,r (λ
α
dλσ) = ǫ(σ, σ
c)S∗pi (λ
αλσφσc)
= ǫ(σ, σc)ǫ(πσc)λαpi
−1
λpiσφpiσc
= ǫ(π)ǫ(πσ, πσc)ǫ(πσ)λαpi
−1
λpiσφpiσc
= ǫ(π)ǫ(πσ)Ik,r
(
λαpi
−1
dλpiσ
)
= ǫ(π)Ik,rS
∗
pi (λ
α
dλσ) .
Analogous derivations work for the other isomorphism:
S∗piJk,r (λ
αλσcdλσ) = ǫ(σ, σ
c)S∗pi (λ
αφσc)
= ǫ(σ, σc)ǫ(πσc)λαpi
−1
φpiσc
= ǫ(π)ǫ(πσ, πσc)ǫ(πσ)λαpi
−1
φpiσc
= ǫ(π)ǫ(πσ)Jk,r
(
λαpi
−1
λσcdλpiσ
)
= ǫ(π)Jk,rS
∗
pi (λ
αλσcdλσ)
Finally, we find that
I−1k,rS
∗
pi = I
−1
k,rS
∗
piIk,rI
−1
k,r = ǫ(π)I
−1
k,rIk,rS
∗
piI
−1
k,r = ǫ(π)S
∗
piI
−1
k,r ,
J −1k,r S
∗
pi = J
−1
k,r S
∗
piJk,rJ
−1
k,r = ǫ(π)J
−1
k,r Jk,rS
∗
piJ
−1
k,r = ǫ(π)S
∗
piJ
−1
k,r .
This completes the proof. 
An important corollary is that the canonical isomorphisms and their inverses map K-
invariant sets to K-invariant sets. We will use this fact to construct K-invariant bases.
Corollary 6.3. Let T be an n-simplex. Then
• Q ⊆ KPrΛk(T ) is K-invariant if and only if IrkQ ⊆ KP˚
−
r+k+1Λ
n−k(T ) is K-invariant.
• Q ⊆ KP˚r+n−k+1Λk(T ) is K-invariant if and only if J rkQ ⊆ KP
−
r+1Λ
n−k(T ) is K-
invariant.
7. Traces and Extension Operators
In this section we study the interaction of simplicial symmetries with trace and extension
operators. On the one hand, the trace operation preserves K-invariant sets. On the other
hand, there exist extension operators that preserve K-invariant sets. The consequence of the
latter is that a K-invariant geometrically decomposed basis can be constructed if such bases
are known for each component in the geometric decomposition.
We first introduce some additional notation. Let F ⊆ T be a subsimplex and let π ∈
Perm(n) be a permutation. Then SpiF is another subsimplex of T of the same dimension.
With some abuse of notation, we have affine diffeomorphisms
Spi : F → SpiF, S
−1
pi : SpiF → F.(27)
We first prove the result concerning the traces of K-invariant sets.
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Lemma 7.1. Let T be an n-dimensional simplex and let F ⊆ T be a subsimplex. If Q ⊆
KΛk(T ) is K-invariant, then trT,F Q ⊆ KΛk(F ) is K-invariant.
Proof. Let Q = {ω1, . . . , ωM}, where M denotes the size of Q. Let S ∈ Sym(T ) such that
S(F ) = F . Then there exist a permutation τ ∈ Perm(1 : M) and a sequence of numbers
χ1, . . . , χM ∈ K such that S∗ωi = χiωτ(i) for 1 ≤ i ≤M . We have
S∗ trT,F ωi = trT,F S
∗ωi = trT,F χiωτ(i) = χi trT,F ωτ(i) ∈ trT,F Q.
This shows the desired result. 
Extension operators that facilitate a geometric decomposition have been described for
several spaces of polynomial differential forms in finite element exterior calculus [6, 7, 30].
For our purpose, we utilize the extension operators given in [7].
Let T be an n-dimensional simplex and let F ⊆ T be an m-dimensional subsimplex, and
let k ∈ N0 and r ∈ N. The extension operator for the P−r Λ
k-family of spaces
extr,k,−F,T : KP˚
−
r Λ
k(F )→ KP−r Λ
k(T )(28)
is uniquely defined by setting
extr,k,−F,T λ
α
Fφ
F
ρ = λ
α˜
Tφ
T
ρ˜ ,(29)
for all α ∈ A(r − 1, m), ρ ∈ Σ0(k,m), where α˜ ∈ A(r − 1, n) satisfies α˜ = α ◦ ı(F, T )
† over
[ı(F, T )] and is zero otherwise, and where ρ˜ = ı(F, T ) ◦ ρ ∈ Σ0(k, n). This prescribes the
extension of a spanning set of KPrΛk, and it follows from [7, Section 7] that this defines a
linear operator.
The definition of the extension operators in the PrΛ
k-family
extr,kF,T : KP˚rΛ
k(F )→ KPrΛ
k(T )(30)
is slightly more intricate. For any α ∈ A(r, n) and σ ∈ Σ(1 : k, 0 : n) we define
Ψα,F,Ti := dλ
T
i −
αi
|α|
∑
j∈[ı(F,T )]
dλTj(31)
and
Ψα,F,Tσ := Ψ
α,F,T
σ(1) ∧ · · · ∧Ψ
α,F,T
σ(k) .(32)
As described in [7, Section 8], the extension operator is well-defined by setting
extr,kF,T λ
α
Fdλ
F
σ = λ
α˜
TΨ
α˜,F,T
σ˜(33)
for all α ∈ A(r,m), σ ∈ Σ(1 : k, 0 : m), where α˜ ∈ A(r, n) satisfies α˜ = α ◦ ı(F, T )† over
[ı(F, T )] and is zero otherwise, and where σ˜ = ı(F, T ) ◦ σ ∈ Σ(k, n).
These operators are called extension operators because they are right-inverses of the trace,
trT,F ext
r,k,−
F,T ω = ω, ω ∈ KP˚
−
r Λ
k(F ),
trT,F ext
r,k
F,T ω = ω, ω ∈ KP˚rΛ
k(F ).
Moreover, if F,G ⊆ T are subsimplices such that F * G, then
trT,G ext
r,k,−
F,T ω = 0, ω ∈ KP˚
−
r Λ
k(F ),
trT,G ext
r,k,−
F,T ω = 0, ω ∈ KP˚rΛ
k(F ).
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We refer to prior publications [7] for detailed discussion of these extension operators. The
central result is the following decomposition.
Theorem 7.2. Let T be an n-simplex and let r, k ∈ N0 with r > 0. Then
PrΛ
k(T ) =
⊕
F⊆T
extk,rF,T P˚rΛ
k(F ), P−r Λ
k(T ) =
⊕
F⊆T
extk,r,−F,T P˚
−
r Λ
k(F ).
We want to show that K-invariant bases for the components in that geometric decompo-
sition yield K-invariant bases for the entire finite element space over the simplex. We begin
with analyzing the how these extension operators interact with simplicial symmetries.
Theorem 7.3. Let T be an n-dimensional simplex and let F ⊆ T be an m-dimensional
subsimplex. Let r ∈ N, k ∈ N0, and Spi ∈ Sym(T ). Then
extr,kF,T S
∗
pi = S
∗
pi ext
r,k
SpiF,T
, extr,k,−F,T S
∗
pi = S
∗
pi ext
r,k,−
SpiF,T
.
Proof. We will prove both identities over the canonical spanning sets, which will be sufficient.
Similarly, it is easily verified that for all α ∈ A(r, n) and σ ∈ Σ(k, n) we have
S∗pi ext
r,k
SpiF,T
λαSpiFdλ
SpiF
σ = S
∗
piλ
α˜
TΨ
α˜,F,T
σ˜ = λ
α˜pi
T Ψ
α˜pi,F,T
piσ˜ = ext
r,k
F,T S
∗
piλ
α
SpiFdλ
SpiF
σ .
As above, α˜ ∈ A(r − 1, n) satisfies α˜ = α ◦ ı(F, T )† over [ı(F, T )] and is zero otherwise, and
σ˜ = ı(F, T ) ◦ σ ∈ Σ(k, n).
Similarly, for all α ∈ A(r − 1, n) and ρ ∈ Σ0(k, n) we have
S∗pi ext
r,k,−
SpiF,T
λαSpiFφ
SpiF
ρ = S
∗
piλ
α˜
Tφ
T
ρ˜ = λ
α˜pi
T φ
T
piρ˜ = ext
r,k,−
F,T S
∗
piλ
α
SpiFφ
SpiF
ρ .
As above, α˜ ∈ A(r − 1, n) satisfies α˜ = α ◦ ı(F, T )† over [ı(F, T )] and is zero otherwise, and
ρ˜ = ı(F, T ) ◦ ρ ∈ Σ0(k, n). 
We now work along the following idea: we obtain a K-invariant bases of some finite element
space if can find K-invariant bases for each components in the geometric decomposition of
that space. This is formalized in the following theorem and its proof.
Theorem 7.4. Let r ∈ N0 and r, k ∈ N, and let T be an n-simplex. Let QP˚rΛk(F ) be a
K-invariant basis of P˚rΛk(F ) for each subsimplex F ⊆ T such that for all π ∈ Perm(0 : n)
we have
S∗piQP˚rΛ
k(F ) = QP˚rΛ
k (SpiF ) .
Then the union
QPrΛ
k(T ) :=
⋃
F⊆T
extr,kF,T QP˚rΛ
k(F )
is a K-invariant basis of PrΛk(T ).
Proof. The union is disjoint. For every π ∈ Perm(n) we observe
S∗piQPrΛ
k(T ) =
⋃
F⊆T
S∗pi ext
r,k
F,T QP˚rΛ
k(F )
=
⋃
F⊆T
extr,kF,T S
∗
piQP˚rΛ
k(F ) =
⋃
F⊆T
extr,kSpiF,T QP˚rΛ
k(SpiF ).
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The desired claim is now evident. 
Theorem 7.5. Let r ∈ N0 and r, k ∈ N, and let T be an n-simplex. Let QP˚rΛk(F ) be a
K-invariant basis of P˚rΛk(F ) for each subsimplex F ⊆ T such that for all π ∈ Perm(0 : n)
we have
S∗piQP˚
−
r Λ
k(F ) = QP˚−r Λ
k (SpiF ) .
Then the union
QP−r Λ
k(T ) :=
⋃
F⊆T
extr,k,−F,T QP˚
−
r Λ
k(F )
is a K-invariant basis of PrΛk(T ).
Proof. This is proven completely analogously as the preceding theorem. 
8. Recursive Basis Construction
In this section we describe a general method of recursively constructing geometrically
decomposed bases for higher-order finite element spaces over simplices in finite element ex-
terior calculus. The recursion starts with bases for the constant k-forms over simplices. If
K-invariant bases are given in the base cases, then the higher-order bases will be K-invariant
as well.
We commence the construction as follows. For every simplex T we fix a basis AP0Λ
k(T )
for the space AP0Λ
k(T ), arbitrary for the time being. Formally, we also let AP−rΛ
k(T ) and
AP−−rΛ
k(T ) for r > 0 be the empty sets.
Second, along the canonical isomorphisms
P˚−r Λ
k(T ) ≃ Pr−n+k−1Λ
n−k(T ),
P˚rΛ
k(T ) ≃ P−r−n+kΛ
n−k(T )
we define bases for the finite element spaces with homogeneous boundary conditions:
AP˚−r Λ
k(T ) := In−k,r−n+k−1APr−n+k−1Λ
n−k(T ),(34)
AP˚rΛ
k(T ) := J −1k,rAP
−
r−n+kΛ
n−k(T ).(35)
As has been shown in Corollary 6.3. the bases AP−r Λ
k(T ) and APrΛ
k(T ) are K-invariant if
and only if the bases APr−n+k−1Λ
n−k(T ) and AP−r−n+kΛ
n−k(T ) are K-invariant, respectively.
Putting it the other way around, K-invariant bases for finite element spaces with boundary
conditions can be constructed from K-invariant bases of finite element spaces without bound-
ary conditions over lower polynomial degree.
Third, taking into account the geometric decomposition
PrΛ
k(T ) =
⊕
F⊆T
extr,kF,T P˚rΛ
k(F ),
P−r Λ
k(T ) =
⊕
F⊆T
extr,k,−F,T P˚
−
r Λ
k(F ),
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we define bases
APrΛ
k(T ) =
⋃
F⊆T
extr,kF,T AP˚rΛ
k(F ),(36)
AP−r Λ
k(T ) =
⋃
F⊆T
extr,k,−F,T AP˚
−
r Λ
k(F ).(37)
If the bases AP˚rΛ
k(F ) for every F satisfy the conditions of Theorem 7.4, for which it suffices
to have a K-invariant basis of AP˚rΛk(F ) for any F of the same dimension, then the basis
APrΛ
k(T ) is K-invariant too. Analogously, if the bases AP˚−r Λ
k(F ) for every F satisfy the
conditions of Theorem 7.5, for which it suffices to have a K-invariant basis of AP˚−r Λ
k(F )
for any F , then the basis AP−r Λ
k(T ) is K-invariant too. Putting it the other way around,
K-invariant bases for finite element spaces can be constructed from K-invariant bases of finite
element spaces with boundary conditions over simplices of the same or lower dimension.
A K-invariant basis for some given finite element space can be constructed recursively in
the manner outlined above under the provision that K-invariant bases are available for the
lowest-order finite element spaces.
We apply this to the cases when the simplex T has low (and practically relevant) dimen-
sions. We know that R-invariant bases exist in the “endpoints“ of the de Rham complex,
hence we focus on k-forms with 0 < k < dim(T ). Note that the construction of a K-invariant
basis rests upon the existence of such a basis in the base cases of lowest polynomial order,
and in the light of discussion in Section 5 we now understand that the construction will
depend on conditions on k, r, and dim(T ).
Here and below, we additionally constraint the choice of bases that lay the founda-
tion for K-invariance in our bases. We assume that AP0Λ1(T ) is the C-invariant basis
of Lemma 5.5 if T is a triangle, that AP0Λ
1(T ) and AP0Λ
2(T ) are the R-invariant bases of
Lemmas 5.3 and 5.4 if T is a tetrahedron, and that that AP0Λ
2(T ) is the C-invariant basis
of Lemma 5.6 if T is a 4-simplex.
Theorem 8.1. Let T be a triangle, and let r ∈ N0. Then the following holds:
• The bases APrΛ
1(T ) and AP−r Λ
1(T ) are C-invariant.
• The basis APrΛ
1(T ) is R-invariant if and only if r /∈ 3N0.
• The basis AP−r Λ
1(T ) is R-invariant if and only if r /∈ 3N0 + 2.
Proof. Let E0, E1, E2 be an enumeration of the edges of T . Recall that
APrΛ
1(T ) = AP˚rΛ
1(T ) ∪
2⋃
i=0
extk,rEi,T AP˚rΛ
1(Ei),
AP−r Λ
1(T ) = AP˚−r Λ
1(T ) ∪
2⋃
i=0
extk,r,−Ei,T AP˚
−
r Λ
1(Ei),
22
and thatAP˚rΛ
1(Ei) = AP˚
−
r+1Λ
1(Ei) = APrΛ
1(Ei) is an R-invariant basis. By an application
of the canonical isomorphisms,
AP˚rΛ
1(T ) = Ir−1,1AP
−
r−1Λ
1(T ), AP˚−r Λ
1(T ) = J −1r,1 APr−2Λ
1(T ).
It is clear from Lemma 5.5 that the bases APrΛ
1(T ) and AP−r Λ
1(T ) are C-invariant. We
prove the remaining two claims by induction.
For the base case, we observe that two claims are obvious if r = 0. For the induction step,
assume that r ≥ 1 and that the theorem is true for all s ∈ N0 with s < r.
In the case that r /∈ 3N0 we have r − 1 /∈ 3N0 + 2. Using the induction assumption,
APrΛ
1(T ) is R-invariant if and only if AP−r−1Λ
1(T ) is R-invariant. Similarly, in the case
that r /∈ 3N0 + 2 we have r − 2 /∈ 3N0. Using the induction assumption, AP−r Λ
1(T ) is
R-invariant if and only if APr−2Λ1(T ) is R-invariant. The proof is complete. 
Corollary 8.2. Let T be a triangle, and let r ∈ N0. Then the following holds:
• The bases AP˚rΛ
1(T ) and AP˚−r Λ
1(T ) are C-invariant.
• The basis AP˚rΛ
1(T ) is R-invariant if and only if r /∈ 3N.
• The basis AP˚−r Λ
1(T ) is R-invariant if and only if r /∈ 3N+ 2.
Remark 8.3. The basic idea of the above proof is that the bases APrΛ
k(T ) and AP−r Λ
k(T )
are not only C-invariant but also R-invariant, unless the construction involves the component
AP0Λ
1(T ), which is not R-invariant.
Example 8.4. Let us restate this result in the language of vector analysis: On any triangle
T and any polynomial degree, the Raviart-Thomas space RTr(T ) and the Brezzi-Douglas-
Marini space BDMr(T ) have geometrically decomposed C-invariant bases. In addition to
that, that basis of RTr(T ) is R-invariant if r /∈ 3N0, and that basis of BDMr(T ) is R-
invariant if r /∈ 3N0 + 2.
We apply the same proof technique for the finite element spaces over a tetrahedron. The
details, however, are more complicated in this case.
Theorem 8.5. Let T be a tetrahedron, and let r ∈ N0. Then the following holds:
• The following bases are C-invariant:
APrΛ
1(T ), AP−r Λ
1(T ), APrΛ
2(T ), AP−r Λ
2(T ).
• The basis APrΛ
1(T ) is R-invariant if and only if r ∈ {0, 1, 2, 4, 5, 8}.
• The basis AP−r Λ
1(T ) is R-invariant if and only if r ∈ {0, 1, 3, 4, 7}.
• The basis APrΛ
2(T ) is R-invariant if if and only if r ∈ {1, 2, 4, 5, 8}.
• The basis AP−r Λ
2(T ) is R-invariant if and only if r ∈ {2, 3, 4, 6, 7, 10}.
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Proof. We E0, E1, . . . , E5 be an enumeration of the edges of T and let F0, F1, F2, F3 be an
enumeration of the faces of T . Recall that
APrΛ
1(T ) = AP˚rΛ
1(T ) ∪
3⋃
i=0
extk,rFi,T AP˚rΛ
1(Fi) ∪
5⋃
i=0
extk,rEi,T AP˚rΛ
1(Ei)
APrΛ
1(T ) = AP˚−r Λ
2(T ) ∪
3⋃
i=0
extk,r,−Fi,T AP˚
−
r Λ
2(Fi) ∪
5⋃
i=0
extk,r,−Ei,T AP˚
−
r Λ
1(Ei)
APrΛ
2(T ) = AP˚rΛ
2(T ) ∪
3⋃
i=0
extk,rFi,T AP˚rΛ
2(Fi)
APrΛ
2(T ) = AP˚−r Λ
2(T ) ∪
3⋃
i=0
extk,r,−Fi,T AP˚
−
r Λ
2(Fi)
As in the previous proof, we see that R-invariant bases exist for the terms associated to edges.
By Theorem 8.1 and Corollary 8.2, there exist C-invariant bases for the terms associated to
the faces. Recall furthermore that
AP˚rΛ
1(T ) = J −1r,2 AP
−
r−2Λ
2(T ), AP˚−r Λ
1(T ) = Ir−3,2APr−3Λ
2(T ),
AP˚rΛ
2(T ) = J −1r,1 AP
−
r−1Λ
1(T ), AP˚−r Λ
2(T ) = Ir−2,1APr−2Λ
1(T )
by the canonical isomorphisms. The existence of a C-invariant basis is clear from Lemma 5.3
and Lemma 5.4. In the light of Theorem 8.1, it only remains to study the terms associated
to the faces in order to determine whether there exists an R-invariant basis. Explicit expan-
sion of the dependencies reveals that R-invariant bases appear for the polynomial degrees
mentioned in the theorem.
We only need to consider bases AP˚rΛ
1(T ) and AP˚−r Λ
1(T ) for the 1-forms to exclude the
other polynomial degrees. These spaces enter the construction of the spaces AP˚r+4Λ
1(T ) and
AP˚−r+4Λ
1(T ), respectively. For any r ∈ N0 there is b ∈ {0, 1, 2, 3} such that r ∈ b+ 4N0. We
now apply Corollary 8.2: AP˚rΛ
1(T ) is R-invariant if r < min(b+N0) ∩ 3N, and AP˚−r Λ
1(T )
is R-invariant if r < min(b + N0) ∩ (3N0 + 2). The eliminates the remaining polynomial
degrees. 
Corollary 8.6. Let T be a tetrahedron, and let r ∈ N0. Then the following holds:
• The following bases are C-invariant:
AP˚rΛ
1(T ), AP˚−r Λ
1(T ), AP˚rΛ
2(T ), AP˚−r Λ
2(T ).
• The basis AP˚rΛ
1(T ) is R-invariant if and only if r ∈ {0, 1, 2, 4, 5, 8}.
• The basis AP˚−r Λ
1(T ) is R-invariant if and only if r ∈ {0, 1, 3, 4, 7}.
• The basis AP˚rΛ
2(T ) is R-invariant if if and only if r ∈ {0, 1, 2, 4, 5, 8}.
• The basis AP˚−r Λ
2(T ) is R-invariant if and only if r ∈ {0, 1, 2, 3, 4, 6, 7, 10}.
Example 8.7. Let us restate this result in the language of vector analysis: On any triangle
T and for any polynomial degree r, the Raviart-Thomas space RTr(T ), the Brezzi-Douglas-
Marini space BDMr(T ) and the Nede´le´c spaces of the first kind Nd
fst
r (T ) and the second
kind Ndsndr (T ) have geometrically decomposed C-invariant bases. Moreover,
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• that basis of RTr(T ) is R-invariant if r ∈ {2, 3, 4, 6, 7, 10},
• that basis of BDMr(T ) is R-invariant if r ∈ {1, 2, 4, 5, 8},
• that basis of Ndfstr (T ) is R-invariant if r ∈ {0, 1, 3, 4, 7},
• that basis of Ndsndr (T ) is R-invariant if r ∈ {0, 1, 2, 4, 5, 8}.
Remark 8.8. The C-invariant bases APrΛk(T ) and AP−r Λ
k(T ) are R-invariant unless the
non-R-invariant space AP0Λ1(F ) over some face F enters the recursive construction. This
constraint turns out to be quite eliminative: only finitely many polynomial degrees remain
for each space.
Theorem 8.9. Let T be a 4-simplex and let r ∈ N0. Then the geometrically decomposed
bases of CPrΛ1(T ) and CP−r Λ
1(T ) are C-invariant.
Proof. This uses the same recursive construction as in the proofs of Theorem 8.1 and Theo-
rem 8.5. The base case is addressed by Lemma 5.6. 
Remark 8.10. Our search for invariant bases has essentially led to positive results: The-
orem 8.1, Theorem 8.5, and Theorem 8.9 explicitly construct a C-invariant geometrically
decomposed basis. We have pointed out conditions on the polynomial degree for the exis-
tence of bases that are R-invariant, that is, invariant under permutation of indices up to
sign change. These conditions on R-invariance are sufficient and we conjecture that they are
necessary as well.
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