ABSTRACT. We prove a conjecture of Dukes and Herke concerning the possible orders of a basis for the cyclic group Z n , namely : For each k ∈ N there exists a constant c k > 0 such that, for all n ∈ N, if A ⊆ Z n is a basis of order greater than n/k, then the order of A is within c k of n/l for some integer l ∈ [1, k]. The proof makes use of various results in additive number theory concerning the growth of sumsets.
INTRODUCTION
Let G be an abelian group, written additively, and A a subset of G. For a positive integer h we denote by hA the subset of G consisting of all possible sums of h not necessarily distinct element of A, i.e.: hA = {a 1 + · · · + a h : a i ∈ A}.
(1.1)
This set is called the h-fold sumset of A. We say that A is a basis for G if hA = G for some h ∈ N. Define the function ρ : 2 G → N ∪ {∞} as follows :
ρ(A) := min{h : hA = G}, if A is a basis for G, ∞, otherwise.
(1.2)
In the case where ρ(A) < ∞, this invariant is usually referred to as the order 1 of the basis A. Now let us specialise to the case G = Z n , a finite cyclic group. Throughout this paper we will write ρ n (A) when referring to a subset A of Z n . Clearly a subset A ⊆ Z n is a basis if and only if the greatest common divisor of its elements is relatively prime to n. Also, it is easy to see that, if ρ n (A) < ∞ then ρ n (A) ≤ n − 1, with equality if and only if A = {a 1 , a 2 } is a 2-element set with GCD(a 2 − a 1 , n) = 1. Hence the range of the function ρ n is contained inside [1, n − 1] ∪ {∞}. It has been known for some time that, for large enough n, the range of ρ n does not contain the entire interval of integers [1, n − 1]. In a recent paper, which also contains a summary of previously known results, Dukes and Herke [DH] make a conjecture regarding gaps in the range of ρ n . Their hypothesis may be stated precisely as follows :
For any n ∈ N, if A is a basis for Z n for which ρ n (A) ≥ n/k, then there is some integer l ∈ [1, k] such that |ρ n (A) − n/l| < c k .
Observe that the conjecture would imply the existence of arbitrarily long gaps in the range of ρ n , for all sufficiently large n. The purpose of our note is to prove this conjecture, using results from additive number theory concerning the structure of sets with small doubling. The idea is roughly as follows : On the one hand, the conjecture says something about the possible orders of a basis for Z n when that order is large, namely of order n. On the other hand, various results from additive number theory imply that if A is a basis for Z n , then the iterated sumsets hA cannot grow in size 'too slowly' and, if the growth rate is close to the slowest possible, then A has a very restricted structure. Putting these two things together allows us to describe closely the structure of (a small multiple of) a basis A of large order, and from there we can establish the conjecture.
PRELIMINARIES
Here we state three results from the additive number theory literature which will be used in our proof of Conjecture 1.1.
The first result is part of Theorem 2.5 of [KL] :
In particular, for each fixed k ∈ N, if ρ n (A) ≥ n/k and n ≫ 0, then |A| ≤ 2k.
The second result concerns the structure of subsets of Z n with small doubling and is Theorem 1 of [DF] : Theorem 2.2. (Deshouillers-Freiman) Let n ∈ N and A a non-empty subset of Z n such that |A| < 10 −9 n and |2A| < 2.04|A|. Then there is a subgroup H G such that one of the following three cases holds :
(i) if the number of cosets of H met by A, let us call it s, is different from 1 and 3, then A is included in an arithmetic progression of l cosets modulo H such that Remark 2.3. In [DF] the authors remark that they expect that the same structure theorem holds for larger constants than 2.04 and 10 −9 respectively. This is known to be the case when n is prime, according to the so-called Freiman-Vosper theorem. For a proof of that 'classical' result, see Theorem 2.10 in [N] .
The third and last result from the literature that we shall use is a special case of a result of Lev [L] , generalising an earlier result of Freiman [F] , concerning the growth of sumsets of a large subset of an arithmetic progression of integers :
3. PROOF OF CONJECTURE 1.1
First some notation. Let G be an abelian group and A ⊆ G. For g ∈ G we denote
and for h ∈ Z we denote h · A := {ha : a ∈ A}. (3.2)
Proof. This is clear.
Lemma 3.2. Conjecture 1.1 holds for bases consisting of at most 3 elements.
Proof. Let n ∈ N and A be a basis for Z n such that |A| ≤ 3. If |A| = 1 then n = 1, so the Conjecture is vacuous. If |A| = 2 then ρ n (A) = n − 1, as already noted in the Introduction. Suppose |A| = 3. From Lemma 3.1 it is easy to deduce that, without loss of generality, one of the following cases arises :
(ii) A = {0, a, b} where a ≥ 2, a | n and (a, b) = 1.
In case (ii) it is easy to see that
which in turn is easily seen to imply Conjecture 1.1. It remains to deal with case (i). In what follows we adopt the following notation : If x ∈ Z and n ∈ N then ||x|| n denotes the numerically least residue of x modulo n, that is, the unique integer x 0 ∈ (n/2, n/2] such that x ≡ x 0 (mod n).
So fix k, t ∈ N >1 and set A = {0, 1, t}. Let n ∈ N, which we think of as being very large. We suppose that ρ n (A) > n/k and shall show that Conjecture 1.1 holds. First of all, by a standard pigeonhole principle argument, there is some integer c ∈ [1, k − 1] such that ||ct|| n ≤ n/k. Put r := ||ct|| n and s := |r|. Clearly, the order of the basis {0, 1, s} is at most s + n/s (if s = 0 this quantity becomes infinite, which is consistent with our earlier notations). In terms of A, this implies that
The function f (s) = s + cn/s has a local minimum at s = √ cn. Note also that f (ck) = f (n/k) = n/k + ck. It follows that, for n ≫ 0, if ρ n (A) > n/k + ck then s ≤ ck. In terms of t, the latter implies that
for some integers d ∈ [0, c), e ∈ [−ck, ck]. In this representation of t, we may assume that (d, c) = 1. The important point is that each of c, d, e is O(k). First suppose e ≥ 0. Clearly then, the number of terms from A needed to represent every number from 0 through n − 1 is at most O(k) greater than the number of terms needed to represent every number from 0 through ⌊n/c⌋. But since ct ≡ e (mod n) it is easy to see in turn that the latter number of terms is within O(k) of n/l, where l = max{c, e}. Thus |ρ n (A) − n/l| = O(k), which implies Conjecture 1.1. If e < 0, then replace A by 1 − A = {0, 1, 1 − t} (mod n) and argue as before. This completes the proof of the lemma.
We can now complete the proof of Conjecture 1.1. Fix k ∈ N. All constants c i,k appearing below depend on k only. Let n be a positive integer which we think of as being very large. Let A be a basis for Z n such that ρ n (A) > n/k. By Lemma 3.1 we may assume, without loss of generality, that 0 ∈ A. This is a convenient assumption, as it implies that hA ⊆ (h + 1)A for every h. From Theorem 2.1 it is easy to deduce the existence of positive constants c 1,k , c 2,k , such that
and, for some integer j ∈ [1, c 2,k ] one must have
Set h := 2 j . For n sufficiently large, we'll certainly have |hA| < 10 −9 n and so we can apply Theorem 2.2. Let H be the corresponding subgroup of Z n and π : Z n → Z n /H the natural projection. We can identify H with Z m for some proper divisor m of n, and then identify Z n /H with Z n/m . Let B := hA. Since A is a basis for Z n , then so is B and hence π(B) is a basis for Z n/m . This means that either case (i) or case (ii) of Theorem 2.2 must apply. Moreover, since some coset of H contains at least
9) this together with (3.7) and (3.8) imply that
(3.10)
To prove Conjecture 1.1, it thus suffices to show that |ρ n/m (π(B)) − n/q| ≤ c 5,k , for some multiple q of h. Let s be the number of cosets of H met by B and s ′ the number met by A.
CASE 1 : s = 3.
Then s ′ ≤ 3. We don't need (3.11) in this case and can instead deduce Conjecture 1.1 directly from (3.9) and Lemma 3.2. CASE 2 : s = 3.
Then Case (i) of Theorem 2.2 must apply. Let l be the minimum length of an arithmetic progression in Z n/m containing π(B). Note that l ≤ c 6,k , by (2.1). By Lemma 3.1, there is no loss of generality in assuming that π(B) is contained inside an interval of length l − 1. Since π(A) ⊆ π(B) and l = O(k) we can now also see that l − 1 is a multiple of h, provided n ≫ 0. Thus it suffices to prove that ρ n/m (π(B)) − n l − 1 ≤ c 7,k . (3.12)
