ABSTRACT In this paper, an evolutionary algorithm inspired by biological deoxyribonucleic acid (DNA) computing is proposed to perform the task of optimization. As a novel branch of computational intelligence, DNA computing has the strong computing and proliferating capability to in DNA strands by DNA encoding and matching in the molecule layer. However, it is difficult to apply DNA computing to search processing in a nonlinear hyperspace, because traditional DNA computing often relies on biochemical reactions of DNA molecules and may result in incorrect or undesirable computations. To utilize the advantages and avoid the problems of biological DNA computing, this article proposes an artificial DNA computing approach, which accelerates the process by means of the operation of restriction enzymes based on constructed schemata. After DNA encoding, the typical DNA database is constructed and evolved by evolutionary algorithms and the schema theory of genetic algorithm (GA) integrated to enhance the accuracy and convergence rate of exploration in the search space. Meanwhile, to fully utilize parallelism characteristics of DNA computing, a novel algorithm, named parallel DNA computing algorithm, which is tailored to be implemented in graphics processing unit devices, is proposed and exanimated its performance on benchmark optimization problems. Experimental results demonstrate that the proposed method presents excellent expected processing time efficiency, compared with its counterparts without the designed accelerating processes, such as schemata, restriction enzyme, and migration. As well, the performance is also distinctly superior to two renowned GAs.
I. INTRODUCTION
Eevolutionary algorithms (EAs), which are generic population-based optimization methods, use mechanisms inspired by biological evolution for stochastic search. EAs have shown some promising results for solving complex problems, as highly nonlinear, non-differentiable and multimodal optimization problems [1] - [3] . However, the computation time of EAs is usually high because the evaluation phase may calculate the fitness of each individual. Thus the size of a population and the difficulty of objective functions affect the computation complexity. Biological Deoxyribonucleic Acid (DNA) computing is a subset of evolutionary computation, which aims to replace silicon with biological molecules as components in computing devices. The calculation time of DNA based algorithms can be tremendously decreased if their parallel processing ability can be realized. Whereas, DNAs are population-based stochastic search algorithms such that they often require a tremendous number of candidate solutions to be generated and evaluated, so the computation time can then easily increase exponentially. But one of redeeming advantages of DNAs is their ability to be easily parallelized in various ways that can dramatically reduce the time requirement.
Although DNA computing can be implemented easily in distribution algorithms, or even by multi-thread technology in ordinary personal computers, to achieve improved results, there remain several drawbacks. These include the fact that drastic communication overhead during information exchange between individuals is unacceptable in the distributed devices, and that multi-thread technology cannot eventually accelerate the execution time because it runs on ordinary desktop computers with serial-parallel simulation. Currently, the use of general purpose computing on Graphics Processing Units (GPUs) to realize parallel computing is prevalent. Computation in GPUs costs far less than grid or cloud computing and can work without external communication media, such as the internet, making it more suitable for applications of independent machines such as robots [4] .
In this article, a novel DNA computing algorithm inspired by [5] is introduced to solve function optimization problems. The objective is the design and implementation of a parallelized algorithm running in a GPU efficiently in terms of computation time and space for calculating the optimum value of functions. However, it is not effective to directly map a DNA computing algorithm onto an ordinary computer, even though it is essentially a nominal parallel algorithm. To implement a DNA algorithm in the parallel computational architecture, the sequential procedures of the algorithm must be re-arranged [6] . Some basic concepts of EAs, such as the schema theory in Genetic Algorithms (GAs), diversity measurement, immigration and so forth, are embedded in the algorithm to enhance the performance of optimal solution searching [7] , [8] . In each iteration, the DNA strand with the highest fitness in each test tube is used to build a global schema, and local schemata for the individual tubes are used as searching direction guides to speed up the convergence rate. Nevertheless, this accelerations scheme may bring the disadvantage of premature convergence [9] . Therefore, a migration method for maintaining high population diversity was tailored into the proposed Parallel-DNA (P-DNA) computing algorithm for maintaining the searching ability. To define the maturity of a population, the entropy in information theory was used to determine whether Migration should be switched on. The paper is organized as follows: Section II introduces the background of DNA, including the biological structure and operations of DNA computing. The proposed method and the introduction of the computational platform used are presented in Section III. Section IV includes the simulation results from the proposed algorithm. Analyses of effects of parameters, and computation results are also described. Finally, conclusions are drawn in the last Section. Acronyms for parameters used in the algorithm are listed on Table 5 in Appendix.
II. PARALLEL DNA COMPUTING ALGORITHM
The operations of DNA computing in biology are described as follows: Biologists use the synthesizer to produce a set of strands for experiments, similar to initialization. Then the solution for Denaturing is heated and then cooled down for Annealing. New combinations may appear in these operations, and if the strands have lost bases, the DNA ligase can repair them. Separation is used to extract desired sequences in a test tube. Strands which have desired sequences should be bound to complementary ones and then extracted. Gel electrophoresis is a method for separation and analysis of macromolecules and their fragments, based on their size and charge. PCR is a technology to amplify DNA strands, generating thousands to millions of copies. A restriction enzyme is a kind of enzyme which cuts DNA at restriction sites and is widely used to manipulate DNA for different scientific applications.
The proposed P-DNA algorithm consisting of these operations is summarized in Table 1 . At the beginning of the P-DNA, a population and parameters are initialized. This process is called Initialization, where a population is distributed into τ numbers of tubes, each of which is physically coded in a block of GPU. Each tube contains N randomly generated members of DNA strands, each of whose operations are executed by a thread of a block. Therefore, the numbers of τ and N eventually are restricted to the capacity of the physical configuration of the GPU used. The following Evaluation process thus evaluates the fitness of each DNA strand. Sorting on each tube is executed at the end of the process so as to go with the next subsequently operations of Extraction. The Extraction process, which is mainly for schema identification, two opposite sets of sample data, the best and the worst DNA strand in each tube, are collected. The set of the best ones aggregates as schema samples, which are used to establish the template of the global schemas, and the counterpart as enzyme samples for the restriction enzyme. Both templates of the global schema and the restriction enzyme are stored in the global memory of the GPU.
The restriction enzyme is updated only when worse DNA strands appear in iterations. Since populations tend towards better region of solution space iteration by iteration, even the currently worst strand may have better fitness than the previous one. Restriction enzymes are designed to prevent exploring bad regions that have already been experienced, so it cannot make the search more efficiently if it updates in each iteration. The enzyme can cut matched sites on each strand in tubes as well as the schema samples. In addition to the global schema, the local schema is stored in the shared memory inside the block. The mapping between the physical VOLUME 4, 2016 FIGURE 1. Mapping between the configuration of the GPU and parameters used in P-DNA.
configurations of the computing GPU and parameters used in P-DNA is illustrated in Fig. 1 . A local schema is identified from the DNA strands in each tube. In other words, there exist one global schema stored in a sharing memory contributed by all populations and a local schema in each tube as a local experience. In addition, the PCR operation is used to amplify the above-average DNA strands.
In Updating Population, each tube is equipped with a search schema integrating the formation provided by the global schema and local schema in each tube for search. That is, DNAs conduct the search by the direction combination of their own experience and the best experience of the group. Essentially, DNAs in a tube are the offspring from three sources, generated by schema, elitism, and random. Elitism can guarantee that the best information is retained by the offspring, while the schemata, akin to elitism, are the main search mechanism in the proposed algorithm. But the fact that the convergence may be premature is the shortcoming of the search algorithms with schema theory or elitism. To tackle this problem, calculations for the diversity of individuals in each tube are executed in each iteration. If any tube is detected in which the diversity defined in (1) is lower than a threshold, th migrate , then the Migration operation is activated.
A. ENCODING AND DECODING
Single-stranded DNAs, similar to bit-string coding, are applied to DNA encoding, corresponding to the parameters of objective functions. The DNA code includes four bases, T, C, A and G. The decoding method, relying on the translation table listed in Appendix, translates codons to an amino, and maps the amino to a real-value number. For an example, assume the lower bound of a parameter coded as ''TCG'' is 0 and the upper bound is 100. According to the table, it is indexing to the amino acid, Ser (3) . Since the range of amino acid is 0 to 20, the resolution of decoding is 21. For the code with TCG→Ser(3)→the value of 15, by the calculation of (3/20) × (100 − 0) + 0 = 15, based on the formula listed below: It should be noted that the distribution of each amino acid occurrence is not the same in the index table, for examples, the number of Gly(20) is 4, but only 1 for Trp (6) . Therefore, in initialization, amino acids are all generated by the same probability, and then encode it to a DNA strand.
However, the resolution is not always satisfied for different search spaces. In the design, the length of codons, Lc, is controllable which means the resolution can be adjustable, and it must be a multiple of 3. For example, using 6 for Lc, the code TCGAAT is first divided into two parts, TCG and AAT, and the amino acids are Ser (3) and Asn (14) . In the decimal system, the number 12 can be represented by 1×10 1 +2×10 0 . In DNA coding, the amino acid can be treated as a 21-carry digital system, such that the decoded result of the example of TCGAAT is 3 × 21 1 + 14 × 21 0 = 77 in a scale resolution of 440. Although the length of codons extends, it can able to obtain higher resolution but consume more memory space and decoding time due to higher computation complexity.
B. ABBREVIATIONS AND ACRONYMS
The construction of schemata for DNA code is illustrated in Fig. 2 . It can be observed that there could be many ''don't care'' bits when directly applying a traditional schema to DNA code. An example is depicted in Fig. 2(a) , where, in the leading bit, there are many T but finally it is tagged as a ''don't care'' bit, marked as '' * '', because of occurrence of a G, such that the information is lost, thus a continuous schema is introduced. A schema for DNA is recorded in a table indicating the frequencies of the occurrences of four DNA nucleotides in a string bit, as shown in Fig. 2(b) to overcome this shortcoming.
In updating population, the roulette wheel selection is adopted. First, a random number vector is generated from the range [0, 1], and then an offspring is produced according to the probability recorded on the continuous schema. For example, if a serial of random numbers, {0.12, 0.53, 0.65, 0.14, 0.9, 0.8} corresponding to the length of a schema, is generated by the roulette wheel selection, then the offspring based on this schema is with the codes of TCATAT because 0.12 is in the range of T(0-0.9), 0.53 is in that of C(0.5-0.8), 0.65 falls in A(0.6-0.7), and so on. 
C. RESTRICTION ENZYMES
At the other end of elitism, the worse DNAs should be marked to prevent inheritance to the next generations. Restriction enzymes are applied to schema identification. The construction of restriction enzymes, similar to the schema, records the probability of codes appearing on a bit site. A constant threshold thenzyme in the range [0, 1] is set for the pattern of restriction enzymes. The threshold thenzyme is used as a high-pass filter to purify the sample data before updating the schemata by cutting the undesired bases on DNA strands. The ''cutting'' operation actually removes codes from the detected string. An example is illustrated in Fig. 3 for applying the cutting operation to schema samples before updating schema. Fig. 3(a) shows the different patterns of a restriction enzyme form for a schema table resulting from various selections of the threshold, 0.5 and 0.8, respectively. If a pattern, say * * G * * * , is applied to the schema samples with a scheme shown in Fig. 3(b) , the scheme is thus modified as in Fig. 3(c) , where the probabilities of C and A in Column 2 are increased because G is crossed out.
D. ABBREVIATIONS AND ACRONYMS
The shortcoming of elitism can easily lead to a premature convergence. Since a schema can be viewed as a sub-space expanded by the ''don't care'' bits in the solution space, along with the number of iterations, the sub-space represented by the schema, which is updated in each iteration, is shrinking due to aggregation. According to the theory of EA, a highly fit individual has more desired genes, which means that it has a better chance to be close to the best solution than others in a population. The ingredient of migration is introduced to the proposed method for increasing the exploration of the search space [10] . The migrant individuals are generated on the bias of the best individual. For an individual {x G 1 , x G 2 , . . . , x G i }, where G is the generation loop, and x G i represents the value in the i th dimension at generation G, and the best one is represented by {x 
, then the migration direction trends to the lower bound, otherwise, the direction trends to the upper bound. Second, another random number ρ is generated for the size of migration distance. The new immigrant is calculated by (2) . The procedure of Migration is shown in Table 2 .
where ρ is a random number in range [0,1]. VOLUME 4, 2016 The Migration process is activated only when a measure of population diversity is not satisfied and there are only individuals which have high similarity to the best one. In this work, entropy in the information theory was used as a measure for diversity. Entropy describes the information content: the more information is contained in a set, the higher value of entropy is obtained. The definition is described as follows:
where P(x ji ) is the probability of base j on the i th bit; the base means the row of the schema table and bit is the column of the table; bases contain C, A, G, and T sequentially. The diversity can be predicted by the search schema, since it is a guide which leads a population. If the entropy of a tube is lower than a threshold, th migrate , that means the migration is required in the tube. In this work, the max value of entropy is set to 2L, and the min value is 0. Extreme cases are those, in which the probabilities of bases are equal to 1/4, or one of them is 1 and others are 0. For the first case, we know that the entropy is 4 × L × − (1/4) log 2 (1/4) = 2L taken to be 0, which is consistent with the well-known limit as described in (4) .
The calculation result of 0 log 2 (0) would be minus infinity by using a computer, and this may cause an erroneous result.
Therefore, the th migrate should be defined as 2Lγ , where γ is set to the range [0, 1]. Unfortunately, the setting of γ depends on trials since the timing to active migration may be different in other search spaces. The principle is γ → 0, since overusing the migration may cause the search turn into a random search. Table 3 illustrates the comparison ratio between the computation times used by calculating Euclidean distance to entropy. The method of calculating Euclidean distance needs to calculate between the best individual from the others because, although individuals can map to threads in GPU programming model, the length of a DNA strand still affects the computation time. The method of calculating entropy considers only the schema which can map each bit to threads, so the length of a DNA strand would not affect it.
In summary, we adopted the method of calculating the entropy of the schema to predict the diversity of a tube, since it is more efficient than calculating the distances.
III. SIMULATIONS
To test the performance and analyze parameters of the proposed algorithm, the problems from [11] are used as benchmarks. The settings of parameters in the simulation are listed on Table 7 in Appendix.
• Case 1 Rosenbrock's Function: Rosenbrock's function is a classic optimization problem, which be treated as a multimodal problem. It has a narrow valley between the perceived local optima and the global optimum. This function has the following definition:
The range of parameters are −2.048 ≤ x i ≤ 2.048, and i = 1, . . . , D; and the global minimum is 0.
• Case 2 Schwefel's Function: Schwefel's function is deceptive in that the global minimum is geometrically distant over the parameter space, from the next best local minima. Therefore, the search algorithms are prone to convergence in the wrong direction. This function has the following definition:
The range of parameters are −500 ≤ x i ≤ 500, and i = 1, . . . , D; and the global minimum is 0.
• Case 3 Griewangk's Function: Griewangk's function has many widespread local minima regularly distributed.
But it has a component
among variables, thereby making it difficult to determine the global optimum. This function has the following definition:
The range of parameters are −600 ≤ x i ≤ 600, and i = 1, . . . , D; and the global minimum is 0.
A. ANALYSES AND COMPARISONS OF PARAMETERS AND METHODS

Traditional and Continuous Schema
Comparisons of the performance of traditional and the proposed continuous schema methods are represented in Fig. 4 . In these simulations, the Search Schema is constructed by only the global schema. The restriction enzymes operation and Migration are switched off. Although we can expect that the population will result in a premature convergence, the results still show that even in this situation the continuous schema has better performance than the traditional schema. Fig. 4 shows that the population guided only by Global Schema can converge quickly because this setting drives the populations that are all tubes to search a region deliberately in the search space, so that the descendants are akin to each other. Consequently the schema converges in a short time. Fig. 5 shows that the higher the ratio of Local Schema is set, the better the results. Because Local Schema has more influence than Global Schema in building the guider, each tube has its own search direction, which means the population can explore more broadly. However, if there is no sharing information, each tube could be isolated as an independent group. In summary, the ratio of Global Schema should be lower than Local Schema, but it should not be 0.
B. GLOBAL VERSUS LOCAL SCHEMA
C. UTILIZATION OF RESTRICTION ENZYMES
This subsection discusses the necessity and efficiency of utilizing Restriction enzymes in schemata construction, and Fig. 6 presents the results for this purpose. The ratio of Global Schema is set to 0.1 and the ratio of Local Schema is set to 0.9 according to the results in the last section. When the thenzyme sets to 1, the best performance will appears. This situation means that the best restriction enzyme uses the same formation of a traditional schema. This is because the Restriction enzymes actually need the exact information for the cutting operation, or it will cause side effects. Figures for the second part demonstrate the effect of Restriction enzyme, which can help the population to reach the favorable region sooner.
In summary, according to the computation results, we employ the Restriction enzyme in traditional schema form in following works.
D. MIGRATION
In this section, the ratio of Global and Local Schema is 0.1 and 0.9, and Restriction enzyme uses the formation of the traditional schema. As illustrated in Fig. 7 , migration helps prevent the population from converging prematurely.
E. COMPARISON WITH GA ALGORITHMS
Two renowned GAs, GASteadyStateGA and GADemeGA in the GAlib [12] , are compared with the proposed method. The comparisons are shown in Fig. 8 . In this simulation, the setting of global schema ratio is 0.1, local schema ratio is 0.9, th enzyme is 1.0, and Migration is applied. For these GAs, the population size is 500; the crossover rate is 0.9; the mutation rate is 0.01; the length of chromosome is 9, which means the resolution is 512; and the basic operators of one-point crossover and uniform mutation are used.
GASteadyStateGA uses overlapping populations with a user-specifiable amount of overlap. For each generation the algorithm creates a temporary population of individuals, adds these to the previous population, and then removes the worst individuals in order to return the population to its original size. GADemeGA has multiple, independent populations. Each population evolves using a steady-state genetic algorithm, but in each generation some individuals migrate from one population to another. The migration algorithm is a deterministic stepping-stone, where each population migrates a fixed number of its best individuals to its neighbor. The master population is updated each generation with best individual from each population. The migration in GADemeGA is different from the one employed in P-DNA, in that: (1) P-DNA does not pass individuals to other populations, (2) the sharing information is given by the Global Schema, and (3) Migration maintains the search ability and prevents population from premature convergence. Fig. 8 shows that GASteadyStateGA easily falls into premature convergence, since it uses a greedy strategy to update populations. The final score of GADemeGA is close to P-DNA, but the convergence rate is slow. GADemeGA has the migration mechanism to share exploring experience, which increases the explored space, but it has the shortcoming of slow convergence rate, which can be overcome by using the schema-based search method in P-DNA. 
F. COMPARING IN COMPUTATION TIMES OF GPU AND CPU
In addition, the computation times by executing the proposed method on a CPU and a GPU, respectively, are compared. The algorithm has been implemented on a CPU, NVIDIA CUDA (Compute Unified Device Architecture) using the traditional coding method in a desktop computer with a CPU of Intel(R) Core(TM) i5-2400 @3.10GHz. Table 4 shows the increased speed of the GPU on the Rosenbrock's function, where the dimension of the function was set to 2 and the length of codon was set to 3. The ratio of computation time is listed by applying different numbers of tubes and DNA strands.
The related information of the GPU used in this simulation can be accessed in [13] and [14] . Table 4 shows that the computation time can be reduced by implementing the algorithm on a GPU. The maximum speed increase is approximately 180 times. But since not all the procedures can be parallelized, there are limitations for the GPU when the size of population is over 150 × 300, and the speed clearly slows down.
IV. CONCLUSIONS
In this article, a Parallel DNA computing algorithm inspired by biochemical DNA computing and EAs is proposed. In order to realize the parallel computing architecture, the algorithm is implemented on GPU programming model. The simulation results indicate that the GPU can reduce computation time. The proposed P-DNA has advantages of maintaining better population diversity, inhibiting premature convergence, keeping the greatest parallelism. It therefore outperforms all other traditional algorithms when dealing with high-dimensional variable spaces. The experimental results show that this algorithm can converge more quickly to a favorable region by using the schemabased search mechanism. The Restriction enzyme operation prevents the population from entering a region that known to be unfavorable. Furthermore, the migration enhances the ability of exploration, which increases the probability of finding a global optimum.
Compared to two different types of GA, which also use discrete coding method, P-DNA has faster convergence rate and mean scores that are similar or better than the others. The standard deviations of P-DNA are also small, which means the algorithm is stable and robust.
Nevertheless, the Restriction enzyme is not as powerful as we expected. Since the population will move to a new region with higher fitness by updating, it has little chance to sample a worse DNA to update the Restriction enzyme. In most cases, many don't care signs appear on the Restriction enzyme, make it useless. It may be possible to employ some tubes for sampling unfit DNA strands to build a reliable Restriction enzyme, and this would help other tubes to move away from a sub-space with low fitness by cutting.
The GPU can provide parallel computation without the internet; and compared to grid computing and cloud computing, the GPU is more reliable. By implementing algorithms on a GPU, the software can complete tasks in extremely short time. So the GPU is very suitable for real-time systems, such as robot vision or online learning.
Our study is appropriate for a real-time system since the acceleration of computing. But the writing of GPU programs is not easy because the delay in information exchange between CPU and GPU and the hardware limits of GPU must be considered. The optimization of source codes could solve these problems; we believe the parallel computing will be popular in the future, and there will be more applications for this technology.
