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Abstract We study von Neumann measurement-related matrices, and the
nullity condition of quantum correlation. We investigate the properties of
these matrices that are related to a von Neumann measurement. It is shown
that these (m2− 1)× (m2− 1) matrices are idempotent, and have rank m− 1.
These properties give rise to necessary conditions for the nullity of quantum
correlations in bipartite systems. Finally, as an example we discuss quantum
correlation in Bell diagonal states.
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I. INTRODUCTION
A measurement is an “irreversible” and “non-deterministic” process, because once a mea-
surement is completed and the information is extracted, the initial state is collapsed. Prior
to a measurement, one cannot predict with certainty either the measurement result or the
post-measurement state. A von Neumann measurement is not the only type of measurement
that one can perform on a quantum state. However, one of the reasons for its importance
is that one can derive all other measurements from a von Neumann measurement.
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In Ref. [1], it is shown that a known initial quantum state can be driven onto a known
pure state without resorting to unitary transformations, by means of a discrete sequence
consisting only of von Neumann measurements. Performing a von Neumann measurement
on a subsystem of a composite quantum system can also result in unavoidable distillable
entanglement [2–4] between the measurement apparatus and the system if the state has a
nonzero quantum discord [5]. Furthermore, von Neumann measurements can be used to
classify quantum states in a bipartite system [6]. A quantum state is classical-quantum if it
is invariant under some von Neumann measurementM that acts on the first subsystem, i.e.,
(M⊗I)ρ(M†⊗I) = ρ. Similarly, a state is called quantum-classical if (I⊗M′)ρ(I⊗M′†) = ρ
for some von Neumann measurement M′. Thus, quantum-classical and classical-quantum
states are classical in one part. If a quantum state is classical in both two parts, then
it is called classical-classical. That is, such a state is invariant under some von Neumann
measurements M and M′ acting on the first and second subsystems, respectively, (M⊗
M′)ρ(M⊗M′†) = ρ. If a quantum state is not classical on either side, then it is quantum-
quantum correlated. It is known that quantum-quantum states play a significant role in
many information processing tasks and physical processes.
Quantum correlation can be measured in various manners, such as quantum discord [7, 8],
geometric quantum discord [9, 10], quantum deficit [11], measurement induced disturbance
[6], and relative entropy of discord [12]. For example, quantum discord is the minimal amount
of information remaining after measuring one of the subsystems. The quantum deficit is the
difference between work that is extractable from the total system and the subsystems after
suitable local operations and classical communications. Measurement induced disturbance
refers to the loss of quantum mutual information following local projective measurements.
Relative entropy of discord and geometric quantum discord are measures of correlation
based on a distance metric. All of these measures have their own advantages for describing
quantum correlation.
In practical terms, it is often only necessary to ascertain the nullity of quantum cor-
relation or classicality, and the precise values of various measures are less important [13].
Classicality corresponds to the condition that maximal information regarding a subsystem
can be obtained by some specific local measurement, without altering correlations with the
rest of the system. Thus, it has applications in the theory of decoherence, where it de-
scribes the classical correlation between the pointer states of some measurement apparatus
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and the internal quantum states. The set of classical states can be used to define quantum
correlation measures, using a notion of minimum distance as the relative entropy of discord
and geometric quantum discord. Therefore, much effort has been contributed to describing
the nullity of quantum correlation [9, 14–16]. In Ref. [9], a nullity condition was provided
that makes use of the singular value decomposition. In Ref. [14], a necessary condition for
the nullity of a quantum correlation is presented in terms of the commutativity of quantum
states and reduced states. Experimentally, practical entanglement witnesses are constructed
based on a single quantum state [17] or multiple copies of a quantum state [18, 19], in order
to detect the quantum correlation.
In this paper, we study the properties of matrices related to von Neumann measurements
and the nullity conditions for quantum correlation. Suppose that a von Neumann measure-
ment acts on an m-dimensional quantum system. Then, its action on the basis composed
of m2 − 1 orthonormal traceless Hermitian matrices corresponds to an (m2 − 1)× (m2 − 1)
matrix. We show that this matrix is of rank m − 1. Based on this property, necessary
conditions are derived for the nullity of quantum correlations in bipartite systems. Finally,
some examples are analyzed to identify classicality in quantum states.
II. VON NEUMANN MEASUREMENT-RELATED MATRICES
LetM be an arbitrary von Neumann measurement acting on an m-dimensional quantum
system, M = {|φi〉〈φi|}m−1i=0 . Here, |φi〉 =
∑m−1
j=0 aij|j〉, and owing to the orthogonality
and completeness of M, A = (aij) is an m × m unitary matrix. Under a von Neumann
measurement, a quantum state ρ is mapped to M(ρ) ≡ MρM† = ∑m−1i=0 |φi〉〈φi|ρ|φi〉〈φi|.
Suppose that {µi}m2−1i=1 is an orthonormal basis of the m×m traceless Hermitian matrices.
Then, there exists an (m2 − 1)× (m2 − 1) matrix M corresponding to M such that
M(µ1, µ2, . . . , µm2−1)
≡ (Mµ1M†,Mµ2M†, . . . ,Mµm2−1M†)
= (µ1, µ2, . . . , µm2−1)M,
(1)
where M is defined by MµiM† =
∑m2−1
j=1 µjMji, with i = 1, . . . , m
2 − 1. It is easy to prove
that the matrix M satisfies the condition that M2 = M . Hence, M is idempotent. In the
following, we study the properties of the matrixM , and show thatM is also singular. Before
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we present our main results, we require the following lemma.
Lemma Let A be an arbitrary m×m unitary matrix, with the i-th row and j-th column
entry given by ai−1,j−1. Let C1 be anm×(m−1) matrix with the s-th row and p-column entry
given by
√
1
p(p+1)
[
∑p−1
j=0 |as−1,j|2− p|as−1,p|2] with s = 1, . . . , m and p = 1, . . . , m− 1, and let
C2 be anm×m(m−1)2 matrix with the s-th row and kl-column entry given by 1√2(a∗s−1,kas−1,l+
a∗s−1,las−1,k) with s = 1, . . . , m, k, l = 1, . . . , m−1, and k 6= l. Finally, let C3 be anm×m(m−1)2
matrix with the s-th row and kl-th column entry given by i√
2
(a∗s−1,kas−1,l−a∗s−1,las−1,k), with
s = 1, . . . , m, k, l = 1, . . . , m − 1, and k 6= l. Then, the m× (m2 − 1) matrix C defined by
the block matrices C1, C2, and C3 as C = (C1, C2, C3) has rank m− 1.
The proof of the lemma is given in the Appendix. From this lemma, we can prove the
following result:
Theorem 1 Suppose that M is an arbitrary von Neumann measurement acting on an
m-dimensional quantum system. Then, the (m2 − 1) × (m2 − 1) matrix M defined in Eq.
(1) is of rank m− 1.
[Proof]. The generalized Gell Mann basis for an m-dimensional quantum system can be
constructed as follows. For 1 ≤ p ≤ m− 1,
wp =
√
1
p(p+ 1)
(
p−1∑
a=0
|a〉〈a| − p|p〉〈p|), (2)
and
wkl =
1√
2
(|k〉〈l|+ |l〉〈k|),
w′kl =
i√
2
(|k〉〈l| − |l〉〈k|), (3)
with k < l, k, l = 0, 1, . . . , m − 1. In the following, we write wp = wkl for p = m, . . . ,m +
m(m−1)
2
and wp = w
′
kl for p = m+1+
m(m−1)
2
, . . . , m2−1, for simplicity. Therefore, {wp}m−1p=1 ∪
{wkl, w′kl}m−1k,l=0,k<l = {wp}m
2−1
p=1 is an orthonormal basis of the m × m traceless Hermitian
operators.
First, we show that for the orthonormal basis of m × m traceless Hermitian matrices
given in Eq. (2) and Eq. (3), the matrix M corresponding to a von Neumann measurement
M has rank m− 1. In fact, by performing a straightforward calculation we have that
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M(wp) =
√
1
p(p+ 1)
[(
p−1∑
j=0
|a0j|2 − p|a0,p|2)|φ0〉〈φ0|+ (
p−1∑
j=0
|a1j|2 − p|a1,p|2)|φ1〉〈φ1|
+ . . .+ (
p−1∑
j=0
|am−1,j|2 − p|am−1,p|2)|φm−1〉〈φm−1|],
M(wkl) = 1√
2
[(a∗0ka0l + a
∗
0la0k)|φ0〉〈φ0|+ (a∗1ka1l + a∗1la1k)|φ1〉〈φ1|
+ . . .+ (a∗m−1,kam−1,l + a
∗
m−1,lam−1,k)|φm−1〉〈φm−1|],
M(w′kl) =
i√
2
[(a∗0ka0l − a∗0la0k)|φ0〉〈φ0|+ (a∗1ka1l − a∗1la1k)(|φ1〉〈φ1|
+ . . .+ (a∗m−1,kam−1,l − a∗m−1,lam−1,k)|φm−1〉〈φm−1|],
where p = 1, . . . , m− 1, k, l = 0, . . . , m− 1, and k 6= l. Therefore,
M(w1, . . . , wm−1, wm, . . . , wm+m(m−1)
2
, w
m+1+
m(m−1)
2
, . . . , wm2−1)
= (|φ0〉〈φ0|, |φ1〉〈φ1|, . . . , |φm−1〉〈φm−1|)C (4)
= (w1, . . . , wm−1, wm, . . . , wm+m(m−1)
2
, w
m+1+m(m−1)
2
, . . . , wm2−1)M
′, (5)
where the m× (m2 − 1) block matrix C = (C1, C2, C3) is defined as in Lemma.
By applying the Lemma, the rank of the matrix C is m − 1. Hence,
the maximum of linearly independent combinations of m2 − 1 elements from
{|φ0〉〈φ0|, |φ1〉〈φ1|, . . . , |φm−1〉〈φm−1|} in Eq. (4) is m − 1. This implies that the
maximum of corresponding linearly independent combinations of m2 − 1 elements of
{w1, . . . , wm−1, wm, . . . , wm+m(m−1)
2
, w
m+1+m(m−1)
2
, . . . , wm2−1} in Eq. (5) is m − 1. There-
fore, the rank of M ′ is also m−1, i.e., the rank of the matrix M ′ corresponding toM under
the basis given by Eq. (2) and Eq. (3) is m− 1.
An arbitrary orthonormal basis of them×m traceless Hermitian matrices {µi}m2−1i=1 can be
obtained from the basis given by Eq. (2) and Eq. (3) as (µ1, . . . , µm2−1) = (w1, . . . , wm2−1)O,
where O is an orthogonal matrix. If M is the matrix corresponding to M under the basis
{µi}m2−1i=1 , then the matrix M ′ corresponding to M under the basis {wi}m
2−1
i=1 is OMO
T .
Because the rank of the matrixM corresponding toM is invariant under the transformation
of the orthogonal matrix, the rank of the matrix M in Eq. (1) is m− 1.
In a two dimensional quantum system, suppose that a von Neumann measurement M is
the projector on the computational basis,M = {|0〉〈0|, |1〉〈1|}. If we choose the orthonormal
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basis of 2× 2 traceless Hermitian matrices given by the Pauli matrices
σ1 =

 0 1
1 0

 , σ2 =

 0 −i
i 0

 , σ3 =

 1 0
0 −1

 ,
then the matrix corresponding to the von Neumann measurement M is M =


0 0 0
0 0 0
0 0 1

,
which is of rank one.
In a three dimensional quantum system, suppose that a von Neumann measurement M
is the projector on the computational basis, M = {|0〉〈0|, |1〉〈1|, |2〉〈2|}. If we choose the
orthonormal basis of 3× 3 traceless Hermitian matrices as the Gell-mann matrices
λ1 =


0 1 0
1 0 0
0 0 0

 , λ2 =


0 −i 0
i 0 0
0 0 0

 , λ3 =


1 0 0
0 −1 0
0 0 0

 , λ4 =


0 0 1
0 0 0
1 0 0

 ,
λ5 =


0 0 −i
0 0 0
i 0 0

 , λ6 =


0 0 0
0 0 1
0 1 0

 , λ7 =


0 0 0
0 0 −i
0 i 0

 , λ8 = 1√3


1 0 0
0 1 0
0 0 −2

 ,
then the matrix corresponding to the von Neumann measurement M is the 8 × 8 diagonal
matrix diag(0, 0, 1, 0, 0, 0, 0, 1), which is of rank two.
We remark that because the basis {µi}m2−1i=1 of m×m traceless Hermitian matrices is not
necessarily orthonormal, the matrix M corresponding to the von Neumann measurement
M given in Eq. (1) is still of rank m − 1. This can be seen from the proof of Theorem 1,
because replacing the orthogonal matrix by a reversible matrix does not change the rank.
Moreover, for any (m2−1)×(m2−1) idempotent matrix Y of rank m−1, there must exist
a basis of m×m traceless Hermitian matrices such that Y corresponds to the von Neumann
measurement M. In fact, for any idempotent matrix Y of rank m − 1, there exists a
reversible matrix Q such that Y = QMQ−1. Hence, if M is the matrix corresponding
to the von Neumann measurement M under the basis {µi}m2−1i=1 , then Y is the matrix
corresponding to the von Neumann measurement M under the basis {µ′i}m
2−1
i=1 defined by
(µ′1, . . . , µ
′
m2−1) = (µ1, . . . , µm2−1)Q
−1.
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III. NECESSARY CONDITIONS FOR NULLITY OF QUANTUM CORRELA-
TION
By utilizing Theorem 1, we obtain necessary conditions for the nullity of quantum corre-
lation as follows.
Theorem 2 Consider an m⊗ n (m ≤ n) quantum state in the Bloch representation:
ρ =
1
mn
(Im ⊗ In +
m2−1∑
i=1
riµi ⊗ In +
n2−1∑
j=1
sjIm ⊗ νj +
m2−1∑
i=1
n2−1∑
j=1
tijµi ⊗ νj). (6)
If it is classical-quantum correlated, then the rank of (R, T ) is not greater than m − 1. If
it is quantum-classical correlated, then the rank of (S, T T ) is not greater than n − 1. If it
is classical-classical correlated, then the rank of

 1 ST
R T

 is not greater than m. Here,
R = (r1, r2, . . . , rm2−1)T and S = (s1, s2, . . . , sn2−1)T are the vectors with components ri and
sj, T = (tij) is the matrix with entries tij, Im is the m×m identity matrix, In is the n× n
identity matrix, and {µi}m2−1i=1 and {νj}m
2−1
j=1 are the orthonormal bases of the m × m and
n× n traceless Hermitian matrices, respectively.
[Proof]. If ρ is classical-quantum correlated, then there exists a von Neumann measure-
ment M acting on the first subsystem such that (M⊗ I)ρ(M† ⊗ I) = ρ. Note that
(M⊗ I)ρ(M† ⊗ I) (7)
=
1
mn
[I ⊗ I +
m2−1∑
i=1
(MR)i µi ⊗ I +
n2−1∑
j=1
sjI ⊗ νj +
m2−1∑
i=1
n2−1∑
j=1
(MT )ij µi ⊗ νj ],
by Eq. (1), where (M⊗ I)ρ(M† ⊗ I) = ρ indicates that MR = R and MT = T . Because
M has at most m − 1 independent eigenvectors by Theorem 1, it follows that the rank of
the matrix (R, T ) is not greater than m− 1. Similarly, if ρ is quantum-classical correlated,
then there exists a von Neumann measurement M′ acting on the second subsystem such
that (I ⊗M′)ρ(I ⊗M′†) = ρ. Note that
(I ⊗M′)ρ(I ⊗M′†)
=
1
mn
[I ⊗ I +
m2−1∑
i=1
ri µi ⊗ I +
n2−1∑
j=1
(M ′S)jI ⊗ νj +
m2−1∑
i=1
n2−1∑
j=1
(T (M ′)T )ij µi ⊗ νj],
(8)
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by Eq. (1), where (I⊗M′)ρ(I⊗M′†) = ρ indicates thatM ′S = S andM ′T T = T T . Because
M ′ has at most n − 1 independent eigenvectors, by Theorem 1, it follows that the rank of
the matrix (S, T T ), or

 ST
T

, is not greater than n − 1. Finally, if ρ is classical-classical
correlated, then it satisfies the equalities MR = R, MT = T , M ′S = S, and M ′T T = T T .
Thus, we obtain that the rank of

 1 ST
R T

 is not greater than m.
Theorem 2 provides necessary conditions for the nullity of quantum correlation in terms
of the coefficients in the Bloch representation. Here, the matrix

 1 ST
R T

 is in fact the
correlation matrix in Ref. [9]. In Ref. [9], it is proved that if a quantum state is classical-
quantum correlated, then the rank of

 1 ST
R T

 is not greater than m. Here, Theorem 2
shows that if a quantum state is classical-quantum correlated, then the rank (R, T ) is not
greater than m− 1, which is sufficient for the rank of

 1 ST
R T

 to be no greater than m.
Therefore, as a necessary condition for the nullity of a quantum correlation, Theorem 2 is
stronger than the condition in Ref. [9]. For example, let us consider a quantum state
ρ0 =
1
4
[I2 ⊗ I2 + 1
x
σ3 ⊗ I2 + 1
x
I2 ⊗ σ3 + 1
x2
σ1 ⊗ σ1 + 1
x2
σ3 ⊗ σ3] (9)
with x ≥ √2. For this quantum state, one can obtain that R = S = (0, 0, 1
x
)T , with
T = diag( 1
x2
, 0, 1
x2
). Then, (R, T ) =


0 1
x2
0 0
0 0 0 0
1
x
0 0 1
x2

 is of rank two, which implies by
Theorem 2 that ρ0 is not classical-quantum correlated. Similarly, we obtain that (S, T
T ) is of
rank two, and so ρ0 is not quantum-classical. However, the correlation matrix

 1 ST
R T

 =


1 0 0 1
x
0 1
x2
0 0
0 0 0 0
1
x
0 0 1
x2

 is also of rank two. By the nullity condition in Ref. [9], we cannot determine
the quantum correlation in the quantum state ρ0.
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Now as another example, we consider two-qubit states with maximally mixed marginals,
which are referred as Bell diagonal states. Such states are locally equivalent to
ρ1 =
1
4
(I +
3∑
i=1
tiσi ⊗ σi),
where σi are the Pauli matrices, and ~t = (t1, t2, t3) belongs to the tetrahedron defined by the
set of vertices (−1,−1,−1), (−1, 1, 1), (1,−1, 1), and (1, 1,−1). Here, ρ1 is separable if ~t
belongs to the octahedron defined by the set of vertices (±1, 0, 0), (0,±1, 0), and (0, 0,±1).
For a Bell diagonal state that is already expressed in the Bloch representation, it is easy to
obtain R = 0, S = 0, and T = diag(t1, t2, t3). If there is more than one nonzero element
in {t1, t2, t3}, then the ranks of (R, T ) and (S, T T ) are greater than one. By Theorem
2, this class of Bell diagonal states are not classical-quantum or quantum-classical. This
means they are quantum-quantum correlated. Meanwhile, the only Bell diagonal states
that have no more than one nonzero element in {t1, t2, t3} are the vertices and the central
point. These seven quantum states are indeed classical-classical correlated [20]. Therefore,
a necessary and sufficient condition for ρ1 to be a quantum-quantum state is that the rank
of T = diag(t1, t2, t3) is greater than one. More generally, for an m⊗m quantum state
ρ2 =
1
m2
(Im ⊗ Im +
m2−1∑
i=1
tiµi ⊗ µi),
with {µi} representing the orthonormal basis of m × m traceless Hermitian matrices, it
follows from Theorem 2 that if there are more than m− 1 nonzero elements in {ti}, then ρ2
is a quantum-quantum correlated state.
IV. CONCLUSIONS
We have investigated the properties of matrices related to the von Neumann measurement,
and the nullity condition for quantum correlation. It has been demonstrated that these
matrices are idempotent, and have rank m − 1. Based on this result, we have obtained
three necessary conditions for the nullity of quantum correlations in bipartite systems. Our
results may shed light on the properties of von Neumann measurements, and can be used
to detect quantum correlation.
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FIG. 1: (Color online) Geometry of Bell-diagonal states.
V. APPENDIX
Proof of Lemma By performing some elementary matrix transformations, we find that
the rank of the matrix C is equal to the rank of the matrix C0,
C0 =


· · · |a00|2 − |a0i|2 · · · a∗0ka0l · · ·
· · · |a10|2 − |a1i|2 · · · a∗1ka1l · · ·
· · · · · · · · · · · · · · ·
· · · |am−1,0|2 − |am−1,i|2 · · · a∗m−1,kam−1,l · · ·

 ,
which is composed of the column vectors
~αi = (|a00|2 − |a0i|2, |a10|2 − |a1i|2, . . . , |am−1,0|2 − |am−1,i|2)T
for i = 1, . . . , m− 1, and
~βkl = (a
∗
0ka0l, a
∗
1ka1l, . . . , a
∗
m−1,kam−1,l)
T
for k, l = 0, . . . , m− 1 and k 6= l.
To show that the rank of C0 is m− 1, let us first consider the case that m = 2,
C0 =

 |a00|2 − |a01|2 a∗00a01 a∗01a00
|a10|2 − |a11|2 a∗10a11 a∗11a10

 .
Here, C0 is of rank one, because the sum of the two rows is zero, as A
†A = I2. Hence, the
stated conclusion is true for m = 2. Now, suppose that the conclusion is also true for all
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k × k unitary matrices A with k < m. Noting that the sum of the m rows of the matrix C0
is zero, it follows that the rank of C0 is no greater than m − 1. Next, we show that there
are m− 1 linearly independent column vectors in C0.
Note that the order of the column vectors in A has no effect on the rank of the matrix
C. Without loss of generality, we suppose that the first p0 elements of the first column of
A are all nonzero, and the rest are all zero. Then, 1 ≤ p0 ≤ m. If p0 = 1, then A is a direct
sum of 1 and an (m− 1)× (m− 1) unitary matrix A′. By assumption, because the matrix
C ′0 is deduced from A
′ in the same manner as C0 is deduced from A, it is rank of m−2, and
there exist m− 2 linearly independent column vectors ~γ′1, ~γ′2, . . . , ~γ′m−2 in C ′0. Therefore, the
m− 1 linearly independent vectors of C0 are (0, ~γ′T1 )T , (0, ~γ′T2 )T , . . . , (0, ~γ′Tm−2)T and the first
column vector ~α1 = (1,−|a11|2, . . . ,−|am−1,1|2)T in C0.
For p0 > 1, consider the column vectors ~β01, ~β02, . . . , ~β0,m−1. Let x1~β01 + x2~β02 + . . . +
xm−1~β0,m−1 = 0. Then, one has a set of linear equations
x1a01 + x2a02 + . . .+ xm−1a0,m−1 = 0,
x1a11 + x2a12 + . . .+ xm−1a1,m−1 = 0,
...
x1ap0−1,1 + x2ap0−1,2 + . . .+ xm−1ap0−1,m−1 = 0.
(10)
Taking into account that the rank of the p0 ×m matrix
F1 =


a00 a01 a02 · · · a0,m−1
a10 a11 a12 · · · a1,m−1
· · · · · · · · · · · · · · ·
ap0−1,0 ap0−1,1 ap0−1,2 · · · ap0−1,m−1


is p0, because of the unitarity of A, we have that the maximum of linearly independent
column vectors of F1 is p0. Because the first column vector of A is linearly independent
from the others, the rank of the coefficient matrix in Eqs. (10) is p0− 1. This demonstrates
that the maximum of linearly independent column vectors {~β01, ~β02 . . . , ~β0,m−1} is p0 − 1.
Without loss of generality, suppose that
~γ1 := (a
∗
00a0,i1 , . . . , a
∗
p0−1,0ap0−1,i1, 0, . . . , 0)
T ,
~γ2 := (a
∗
00a0,i2 , . . . , a
∗
p0−1,0ap0−1,i2, 0, . . . , 0)
T ,
...
~γp0−1 := (a
∗
00a0,ip0−1 , . . . , a
∗
p0−1,0ap0−1,ip0−1 , 0, . . . , 0)
T
(11)
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are these linearly independent vectors.
Now, we consider the column vectors of A other than the first, and pick out the column
vector with the most nonzero entries between the p0 + 1-th entry and the m-th entry.
Without loss of generality, we suppose that this is the second column vector of A, and it
has p1 nonzero entries between the p0+1-th and p0+ p1-th positions, with 1 ≤ p1 ≤ m− p0.
If p1 = 1, then ~α1 = (|a00|2 − |a01|2, . . . , |ap0−1,0|2 − |ap0−1,1|2,−|ap0,1|2, 0, . . . , 0)T is linearly
independent from the vectors ~γ1, ~γ2, . . ., ~γp0−1.
If p1 > 1, then we check the column vectors ~β10, ~β12, . . ., ~β1,m−1 and ~α1. Let x0~β10 +
x1~α1 + x2~β12 + . . .+ xm−1~β1,m−1 = 0. Then, we have the linear equations
x0ap0,0 − x1ap0,1 + x2ap0,2 + x3ap0,3 + . . .+ xm−1ap0,m−1 = 0,
x0ap0+1,0 − x1ap0+1,1 + x2ap0+1,2 + x3ap0+1,3 + . . .+ xm−1ap0+1,m−1 = 0,
...
x0ap0+p1−1,0 − x1ap0+p1−1,1 + x2ap0+p1−1,2 + x3ap0+p1−1,3 + . . .+ xm−1ap0+p1−1,m−1 = 0.
(12)
Taking into account that the rank of the coefficient matrix
F2 =


ap0,0 −ap0,1 ap0,2 · · · ap0,m−1
ap0+1,0 −ap0+1,1 ap0+1,2 · · · ap0+1,m−1
· · · · · · · · · · · · · · ·
ap0+p1−1,0 −ap0+p1−1,1 ap0+p1−1,2 · · · ap0+p1−1,m−1


from Eqs. (12) is p1, because of the unitarity of A, there exist p1 linearly independent vectors
in ~β10, ~β12, . . . , ~β1,m−1 and ~α1. Without loss of generality, we assume that
~γp0 = (y1,p0, . . . , yp0+p1−1,p0, 0, . . . , 0)
T ,
~γp0+1 = (y1,p1, . . . , yp0+p1−1,p1, 0, . . . , 0)
T ,
...
~γp0+p1−1 = (y1,p0+p1−1, . . . , yp0+p1−1,p0+p1−1, 0, . . . , 0)
T
(13)
are linearly independent with (yp0,j, . . . , yp0+p1−1,j) 6= 0 for j = p0, . . . , p0 + p1 − 1. It is
obvious that these p1 vectors ~γp0, . . . , ~γp0+p1−1 are linearly independent from the vectors
~γ1, . . . , ~γp0−1. Therefore, we now have p0+p1−1 linearly independent column vectors in the
matrix C0.
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Finally, we check the column vectors of A other than the first two, and pick out the
column vector that has the most nonzero entries between the (p0 + p1)-th entry and the
m-th entry. By continuing the procedure above, we can find m − 1 linearly independent
vectors.
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