Abstract-SAT (Boolean satisfiability) has become the primary Boolean reasoning engine for many EDA (electronic design automation) applications, so the efficiency of SAT-solving is of great practical importance. B-cubing is our extension and generalization of Goldberg et al.'s supercubing, an approach to pruning in SAT-solving completely different from the standard approach used in leading solvers. We have built a B-cubing-based solver that is competitive with, and often outperforms, leading conventional solvers (e.g., ZChaff II) on a wide range of EDA benchmarks. However, B-cubing is hard to understand and even the correctness of the algorithm is not obvious. This paper presents the theoretical basis for B-cubing, proves our approach correct, details our implementation and experimental results, and maps out other correct possibilities for further improving SAT-solving.
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BACKGROUND
S AT (Boolean satisfiability) has become the primary Boolean reasoning engine for many EDA (electronic design automation) applications, e.g., SAT-based model checking (bounded [1] and unbounded [2] ), FPGA routing [3] , ATPG [4] , and simulation testcase generation [5] . Such industrial applications typically require complete SAT solvers, meaning that the solver must be capable of proving the problem satisfiable or unsatisfiable. In practice, the SAT solver is usually the capacity limiter of the tool, so the efficiency of SAT solving is of great practical importance.
The DPLL algorithm [6] , [7] is the core of most modern, complete SAT solvers. It is essentially a depth-first-search with some search-space pruning techniques. The original paper [6] introduced two simple techniques-the pure literal rule 1 and Boolean constraint propagation. 2 Subsequent research on improving the performance of SAT solvers has been mostly focused on improving decision heuristics [8] , [9] , [10] , search-space pruning techniques [11] , [12] , [13] , and efficient implementation [14] , [15] . Our focus is on the search-space pruning aspect.
A number of pruning techniques have been proposed so far. Many have proven to be too expensive to be used during the search phase, but can be efficient during preprocessing. The pure literal rule is one example. Other examples include hyper-resolution [16] and equivalence reasoning [17] , [18] , [19] .
All SAT-solvers, in one way or another, detect what are known as conflicts. A conflict occurs when it is deduced that the current assignment cannot be extended into a satisfying one. When a conflict is detected, the solver finds the reason for the conflict and tries to resolve it. The simplest method is to backtrack to the last case-split (decision) and try an alternative assignment. A more elaborate method, named conflictdirected backtracking (CDB) [11] , is to analyze the conflict and backtrack to the variable that is actually responsible for the conflict. Learning is closely coupled with CDB. Different solvers feature different learning strategies. One thing in common is that learned clauses correspond to different cuts in the implication graph-a directed graph describing logical dependencies among assigned literals. For a more extensive introduction into CDB and learning and an exhaustive list of references, the reader is referred to [20] .
Learning exploits only a fraction of the information inferable from conflicts. Learned clauses in general can be quite long; it is not unusual for them to contain a couple of hundred literals. The average size depends on the specifics of the problem that is being solved and the overall implementation and dynamics of the solver. Once the conflict is found and a new clause is learned, there are no guarantees that the clause will actually be useful later. According to our experiments, a small percentage of clauses ends up being used frequently, while the others just increase the memory requirements and slow down the core of the solver.
Recently, Goldberg et al. introduced a theory that unifies many pruning techniques [21] , [22] . The proposed theoretical framework can be used as a basis for the development of new pruning techniques. In the same paper, the authors proposed supercubing as an example of the application of the theory. Their solver was a proof-of-concept and, although supercubing reduced the number of decisions, no actual speedup was reported. Our follow-on work [23] pointed out that supercubing is not readily compatible with 1-UIP learning and proposed an alternative backtracking scheme to integrate the two techniques, thereby demonstrating the first supercubing-based solver to be performance-competitive with standard SAT solvers.
Nadel [24] observed that valuable pruning information can be obtained from analyzing the set of decision literals that participated in previous conflicts. His solver, Jerusat, keeps what we call certificates (clauses that correspond to decision cuts in implication graph) from previous conflicts and analyzes them when a new decision is needed. As with supercubing, the goal is to extract and exploit pruning information that is only valid locally in the search tree. The advantage of Jerusat's approach is that much more pruning information is retained. However, such an approach requires too much memory, so Jerusat keeps certificates only for a certain number of decision levels. When it backtracks out of that window, the certificates are discarded. This approach has several drawbacks. First, certificates suffer from the same problems as 1-UIP learned clauses as they have relatively low pruning information content. Second, pruning can be much more effective close to the root of the search tree and therefore discarding certificates that are "out of the window" can miss the best pruning opportunities.
In a recent conference paper [25] , we proposed a new pruning technique, B-cubing (so named because the method goes "beyond cubing"), that generalizes supercubing. The preliminary implementation produced excellent results on numerous benchmark suites, and we provided an informal correctness argument (as well as running extended regression tests). We did not, however, have a solid formal understanding of the approach nor a proof of correctness. A subsequent workshop paper [26] presented a theoretical justification for B-cubing. This paper is a unified presentation of B-cubing, including theory, implementation, and experimental results. We start with a theoretical foundation for B-cubing, called obligation-certification trees (OCT), which provides a very general way to understand different pruning techniques. Using this theory, we can explain B-cubing more clearly and prove the approach correct. We then explain our implementation of an efficient solver based on the B-cubing theory. Experimental results on a wide range of practical benchmark suites show the effectiveness of B-cubing: competitive performance with state-of-the-art solvers, with different strengths and weaknesses, and based on a very different approach. Finally, we note that our implementation is only one of many correct ways to exploit the pruning information derived from B-cubing; exploring other ways to use this information is likely a fertile area for future work.
THEORETICAL FRAMEWORK
Intuitive Overview
A SAT solver works by case-splitting: It assigns a value to a variable, checks to see if the resulting subproblem is satisfiable, and, if not, tries the other assignment. This case-splitting naturally corresponds to a search tree that considers all possible assignments to the variables (Fig. 1) .
The key to efficient SAT solving is to derive information about the problem that can be used to prune the search tree. For example, conflict-directed learning entails finding a set of literals that guarantees unsatisfiability. This set can be used throughout the search tree so that the solver never tries to make the exact same assignment again.
Supercubing [21] , [22] , JeruSAT [24] , and B-Cubing [25] all seek to exploit additional pruning information that is valid only in a local part of the search tree. The advantage of keeping some pruning information local to a node is that the solver can perform pruning that is only applicable locally (or, alternatively, that the solver need not store the context information to determine exactly when the pruning information is usable since the context is implicit in the search tree). Furthermore, the pruning information can be discarded when it is no longer needed.
To formalize this concept, we develop a framework where a node in the search tree inherits from its parent the obligation to prove a part of the search space unsatisfiable. When it is done, it will return to its parent a certificate that a (possibly larger) part of the search space was indeed unsatisfiable. New pruning opportunities arise at the node because the certificates returned from exploring one branch can be combined with the obligations inherited from above to be used in pruning the other branch.
Preliminary Definitions
Let V be a finite set of Boolean variables (also called positive literals) and let V : be the set of negative literals f:vjv 2 Vg. A literal is an element of V [ V : . We let bfðVÞ denote the set of all boolean functions over V.
A cube (respectively, clause) is a conjunction (respectively, disjunction) of literals in which each variable appears at most once. The empty cube (respectively, clause) is identified with the Boolean constant 1 (respectively, 0). A minterm is a cube in which each variable appears exactly once. Conjunctive Normal Form (CNF) is the standard way to represent Boolean formulae for SAT problems. A formula is in CNF if it is a conjunction of clauses.
Given a Boolean formula f over V, a SAT-solving algorithm explores the space of variable assignments to V and terminates if it finds an assignment that satisfies f or determines that no such assignment exists. The set of partial assignments (i.e., cubes) checked during this process will form a binary search tree. We formalize this notion as follows:
Definition 1 (search tree). Given variables V, a search tree (over V) is a rooted binary tree T with the following properties: Each nonleaf node u of T is labeled with a variable varðuÞ 2 V and, on any path from the root to a leaf, each x 2 V may appear at most once. Each nonleaf has exactly two children and the outgoing edges are labeled with 0 and 1. The 0-child (respectively, 1-child) of a node is the node found by following the outgoing edges labeled 0 (respectively, 1). The root node of search tree T is denoted rootðT Þ. It follows from Definition 1 that any subtree of a search tree is also a search tree. For a node u in a search tree, the u-subtree is the maximal subtree rooted at u. With each node u, we associate a cube cubeðuÞ defined recursively as follows: If u ¼ rootðT Þ, then cubeðuÞ ¼ 1. Otherwise, let u 0 be the parent of u. If u is the 0-child of u 0 , then cubeðuÞ ¼ cubeðu 0 Þ^:varðu 0 Þ, else cubeðuÞ ¼ cubeðu 0 Þ^varðu 0 Þ. Without loss of generality, we assume that SAT algorithms always visit the 0-child of a node before the 1-child; obviously, an actual implementation could choose to visit the children in either order, with the corresponding modifications to the theory.
Obligation-Certification Trees
Let f be an unsatisfiable Boolean formula over V and consider a SAT algorithm A running against f. A constructs a search tree T over V and, typically, for each node u of T , the u-subtree is somehow responsible for proving that cubeðuÞ ! :f. However, pruning techniques exploit information acquired previously to visiting the u-subtree to reduce the obligations of the u-subtree. Thus, this subtree is "given" an obligation and is only required to verify that ðcubeðuÞ^Þ ! :f. In the course of exploring the u-subtree, A might actually certify that ! :f for some such that ðcubeðuÞ^Þ ! , i.e., it at least confirms that cubeðuÞ^ has no satisfying assignments, but might actually certify the unsatisfiability of a greater space . The fact that is, in general, "too big" can in turn be used to prune in the future. Now, we formally define a search tree in which all nodes are labeled with these obligations and certifications.
Definition 2 (obligation-certification tree). An obligationcertification tree (OCT) for Boolean formula f over variables V is a triple ðT ; ; Þ, where T is a search tree over V and and are mappings, respectively called the obligations and the certifications, that map the nodes of T to bfðVÞ such that, for all nodes u, we have both cubeðuÞ ! ððuÞ ! ðuÞÞ; ð1aÞ
There exists an obligation-certification tree ðT ; ; Þ for Boolean formula f such that ðrootðT ÞÞ ¼ 1 iff f is unsatisfiable.
Proof. If f is unsatisfiable, it is trivial to construct a suitable OCT, e.g., a single node u with ðuÞ ¼ ðuÞ ¼ 1. Conversely, since cubeðrootðT ÞÞ ¼ 1, (1a) implies that ðrootðT ÞÞ ¼ 1, which, along with (1b), implies that f is unsatisfiable.
t u Theorem 1 gives no insight about how to construct the obligations and certifications. The value of Theorem 1 is that any algorithm that constructs, explicitly or implicitly, an OCT T with ðrootðT ÞÞ ¼ 1, for all unsatisfiable input formulas, is correct.
Theorem 2 formalizes the intuition from Section 2.1 to suggest a localized (in the search tree) approach to constructing obligations and certifications. The theorem states that any search tree satisfying constraints (2a), (2b), and (2c) on and is indeed an OCT. Intuitively, (2a) states that the obligations of the 0-child must cover those obligations of the parent involving the negative literal and (2b) requires that the obligations of the 1-child must cover at least the obligations of the parent involving the positive literal that were not covered by the certifications of the 0-child. Equation (2c) simply states that a node certifies exactly the union of the certifications of its two children.
Theorem 2. Let T be a search tree and f a formula over V and let and be mappings that take the nodes of T to bfðVÞ such that, for all nodes u, if u is a leaf, we have (1a) and (1b); otherwise, letting u 0 and u 1 , respectively, be the 0-child and 1-child of u, we have Then ðT ; ; Þ is an OCT.
Proof. Let u be any node of T and let T 0 be the u-subtree of T . We prove by induction on the height of T 0 that (1a) and ( 
B-Cubing
We can now present our B-cubing-based SAT-solving algorithm and prove its correctness. Intuitively, for a nonleaf node u in the search tree, a constraint BðuÞ is constructed while visiting the 0-branch of u and BðuÞ is subsequently used as the obligations while exploring the 1-branch. At a leaf ' of the search tree followed by our algorithm, a certification cube (CC) cc ð'Þ is constructed such that cubeð'Þ ! cc ð'Þ. For any nonleaf u, let leaves 0 ðuÞ be the set of descendant leaves under the 0-branch of u. We construct BðuÞ using some of the CCs found in leaves 0 ðuÞ. Note that each CC cc ð'Þ that doesn't contain the literal :varðuÞ also certifies the corresponding space under the 1-branch of u. Thus, BðuÞ involves the CCs in leaves 0 ðuÞ that do contain :varðuÞ since the disjunction of these overapproximates the subspace under the 1-branch that cannot be proven unsatisfiable using the CCs found in cc ð'Þ.
Formally, we have the following:
Definition 3 (B-cube). Let u be a nonleaf node in a search tree that has leaves labeled with certification cubes, let x 1 ; . . . ; x k be the list of all variables found in cubeðuÞ, and let x ¼ varðuÞ. Then, the B-cube of u is defined BðuÞ is the disjunction of all CCs found under the 0-branch of u that contain :x, with x and also all variables above x in the search tree quantified out. Note that it is possible that BðuÞ is the empty disjunction, which is, as usual, defined to be 0. Using BðuÞ to reduce the obligations under the 1-branch is a sound pruning technique as long as a certain subsumption exists in the inherited obligations.
We abstract optimizations such as learned clauses and Boolean constraint propagation, as well as what is inferred about obligations and construction of CCs, through a mechanism we call a deduction oracle, denoted ' . We write ' , where is any formula, to indicate that the solver is somehow able to determine that is a tautology (i.e., is logically equivalent to 1). We require only that ' satisfy the following two properties:
Property 2 (Minterm evaluation). For any minterm m and any formula f, either ' m ! f or ' m ! :f must hold. In other words, the deduction oracle must at least have the ability to determine if a total assignment (i.e., minterm) satisfies or falsifies f.
Algorithm 1 presents the recursive procedure SAT-SOLVE, which takes a formula f, a cube cube, and an obligation , and either returns a certification or exits. The parameter cube is the current partial assignment; the invocation SAT-SOLVE ðf; cube; Þ is responsible for determining if f^cube^ is satisfiable. We will see that the execution trace of any invocation of SAT-SOLVE (that doesn't exit) is an OCT; the obligation at an invocation is the actual parameter passed in and the certification is the return value . It is important to note that our implementation does not build these certifications explicitly; they are made explicit in Algorithm 1 to facilitate the proof of correctness, i.e., the proof that the algorithm implicitly builds an OCT (see Theorem 3).
Algorithm 1 An abstract rendition of our SAT-solver, which utilizes B-cubes to prune the search tree. 1: procedure SAT-SOLVE (f,
if ' ½ x¼1 ! ½ x¼0 then 12:
1 :¼ SAT-SOLVE(f, cube^x, ^x^B) 13:
end if 16:
return( 0 _ 1 ) 17: end if 18: end procedure SAT-SOLVE only exits (line 3) if the deduction oracle can determine that cube satisfies f. Otherwise, lines 4-7 correspond to leaf nodes, which return some sort of CC. Lines 9-16 are the recursive case. Note that Algorithm 1 adheres to our simplifying assumption that the 0-branch is always explored first; our implementation is, of course, more sophisticated and chooses the phase heuristically. Line 9 abstracts any decision heuristic. Because of Property 2 of the deduction oracle, if all variables are present in cube, either line 3 or 7 would have been reached, hence an unassigned variable will always exists at line 9. Line 11 uses the notation ½ x¼b , where b 2 f0; 1g, to denote restricted to x ¼ b. Line 11 tests if ½ x¼0 subsumes ½ x¼1 . If the deduction oracle can ascertain that this implication holds, the B-cube of the current invocation may be used to prune when exploring the 1-branch. 4 On line 12, B denotes BðuÞ,
where u is the current node of the search tree.
We obtain a search tree T from the call tree resulting in an invocation SAT-SOLVE ðf; 1; 1Þ by labeling each nonleaf call with the x selected on line 9 and decreeing that the 0-child (respectively, 1-child) of a call is the recursive call of line 10 (respectively, whichever of line 12 or line 14 is reached). 
Now, suppose that line 12 is the invocation of u 1 . Then
Let C be the set of CCs in the u 0 -subtree that contain :x and let C 0 be the set of those that do not contain :x; in a slight abuse, we will identify these sets with the disjunctions of their constituent cubes. We may hence 
We also note that, for any node w, we have ðwÞ ! cubeðwÞ since this trivially holds for w ¼ rootðT Þ and, if it holds at a node, then it will hold for any children also, 
EFFICIENT IMPLEMENTATION
We now turn to the problem of implementing an efficient solver based on our B-cubing theory. The main questions are
. how to represent B-cubes, or approximations thereof, in a memory-efficient manner, . how to efficiently perform the operations required by Algorithm 1 on the representation, and . what other optimizations to integrate into the solver. These questions are addressed in Sections 3.1, 3.2, and 3.3, respectively.
Representing and Approximating B-Cubes
In practice, representing B-cubes precisely requires too much time and memory. To solve this problem, we employ a data structure called a Boolean constraint tree (BCT), based on decision trees [27] , to overapproximate B-cubes. The BCTs should be viewed as the saved B-cube information that is used by the deduction oracle to soundly infer : (see line 4 of Algorithm 1) and, hence, prune further recursive calls.
Definition 4 (Boolean Constraint Tree).
A BCT is a rooted binary tree T with the following properties:
1. all nonleaves x are labeled with a variable of V, 2. leaf nodes are labeled with the termination symbol X, 3. each nonleaf node has at most two outgoing edges, at most one of which is marked as 0 and at most one of which is marked as 1, and 4. on any path of T from the root to a leaf, each variable appears at most once. Fig. 2 gives an example of a BCT. Zero-edges are represented with dotted lines. We call a node with exactly two children a branching node, while a node with exactly one
BABI C ET AL.: B-CUBING: NEW POSSIBILITIES FOR EFFICIENT SAT-SOLVING
child is called a literal node. We identify a literal node with its variable if it has the 1-edge or with its variable negated if it has the 0-edge. A stem of a BCT is a maximal list of literal nodes starting at the root node. A BCT T defines a Boolean function as follows: For any leaf ' of T , we define cubeð'Þ to be the same as the cube function on nodes of search tree, i.e., cubeð'Þ is the conjunction of literals found on the unique path from the root to '. Then, the Boolean function denoted by a BCT T is defined as: _
' is a leaf of T cubeð'Þ:
Operations on BCTs
To understand what operations are needed for BCTs, we need to revisit Algorithm 1 and see how it is actually implemented. First, rather than disjoining certifications and passing them up the search tree recursively (line 16), BCTs representing partial B-cubes are created at each decision node in the search tree and each CC is added (disjoined/ unioned) into the relevant BCTs above it in the tree.
(Supercubing is implemented similarly [21] , [22] .) So, we need to implement a routine to unify a cube into a BCT, possibly overapproximating it. We also need a way to intersect obligations passed down the search tree, as a BCT, with pruning information derived from the B-cube at a node (i.e., construct a BCT for ^x^B on line 12 of Algorithm 1), so we need to implement a routine to intersect BCTs. The subsumption test on line 11 can also be implemented using our intersection routine. 5 Finally, we will use a BCT to prune the search by assigning all of the literals in the stem of a BCT and passing the rest of the BCT recursively down the search tree. Intuitively, the BCT can be thought of as a blueprint of the search space that needs to be explored. Longer stems mean more pruning, sooner, so longer stems are good for efficiency. Hence, we need a routine to try to move literals into the stem whenever possible. Let us now consider these operations one by one.
Branch BCT nodes do not prune any search space, thus our BCT construction algorithm is carefully designed to maximize the number of literal nodes in every branch and suppress branch nodes closer to leaves. To formalize this property, we define normalized BCTs.
Definition 5 (Normalized BCT). A BCT T is called a
normalized BCT if, given any branching node n of T , the stems of the two sub-BCTs rooted at the 0-and 1-child of n do not have any common literals.
A normalized BCT can be obtained from the nonnormalized one by deleting the common literals from adjacent branches and percolating them above their common branching node. Our normalization algorithm performs the task in time linear in the size of the BCT by simple inorder traversal and some bookkeeping. Due to its simplicity, the normalization algorithm is omitted.
The implementation of BCT construction, intersection, and subsumption checking consists of several mutually recursive functions. We now present abstracted and simplified versions of these algorithms. Letters n; m denote nodes of a BCT, while h; k; l represent literals. Given a branch node n such that varðnÞ ¼ l, its children will be denoted as n:childðlÞ and n:childð lÞ, while the fields containing pointers to those nodes will be written as n:l and n:
l. Several helper functions are used for more compact representation:
. LitðnÞ-Returns the set of literals that the node represents. For a literal node n, LitðnÞ ¼ l (or LitðnÞ ¼ l), while, for a branch node, LitðnÞ ¼ fl; lg. . DelndðnÞ-Deletes a node from the BCT and updates all pointers accordingly. . EnlistðSÞ-Returns a list of literal nodes labeled with literals from the set S. . MkndðkÞ-Creates a new node labeled with literal k. Algorithm 2 computes an overapproximation of the union (disjunction) of a new CC and a BCT (representing an overapproximation of the union of the previously seen CCs). We then normalize the resulting BCT. The union algorithm takes five parameters: a BCT T , a set of literals found in the new CC , and three sets for temporary storage that are initially empty. Literals labeling nodes from T are copied to one of those three sets during the traversal. Candidates for new branch nodes are stored in B, nodes labeled with literals that are conflicting with the new certificate are deleted from T , and the literals are stored in the set of eliminated literals E. Finally, the literals present in the new certificate are copied in the set of matching literals M. A deep copy of a set X is written as X 0 . The main while loop (lines 3-22) finds a path (or paths) in T that is compatible with . There are several cases to consider. If the literal on the path is present in (line 4), the node is skipped over and the literal is added to M. Notice that if n is a branch node such that :varðnÞ 2 _ varðnÞ 2 , only the branch that is compatible with is taken. If the literal labeling of a literal node n directly conflicts with (line 6), n is deleted from T and the literal is added to B as it can be used as a new branch node in place of one of the nodes from leavesðnÞ. Branch nodes essentially do not prune any search space and, therefore, can't conflict with . In that case, both paths are followed (line 10). If both children of a branch node are leaf nodes, such a branch is redundant and can be eliminated. Finally, a literal node n such that varðnÞ 6 2 ^:varðnÞ 6 2 (line 17) prunes the search space, but this pruning cannot be justified with the new certificate. Hence, such a node is actually in conflict with and the corresponding node has to be eliminated. 5 . X ! Y can be determined by computing X^Y and checking if the result is equal to X. n :¼ rootðT Þ 3:
else if 9l j l 2 LitðnÞ^ l 2 then 7:
Delnd ðnÞ 10:
else if n is a branch node then 11:
n:l :¼ Union ðn:childðlÞ ; ; B
n :¼ n:child ðlÞ 22: end while 23: if n ¼ null then 24:
n :¼ Mknd ðkÞ j k 2 B 27:
The postcondition of the while loop is that all the literals labeling the nodes on the path starting at the root and ending at a leaf n are compatible with . More formally, ) cube T ðnÞ for a BCT T . A null node can be found only when the first is added. Since only determines the search space that needs to be explored, T is initialized to a list of nodes labeled with literals from . Alternatively, if a leaf node n is reached, there are three possible cases:
1. All literals from were matched on the path from rootðT Þ to n. 2. Some literals from were matched on the path and B ¼ ;. 3. Some literals from were matched and jBj > 0. In the first case, T need not to be modified, in the second, it would be incorrect to append unmatched literals from to T , and, in the third, a new branch is created (lines 26-29). Literals from B; E; f h j h 2 Bg and n M are partitioned into two lists, representing the nodes that are and are not compatible with . The newly created branch node points to those two lists, intuitively representing the case split in the search space according to certificates seen so far.
We now consider the algorithm for BCT intersection and subsumption. Subsumption is checked by computing the intersection of two BCTs and checking that the result is equal to one of them. Algorithm 3 outlines the intersection routine. Intuitively, the intersection of two BCTs T 1 and T 2 can be computed by replacing all the leaves of T 1 with a fresh copy of T 2 , eliminating all the conflicting branches and normalizing the resulting BCT. Algorithm 3 performs the first two steps and closely corresponds to our implementation. Out of those three steps, only the second one is somewhat more involved and requires a closer look. When line 21 is reached, the set M will contain all the literals seen on the path from rootðT 1 Þ to some leaf. BCT T 2 is traversed in-order. As soon as a conflict is found, the entire branch is cut off (line 23). Line 25 skips over the nodes that exist on the path . Finally, line 27 creates a fresh copy of the node that is compatible with . Nodes with no leaf descendants appear when there is a conflict in both branches. Such nodes are recursively deleted (line 30). Occasionally, nodes from T 1 also need to be recursively deleted for the same reason. This is a part of postprocessing and is not shown in the code given below. 
Integrating B-Cubing and Other Optimizations
Beyond B-cubing, our implemented solver has several characteristics that distinguish it from other contemporary solvers. First, it is based on a different backtracking mechanism, such as is used to integrate supercubing and learning [23] . Second, the learned clauses are aggressively deleted in incrementally increasing, but bounded, periods. The clauses to be deleted are chosen according to their length and participation in the conflicts. Longer clauses that have participated less frequently in the conflicts are more likely to get deleted. Third, our solver features extensive equivalence preprocessing, similar to the March solver [18] , [17] , [28] . For learning, our solver adds one learned clause that corresponds to the 1-UIP cut [12] per conflict to the clause database. The solver is not randomized and does not do restarts. We believe that adding those two features would increase its robustness. Given the proof of correctness for the abstract algorithm, it is easy to prove the algorithm in our implementation correct. All of the details of learning and Boolean constraint propagation are handled via the deduction oracle. As long as the optimizations are sound (correct propagation of constraints and correct learning), the proof from the preceding section still holds.
EXPERIMENTAL RESULTS
The data presented here are for the most recent version of our solver HyperSAT against the most recent version of ZChaff II (version 2004.5.13, which is noticeably faster than earlier versions). ZChaff II is one of the best solvers publicly available and is based on the standard approach to statespace pruning (conflict-directed backtracking and learning). It has been highly tuned and optimized over several years of development. HyperSAT is less mature, although we have tried to optimize it and have benefitted from many techniques in the SAT-solving literature, as described in Section 3.3.
As test cases, we have chosen nine sets of SAT benchmarks that reflect the types of SAT instances that arise in EDA applications. The PicoJava instances result from bounded model checking (BMC) of Sun's PicoJava II microprocessor. 6 The second set (IBM BMC) is the encoding of BMC of industrial hardware designs. 7 The third set contains the well-known barrel, longmult, and queueinvar BMC benchmarks from CMU. 8 Integer factorization is the encoding of array and Wallace tree multipliers that read two n-bit prime numbers and generate the 2n-bit product. 9 The fifth set consists of SAT encodings of constraint satisfaction Problems (CSP). 10 The next four sets were submitted to SAT competitions by Goldberg and represent BMC, FPGA routing, equivalence checking, and randomly generated miter circuit instances.
11 Table 1 shows cumulative runtimes for each benchmark set. Runtimes are in seconds. The numbers in parentheses are numbers of problem instances: In the first column, this is the total number of instances in the set; in the other columns, this is the number of instances that exceeded the 1 hour timeout. Fig. 3 gives scatter plots showing comparative performance on each problem instance. All experiments were on a 3.2 GHz Pentium 4 with 1MB L2 cache and 1GB RAM.
Clearly, HyperSAT is competitive with the latest ZChaff II, with each solver drastically outperforming the other on some problems. The strong performance on the CSP benchmarks is particularly promising as intelligent simulation test case generation relies heavily on constraint solving. HyperSAT also reports fewer timeouts overall. In general, it is valuable to have different approaches with different strengths: What really matters is solving more problem instances, not just solving the already-solvable instances faster.
As a more detailed analysis of the effectiveness of B-cubing in pruning the search space, we analyzed the number of decisions made by our solver using B-cubing versus using supercubing. (Table 2 ) These types of comparisons are difficult to interpret because minor, irrelevant differences between two solvers can cause the various heuristics to yield radically different results. For two very different solvers, the results would likely be meaningless, hence our comparison of our solver to itself, using two different pruning heuristics. For each benchmark set, we compared only those instances that were successfully solved by both versions of our solver (number indicated in parentheses). As can be seen in the results, the additional pruning information retained and exploited by B-cubing significantly reduced the number of decisions the solver needed to make. 12. Given that supercubing is simply a less accurate special case of Bcubing, a natural question is how is it possible for supercubing to beat Bcubing on one benchmark set. The answer is that a slight difference in pruning can result in different decisions being made later by the decision heuristic, which can easily generate enormous differences in the total number of decisions.
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We have presented a broad theoretical framework for understanding pruning in SAT solvers, as well as an instance of our theory, in the form of B-cubing. Using this theory, we can more simply understand and prove the correctness of our SAT-solving algorithm. We have implemented an efficient B-cubing-based solver and experimental results show that our solver is competitive with one of the best current solvers and often outperforms it on a wide range of benchmarks.
Given the generality of our theory, considerable future work is possible in exploring other pruning techniques permitted by the theory. Obvious directions are better deduction oracles, exploring more general techniques in the gap between Theorem 2 and B-cubing, and finding more efficient ways to implement approximations of B-cubing. For example, HyperSAT currently uses the last cut in the implication graph, which contains only decisions, to [12] makes the cut very close to the conflict. There's a whole range of possible cuts in between those two extremes. In general, the challenge is to find how to exploit the abundance of information that can be efficiently learned from the conflicts. Having a theoretical framework that allows correctly combining techniques that store global information (e.g., conflict-driven learning), via the deduction oracle, and techniques that implicitly store the context (e.g., supercubing, B-cubing), via obligation-certification trees, provides a sound foundation to build on.
