In this paper, we consider the problem of the approximation of the solution of a one-dimensional stochastic differential equation with non-globally Lipschitz drift and diffusion coefficients of form x α , with α > 1. We propose an exponential-Euler scheme and study its convergence of the weak approximation error. We analyze the regularity of the solution of the associated backward Kolmogorov partial differential equation through a Feynman-Kac representation. From this, under some suitable hypotheses on the parameters of the model, we recover a rate of weak convergence of order one, as for the classical Euler scheme. Finally, numerical experiments are shown in order to support and complement our theoretical results.
Introduction
In this paper, we consider numerical integration method for one-dimensional for stochastic differential equations (SDEs for short) having non-globally Lipschitz, polynomial coefficients. Motivated by some applications on the stochastic description of wind energy (see Martínez [21] ), we are interested in the discrete time approximation of the solution to the following class of SDEs
where (W t ; 0 ≤ t ≤ T ) is a standard Brownian motion on the probability space (Ω, F, P) equipped with the natural filtration (F t ; 0 ≤ t ≤ T ), the power α, characterizing the diffusion, is assumed strictly greater than one, and the drift b : [0, +∞) → R is a locally Lipschitz continuous function with polynomial dependence on the Lipschitz constant (see Definition 1.1 below for a precise statement) and with a polynomial growth of the form:
for some constants K 1 , K 2 , K 3 ≥ 0. Since the power α can be not integer, some particular hypotheses under which the SDE (1.1) has a unique positive solution have to be made (see Proposition 2.2).
Within the extensive literature on numerical analysis of approximation schemes for Brownian-driven SDEs with non-Lipschitz coefficients, results mainly deal separately with the singularity hypothesis on the drift coefficient or on the diffusion coefficient. More rarely, the Lipschitz property is dropped for both coefficients. In this particular setting, Gyöngy [13] obtained pathwise almost surely convergence, with a convergence rate's order of at most 1/4, for the classical Euler-Maruyama scheme applied to SDEs with locally Lipschitz continuous drift and diffusion coefficients satisfying some Lyapunov condition. Such result immediately implies weak convergence for continuous bounded test functions but not strong L pstrong convergence. Similarly, Higham, Mao and Stuart [15] established strong L 2 -strong convergence of the classical Euler-Maruyama scheme for locally Lipschitz coefficients but assuming the control of some pth-moment, p > 2, of the continuous solution of the SDE and of its approximation. A rate of strong convergence of order 1/2 is also established for the time-implicit split-step backward Euler-Maruyama scheme, when the diffusion is globally Lipschitz, and the drift satisfies a one-sided Lipschitz condition and locally Lipschitz condition. Staying with the Euler-Maruyama scheme, Yan [25] obtained the weak convergence with diffusion and drift coefficients continuous only almost everywhere and having at most linear growth.
But classical Euler-Maruyama scheme for SDEs with non-Lipschitz coefficients may present some degenerated behavior. Hutzenthaler, Jentzen and Kloeden [16] established the L p -strong divergence, for p ∈ [1, +∞), related to the Euler-Maruyama scheme for SDEs with both drift and diffusion locally Lipschitz satisfying some superlinear growth condition. In particular, the authors obtained the divergence of the moments of the Euler approximation. Later in [17] , the authors proposed a time-explicit tamed-Euler scheme to overcome this divergence problem of the Euler approximation, based on renormalized-drift technique. However, L p -strong convergence rate results for the tamed scheme apply only to one-sided globally Lipschitz continuous drift coefficient with (at most) polynomial growth derivative, and globally Lipschitz continuous diffusion coefficient. More recently, in the same vein of explicit in time alternative scheme to the L p -strongly divergent Euler-Maruyama scheme, Sabanis [24] obtained the L p -strong convergence for an Euler scheme with renormalized coefficients under some superlinear growth condition, and recovered the 1/2-L p -strong convergence rate under Lispchitz diffusion and one-sided global Lispchitz drift.
Other time-explicit numerical schemes have been proposed over the years to solve the approximation problem of SDEs with locally Lipschitz continuous coefficients. For instance, Lamba, Mattingly and Stuart [20] proposed an adaptive Euler algorithm based on the control of the drift coefficient, and proved the L 2 -strong convergence assuming the control of some moments of the solution and of its approximation. Chassagneux, Jacquier and Mihaylov [7] considered the case of globally Lipschitz diffusion and locallyLipschitz drift function satisfying a one-sided Lipschitz condition and proposed a modified explicit Euler numerical scheme, for which, under suitable assumptions on the control of some moments of the solution, an L 2 -strong convergence with explicit rate is proven.
Milstein and Tretyakov [22] established a weak convergence result for a class of SDEs with non-globally Lipschitz coefficients, based on existing schemes with known rate of weak convergence for Lipschitz and smooth coefficients, and on the rejection of the approximated trajectories that go out a sphere of given radius. But the relation between the level of error, the radius of the rejection sphere and the time step threshold to be used in order to observe the convergence is not explicited, making the algorithm difficult to use in practice.
In this paper, we propose a new scheme for SDEs with smooth coefficients under some superlinear growth condition and we prove the optimal order one for the rate of weak convergence. The convergence analysis borrows from Bossy and Diop [4] the methodology to establish the regularity of the associated backward Kolmogorov PDE, and the scheme is designed to ease the upper bound control of some moments of the approximated process.
Our motivating problem
Our interest for the numerical approximation of (1.1) was initially motivated by the simulation/calibration problem for the instantaneous turbulent kinetic energy model issued from the Lagrangian description of a non inertial particle dynamics within a turbulent fluid flow (see [21, Sec 1.3] ). Such model can be described by a stochastic differential equation of the prototype form:
where α > 1. Equation (1.3) is a particular case of (1.2) and can be seen as a generalized Constant Elasticity of Variance (CEV in short, see for instance Delbaen and Sirakawa [9] ). For instance, the transformation Alternatively, if we define the transformation
we obtain that Y t is a Bessel process for which we can use an Explicit Projected Euler scheme [7] , obtaining a strong rate of convergence of order 1/6 provided that we control up to the 4(α − 1)-th moments of the process (X t ; 0 ≤ t ≤ T ) (or higher rate of convergence by controlling higher moments).
The exponential scheme
We introduce a new numerical approximation for the solution to (1.1) (and particularly to (1.3)) as a remedy for the divergence problem of the Euler-Maruyama scheme. The scheme also preserves the positiveness of the solution. This numerical approximation, which be later referred to as the exponential-Euler scheme (exp-ES, for short), originates from rewriting the SDE (1.1) into
and derive, for an homogeneous N -partition of the time interval [0, T ] with time-step ∆t = t n+1 − t n , the approximation algorithm:
We refer the reader to Section 3 for a more details on the design of (1.4). The analysis of the weak approximation error related to this scheme exhibits an optimal theoretical rate of convergence of order one under hypotheses that are introduced in Section 3. The exponential Euler scheme (1.4) can be applied to large family of SDEs with non-globally Lipschitz coefficients, having strictly positive solution. The range of possible applications of our results includes some meaningful financial models such as the generalized CEV model, the non-linear mean reversion model (see e.g., Ait-Sahalia [1] , Higham et al. [14] ) and the Chan-Karolyi-Longstaff-Sanders model [6] among others.
As it will be established later on, a main advantage of the exp-ES scheme is that it preserves the control of the moments of the continuous model, assuming a superlinear growth condition on the drift coefficient, and assuming a diffusion coefficient of the form σx α , for α > 1 (see Theorem 3.4 and Corollary 3.5 below).
The hypotheses considered in our main results are in some sense restrictive and seemingly not optimal (for instance H5) when compared to the observed convergence rate on numerical experiments, as is illustrated in Section 4. Although some space of improvement are identified, the hypotheses in Section 3 are stated in order to simplify the analysis of the backward Kolmogorov partial differential equation which is a central tool for weak error analysis. The key point is to estimate the regularity of the solution to the backward Kolmogorov PDE associated with a Feynman-Kac representation of the term E[f (X x T )], where (X x t ; 0 ≤ t ≤ T ) denotes the flow of diffeomorphism with initial condition x > 0. The technique presented in this paper aims to use Girsanov's Theorem to compute the derivatives of the solution of the Kolmogorov PDE, by absorbing the non-Lipschitz coefficients appearing in the associated control of moment problem.
We highlight that the regularity analysis of solution to the Kolmogorov PDE employing a FeynmanKac representation combining with Girsanov Theorem can be adapted to different numerical schemes for which the control of sufficient moments is guaranteed. This methodology adapted from [4] is preliminarily described in Section 5.1 in a generic framework of one-dimensional SDEs.
This paper is organized as follows. In Section 2 we analyze the well-posedness of the generic SDE (1.1) and the finiteness of the positive and negative moments of its solution. In Section 3 we construct and justify the exponential-Euler numerical scheme (1.4), by studying the finiteness of its positive moments, and we present our main results on the weak rate of convergence for (1.1) (Theorem 3.4) and (1.3) (Corollary 3.5). In Section 4 we present some numerical experiments in order to show the effectiveness of the theoretical rate of convergence of the proposed exponential Euler scheme. We also compare our numerical approximations with the classical Symmetrized Euler scheme and Symmetrized Milstein scheme. Section 5 is devoted to the analysis of the regularity of the backward Kolmogorov PDE (Theorem 5.9) and Section 6 presents the proof of the weak error estimate.
For additional comments on the proofs and complemented numerical results related to this work, we refer to [21] (Chapters 1 and 2 ).
Notation
Throughout this paper we will denote by C a positive constant, possibly depending on the parameters of the dynamic, which may change from line to line. For any measurable function f , x → f + (x) denotes its positive part.
We formalize the notion of locally Lipschitz function used in the paper and previously introduced in [15] and [7] , by specifying the power-dependence of the local Lipschitz constant: We say that f is (γ, γ)-locally Lipschitz if there exists a non-negative constant C such that |f (x) − f (y)| ≤ C 1 + |x| γ + |y| γ + |x| −γ + |y| −γ |x − y|, ∀x, y ∈ dom(f ) − {0}, (1.6) where (γ, γ) = inf (γ 1 , γ 2 ) ∈ R + ∪ {0} × R + ∪ {0} s.t.
|f (x) − f (y)| ≤ C 1 + |x| γ 1 + |y| γ 1 + |x| −γ 2 + |y| −γ 2 |x − y|, ∀x, y ∈ dom(f ) − {0} .
When γ = 0, f is said to be γ-locally Lipschitz continuous.
