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This thesis describes a measurement of hadron-collider event shapes
in proton-proton collisions at a centre of momentum energy of 7 TeV
at the Large Hadron Collider (LHC) at CERN (Conseil Europe´enne
pour la Recherche Nucle´aire) located near Geneva (Switzerland). The
analysed data (integrated luminosity: 1.1 fb−1) was recorded in 2011
with the ATLAS-experiment. Events where a Z-boson was produced
in the hard sub-process which subsequently decays into an electron-
positron or muon-antimuon pair were selected for this analysis. The
observables are calculated using all reconstructed tracks of charged
particles within the acceptance of the inner detector of ATLAS except
those of the leptons of the Z-decay. Thus, this is the first measurement of
its kind. The observables were corrected for background processes using
data-driven methods. For the correction of so-called “pile-up” (multiple
overlapping proton-proton collisions) a novel technique was developed
and successfully applied. The data was further unfolded to correct for
remaining detector effects. The obtained distributions are especially
sensitive to the so-called “Underlying Event” and can be compared with
predictions of Monte-Carlo event-generators directly, i.e. without the
necessity of running time-consuming simulations of the ATLAS-detector.
Finally, it was tried to improve the predictions of the event generators
Pythia8 and Sherpa by finding an optimised setting of relevant model
parameters in a technique called “Tuning”. It became apparent, however,
that the underlying Sjo¨strand-Zijl model is unable to give a good
description of the measured event-shape distributions.

vZusammenfassung
Diese Dissertation beschreibt eine Messung von hadronischen Ereignis-
formvariablen (“event shapes”) in Protonkollisionen mit einer Schwer-
punktsenergie von 7 TeV am Large Hadron Collider (LHC) am CERN
(Conseil Europe´enne pour la Recherche Nucle´aire) bei Genf (Schweiz).
Die analysierten Daten mit einer integrierten Luminosita¨t von 1.1 fb−1
wurden im Jahr 2011 mit dem ATLAS Experiment aufgenommen. Fu¨r
die Analyse wurden solche Ereignisse ausgewa¨hlt, in deren harten Stre-
uprozessen ein Z-Boson produziert wurde, welches entweder in ein
Elektron-Positron-Paar oder ein Muon-Antimuon-Paar zerfa¨llt. Die
Observablen wurden mit sa¨mtlichen rekonstruierten Spuren innerhalb
der Akzeptanz des inneren Spurdetektors (Inner Detector) von ATLAS
außer denen der Leptonen des Zerfalls des Z-Bosons berechnet. Somit
handelt es sich hierbei um die erste Messung dieser Art. Anschließend
wurden die Observablen auf Untergrundprozesse mit auf Daten basieren-
den Methoden korrigiert wobei ein neues Verfahren fu¨r die Korrektur des
sogenannten “Pile-up” (U¨berlagerung mehrerer Proton-Proton Wechsel-
wirkungen) entwickelt und erfolgreich zur Anwedung gebracht wurde.
Schließlich wurden die gemessenen Verteilungen entfaltet. Die so erhal-
tenen Daten sind insbesondere sensitiv auf das sogenannte “Underlying
Event” und ko¨nnen direkt mit Monte-Carlo-Ereignisgeneratoren ohne
aufwa¨ndige Simulation des ATLAS-Detektors verglichen werden. Ab-
schließend wurde versucht die Modellparameter in den Simulationspro-
grammen Pythia8 und Sherpa mithilfe der gewonnenen Daten durch
eine bessere Abstimmung (“Tuning”) zu verbessern. Hierbei zeigte sich,
dass das zugrunde liegende Sjo¨strand-Zijl Modell nicht ausreicht, um
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This thesis describes the first measurement of hadron collider event shapes with the
ATLAS (A Torroidal Lhc ApparatuS, Chapter 4) detector at the LHC (Large Hadron
Collider, Chapter 3) in events where a leptonically decaying Z-boson was produced in
the hard sub-process. The observables (event shapes) measured are chosen because of
their sensitivity to multiple parton interactions (MPI), one compenent of the so-called
“Underlying Event”, an irreducible background to all hadron collisions, comprised of all
event avtivity not related to the hardest (largest momentum transfer) parton-parton
interaction. The phenomenon of MPI is an immediate consequence of the compound
nature of hadrons, i.e. colour-singlet particles that consist of coloured quarks, anti-
quarks and gluons, such as protons that are collided at the LHC. In such a collision, the
constituents of both protons (called partons) undergo interactions where typically the
hardest parton-parton interaction is the (hard) sub-process of interest for a measurement,
e.g. production of a Higgs boson. In the measurement conducted in this analysis events
with a hard sub-process are selected that allows for itself to be removed from the overall
event activity, i.e. the production of a Z-boson that decays into an electron-positron or a
muon anti-muon pair. These leptons can easily be identified with the ATLAS detector
and thus removed from the event, leaving particles that predominantly should have been
produced in subsequently softer parton-parton interactions, that occur in addition to the
hard sub-process.
The properties of charged particles (except the decay products of the Z-bosons) re-
constructed using the inner detector of ATLAS only (called tracks) are used in this
measurement to calculate event shapes (Chapter 7). The measurement thus requires
reconstructed properties of
• electrons and positrons
4 Introduction
• muons and anti-muons
• other charged particles
Further, this measurement uses the transverse momentum of the Z-boson (p⊥(Z)) to
define five phases-space regions the event shapes are measured in:
• p⊥(Z) ∈ [0, 6) GeV
• p⊥(Z) ∈ [6, 12) GeV
• p⊥(Z) ∈ [12, 25) GeV
• p⊥(Z) ∈ [25,∞) GeV
• p⊥(Z) ∈ [0,∞) GeV
The first p⊥(Z) phase-space region is considered most sensitive to MPI activity as the
transverse momentum of the Z-boson is very small, meaning it is likely that it was
produced without a recoiling jet (a cascade of hadrons). Thus after removal of the
leptons, all particles should have been produced in additional parton-parton interactions.
As p⊥(Z) increases, the event shapes change dramatically, thus allowing to gain insight
even into the interplay of MPI and jets produced in the hard sub-process.
The reconstruction of the objects mentioned above is never perfect, in fact it is only
possible with a certain efficiency smaller than 100%. Reasons for this deficiency are
interactions of the to be identified particles with the detector material and the algorithms
used. The latter are all based on statistical hypothesis tests bearing the principal property
of leading to incorrect results. One example would be the misidentification of e.g. jets as
electrons. The ATLAS experiment has measured the efficiencies relevant for this analysis
using several different techniques, all associated with uncertainties, which give rise to
systematic uncertainties (Chapter 9) on the observables measured in this analysis.
The LHC programme is primarily set out to search for physics beyond the standard
model of particle physics (Chapter 2) which are very rare processes (small cross-sections).
In order to have a chance to produce these kind of physics, the beams of the LHC are
designed to produce a very high number of proton-proton collisions, which is achieved by a
dense packing of protons within the beams which, however, leads to another phenomenon,
the multiple proton-proton interaction within one proton bunch-crossing of the beams.
These interactions take place simultaneously in the sense that the ATLAS detector
records all proton-proton interactions happening during a single bunch-crossing as a
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single event. This effect is called “pile-up” and needs to be corrected for which this
analysis does using a novel technique solely based on data (Chapter 10), instead of using
Monte-Carlo simulations (Chapter 8).
Further, many more processes can produce the same signature used in the selection of
events in this analysis (two oppositely charged electrons or muons with an invariant mass
comparable to the mass of the Z-boson). This can for instance happen due to a process
yielding more than two leptons but only two of them falling into the acceptance of the
lepton selection. Further, the wrongly reconstruction of a jet as a lepton (fake) as well
as processes in which heavy quarks are produced that subsequently decay into leptons
can lead to a non-signal event being selected in this analysis. The latter two possibilities
are facilitated by QCD processes which turn out to be the largest background to this
analysis (Chapter 11). They too are corrected for using a technique solely relying on
data.
A final step that is applied to obtain data distributions that can be compared with
Monte-Carlo simulation without the necessity to apply a simulation of the interaction of
particles with the detector is called unfolding (Chapter 12) which corrects the measured
distributions for all distorting detector effects.
The ultimate aim of this measurement is to provide deeper insight into the physics of
the underlying event which is so far impossible to derive from first principles. Instead,
phenomenological models (Chapter 8) are needed to describe data, where agreement of
the simulations with the latter is achieved by an optimisation of the parameters these
models introduce (Chapter 13).

Chapter 2.
The standard model of particle physics
The standard model of particle physics is a theory framework that describes matter in
form of point-like particles with spin 1
2
(fermions) and their interaction mediated by
spin 1 particles (bosons). It is thus able to give a unified description of phenomena
encountered due to electro-magnetism, weak and strong interactions. It is a quantum
field theory that is strongly based on the concept of (gauge) symmetry. The reason
being that Noether’s theorem [1] provides a link between symmetries and conserved
quantities. In the standard model of particle physics, those conserved quantities are the
charges that permit interactions of fields and the symmetries are local gauge-symmetries
of the fields. If a particle carries such a charge then it takes part in the corresponding
interaction, e.g. if a particle carries an electric charge different from zero then it is subject
to electromagnetic phenomena.
In its most compact formulation, the standard model of particle physics is described via
the gauge group
SU(3)C ×SU(2)L×U(1)Y (2.1)
wherein the special unitary group SU(3)C is used to describe the charges of the strong
force (C for colour). SU(2)L×U(1)Y is the basis for the unified description of the
electromagnetic and weak interactions developed by Weinberg and Salam [2]. The
index L indicates a coupling to left-handed fermions only and the index Y denotes the
generator of the U(1) group to be the weak hypercharge. The theory was developed as a
Yang-Mills gauge theory [3] as it is based on symmetry groups SU(N). The reason for
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the usage of unitary groups is the requirement for conversation of the norm and therefore
invariance of probability of a state |Ψ〉 under a local (gauge) transformation M|Ψ〉:
〈Ψ | Ψ〉 != 〈Ψ|M†M|Ψ〉 =⇒ M† !=M−1 (2.2)
An important aspect of the theory is its re-normalisability which allows a treatment
of singularities that arise in the calculations of observable quantities that lead to finite
results. The re-normalisability of any Yang-Mills theory with massless gauge bosons
was proven in 1971 by ’t Hooft [4] and Veltman.
It is a fact, however, that the observable particles described by the standard model
indeed are massive (with the exception of the gluon and the photon). This apparent
contradiction is resolved by the introduction of the concept of electroweak symmetry
breaking, independently developed in 1962 by Brout and Englert [5], Higgs [6] and
Guralnik as well as Hagen and Kibble [7]. The general idea is that the massive
exchange bosons in the theory gain their mass due to spontaneous symmetry breaking
(“Higgs mechanism”) and coupling to an omnipresent “Higgs” field. The massive fermions
acquire mass due to Yukawa interactions with the same scalar “Higgs” field.
The excitations of the latter are massive spin 0 bosons that should be observable in
high-energy physics experiments. It took until 2012 that a particle consistent with the
standard model “Higgs”boson, was found by the ATLAS and CMS experiments at the
LHC, thus seemingly confirming the mechanism [8, 9].
2.1. Building blocks of nature
The building blocks of the standard model are elementary point-like particles that can be
grouped into particles of spin 1
2
(fermions) which themselves are further split into quarks
and leptons, depending on whether they carry colour (charge of the strong force) or not.
The exchange particles which are called gauge bosons (spin 1) mediate the forces between
particles carrying a charge (in brackets):
• photon, γ (electric charge, Q)
• gluon, g (colour, r, g, b)
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fermions (described by “Dirac” spinor fields) with (vector) photon fields are described by
the U(1) symmetry in equation (2.1).
Gluons: Strong interactions are also mediated by massless spin 1 particles, called gluons.
In contrast to photons, gluons carry the charge of the strong force (colour) meaning that
gluons can interact with other gluons which gives rise to a very rich phenomenology of
strong interactions. Colour charges come in three different types, red (r), green (g) and
blue (b). Gluons always carry a combination of a colour and an anti-colour charge, e.g.
rg¯. As the theory describing the gluon field is based on an SU(3) group (equation (2.1)),
eight different gluon states exist that carry a non-vanishing net-colour charge. Gluons do
not exist as free particles and can only be studied indirectly.
W and Z bosons: Weak interactions on the other hand are mediated by massive
particles. Two charged W-bosons exist with electric charge Q = ± 1, the W+ and its
anti-particle, the W−. They allow for transitions between different “flavours” of leptons
or quarks. They are responsible for radioactive decays of nucleons, e.g. the β-decay
where an electron and an anti-neutrino are emitted from a nucleon while changing a
d-flavoured quark into a u-flavoured quark and hence a neutron into a proton.
W± and Z0 bosons are very short-lived, the average lifetimes are of the order τW,Z∼
3 · 10−25 s. They were predicted by Glashow, Weinberg, Salam based on an
SU(2)×U(1) symmetry [2]. Their discoveries by UA1 [12] and UA2 [13] at CERN are
widely seen as major breakthroughs for the acceptance of the standard model. Together
with the photon they are used to give a unified description of electromagnetic and weak
interactions in what has come to be known as electroweak interactions (SU(2)L×U(1)Y
in equation (2.1)).
The electrically neutral Z0-boson couples to electric and weak charges but in contrast to
the W ± does not allow flavour changes. The Z0-boson will be discussed in more detail
as it is central for the event selection of the data-analysis presented in this thesis.
2.1.2. Leptons
Within the standard model, three “families” or flavours of leptons (derived from the
ancient-greek word λǫπτoς , meaning slim or light-weight) are known to exist. All leptons
are carriers of a weak charge, T3, the third component of the weak isospin, meaning
they take part in weak interactions. Each family consists of a particle, ℓ that carries an
electric charge of Q = −1, its antiparticle, ℓ¯ with electric charge Q = +1, a neutrino
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(Q = 0), νℓ and the corresponding anti-neutrino, ν¯ℓ. Thus electrically charged leptons can
undergo electromagnetic interactions (coupling to photons) while neutrinos only interact
weakly. The known charged leptons within the standard model are the electron, e (the
only stable lepton), the muon µ with a life-time of about two microseconds and the tau
with a life-time of 290 femtoseconds.
2.1.3. Quarks
Those fermions also carrying a colour charge are called quarks. They are grouped together
with the fermions as generations or families, e.g. the up (u) and down (d) quark together
with the electron and electron neutrino, as well as the corresponding anti-particles, form
the first fermion generation (Figure 2.1). Up and down quarks are the fundamental
building blocks of protons (uud) and neutrons (udd), held together by gluons. Thus, the
first generation of leptons, together with photons and gluons forms the ordinary matter
encountered in everyday life as atoms. All other quarks, i.e. the 2nd generation (strange
(s) and charm (c) quarks) and the 3rd generation (bottom (b) and top (t) quarks) need
to be produced in a laboratory or as result of cosmic radiation impacts in order to be
studied. Quarks carry charges of all fundamental forces present in the standard model
(electrical and colour charge, weak isospin) and hence take part in all standard model
interactions.
Quarks do not exist as free particles. In a low energy limit (large distances, r ≈ O(1 fm))
they form colour-neutral objects called hadrons. If quarks are produced with high
energies (small distances), they exist as (non-observable) asymptotically free particles.





+ C2 · r︸ ︷︷ ︸
confining part
(2.3)
where the constant C1 is dependent on the energy (Section 2.2.2).
The hadrons formed by quarks and antiquarks exist in two different classes. A quark
and an anti-quark form so-called mesons of which the charged pions (π, constituted from
u and d quarks) constitute the bulk of the charged particles measured in this analysis.
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The other class of particles is called (anti-) baryons (derived from βαρυς, meaning
heavy) which are formed from combinations of three quarks and anti-quarks. The most
prominent specimen of those are protons (uud) which are used as beam particles in the
LHC (Chapter 3). It should be noted that the quarks mentioned as forming hadrons are
called valence quarks. Hadrons also consist of an infinite number of gluons as well as
so-called “sea-quarks” which are the result of these gluons splitting into virtual quark
anti-quark pairs. Hence quarks and corresponding anti-quarks exist in e.g. a proton and
can therefore take part in interactions. In this context the term “parton” is a common
expression for valence and sea-quarks as wells as for gluons that form a hadron.
2.1.4. Z-Boson production in pp-collisions
When two protons are brought to collision at the LHC, the production of a Z-boson




where the t-channel process produces a Z-boson accompanied by a jet. The total inclusive
cross-section for Z-boson production was measured in [15] to be σZ = (27.8± 1.1) nb
at the LHC at
√
s = 7 TeV in good agreement with theoretical next-to-next-to leading
order (NNLO) predictions of σZ,NNLO = 29.0
+1.1
−0.5 nb [15]. The total cross-section at the
LHC at
√
s = 7 TeV was measured by TOTEM to be σtot = 98.3± 2.8 mb [16], thus only
a seemingly tiny fraction of 3 · 10−7 of the collisions happening at the LHC produce a
Z-boson. With the nominal interaction rate at the LHC of 40 million bunch collisions
per second (Chapter 3) roughly 11 Z-bosons were produced every second. The recorded
and analysed number of events containing Z-bosons is however greatly reduced due to
detector effects (Chapter 4, 5).
The average life-time of a Z-boson, which is a resonance, is very short such that produced
Z-bosons almost immediately decay to first order into pairs of a particle and the corre-
sponding anti-particle. The relative probability of a decay into a pair of a certain species
is called “branching-fraction”. The largest branching fraction of Z-bosons is into hadronic
final states, i.e. decay into q q pairs of 70% [11]. In 20% of all cases, a Z-boson decays
into neutrinos. These two decay modes are hard to access experimentally, leaving the











Figure 2.2.: Tree-level Feynman diagrams of processes relevant for this analysis. (a)
shows the s-channel production with subsequent decay into a pair of charged
leptons. This process also happens via the exchange of a photon which
is experimentally indistinguishable from Z-boson exchange (Drell-Yan
process). (b) shows the t-channel production of a Z-boson with an associated
jet (quark).
remaining ≈ 10% of decays into e+e−, µ+µ− and τ+τ− pairs for analysis. The decays into
these lepton pairs occur with the same probability of 3.36% [11]. In this analysis only the
decay modes e+e− and µ+µ− are measured as the reconstruction of tau leptons is very
difficult. An example tree-level Feynman-diagram of an s-channel Z-boson decaying
into a pair of charged leptons is shown in Figure 2.2a.
2.2. Quantum-Chromo-Dynamics (QCD)
The strong force that describes the interaction of elementary particles that carry a colour
charge is one of the fundamental forces. The quantum field theory of strong interactions
developed by David Gross, David Politzer, Frank Wilczek, Gerardus ’t Hooft, Martinus
J.G. Veltman, Murray Gell-Mann, Harald Fritzsch and Heinrich Leutwyler is called
Quantum chromodynamics (QCD). The name is derived from the greek word for colour,
χρωµα.
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In contrast to QED, where the Lagrangian is invariant under local U(1) gauge transfor-
mations (one conserved charge, Abelian group), the fundamental symmetry group in
QCD is SU(3) due to the three conserved charges (colour) of the quarks. Quarks carry
colour charge r, g, b while anti-quarks carry anti-colour r¯, g¯, b¯ and the symmetry requires
strong interactions to be invariant under colour transformations. Furthermore, SU(3) is
a non-Abelian group. The consequences of that will be explained in more detail below.

















The interaction of quarks is mediated by gluons which themself carry colour charge. In
fact, they are required to carry both colour- and anti-colour in order to have colour
conserved at fundamental vertices. This gives rise to 9 possible combinations of colour
and anti-colour to be carried by gluons. In group-theory language this is often written as
3⊗ 3¯ = 8⊕1 meaning that the combinations of the fundamental SU(3), 3, representation
with its adjoint representation, 3¯, yields an octet 8 and a singlet 1. The octet states carry
net-colour charge, while the singlet state, 1√
3
(
rr¯ + gg¯ + bb¯
)
, is colour-neutral and hence
does not take part in strong interactions. A pictorial representation of the fundamental



















Figure 2.3.: Pictorial representation of the fundamental representation of SU(3)colour, 3,
its adjoint, 3¯ and the colour-octet of the gluon colour wave-functions.
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2.2.1. Lagrangian
The gauge-invariant Lagrangian of QCD can be written as [14]






The term q¯ (iγµ∂µ −m) q describes the propagation of quarks in absence of an external
field. In fact, application of the Euler-Lagrange equation yields the Dirac-equation that
was formulated by Paul Dirac in 1928 to describe the propagation of spin-1
2
particles.
The second term, g (q¯γµTAq)F
A





A is required to assure SU(3) local gauge-invariance of LQCD. While
the first two terms have analogous counterparts in QED, the last term is unique in QCD
and gives rise to a much larger phenomenology as it introduces self-interaction terms of
the gauge bosons of QCD, the gluons.
The field strength tensor of QCD, F µνA , that comes into the theory due to the gauge field
of the gluons, AAµ , can be written as:
F µνA = ∂µAAν − ∂νAAµ − gfABCABµACν (2.6)
where fABC denote the structure constants of SU(3) and the indices A,B,C run over
colour combinations of the gluons and g is the strong coupling-strength. It is the last part
in equation (2.6) that contains the gluon self-interactions. This is in contrast to QED
where such a term does not exist. The reason for that is that in QED the Lagrangian
has to be symmetrical under local U(1) transformations as there is only one gauge field,
namely that of the photon, while the QCD Lagrangian is required to be symmetrical
under local SU(3) transformations which is non-Abelian.
LQCD (equation (2.5)) can symbolically be rewritten [14] as:
LQCD = ”q¯q”︸︷︷︸
quark propagator
+ ”F 2”︸ ︷︷ ︸
gluon propagator
+ g”q¯qF”︸ ︷︷ ︸
quark-gluon interaction
+ g”F 3” + g2”F 4”︸ ︷︷ ︸
gluon self-interactions
(2.7)
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This allows us to identify the possible interactions in QCD. In contrast to QED we find
two self-interaction terms of the gauge-fields, represented by the 3-gluon vertex and the














Figure 2.4.: Pictorial representation of terms in the Lagrangian of QCD equation (2.5).
2.2.2. Coupling αS
Another fundamental difference of QCD compared to QED is the running of the coupling
“constant” αS. While the electromagnetic coupling increases with energy (or scale µ),






The expression β0 is the first term of the β-function of QCD. β-functions are properties
of re-normalisable quantum field theories such as QED and QCD. They allow to calculate
the dependence of the coupling with energy and are obtained through pertubative





where nf is the number of quark flavours considered in the calculation. As long as
nf < 16, which is valid with the known number of quark flavours nf = 6, β0 remains











ΛQCD = 0.25 GeV, n f = 3
ΛQCD = 0.20 GeV, n f = 3
ΛQCD = 0.30 GeV, n f = 3
ΛQCD = 0.25 GeV, n f = 4
αS(MZ) = 0.1186± 0.0007b













Figure 2.5.: Running of the coupling of the strong force, αS , with energy for different
choices of ΛQCD and the number of participating flavours. The graphs show
the leading order predictions and a comparison with the 2013 world average
of measurements of αS at the mass of the Z-boson [17].
positive thus resulting in an ever decreasing coupling (equation (2.8)) as the energy grows.
This behaviour is known as asymptotic freedom.
The pole ΛQCD is a scale necessarily introduced in order to make QCD a re-normalisable
theory. It’s value defines the energy regime where the perturbative calculation breaks
down as the resulting coupling constant becomes large which is in agreement with
experimental non-observation of free quarks (confinement).
Figure 2.5 shows the running of αS(µ) with the scale (or energy) µ for a number of
different choices of ΛQCD and nf . A comparison with a measurement of αS(mZ) [17]
shows very good agreement. It further shows that independent from the choice of the
aforementioned parameters αS rapidly grows as µ approaches 1 GeV thus illustrating
the inevitable break-down of perturbative methods.
2.3. Limitations of the standard model
Although the standard model of particles is considered the best theory ever developed in
the sense that no contradicting or falsifying observations have been made as of today
there are several short comings. For instance, gravity is not explained by the standard
model as is the reason for the weak force being 1032 stronger than gravity (“hierarchy
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problem”). In that sense, it is believed that the standard model of particles physics is an
effective theory in a low energy limit where gravity is not important for the understanding
of fundamental processes. Further, neutrinos are massless in the standard model, however
the observation of neutrino oscillations [18] are evidence of neutrino masses different
from zero.
Also the low mass of the discovered particle compatible with the standard model “Higgs”
boson leads to strong problems of the standard model of particle physics as a very precise
setting (“fine-tuning”) of parameters would be required by nature in order to obtain
finite results due to the structure of the divergencies in the theory. Further, astrophysical
observations suggest that the “ordinary” matter described by the standard model only
accounts for 5% of the energy-matter content of the universe. A further 27% of the matter
in the universe is of unknown origin, dubbed “dark matter” [19], and the remaining 68%
of this budget is attributed to “dark energy”. For both the standard model does not
have an explanation for.
Finally, the baryon-antibaryon asymmetry in the universe is much too large to be
explained by known CP-violating standard model processes.
Chapter 3.
The Large Hadron Collider (LHC)
3.1. Overview
The Large Hadron Collider is a particle accelerator facility based at CERN, Geneva,
Switzerland. It delivers the highest energetic particle beams produced in laboratory
conditions to date. Several pre-accelerators, most of which hosted previous experiments,
are used in order to boost proton beams to an energy of 450 GeV (per proton) at which
they are injected into the 27 km circumference LHC.
The LHC itself is housed in the tunnel of a former electron-positron collider (LEP), that
operated at centre-of-momentum-energies of up to
√
s = 209 GeV. Higher energies where
not efficiently possible to facilitate due to bremsstrahlungs-losses (i.e. synchrotron radia-
tion). With proton beams it is possible to significantly increase the beam energies in the
same underground structure since the power of bremsstrahlung is inversely proportional
to the fourth power of the mass of (accelerated) charged particles [20].
3.2. Pre-accelerators
Gaseous hydrogen is ionised to produce protons that can be accelerated by means of
electromagnetic fields. The first stage is a linear accelerator, LINAC2, that delivers
proton beams of 50 MeV. These are injected into the Proton Synchroton Booster (PSB)
which further accelerates the protons to 1.4 GeV before they are injected into the Proton
Synchroton (PS). The PS is currently the oldest still running accelerator structure at
CERN. Protons leave it with an energy of 28 GeV. The final pre-accelerator is called the





























































(b) LHC and pre-accelerators
Figure 3.1.: (a): Schematic view of the LHC. The experiments where crossings of the
two oppositely circulating beams (red and green arcs) occur are indicated in
blue. (b): Overview of the circumference, d, and maximum beam energy of
the LHC and its pre-accelerators used for proton acceleration in 2011. The
number in brackets gives the first year of operation (not necessarily at the
maximum energy). LINAC2 is a linear accelerator and hence does not have
a circumference.
Super Proton Synchroton (SPS) which is an upgraded version of the former Intersection
Storage Ring (ISR) that hosted such famous experiments as UA1, UA2, UA5. The SPS
brings the proton beams to the LHC injection energy of 450 GeV. An overview of all
pre-accelerators in terms of energy delivered and circumference (where applicable) can
be found and compared to the LHC in Figure 3.1b.
3.3. LHC magnets
Protons are guided through the LHC tunnel by means of dipole magnets and the beams
are focussed using quadrupole magnets. The construction of the magnets is done such
that both beam-pipes, each housing one of the oppositely circulating beams, are placed
in the same magnet. Thus only one magnet system is needed for two beams. In order
to reduce energy losses to to resistivity the magnets are built using superconducting
materials, requiring a cooling of the magnet system with liquid helium, constantly keeping
the temperature at 1.9 K.
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Dipole Quadrupole
Number deployed 1232 392
Magnetic field strength (design value) 8.3 T 311 T/m
Current [kA] (design value) 12 13
Operating temperature [K] 1.9 1.9
Table 3.1.: Overview of most relevant parameters of magnets deployed at the LHC.
An overview of important technical parameters of the dipole and quadrupole magnets
for the design beam-energy of 7 TeV can be found in Table 3.1. Due to faulty wiring
between magnets an accident happened in the early stage of LHC operation in 2008.
An electrical arc caused the rapid transformation of liquid helium into its gaseous state
resulting in a leak of the liquid helium system and successive expansion of six tonnes
of helium, accompanied by a shock-wave that damaged more than thousand magnets.
Following extensive repairs it was chosen as a precautionary measure to limit the current
applied to the dipoles to 6 kA to allow operation of the LHC with an energy of 3.5 TeV
per beam.
Operations in 2012 allowed to raise the beam energy to 4 TeV. The LHC is currently
undergoing planned maintenance work including the installation of a protection system
against the sort of accident that happened in 2008. It is planned to resume LHC operation
in late 2014 with an energy of 6.5 TeV per beam.
3.4. Cavities
The accelerating structures at the LHC are called cavities. A single instalment of eight
super-conduction cavities at Point 4 (Figure 3.1a) is sufficient to accelerate both beams
from the injection energy (450 GeV) up to 7 TeV. The LHC cavities operate with a
voltage of 2 MV leading to a field gradient of 5 MV/m. Per revolution, the energy of
protons increases by 485 keV. This procedure took about 35 minutes in 2011 where both
beams were operated at Ebeam = 3.5 TeV when taking the data used in this analysis.
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3.5. Beams
The proton beams in the LHC are arranged in so-called bunches that are separated from
one another. Each bunch consists of about 1011 protons, the design parameters of the
LHC project a maximum of 2808 bunches per beam that are 25 ns apart, leading to
a maximum energy stored in the beams alone of about 700 MJ. The theoretical limit
of 3556 bunches is not fully exploited in order to allow for the possibility to dump the
beams. This is achieved by a 900 m long gap in each beam.
The rate RP at which a certain process, P , occurs at the LHC is dependent on the
process’ cross-section, σP and a machine parameter, the luminosity which is calculated
as follows:
L = νcollisions N1N2
4πσxσy
, (3.1)
where νcollisions denotes the frequency of bunch-crossings at an interaction point. N1/2
stands for the number of protons in either of the colliding bunches which to first first
order can be described as Gaussian wave packets with σx/y being the standard deviations
of these density functions.
The rate can be calculated as such:
RP = σP · L (3.2)
Obviously, in order to obtain large statistics for rare processes (small σP ) it is desirable to
increase the luminosity as much as possible. The number of particles per bunch can not
be easily increased well beyond the design value, leaving the frequency of collisions and
the beam profiles. The frequency of collisions can be increased by a denser packing of
bunches. The LHC design distance of bunches in a beam is 25 ns while the configuration
during data taking of this analysis was twice as much.
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The beam sizes can also be expressed in terms of the transverse emittance, ε, and a beam




The emittance is a measure for the quality of a beam defined via the phase-space volume
of the particles in a beam. It is important for the focussing of particle beams and depends
on the whole acceleration process and cannot be decreased easily.
Using equation (3.3), equation (3.1) can be written as
L = νcollisions N1N2√
εxβ∗x · εyβ∗y
. (3.4)
Where β∗x,y is the beam amplitude function at the interaction point. The LHC experiments
use magnets to squeeze the beams at the points where the beams are brought to collision
in order to increase the luminosity and thus the chance of collision and thus the rate of
rare processes.
An important side-effect of a high luminosity is that more than one proton-proton
interactions occur during a single beam-crossing. In fact, the mean number, 〈µ〉 of
simultaneous interactions was 〈µ〉 = 5. Implications of this effect (pile-up) on data
analysis are described in detail in Chapter 10.
An overview of important beam parameters can be found in Table 3.2.
During data taking, the luminosity decreases as the beam quality deteriorates when
interactions happen. A typical run during data taking for this analysis lasted about 14
hours. Eventually, kicker magnets are activated that deflect both beams into carbon
structures called beam dumps at P6 (Figure 3.1a).
3.6. Experiments
Several experiments are located at four interaction points where the two beams are
deflected such that they are brought to collision. Most notably, the CMS (Compact
Muon Solenoid, P5, Figure 3.1a) and ATLAS (A Toroidal Lhc ApparatuS, P1, Figure 3.1a)
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Parameter This analysis LHC design
Lˆ [ 1
cm2s
] 1.5 · 1033 1034
Nbunches 1380 2808
β∗[m] at ATLAS 1.5 0.55
Bunch spacing [ns] 50 25
Ebeam [TeV] 3.5 7
〈µ〉 5 40
Table 3.2.: Key parameters of the LHC. Comparison of design values and those present during
data taking of this analysis.
were designed as 4π multi purpose detectors to study the electroweak symmetry breaking
and to look for physics beyond the standard model accessible at the scale of the collision
energies. The ATLAS experiment will be described in more detail in the next chapter.
The largest success of the LHC so far is the discovery of a bosonic particle with a mass of
about 125 GeV [8, 9] the properties of which being in agreement with the standard model
Higgs boson. Further, the parameters of a large number of models beyond the standard
model of particle physics could be limited strongly, e.g. the most simple super-symmetric
extensions of the standard model [21].
The LHC-b experiment located at P7 (Figure 3.1a) seeks for CP-violating processes in
Bs- and D-meson systems. The fourth big experiment is called ALICE (P2, Figure 3.1a).




The ATLAS (“A Torroidal LHC ApparatuS“) experiment is a multi-purpose detector for
particle physics at the Large Hadron Collider (LHC) accelerator at CERN. It is located
in a cavern about 100 m below surface at Point 1 of the LHC (Chapter 3, Figure 3.1a).
At the very centre of the detector the particle beams are brought to collision at the
so-called interaction point. The detector is designed such that all four sub-systems are
roughly cylindrically symmetric around the beam-pipe. The sub-system closest to the
beam-pipe is the inner detector (Section 4.4.1), followed by the calorimeters (Section 4.4.4),
the magnet system (Section 4.4.3) and the muon spectrometer (Section 4.4.5) as the
outermost sub-detector.
Further, a three-stage trigger system (Section 4.5) has been set up, utilising multiple sub-
detectors and software reconstruction to bring down the data-rate to a level manageable
by the available data acquisition resources such that analysis of the recorded data becomes
feasible.
For the sake of simplicity, electrons and positrons are both called electrons in the following.
Similarly, the word muon is used as synonym for muons and anti-muons.
4.1. Introduction, history
The primary motivation for the ATLAS experiment is the studying of the electroweak
symmetry break. First ideas of retrofitting the still under-construction LEP accelerator
with hadron beams were made in the early 1980s and the proposal for construction of the
ATLAS detector was made in 1994 [22] and officially funded in 1995. The technical design
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report [23] was published in 1999 and assembly of the individual detector components in
the cavern lasted from 2003 to 2008. LHC operation was interrupted for more than a year
due to a magnetic quench in the accelerator destroying several magnets, necessitating
extensive repairs and limitation of the beam energies to 3.5 TeV in 2011 and 4 TeV in
2012/13. The first publication of a measurement of minimum-bias physics [24] was made
shortly after data-taking resumed in autumn 2009 at
√
s = 900 GeV.
Down to the present day ATLAS has released more than 240 publications with the most
prominent one likely to be the discovery of a 126 GeV particle consistent with the Higgs
boson of the standard model [8].
4.2. Coordinate system
The ATLAS experiment uses a right-handed Cartesian coordinate system with the positive
x-axis pointing from the interaction point towards the centre of the LHC. The positive
y-axis points upwards from the interaction point (IP). Thus, the z-axis is parallel to the
beams with the positive z-axis coinciding with the direction of the counter-clockwise
beam. The x- and y-axes span the transverse plane.
Furthermore, the cylindrical symmetry of the detector allows the usage of a cylindrical
coordinate system with the symmetry axis being the beam axis. The azimuthal angle,
Φ, is measured from the x-axis in the x-y plane and the polar angle, Θ, is defined as
the angle between the beam axis and the line from the point of origin (IP) to a point
(x, y, z).
A very useful quantity is the so-called pseudo-rapidity, η, which is identical to the rapidity
in case of massless particles. It is defined as






A pictorial representation can be found in Figure 4.1.































Figure 4.1.: Illustration of the coordinates system of the ATLAS experiment. The
interaction point serves as point of origin.
4.3. General overview
The ATLAS detector is a multi-purpose detector in a 4π geometry comprised of an inner
detector (ID) placed in a solenoid magnetic field used for the precision measurement of
trajectories of charged particles, called “tracks”. The ID is surrounded by two calorimeter
systems, an electro-magnetic calorimeter (ECAL), designed for the measurement of
electron/positron and photon energies, and a hadronic calorimeter (HCAL) set out to
measure the energy of jets. The outer shell of the detector is formed by a large muon
spectrometer that is placed in a toroidal magnetic field. Figure 4.2 shows a to scale
overview of all sub-detector systems as well as the coils used to create the magnetic fields.
4.4. Detector components relevant for this analysis
4.4.1. Inner detector
The inner detector [23] of the ATLAS experiment is composed of three sub-detectors that
have cylindrical symmetry around the beam-pipe. They all have components parallel to
the beam in a portion called “barrel” and perpendicular to the beam in what is called the
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Figure 4.2.: Computer generated image of the ATLAS detector. The interaction point
is located in the very centre of the detector. The cylindrical detector sub-
systems (from smallest to largest) are aligned with the beam-pipe: Inner
detector, calorimeters, magnet system, muon spectrometer. (Copyright
CERN).
“end-cap” region of the sub-detector. Figure 4.3 gives a general overview of the detector
components while Figure 4.4 shows how the individual layers and wheels are positioned
within the inner detector. It is designed to have very good track reconstruction capability
within |η| < 2.5 as can be seen from the layout.
Closest to the beam-pipe, the pixel detector is located, followed by the SCT (Semi-
conductor tracker). They both rely on p-n junctions present in the intrinsic semi-conductor
material silicon. The general principle is that the application of high-voltage distorts
the band-structure of the active material in such a away that the band-gap is enlarged,
effectively leading to a space-charge region. If a charged particle travels through that
region, electron-hole pairs are created that are absorbed due the high-voltage, leading to
a measurable current. If the generated current and the related voltage pass a threshold a
“hit” is recorded. The density of active nodes in the pixel modules is required to be much
more fine (and therefore more expensive) due to it being so close to the interaction point.
The technology chosen for the SCT is a bit more coarse for reasons of cost.
The outermost part of the inner detector is called TRT (transition radiation tracker)
which, as the name implies, relies on the effect of transition radiation.
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Figure 4.3.: Computer generated image of the inner detector of the ATLAS experiment.
(Copyright CERN).
Pixel detector
The pixel detector consists of 1744 identical modules with high-purity silicon as active
material that form a cylindrical shape in three layers around the beams, which is called
the barrel part, and three disks perpendicular to the beams at each side of the pixel,
forming the end-cap parts. The modules are grouped together in so-called staves in the
barrel region and so-called sectors in the end-caps. The pixel components closest to the
beam-pipe are called ’b-layer’. Table 4.1 gives a summary of the overall layout of the
pixel modules and the number of pixels/channels.
Being so close to the beams and interaction point, the pixel detector is subject to large
doses of radiation. The technology chosen for the sensors allows to have good efficiency
even after radiation damage since it turns the ab initio n-type sensors into p-type sensors
over time. The effective sensitive area of a single module is 19 mm× 63 mm while a
single pixel has the dimensions 50 µm× 400 µm. Each pixel is bump-bonded using a
conductive glue to the readout electronics of a module. The voltage applied to each pixel
is of the order of 300 V. The modules are operated at temperatures between −5◦C and
−10◦C to keep leakage currents low.
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Barrel r [mm] # Staves # Modules # Pixels
Layer 1 50.5 22 286 13.2 · 106
Layer 2 88.5 38 494 22.8 · 106
Layer 3 122.5 52 676 31.2 · 106
End-cap |z| [mm] # Sectors # Modules # Pixels
Disk 1 495 8 48 2.2 · 106
Disk 2 580 8 48 2.2 · 106
Disk 3 650 8 48 2.2 · 106
Table 4.1.: Summary of module organisation in the pixel detector of the ATLAS experiment
where r and z denote the radial and axial coordinates of the ATLAS coordinate
















Figure 4.4.: Schematic overview of the positions and pseudorapidity coverage of the main
detector components of the inner detector relative to the solenoid magnet
and beam-pipe. Modules of the pixel detector are drawn in pink, those of
the SCT in blue and TRT components in green. Pixel, SCT and TRT all
have components parallel (“barrel”) and perpendicular (“end-cap”) to the
beam. Only a quarter-section of the actual detector is drawn. The original
image with more details can be found in [25].
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Figure 4.5.: Technical drawing of a pixel module. The actual sensor has an effective area
of 19 mm× 63 mm and a thickness of 250 µm. The sensors are bump-bonded
to the front-end chips (FE) from one side and glued to the circuit board
(flex) from the other side. There are 16 FEs on one module, each with 2880
read-out channels. The circuit board also hosts the read-out connector and
a control chip (MCC). The image is taken from [25]
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SCT
The SCT consists of 4088 modules plugged into four layers in the barrel region and 9 disks
in each end-cap regions that cover a total surface of 63 m2 of silicon. The SCT modules
use a silicon-strip technology. In the barrel part, a module consists of a supporting
structure onto which four silicon strip sensors are glued, two on its front and two on
its back. The individual strips are slightly tilted against one-another to improve spatial
resolution. A single module contains 2 · 768 active silicon strip sensors. A summary of
the number of modules and their positions is given in Table 4.2.
In each end-cap region, a total of 9 SCT wheels of varying size and numbers of modules
are located. The wheels 2 to 6 are identical, they consist of a three sets of modules, outer,
middle and inner modules. Detailed numbers are given in Table 4.4.
(a) Barrel (b) End-cap
Figure 4.6.: Photographs of SCT modules [25]. The barrel modules consist of 4 sensors,
glued onto a supporting structure. Each module contains 2 · 768 strip sensors.
The end-cap modules in(from left to right: outer, middle, inner) consist
of two layers, too. Detailed specifications of the modules can be found in
Table 4.4. The typical powering of the sensors is 450 V.
4.4.2. TRT
The transition radiation tracker (TRT) is the final and outermost component of the inner
detector. It exploits the effect of electromagnetic emissions of charged particles passing
through the boundary of two materials with different dielectric properties at relativistic
speeds. The intensity of the radiation is hereby proportional to the Lorentz-factor
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Barrel r [mm] Tilt-angle [◦] # Modules
Layer 1 284 11.00 384
Layer 2 355 11.00 480
Layer 3 427 11.25 576
Layer 4 498 11.25 672
Table 4.2.: Summary of module organisation in the barrel part of the SCT of the ATLAS
experiment. Numbers are taken from [25].
Disk 1 2 3 4 5 6 7 8 9
|z| [mm] 853.8 934.0 1091.5 1299.9 1399.7 1771.4 2115.2 2505.0 2720.2
# outer modules 52
# middle modules 40 —
# inner modules — 40 —
Table 4.3.: Summary of module organisation in end-cap region of the SCT of the ATLAS
experiment. Numbers taken from [25].
Barrel Length = 126.09 mm
End-cap Length [mm] Radius [mm]
Outer 119.14 438.77 - 560.00
Middle 115.61 337.60 - 455.30
Inner 59.1 275.00 - 344.10
Table 4.4.: Summary of SCT module parameters. Numbers are taken from [25].
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γ = E
m
[11] giving rise to particle identification in terms of the particle’s mass, m, if the
three-momentum vector, ~p, was measured. The TRT can be used to distinguish pions
from electrons. Due to the release of transition radiation being inversely proportional
to a charged particle’s mass, it can easily be seen that electrons will loose 200 times as
much energy as muons with the same momentum would. This is the reason why the
TRT is also used in the reconstruction of muons as their energy loss due to transition
radiation is negligible.
The TRT of the ATLAS experiment is constructed using proportional drift-tubes
(“straws”) [26] as detecting components interleaved with polypropylene foils as radiators,
meaning that the two dielectric media are air εr∼ 1 and polypropylene (εr = 2.2). The
tubes are manufactured with 4 mm inner diameter, filled with a gas composition of 70%
Xe + 27% CO2 + 3% O2. Xenon serves as ionisable medium while the other components
are used as quenching gas. The very centre of each straw is a 30 µm thick gold-plated
tungsten wire that serves as anode (at ground potential). The outer structure, which
serves as cathode, is made from a composition of aluminium, Kapton, polyurethane and
carbon-fibres.
The barrel part contains a total of 52444 straws of 150 cm length, parallel to the beam-
pipe. They are organised in three nested hollow cylinder structures with radii between
56 and 107 cm that each contain 32 modules. Each module is embedded in a matrix
made of 19 µm thick polypropylene fibres that are used as radiative material in the
barrel. The barrel TRT’s span along the beam-pipe is |z| < 72 cm which is equivalent to
a pseudorapidity coverage of |η| < 0.7.
Both end-caps of the TRT contain 159744 straws each that are split into 18 separate
wheels (cf. Figure 4.4) that cover the region 63 < r < 103 cm and 83 < |z| < 340 cm,
equivalent to a pseudorapidity coverage of 0.7 < |η| < 2.5. The alignment of the straws
in the wheels is radial. Each wheel contains 8 layers of straw-tubes with 15 µm thick
polypropylene foils in between. The 12 wheels closest to the interaction point have a
spacing of 8 mm between individual straw-tube layers while the outer 8 wheels have a
spacing of 15 mm.
4.4.3. Magnet system
The purpose of magnetic fields in a particle detector is to bend trajectories of charged
particles due to Lorentz force, ~FL = q ·~v× ~B. Since ~FL depends on the velocity, ~v of
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(a) Barrel (b) End-cap
Figure 4.7.: Pictures of TRT components. (a) shows a technical drawing of the barrel
part with its distinctive geometry. (b) shows a photograph of an end-cap
wheel. The layered structure is visible.
the particle carrying an electric charge q, a momentum measurement is possible due to
the curvature of reconstructed tracks.
The magnet system of the ATLAS detector consists of a 2 T super-conducting solenoid
into which the inner detector is immersed. It produces a magnetic field that is roughly
parallel to the beam-pipe. Thus, trajectories of charged particles are bent in the x− y
plane.
Further a toroid magnet system is placed just outside the calorimeters and inside the
muon spectrometer. The produced field is asymmetric with field strength varying between
2 and 8 T . It is perpendicular to the field created by the solenoid, thus muons are bent
away from the x− y plane [23].









Figure 4.8.: Pictorial representation of curvatures of particle trajectories entering the
solenoidal and toroidal magnetic fields of the ATLAS detector. Trajectories
of positively charged particles are drawn red, negatively charged ones in
blue.
4.4.4. Electromagnetic calorimeter (ECAL)
Just outside the magnet coil of the solenoid, the electromagnetic calorimeter (ECAL)
of the ATLAS detector is located dedicated to identify electrons (and photons) and to
measure their energy. This is done by exploiting the fact that high energy electrons
(and photons) will initiate intense interaction cascades when hitting material with a high
atomic number, Z, subsequently producing electron-positron pairs which themselves will
radiate photons due to the deflection enforced by the electric fields of the nuclei in such
materials (“Bremsstrahlung”). This cascade is stopped as soon as ionisation of atomes
becomes the dominant mechanism for energy loss. Ionisation of atoms results in the
creation of an ion-electron pair which, after application of high voltage, can be read out
electronically.
The technology used in the ATLAS experiment to achieve both, a quickly developing
particle cascade ideally with full dissipation of the electron (or photon) energy in a
small volume and a fast readout of ionised atoms is called “sampling calorimeter”. Two
different materials are arranged in an alternating way. Lead (Z = 82) is chosen as the
passive material that will initiate the particle cascades while the active material used
for the measurement of energy deposits is liquid argon (LAr), a noble gas at standard
conditions, which is monatomic and hence lacks the requirement for vibrational and
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rotary excitations which makes ionisation the dominant effect of interaction with electrons
and photons [27].
The design of the ECAL further exploits the different stopping powers, −〈dE
dx
〉, of electrons
and muons. Figure 4.12 shows the stopping power of lead and iron for electron and
muons as function of the incident energy. For energies relevant for physics analyses with
ATLAS (10 · · · 100 GeV) electrons loose significantly more energy than muons in both
materials.
Although the choice of lead as passive material arranges for a very rapid development
of the particle shower in a small volume, full coverage of the ECAL in φ (around the
beam pipe) with a high chance of having showers initiated by photons and electrons
fully developing in the ECAL, i.e. low leakage into the adjacent hadronic calorimeter, is
achieved by a shape of the calorimeter cells similar to bellows of an accordion.
Radiation length:
Materials can be classified by the radiation length, X0, which describes the distance
over which electrons typically loose a fraction of 1 − 1
e
of its incident energy through
bremsstrahlung . An approximate expression is given by [11]:
X0 =
1432.8 ·A









The ECAL is made of two end-cap wheels, covering 1.375 < |η| < 3.2, and a barrel
module, covering |η| < 1.475. The radiation length are at least 22 ·X0 for the barrel
part and at least 24 ·X0 for the end-cap parts. Each of these components is segmented
in four parts, a presampler, a front part, a middle part and a back part. All of them
consist of calorimeter cells of varying granularity and radiation length. The presampler
modules only contain active material (LAr) as they are intended to correct for energy
losses suffered by electrons and photons due to interaction with material on front of the
ECAL. Figure 4.10 shows the granularity (∆η×∆φ) of cells in all parts of the ECAL as
function of the pseudorapidity and a schematic view of a central barrel module is shown
in Figure 4.11.
The energy resolution of the ECAL was measured in [28] using an electron test-beam at
CERN. The following result was obtained from a fit of test-beam data :









































Figure 4.10.: Granularity of calorimeter cells in the ECAL of ATLAS. This plot was
made using tabulated information presented in [30] and [31].
∆ϕ = 0.0245
∆η = 0.025
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Figure 4.11.: Schematic view of a barrel module of ECAL, showing the size of the
calorimeter cells for the three main layers as well as the presampler. The
image is taken from [23] with slight modifications to the text displayed to
match the naming convention used here.



































Figure 4.12.: Stopping power of electrons and muons in lead (Pb) and iron (Fe), the
passive materials in the electromagnetic and hadronic calorimeter of the
ATLAS detector as function of the incident energy. Calculations published
in [32] and [33] have been used to make the graphs.
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4.4.5. Muon spectrometer
As mentioned before, the stopping power of the materials used in the calorimeters passed
by a muon (Figure 4.12) is very low, meaning that muons pass the ATLAS detector with
very low energy loss due to bremsstrahlung and also ionisation. In order to measure
the momentum of muons, a large muon spectrometer (MS) forms the outer shell of the
ATLAS detector [23].
The MS consists of a barrel part and two end-cap wheels. Muons traversing the MS
are deflected from the x− y plane by the magnetic field created by the toroid magnet
(Figure 4.8b) allowing for the reconstruction of their trajectory by means of tracking
chambers found in all parts of the MS.
The barrel part consists of three layers of tracking chambers that, similar to the ECAL
barrel modules, are constructed as concentric hollow cylinders around the beam-pipe.
The end-cap wheels also consists of three layers of tracking chambers but forming discs
perpendicular to the beam-axis.
Two slightly different tracking chamber technologies are used for the measurement of
muon trajectories. This is required by the position dependent expected rate of muons
entering the MS. Further, very fast resistive plate chambers (RPC) and thin gap chambers
Figure 4.13.: Computer generated image of the ATLAS muon system, showing the
end-cap wheels and the barrel part.
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(TGC) are built into the MS. They are used for triggering the data recording of events
containing muons. Figure 4.14 shows the arrangement of all these four technologies in a
segment of the MS. An overview of technical specifications of these four module types is
given in Table 4.5.
Monitored drift tube chambers (MDT):MDT chambers constitute the most precise
instrument for the measurement of muon trajectories. They are constructed as multiple
layers of individual aluminium tubes with a diameter of 3 cm and a length varying
between one and six meters. The tubes are filled with a gas mixture of 93% Argon
and 7% CO2 where Argon is the active material that gets ionised. Along the centre of
each tube a tungsten-rhenium alloy wire which is very stable against long-time exposure
to electrons with a 50 µm diameter is located which is used as the detecting anode
(high-voltage: 3080 V). It collects the electrons produced when argon atoms are ionised,
thus yielding a signal that can be read out electronically. However, the drift-time which
is needed for an electron to reach the anode wire of up to 700 ns as well as the signal
processing time limits the MDT modules to counting rates of 150 1
s · cm2 , which is not
sufficient for regions of |η| > 2.0 which is why the MDT are accompanied by cathode strip
chambers (CSC) in the innermost part of the MS in the high pseudorapidity region [34].
Cathode strip champers (CSC): The cathode strip chambers are multi-wire propor-
tional chambers with a technology also based on the ionisation of argon. The construction
is such that multiple anode wires are oriented radially. The detecting elements are called
cathode strips and are aligned perpendicular to the anode wires. A muon traversing
a CSC will ionise argon atoms (the gas mixture is 80% argon, 20% CO2) producing a
charge cloud that induces a signal in the cathode strips made out of copper [35].
Resistive plate chambers (RPC): RPCs are very fast gaseous detectors located in the
barrel part of the MS. The achievable spatial resolution is very low compared to that of
CSCs and MDTs which is why they are used in the trigger system of the ATLAS detector.
They are constructed using a gas mixture of C2H2F4 94.7% ,C4H10 5%, SF6 0.3% as
active material [35]. A high-voltage of 9.6 kV is applied to the electrodes which are only
2 mm apart. They are made of the highly resistive material bakelite. Each electrode is
coated with a thin layer of linseed oil which arranges for a very smooth surface required
for the stability of this extreme electrical field. Muons traversing an RPC will ionise
the gas atoms and the high voltage provides the basis for a subsequent avalanche of
ionisations and thus an electron cloud is created that will drift through the gas. The
read-out of this signal is performed using two layers of orthogonal strips into which
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Module Coverage Spatial resolution Time resolution High-Voltage [V]
Trajectory measurement
MDT |η| < 2.7 35 µm O(100 ns) 3080
CSC 2.0 < |η| < 2.7 40 µm 7 ns 3080
Trigger system
RPC |η| < 1.05 10 mm 1.5 ns 9600
TGC 1.05 < |η| < 2.7 2. . . 7 cm 4 ns 2900
Table 4.5.: Technical specifications of the four different technologies used in the ATLAS MS.
Numbers are taken from [34]
signals are induced. The combination of the signal of both layers can then be transformed
into information about one point (η, φ) of a muon trajectory.
Thin gap chambers (TGC): The trigger system is fed with information of the end-cap
region of the MS using another multi-wire proportional chamber technology, called thin
gap chambers [36]. A very small wire-spacing of 1.8 mm and a distance of the wires to the
graphite cathodes of just 1.6 mm (hence thin gap) allow for a very high time-resolution
of successive signals. The anode wire is made of a tungsten-gold alloy. The high-voltage
applied amounts to 2.9 kV and the gas-mixture consists of 55% CO2 and 45% C5H12.
Read-out of the signal produced is again performed using cathode strips.
The resolution of the measurement of the transverse momentum of muons was performed






⊕ 4.3%⊕ 0.0004 · p⊥[GeV] (4.4)
where the symbol ⊕ stands for addition in quadrature.
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Figure 4.14.: Cut-away view along the beam axis (z) of a section of the ATLAS muon
system in the bending plane of a muon trajectory (dashed lines show
hypothetical trajectories of muons with infinite momentum) due to the
toroid showing the arrangement of different technologies in the barrel and
end-cap parts of the muon system. The measurement of muon trajectories
is performed using information obtained from the cathode strip chambers
(CSC, yellow) and monitored drift tube chambers, labelled in this sketch as
BXL (barrel, green) and EXL (end-cap, blue) (X ∈ [I,M,O] for inner, middle
and outer layer). Further, the location of the resistive plate chambers
(RPC) as well as the thin gap chambers (TGC) used for triggering data
recording are shown. The image is taken from [38],
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4.5. Trigger system
The general objective of the trigger of the ATLAS experiment is to reduce the amount
of data to be stored permanently. This is necessary, firstly, due to the fact that the
overwhelming amount of the collisions are considered to be non-interesting background
to the ATLAS physics programme of comparably low momentum-transfer. Secondly,
the available bandwidth of 450 MB/s limits the rate of events to be stored to a few
hundred Hz in contrast to the rate of collisions of 40 MHz which would be equivalent to
a bandwidth of 1 PB/s. Figure 4.15 shows an overview of the individual components of
the trigger system that will be discussed in the following,
4.5.1. Level-1 trigger (LVL1)
The level-1 trigger of the ATLAS experiment is a pure hardware-trigger, meaning that
the selection whether to discard an event at this stage is executed by fast electronics that
coarsely read out calorimeter and muon information from the TGPs and RPCs. If an
event passes the level-1 trigger, so-called regions-of-interest (ROI) are calculated that are
likely to contain objects of interest. The ROI information is passed on to the next stage
of the trigger for a fine-grained assessment. The typical the rate of events passing LVL1
is of the order of 75 kHz, i.e. a reduction by more than a factor of 500.
4.5.2. High-level trigger (HLT)
The level-2 trigger (LVL2) and the event filter form the software based high-level trigger.
LVL2 only reads out regions of the detector seeded by the ROIs defined by the LVL1
trigger. It does so with the full granularity, i.e. all modules (Inner detector, calorimeters
and muon system) present in that particular ROI. This step reduces the data rate to
about 3 kHz. If an event passes the LVL2 trigger, the full reconstruction of the event is
done using the event builder. This information is then passed on to the event filter. The
event filter has access to all modules of the detector and is thus able to allow for a very
precise decision making process on whether to write an event to disk or not. The final
event rate is of the order of 300 Hz.
































































fout = 75 kHz
LVL2
fout = 3 kHz
Event filter
fout = 300 Hz
Figure 4.15.: Technical sketch of the ATLAS trigger system (original image in [23]).
The data of each event is temporarily stored in buffers while hardware
information (LVL1) is processed leading to a decision on whether to keep
an event. In that case, the buffered data is read out in more and more
detail based on software reconstruction (LVL2, event filter), ultimately
leading to a data rate of 300 Hz which is sufficiently small to be stored on
disks.
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4.6. Luminosity in 2011
Luminosity, L, is a measure for both, the amount of data taken by a high-energy physics
experiment, and the amount of hypothetically recordable data delivered by the accelerator.
It is connected to the number of events to be expected for a specific process, NP , by that
process’s cross-section σP and the time-integrated luminosity L =
∫
dtL: NP = σP · L.
The machine luminosity depends on the configuration of the beams brought to collision
(Chapter 3), while the detector luminosity makes a statement how efficient the detector
operates. Figure 4.16 gives an overview of the luminosity delivered by the LHC and
recorded with ATLAS in 2011. Further, the amount of data used in this analysis
is indicated. A phenomenon of high-luminosity experiments, which ATLAS can be
considered as, is the effect of simultaneous proton-proton interactions (pile-up) that will be
discussed in detail in Chapter 10. The maximum number of such simultaneous interactions
recorded in each data taking period (“lumi block”), µmax, is given in Figure 4.16 as well.
The data taking with the ATLAS detector is subdivided into periods. In this analysis data
collected of the data taking periods D-H with a mean number of simultaneous interactions
of µ = 5 was analysed, amounting to an integrated luminosity of
∫
 Ldt = 1.1 fb−1. A
summary of the datasets used can be found in Table A.1.
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Figure 4.16.: Integrated luminosity delivered by the LHC (red line) and recorded with
ATLAS (blue line) as function of time, showing a highly efficient data
taking of the ATLAS detector. Further, the pile-up conditions (maximum
number of simultaneous interactions recorded per “lumi-block”) are shown,
which are almost constant in the data used in this analysis (indicated by
the vertical green lines).
Chapter 5.
Reconstruction and selection of
physical objects
In this chapter, the reconstruction of objects used in the data analysis is discussed.
This includes the reconstruction of electrons and muons, tracks of charged particles and
vertices. The reconstruction and selection of tracks and vertices is identical in the muon
and electron channel of this analysis.
5.1. Tracks of charged particles
The reconstructed properties of charged particles are essential to this analysis. They
are used for the measurement of the event-shape observables but also tracks of charged
leptons (electron, muons) are used in the reconstruction of the latter. Further, the
reconstruction of vertices, i.e. the actual interaction points from which the primary
interactions originate from are based on reconstructed trajectories of charged particles.
The reconstruction algorithm for tracks used processes information from the entire inner
detector of the ATLAS experiment (Pixel, SCT, TRT) and is based on the curvature of
charged particles due to the solenoid magnetic field the inner detector is immersed in. In
short, so-called hits (electronic signals registered by the various modules) are tried to
be assigned to charged particle trajectories while the curvature of the latter is used to
measure the transverse momentum of those tracks.
The algorithm used in the reconstruction of tracks is called “inside-out” and is imple-
mented in a software called NEWT (NEW Tracking) [39]. The procedure has in principle
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two steps that go hand in hand, however, and can not clearly be separated. It consists of
a pattern recognition, which is performed once trying to identify signals from different
modules to a single particle in order to get a rough estimate on a charged particles
trajectory but also for further refining of particle trajectories. The actual track-fitting
that extracts the parameters necessary to fully define a particle trajectory is performed
several times as well. [40].
When processing an event that passed the LVL1 trigger, three-dimensional space-points
are formed from Pixel and SCT hits, incorporating both the spatial coordinates of the hits
as well as that of the module. While single Pixel hits suffice and the spatial coordinates of
the pixel module suffice for the formation of a space-point, the formation of space-points
from SCT information requires two hits on an SCT module, one from the front and one
from the back of the same module (as well as the spatial coordinates of the module).
Combinations of three such space-points are then used to define a circle in the transverse
plane (z = 0) which is called “seed”. The transverse momentum of the seed is measured
and the seed is tried to be geometrically associated with a collision. If the latter is
found to be the case and the transverse momentum measured is above the threshold1
of the track-fitting algorithm, a so-called “track candidate” is formed. Space-points are
no longer used, instead the more precise hits are used. The identification of a track
candidate is performed using a Kalman filter algorithm [41] that tries to associate all
compatible hits with the initial track seed while iteratively updating the likely trajectory
of the charged particle.
In this process, ambiguities arise, leading to a very high number of track candidates.
The ambiguities arise from incomplete tracks or fakes (majority of hits not originating
from a single particle). Further, more than one track candidate may share hits [39].
These ambiguities are resolved by assigning “track scores“, similar to likelihoods, based
on a refitting of each track candidate with the Kalman filter using a finer geometry.
Only those track candidates with the highest scores are accepted. Figure 5.1 shows an
illustration how such ambiguities arise.
The next step of the pattern recognition is an extension of the accepted track candidates
that pass the transverse momentum threshold of the track-fitter to the TRT. The
components of a track candidate from the Pixel and SCT are not touched any more.
Instead, fitting algorithms are used to find TRT hits compatible with the initial track
1The track reconstruction algorithm used for the data analysed in this thesis had a threshold of
p⊥ = 400 MeV
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Figure 5.1.: Illustration of the solving of ambiguities during track reconstruction in the
barrel part of the SCT. The tracks-candidates a,b and c where found in the
seeding process. Module hits (one hit in front and one in back part of same
module) result in a higher score than two single hits, i.e. hits on one side of
the panel without the trajectory expecting a hit on the other side. If such a
hit would be expected but is not found (“hole”) the track score receives a
penalty. Hits in two overlapping modules (candidate b) receive a very high
score. In this illustration, candidate b has the highest score. The picture is
taken from [39].
candidate. Finally, a last application of the Kalman filter to the extended track
candidate is used to determine whether the extended or the initial (silicon based) track
candidate will be used as the final track and the obtained parameters are used to define
the charged particle trajectory.
5.1.1. Track parameters
Since the solenoid magnetic field of the ATLAS experiment is at first order uniform along
the z-axis, the Lorentz force only has an influence in the transverse plane (z = 0) thus
making the transverse momentum of a charged particle a constant of motion. Having
measured the radius of the curvature of a track in the transverse plane, ρ, its transverse
momentum can be calculated according to [40] as
p⊥ = cBρ → p⊥ [GeV] = 0.3 B[T] ρ[m] (5.1)


















Figure 5.2.: Definition of track-helix parameters. The transverse and longitudinal impact
parameters d0 and z0 are determined using projections of the point of closest
approach, A, of a track helix to the nominal interaction point into the x− y
and rΦ− z plane respectively. The point C in the left hand plot represents
the centre of a circle in the xy-plane. The radius of which is constraint by
d0 and the curvature of the track in the xy-plane. The vector ~t illustrates
the tangent to the track curvature at the point of closest approach, needed
to define the angle Φ0.
The motion of a charged particle in a solenoid magnetic field can be parametrised using
a helix. The ATLAS convention is to use a parametrisation based on constants of motion
present in the inner detector and the muon spectrometer and on the point of closest
approach, (x0, y0, z0), of the trajectory to the beam-axis (perigee). The parameters
chosen by ATLAS to describe a charged particle trajectory are





, azimuthal angle of the track direction, i.e. angle with respect to
the x-axis in the x− y plane





0, signed distance to beam-axis
d0 > 0 if Φ− Φ0 = π2 mod (2π)d0 < 0 else
with Φ being the angle to the perigee in the x− y plane
• z0, z-coordinate of the track at the point of closest approach
• q
p
, charge of particle divided by its momentum
An illustration of the track parameters can be found in Figure 5.2.
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Fills 1645 - 2266
Mar 2011 - Oct 2011
ATLAS Preliminary
 = 7 TeVs
Figure 5.3.: Beam-spot position (z-coordinate) measured by ATLAS as function of
time in 2011. The variation is of the order of a few mm between fills
used in this analysis (beginning of April - end of June). The picture
is taken from https://twiki.cern.ch/twiki/bin/view/AtlasPublic/
BeamSpotPublicResults.
5.1.2. Vertex reconstruction
The reconstruction of vertices is performed using an iterative algorithm on all recon-
structed tracks of an event that contains at least two tracks fulfilling p⊥ > 400 MeV.
Further, their transverse distance of closest approach w.r.t. the beam-spot (luminous
region in the detector [42], Figure 5.3) position, |dBS0 |, is required to be smaller than
4 mm.
The global maximum of the distribution of the z-coordinates of all these tracks is used as
seed for the vertex finding as are the tracks in the vicinity of the found maximum. The
“adaptive vertex fitting” algorithm [43] which is based on a χ2 minimisation is then used
iteratively to determine the (primary) vertex position. The algorithm assigns tracks to
vertices based on the distance (z-coordinate) of the track and the found vertex position.
Tracks that are not assigned to a vertex are used as seeds for further vertices. The
procedure is repeated until all tracks are associated with vertices.
Vertices and their properties are further discussed in Chapter 10.
5.1.3. Track selection
The track reconstruction algorithm is not perfect. There are effects such as tracks
from secondary interactions with the detector material and the already mentioned fakes
that lead to a reconstruction efficiency ε < 1 for real tracks which will be discussed in
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Property Cut
ptrk⊥ > 500 MeV
|ηtrk| < 2.5
|d0| < 1.5 mm
|z0 · sin θ| < 1.5 mm
Table 5.1.: Kinematic track requirements for the selection of tracks for this analysis.
Chapter 9. The efficiency strongly depends on quality criteria imposed when selecting
tracks [44, 45].
The following quality requirements2 which are identical to the ones used in the
√
s = 7 TeV
measurement of charged particles with ATLAS [44] must be met for a track to be
considered in this analysis:
• a b-layer hit if the reconstructed trajectory would have passed an active b-layer
module
• at least one hit in the Pixel sub-detector
• at least six SCT hits
The requirements on the b-layer and Pixel hits greatly reduce the number of secondary
tracks. Further, charged particles with a low transverse momentum give a shorter track
thus making the measurement less precise, which is why an indirect requirement on the
track length is imposed by requiring at least six SCT hits, which translates to at least
three SCT modules being traversed by the charged particle.
The kinematic cuts imposed on the track selection (Table 5.1) are driven by the acceptance
of the inner detector (η), the reconstruction efficiency (p⊥, plateau of reconstruction
efficiency) and the aim to suppress tracks not originating from the primary vertex of the
event (cuts on d0 and z0).
Lepton track removal
As this analysis tries to be sensitive to the underlying event, the decay products of the
Z-boson produced in the hard sub-process need to be removed. Since all observables
2These cuts where optimised based on simulations.
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are calculated from reconstructed tracks the tracks produced by the leptons need to
be removed from the collection of tracks in each event. As the majority of electrons is
reconstructed using not only information from the tracking system but also the ECAL,
ambiguities arise when trying to identify electron tracks. Hence a conservative approach
based on a cone around the reconstructed electrons is chosen. In order to treat the
electron and muon channel analyses as similar as possible, this approach is also done
for the removal of muon tracks. For each reconstructed lepton (Section 5.2, 5.3) a
cone of ∆R = 0.1 around the three-momentum vector of the reconstructed lepton as
symmetry axis is defined. Each track passing the selection cuts listed in Table 5.1 is
probed whether it falls into the cone by calculating the ∆˜R measure between the lepton
and track three-momentum vectors:
∆˜R =
√
(ηtrk − ηlepton)2 + (Φtrk − Φlepton)2 (5.2)
All tracks with ∆˜R < 0.1 are removed from the event, i.e. they are not used in the
calculation of the event shape observables.
As the choice of the cone size of ∆R = 0.1 is ad hoc, the stability of obtained results under
variation of ∆R needs to be studied. This is important as the data is eventually unfolded
using Monte-Carlo information (Chapter 12). The test is performed by measuring the
event-shape distributions using reconstructed tracks in data and Monte-Carlo events
passing the full event-selection (Chapter 6) with an additional cut on the transverse
momentum of the reconstructed Z-boson, requiring p⊥(Z) < 6 GeV.
The observables are once measured using ∆R = 0.05 and once with ∆R = 0.2, i.e. a
variation of the nominal value of ∆R by a factor of two up and down. The ratio f(∆R=0.2)
f(∆R=0.05)
of the distributions is then calculated. The observables are considered stable under these
variations if the observed shape of the ratios f(∆R=0.2)
f(∆R=0.05)
is similar in data and Monte-Carlo
meaning that the Monte-Carlo information of reconstructed properties can be trusted
when unfolding data.
The corresponding plots of this test are shown in the ratio-plots of Figure 5.4. Within
the statistical uncertainties, the ratios f(∆R=0.2)
f(∆R=0.05)
are compatible with one for data and
Monte-Carlo, demonstrating that the cone-based removal of lepton tracks is stable under
variations of ∆R. It should be noted that only results for the electron channel are shown.
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The corresponding plots for the muon channel look very similar. This is also true for the
observables not shown (F-Parameter, transverse minor, Spherocity).
Distributions of reconstructed tracks
Figure 5.5 compares properties of reconstructed non-lepton tracks present in events
passing the full event selection (Chapter 6) in data and Monte-Carlo, showing differences
in the p⊥ spectrum that can be explained by imperfect modelling of charged particles
kinematics in the Monte-Carlo generators used.
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(a) Pseudorapidity, electron channel




























(b) Pseudorapidity, muon channel

































(c) Transverse momentum, electron channel































(d) Transverse momentum, muon channel
Figure 5.5.: Reconstructed properties of selected tracks after lepton removal. Shown
are the pseudorapidity and transverse momentum distributions for both
channels and all signal Monte-Carlo samples (Chapter 8) with and without
pile-up, highlighting both, the impact of tracks from pile-up interactions
and the model imperfections present in Sherpa and Pythia8.
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5.2. Electron reconstruction
The reconstruction of electrons utilises information of the inner detector (track) as well
as the ECAL (energy). A so-called “sliding window” algorithm [46] forms seed clusters of
deposits in the ECAL with an energy of at least 2.5 GeV. The size of the window is thereby
chosen to be 3× 5 in units of the middle layer granularity of the ECAL (Chapter 4).
Further, a seed cluster is required to be matched with one or more tracks reconstructed
in the inner detector. The matching is done in a window of size ∆η×∆Φ = 0.05× 0.10.
If more than one track is matched to a seed cluster, the track yielding the smallest
∆R =
√
∆η2 +∆Φ2, calculated from a track’s impact parameter with the ECAL and
the seed cluster, is taken as the matched track. The track momentum, p, further needs
to be compatible with the energy deposit, E, in the seed cluster: E
p
< 10.3 The final
cluster energy is calculated from the energy in the seed cluster as well as from the energy
deposit in the presampler corrected for the estimated leakages. The actual pattern of the
energy deposits in the calorimeter cells (called “shower”) is used to define electrons of
different quality.
5.2.1. Electron selection
During the reconstruction step, also a track-based electron reconstruction algorithms is
executed, which is more precise for the reconstruction of low energy electrons.
So called “bad electrons” which were reconstructed with clusters containing a dead
module are filtered out (“Bitmask OQ = 1446”).
Further, so-called noise bursts (short but large signals of distorted shape related to
bunches of low quality) in the liquid argon (LAr) system severely affect the performance
of the ECAL. These bursts are detected however and the information on whether such a
burst was present or not is accessible in each data event. In this analysis, events that are
flagged to have suffered a LAr noise burst are rejected.
In this analysis, only electrons are selected that were successfully reconstructed using
the aforementioned calorimeter based algorithm as the electrons are required to have
a relatively high transverse momentum of at least 20 GeV where the track momentum
resolution is rapidly worsening w.r.t. the energy resolution of the ECAL (Figure 4.9).
3“<” since electrons loose energy due to Bremsstrahlung prior to entering the ECAL. The photonic
energies are deposited in the ECAL and therefore contribute to E.
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This cut is applied after several corrections related to the calibration of the ECAL are
applied.
Information on the electron’s transverse momentum pcluster⊥,e , its energy E
cluster
e , its pseu-
dorapidity ηclustere and its azimuthal angle, Φ
cluster
e are, in a first step, taken from the
measured values in the calorimeter clusters. The electron’s transverse energy, E⊥,e, is used
for the correction of electrons measured in data and in Monte-Carlo. Its measurement
also uses information of the matched track in case it is measured with high precision
(based on the number of Pixel and SCT hits, nSCT hitse , n
Pixel hits
e ), in all other cases it
only uses information of the ECAL clusters:
E⊥,e =
Eclustere / cosh(ηtrke ) if nSCT hitse + nPixel hitse ≥ 4Eclustere / cosh(ηclustere ) else (5.3)
The corrections (calibrations in case of data) of electron energies and resolutions (Monte-
Carlo only) were obtained by the ATLASeGamma working group using tag and probe
methods in Z→ e−e+ events and are described in more detail in [47].
Correction for the crack region:
The ECAL has a so-called “crack-region” at |η| ∈ [1.37, 1.52] where support structures
and cables are located. Electrons reconstructed in the crack-region are not selected in
this analysis. For those electrons reconstructed to be in the region |η| ∈ [1.52, 1.55] the
reconstructed energy is underestimated due to leakage into the crack-region. Hence, an
additional calibration for those electrons is required, which is applied for both data and
MC. In Figure 5.6 the correction factors for several electron energies are shown. The
correction factors, f crack(Ecluster⊥,e , η
cluster
e ), are of the order of 8 % for E
cluster
e = 20 GeV in
and near the crack region, while it is one outside of |η| ∈ [1.42, 1.55], meaning that for
those electrons no additional calibration due to the crack is applied. This is the first
correction to cluster information applied, meaning that
Eclustere → f crack(Ecluster⊥,e , ηclustere ) ·Eclustere
pcluster⊥,e → f crack(Ecluster⊥,e , ηclustere ) · pcluster⊥,e
E⊥,e → f crack(Ecluster⊥,e , ηclustere ) ·E⊥,e
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ECAL crack region, excluded
Eclustere = 20 GeV
Eclustere = 30 GeV
Eclustere = 40 GeV
Eclustere = 50 GeV
Eclustere = 100 GeV
















Figure 5.6.: Energy correction factors, f crack, for regions in and close to the crack-region
in the ECAL for various electron energies, Eclustere [48]. The vertical dashed
lines indicate the crack-region |η| ∈ [1.37, 1.52]. Electrons reconstructed in
it are not considered in this analysis.
Correction and smearing for all electrons:
Reconstructed energies and transverse momenta of electrons in data as measured by the
ECAL need to be scaled to account for residual energy scale corrections. The corresponding
information in MC events in addition requires a smearing to reproduce the resolution
present in data. The scaling of electron energy and transverse momenta in data is
performed using a tool that requires information on Eclustere , p
cluster
⊥,e , E⊥,e and Φ
cluster
e and
returns multiplicative correction factors f scale:
pcluster⊥,e → f scale(ηclustere ,Φclustere , pcluster⊥,e , E⊥,e) · pcluster⊥,e (5.4)
Eclustere → f scale(ηclustere ,Φclustere , Eclustere , E⊥,e) ·Eclustere (5.5)
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The treatment of MC information is handled similarly, introducing multiplicative factors
f scale, MC . The scaling and smearing of energies and transverse momenta requires
information on ηcluster, MCe and E
cluster, MC
e such that:
pcluster, MC⊥,e → f scale, MC(ηcluster, MCe , Ecluster, MCe ) · pcluster, MC⊥,e (5.6)
Ecluster, MCe → f scale, MC(ηcluster, MCe , Ecluster, MCe ) ·Ecluster, MCe (5.7)
Systematic uncertainties of the correction and smearing factors are discussed in Chapter 9.
5.2.2. Medium and loose electrons
The electron candidates selected in this analysis are required to fulfil a set of quality cuts,
summarised as medium++. For the estimation of QCD background events (Chapter 11) a
second set with less strict criteria is used (loose++). The medium++ selection contains all
the selections made for loose++ electrons. A summary of these quality criteria can be
found in Table 5.2. Definitions are taken from [49].
❧♦♦s❡✰✰
Hadronic leakage: Electrons deposit most of their energy in the ECAL with little
leakage into the adjacent hadronic calorimeter (HCAL). For electrons reconstructed with
0.8 < |η| and |η| > 1.37, the measure Rhad1 is defined as the ratio of the transverse
energy deposit in the first layer of the HCAL over the total cluster transverse energy
in the ECAL. For 0.8 > |η| and |η| < 1.37 the hadronic leakage, Rhad, is calculated as
the ratio of the total transverse energy deposit in the HCAL and the total transverse
energy deposit in the ECAL. The cuts applied to these variables are dependent on the
transverse energy and pseudorapidity of the electron. For the typical transverse energies
of electrons selected in this analysis the values Rhad1 and Rhad are typically required to
be smaller than two percent. These cuts are designed to reject the selection of jets which
will deposit larger amounts of energy in the HCAL (Figure 5.7a).
Shower-shapes: Further, the shape of the shower is used to refine the electron selection.
The variable Rη is defined as the ratio of uncalibrated measured energy depositions
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in the middle layer of the ECAL, obtained from a fine and a coarser segmentation of
cells (∆η×∆Φ = 3× 7 over ∆η×∆Φ = 7× 7). For electrons, this variable results in a
strongly peaked distribution (Figure 5.7b) with the peak around Rη = 0.85 · · · 0.95 and a
broad tail towards smaller Rη values due to the narrow shower produced by electrons.
For hadrons, a broad distribution is found that intercepts that of the electrons left of the
peak. The actual cut used again depends on the transverse energy and pseudorapidity of
the electron.
Also the width of the shower in the middle layer of the ECAL, w2, which is defined
as the standard deviation of an energy-weighted distribution of the pseudorapidity of











where Ei is the energy of a calorimeter cell and ηi its pseudorapidity. The transverse
energy and pseudorapidty dependent cuts typically require w2 < 0.02.
The width of the shower in the first layer of the ECAL (strips), ws,tot is also used to
purify the electron selection. It is defined as
ws,tot =
√∑
iEi · (i− imax)∑
iEi
(5.9)
where the sums run over all calorimeter strips i of energy Ei. The index imax refers to
the strip with the largest energy deposit. This distributions peaks for electrons at values
between 2 and 4 while hadrons tend to give a much broader distribution (Figure 5.7d),
therefore allowing another separation of electrons and hadrons. The cuts are dependent on
the transverse energy and pseudorapidty of the electron and typically require ws,tot < 3.
Further, a requirement on the energy of the two highest energy depositions in the first
layer of the ECAL, Emax 1 and Emax 2, is imposed, requiring the property Eratio, defined
as
Eratio =
Emax 1 − Emax 2
Emax 1 + Emax 2
(5.10)
to be close to one (typically > 0.7) as jets are usually found to have more than one
particle being associated with energy deposited in a cluster. The distribution of Eratio is
very peaked close to one while the corresponding distribution obtained from hadrons can
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be described as linearly falling and then abruptly going to zero as Eratio approaches one
(Figure 5.7e).
Track quality: A track-cluster match is required for an electron to pass the loose++
selection, allowing a mismatch of only ∆η < 0.015. Further, the associated track is
required to have at least one Pixel hit or at least one Pixel outlier, which is a hit with
unresolvable ambiguity and similarly the sum of SCT hits and SCT outliers is required
to be greater than six.
♠❡❞✐✉♠✰✰
The standard electron selection used in this analysis, medium++, consists of all of the
loose++ criteria. Some of them have to fulfil tighter cuts and a few more selection criteria
are applied.
Shower-shapes and hadronic leakage: The same variables as in loose++ are used
(Rη, Rhad, Rhad1, w2, ws, tot and Eratio) but with slightly tighter cut values.
Track quality: The track-cluster match is now required to be tighter by a factor of
three: ∆η < 0.005. In addition to the hit criteria present in loose++ an electron track
is further required to have at least one b-layer hit. The sum of Pixel hits and Pixel
outliers is now required to be at least equal to two. Finally, a cut on the transverse
impact parameter of the electron track of |d0| < 5 mm is imposed (Figure 5.7f). Events
with heavy flavour decays tend to have larger values of d0 due to the comparably large
life-time of b-quarks and can be suppressed to some degree with this cut. However,
mainly electrons stemming from conversion processes are affected by this cut.
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Criterion Description Symbol
loose++
Acceptance |η| < 2.47
Leakage into HCAL Electrons with 0.8 < |η| and |η| > 1.37 Rhad1
Electrons with 0.8 > |η| and |η| < 1.37 Rhad
Shower shapes Narrowness of shower Rη
Shower-width in middle layer w2
Shower-width in first layer ws,tot
Shower concentration in first layer Eratio
Track quality track-cluster match with ∆η < 0.015
Pixel hits + Pixel outliers > 0
SCT hits + SCT outliers > 6
medium++
Leakage into HCAL Same variables as in loose++ but tighter cuts
Shower shapes Same variables as in loose++ but tighter cuts
Track quality track-cluster match with ∆η < 0.005
Pixel hits + Pixel outliers > 1
SCT hits + SCT outliers > 6
b-layer hits > 0
tranverse impact parameter cut |d0| < 5 mm
Table 5.2.: Overview of the selection criteria for loose++ and medium++ electrons. The loose++
cuts are all fulfilled if an electron passed the medium++ selection.
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Figure 5.7.: Example distributions of some of the variables used in the loose++ and
medium++ electron criteria. The relevant curves for this analysis are the
“Non-isolated electrons”. Plots have been taken from [27].
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5.2.3. Kinematic cuts
The corrected medium++ electrons are required to fulfil further kinematic requirements
that have to do with efficiencies and acceptances of the detector. The reconstruction
efficiency of electrons with the ATLAS detector in 2011 was measured in data (Z→ e−e+,
J/Ψ→ e−e+ and W→ eν events) and published in [50]. The selection criteria are not
identical to the ones used in this analysis but similar to the medium++ requirements. The
plots in Figure 5.8 nonetheless show a reconstruction efficiency of mostly > 90%. The
following cut on the pseudorapidity is applied when selecting electrons: |ηclustere | ∈ [0, 2.4]
except the crack region ([1.37, 1.52]). This is done in order to exclude the crack-region
and to ensure good coverage of the ECAL. Although the electromagnetic calorimeter covers
the pseudorapidity of up to |η| < 2.47, it was chosen to limit the acceptance in the
selection to |η| = 2.4 in order to be closer to the muon selection. Another requirement
exists for the transverse momenta of electrons. Depending on how well the electron track
has been measured it is defined (similarly to equation (5.3)) as:
p⊥,e =
Eclustere · sin(θtrke ) if nSCT hitse + nPixel hitse ≥ 4pcluster⊥,e else (5.11)
Electrons passing the selection are required to fulfil p⊥,e > 20 GeV thus they are selected
with high efficiency (Figure 5.8a).
In Figure 5.9 kinematic distributions of reconstructed electrons passing the selection
criteria for events passing the full event selection (Chapter 6) are shown, comparing
distributions obtained from data events with those obtained from Monte-Carlo samples.
The agreement is 10% or better. The results are in agreement with other ATLAS
measurements of Z→ e−e+ events in 2011.
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(b) ε vs. ηcluster
Figure 5.8.: Electron reconstruction efficiency, ε, measured in 2011 as function of the
transverse energy (a) and pseudorapidity (b) of the electron [50], comparing
results obtained from data (red filled triangles) and Monte-Carlo events
(black non-filled triangles). The original image also contained corresponding
points for 2012 data which were omitted from these plots for clarity.
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5.3. Muons
The reconstruction algorithm used in this analysis utilises information from the inner
detector as well as from the muon system (Chapter 4), which is why the thus reconstructed
muons are called “combined” muons [51], or “STACO combined” muons. The great
benefit of it is the rejection of muons produced in hadron decays that are part of a jet
as well as an improved momentum resolution compared to muons reconstructed using
only the muon spectrometer. Muon tracks are first reconstructed using only the muon
chambers using a technique called “Hough transformation” [52] after which they are
corrected for energy losses suffered by the transition of all previous sub-detectors and
eventually extrapolated to the beam-spot. Each resulting muon track can be parametrised
using the same constants of motion that are chosen for the track reconstruction in the
inner detector (Section 5.1.1) resulting in a set of helix parameters, TMS. Reconstructed
tracks (parametrised as TID) in the inner detector of an event can thus be attempted to
match a muon track by constructing a χ2 measure:
χ2match = (TMS −TID)⊤(CMS + CID)−1(TMS −TID) (5.12)
where CMS and CID denote the covariance matrices of the track measurement in the
muon spectrometer and inner detector, respectively.
Hits
A series of quality cuts concerning hits in the inner detector segments used in the
reconstruction are applied on the reconstructed muon
• If there was a b-layer hit to be expected (i.e. if the corresponding module was not
flagged as dead): require at least one hit in the b-layer
• The sum of hits in the pixel detector and the number of dead pixel sensors passed
by the muon-candidate has to be at least 1
• The sum of hits in the SCT and the number of dead SCT sensors passed by the
muon-candidate has to be greater than 5
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• The sum of modules of the pixel detector and the SCT in the trajectory of the
muon-candidate not detecting a charged particle must be smaller than three
TRT: The reconstruction algorithm processing TRT information (pseudorapidity coverage
|η| < 2.0) at times is unable to unambiguously assign a certain number of hits to a
muon track candidate. These hits are called “outliers” in the sense of not necessarily
attributable to the muon track in question. For all muon candidates, the fraction of







where NTRToutliers denotes the number of outliers and N
TRT
hits the number of TRT hits identified
for the muon candidate in question. The requirements to be met by the muon candidate
are based on its pseudorapidity, η(µ), if η(µ) < 1.9:
NTRThits +NTRToutliers > 5 and foutliers < 0.9 if |η(µ)| < 1.9NTRThits +NTRToutliers < 6 or foutliers < 0.9 else (5.14)
Impact parameter
In order to select muon candidates that were very likely produced in the primary vertex
a requirement on the longitudinal impact parameter with respect to the latter, zPV0 , is
applied:
• zPV0 (µ) < 10 mm
Kinematic cuts
The reconstruction efficiency of muons is dependent on its transverse momentum, p⊥(µ)
(and its pseudorapidity, η(µ)).
Transverse momentum:
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In order to select muons as inclusive as possible the cut on p⊥(µ) is chosen such that it
is as low as possible with respect to a saturated reconstruction efficiency (Figure 9.11).
For the datasets used in this analysis this happens to be
• p⊥(µ) > 20 GeV
This value allows a muon selection with high efficiency of at least 95% (Figure 9.11).
Pseudorapidity: The reconstruction efficiency is comparably flat in terms of the muon’s
pseudorapidity and the cut on it is driven by the acceptance of the muon system:
• |η(µ)| < 2.4
Comparing this value with Figure 9.11 it shows that muons are selected with an efficiency
of at least 95%, except for the very central region (|η| < 0.3) where the number of MDT
modules (Chapter 4) is relatively small.
In Figure 5.9 kinematic distributions of reconstructed muons passing the selection criteria
for events passing the full event selection (Chapter 6) are shown, comparing distributions
obtained from data events with those obtained from Monte-Carlo samples. The agreement
is 10% or better. The results are in agreement with other ATLAS measurements of
Z→µ−µ+ events in 2011 [53].


























































b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b















































































b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b b





























































b b b b



































































































































































b b b b b
b b b
b b b b
b b b
b b b b b
b
b b b b
b b



































































































































































Figure 5.9.: Reconstructed lepton properties comparing the pseudorapidity (a) and
transverse momentum (b) distributions obtained from data (black dots)
with those obtained from Monte-Carlo. The electron distributions are to be




In this chapter the event selections performed for the electron and muon channel analyses
are described. The selection comprises the selection of lepton- and track-candidates. The
latter is common for both channels. All selection criteria concerning physical objects are
based on reconstructed objects and are hence common for simulated and actual data
events.
The general flow of selecting an event for either channel consists of the following steps:
1. data quality selection
2. trigger selection
3. lepton selection, including kinematic cuts and object quality (Chapter 5)
4. di-lepton selection, including kinematic cuts and requirement for opposite charges
The data-taking with the ATLAS detector is at times hampered by partially inoperative
sub-detectors, high-voltage failures and human error which is why a data quality working
group collects information on the quality of recorded data. A fine segmentation of
recorded data is done by defining so-called “lumi blocks” which are periods with stable
data taking conditions. If a lumi block is considered of a quality good enough for physics
analysis it is entered into a database, called “good run list” (GRL). Each recorded event
is linked to exactly one lumi block which allows for the selection of “good” events using
the unique combination of the run and event number assigned to each event and compari-
son of it with the information stored in the GRL. The good run list used in this analysis is
data11 7TeV.periodDtoH DetStatus-v36-pro10 CoolRunQuery-00-04-08 WZjets allchannels.xml
It includes good runs from 179710 to 184169 and is valid for the electron and the muon
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(b) Integrated luminosity vs. µ
Figure 6.1.: Integrated luminosity and average number of interactions, µ, for the data
period used in this analysis.
the mean number of interactions can be found in Figure 6.1. All further selections are
specific to the electron and muon channel.
6.1. Electron channel selection
Events that passed the GRL but were recorded while there was a fault in the liquid-argon
calorimeter (noise burst, Chapter 5) are rejected.
6.1.1. Trigger
The LVL1 trigger requires the registration of a bunch-crossing and two depositions of at
least 7 GeV in the ECAL (“L1EM7”). The LVL2 trigger passes an event to the event filter
if it finds at least one reconstructed electron with medium quality (explanation further
down) in a region of interest (L2 e12 medium). The event filter itself accepts an event if
the reconstruction algorithm suffices the trigger conditions summarised as EF 2e12 medium
which require:
• two electron candidates (opposite- or same-sign)
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1. Remove electron/positron candidates not reconstructed with the calorimeter based
algorithm (“author”)
2. Remove electron/positron candidates not passing the pseudorapidity selection (
|η(e)| ∈ [0, 2.4]/[1.37, 1.52])
3. Remove electron/positron candidates not passing the transverse momentum selection
(p⊥(e) > 20 GeV)
4. Remove all electron/positron candidates flagged as “bad” (OQ=1446)
6.1.3. Final event selection
The final electron selection requires that the remaining number of electron candidates
is exactly two, that they both fulfil the medium++ criteria and that they are oppositely
charged. For each event that not filtered out yet, the invariant di-electron mass, Me+e−,
is calculated from the reconstructed e+ and e− four-vectors. If the event satisfies
Me+e− ∈ [66, 116] GeV, i.e. if it is likely to contain a Z-boson decay into an electron and
a positron it is selected for this analysis and the event shapes are calculated from the
selected tracks (Section 5.1.3).
A graph summarising the loss of events after each selection step (“cut-flow”) can be
found in Figure 6.3. It shows that the number of initially available data events (Nevents =
1.42 · 108) dramatically drops by a factor of ∼ 100 to 1.1 million events after the HLT
selection (EF 2 e12 medium). The successive cuts reduce the number of events for further
analysis to a total of 255593 events with the opposite charge requirement being the


















































































































Cut-flow for event-selection, electron channel
applied cut
N
Figure 6.3.: Cut-flow of the event-selection in data for the electron channel.
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6.2. Muon channel selection
6.2.1. Trigger
The chosen HLT, EF mu18 MG medium, for reconstructed muons follows the recommendation
made and studies conducted by the muon trigger sub-group within the ATLAS experiment
[55] and is at the very end of a trigger-chain seeded by the level-1 trigger L1 MU11. It
has a threshold of 18 GeV, and is the lowest available unprescaled muon-trigger that
uses combined information of the muon spectrometer and the inner detector. Thus the
kinematic selection of muons of p⊥ > 20 GeV is within its efficiency-plateau (Figure 6.4).
The trigger efficiency is of the order of 70% for central muons (|η| < 1.05) and of the
order of 90% for all other muons (1.05 < |η| < 2.4). The trigger is a single-muon trigger
and hence for an event to pass this selection criterion, two muons need to be in the event
individually passing the requirements of EF mu18 MG medium.
6.2.2. Selection of reconstructed muons
The selection criteria for muons applied in this analysis is explained in detail in Section 5.3.
They are briefly repeated in their logical order here:
1. Remove muon candidates not reconstructed as combined muons
2. Remove muon candidates not passing the hit requirements of the inner detector
part of the muon track
3. Remove muon candidates not passing the impact parameter requirement (zPV0 (µ) <
10 mm)
4. Remove muon candidates not passing the transverse momentum selection (p⊥(µ) >
20 GeV)
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(d) EF, η(µ) > 1.05
Figure 6.4.: Efficiencies of the Level-1 (L1 MU11) and event-filter (EF) single-muon triggers
used in this analysis. Plots are taken from [55]
6.2.3. Final event selection
For events to pass the final Z-selection, it is required that exactly two muon candidates
passing the aforementioned cuts but with opposite charges are present in the event and
that their invariant mass, Mµ−µ+, suffices Mµ−µ+ ∈ [66, 116] GeV,
A graph summarising the loss of events after each selection step (“cut-flow”) can be
found in Figure 6.5. The number of initially available data events (Nevents = 1.3 · 108)
is reduced by two-thirds after the (single muon) trigger selection. The reconstruction
algorithm requirement further reduces the number of events by more than one order
of magnitude to four million events. The next significant reduction is produced by the
transverse momentum cut (518000 events). The following cuts gradually reduce the















































































































Cut-flow for event-selection, muon channel
applied cut
N
Figure 6.5.: Cut-flow of the event-selection in data for the muon channel.
Chapter 7.
Event shapes
In this chapter the measured observables are defined and motivated.
Historically, event shapes were proposed in order to measure the overall structure of
particle collisions resulting in hadronic final states without the necessity to introduce
computationally expensive and model-dependent jet algorithms and to extract the value
of the strong coupling constant, αS. The advantage of event shapes is that unlike jets
they are model-independent observables. A large class of jet algorithms exists utilising
different clustering strategies of hadrons involving arbitrary cut-off parameters. Thus a
reconstructed jet object is depending on several assumptions.
Event shapes, however, represent well-defined event properties. Instead of trying to
identify events that have e.g. a two-jet back-to-back signature by reconstructing and
counting the QCD jets produced by emitted quarks or gluons, geometrical or topological
properties of an event are measured that can e.g. be used to quantify the “jetiness” of
an event.
7.1. Event shapes at electron-positron colliders
The first measurement of event shapes in e−e+ collisions was performed at the Mark1
experiment at the SPEAR storage ring in 1975 yielding evidence for the existence of
quarks [56].
Further measurements of event shapes were carried out by experiments at the PETRA [57, 58],
PEP [59], TRISTAN [60–62], SLC [63] and LEP(I/II) [64–66] experiments yielding valuable data
at centre-of-momentum energies ranging from
√
s = 8 GeV to 208 GeV that were used
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in fits of the strong coupling constant [67] exploiting the infra-red safety (computational
robustness against very low energetic emissions) of event shapes.
7.2. Hadron collider event shapes
The principal problem when trying to define event shapes at hadron colliders is that
due to the unknown fractional momentum of partons inside the colliding the hadronic
beam-particles the longitudinal momenta of the objects undergoing interactions are
unknown. Hence hadron-collider event shapes are defined only on the basis of transverse
momenta.
7.2.1. Event shapes measured in this analysis
A large collection of observables were proposed by Banfi, Salam and Zanderighi in [68].
Since the purpose of the measurements described in this thesis is to provide input to
the improvement of multiple-parton-interaction models in Monte-Carlo generators, it
was chosen to measure only those event shapes that are most sensitive to changes of
parameters of the models in question. The relevant study is described in [69]. The
chosen observables will be discussed in the following paragraphs.
Charged particle multiplicity
The observable charged particle multiplicity, nch, essentially counts the number of
selected tracks present in an event after removal of the lepton tracks. Especially the
low-multiplicity region contains valuable information for tuning as will become evident
when looking at comparisons with present models (Chapter 12).





p⊥, measures the scalar sum of transverse momenta of
selected charged particles in an event after removal of the electrons. Thus, compared
with nch, it also contains information on the kinematic configuration of an event, i.e. the
produced amount of transverse momentum. Again, the low
∑
p⊥ bins contain valuable
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information for tuning, especially about the interplay between MPI and beam-remnant
activity.
Beamthrust
Beamthrust is an observable proposed by Stewart, Tackmann and Waalewijn [70].
Its definition is similar to that of
∑
p⊥ except that the transverse momenta of particles




p⊥,i · e−|ηi| (7.1)
This means that contributions from particles in a forward and backward direction (large
values of |η|) are suppressed with respect to particles emitted at central rapidities (η ≈ 0).
Transverse thrust
Historically, Thrust has been among the first observables used to study the topology
of events, particularly with regard to the presence of jets — without the necessity to
run a jet-finding algorithm and with the benefit of being infra-red and collinear safe
as contributions from soft particles with momenta → 0 do not contribute and collinear
splittings do not change the value of Thrust. The idea is that in each event an axis, ~nT
exists for which the projection of the momenta of particles becomes minimal. At electron-
positron collider experiments, such as LEP, the three-momentum vectors can be used as
the full kinematics of the incoming beam-particles are well known. At a hadron-collider
such as the LHC, however, the longitudinal momenta of colliding partons are not known,
thus only transverse momenta can be used in the definition of the transverse thrust, T ,











The thrust axis, ~nT , is determined numerically using the algorithm described in [71].
In the limit of pencil-like events, i.e., if all particle momenta in the transverse plane are







In the other extreme of a perfectly spherical event, i.e. an isotropic distribution of












with φ being the angle between the thrust axis and a particle’s momentum vector in the
transverse plane. Hence, for all events, T ∈ [ 2
π
, 1], holds, which allows to classify the
topology of an event purely on the basis of its Thrust value.
Transverse minor
Minor is closely related to thrust. Once the thrust-axis of an event has been determined,









The thrust axis ~nT = (nx, ny, 0) and the beam direction ~ez = (0, 0, 1) form the so-called
“event-plane”, ~Φ:






























(b) Pencil-like event: T = 1
Figure 7.1.: Graphical representation of the spatial orientation in the transverse plane
of selected charged particles (blue lines) for spherical (a) and pencil-like (b)
events, demonstrating the usefulness of the event-shape variable transverse
thrust in terms of classifying an event’s overall topology. The length of
the blue lines is proportional to the corresponding particles transverse
momentum. The iteratively determined thrust-axis is depicted as dashed
line.
the third component of which is zero. Since the third (longitudinal, z) component of
the ~p⊥,i and ~nT is zero by construction as well, the cross-product in equation (7.5) only
contains terms of the form (0, 0, nxpy − pxny). Thus transverse minor measures the
amount of activity outside of the event-plane defined by ~Φ. Hence the value of m⊥ is
0 for perfectly pencil-like events (T =1) and reaches its maximum of 2
π
for perfectly




The F-Parameter of an event is the hadron-collider equivalent to the C- and D-parameters
often measured at e−e+ colliders. The calculation requires to first build the transverse












which is solved for it’s eigenvalues Λ1,2. The F-Parameter of an event is calculated from




with Λ1 ≥ Λ2 (7.8)









which defines the lower boundary of possible values of F.
If there are for example two multiple-parton interactions overlapping in an event, each of
which yielding a perfectly balanced di-jet structure (~p1 = −~p2), the possible values of F-
Parameter can be studied as function of the angle between the two di-jet axes, Φ. Choosing
one of the systems to have particles with transverse momentum vectors (p1, 0) and (−p1, 0),
the other can be parametrised as (p2 cosΦ, p2 sinΦ) and (−p2 cosΦ,−p2 sinΦ). Thus,
equation (7.7) becomes:
M lin = 2
p1 + p2 cos2Φ p2 sinΦ cosΦ
p2 sinΦ cosΦ p2 sin
2Φ
 (7.10)




















Figure 7.2.: Illustration of F-Parameter for two exactly balanced pairs of particles over-
lapping in an event (left hand side). The figure on the right hand side shows
the dependence of F-Parameter as function of the angle between the dijet
systems, Φ, for several scenarios concerning the ratio of the absolute values
of ~p1 and ~p2. The larger the F-Parameter of an event the more spherical it








− p1p2 sin2Φ (7.11)
which in the case of Φ = π
2
and |~p1| = |~p2| ≡ p, i.e. two orthogonal di-jet pairs of same
momentum, yields λ1,2 = p, thus giving F = 1.
Setting Φ = 0 in equation (7.11) always results in F = 0, regardless of the absolute
values of the transverse momenta.
The F-Parameter values derived from equation (7.11) are shown as function of Φ for four
different scenarios, demonstrating that the F-Parameter of an event allows a classification
in terms of it being spherical or pencil-like but without the necessity to introduce/calculate
a particular axis.
Spherocity
The spherocity of an event is closely related to the Sphericity [68, 72] but does not require












trying to find the spherocity axis, ~n, that minimises the above expression. The calculation
is dramatically simplified do to the observation that ~n always coincides with one of the
transverse momentum vectors ~p⊥,i [68]. Hence it is sufficient to iterate over the charged
particles to find the axis that minimises the expression in equation (7.12). It is thus
computationally less expensive and more robust than Thrust, which spherocity is highly
anti-correlated with. Figure 7.3 shows the thrust- and spherocity axes of some Monte-
Carlo events. In the case of pencil-like events, the two axes almost coincide, while this is
not necessarily the case for spherical events.
The correlation between different event-shape variables is explored in more detail in the
following.
7.2.2. Correlation of event shapes
As mentioned earlier, the event shapes transverse thrust, transverse minor, Spherocity
and F-Parameter are highly (anit-) correlated. In Figure 7.2((a)-(f)) scatter plots
of all possible combinations of these observables are shown in three equidistant and
disjoint Thrust (∆T = 2−π
3π
) intervals obtained from the Pythia8 Z→ e+e− signal sample
(p⊥(Z) < 6 GeV , i.e. high sensitivity to MPI). In addition, the correlation coefficient for
the studied sample of events is given in the corresponding legends. The absolute value of
the latter is generally found to increase with the Thrust value of events, almost reaching
−1 for the correlation of the F-Parameter and (transverse) thrust.
The other observables (Ntrk,
∑
p⊥, Beamthrust) measured in this analysis are highly
correlated with one another by construction, reaching a positive correlation of almost
100% in all cases.
More interesting is the correlation of those observables with e.g. thrust. Whilst for
events with relatively small thrust values (spherical events) the correlation is very weak
(order of 10%), it rises to −44% in the case of the correlation between thrust and Ntrk

































































Figure 7.3.: Event-displays of Monte-Carlo events in the transverse plane (z = 0). The
transverse momentum vectors of charged particles is shown as blue lines,
the length of which indicate the p⊥ of the corresponding particle in GeV.
For pencil-like events (a) the thrust (red) and spherocity (green) axes
(dashed lines) are almost identical. In the case of spherical events this is not








































































































































































































































































































































































































































































T ∈ ( 2pi , 2pi + ∆T ), ρ = −0.719b






















































































































































































































































































































































































































































































T ∈ ( 2pi + ∆T , 1− ∆T ), ρ = −0.739b






































































































































































































































































































































































































































































































T ∈ (1− ∆T , 1), ρ = −0.856b


































































































































































































































































































































































































































































































T ∈ ( 2pi , 2pi + ∆T ), ρ = −0.756b




































































































































































































































































































































































































































































































T ∈ ( 2pi + ∆T , 1− ∆T ), ρ = −0.757b



































































































































































































































































































































































































































































































T ∈ (1− ∆T , 1), ρ = −0.825b






































































































































































































































































































































































































































































































T ∈ ( 2pi , 2pi + ∆T ), ρ = −0.915b





























































































































































































































































































































































































































































































T ∈ ( 2pi + ∆T , 1− ∆T ), ρ = −0.922b




















































































































































































































































































































































































































































































T ∈ (1− ∆T , 1), ρ = −0.978b









(c) F-Parameter vs. Thrust
Figure 7.4.: Correlation of event shapes. Left column: small Thrust values. Central
column: intermediate Thrust values. Right column: large Thrust values.
∆T = 2−π3π . 500 randomly chosen Monte-Carlo (Pythia signal sample of
the electron channel) events fulfilling p⊥(Z) < 6 GeV as well as individual
Thrust requirement have been used for each plot (red dots). The correlation
























































































































































































































































































































































































































































































T ∈ ( 2pi , 2pi + ∆T ), ρ = 0.675b




































































































































































































































































































































































































































































































T ∈ ( 2pi + ∆T , 1− ∆T ), ρ = 0.834b



































































































































































































































































































































































































































































































T ∈ (1− ∆T , 1), ρ = 0.910b






































































































































































































































































































































































































































































































T ∈ ( 2pi , 2pi + ∆T ), ρ = 0.857b





























































































































































































































































































































































































































































































T ∈ ( 2pi + ∆T , 1− ∆T ), ρ = 0.891b




















































































































































































































































































































































































































































































T ∈ (1− ∆T , 1), ρ = 0.914b






































































































































































































































































































































































































































































































T ∈ ( 2pi , 2pi + ∆T ), ρ = 0.855b





























































































































































































































































































































































































































































































T ∈ ( 2pi + ∆T , 1− ∆T ), ρ = 0.889b




















































































































































































































































































































































































































































































T ∈ (1− ∆T , 1), ρ = 0.898b









(f) F-Parameter vs. Spherocity
Figure 7.3.: Correlation of event shapes. Left column: small Thrust values. Central
column: intermediate Thrust values. Right column: large Thrust values.
∆T = 2−π3π . 500 randomly chosen Monte-Carlo (Pythia signal sample of
the electron channel) events fulfilling p⊥(Z) < 6 GeV as well as individual
Thrust requirement have been used for each plot (red dots). The correlation





























































































































































































































































































































































































































































































T ∈ ( 2pi , 2pi + ∆T ), ρ = −0.162b























































































































































































































































































































































































































































































T ∈ ( 2pi + ∆T , 1− ∆T ), ρ = −0.293b


























































































































































































































































































































































































T ∈ (1− ∆T , 1), ρ = −0.440b


















































































































































































































































































































































































































































































































T ∈ ( 2pi , 2pi + ∆T ), ρ = −0.139b








































































































































































































































































































































































































































































































T ∈ ( 2pi + ∆T , 1− ∆T ), ρ = −0.226b































































































































































































































































































































































































































T ∈ (1− ∆T , 1), ρ = −0.324b






















































































































































































































































































































































































































































































































T ∈ ( 2pi , 2pi + ∆T ), ρ = −0.138b






















































































































































































































































































































































































































































































T ∈ ( 2pi + ∆T , 1− ∆T ), ρ = −0.221b




































































































































































































































































































































































































T ∈ (1− ∆T , 1), ρ = −0.311b










(i) Beamthrust vs. Thrust
Figure 7.2.: Correlation of event shapes. Left column: small Thrust values. Central
column: intermediate Thrust values. Right column: large Thrust values.
∆T = 2−π3π . 500 randomly chosen Monte-Carlo (Pythia signal sample of
the electron channel) events fulfilling p⊥(Z) < 6 GeV as well as individual
Thrust requirement have been used for each plot (red dots). The correlation
coefficient, ρ, was calculated using 100000 events each.
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7.2.3. Event shapes and the number of parton-parton interactions
It has been argued earlier, that the measured observables in this analysis will yield
valuable input for the improvement of MPI models. Using MC generator information
it is possible to count the number of MPI scatters, which are implemented as 2→ 2
interactions in the present models (Sherpa, Pythia8). The plots of Figure 7.3 show
some of the event shapes differential in the number of MPI scatters, NMPI. They were
obtained using a Rivet [73] implementation of the event shapes measured in this analysis,
capable of counting the MPI scatters in the Pythia8 signal samples (Z→ e+e− was used
here). Figure 7.3 demonstrates that especially observables like transverse thrust allow to
distinguish between events with more or less parton-parton scatters. The measured and
unfolded event-shape distributions should allow to improve the composition of simulated
events in terms of the number and orientation of multiple parton interactions to improve
agreement of MC with data.
7.2.4. Previous measurements
Up to this point event shapes have not been extensively measured at hadron colliders. So
far, one measurement from ATLAS [74] has been published that also investigates event
shapes measured from tracks but in so-called Minimum Bias events, i.e. an environment
where the hard sub-process does not decouple in terms of colour from multiple parton
interactions (Chapterchap:introduction).
Further, a CMS measurement of the Thrust distribution calculated explicitly from the
Z-boson and jets for events containing at least one jet (p⊥(jet) > 50 GeV) and a Z-
boson [75] has been published. Another CMS measurement studies event shapes in
multi-jet topologies with p⊥jet > 90 GeV [76]. Lastly, another high-p⊥ measurement
has been performed using jets (p⊥(jet) > 250 GeV) [77]. The scope of the high-p⊥
measurements is to gain insight into the hard sub-process which is orthogonal to the aim




























































































(b) p⊥(Z) > 6 GeV
Figure 7.3.: Comparison of event shapes obtained from (Pythia8 Z→ e+e−) events with
a specific number of multiple parton interactions (MPI), NMPI, in a low
p⊥(Z) phase-space region (a) and the disjoint counterpart p⊥(Z) > 6 GeV.
The plots on the left hand side demonstrate the usefulness of the observable
Thrust when it comes to the distinction of spherical and pencil-like events.
The latter are found in bins of T close to one, which dominate the distribution
of events with NMPI = 1.
Chapter 8.
Monte Carlo generators
Monte-Carlo (MC) generators are very important tools in particle-physics analyses.
Among other tasks, they are used to predict background contributions, quantify detector
efficiencies and resolutions. As such, they play a crucial role in the correction for detector
effects (unfolding).
In order to obtain simulated events precise enough for the LHC physics programme
general-purpose Monte-Carlo generators are used. These programs are able to simulate
proton-proton collisions with up to several thousand particles in the final state. The
starting point are perturbative (mostly leading order) calculations of the hard sub-process
that are implemented as processes with two incoming partons, further requiring the
sampling of parton distribution functions (PDF). The number of outgoing particles in
the hard sub-process in the production of Z-bosons (signal process in this analysis) differs
between the generators used. While Pythia8 does not produce any additional partons,
Sherpa generates up to five. The high-multiplicity final states present in data are obtained
using various parton shower approximations (QED and QCD) as well as phenomenological
models for multiple parton interactions and eventually the transitions of systems generated
by the previous steps into final state hadrons (fragmentation, hadronisation). Table 8.1
gives an overview of components typically found in general-purpose MC generators with a
classification as to their physical motivation/precision. The key to successful computation
of high-energy physics collisions is the factorisation [78] theorem1. It allows to write the
most general formula for the calculation of the cross-section of an interaction of the type
ab→n [79]:
1It is a theorem that has been proven for the Drell-Yan process.
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Table 8.1.: Overview of Monte-Carlo generator components. Only the hard cross-section
calculation is perturbatively calculated (fixed order). All other components are
















where xa and xb are the momenta of partons a and b relative to the momenta of the
incoming protons A and B in the infinite momentum frame. With s being the square of
the centre-of-mass energy of the colliding proton-proton system, sˆ can be written as
sˆ = xaxbs (8.2)
The partonic cross-section σˆab→n(sˆ, µ2F , µ
2
R) is in addition to sˆ also depdendent on the
renormalisation (Chapter 2) scale µR and the factorisation scale µF . The latter will be
explained in more detail in the next section.
8.1. Factorisation
Factorisation allows to split perturbative and non-perturbative parts of the simulation
of e.g. a proton-proton collision by introduction of a factorisation scale, µF , which the
calculation of σˆ and is dependent on. The dependence is, however, the smaller the higher
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the perturbative order is. The present day situation is that the most commonly used
MC generators are using leading order (LO) calculations such that the factorisation scale
dependence of σˆ and therefore of σ is important. The value of µF itself can not be chosen
from first principles, it is usually set to a value that has proven to yield results of the full
simulation that describe experimental data.
In a typical hadron-hadron collision at the LHC where the hard sub-process (largest
momentum transfer parton-parton scattering) produces an object such as a Z-boson, one
is confronted with physics happening at two different scales. The initial partons, decribed
by a PDF, live at a scale of the proton mass, mP , while the hard-matrix element is at a
much higher scale, in this case the mass of the Z-boson, mZ .
The low-scale part of the process introduces calculatory problems due to the large
values of αS that arise from the running coupling of the latter, effectively preventing the
application of perturbative methods. The currently only known technique to circumvent
this is the application of the factorisation theorem which allows to split (factorise) the
calculation of the cross-section into a perturbative part (partonic cross-section, σˆ) at the
scale mZ and a non-perturbative part, the PDFs, fa/b(x, µF ) at the proton mass, mP , in
the example of a Z-boson production at the LHC. For instance a very soft (low energy)
and/or collinear radiation of a gluon off of a quark taking part in the hard sub-process
leads to divergences that can either be counted in the matrix element of as part of the
proton. By defining it as part of the proton the divergent part of the calculation can be
absorbed in the non-perturbative parton distribution functions (PDF).
Factorisation requires the introduction of an a-priori arbitrary factorisation scale, µF ,
which determines at what scale the calculation is split into the perturbative and the
non-perturbative part. The left hand side of equation (8.1) must be independent from
µF . The arbitrariness of the choice of µF is diminished by the fact that the partonic
cross-section is calculated at fixed order in perturbation and the logarithmic terms in σˆ





. These logarithms appear in all order of the perturbation
series and are hence required to be small such that the validity of the fixed order result
does not suffer from large higher-order corrections. Thus µF is prudently chosen close
to the scale of the hard process, Q2 = −q2 = m2Z with q being the (four-) momentum
transfer of the hard process.
The resulting σˆ thus describes the physics of all the matrix elements for a particular
process happening at the fixed order chosen between the factorisation scale and the scale of
the hard process. The connection of the partons at (µF , x) to the non-perturbative physics
98 Monte Carlo generators
at the scale of the PDFs is made using the DGLAP evolution equation (Dokshitzer-
Gribov-Lipatov-Altarelli-Parisi).
xa ·PA µF
Parton a, fa/A(xa) Parton b, fb/B(xb)
xb ·PBµF
σˆ({p}, µF , µR)
Proton A, momentum PA Proton B, momentum PB
Although the latter is perturbatively calculable, further input from measurements ,namely
the PDFs, f(x), is needed. At both scales, QCD is the underlying theory and QCD tells
us how to connect the evolution of a parton from a non-perturbative scale (proton mass)
to the scale of the scattering process, Q2, that is perturbatively calculated via the hard
matrix-element.
8.2. Parton distribution functions (PDF)
The choice of parton distribution functions has been shown to be non-significant in terms
of the description of observables sensitive to MPI. In an extensive tuning study performed
by ATLAS [80] testing 9 different PDFs it was found that although changing the PDF
always requires a proper retuning of the MPI parameters, the obtained agreement with
data is of comparable quality.
Both MC generators used in this analyis utilise the (leading order) PDF set 6L1 obtained
by CTEQ [81]. Figure 8.1 shows the corresponding parton distribution for Q2 = 91 GeV
and demonstrates the dominance of the gluon distribution function for low values of x.
8.3. Matrix element
When running a Monte-Carlo generator, the user has to define the specific hard process
which is of the type 2→n where n corresponds to the number of (tree-level) legs (outgoing
parton lines) of the matrix elements to be used. The first step in the simulation of a
2→n process is the randomly chosen point in the phase-space, Φ2→n, which has the

































Figure 8.1.: Parton distributions functions (PDF) relevant for the production of a Z-
boson, Q2 = (91GeV)2, in proton-proton collision at
√
s = 7 TeV. The
graphs show the central values of x · fi(x) for i = u, d, u¯, d¯, g of PDFs
extracted by the CTEQ group in the PDF-set CTEQ6L1 [81] which was
used in the Monte-Carlo samples described in this analysis. The mean value
of x, 〈x〉, was extracted from those samples and found to be 0.026, leading
to a mean sˆ of (91 GeV)2, consistent with predominant s-channel production
of Z-bosons (Q2 = xysˆ).
dimension 3n+ 2 made up of the n momentum vectors of the outgoing legs (masses are
not considered random) and the incoming Bjo¨rken variables x1 and x2 of the incident
partons. The matrix element is then evaluated for Φ2→n.
In the case of the Pythia8 Monte-Carlo samples only the matrix element for Z plus up to
one parton is implemented. Sherpa on the other hand offers two tree-level matrix element
generators of which the module COMIX [82] was used for the samples in this analysis. It
was set up to generate matrix elements of Z plus up to five partons. The advantage of
matrix elements have over parton showers is the better description of hard (wide angle)
emissions and interference effects.
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8.4. Parton showers
The hard matrix element calculations alone do no yield physical (in the sense of observable)
final states. At the LHC, multiplicities of the order of a thousand observable particles
in the final state are quite common, which makes it impossible to exactly calculate
cross-sections and kinematics with Monte-Carlo methods. However, an approximate
solution for all higher orders of the perturbation series is available that goes by the name
of parton showers (PS) leading to an intermediate state with a comparably large number
of partons. The final multiplicity of stable (colour-singlet) of an event is reached after
several non-perturbative steps in the simulation (Section 8.5, 8.7).
The general idea is to independently evolve the legs of the hard matrix element from
the scale of the hard interaction down to a scale set by a cut-off parameter where
evolution means that recursively probabilities for a parton to split into two new partons
are calculated. The cut-off is typically chosen at a scale of ∼ 1 GeV where confinement
of partons is deemed to be dominating. The evolution scale is usually chosen to be the
transverse momentum of partons meaning that emissions are ordered in p⊥ with the
first emission being the hardest. The two main ingredients to this evolution are parton
splitting functions and so-called Sudakov form factors explained in the following.
8.4.1. Splitting functions
Let σ0 be the perturbatively calculated fixed-order cross-section of a process generating
partons of flavour i, then the cross-section for the next-order, i.e. additional production









where the Pji are so-called splitting functions which in their spin-averaged form are
defined as [79]:
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Pqq(z) = CF · 1 + z
2
1− z for q→ qg




Pgg(z) = CA · z
4 + 1 + (1− z)4








and CA = Nc with Nc being the number of colours and z being the
momentum fraction of the newly generated parton with respect to its mother parton.
θ is the opening angle of the cone between the two. By recursively treating each state
after a splitting has occured as new final-state, splitting cascades can be generated.
In Figure 8.2 the spin-averaged splitting functions are shown as function of z. It shows
that in the case of gluon-radiation (Pqq, Pgq and Pgg) the following divergences arise:
• Pqq diverges as z→ 1, i.e. radiated gluon has z∼ 0
• Pgq diverges as z→ 0, i.e. radiated gluon has z∼ 0
• Pgg diverges as z→ 0 and z→ 1, i.e. one of the gluons is created with z∼ 0
Apparently all these divergences occur as one of the gluons after the splitting is soft
(z∼ 0) which is why these divergences are called “soft” divergences.
The equation (8.3) contains a further divergence as θ→ 0, π. This is called a collinear
divergence. In the process of e.g. qq¯→ qq¯g it occurs if the radiated gluon is collinear
with its mother parton (the quark or anti-quark) or if both are back-to-back and thus
the gluon collinear with the anti-quark or quark.
All divergencies mentioned above constitute non-observably distinguishable circumstances,
be it the emissions of a gluon without energy or the emission of a gluon collinear to
another parton. In order to achieve a formalism that generates physical quantities, a
resolution criterion is introduced based on the relative transverse momentum of two
partons that is required to be larger than a certain parameter Qcut in order to consider
the two partons as resolvable.
In order to calculate a finite probability for resolvable emissions a trick is used based on
Sudakov form-factors.
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Pqq(z) for q → qg
Pgq(z) for q → gq
Pgg(z) for g → gg
Pqg(z) for g → qq¯






Spin-averaged splitting functions for CF =
4





Figure 8.2.: The spin averaged splitting functions used in QCD parton showers.
8.4.2. Sudakov form-factors
By introducing an ordering variable q (typically p⊥ is used, as e.g. in Sherpa and Pythia8)
that has a maximum value of Q (q < Q) it is possible to calculate a probability for the
most energetic (hardest) branching by calculating the probability ∆i(Q
2, q2) not to have
any emissions between q and Q [79]:
∆i(Q















The probability not to have any emission is obtained when calculating ∆i(Q
2, Q20). Where
Q0 is a cut-off parameter that needs to be adjusted to data. This is called the Sudakov
form-factor which is used to generate Parton-showers in Monte-Carlo generators.
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In the Monte-Carlo programs, a uniform random number ρ ∈ [0, 1] is chosen and
equation (8.6) is solved for q. If q happens to be above Q0, a branching at scale q is
generated with z being picked according to Pji(z). As mentioned earlier, all systems
produced as the result of splitting are treated as new initial states for further branchings.
The parton shower algorithm comes to a stop as soon as none of the generated q is above
Q0.
The procedure described above applies to a parton shower that is applied to final state
partons (final state radiation, FSR). However, partons are found to radiate also prior to
the hard interaction (initial state radiation, ISR). For those, the same mechanism could
be used, starting from a parton picked from the proton, evolving it in terms of a parton
shower with one of the produced partons eventually undergoing the hard interaction.
However, this would be very inefficient as the correct kinematics for the sought after
hard sub-process would have to be generated by the parton shower by chance. Instead,
a modified algorithm is used for ISR actually starting from the hard sub-process and
evolving the parton shower backwards [79] to the PDF.
The non-emission probability for ISR showers is [79]:
∆i(Q



































It should be noted that the actual procedure involves many more details such as final state
parton showers applied to particles generated from ISR (IFSR). Further, implementations
differ between the codes of Sherpa and Pythia8. For instance, Pythia8 introduces quite a
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number of parameters, such as different values of αs and cut-offs Q0 in different showers
(ISR, FSR, IFSR), while Sherpa modifies the radiation pattern by substituting the hardest
emissions with matrix elements (Section 8.4.4).
8.4.3. Logarithmic accuracy
A very strong feature of parton-showers is the so-called logarithmic accuracy which
exploits the fact that in the perturbation series certain terms occur at all orders and that
the emissions are ordered by hardness (p⊥). Those terms have a logarithmic structure
that are known to be large (and therefore dominating the terms at a particular order) in
at least some regions of phase space. This gives rise to the fact that neglecting all other
terms from the perturbation series except the logarithms gives a very small error. This
technique is often referred to as “resummation”.
8.4.4. Merging
The approximation made in parton showers is called “soft-collinear approximation” which
implies that a parton shower algorithm is good/exact only if no wide-angle emissions
happen. The underlying reason is that the individual emissions are treated independent
from each other. The situation can be improved by a so-called merging of parton-showers
and the matrix element which is a method to correct the first (hardest and therefore
most wide-angle) parton-shower emission after the full parton-shower sequence of an
event by means of replacement of the first parton-shower emissions at scale “ti” with a
tree-level matrix-element.
The procedure requires the introduction of a merging-scale, QCUT, that needs to be chosen
properly as it tells the Monte-Carlo generator at what scale in the evolution variable the
parton shower should take over.
The general idea of merging is a reclustering of the 2→n kinematics in order to find
the scales ti where the parton shower algorithm would have produced the emission
(or branching) corresponding to the legs found in the matrix element calculated. The
procedure needs to be carefully designed in order to avoid double-counting of emissions.
In the example shown in Figure 8.3 a matrix elements with 4 legs was generated, two of
which are leptons and hence do not participate in strong interations. The reclustering
first tries to “undo” the last splitting and finds that the parton shower would have split
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the gluon into two gluons at a scale t2. The next step in the procedure is to find the scale
t1 where the parton shower algorithm would have radiated the gluon off of the outgoing
quark leg.
In summary, four scales are known, the starting scale of the parton shower evolution,
t0, identical to the known scale of the hard process, further, the merging gives us the
end-scales of the first and second branchings, t1 and t2 as well as the merging scale
QCUT. With those scales at hand it is possible to calculate the corresponding Sudakov
form-factors S(t0, t1) , S(t1, t2) S(t2, QCUT) which allow to correct the parton shower in
the sense that it does not generate emissions between the scales t0 and QCUT.
As of today, two such methods are available. The CKKW [83, 84] (Catani-Kuhn-
Krauss-Webber) approach which is an exact inversion of a parton-shower and the
MLM [85] (Mangano) merging which is a not as effective approximation using a cone-jet
clustering algorithm. CKKW is implemented and used in the Sherpa samples used in
this analysis.

























Figure 8.3.: Illustration of the merging procedure of a parton shower and a matrix
element.
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8.5. The Sjo¨strand-Zijl MPI model
As this measurement specifically aims to be sensitive to multiple parton interactions, a
brief summary of the models present in the Monte-Carlo simulations used is given in this
section.
The MPI model implemented in both generators used in this analysis is the Sjo¨strand-
Zijl model proposed in 1987 that attempts to describe the charged particle multiplicity
distribution measured at the UA5 experiment [86]. The starting point is the interpretation
of the hard cross-section (equation (8.1)) exceeding the total cross-section being a
manifestation that more than one pair of partons can undergo a hard interaction as two
protons collide. Thus, the extended and composite nature of protons is paid attention to.
Simply put, the MPI model generates additional 2→ 2 scatters that yield partons which
are again subject to ISR and FSR thus adding to the overall event activity.
The model assumption is that the mean number of parton-parton interactions is propor-
tional to σ2→ 2
σND






with σND calculated according to [87] as the difference of σtot, diffractive and elastic
cross-section:
σND = σtot − (σel + σDD + σSD) (8.10)
where σtot, σDD, σSD and σel are obtained from fits of Reggeon trajectories to data.
The perturbative QCD cross-section (equation (8.1)) in its differential form can be written
as function of p⊥ [86]:
2Elastic and diffractive processes are characterised by the exchange of colour-neutral objects (Pomeron,
Reggeon. . . ), contrary to inelastic non-diffractive processes. Single and double diffractive (SD, DD)
processes lead to one and both protons breaking up while elastic processes keep the protons intact.
















where the scale Q2 has been set to p2⊥ =
tˆuˆ
sˆ
using the perturbativeMandelstam variables,
tˆ, uˆ and sˆ. The partonic hard-scattering cross-section σˆkij now describes the k-th possible
hard interaction between incoming parton i and j.








which is divergent with p⊥,min→ 0 . In order to retain a finite result, the model introduces
p⊥,min as a cut-off that is considered as a tuneable parameter.
In Figure 8.4 the hard cross-section is shown as function of
√
s for several values of
p⊥,min and for different parton distribution functions. In addition, the total cross-section,
calculated by Donnachie-Landshoff [88] is drawn, showing that the hard partonic
cross-section quickly exceeds not only the non-diffractive but also the total cross-section.
8.5.1. Impact parameter dependence
Further, the model introduces an impact parameter dependence, based on assumptions
about the overlap of hadronic matter as two protons collide. By doing so, the mean
number of interactions, 〈n〉 (equation (8.9)), becomes dependent on the impact parameter,
b (See Figure 8.5)i, i.e. 〈n〉→ 〈n˜(b)〉. Typically, some variation of Gaussian distributions
is chosen to model the aforementioned matter distribution inside hadrons. The free
parameters of this model are usually related to the widths of the Gaussian distribution
chosen. Agreement with data is obtained by tuning these parameters to data. The
general idea is that the smaller the impact parameter is, the larger the overlap of the
matter distributions of the incoming protons and thus the higher the probability of
additional parton-parton interactions gets.
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σ2→2, p⊥ ≥ 2 GeV, LO PDF
σ2→2, p⊥ ≥ 2 GeV, NLO PDF
σ2→2, p⊥ ≥ 5 GeV, LO PDF
σ2→2, p⊥ ≥ 5 GeV, NLO PDF
Datab












Figure 8.4.: The total proton-proton cross-section (red line [88]) and the hard parton-
parton cross-section (calculated with Pythia8) for several MSTW08 parton
distribution functions [89] and cross-section cut-offs, p⊥,min, as function of√
s. The data points show corresponding measurements of the total-cross-
sections from ISR [90], UA(4) [91], UA(5) [92], E711/811 [93, 94], CDF [95]
and TOTEM [96].
(a) Small impact parameter
b
(b) Large impact parameter
Figure 8.5.: Illustration of the impact parameter dependence of Multitple Parton In-
teractions (MPI). A small impact parameter, b, leads to a large overlap of
hadronic matter and thus increases the probability of MPI, while a large
impact parameter (grazing collision) has a low probability to generated MPI.
The impact parameter dependent expectation value of the number of all parton-parton
interactions is assumed to be linearly related to the matter overlap, O˜(b):
〈n˜(b)〉 = k O˜(b) = f(b)〈kO˜〉 (8.13)
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The last equality in equation (8.13) represents the aim of the model, which is to formulate
an impact parameter dependent enhancement factor, f(b), that drives the number of
parton-parton interactions, n˜, while absorbing the linear constant, k, into the matter over-
lap. By doing so, the mean matter overlap, 〈O˜〉 (integrated over all impact parameters),




which is thus independent from the actual normalisation of the matter overlap, O˜(b).
Some care must be taken requiring that a first (hard) interaction has taken place already.
Assuming that parton-parton interactions occur independently from one another the
probability that two protons with impact parameter b will interact can be calculated
according to Poissonian statistics as













Using equation (8.15), 〈O˜〉 can be defined such that for events with n˜ > 0, the average
enhancement factor 〈f(b)〉 is equal to one [86]:
〈O˜〉 =
∫ O˜(b) P (b) d2b∫
P (b) d2b
(8.16)
Putting it all together, the mean number of parton-parton interactions is given by
〈n˜(b)〉 = c · f(b)σ2→ 2(p⊥,min)
σND
(8.17)
with c being the impact parameter independent quantity c = (
∫ O˜(b) P (b) d2b)/(∫ O˜(b) d2b).
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In the event generation, the non-diffractive cross-section is calculated according to [87]
and σ2→ 2(p⊥,min) is calculated perturbatively according to equation (8.12). An impact
parameter b is randomly chosen according to f(b), yielding the average number of parton-
parton interactions for this event from which Poissonian distribution is constructed
which is used to randomly pick the actual number of MPI for this event.
8.5.2. Double Gaussian matter distribution
A common option to model the matter distribution inside protons is a double Gaussian
distribution, ρDG(r). In this picture, the proton consists of a core region that contains
the fraction β ∈ [0, 1] of the overall hadronic matter. The relative size of this core (w.r.t.
the proton size) is steered with the parameter a2 ∈ [0, 1]. The remaining matter fraction










+ (1− β) exp [−r2] (8.18)
The corresponding matter overlap, O˜(b), as function of the impact parameter, b, and z
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Examples of the resulting matter overlap distribution used in Sherpa are given for
several parameter sets a2, β in Figure 8.6a. The default of the Sherpa version used in
this analysis (a2 = 0.437, β = 0.842, black line) is very close to a single Gaussian
distribution. Further, the plots show that for small core regions (a2 = 0.1) the matter
fraction parameter β has a large influence on the overall shape of O˜. For values of
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a2 > 0.5 the matter distribution essentially becomes a single Gaussian distribution, i.e.
the last term in equation (8.19) dominates.
a2 = 0.437, β = 0.842
a2 = 0.5, β = 0.5
a2 = 0.5, β = 0.1
a2 = 0.5, β = 0.9
a2 = 0.1, β = 0.5
a2 = 0.1, β = 0.1
a2 = 0.1, β = 0.9
a2 = 0.9, β = 0.5
a2 = 0.9, β = 0.1
a2 = 0.9, β = 0.9





























Figure 8.6.: Matter overlap distributions used in the MPI models in Sherpa (a) and
Pythia8 (b) to determine the mean number of parton-parton interactions
per event.
8.5.3. Implementation differences between Pythia8 and Sherpa
Although, both MC generators used in this analysis use the Sjo¨strand-Zijl MPI model,
some details between the implementations differ between Sherpa and Pythia8. Table 8.2
gives a quick overview of these differences which will be explained in the following.
Pythia8 specifics
Exponential matter distribution:
The Pythia8 samples used in this analysis (Tune 4C, introduced in Pythia8.145) were
generated using an exponential matter overlap of the form
O˜exp(b, P ) = exp
[−bP ] (8.20)
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which introduces a new tuning parameter, P ∈ [0, 10], that steers the functional form
of the matter overlap. The matter overlap according to equation (8.20) is shown in
Figure 8.6b for several values of P . It shows a strong sensitivity to P . The value used
in Tune 4C is P = 2.0 which yields a simple Gaussian matter overlap. In the limit of
P →∞, the impact parameter dependence vanishes. Recent tunings [97] show that the
data prefer values P at about 0.2, which results in a comparably spiked behaviour at b
close to zero, and which is significantly different from the value used in Tune 4C (version
8.145 of [98]).
Colour reconnection:
The mechanism of colour reconnection was introduced in order to describe measurements
of the mean transverse momentum of charged particles as function of an event’s charged
multiplicity (〈p⊥〉 vs. Nch). It is an ad-hoc procedure to merge separate subsystems n
the event-generation process that are the result of multiple parton interactions. The
colour-field is modelled in Pythia8 using (Lund) strings. Colour-reconnection aims at a
reduction of the total length of all strings than span between various subsystems, prior
to the fragmentation (Section 8.7.1). All such subsystems are ordered in p⊥, allowing for
the calculation of the probability of merging the system of lowest scale p⊥ with the next
lowest one in order to reduce the total (Lund) string length and eventually to manipulate
the number and hardness of produced hadrons:
PCR =
1
1 + ( p⊥
κ · p⊥,min )
(8.21)
The parameter κ ∈ [0, 10] is another tuning parameter that needs to be adjusted to data.
Figure 8.7 shows corresponding graphs for several values of κ at a typical reference scale
of p⊥,min = 2 GeV. Independent of κ it can be stated that the probability is generally
higher for low-p⊥ systems, i.e. it is harder in the algorithm to merge two high-p⊥ systems.
This behaviour is exactly what is needed in order to describe the aforementioned data
(〈p⊥〉 vs. Nch). The authors admit [99] that
“The true origin of this behaviour and the correct mechanism to reproduce it remains one
of the big unsolved issues at the borderline between perturbative and nonperturbative
QCD.”






















Figure 8.7.: Pythia8’s colour reconnection probability to merge a system generated at
scale p⊥ with the next highest p⊥ system (equation (8.21)) for several values
of the tuning parameter κ. The reference scale p⊥,min is set to 2 GeV in
these plots.
Sherpa specifics
In contrast to Pythia8, Sherpa does not have a mechanism for colour reconnections.
Further, it introduces another tuning parameter SIGMA ND FAC∈ [0, 1] that is multiplied
with σND in equation (8.17) and thus manipulates the mean number of parton-parton
interactions.
Sherpa Pythia8
Matter overlap double Gauss exponential
Colour reconnection — 
SIGMA ND FACTOR  —
Table 8.2.: Overview of most important differences of the Sjo¨strand-Zijl MPI model
between Sherpa and Pythia8.
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8.5.4. PDF considerations
The parton distribution functions are rescaled after each parton-parton collision in an
event, reserving the nominal PDF (evaluated at the scale of the hardest interaction) for








a , thus the amount of energy already taken out of the colliding protons is
taken into consideration for all subsequent scatterings.
8.5.5. Model limitations
When first proposed, the Sjo¨strand-Zijl MPI model also introduced an energy depen-
dence of the cut-off parameter p⊥,min which was motivated by the scaling of the total
cross-section with the centre-of-momentum energy [88] with the unfortunately cancelled
Superconducting Super Collider in mind (
√
s = 40 TeV). Thus, the model was expected
to be accurate to energies up to 40 TeV using the following energy evolution:
p⊥0(
√






where p⊥0,ref is the tuning parameter that is equivalent to p⊥0(
√
s) at a reference scale
(typically chosen to be 1.8 TeV) and Exponent is another tuning parameter which is
supposed to determine the energy scaling of p⊥0 .
However, extensive tuning studies performed at the advent of the first LHC data at√
s = 7 TeV showed that a common description of experimental data with the scaling
in equation (8.23) is only possible if the model parameters are tuned to data from two
different
√
s. Adding data of a third or more scales breaks agreement with data [97].
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8.6. Primordial k⊥
Most of the transverse momentum of partons inside the protons prior to an interaction are
generated by ISR showers. However, discrepancies of model predictions with data (mostly
the transverse momentum of Z-bosons produced at the Tevatron collider [100]) led to
the introduction of a mechanism that accounts for any other source of transverse parton
momentum not considered by ISR. This includes the Fermi-motion [101] of partons
of O(300) MeV, unresolved ISR shower activity below a cut-off scale and any other
shortcomings of the parton-shower. The mechanism to generate additional transverse
parton momentum is called “primordial k⊥”.
In the model implementations of both, Sherpa and Pythia8, the primordial transverse
momenta of particles are randomly chosen according to a positive Gaussian distribution
with a cut-off (required for computational reasons) at a scale of the order of 10 GeV.
The latter is treated as a phenomenological parameter that is subject to tuning to
experimental data as is the width of the Gaussian.
An example distribution with 〈k⊥〉 = 2 GeV can be found in Figure 8.8.
σ = 2 GeV, cut-off=10 GeV → 〈k⊥〉 = 2 GeV












Figure 8.8.: Example distribution for the sampling of primordial k⊥ in MC generators
with typical values of the tuning parameters σ (width of Gaussian) and the
cut-off needed for computational reasons.
8.7. Hadronisation and decay
The result of the description so far are partons, either produced directly by the hard
sub-process or MPI or as the result of parton shower activity. However, these object
need to be transformed into physical object, i.e. hadrons. The transition, which is called
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hadronisation, is performed using models. While Pythia8 implements the “Lund string
model”, Sherpa’s hadronisation is based on a cluster model. The result of each model are
hadrons that are further decayed, based on the lifetime and branching ratios implemented.
Thus, a fully exclusive final state with observable hadrons is generated.
8.7.1. Lund string model
The principle idea of the Lund string model [102] is that colour dipoles, e.q. a quark-anti-
quark pair move away from one another thus increasing the potential energy between
the two (described as semi-classical strings) until the string breaks into smaller pieces,
forming colour singlet objects (hadrons). Such a sub-system may break further, if the
invariant mass is large enough to potentially allow for the production of two lighter
hadrons. The whole procedure introduces a plethora of parameters that steer flavour,
spin and angular momentum of produced hadrons.
8.7.2. Cluster model
The cluster model of hadronisation implemented in Sherpa relies on the pre-confinement
property of parton-showers [103] if all gluons have split into qq¯ pairs. In that case, each
quark is colour-connected to exactly one anti-quark. These systems are called clusters
and they are further evolved by splitting into hadrons. The algorithm forces each gluon
to split just after the parton shower evolution has come to a stop. Thus, the initial
clusters are potentially at a large scale. Several tuning parameters determine the fate of
the high mass cluster, it may decay into two lighter clusters, or if its mass and quantum
numbers are suitable, transform into a hadron. It should be noted that the cluster model
in Sherpa, in contrast to Pythia8, requires full hadron-multiplets in order to achieve the
transition of clusters to hadrons, which is why the variety of hadrons produced by Sherpa
is much larger than that by Pythia8.
8.8. QED radiation
The Monte-Carlo generators used in this analysis use different ways to emit photons of
electrically charged objects. Pythia8 uses the same parton shower algorithm that was
also used for QCD radiation. Thus, photon emissions are ordered in p⊥. Further, the
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QED shower exhibits the same soft-collinear approximation present in the QCD shower,
thus yielding accurate descriptions if the emission of photons is collinear.
Sherpa on the other hand uses an implementation of the YFS (Yennie, Frautschi,
Suura) model [104] that allows for higher-order corrections of the QED radiation. The
main difference in the results w.r.t. a parton shower is that also the wide-angle emission
of soft photons is described correctly [105]. In the signal events used in this analysis,
YFS is applied to the charged leptons as well as electrically charged hadrons after they
were produced in the hadronisation step.
A consequence of the two different approaches will become important in the definition of
leptons used when unfolding data (Chapter 12).
8.9. Detector simulation
In order to obtain Monte-Carlo datasets that are comparable with reconstructed data it
is necessary to firstly process the simulated events as described above (“hadron-level”)
with a software that simulates the interaction of the generated particles with matter, i.e.
the ATLAS detector itself and secondly to simulate the response of the electronics to
interaction with the simulated particles, thus yielding simulated data (“detector-level”)
that can be reconstructed just like real data events.
Since the ATLAS detector is a very complex machine, the position and alignment of its
components is not known with infinite precision. Moreover, the condition of detector
modules deteriorates with time depending on how much they are exposed to radiation.
This is why databases of the geometry and the condition of subsystems of the detector are
constantly updated. These databases serve as another input to the detector simulation,
which is performed using the software Geant4 [106].
As the simulation of the interaction of particles especially with the calorimeters (lots of
material) is very time consuming, a fast simulation was used for the detector simulation
of the signal samples used in this analysis. The software is called ATLFAST2 [107] and
replaces the full simulation of the calorimeters with parametrisations obtained through
full simulations of single particle interactions with the calorimeters. Studies [108] have
shown very good agreement of the fast with the full simulation with differences of up to




reconstructed tracks and leptons
In this chapter, systematic effects on reconstructed distributions due to the reconstruction
of charged particle tracks and leptons are presented. The propagation onto the final
results is described in 12.5.
9.1. Track reconstruction efficiency
The event-shape variables used in this analysis are calculated from reconstructed tracks.
The latter can only be reconstructed with a certain efficiency ε, which has been determined
with Monte-Carlo samples. For each Monte-Carlo event, information prior to the detector
simulation (“truth“) and information after the detector simulation and reconstruction
is available. Thus, efficiencies can be obtained by matching reconstructed tracks with
corresponding truth information [109].
The efficiency, ε, is a function of p⊥ and η of reconstructed tracks that has a systematic
uncertainty, ∆ε(η, p⊥), associated with it. The tracking efficiency and its systematic
uncertainties were determined in [109]. Figure 9.2a shows the dependency of ε(η, p⊥) on
η and p⊥ of reconstructed tracks. Four sources of systematic uncertainties are quantified
therein. They will be explained in the following paragraphs. A summary of numerical
values of relative systematic uncertainties, ∆ε
ε
, can be found in Table 9.1 and a graphical
representation in Figure 9.2b.
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9.1.1. Material systematics, ∆εmat(η)
The simulation of the ATLAS detector is very complex. Especially the material dis-
tribution and its interaction with particles is not precisely known. Hence data-driven
tests were developed in order to estimate the uncertainty of the track reconstruction
due to the material modelling in the detector simulation. In [109] two methods are used.
One is based on the decay of K0S→ π+π− and the precisely known invariant mass of the
K0S. The other compares the length of reconstructed tracks in data with the length of
tracks reconstructed from simulated events. Both methods compare the results obtained
from data with several different material distributions in the detector simulation. The
estimated uncertainty was found to be independent on the transverse momentum of
tracks with p⊥ > 500 MeV as they are used in this analysis. The η-dependence shows
that the uncertainties are small for the barrel part of the inner detector but grow in
the end-caps (Figure 9.2b, Table 9.1). This shows a significant miss-modelling of the
detector-material in the vicinity of service structures and cooling pipes.
9.1.2. Track selection, ∆εsel
The track selection (Chapter 5.1.3) itself introduces a systematic uncertainty of the
track reconstruction efficiency. The transverse impact parameter cut and the cut on
b-layer hits, both introduced to reduce the contamination with tracks from secondary
interactions (with detector material), are varied to estimate ∆εsel(η). A comparison
of the resulting cut efficiencies in MC and data led to an estimate of ∆εsel(η)
ε
= 0.01,
independent of η and p⊥ for tracks with p⊥ > 500 MeV as they are used in this analysis.
9.1.3. Badly measured tracks with ptrk
⊥
> 10 GeV, ∆εhighpT(η, p⊥)
Badly measured (MC) tracks are defined as tracks reconstructed with a transverse
momentum preco⊥ ≥ 10 GeV with a corresponding matched generated particle transverse
momentum pgen⊥ < 5 GeV. Such large discrepancies arise primarily due to interactions
of comparably low-p⊥ charged particles with detector material. An illustration of this
process can be found in Figure 9.1. This effect was found to happen most likely at large
values of |η|. The fraction of badly measured tracks was determined in Monte-Carlo and
data using various techniques. However, the high |η| region suffers from low statistics,
thus making it complicated to calculate correction factors for Monte-Carlos. Instead, a




Figure 9.1.: Illustration of a badly measured track. In this example, a comparably
low-p⊥ charged particle (blue line) coming from the left produces hits in the
inner detector (black dots). Then it interacts with detector material (yellow
circle) resulting in it being scattered and producing a second set of hits.
The reconstruction algorithm may reconstruct these hits as coming from a
very high-p⊥ track (red line). The original image can be found in [109].
conservative approach was chosen by using the fraction of badly measured tracks in data
as additional source of systematic uncertainty of the tracking efficiency. The fraction was




is of the order of 2% in the central part of the inner detector (4%
for track with p⊥ > 30 GeV) but rises dramatically to values of up to 80% for |η| > 2.25.
The asymmetry is due to the large statistical uncertainties in the data in this η region.
9.1.4. Goodness-of-fit cut for badly measured tracks, ∆εGoF(p⊥)
A cut on the goodness-of-fit measure of tracks with p⊥ > 10 GeV was used in the
determination of the tracking efficiency with the aim to reduce the fraction of badly
measured tracks. A flat conservative systematic uncertainty of ∆εGoF
ε
= 10% is introduced
to cover differences in the cut efficiency when comparing MC with data.
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(b) Relative systematic uncertainties
Figure 9.2.: Track reconstruction efficiency, ε, as estimated in [109]. The central values
are shown in (a) as function of the track-p⊥ and η. (b) shows a summary of
the corresponding relative systematic uncertainties as function of a track’s
pseudorapidity η.
|η| < 1.3 ∈ [1.3, 1.9) ∈ [1.9, 2.1) ∈ [2.1, 2.3) ∈ [2.3, 2.5)
∆εmat
ε
0.02 0.03 0.04 0.04 0.07
∆εsel
ε
0.01 0.01 0.01 0.01 0.01
∆εGoF
ε
(ptrk⊥ > 10 GeV) 0.1 for all values of η
η < −2.25 ∈ [−2.25, 2.25] > 2.25
∆εhighpT
ε
(ptrk⊥ ∈ (10, 15] GeV) 0.2 0.02 0.012
∆εhighpT
ε
(ptrk⊥ ∈ (15, 20] GeV) 0.3 0.02 0.25
∆εhighpT
ε
(ptrk⊥ ∈ (20, 30] GeV) 0.5 0.04 0.25
∆εhighpT
ε
(ptrk⊥ > 30 GeV) 0.8 0.1 0.45
Table 9.1.: Relative systematic uncertainties on the track reconstruction efficiency for tracks
with ptrack⊥ > 500 MeV. The values are taken from [109].
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9.1.5. Track “killing”
The general idea to account for ∆ε(η, p⊥) is to randomly remove reconstructed tracks
from simulated events thus producing reconstructed observables corresponding to a
smaller than nominal tracking efficiency ε(η, p⊥)−∆ε (“killing” technique). ∆ε(η, p⊥) is
calculated using the systematic uncertainties described above, adding them in quadrature:
∆ε(η, p⊥) =
√
∆εmat(η)2 +∆ε2sel +∆εGoF(p⊥)2 +∆εhighpT(η, p⊥)2 (9.1)
Since it is impossible to add tracks of non-reconstructed particles, the method is asym-
metric. However it is assumed that the effect is symmetric. The removal works as
follows.
For each reconstructed track ε(η, p⊥) and ∆ε(η, p⊥) are determined. Then a binomially
distributed random number (p = ε−∆ε), B, is used to decide whether to keep this track
or to remove it from the event:
B =
0 → remove track1 → keep track (9.2)
This results in observables calculated from fewer tracks than nominal, corresponding to
a modified (smaller) track-reconstruction efficiency.
In Figure 9.3 the ratio plots of observables measured using the nominal and the modified
tracking efficiencies are shown. It can be seen that those observables where the number
of tracks enters the definition (Ntrk, Beamthrust,
∑
p⊥) are a lot more susceptible to
this effect than event shapes like transverse thrust. For the former, differences of up
to 20% can be observed while the latter show an effect of up to 3% only. Further, the
plots show that the effects observed are fairly independent from the specific Monte-Carlo
sample used.
The propagation of ∆ε onto final results is discussed in Chapter 12.
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9.2. Lepton systematics
In this section, the systematic effects related to the reconstruction of leptons are explained.
Although the leptons are removed from the final selection tracks when calculating
observables, the lepton systematics affect the reconstructed Z-boson transverse momentum
in data and MC. This is especially important for the final correction step of this analysis,
the unfolding (Chapter 12) where the subdivision of the data into p⊥(Z) phase-space
regions is performed based on the reconstructed p⊥(Z).
9.2.1. Electron systematics
The treatment of reconstructed electrons requires several consecutive corrections that
have to be applied in the following order
1. Correct the energy resolution (MC only)
2. Correct the energy (data and MC)
3. Correct electron efficiencies (MC only)
Electron energy resolution, δEsmear
The electrons reconstructed from Monte-Carlo samples have previously run through the
detector simulation. Remaining differences between the obtained energy resolutions with
respect to data are corrected for by multiplying the reconstructed electron energies with
a dimensionless smearing factor, σres:





The resolution correction ∆Ereco is obtained by pulling a random number from aGaussian
distribution G with a mean of 0 and width σres(ηe) ·Ereco. The resolution σres itself is
dependent on the electron pseudorapidity, ηe, and has been measured in data [110]
(Figure 9.4).
The statistical uncertainties of σres are propagated as systematic uncertainties on Esmear
by varying σres within its errors δσres:















































Figure 9.4.: The data resolution [48] used to smear the reconstructed electron energies
reconstructed from Monte-Carlo samples processed with the ATLAS detector
simulation (equation (9.4)).
δEsmear = Ereco + G
(
0, [σres(ηe)± δσres(ηe)] ·Ereco
)
(9.4)
The resulting systematic uncertainty on the event-shape distributions of this analysis is
negligible, it rarely exceeds the statistical uncertainties (Figure 9.10).
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Electron energy correction
Differences between the line shapes (ratio of the normalised Me−e+ distributions in MC
and data) of the reconstructed invariant di-electron mass, Me−e+, are ab initio present
when comparing data and Monte-Carlo. To correct for this, an energy correction is
performed by applying a correction factor that is dependent on the electron energy and
pseudorapidity to the (smeared in case of MC) reconstructed electron energy [110]:
Ecorr =
Ereco/smear
1 + α(Ereco, ηe)
(9.5)
α(Ereco, ηe) has several components that have different uncertainties associated with
them:
α = αZee(ηe) + αPS(ηe, Ereco) + αmaterial(ηe, Ereco) (9.6)
The individual αi will briefly be explained in the following.
αZee(ηe): This describes the nominal correction when comparing reconstructed data and
fully reconstructed Monte-Carlo properties. Three sources of systematic uncertainties
have been evaluated:
1. Statistical uncertainties in the Monte-Carlo sample used, ∆αZeeStat
2. Systematic uncertainty due to usage of different Monte-Carlo simulations, ∆αZeeGen
3. Systematic uncertainty due to the extraction method of α, ∆αZeeMethod
The central values of 1
1+αZee
as well as the corresponding uncertainties are shown in
Figure 9.5. It shows that the uncertainties on 1
1+αZee
are rather small (< 1%). These
uncertainties are propagated in this analysis by individually varying αZee within those
errors and thus obtaining slightly different correction factors 1
1+α
:
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δEZeeStat : αZee±∆αZeeStat (9.7)
δEZeeGen : αZee±∆αZeeGen
δEZeeMethod : αZee±∆αZeeMethod
The effect of these systematic uncertainties is visible in the ratio plots of the reconstructed
Ntrk and p⊥(Z) distributions (Figure 9.10). The individual contributions are of the order
of a few percent.
αmaterial(Ereco, ηe): In addition to the purely Monte-Carlo related contribution to α
described above, systematic studies have been performed in order to estimate the effect
of more or less material in the ECAL description of the detector simulation [110].
The values of 1
1+αmaterial
as well as the corresponding systematic uncertainties obtained in
[110] are displayed for some typical electron energies in Figure 9.6.
When propagated in this analysis, the nominal correction factor is varied up and down
corresponding to the systematic uncertainties of αmaterial:
δEmaterial : αmaterial±∆αmaterial (9.8)
The effect of these systematic uncertainties on the p⊥(Z) distribution is shown in Fig-
ure 9.10. It reaches up to 3%.
αPS(Ereco, ηe): A similar study of adding or removing material has been performed for
the pre-sampler as well [110].
The propagation of the corresponding systematic uncertainties (Figure 9.7) is again
performed by varying the nominal correction factor up and down:
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w˜MC = wMC · εID(e1) · εID(e2) · εreco(e1) · εreco(e2) (9.10)
Figure 9.9 shows the scale-factors for some typical electron energies as function of the
electron’s pseudorapidity. It shows that the values of εreco are not sensitive to the
electron’s transverse momentum. On the other hand, εID is the closer to 1 (i.e. no effect)
the higher the electron’s p⊥. Also, its systematic uncertainties shrink with growing p⊥.
These systematic uncertainties are propagated through the analysis by varying the
individual scale factors within its uncertainties, leading to modified total scale factors δε,
thus obtaining slightly different MC event weights, δw˜MC = wMC · δε:
δεID =

[εID(e1) + ∆εID(e1)] · [εID(e2) + ∆εID(e2)] · εreco(e1) · εreco(e2)
[εID(e1)−∆εID(e1)] · [εID(e2)−∆εID(e2)] · εreco(e1) · εreco(e2)
[εID(e1) + ∆εID(e1)] · [εID(e2)−∆εID(e2)] · εreco(e1) · εreco(e2)




εID(e1) · εID(e2) · [εreco(e1) + ∆εreco(e1)] · [εreco(e2) + ∆εreco(e2)]
εID(e1) · εID(e2) · [εreco(e1)−∆εreco(e1)] · [εreco(e2)−∆εreco(e2)]
εID(e1) · εID(e2) · [εreco(e1)−∆εreco(e1)] · [εreco(e2) + ∆εreco(e2)]
εID(e1) · εID(e2) · [εreco(e1) + ∆εreco(e1)] · [εreco(e2)−∆εreco(e2)]
(9.12)
The effect of these systematic variations on reconstructed observables is negligible. As
can be seen in Figure 9.10, the variations never exceed the statistical uncertainties.
Summary of electron systematics
The effects of the systematic variations explained in the previous paragraphs is shown in
Figure 9.10, where ratio plots of the variations w.r.t. the nominal reconstructed Ntrk and
p⊥(Z) distributions are shown for Pythia8 and Sherpa. For Ntrk (fully inclusive in p⊥(Z))
the effect of the systematic variations is of the same order of magnitude as the statistical
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9.2.2. Muon systematics
The reconstruction of muons introduces several sources of systematic uncertainty which
are all propagated through the analysis. The sources include efficiencies (reconstruction
and trigger) as well as corrections on the reconstructed muon transverse momentum.
Muon efficiency corrections
Similar to the electrons, the efficiency of the muon reconstruction but also that of the
trigger present in Monte-Carlo differs from that measured in data. Hence, again, scale
factors are applied to the Monte-Carlo event weights in order to correct for this effect.
Muon reconstruction efficiency, δSFreco: The muon reconstruction efficiencies were
obtained in Monte-Carlo and (2010) data events using a tag-and-probe method ([112],
B.1). As the algorithm and the conditions of the detector components relevant for the
reconstruction of muons did not change significantly in 2011, these efficiencies can be
applied to this analysis as well. The determined efficiencies as well as the corresponding
scale-factors are shown as function of the reconstructed muon p⊥ and η in Figure 9.11.
The latter are compatible with 1 within the uncertainties, ∆SFreco(µ), which amount up
to 2%.
These uncertainties are used in this analysis to estimate systematic uncertainties on
observables by varying the nominal values of the scale factors within their uncertainties.
The scale factors are applied to the reconstructed Monte-Carlo event weight, wMC, thus
the systematic variations are carried out as follows:
w˜MC = wMC ·
[SFreco(µ1) + ∆SFreco(µ1)] · [SFreco(µ2) + ∆SFreco(µ2)][SFreco(µ1)−∆SFreco(µ1)] · [SFreco(µ2)−∆SFreco(µ2)] (9.13)
The effect of these variations on reconstructed distributions is so small, that it never
exceeds the statistical uncertainties. Concerning the p⊥(Z) distribution, it has a slightly
larger effect on the observable obtained from the Sherpa sample than that obtained from
the Pythia8 sample (Figure 9.14), leading to slightly larger systematic uncertainties when
unfolding the data with the Sherpa samples (Chapter 12).
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Figure 9.11.: Muon reconstruction efficiencies and resulting scale-factors, SFreco, (ratio
plot) determined using reprocessed 2010 data [112] as function of the recon-
structed muon pseudorapidity (top) and transverse momentum (bottom).
Chain 1 corresponds to combined muons. The uncertainty bands show the
systematic errors.
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Muon trigger efficiency, δSFtrigger: The muon trigger efficiencies (for mu 18 MG) have
been determined for Monte-Carlo and data in [55]. The scale factors are simply the (ηµ)





The φ-averaged values as well as the uncertainties estimated in [55] are shown in
Figure 9.12. The uncertainties are of the order of 2 %.
Since the correction for this data-MC discrepancy is performed by multiplying the
Monte-Carlo event weight, wMC, with the trigger scale factors of both muons, systematic
uncertainties due to the uncertainties on SFtrigger(ηµ, φµ) are estimated by varying both
scale factors up and down within these uncertainties:
w˜MC = wMC ·
[SFtrigger(µ1) + ∆SFtrigger(µ1)] · [SFtrigger(µ2) + ∆SFtrigger(µ2)][SFtrigger(µ1)−∆SFtrigger(µ1)] · [SFtrigger(µ2)−∆SFtrigger(µ2)]
(9.15)
The effect of these variations on reconstructed distributions reaches up to 1% in the p⊥(Z)
distribution and is negligible in the fully inclusive event shape distributions (Figure 9.14
shows only Ntrk which is representative for all other event shapes).
Muon transverse momentum corrections
The reconstruction algorithm applies corrections to Monte-Carlo muons in order to match
their transverse momenta according to the resolution measured in data. The corrections
have been determined in [113] from the di-muon invariant mass distribution present
in data and in reconstructed Monte-Carlo events. These uncertainties are treated as
systematic uncertainties on the reconstructed muon p⊥ in this analysis.
The nominal correction is obtained from fits for combined muons (inner detector and







Since the LHC physics programme is set out primarily to measure the electroweak
symmetry breaking and to discover physics beyond the standard model, the processes
of interest typically have tiny cross sections, σp, compared to typical standard model
processes. As the number of events, Np, of a certain process, p, is connected with σp
via the luminosity (Np = σpL), the design of the LHC is such that the luminosity is as
large as technically possible, both in terms of the colliding beams, and the computing
resources available required for processing and storing collected data.
Thus, a high spatial density of protons within bunches brought to collision at the LHC and
their frequency can give rise to the phenomenon of more than one simultaneous proton-
proton interaction being overlaid in a reconstructed event. This effect is commonly known
as pile-up and is an inevitable consequence at any high luminosity collider experiment,
such as ATLAS. The readout electronics are simply too slow to resolve multiple proton-
proton interactions happening during a single bunch-crossing.
The probability for one particular proton to undergo an interaction with a proton from
the crossing bunch is extremely small, leading to the necessity to have ∼ 1011 protons
packed in a single bunch in order to have collisions at all. Since the interactions can also
be considered independent of one another, the actual number of simultaneous interactions
(in a fixed beam setup) is distributed according to a Poissonian with a mean 〈µ〉.
While the average number of simultaneous interactions, 〈µ〉, at the Tevatron never
exceeded 2.5, the ATLAS detector is designed to cope with 〈µ〉∼ 40. The data used
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in this analysis is from a period with 〈µ〉 = 5. The type of interactions happening in
these additional proton-proton collisions is of course also depending on the cross-sections
of processes possible at the LHC with the dominant one being so-called Minimum-
Bias events, which includes diffractive proton-proton interactions as well as soft QCD
scattering events. What they have in common is the production of charged hadrons and
therefore tracks in the reconstruction that overlay the tracks used in this measurement to
calculate event shapes. The latter were explicitly chosen because of their high sensitivity
to additional tracks coming from multiple parton interactions. Thus they are also highly
sensitive to additional charged particles coming from pile-up interactions.
In the following, the effects on the observables of this measurement from and a data-driven
correction strategy for pil-up is explained.
10.2. Influence of pile-up on event shape distributions
In Figure 10.1, the effect of pile-up contributions on some of the event shapes measured
in this analysis is demonstrated by comparing distributions obtained from reconstructed
properties of Pythia8 samples with and without pile-up. The plots show distributions
of the electron channel in the fully inclusive p⊥(Z) phase-space. Results for Sherpa
and other p⊥(Z) phase-space regions are similar. Obviously, the effect is of non-trivial
nature, i.e. it is not a simple constant shift but rather a bin- and observable-dependent
variation of up to 15% with the effect being even larger for Ntrk (Figure 10.1a). Thus, an
observable wise correction strategy needs to be applied.
10.3. Pile-up correction
For the data recorded at
√
s =7 TeV used in this analysis Monte-Carlo samples were
produced with pile-up interactions overlaid trying to match the pile-up conditions present
in data. This is achieved by merging reconstructed properties of simulated signal events
with simulated minimum-bias events with 〈µ〉 according to the one present in data1.
However, the description of predictions obtained from minimum-bias simulations with
data is not perfect. In fact, the disagreement is on the order of up to 20% for distributions
1Currently, attempts are being made to replace simulated Minimum-Bias events with measured ones






















































































































Figure 10.1.: Comparison of event-shape distributions obtained from the Pythia8 Z→ ee
sample without pile-up (red line) with event shapes obtained from the
corresponding Pythia8 Z→ ee sample with pile-up (blue line) in the fully
inclusive p⊥(Z) phase-space. The observed effect is dependent on the
observable under study and partially exceeds 20%.
like the transverse momentum of charged particles [80] in spite of the fact that the Monte-
Carlo simulations have been tuned very extensively. Thus, a correction strategy using
those Monte-Carlo samples would be very difficult to defend. Nonetheless, the Monte-
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Carlo samples with pile-up will prove to be an important test-bed for the data driven
pile-up correction procedure explained in the following paragraphs.
The pile-up correction used in this analysis is based on the “Hit Backspace Once More”
(HBOM [114]) approach which relies on recursive application of a (detector) effect on to be
measured distributions, the parametrisation of these distribution as function of how often
the effect was applied and subsequent extrapolation to zero-effect in order to correct for
the effect.
In the following, a detailed description is given of how the effect of pile-up contamination
on the event-shape distributions is modelled in a data-driven way and how the detector-
level correction-factors are obtained and applied. Further, tests of the method based on
Monte-Carlo samples will be presented as well as an explanation on how the systematic
uncertainties of the method are estimated.
10.4. The HBOM approach
HBOM tries to correct for effects of an imperfect detector (in our case pile-up) by recursive
parametrisation of that effect on data distributions and extrapolation of that effect to
zero. It then relies on the ability to mimic this effect which of course requires quite some
effort as one needs to understand the nature of its source. With this at hand one can
start from the distribution one would like to correct for pile-up, D1. It can be thought of
as the bare distribution with a one-time application of the detector effect.
If one knows how to mimic pile-up for a given dataset, its application on on D1 yields
a distribution D2 which corresponds to the bare distribution but recursively overlaid
with pile-up twice. One can repeat this procedure a number of times to get a set of
histograms {Di} that can be used to calculate a parametrisation of the observables as
function of the number of how often the bare distribution was recursively overlaid with
pile-up, Ncont. The final step (the actual correction) is then to extrapolate to D0.
The parametrisations are carried out bin-wise without accounting for bin-bin correlations.
We use the Professor[115] 2 tool-kit to calculate the parametrisations and extrapolations.
In Fig. 10.2) the application of the HBOM method for the correction of pile-up is exemplary
illustrated for the transverse thrust distribution obtained from the electron channel
Pythia8 sample with pile-up for a single bin (a) and the whole observable (b). The very
2The parametrisation is achieved by means of a singular value decomposition (SVD) [116]
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(a) Parametrisation, 1-bin example































(b) Parametrisation inputs and corrected distribution
Figure 10.2.: Illustration of the HBOM correction-procedure for transverse thrust obtained
from a Pythia8 sample. In (a) the dependence of the content of the highest
bin of the transverse thrust distribution on the number of recursively added
pile-up contaminations, Ncont, is shown (black dots). These serve as input
for the parametrisation, shown as blue line. The red dot is the extrapolation
to the null-effect, i.e. the bin content corrected for pile-up. In (b) the
parametrisation inputs are shown as well but for all bins of the observable.
The distribution corrected for pile-up (D0, null-effect extrapolation) is
shown as pink, dash-dotted line.
10.4.1. HBOM for pile-up correction
In order to be able to apply the HBOM method for a pile-up correction it is necessary to be
able to reproduce pile-up contaminations as realistically as possible, i.e. the effect of a
track coming from a pile-up interaction entering the signal track selection (Figure 10.3)
needs to be understood and reproduced. This is necessary as the reconstruction software
is no able to perfectly distinguish between tracks coming from the primary vertex and
tracks coming from pile-up vertices. Thus, the correction procedure will not attempt to
remove pile-up tracks on an event-by-event basis but correct for the collective effect of
pile-up on observables as a whole. While the exact procedure is described in Section 10.6
it is first necessary to define the inputs needed.
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Figure 10.3.: Distribution of z0 · sin θ of tracks used to define the signal selection window
of tracks in this analysis (|z0 · sin θ| < 1.5 mm, Chapter 5). The narrow
peak of signal tracks sits on top of a flat pedestal attributed to tracks
coming from pile-up interactions. The distribution is obtained from the
Pythia8 Z→ e+e− sample with pile-up. The fraction of pile-up tracks in
|z0 · sin θ| < 1.5 mm was determined for this sample to be 6.4%.
As has been explained in Chapter 5 the reconstruction software used in ATLAS is capable
of classifying vertices in an event as primary (type 1) and pile-up vertices (type 3). This
allows to determine the distribution of the number of pile-up vertices per event by simply
counting the type-3 vertices per event. Although a data-period with an approximately
constant number of simultaneous interactions (〈µ〉∼ 5) was analysed in this measurement,
this does not necessarily limit the applicability of the HBOM method as the distribution of
the number of additional proton-proton interactions is directly taken from the actual
distribution of the per-event number of type-3 vertices present in the sample one wishes
to correct for pile-up (Figure 10.4a). By doing do, the vertex reconstruction efficiency is
automatically taken into consideration.
Finally, and most important, the reconstruction algorithm is capable of associating tracks
to type 3 vertices, however only if such a vertex is well separated from another vertex.
This turned out to be crucial in the development of the correction method, since the
(as became clear) naive approach to simply remove those tracks associated to type-3
vertices was found to fail exactly due to type-3 vertices being too close to one another in
z, since it can happen that a single vertex is falsely reconstructed as two vertices close in
z (so-called split vertices). Thus, a method was developed that accounts for split vertices
by the construction of a library of pseudo-vertices using tracks in the vicinity of well
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10.5. The pile-up library
The pile-up library stores tracks in the vicinity of type-3 separately for each event
processed (called “pseudo-vertex” in the following) and also keeps track of the position of
the corresponding vertices along the beam-pipe, zvtx. The procedure is done separately
for each sample one wishes to correct for pile-up. In praxi this means separate libraries
for data and each Monte-Carlo sample with pile-up are created. Further and although not
necessarily important, the procedure is done separately for electron and muon channel
samples.
All type-3 vertices of events passing the nominal event selection of a sample are potential
candidates for the library, however, to safeguard against the effect of split vertices
mentioned earlier it is required that type-3 vertices have a minimum distance along the
beam line, ∆zvtxmin, from any other vertex (primary and pile-up) of 60 mm in order to be
selected for the pile-up library. An illustration of the vertex-selection procedure can be
found in Figure 10.5a.
The selection of tracks when constructing a pseudo-vertex at zvtx requires the tracks to
fall into a track selection window in the vicinity of zvtx. In order to select these tracks
similar to the signal tracks (Figure 10.3) a longitudinal impact parameter of each track
w.r.t. zvtx needs to be constructed. Its calculation requires the longitudinal impact
parameter of a track w.r.t. the primary vertex, z0,trk, which is a property of the track
reqconstruction algorithm as is the track’s polar angle θtrk. Finally, the (type-3) vertex
position, zPUvtx is required:
∣∣zPU0 · sin θtrk∣∣ := |(zPUvtx − z0,trk) · sin θtrk| < 3 mm (10.1)
Note that this selection window is larger than the nominal track selection window w.r.t.
the primary vertex when selecting signal tracks. This is necessary to be able to account for
a strafing superposition of the primary vertex with a pile-up pseudo vertex (Figure 10.5b).
For each track fulfilling the requirements above, the following properties are stored
to form the pseudo-vertex in order to allow the calculation of the longitudinal impact
parameter of a pile-up track w.r.t. a to be overlaid primary vertex, to decide whether a
track falls into the signal track selection when overlaid and to add the track three-vector
to the event:
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Table 10.1.: Overview of the available statistics of pseudo-vertices extracted from data and
Monte-Carlo samples available in the corresponding pile-up libraries.
• longitudinal distance to the type-3 vertex, zPU0 = zPUvtx − z0,trk
• angle between ~ptrk and the beam-line, θtrk
• three momentum vector ~ptrk = (px, py, pz)
Table 10.1 gives an overview of the extracted numbers of pseudo-vertices for all data and







(a) Vertex selection. Only the black vertices fulfil the isolation criterion of being 60 mm apart from




z0 · sin θtrk [mm]
Track-selection w.r.t. pile-up (pseudo-) vertex
Track selection w.r.t. primary vertex
6mm
(b) Sketch of overlapping vertices, illustrating the principal idea of how to add pile-up tracks to an
event, i.e. the track selection w.r.t. the primary vertex (white). Each track of a randomly
added pile-up vertex is probed whether it falls into the signal track selection window. In order to
allow for non-exactly overlapping scenarios (e.g. black vertex at the bottom), the track selection
window when constructing pile-up (pseudo-) vertices (black) needs to be chosen twice as wide as
the actual track selection window w.r.t. the primary vertex of |z0 · sin θtrk| < 1.5 mm.
Figure 10.5.: Schematic description of vertex and track selection for the pile-up library.
The y-coordinate is irrelevant here. In (a) only those vertices are considered
that suffice a minimum distance requirement to any other vertex in the
event. In (b) the selection window |(zPUvtx − z0,trk) · sin θtrk| is chosen wide
enough to allow for modelling of non-exactly overlapping vertices. The
nominal values for the cuts entering the selection of tracks are summarised
in Table 10.2. Note that only events passing the nominal event selection
are used.
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10.6. Mimicking the pile-up contamination
With the pile-up library and the distributions shown in Figure 10.4 at hand the pile-up
contamination can be mimicked on an event-by-event basis. To obtain the nominal
distribution (one-time pile-up polluted, i.e. data), D1 (Figure 10.2b), no additional
pile-up tracks are added. The recursive contamination of D1 with the aim to obtain
the two-times contaminated distribution, D2, the following steps are performed for each
event:
1. Pull a random number of pseudo-vertices, Nrdm, from the distribution of the number
of type-3 vertices per event corresponding to the data or MC sample to be corrected
for pile-up (Figure 10.4a). This number is used to determine how many pile-up
vertices are present in addition to the primary vertex in this event.
2. Pull Nrdm random vertex positions, zrdm,i, from the corresponding histogram (Fig-
ure 10.4b). For each of those, pick a random pile-up vertex from the library entry
corresponding to zrdm,i. Each of these vertices will contain a different number of
tracks. At this point, also the position of the Nrdm pseudo-vertices is known, as well
as the number of tracks associated to each of those.
3. For each of those tracks it is probed whether it falls into the signal track selection
window |(zPV − ztrk) · sin θtrk| < 1.5 mm (see Section 10.5). To do that, the distance
along the beamline of a track to the event’s primary vertex position, zPV, is calculated.
A track fulfilling∣∣∣∣∣
(
zPV + zrdm,i + z
PU
0,ij
Distance of track and pile-up vertex
)
· sin θijtrk
∣∣∣∣∣ < 1.5 mm
is then added to the list of an event’s signal tracks. The index i corresponds to a
certain pseudo-vertex and j to a track from its vicinity (Section 10.5).
In order to obtain the more-than-once HBOM contaminated distributions, D3...N , all
steps are repeated recursively N times.
10.6.1. Forward closure
The validity of the method can be test using Monte-Carlo samples. The test described
here checks if it is possible to derive the one-time pile-up contaminated distributions
152 Pile-up
D1 obtained from the Monte-Carlo sample without pile-up by applying the procedure
explained above once to each event when processing the corresponding Monte-Carlo
sample without pile-up.
Since the number of observables is very large in this analysis, it was chosen to only
present results for two observables for the low p⊥(Z) phase-space region, namely Ntrk
(Figure 10.6) and transverse thrust (Figure 10.7). The non-closure (difference between D1
obtained from pile-up sample and D1 obtained from sample without pile-up) is very small
(a few percent in some bins). It was found that observable where the number of tracks
does not enter the definition (transverse thrust and major, F-Parameter, spherocity) yield
a closure that is almost perfect in all bins in all p⊥(Z) phase-space regions. For all other
observables, bins with low statistics tend to show some deviation. No dependence of that
behaviour on the p⊥(Z) phase-space region was found. Further, results for the electron
and muon channel are very similar. The same is true when comparing Pythia8 and
Sherpa which gives confidence that the method will also work when recursively repeated
in order to obtain the parametrisations and eventually extrapolations to null-effect, i.e.
correction for pile-up.
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Pythia8 Z → ee, p⊥(Z) ∈ [0, 6) GeV with pile-up
Pythia8 w/o pile-up


































Pythia8 Z → µµ, p⊥(Z) ∈ [0, 6) GeV with pile-up
Pythia8 w/o pile-up




































Sherpa Z → ee, p⊥(Z) ∈ [0, 6) GeV with pile-up
Sherpa w/o pile-up
































Sherpa Z → µµ, p⊥(Z) ∈ [0, 6) GeV with pile-up
Sherpa w/o pile-up

































Figure 10.6.: Forward closure tests for the HBOM procedure to contaminate distributions
with pile-up in case of Ntrk. A comparison of the distribution obtained
from the Monte-Carlo sample with pile-up (black line) and the distribution
obtained from the corresponding Monte-Carlo sample without pile-up
before (blue line) and after one application of the procedure described in
Section 10.6 (red line) is shown for Pythia8 (top) and Sherpa (bottom).
Results of the electron channel are shown in the plots on the left hand
side, those for the muon channel on the right hand side. All plots show
results for the p⊥(Z) < 6 GeV phase-space region. The closure (black and
red line) was found to be of the order of 1. . . 2% for most bins with the
difference being covered by the (statistical) error-bars.
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Pythia8 Z → ee, p⊥(Z) ∈ [0, 6) GeV with pile-up
Pythia8 w/o pile-up






























Pythia8 Z → µµ, p⊥(Z) ∈ [0, 6) GeV with pile-up
Pythia8 w/o pile-up































Sherpa Z → ee, p⊥(Z) ∈ [0, 6) GeV with pile-up
Sherpa w/o pile-up































Sherpa Z → µµ, p⊥(Z) ∈ [0, 6) GeV with pile-up
Sherpa w/o pile-up
































Figure 10.7.: Forward closure tests of the HBOM procedure to contaminate distributions
with pile-up in case of transverse thrust. A comparison of the distribution
obtained from the Monte-Carlo sample with pile-up (black line) and the
distribution obtained from the corresponding Monte-Carlo sample with-
out pile-up before (blue line) and after one application of the procedure
described in Section 10.6 (red line) is shown for Pythia8 (top) and Sherpa
(bottom). Results of the electron channel are shown in the plots on the left
hand side, those for the muon channel on the right hand side. All plots
show results for the p⊥(Z) < 6 GeV phase-space region. The closure (black
and red line) was found to be of the order of 1% for most bins with the
difference being covered by the (statistical) error-bars.
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10.7. Correction closure tests and systematics
The results of the previous section allow to proceed with the HBOM procedure, i.e. the
production of more than twice contaminated distributions, the parametrisation of the
shape change as function of the number of pile-up contaminations and the extrapolation
to the null-effect. The ultimate test of the validity of the pile-up correction method is a
comparison of distributions free of pile-up, D0, obtained from the sample without pile-up
and obtained from the sample with pile-up after the pile-up correction. Obviously, these
tests are performed using Monte-Carlo samples. For a realistic comparison, the systematic
uncertainties of the method and their effect on the pile-up corrected distributions
need to be quantified first. All systematic uncertainties considered are related to the
parametrisation and thus affect the result of the extrapolation:
• Variation of the degree of polynomials used (Section 10.7.1)
• Smearing of parametrisation inputs within their statistical uncertainties (Section 10.7.2)
• Omission of anchor points of the parametrisations (Section 10.7.3)
To obtain the total uncertainty of the method, these systematic uncertainties are added
in quadrature. The individual components are explained in the following.
10.7.1. Degree of polynomials
The extrapolations used to obtain the distributions corrected for pile-up will depend
to some degree on the functional form of the parametrisation used which is based
on polynomials. The limiting factor for the order of the polynomials, n, used is the
computational cost which increases linearly with n, since the pile-up pollution is applied
recursively.
Further, the minimal number of anchor points required to calculate a parametrisation
using a one-dimensional polynomial of order n is Nn = n+ 1. Nn however does not yield
a sufficiently good parametrisation (in terms of closure tests), as the system of equations
used to obtain the latter is not over-constrained. A good quality of the parametrisation
requires Nn being at least 2 ·n (See [115] for a discussion). For all Monte-Carlo and data
samples, n = 11 anchor points were produced.
2nd order polynomials were found to be insufficient while 3rd order polynomials vastly
improve the performance of the HBOM method. Only small qualitative improvements
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are found when using 4th order polynomials. 5th order polynomials were deemed too
computationally expensive with only marginal improvements, which is why 4th order
polynomials are used to obtain the nominal extrapolations used to correct for pile-up.
It was thus chosen to be pragmatic about the estimation of a systematic uncertainty
due to the choice of the order of the polynomials, i.e. the symmetrised difference of
the extrapolations obtained using 3rd and 4th order polynomials is used as systematic
uncertainty.
Results for a selection of observables can be found in Figure 10.8 and 10.9. The uncertainty
rarely exceeds 2% except for bins with low statistics, e.g. Ntrk > 60.
10.7.2. Smearing of input data
The method used for the parametrisation (singular value decomposition, SVD) does not
take statistical uncertainties of the input data into account. In order to quantify the
effect on the extrapolations due to these nonetheless, the input distributions D1 · · ·D11
are smeared within their statistical uncertainties, thus creating slightly different inputs
for the parametrisations. The smearing is done using random numbers pulled from a
Gaussian distribution, Gbin(µ, σbin) with mean µ = 0 and standard deviation σbin, being
a bin’s statistical uncertainty.
Each input distribution is smeared 1000 times allowing for the calculation of 1000 slightly
different parametrisations and thus 1000 slightly different sets of extrapolations, {D˜0}.
For each bin of an observable the distribution of differences of the {D˜0} and the nominal
corrected histograms D0 is fitted with a Gaussian. The standard deviation of the
fit is then taken as the systematic uncertainty of that particular bin due to statistical
uncertainties present in the parametrisation inputs.
The estimated uncertainty is the dominant source of systematic uncertainties in most bins
(Figure 10.8 and 10.9) with values up to a few percent. In bins with low statistics and
thus large statistical uncertainties, the systematic uncertainty estimates rises significantly.
10.7.3. Variation of parametrisation inputs
Another systematic uncertainty estimate is obtained by omitting an anchor-point when
calculating the parametrisations so that the stability of the interpolation can be tested.
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It was chosen to never skip D1 such that the extrapolation is not too far away from the
interpolation. Thus n − 1 different parametrisations are calculated, omitting a single
anchor-point Dn, n ∈ [2, 11]. The largest deviations of these extrapolations in a particular
bin to the nominal extrapolation (using all Dn) is taken as systematic uncertainty of
that bin. The effect was found to rarely exceed 1% and being negligible in most bins
(Figure 10.8 and 10.9).
10.7.4. Closure-tests of the correction
To convince oneself that the HBOM pile-up correction works as expected, further closure tests
are performed, called “backward closure-tests” in contrast to the “forward closure-tests”
in Section 10.6.1.
This time, distributions free of pile-up, D0, obtained once from the sample without
pile-up and once obtained from the sample with pile-up after being corrected for pile-up
are compared.
When taking the total systematic uncertainty of the extrapolation into account, the
closure is found to be perfect for most bins of most observables. Especially transverse
thrust and minor as well as F-Parameter and Spherocity yield very convincing results.
However, a large difference in the first bin of the Ntrk distribution is not covered by the
uncertainties estimated.
The closure was found to be of similar quality for both Monte-Carlo samples in all p⊥(Z)




10.8. Stability test of the pile-up library
A final test of the pile-up correction method investigates the stability under changes of
the two parameters driving the vertex and the track selection for the pile-up library, i.e.
the minimum distance of vertices, ∆zvtxmin, and the track selection window,
∣∣zPU0 · sin θtrk∣∣.
In the following, the results of a study are presented where these parameters were varied
in a correlated way of ± 10 % from their nominal values (see Table 10.2). By doing so,
four different pile-up libraries are generated (V1. . . V4) that, depending on the variation,
contain more or less isolated pseudo-vertices as well as more or less tracks associated
with them compared with the nominal pile-up library3.
Each of these libraries is used to redo the extrapolation to the null-effect, yielding
four sets of slightly different distributions corrected for pile-up. Given the previous
findings on the universality of the successful application of the method regarding the
applicability to Monte-Carlo samples and to both lepton channels in all p⊥(Z) phase-
space regions, it was chosen to conduct this study using the electron channel Pythia8
sample in the fully inclusive p⊥(Z) phase-space only. In order to describe the maximal
deviations from the nominally obtained corrected distributions, the envelope of the
corrected distributions obtained with V1 · · ·V4 is calculated and compared with the total
systematic uncertainties of the nominal pile-up corrected distributions.
The results are shown for a selection of observables in Figure 10.10. The variations
obtained through the usage of different selection criteria when building the pile-up library
is found to be compatible with the total systematic uncertainty of the pile-up correction.
The variation has the largest effect on low statistics bins of Ntrk. In summary, the pile-up
correction procedure is found to be stable against variations of the track selection cuts
used to build the pile-up library.
Parameter Nominal value V1 V2 V3 V4
∆zvtxmin [mm] 60 54 54 66 66∣∣zPU0 · sin θtrk∣∣ [mm] 3.0 2.7 3.3 2.7 3.3
Table 10.2.: Parameters for the selection of vertices and tracks when constructing pile-up
libraries.
3It should be noted that the same random seeds were used when building the nominal pile-up libaries
and the libraries V1 · · ·V4.
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10.9. Pile-up correction factors
As will be explained in Chapter 12 the correction strategy of this analysis requires
to correct detector-level distributions for pile-up prior to the final correction step, i.e.
unfolding. The software used requires the pile-up correction to be formulated in a
multiplicative way, i.e. the calculation of pile-up correction factors, cPUO (b), for each bin,
b, of each observable O:




where fPU correctedO (b) is the pile-up corrected content of bin b of observable O (identical
to D0) and f
nominal
O denotes the corresponding detector-level distribution contaminated
with pile-up (identical to D1).
Figure 10.11 shows the Ntrk and transverse thrust distributions of the so obtained pile-up
correction factors to be applied on data for both lepton channels and all p⊥(Z) phase-space
regions. The corresponding plots for all other observables can be found in the appendix
(Section C.1). Although in general the correction factors are rather similar for all p⊥(Z)
phase-space regions, a mild dependence on the latter with differences up to 10% can be
observed. This shows that observables change dramatically as soon as a recoiling jet





In this section, the treatment of background processes entering the event-selection is
explained. The dominating source in both channels are contributions from QCD processes.
They are corrected for in a data-driven way. Combinatorial backgrounds from standard
model processes other than the signal process are at least one order of magnitude smaller
than QCD contributions and are thus not estimated.
11.1. QCD background
In both lepton channels, the relative amount of and the event shapes of QCD background
are estimated from data. Modified event selections are used to obtain the dilepton invari-
ant mass distributions, MQCDℓℓ . The latter is fitted using a linear function, f
QCD(Mℓℓ),
omitting the peak region. The integral, IQCD, of the fit function over the whole signal
window (MQCDℓℓ ∈ [66, 116] GeV) estimates the amount of QCD entering the signal region,
while the event shapes obtained with the modified selections are used as a prediction
of the corresponding QCD background shape. These histograms are then scaled as to
match the total amount of QCD background, IQCD. This procedure is performed for all
p⊥(Z) phase-space regions separately since the amount of QCD background is found to
be dependent on the p⊥(Z) phase-space and generally rises with increasing p⊥(Z). For
the fully inclusive distributions it amounts to 0.7% in the electron channel (Table 11.1)
and to 2.1% in the muon channel (Table 11.4). This finding is well in agreement with
other ATLAS measurements, e.g. [117], a measurement of the Z-boson production
cross-section at
√
s = 7 TeV, which cites a QCD background varying from (0.65± 0.23%)
to (1.20± 0.44%) depending on the jet multiplicity in the electron channel. The corre-
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sponding numbers of the muon channel cannot directly be compared due to an additional
muon isolation cut applied. They quote a QCD background between (0.25± 0.04) and
(2.2± 2.2%).
11.1.1. Electron channel
The selection of events for this analysis, requiring exactly two oppositely charged electrons
is not only passed by signal events. Also QCD events may produce a signal like signature.
This may occur due to heavy flavour decays into electrons/positrons, the chances of
which are however greatly reduced due to the medium++ selection criterion of electrons
and positrons (Chapter 5) which constitutes an implicit isolation criterion. A much more
important source are decays of pions produced in jets. Neutral pions decay to almost 99%
into a pair of photons which, due to interactions with the detector material, may convert
into electron-positron pairs. Charged pions (and all other charged hadrons in a jet) may
radiate photons due to bremsstrahlung which may also decay into electron-positron pairs.
In the following, a data-driven technique will be explained that tries to estimate QCD
background fraction passing the signal selection. Further, a correction for this effect will
be developed.
The approach chosen is based on a modified event selection that changes only one cut,
namely that instead of exactly two oppositely charged electrons a same-sign selection (two
electrons or two positrons) is performed when processing the data. As the probability for
standard-model processes to yield same-sign final states is very low, mostly QCD events
will be selected but also actual signal events where either the charge of the electron
or the charge of the positron was misidentified. The reason for this is the emission
of a hard photon (bremsstrahlung) off an electron and subsequent interaction of the
photon with detector material leading to conversion into an electron-positron pair and
eventually a misidentification of the charge of the original electron (Figure 11.1a). The
misidentification can happen since the reconstruction algorithm assigns the charge of
the most energetic of the resulting three tracks to the electron object. These events also
yield a signal-like peak in the Mee distribution but with the peak-position slightly shifted
to lower values of Mee due to the energy loss accompanied with the photon radiation
(Figure 11.1b).
In the following, the assumption is made that the same-sign and opposite-sign selection

























Figure 11.1.: Same-sign electron selection. (a): Sketch of an example scenario in which
the reconstruction algorithm may assign the wrong charge to an actual
signal electron or positron after emission of a hard bremsstrahlung photon
inside the detector material with subsequent conversion also inside the
detector material. (b): The resulting Mee normalised spectrum of the
same-sign selection compared to the opposite-sign selection, showing the
shift of the peak-position of (wrongly reconstructed) signal events due to
the photon emission.
same-sign and opposite-sign selection yield the same event-shape distributions (a cross-
check is presented in Section 11.1.1). By doing so, the QCD background contribution in
the same-sign selection can be quantified. The final step is to obtain a QCD background
prediction for the signal selection based on event-shapes obtained in the same-sign
selection.
Fit of Mee
The shape observed when calculating the same-sign Mee distribution, omitting the signal
peak (Figure 11.1b), is compatible with a linear function, which is hence used to fit the
corresponding histograms outside the peak region:
fQCD(Mee) = a ·Mee + b (11.1)
168 Background subtraction
p⊥(Z) a [GeV
−1] b IQCD κQCD [%]
< 6 GeV −0.08± 0.01 11± 1 220.3± 9.6 0.3
∈ (6, 12) GeV −0.16± 0.01 21± 1 341.3± 9.3 0.4
∈ (12, 25) GeV −0.19± 0.01 27± 1 475.7± 9.2 0.6
> 25 GeV 0.18± 0.01 1± 1 880.8± 9.2 1.6
∈ (0,∞] GeV −0.20± 0.01 54± 1 1785.5± 9.2 0.7
Table 11.1.: Fit results for the estimates of the amount of QCD events in the electron channel.
A linear fit using fQCD(Mee) (equation (11.1)) is performed on the di-electron
(same-sign) invariant mass distributions omitting the peak (Mee ∈ [77, 97] GeV).
The integral of fQCD(Mee) for Mee ∈ [66, 116] GeV is given in the fourth column
(IQCD). The fifth column contains the relative amount of QCD background
events in the opposite-sign selection (equation (11.2)). Plots of all fit results are
shown in Figure 11.2.
The fit is performed for all p⊥(Z) phase-space regions. The fit results along with the
obtained integrals, IQCD (integral of the fit function over the whole signal window,
Mee ∈ [66, 116] GeV), are given in Table 11.1. The errors quoted therein are the fit
uncertainties. A graphical representation of both the (nominal) opposite-sign and the
same-sign selection as well as the linear fits are shown in Figure 11.2. Further, the relative
amount of QCD events, κQCD, w.r.t. the total number of events entering the nominal








The relative amount of QCD contributions rises with p⊥(Z) which is not astonishing
since the main cause of p⊥(Z) larger than a few GeV where primordial k⊥ becomes a
sub-dominant effect are recoiling jets.
The events of the same-sign selection can also be used to calculate corresponding
event-shape distributions. A few of those QCD event-shape distributions are shown in
Figure 11.3. Differences between those and the nominal data distributions are dependent
on the observable and the p⊥(Z) phase-space in question. The remaining distributions




Comparison of same-sign (SS) and opposite-sign (OS) QCD shapes
An important check to prove the consistency of using same-sign distributions as QCD
estimates for an opposite-sign signal selection is to show that QCD enriched distributions
of the SS selection are compatible with their counterparts of the OS selection. In order to
do so, the medium quality criterion in the electron selection is replaced by a loose quality
cut which enhancing the relative amount of QCD events in the SS and OS selections.
It is possible to subtract the signal contribution to the loose selection on a statistical
basis by subtracting the events passing the medium selection. However, the selection
efficiencies of signal events differ for the loose and medium selections. The ratio of these








It is further assumed that this efficiency ratio is constant over the whole Mee region
under consideration. Table 11.2 contains the values of εsignal,lm for all p⊥(Z) phase-space
regions. They are all of the order of 85%.
The subtraction of the medium signal selection from the loose signal selection can thus
be carried out bin-wise (b), resulting in QCD estimates of the event-shape distributions,
Oqcd:
fQCD, OS-SSO (b) = εsignal,lm · f signal, looseO (b)− f signal, mediumO (b) (11.4)
The distributions fQCD, OS-SSO consist mainly of loose same-sign QCD events since the
QCD selection efficiency in the loose selection is much larger than the counterpart of the
medium selection.
p⊥(Z) [GeV] ∈ [0, 6) ∈ [6, 12) ∈ [12, 25) ∈ [25,∞) ∈ [0,∞)
0.8494 0.8551 0.8481 0.8517 0.8551
Table 11.2.: Relative selection efficiencies of the loose and medium electron selections, εsignal,lm,
corresponding to equation (11.3)
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The thus obtained QCD estimates are found to be compatible within (statistical) errors
for the OS and SS selections in all p⊥(Z) phase-spaces, meaning that the usage of QCD
estimates of a same-sign selection can be used to correct for QCD background in the
opposite-sign signal selection. A few plots comparing the obtained QCD estimates of
both selections can be found in Figure 11.4. The remaining plots which are of similar




Since the unfolding procedure requires a multiplicative correction, the following correction
factors are calculated for every bin, b, of an observable, O:




where fQCDO represents the QCD event-shape distribution (same-sign medium selection
away from Z-peak plus linear fit) and fnominalO the nominal (signal + background) event-
shape distribution of an observable, O.
Systematic uncertainty:
A systematic uncertainty is assigned to the shape of the QCD event-shapes by taking
into account the difference between distributions obtained with the same-sign side-band
approach (Section 11.1.1), fQCDO , and the difference of the loose and medium selection in
the same-sign selection (Section 11.1.1), fQCD, OS-SSO .
The distributions of the latter are scaled as to match the integral of the former, IQCD.
The systematic uncertainty is then calculated as follows:
∆cQCDO (b) =
∣∣∣fQCDO (b)− fQCD, OS-SSO (b)∣∣∣
fnominalO (b)
(11.6)
The distributions corresponding to equation (11.5) and equation (11.6) can be found
in Figure 11.4. The correction factors are very close to one 1 and are mostly flat, with
the exception of Ntrk and Beamthrust. The largest impact is visible for the phase-space





Also in the muon-channel analysis, QCD events can pass the signal event selection. For
instance, muons may be produced in decays of heavy-flavour particles present in jets
which is the main source for QCD background in this analysis as no isolation criterion is
applied when selecting muons. Further, pion and Kaon-decays produce muons in flight.
To obtain a QCD background estimate in the muon-channel analysis, an isolation
criterion is introduced. The working assumption for this procedure is that requiring
muons to be isolated greatly suppresses contributions from such events where, e.g. a
b-jet with subsequent weak-decay of the b-quark into a c-quark, resulting in a muon (and
corresponding neutrino) likely to be accompanied by activity from the b-jet.
The isolation criterion is based on the scalar sum of transverse momenta found in a
cone of size ∆Riso around the muon. The absolute values of the transverse momenta
p⊥(t) > piso⊥ , of tracks of charged particles, t, that fulfil ∆R(µ, t) ≤ ∆Riso are added to
form the quantity P (µ)iso. The decision if a muon is considered isolated or not is then
made based on the ratio of P (µ)iso and the reconstructed muon transverse momentum,
p⊥(µ). A muon is considered non-isolated, if the following condition is met:







where the sum runs over all selected tracks, t, in an event and φiso, ∆Riso and piso⊥
being parameters. The central values of those are chosen in accordance to [53]. They
are given in Table 11.3 as are systematic variations (UP/DOWN) of these parameters.
The variations are comparably large and are considered conservative. Combinatorics in
principle allow for eight different points in the parameter space (φiso, ∆Riso, piso⊥ ). It was
found, however, that strong (anti-) correlations between the parameters exist in terms
of the achievable deviation from the central isolation. It was possible to cover maximal
deviations from the central isolation by using two points in the parameter space only
which are labelled as UP and down in Table 11.3.
A selection of observables demonstrating the effect of the isolation criteria in Table 11.3
is shown in Figure 11.5. The strength of the effect is dependent on the observable and the
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p⊥(Z) phase-space. Plots for all other observables can be found in the analysis support
note [118].
Parameter set φiso ∆Riso piso⊥
Central isolation 0.1 0.2 1.0
Variation UP 0.08 0.23 2.0
Variation DOWN 0.12 0.17 0.5
Table 11.3.: Isolation parameters used (equation (11.7)) in the event selection for the con-
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(d) Thrust p⊥(Z) > 25 GeV
Figure 11.5.: Effect of isolation criteria (Table 11.3) on event shape distributions. The
top-row shows distributions of the low p⊥(Z) region and the bottom row
the corresponding ones for the high p⊥(Z) region.
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Fit of Mµµ
The amount of QCD background in the muon-channel analysis on data can now be
estimated by statistically subtracting the di-muon invariant mass distribution obtained
with the isolation criterion of equation (11.7) applied (M isoµµ ) from the nominal muon
channel event selection (Mnoisoµµ ). The resulting distribution M
QCD
µµ outside the Z-peak is
assumed to be dominated by QCD events. The subtraction is carried out bin-wise (b):
MQCDµµ (b) =M
noiso
µµ (b)−M isoµµ (b) (11.8)
The amount of QCD events, IQCD, is obtained similar to the electron-channel analysis
by fitting MQCDµµ with a linear function (equation (11.1)) and integrating the fit function
over Mµµ ∈ [66, 116] GeV. The fits are carried separately for each p⊥(Z) phase-space
region, excluding the Z-peak (Mµµ ∈ [80, 100] GeV). Resulting fit parameters can be
found in Table 11.4. Further, the absolute (IQCD) and relative (κQCD, equation (11.2))
QCD contributions are given in Table 11.4.
The construction of the corresponding QCD event-shapes then simply uses events from
the non-peak region of MQCDµµ 6∈ [80, 100] GeV. The QCD event-shapes are scaled to IQCD
(Table 11.4).
Some resulting QCD event-shape distributions are shown in Figure 11.3. Differences
between those and the nominal data distributions are dependent on the observable and




−1] b IQCD κQCD [%]
< 6 GeV −1.13± 0.01 128.9± 0.9 1310.9± 9.1 1.2
∈ (6, 12) GeV −1.67± 0.01 194.3± 0.9 2119.0± 9.1 1.7
∈ (12, 25) GeV −1.94± 0.01 232.0± 0.9 2786.2± 9.1 2.3
> 25 GeV −0.83± 0.01 111.8± 0.9 1799.4± 9.1 1.9
∈ (0,∞] GeV −5.07± 0.01 607.7± 0.9 8620.6± 9.1 2.1
Table 11.4.: Fit results for the estimates of the amount of QCD events in the muon channel. A
linear fit of the form a ·x+b is performed on the di-muon (opposite-sign) invariant
mass distributions omitting the peak (Mµµ ∈ [80, 100] GeV). Corresponding





The calculation of the QCD correction factors for the muon channel distributions exactly
follows equation (11.5).
Systematic uncertainty:
In order to estimate the systematic uncertainty of the correction factors, the calculation of
the latter is repeated using the systematic variations of the isolation criteria (Table 11.3).
The largest difference per bin to the central isolation is taken as systematic uncertainty:
∆cQCDµO (b) =
max
[∣∣∣fQCDO (b)− fQCD, Isolation UP/DOWNO (b)∣∣∣]
fnominalO (b)
(11.9)
The resulting correction factors are shown for all p⊥(Z) phase-space and all distributions
in Figure 11.7. The systematic uncertainties are shown as error-bands. The cQCDO (b) of
the muon channel are substantially larger and have more structure than the electron





In this section, the electroweak backgrounds (EWBG) are briefly discussed. To be upfront
with it, EWBG contributions are not corrected for in this analysis. This can be justified
by the small number of EWBG events in the MC simulation passing the signal selections
in both channels when compared to the QCD estimate of background events. Further, it
will be shown that (on a Monte-Carlo level) about two-thirds of the expected EWBG
events yield event-shape distributions very similar to the ones obtained with a signal
Monte-Carlo.
11.2.1. Scaling to luminosity
When comparing with data, the EWBG and signal Monte-Carlo predictions need to be
scaled to the luminosity present in data, LData (Chapter 4). All available EWBG (and
signal) samples are based on leading-order calculations and are hence required to take
into account so-called K-factors (Section B.2). Further, branching ratios (BR) into the
exclusive di-lepton final-states need to be considered. This information is summarised in
Table 11.5.
The histograms corresponding to the signal and background samples are each scaled to
A =





with the sum in the denominator being the total sum of (Monte-Carlo) event weights
present in a sample before any selection is imposed.
11.2.2. Electroweak background processes
Z→ τ+τ−: Lepton universality dictates that Z-bosons decay into lepton pairs of the
three families with equal proportions. Hence one third of all leptonically decaying
Z-bosons will decay into a τ− τ+ pair. The τ− itself being unstable and sufficiently
short-lived (cτ = 87µm) to decay into a muon or electron and corresponding neutrino
with a branching ratio of roughly 18% before escaping the detector can potentially lead
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to the situation that a Z → τ− τ+ is selected in the muon or electron channel analysis.
However, since the hard process is identical to the one in the selected events in this
analysis (i.e. decoupled from MPI in terms of colour), the event-shapes cannot be
significantly different from those of Z → e− e+ or Z →µ− µ+ events. Indeed, Figure 11.9
shows the resulting event-shape distributions of Z → τ− τ+ events being compatible
(within errors) with or very close to the actual signal.
Diboson (Z Z): The comparably rare standard model processes resulting in a diboson
production can potentially also be selected as signal process in this analyses. In the
case of Z Z production with four leptons in the final state, combinatorics, together with
misidentification of lepton charges (and τ− decays) allows for a number of scenarios
where this can happen. It is most likely to have one of the produced Z-bosons to decay
into the corresponding lepton pair of the electron- or muon-channel analysis with the
decay products of the other Z simply being outside of the lepton selection acceptance
(|ηℓ < 2.4|, pℓ⊥ > 20 GeV). The finding from a Monte-Carlo based study is that also
for the Z Z production, resulting event-shapes are compatible with the ones from the
actual signal process (Figure 11.9). This process has the largest yield of all electro-weak
backgrounds considered (Table 11.6). The s-channel process is suppressed in the standard
model as it contains a vertex with three Z-bosons. Thus the dominating Z Z production
is the t-channel process shown in Figure 11.8c.
Diboson (W Z): The situation is different for diboson production if in addition to a Z a
W is produced. As can be seen in Figure 11.9 the resulting event-shapes are significantly
different from the ones obtained from a signal sample. However, the cross-section is
rather small and only a few events are expected to pass the event-selection (Table 11.6).
In both channels, the amount of W Z background events passing the signal selection
is about two orders of magnitude smaller than the amount of QCD. The dominating
s-channel tree-level diagram is shown in Figure 11.8b.
t t: Top quarks decay to almost 100% weakly into a b-quark and a W. Lepton
universality (and taking tau decays into consideration) lead to a probability of about
12% that a top-decay ultimately generates a muon or an electron. Thus a small chance
of about 1% percent exists that a t t event produces a µ−µ+- or e−e+-pair. However,
the kinematic requirements on the leptons and the di-lepton invariant mass in this
analysis lead to an expectation of only 45 such events in the electron and 74 events in the
muon channel analysis, which is again very small compared to the number of estimated
































Figure 11.8.: Tree-level Feynman diagrams of EWBG processes that have the potential
to produce a opposite-sign lepton pair that passes the lepton and di-lepton
selection.
event-shape distributions are very different from those of the signal process, becomes
negligible.
Summary: To summarise, a total of 203 EWBG events are expected to pass the electron
channel analysis and 303 the muon channel analysis. About two-thirds (Z Z, Z→ τ+τ−)
of which yield event-shape distributions very similar to the ones of the signal process,
leading to fractions of 48
250.000
≈ 0.02% in the electron and 106
400.000
≈ 0.03% of events that
yield significantly different event-shapes compared with the signal process that are not
corrected for.
Plots of the di-lepton invariant mass distributions of the electron and the muon channel
are shown in Figure 11.10 for the p⊥(Z)-inclusive phase-space with signal and background
contributions stacked onto one another such as to be comparable with data. Considering
that leading order cross-section uncertainties are typically of the order of 10% [79], the
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Figure 11.9.: Comparison of event-shapes obtained from electroweak background samples
with a signal sample.
achieved agreement is satisfying and demonstrates that all relevant backgrounds are
under control and especially that the amount of QCD background is estimated properly.
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Figure 11.10.: Comparison of reconstructed data with signal and background processes
stacked onto one another showing satisfying agreement with the former.
Signal and EWBG distributions are taken from Monte-Carlo predictions
and are scaled to data luminosity (Section 11.2.1). The QCD background
estimates are determined in a data-driven way (Section 11.1).
Generator Sample σ [nb] K BR
Sherpa Signal 0.89972 1.2 1.0
Sherpa ZZ(ℓℓℓℓ) 4.6244 · 10−3 1.2 0.3
Sherpa ZZ(ℓℓνν) 3.3788 · 10−4 1.2 0.3
Sherpa WZ 6.2579 · 10−3 1.2 0.3
Sherpa tt 3.4085 · 10−3 1.2 0.3
Sherpa Z→ τ+τ− 1.0459 1.2 0.3
Table 11.5.: Cross sections and K-factors of Monte-Carlo samples used for the construction of
Figure 11.10. The actual samples can be found in Table A.3. The cross sections,
σ, are leading-order cross sections calculated by Sherpa.
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Z→ τ+τ− 6 6
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The measurement of distributions with a highly complex detector such as ATLAS always
suffers from effects like migration (due to finite resolution) and limited acceptance.
Unfolding is a general term for techniques to correct for such effects. The key idea is to
create a mapping of true event quantities and corresponding reconstructed quantities
which contain all the imperfections mentioned above, e.g. the actual number of charged
particles in a single event, Nch, and the counterpart given by the return value of the
detector simulation and reconstruction through which the very same event was processed,
yielding the number of reconstructed tracks Ntrk. For example, this analysis defines its
phase-space for charged particles as |η| < 2.5, p⊥ > 500 MeV. Several reconstruction
effects can now lead to the fact that e.g. one of the charged particles is reconstructed
with a transverse momentum just below 500 MeV although the actual simulation created
this particle with more than 500 MeV. The opposite effect is also possible, meaning that
a particle generated with a transverse momentum lower than 500 MeV is reconstructed
to have more than 500 MeV thus passing the cut. Both situations lead to differences
between the true and reconstructed properties, i.e. Nch 6= Ntrk.
Once such a map, M , is at hand, the effect of the detector on true distributions can be
written as a matrix equation:
~R =M~T (12.1)
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Naively, the true values ~T could now be obtained from the reconstructed values ~R by
inverting M as such:
~T =M−1 ~R (12.2)
However it is not clear if M is actually invertible [119]. Further, M is only known with
finite statistics, leading to statistical fluctuations present in ~R of being identified with
actual structures in the data which leads to oscillations in the unfolded data. Hence a
procedure is required that dampens these oscillations.
Two principal approaches for unfolding exist, either based on Frequentist statistics
or Bayes theorem. In this analysis, a Bayesian apporach is chosen, proposed by
D’Agostini [120] that relies on Bayes’ theorem which states
P (A|B) = P (B|A) ·P (A)
P (B)
(12.3)
i.e. it connects the hypothesis A with the result B in terms of the probability that A
is correct given a result B. In the context of unfolding, A corresponds to a certain bin
of the true distribution, Ti, and B corresponds to a certain bin of the reconstructed
distribution, Rj. The map M (equation (12.1)) which is also referred to as “smearing
matrix” then allows to calculate for all pairs i, j (i, j ∈ [1 · · ·N ], N being the number of
bins of the distribution in question) the probability of the hypothesis P (Ti|Rj)
P (Ti|Rj) = Mij ·P (Ti)
P (Rj)
=
P (Rj|Ti) ·P (Ti)
P (Rj)
(12.4)
It is important to stress that initially assumptions on P (Ti) need to be made (prior).






Mij ·P (Ti) =
N∑
i
P (Rj|Ti) ·P (Ti) (12.5)
Misses and Fakes:
It is generally possible that a true event property does not have a reconstructed
counterpart. This may happen due to acceptance cuts in the event selection
leading to a situation where the true part passes the event selection while the
reconstructed does not. Such events are called “misses” and they are treated by





Thus εi gives the probability that for a certain observable the true property in
bin i of an event has a reconstructed partner in any bin of the reconstructed
property.
The opposite effect, i.e. that a reconstructed property does not have a counterpart
in any of the bins of the true distribution is also accounted for. This effect is
called a “fake” and comes into the procedure at the point where the Monte-Carlo
and data distributions are subdivided in p⊥(Z) phase-space regions. Technically
this is accounted for in Imagiro by adding another column to the smearing matrix
that contains the probability of a reconstructed event being a fake. This column
thus contains information on the probability of fake events migrating into the
measured distribution. Further, the prior distributions are also extended by one
bin into which all the fake events are filled. The prior distribution is normalised
after adding the fake bin. Thus, the prior distribution covers all possible outcomes
and even contains information on the expected number of fakes.
The equivalent of an inverted smearing matrix M−1 in a Bayesian unfolding is now fully








[P (Rj|Tl) ·P (Tl)]
≡ Uij (12.7)
In total there are two requirements for this method to calculate the unfolding matrix
P (Ti|Rj), the smearing matrix P (Rj|Ti) and a prior distribution P (Ti), both are known
only from simulated events. Originally, D’Agostini argued that a flat distribution
should be used as prior. However, the prior dependence has been found to be very small
for one-dimensional distributions compared to other uncertainties, which is why the prior
distribution is usually taken from a true distribution of a Monte-Carlo sample [121].
With this at hand, the correction of e.g. the bin j of the distribution of the charged











~C = U · ~R (12.9)
where C stands for the unfolded distribution of R.
The result will depend on the prior distribution P (Ti) which is why D’Agostini pro-
posed to iteratively repeat the procedure using the result of the n-th application of
equation (12.8) as new prior for the (n+1)-th step, thus altering the unfolding matrix
somewhat each step.
After a certain number of iterations, the result should converge to the true data distribu-
tion, eliminating the dependence on the prior. Several technical features are available in






























Figure 12.1.: Example of a smearing matrix constructed by Imagiro. The majority of
events can be found in the main diagonal where reconstructed properties (in
this case transverse Thrust) are correctly matched to the corresponding true
properties of an event. All of-diagonal elements show the smearing effect
of the detector. The column, labelled in this plot as εfake, is constructed
by Imagiro to account for events where reconstructed properties do not
have a truth partner. Similarly, the column, labelled in this plot as εmiss,
is constructed by Imagiro to account for events where true properties do
not have a reconstructed partner.
plementation of iterative Bayesian unfolding used is the one provided by Wynne, called
Imagiro [121] with improvements to the error calculation as suggested by Ayde [122].
In Figure 12.1 a typical example of a smearing matrix used when unfolding data is given.
12.1.1. Unfolding strategy in this analysis
One of the crucial problems this analysis has to deal with are charged particles coming
from pile-up interactions (Chapter 10). In principle one could rely on simulated events
to correctly describe this effect but by doing so several problems arise. Firstly, the
available statistics of samples generated with pile-up simulation is very low compared
to the equivalent sample generated without pile-up. Secondly, the dominant effect
leading to pile-up interactions, i.e. Minimum-Bias events, are not well described by the
simulations, even though a lot was invested in tuning the phenomenological parameters
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of the underlying models. Lastly, it is unclear how to realistically estimate systematic
uncertainties due to the model imperfections. The Monte-Carlo samples generated with
pile-up are thus not used in the unfolding of data. However, they serve as valuable
test-bed in the evaluation of the validity of the unfolding mechanism itself (Section 12.6.2).
When unfolding with information taken from the samples with pile-up, equation (12.8)
remains unchanged.
In all other cases, one (MC only) or even two correction factors (data) are applied to















where the bin-wise correction factors ckj are those for pile-up (Chapter 10) and those for




cPUj when unfolding Monte-CarlocPUj · cQCDj when unfolding data (12.11)
This procedure is necessary since the unfolding matrix does not “know” about pile-up and
QCD background when the smearing matrix as well as the initial priors are constructed
using Monte-Carlo simulations for signal without pile-up.
12.1.2. Definition of true properties
When constructing the unfolding matrix, care needs to be taken concerning the definition
of the objects. In the simulation, reconstructed tracks of charged particles are mapped
to stable charged hadrons (cτ > 10 cm) requiring p⊥ > 500 MeV and |η| < 2.5 thus
applying the same kinematic cuts as they are applied for the reconstructed tracks.
Concerning the leptons, there are three commonly used definitions of what a final state






Born level leptons are simply the objects taken from the Monte-Carlo event record
before any photon radiation. This approach is typically chosen in experiments where data
statistics are low since this definition allows to simply combine electron and muon channels
of an analysis. However, this approach has a slight problem in terms of interpretation
of the result as Born level leptons cannot be “seen” in data, some QED radiation will
always be present, i.e. it is experimentally impossible to state whether a lepton has
radiated off a photon or not.
Bare leptons on the other hand are final state objects that are present after all QED
emissions have been evaluated. Thus, bare leptons have an implicit dependency on the
algorithms and models implemented in a particular Monte-Carlo simulation.
Dressed leptons represent an approach to defining final state leptons in some analogy
to jets. It is an attempt to get as close to experimental conditions as possible. A bare
lepton is taken as seed for the dressed lepton counterpart by defining a cone of size ∆R
using the bare lepton as axis. ∆R is generally calculated for pairs of particles from their
azimuthal angles, Φ1,2, and their pseudorapidities, η1,2:
∆R(p1, p2) =
√
(Φ1 − Φ2)2 + (η1 − η2)2 (12.12)
The four-vectors of all photons radiated off of leptons that happen to fall into this cone
are added to the four-vector of the bare lepton, resulting in the four-vector of the dressed
lepton:




The sum in equation (12.13) runs over all photons that are not the result of hadron or τ
decays or final-state of FSR radiation of charged hadrons and τ -particles. The size of the
dressing cone, ∆R, is a somewhat arbitrary compromise chosen to collect as much lepton
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Truth level property cut
Lepton dressing cone size ∆R(ℓBorn, γ) 0.1
Photons origin no τ or hadron-decays
Dressed lepton p⊥ > 20 GeV
Dressed lepton |η| < 2.4
Invariant mass of dressed di-leptons, Mℓℓ ∈ (66, 116) GeV
Charged particle p⊥ > 500 MeV
Charged particle |η| < 2.5
Table 12.1.: Truth-level object definitions used in the unfolding.
FSR as possible but not collecting too much ISR photons. The value ∆R = 0.1 follows
the definitions for dressed leptons used in [123] and is based on unpublished studies of
the effect of different cone-sizes made for that analysis.
An illustration of the dressing procedure as well as the definition of bare and Born
leptons can be found in Figure 12.3.
An important consequence of this approach is that the resulting truth level distributions
of the observables measured in this analysis will be different for the electron and the
muon channel since the QED radiation is much stronger in the case of electrons than
in the case of muons as the QED radiation is proportional to 1
m2
ℓ
with mℓ being the
mass of the leptons. Since the four-vectors of the dressed leptons are used to calculate
the truth-level p⊥(Z), this difference is propagated to the selection of events for specific
p⊥(Z) phase-space regions. Moreover, the modelling of QED radiation (Chapter 8) is
done differently in the two Monte-Carlo simulations used in the unfolding, leading to
slightly different priors (up to a few percent, see Figure 12.2) and smearing matrices and
thus to slightly different unfolded distributions. Thus, a combination of the results of
this analysis of the electron and the muon channel does not make sense.
The radiation of photons off of leptons is different in Sherpa and Pythia8 with sherpa
generally radiating more soft collinear as well as wide-angle photons than Pythia8 does
(Chapter 8.8). The difference is very strong in the case of electrons, which ultimately
leads to larger differences between electron and muon channel observables in Sherpa
compared to Pythia8.
















Figure 12.3.: Illustration of truth level lepton definitions. In (a) the Born level lep-
tons ℓBorn are defined as outgoing particles from the hard subprocess
(Z-production). The bare leptons, ℓbare, are the final state objects present
after QED radiation. (b) illustrates the dressing algorithm which starts
from the bare leptons and adds the four-vectors of photons radiated off of
leptons falling into a cone around ℓbare to obtain the four-vector of ℓdressed
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12.2. Iterations and convergence
The aforementioned convergence (Section 12.1) does not necessarily improve as the
number of iterations rises. In fact, statistical fluctuations due to finite statistics in the
smearing matrix will eventually lead to a worse agreement of the unfolded distribution
with the true distribution as the unfolded distribution of the n-th iteration is used
as prior of the (n+1)-th iteration, thus altering the unfolding matrix and therefore
compounding statistical fluctuations in the process, requiring a criterion to limit the
number of iterations, which is explained in the following.
12.2.1. Multiple priors
The prior dependence should vanish in an ideal scenario, i.e. unlimited statistics, meaning
that the smearing matrix would only depend on the detector simulation and subsequent
reconstruction. In reality, this is never achievable. In fact, some model-dependence is
introduced as different simulation programs populate certain bins of distributions with
different frequency.
Imagiro generally builds the initial unfolding matrix (first iteration) from smearing
matrices obtained from reconstructed and true properties of simulation A. The prior is
also taken from simulation A, i.e. the corresponding true distribution of an observable,
T . The to be unfolded distribution, R, will then be unfolded using an unfolding matrix,
UA, solely constructed from MC sample A.
If two MC simulations A and B are available1 that used the same detector simulation and
reconstruction, R can be unfolded with UA and again with UB (unfolding matrix solely
relying on information from MC sample B). The results are two unfolded distributions
CA and CB. The central values of the final unfolded distribution, C, is then simply taken
as the mean of CA and CB. Any differences of CA,B with respect to C are considered as
systematic model errors. (See Section 12.3).
In cases where multiple priors are available, Imagiro tries to estimate the most suitable
number of iterations automatically. The procedure is again only based on MC information,
even if the actual task is to unfold data. First, the reconstructed distribution of MC
sample A, RA, is unfolded using UB. The result C
(n)
B (RA) is compared with the true
distribution TA after each iteration n. Then, the reconstructed distribution of MC
1In this analysis, two Monte-Carlo (MC) simulations are used, Sherpa and Pythia8
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sample B, RB, is unfolded using UA and the result C
(n)
A (RB) is compared with TB. The
comparison of the C
(n)
B,A(RA,B) with the TA,B is done using two statistical measures.
χ2 test: The χ2 measure [124] is used in this test to estimate whether the two histograms
in question are compatible. A hypothesis test is performed returning the corresponding
p-value. Imagiro uses the implementation available for the basic histogram class in the
ROOT framework [125].
KS test: A shape comparison is performed using the approach worked out by Kol-
mogorov and Smirnov [126] and implemented for the basic histogram class in the ROOT
framework [125]. It allows to make a statement on whether a sample, S, comes from a
distribution, D, by looking for the maximum distance between S and D. Although this
test is strictly only valid for continuous distributions (unbinned data) it is used in Imagiro
to compare histograms, since not the absolute values but the maxima (as function of the
number of iterations) of the calculated probabilities are of interest.
A total of n ∈ [1 . . . 10] iterations of the steps mentioned above are performed. The
optimal number of iterations, nKS,χA,B , is based on the minimum in case of the χ2 test and
the maximum in the KS test.
When looking only at the tests of unfolding with a single prior (Ux, x ∈ [A,B]), sometimes
differences between nKSx and n
χ
x occur. If that happens, the smaller number of the two
is used, yielding nx (x ∈ [A,B]). Further, if the numbers nA and nB are different, the
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Figure 12.4.: Visualisation of the determination of the optimal number of iterations, c, in
Imagiro. Both statistical measures are drawn as function of the number of
iterations, n, for two different observables X and Y. The tests are performed
unfolding RA using UB and unfolding RB with UA, yielding four numbers
of potentially optimal numbers of iterations nχ,KSA,B . Observable X will be
unfolded using c = 3 iterations since in both unfoldings (UA and UB) the
KS tests give the smaller numbers (nKSA = 2, n
KS
B = 3). The mean of
nKSA and n
KS
B is not an integer which is why the ceiling, 3, will be used
(equation (12.14)). Observable Y will be unfolded using c = 2 iterations as
the χ2 tests yield lower (and identical) numbers than the KS-tests.
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12.3. Unfolding model error
Since two Monte-Carlo samples are available, Imagiro is able to estimate a model error
systematic when unfolding with different priors. In that case, the central value, fc =
(f1 + f2)/2, of each bin of the unfolded distribution is simply the mean of all unfoldings
performed. The systematic error corresponding to the unfolding with different priors is
in the case of this analysis (two priors) is taken as the (asymmetric) differences of fc and
f1,2 (Section 12.2).
12.4. Statistical uncertainties
The statistical uncertainties estimated with Imagiro contain two improvements of D’Agostini’s
original prescription. Both deal with the effect that the unfolding matrix is changed if
more than one iteration is performed. First, the propagation of measurement uncertain-
ties will be explained, and secondly the effect of finite statistics and the corresponding
error propagation.
Let y correspond to the unfolded distributions and x to the reconstructed distributions.





In both cases, the generalised error propagation law [127] is used for the determination
of the statistical uncertainties of the unfolded distributions.
Vy = J(x) ·Vx ·J⊤(x) (12.16)
where Vx and Vy are the covariance matrices of vectors x and y.
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12.4.1. Propagation of measurement uncertainties
In the following, the error propagation will be explained using the example of equa-
tion (12.8).
The covariance matrix of the reconstructed distribution is taken in Imagiro as a diagonal
matrix, i.e.
Vx=̂V (Ntrk(i), Ntrk(j)) = δijNtrk(i) (12.17)




which assumes that the unfolding matrix Uij is independent from Ntrk(j)
2. However,
this is only true for the first iteration, yielding , since according to equation (12.7) the
unfolding matrix is changed in subsequent iterations in the sense that the new prior is














[P (Ntrk(j)|Nch(l)) ·Nch(l)(0)]︸ ︷︷ ︸
U˜ij
·Ntrk(j) (12.20)
2This resembles the original D’Agostini approach
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Where Nch(i)
(0) denotes the unfolded distribution of the previous iteration and U˜ij is
the altered unfolding matrix. Since Nch(i)
(0) depends on Ntrk(j)
(0) (equation (12.19)), so
does U˜ij.
Hence the error propagation needs to be rewritten to take this effect into consideration.




















=0 if c=1 (equation (12.14))
(12.21)
The two additional terms were not present in the original D’Agostini treatment of errors.
Both depend on the Jacobian ∂Nch(l)
(0)
∂Ntrk(j)
which vanishes if only one iteration is performed.
In subsequent iterations, ∂Nch(i)
(0)
∂Ntrk(j)




This error propagation matrix is used to calculate the covariance matrix for the measure-






·Vmeas(Ntrk(i), Ntrk(j)) · ∂N˜ch(l)
∂Ntrk(j)
(12.22)
12.4.2. Propagation of statistical uncertainties in the smearing
matrix
Since the Monte-Carlo samples used to populate the smearing matrix in equation (12.7)
always have limited statistics, the result of the unfolding is also subject to statistical
uncertainties coming from the precision of P (Ntrk(j)|Nch(i)). D’Agostini presented the
calculation of the corresponding uncertainties but omitted the effect that after the first
iteration, the prior, N˜ch(i), also depends on P (Ntrk(j)|Nch(i)).
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Ntrk(l) UilUrl · ∂Nch(r)
(0)
∂P (Ntrk(j)|Nch(k)) (12.23)
Again, the last two terms in equation (12.23) vanish in case that only one iteration is
performed, thus obtaining the original expression derived by D’Agostini. In subse-
quent iterations, ∂Nch(i)
(0)
∂P (Ntrk(j)|Nch(k)) is replaced by the result of the then previous iteration,
∂N˜ch(i))
∂P (Ntrk(j)|Nch(k)) meaning that the effect that the new prior is subject to statistical uncer-
tainties in the smearing matrix is accounted for.











With Vsmear(ijrs) = Vsmear (P (Ntrk(j)|Nch(i)), P (Ntrk(s)|Nch(r))) being the covariance
matrix of statistical uncertainties of the smearing matrix which are estimated in Imagiro
assuming Poissonian distributed entries in the smearing matrix. Again, Vsmear(ijrs) is
a diagonal matrix.
In the case that two MC samples are available as it is in this analysis, Imagiro propagates
the statistical uncertainties in the smearing matrix for both samples separately and
calculates the mean of those for each bin when a bin’s final statistical error is constructed.
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12.4.3. Total statistical uncertainty
The final covariance matrices of both sources of statistical uncertainties on the unfolded
distributions are added:
Vtotal = Vmeas + Vsmear




Examples of the effect of the Adye correction on the final statistical errors can be found
in Figure 12.6 where the σi are plotted for an unfolding of the observable F-Parameter
in a pure Monte-Carlo test. The blue line (one iteration) shows the result consistent
with the original D’Agostini error calculation. It is obvious that as soon as more
than one iteration is performed, the additional terms in equation (12.21) and (12.23)
yield significantly larger uncertainties. This, together with the study of the number of
iterations necessary to obtain an optimal unfolded distribution (Figure 12.5) can also be
seen as justification of using a non-flat prior distribution in equation (12.7) contrary to
what D’Agostini originally proposed.


































(a) RSherpa, UPythia8, p⊥(Z) ∈ [0,∞) GeV
n = 1
























(b) RPythia8, USherpa, p⊥(Z) ∈ [0,∞) GeV

























(c) RSherpa, USherpa, p⊥(Z) ∈ [0,∞) GeV

























(d) RPythia8, UPythia8, p⊥(Z) ∈ [0,∞) GeV
Figure 12.6.: Evolution of the total statistical uncertainties with the number of iterations
using the example of the observable F-Parameter in the fully inclusive p⊥(Z)
phase-space region. The blue line (one iteration) corresponds to the original
D’Agostini errors that neglect the dependencies of the unfolding matrix
on the measurement uncertainties and finite statistics in the smearing
matrix. The ratio plots show that the Adye corrections to the original
method can become important and that the original approach can severely
underestimate the statistical uncertainties.
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12.5. Propagation of systematic uncertainties
All sources of systematic uncertainties described so far need to be propagated through
the unfolding as well in order to obtain systematic uncertainties on the final unfolded
distributions. This includes the lepton systematics and tracking efficiencies outlined in
Chapter 9 as well as the uncertainties related to the pile-up correction (Chapter 10) and
QCD-background correction (Chapter 11).
The general procedure for the propagation of the systematic uncertainties mentioned
above is to unfold the data again but with variations of either the reconstructed data, e.g.
in case of the pile-up and QCD corrections, or the reconstructed Monte-Carlo properties
as it is done in case of the tracking efficiency. Table 12.2 gives an overview on which part
of equation (12.9) is affected when propagating the individual systematic uncertainties.
These unfoldings will yield slightly different results ,f˜syst, with respect to the nominal or
central unfolding, fc. The systematic uncertainty of a particular effect is then taken as
the difference between f˜syst and fc.
Further, the unfolding model error (Section 12.3) needs to be accounted for when
calculating the total systematic uncertainties.
12.5.1. Tracking efficiency
The tracking efficiency systematic has been described in 9.1. In order to obtain an
estimate of the tracking efficiency systematic uncertainty onto unfolded data, the data
distributions are once again unfolded - but with modified smearing matrices. Instead of
using reconstructed properties corresponding to the nominal tracking efficiency, the ones
Systematic uncertainty affects ~R affects U (reco part)
Pile-up correction •
QCD background correction •
Tracking efficiency •
Lepton systematics •
Table 12.2.: Overview of which part of the unfolding equation (equation (12.9)) is affected by
the propagation of the individual systematics.
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obtained using the systematic variation explained in 9.1 is used, resulting in R˜trkeff as
input for the smearing matrices and a slightly different unfolded distribution, f˜trkeff.
The difference of the central values of a particular bin of this result and the nominal
unfolding result is taken as a (symmetric) systematic uncertainty of that bin.
Results can be found for all observables on the right-hand side plots in the figures
in Section 12.7. The systematic uncertainty on the track reconstruction efficiency is
generally found to be the dominant systematic uncertainty for observables where the
number of charged particles does not cancel in the definition (Nch,
∑
p⊥, Beamthrust)
and reaches up to 10%. For all other observables it is typically found to be of the order
of 1 to 3%. The contribution is of the same order when comparing unfolded distributions
of the electron and the muon channel.
12.5.2. Lepton systematics
The propagation of systematic uncertainties related to the reconstruction of electrons
and muons closely follows the procedure described above for the tracking efficiency. The
only difference is that the number of systematics effects to be considered is much larger.
The results can be found for all observables in the figures in Section 12.7.
Electron systematics
A total of 20 systematic variations with respect to the nominal reconstruction of electrons
needs to be considered (Chapter 9), resulting in 20 different sets of reconstructed properties
and thus 20 different smearing matrices and hence 20 different unfolded distributions per
observable.
The resulting total lepton systematic, obtained when quadratically adding the individual
contributions, can reach up to 10% in rare cases, it is mostly found to be of the order of
1 to 3% for most bins of most observables. However, the size of the electron systematics
is dependent on the p⊥(Z) phase-space region as could be expected since the electron
systematics affect only the reconstructed properties of the electrons and thus p⊥(Z) of
an event. The event-shape distributions are affected due to the reconstructed p⊥(Z)
being used to sub-divide the data into different phase-space regions, leading to some
fluctuations. A small effect is also expected due to the electron-track removal based on a
cone approach (Chapter 5.1.3).
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Muon systematics
The total number of systematic variations (Section 9.2.2) that are propagated through
the unfolding in the muon channel is 9. The total muon systematic uncertainty is very
dependent on the observable and p⊥(Z) phase-space region. It is of the order of 1% for
Thrust, Minor, F-Parameter and Spherocity but becomes more important for all other
observables. For example, it reaches up to 20% in the last bin of Beamthrust when
looking at the low p⊥(Z) phase-space region and becomes almost negligible for the high
p⊥(Z) phase-space region (Figure C.5b and C.8b). Further, when comparing electron and
muon systematics, it is found that the muon systematics for Nch,
∑
p⊥and Beamthrust
are generally larger than the electron systematics — with the exception of the high p⊥(Z)
phase-space region.
12.5.3. Pile-up correction systematics
The systematic uncertainty of the pile-up correction (Chapter 10) propagated through
the unfolding is typically of the order of 1 to 3% with the exception of some low-statistics
bins, such as the first few bins of Minor (Figure C.10-C.14). The dependence on the
p⊥(Z) phase-space region is not strong. When comparing the amount of the pile-up
correction systematic of a specific bin of an observable for all p⊥(Z) phase-space regions
it becomes evident that the uncertainty is anti-correlated with the statistics of that bin.
Results of the electron and muon channel are of comparable magnitude.
12.5.4. QCD background correction systematics
The systematic uncertainty of the background correction is negligible in almost all bins
of all observables. Similar to the pile-up correction systematic, significant contributions
arise in cases where the statistics of the bin in question is low.
12.5.5. Unfolding model error
For most observables, the unfolding model error is of the order of 1% or below. In cases
of bins with low statistics it amounts up to 15% (Figure C.13). The magnitude observed
in the electron and the muon channel are in agreement.
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12.5.6. Total systematics
The total systematic uncertainties are constructed by adding the above systematic
uncertainties in quadrature. The results are shown in the left hand side plots of the
figures in Section 12.7. The systematic uncertainties in the electron channel are typically
1% larger than the ones obtained in the muon channel. They are are found to be of the
order of 5 to 10% for those observables where the track reconstruction systematic is large
(Nch,
∑
p⊥, Beamthrust). For all other observables the systematic uncertainties rarely
exceed 5% and are typically of the order of 2%.
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12.6. Closure tests
To convince oneself that the correction strategy is working properly, closure tests are
performed by unfolding reconstructed distributions obtained from a Monte-Carlo sample
with pile-up. The smearing matrix and the priors are constructed from Monte-Carlo
samples that were produced using the same Monte-Carlo generator. The closure test is
considered passed if the unfolded distribution and the prior are compatible within errors.
Two Monte-Carlo simulations are available, one generated with Pythia8 and one with
Sherpa in both channels of this analysis. In addition, both were generated once with an
inclusion of pile-up interactions and once without. The samples without additional pile-up
interactions have significantly more statistics (1.6 million events) while the samples with
pile-up only contain about 500 thousand events.
Two different kinds of such closure test are presented in the following. The first method is
similar to the correction strategy when unfolding data. The second method is performed
as cross-check:
1. Unfold pile-up corrected (Chapter 10) distributions, cPUi Ri, constructed from MC
sample A with pile-up and unfolding matrix, U, calculated from the sample without
pile-up corresponding to MC sample A.
2. To be unfolded distributions, ~R (see equation (12.9)), constructed from MC sample
A with pile-up and unfolding matrix, U, calculated from the same sample A with
pile-up
It should be noted that the truth distributions obtained from MC sample A with and
without pile-up are identical.
A note about the selection of plots: The number of available closure-test plots is
huge, since this analysis probes seven observables in five phase-space regions of p⊥(Z) in
two channels, having two Monte-Carlo samples available. It was chosen to show only
results for two observables, the charged particle multiplicity and transverse thrust in two
of the p⊥(Z) phase-space regions for the muon channel only. The results for the electron
channel are very similar. By choosing transverse thrust and Nch the two observables are
chosen shown that give the best and the worst (Nch) closure of all observables studied.
The remaining plots are included in the supporting note of the corresponding ATLAS
analysis [118].
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12.6.1. Unfolding test for pile-up corrected distributions
The test described here is very close to the strategy used when unfolding data. The
smearing matrices are constructed from Monte-Carlo samples without pile-up, since prior
to unfolding the to be unfolded distributions are corrected for pile-up using correction
factors estimated as explained in Chapter 10. Further, the systematic uncertainties of
the pile-up correction are propagated (Section 12.5) through the unfolding and included
in the plots shown (Figure 12.7 and 12.8).
The closure is generally found to be depending on the observable, with almost perfect
closure (when taking uncertainties into consideration) for the observables transverse
thrust, minor, Spherocity and F-Parameter, i.e. those observables where the number of
charged particles (track) does not enter the definition. On the other hand, there are a




12.6.2. Unfolding test without pile-up correction
In this closure test, the smearing matrices are constructed from the Monte-Carlo samples
that were generated with pile-up, such that a mapping exists of reconstructed, pile-up
contaminated properties to hadron level (truth) information. Thus, pile-up is accounted
for in the unfolding matrix. This test is meant as a cross-check to the Section 12.6.1.
Technically, the unfolding of distributions from pile-up sample A using an unfolding
matrix from the same sample A further requires to split sample A into two independent
samples of equal statistical power since otherwise a trivial cancellation in the unfolding
matrix equation (12.7) occurs. A selection of such plots are shown in Figure 12.9 and
Figure 12.10, demonstrating that the unfolding works as expected with the non-closure
generally of the order of about 1% in the p⊥(Z) inclusive observables and up to 10% in



















Sherpa (PU) unfolded with Sherpa(PU), p⊥(Z) ∈ [0,∞) GeVb
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Sherpa (PU) unfolded with Sherpa(PU), p⊥(Z) ∈ [0, 6) GeVb









































































































(d) Pythia8, p⊥(Z) ∈ [0, 6) GeV
Figure 12.9.: Unfolding closure tests (Section 12.6.2) without pile-up correction for
the distribution of the number of charged particles. The uncorrected
distribution is shown as blue line, the unfolded distribution is shown in
















Sherpa (PU) unfolded with Sherpa(PU), p⊥(Z) ∈ [0,∞) GeVb
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Sherpa (PU) unfolded with Sherpa(PU), p⊥(Z) ∈ [0, 6) GeVb






















































































(d) Pythia8, p⊥(Z) ∈ [0, 6) GeV
Figure 12.10.: Unfolding closure tests (Section 12.6.2) without pile-up correction for
transverse thrust. The uncorrected distribution is shown as blue line, the
unfolded distribution is shown in black (errors are statistical) and the
prior or true distribution is shown as red line.
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12.6.3. Comparison of both methods to account for pile-up.
The correction method where pile-up is corrected and the one where pile-up is accounted
for in the unfolding matrix can be considered successful for most bins of most observables.
However, both appear to have a problem correcting the first bin of the distribution of
charged particles (Nch < 2). However, the closure is generally better in the case of the
unfolding using the MC samples without pile-up and pile-up correction of the to be
unfolded distribution.
Figure 12.11 compares the result of both methods with the corresponding truth curve
for Nch and transverse thrust in the low p⊥(Z) phase-space region. For transverse thrust
both MC samples yield almost perfect closure in the case of the pile-up correction when
taking the uncertainties into consideration, while the other method yields bins with
non-closure of up to 5%. A similar message can be read off the plots for Nch, where the
non-closure is smaller for the first method for the majority of bins.
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12.6.4. Unfolding closure tests using two Monte-Carlo samples
Since two Monte-Carlo samples are available, the closure tests when unfolding distribu-
tions corrected for pile-up with unfolding matrices built from samples without pile-up
can be repeated, thus accounting also for any residual prior dependency and assignment
of an unfolding model error which can be added in quadrature to the pile-up correction
systematic (Section 12.2.1). By doing so, the remaining non-closure between the truth
curve and the unfolded distribution and its uncertainties shrinks to less than 2% for most
bins of most observables. Only the lowest multiplicity bin of Nch when performing the
closure test for Pythia8 retains a non-closure of 5% (Figure 12.12).
The closure of transverse thrust (Figure 12.13) can be considered perfect for all phase-
space regions of p⊥(Z). Similarly good results are obtained for all other observables, i.e.
Spherocity, F-Parameter, Beamthrust,
∑
p⊥ and Minor (not shown).




12.7. Unfolding data and results
This section contains the final unfolded results of Ntrk and transverse thrust of both
lepton channels in all p⊥(Z) phase-space regions, including a break-down of the systematic
uncertainties. All other observables can be found in the appendix (Section C.2) as are
the data tables (Section D).
The reconstructed data distributions are corrected for pile-up (Chapter 10) and QCD
background (Chapter 11) before they are unfolded.
The smearing matrices and initial priors are constructed from the Monte-Carlo samples
without pile-up. All data distributions are unfolded using both Monte-Carlo samples. The
number of iterations performed in the unfolding was determined by Imagiro automatically.
In Figure 12.14 the unfolded data distributions of all p⊥(Z) phase-space regions of some
of the event shapes measured in the electron-channel analysis are overlaid. These figures
show that as p⊥(Z) rises, i.e. as recoiling jets emerge, the number of particles increases
as well, as do
∑
p⊥ and Beamthrust. The distributions of transverse thrust have been
measured with the best precision (in terms of total uncertainties) and should therefore
be well suited for the improvement of underlying event models.
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12.8. Comparison of unfolded data with Monte-Carlo
The following figures, consecutively ordered by p⊥(Z), are arranged such that each figure
contains four plots related to the same observable and p⊥(Z) phase-space region (see also
Table 12.3):
• unfolded distribution, electron channel
• break-down of systematic uncertainties, electron channel
• unfolded distribution, muon channel
• break-down of systematic uncertainties, muon channel
The comparison of the unfolded data distributions with the predictions obtained with
Sherpa and Pythia8 show poor agreement for most bins of most observables, independent
on the p⊥(Z) phase-space region, except for p⊥(Z) > 25 GeV. This is the phase-space
region where the event-activity is less likely to originate from MPI activity but from the
system recoiling from the Z-boson, i.e. jets. Thus the MPI modelling is less important
in that phase-space region. It can further be stated that the predictions obtained with
Pythia8 are typically closer to the measured distributions than the predictions obtained
with Sherpa.
The disagreement of the predictions from both simulations with the unfolded data is
tried to be improved in Chapter 13.
Observable Pages
Nch 232 — 236∑
p⊥ 264 — 268
Beamthrust 269 — 273
Thrust 237 — 241
Minor 274 — 278
F-Parameter 279 — 283
Spherocity 284 — 288














In this chapter, it is attempted to use the unfolded data (Chapter 12) to improve
the predictions obtained from the Monte-Carlo simulations of Sherpa and Pythia8 by
adjusting the parameters of the underlying-event model. This technique is commonly
referred to as “tuning”.
Technically this is achieved by an implementation of this measurement as plug-in analysis
in the framework Rivet [73] that analyses Monte-Carlo generator events in the common
format HepMC [128]. The cuts on kinematic properties (η and p⊥) for charged particles,
leptons and Z-bosons in the Rivet implementation are identical to the truth-level cuts used
in the unfolding of the data. Further, the same definition of leptons is used (i.e. dressed
leptons). The binning of output histograms in the Rivet implementation is identical to
that of the unfolded distributions, thus allowing for straight-forward comparison of data
and Monte-Carlo predictions as well as the construction of a goodness-of-fit measure
between data and MC.
The parameter space of the underlying-event model probed is four-dimensional in both
Monte-Carlo programs. Instead of iteratively setting parameters, ~p, and rerunning
the generator to achieve improved agreement between data and MC, the Monte-Carlo
generator response of each bin, b, of each observable is parametrised by means of cubic
polynomials using the tool Professor [115], yielding a fast analytical pseudo-generator
response fb(~p). Let Rb be the value of a certain bin b and ∆b the corresponding total










where the sum runs over all bins of all observables one wishes to include in the tuning.
The expression in equation (13.1) is numerically minimised yielding an optimal parameter
point ~ptune for the description of observables, O. The factors wb are user-steerable
weights to bias this optimisation, which is needed to force the output to describe certain
observables (or parts of it) better than others in case of imperfect models.
Common to both generators, Pythia8 and Sherpa, are implementations of the Sjo¨strand-
Zijl MPI model [86] with the differences already explained in Chapter 8. In the tunings
described in the following, only parameters relevant to the MPI model are attempted
to be optimised. Given the results shown in Chapter 12 it is tried to achieve a better
description of observables measured in this analysis whilst trying to keep the description
of recently published CMS data of a traditional underlying-event measurement intact [129],
which was also performed in proton-proton collisions at
√
s = 7 TeV yielding Z-bosons
decaying into a muon-antimuon-pair.
It should be stressed that the tuning attempts performed here only focus on the MPI
part of the simulations. More thorough tunings are performed in a multi-step procedure,
identifying consecutively tune-able parts of the generator. Typically, the first step is to
tune the flavour and fragmentation sector of the simulations to hadron data measured
with LEP. Afterwards, parameters related to the initial and final state radiation parton
showers are tuned to jet-data. The last step, which is performed here, is to tune MPI
parameters to underlying event data.
However, during the process of tuning it quickly became clear that trying to optimise
MPI parameters only does not result in a set of parameter values able to consistently
describe all data. It was hence tried to force the generator to agree with the measured
event shapes in certain regions, using only the transverse thrust and charged multiplicity
distributions at p⊥(Z) < 6 GeV in the tuning attempts. Those tunings are labelled in
the following way
• Force dijet: puts emphasis on high values of transverse thrust (T > 0.9)
• Force spherical: puts emphasis on low values of transverse thrust (T < 0.7)
• Force low Nch: puts emphasis on low values of Nch (Nch < 5)
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Observable O Bin-range Weight wb
Force dijet
Transverse thrust, p⊥(Z) < 6 GeV ≤ 0.9 1
Transverse thrust, p⊥(Z) < 6 GeV > 0.9 100
Force spherical
Transverse thrust, p⊥(Z) < 6 GeV ≤ 0.7 100
Transverse thrust, p⊥(Z) < 6 GeV > 0.7 1
Force low Nch
Nch, p⊥(Z) < 6 GeV ≤ 5 500
Nch, p⊥(Z) < 6 GeV > 5 1
Force high Nch
Nch, p⊥(Z) < 6 GeV ≤ 30 1
Nch, p⊥(Z) < 6 GeV > 30 100
Table 13.1.: Weights wb of observables/bins used in the tuning attempts of Pythia8 and
Sherpa. Both, the electron and the muon channel distributions were used in the
tunings with the same weights applied to each.
• Force high Nch: puts emphasis on high values of Nch (Nch > 30)
A table with the weights, wb (equation (13.1)), applied can be found in Table 13.1.
13.1. Tuning of Sherpa
Sherpa version 2.0 has been used for the production of input Monte-Carlo data. The
MPI model is using a double-Gaussian matter distribution with parameters a2 and β.
Further, the cut-off parameter pref⊥,0 as well as the diffractive cross-section modifying
parameter fND are tuned. A description of the parameters can be found in Section 8.5.
The parameter-space sampled from is given in Table 13.2.
The tuning results are shown in Figure 13.1 and Table 13.2. As stated before, a common
description of all observables deemed sensitive to the underlying event can not be reached.
Moreover, a well-described charged multiplicity distribution comes with the price of
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poorly described spherical and dijet-like events (extremal transverse thrust regions), as
well as a severe undershot of the transverse momentum density (CMS data).
The transverse region
∑
p⊥ distribution is described reasonably well in the case of
forcing a good description of dijet-like events (high transverse thrust) while breaking the
agreement with Nch. In the case of “Force dijet” the obtained best parameter value of β
is very close to 1 meaning that the hadronic matter is almost completely inside the core
region.
Forcing the spherical events to be described well (low values of transverse thrust) results
in dramatically undershooting the dijet region (high transverse thrust). Further, the
density of charged particles is well above the measurement performed by CMS. When
looking at the corresponding tuned parameter values (Table 13.2) the extreme values
of pref⊥,0 and fND stand out. Taking equation (8.9) into consideration it is clear that the
additional multiplicity density is indeed due to an largely increased number of MPI.
A good description of the onset of the charged multiplicity could not even closely be
achieved with the parameters touched. This hints to a problem with the implementation,
although it must be said that the phase-space for such events is an extremal one.
Putting it all together it can be stated that the Sjo¨strand-Zijl model as it is imple-
mented in Sherpa is unable to describe the measured event shapes. A mechanism that
can shift the number of particles produced and their p⊥ is likely to improve the situation
at the cost of introducing yet another phenomenological model.
13.2. Tuning of Pythia8
It was tried to optimise the three parameters relevant for underlying event physics in
the Pythia8 setup used for the author tune 4C [99] using the exponential matter overlap
model discussed in Chapter 8 (Parameter P ) as well as the colour-reconnection model
(parameter CRC) and the cut-off parameter pref⊥,0. The parameter sampling ranges as
well as all tuning results can be found in Table 13.2.
It was found that in general the achieved agreement of data and Monte-Carlo prediction
is of better quality with the implementation present in Pythia8 compared to the results
obtained for Sherpa. It can generally be stated that the obtained values of the colour-
Tuning 247
Parameter min max Default (4C) Force dijet spherical low Nch high Nch
Sherpa— double Gaussian matter distribution
a2 0.25 1.0 0.76 0.71 0.79 0.57 0.84
β 0.25 1.0 0.58 0.98 0.29 0.22 0.66
pref⊥,0 2.0 4.0 2.44 2.26 3.79 2.11 2.07
fND 0.1 1.0 0.343 0.463 0.117 0.452 0.646
Pythia8— exponential matter overlap
P 0.1 5.0 2.00 3.50 2.89 5.22 2.50
pref⊥,0 1.5 3.0 2.085 1.940 1.655 1.899 2.058
CRC 0.0 10.0 1.5 9.5 12.0 11.7 4.2
Table 13.2.: Parameter sampling boundaries, default parameters (in case of Pythia8, the
values of the author tune 4C [99] are shown) and tuning results obtained with
the weights shown in Table 13.1.
reconnection parameter are always significanlty higher than the value in the reference tune
4C, even exceeding the validity range quoted by the authors of Pythia8 (CRC ∈ [0, 10]).
The tuning results that yield a reasonable description of the event shapes and the CMS
data (Figure 13.2) are “Force dijet” and “Force high Nch”. Interestingly, forcing a good
description of dijet-like events (large values of transverse thrust) also yields in a good
description of the spherical events (low transverse thrust values). It is likely that the
colour-reconnection mechanism is responsible as it is designed as lever to shift the event

















































































































































































































(b) CMS traditional UE
Figure 13.1.: Attempts of an optimisation of Sherpa parameters relevant to the un-
derlying event trying to get an improved agreement of the event shapes
measured in this analysis (Figure 13.1a) as well as recently published CMS














































































































































































































(b) CMS traditional UE
Figure 13.2.: Attempts of an optimisation of Pythia8 parameters relevant to the un-
derlying event trying to get an improved agreement of the event shapes
measured in this analysis (Figure 13.2a) as well as recently published CMS




In this thesis the first measurement of hadron-collider event shapes in proton-proton
collisions at the LHC producing leptonically decaying Z-bosons was conducted. A total
of L = 1.1 fb−1 of data taken with the ATLAS experiment at √s = 7 TeV was analysed
in an electron and a muon channel analysis chain. A selection of observables was made
based on studies estimating the sensitivity to multiple parton interactions (MPI) models
conducted by Daniel Weyh. The data was corrected for QCD background and pile-up
using data driven methods. The latter was achieved using a novel technique based on
the HBOM approach of recursively applying the detector-effect of pile-up to the data and
subsequent extrapolation to the null-effect. The data was further corrected back to
hadron level using a Bayesian iterative unfolding technique with the Imagiro program
defining five phase-space regions in the transverse momentum of the Z-boson. This allows
to study the change of the measured event shapes as more and more activity is present
in the hard sub-process.
It was found that the Monte-Carlo predictions of Sherpa and Pythia8 significantly disagree
with the unfolded data distributions thus prompting an attempt to improve the MPI
models by means of tuning the corresponding paramaters to give an optimised description
of the measured event shapes. Especially the phase-space region of p⊥(Z) < 6 GeV is
deemed very sensitive to the effect of MPI as in the absence of a jet and after removal
of the lepton tracks remaining event activity should stem from MPI activity. During
the tuning attempts it became clear rather quickly that a unified description of more
traditional underlying event measurements and the event shapes is not achievable in a
satisfying way. Moreover it was found that certain regions of the event shapes can not
be described with the models currently at hand. The optimised predictions obtained
with the Pythia8 generator yield a qualitatively better description than those obtained
252 Summary
for Sherpa. This might very well be due to a phenomenological mechanism present in
Pythia8 but absent in Sherpa, namely the mechanism of colour-reconnection which allows
to balance the number and hardness of particles produced but goes beyond the original
Sjo¨strand-Zijl model for MPI.
The measured observables should therefore provide valuable insight into the phenomenon
of MPI and especially the development of more involved MPI models than currently
available which is important especially in view of the high-precision measurements







D data11 7TeV.periodD.physics Egamma.PhysCont.AOD.repro10 v01
E data11 7TeV.periodE.physics Egamma.PhysCont.AOD.repro10 v01
F data11 7TeV.periodF.physics Egamma.PhysCont.AOD.repro10 v01
G data11 7TeV.periodG.physics Egamma.PhysCont.AOD.repro10 v01
H data11 7TeV.periodH.physics Egamma.PhysCont.AOD.repro10 v01
Z→µ+µ−
D data11 7TeV.periodD.physics Muons.PhysCont.AOD.pro10 v01
E data11 7TeV.periodE.physics Muons.PhysCont.AOD.pro10 v01
F data11 7TeV.periodF.physics Muons.PhysCont.AOD.pro10 v01
G data11 7TeV.periodG.physics Muons.PhysCont.AOD.pro10 v01
H data11 7TeV.periodH.physics Muons.PhysCont.AOD.pro10 v01




Z→ e+e− with pile-up
Sherpa 1.3.1 mc11 7TeV.114609.SherpaZ5jetstoee30GeV.merge.AOD.e931 a131 s1353 a139 r2900
Pythia8 8.1.50 mc11 7TeV.126184.Pythia8Zee.merge.AOD.e984 a131 s1353 a139 r2900
Z→ e+e− without pile-up
Sherpa 1.3.1 mc11 7TeV.114609.SherpaZ5jetstoee30GeV.merge.AOD.e931 a131 s1353 a141 r2900
Pythia8 8.1.50 mc11 7TeV.126184.Pythia8Zee.merge.AOD.e984 a131 s1353 a141 r2900
Z→µ+µ− with pile-up
Sherpa 1.3.1 mc11 7TeV.114610.SherpaZ5jetstomumu30GeV.merge.AOD.e931 a131 s1353 a139 r2900
Pythia8 8.1.50 mc11 7TeV.126185.Pythia8Zmumu.merge.AOD.e984 a131 s1353 a139 r2900
Z→µ+µ− without pile-up
Sherpa 1.3.1 mc11 7TeV.114610.SherpaZ5jetstomumu30GeV.merge.AOD.e931 a131 s1353 a141 r2900
Pythia8 8.1.50 mc11 7TeV.126185.Pythia8Zmumu.merge.AOD.e984 a131 s1353 a141 r2900




Z→ tt with pile-up
Sherpa 1.4.1 mc11 7TeV.117800.SherpaTtbarLeptLept.merge.AOD.e995 a131 s1353 a139 r2900
Diboson (W, Z) with pile-up
Sherpa 1.4.1 mc11 7TeV.126893.Sherpa CT10 lllnu WZ.evgen.EVNT.e1228 a131 s1353 a139 r2900
Diboson (Z, Z) with pile-up
Sherpa 1.4.1 mc11 7TeV.126895.Sherpa CT10 llnunu ZZ.evgen.EVNT.e1228 a131 s1353 a139 r2900
Sherpa 1.4.1 mc11 7TeV.126894.Sherpa CT10 llll ZZ.evgen.EVNT.e1228 a131 s1353 a139 r2900
Z→ τ+τ− with pile-up
Sherpa 1.4.1 mc11 7TeV.147772.Sherpa CT10 Ztautau.evgen.EVNT.e1516 a131 s1353 a139 r2900




B.1. Tag and probe method
Tag and probe methods are standard ways in ATLAS to determine efficiencies. In this
analysis, various electron and muon efficiencies are determined this way. In both cases,
reconstructed Z-boson samples are used that contain exactly two opposite-sign leptons,
thus a high purity of lepton events is achieved.
Two slightly different reconstruction methods are used trying to reconstruct the same
lepton. One of these reconstructions is called the tag lepton which is reconstructed using
the method the efficiency is to be determined for (reconstruction method 1). Further is
the tag muon required to have fired the trigger. The same lepton is reconstructed again
using less tight requirements (reconstruction method 2). It is then tried to match the
probe lepton to a tag lepton in the event. The match is considered successful, if the tag
and the probe lepton have the same sign and depending on the specific efficiency other
requirements such as the distance in η − Φ space are not too far apart.
The corresponding efficiency is calculated as the ratio of the number of matched leptons
and the number of all leptons.
B.2. K-factor
A K-factor is typically a number a fixed order cross-section calculation is to be multiplied
with in order to obtain corresponding cross-section of the next leading order. The
concept has its limitations as e.g. next-to-leading order (NLO) distribution at times
258 Further explanations
have different shapes compared to their leading oder (LO) counterparts. Further, since
K-factors are typically calculated for inclusive processes, there is no gurantee that they
are also valid when e.g. explicitly asking for events with a certain jet mulitplicity or, as
it is done in this analysis, for a certain window of p⊥(Z).
Appendix C.
Additional plots



































The following tables give the unfolded data for all observables. First and second column
define the binning. The third column contains the central values of each bin. The fourth
column contains the corresponding statistical uncertainties (Chapter 12.4) and the fifth
column contains the total assymetrical systematic uncertainty (Chapter 12.5) of each
bin. The observable is always given in the caption of each table as are the lepton channel
and the p⊥(Z) phase-space region.
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.203 ± 0.0036 +0.0050−0.0045
0.083 0.167 0.459 ± 0.0047 +0.0071−0.0050
0.167 0.250 0.750 ± 0.0054 +0.0087−0.0070
0.250 0.333 1.040 ± 0.0059 +0.0088−0.0080
0.333 0.417 1.330 ± 0.0063 +0.0097−0.0098
0.417 0.500 1.576 ± 0.0066 +0.0114−0.0119
0.500 0.583 1.703 ± 0.0065 +0.0095−0.0098
0.583 0.667 1.656 ± 0.0062 +0.0086−0.0086
0.667 0.750 1.416 ± 0.0055 +0.0090−0.0092
0.750 0.833 1.030 ± 0.0047 +0.0107−0.0111
0.833 0.917 0.598 ± 0.0037 +0.0084−0.0087
0.917 1.000 0.187 ± 0.0015 +0.0036−0.0038
Table D.1.: Unfolded data, O = F-Parameter, electron channel, p⊥(Z) ∈ [0,∞)
290 Data tables
Omin Omax 1Nev dNdO δstat δsyst
0.636 0.666 0.484 ± 0.0044 +0.0265−0.0269
0.666 0.697 3.379 ± 0.0179 +0.0486−0.0506
0.697 0.727 5.381 ± 0.0203 +0.0387−0.0390
0.727 0.758 5.765 ± 0.0209 +0.0312−0.0312
0.758 0.788 5.098 ± 0.0198 +0.0307−0.0334
0.788 0.819 4.083 ± 0.0179 +0.0319−0.0327
0.819 0.849 3.059 ± 0.0158 +0.0268−0.0267
0.849 0.879 2.180 ± 0.0137 +0.0250−0.0207
0.879 0.910 1.487 ± 0.0118 +0.0221−0.0165
0.910 0.940 0.962 ± 0.0102 +0.0164−0.0147
0.940 0.971 0.557 ± 0.0085 +0.0099−0.0094
0.971 1.001 0.300 ± 0.0072 +0.0134−0.0124
Table D.2.: Unfolded data, O = transverse thrust, electron channel, p⊥(Z) ∈ [0,∞)
Omin Omax 1Nev dNdO [GeV] δstat δsyst
−0.001 4.000 0.009 ± 0.0001 +0.0004−0.0003
4.000 8.000 0.013 ± 0.0001 +0.0006−0.0006
8.000 12.000 0.017 ± 0.0001 +0.0006−0.0006
12.000 16.000 0.019 ± 0.0001 +0.0006−0.0006
16.000 20.000 0.019 ± 0.0001 +0.0005−0.0005
20.000 24.000 0.019 ± 0.0001 +0.0005−0.0004
24.000 28.000 0.018 ± 0.0001 +0.0004−0.0004
28.000 32.000 0.017 ± 0.0001 +0.0003−0.0003
32.000 36.000 0.016 ± 0.0001 +0.0002−0.0002
36.000 40.000 0.014 ± 0.0001 +0.0001−0.0001
40.000 50.000 0.011 ± 0.0001 +0.0001−0.0002
50.000 60.000 0.008 ± 0.0001 +0.0002−0.0002
60.000 75.000 0.005 ± 0.0000 +0.0002−0.0002
75.000 100.000 0.002 ± 0.0000 +0.0001−0.0002
Table D.3.: Unfolded data, O = ∑ p⊥, electron channel, p⊥(Z) ∈ [0,∞)
Data tables 291
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.058 0.019 ± 0.0013 +0.0018−0.0018
0.058 0.117 0.067 ± 0.0022 +0.0036−0.0033
0.117 0.175 0.158 ± 0.0032 +0.0057−0.0055
0.175 0.233 0.309 ± 0.0042 +0.0073−0.0055
0.233 0.292 0.551 ± 0.0053 +0.0083−0.0074
0.292 0.350 0.913 ± 0.0067 +0.0114−0.0104
0.350 0.408 1.471 ± 0.0084 +0.0152−0.0151
0.408 0.467 2.375 ± 0.0108 +0.0155−0.0155
0.467 0.525 3.579 ± 0.0133 +0.0282−0.0291
0.525 0.583 4.317 ± 0.0147 +0.0200−0.0212
0.583 0.642 2.959 ± 0.0132 +0.0258−0.0260
0.642 0.700 0.352 ± 0.0031 +0.0179−0.0178
Table D.4.: Unfolded data, O = transverse minor, electron channel, p⊥(Z) ∈ [0,∞)
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.274 ± 0.0041 +0.0055−0.0042
0.083 0.167 0.467 ± 0.0045 +0.0079−0.0046
0.167 0.250 0.637 ± 0.0047 +0.0067−0.0057
0.250 0.333 0.823 ± 0.0050 +0.0074−0.0072
0.333 0.417 1.039 ± 0.0054 +0.0082−0.0083
0.417 0.500 1.301 ± 0.0058 +0.0120−0.0122
0.500 0.583 1.576 ± 0.0063 +0.0117−0.0117
0.583 0.667 1.771 ± 0.0066 +0.0118−0.0117
0.667 0.750 1.773 ± 0.0066 +0.0084−0.0087
0.750 0.833 1.452 ± 0.0062 +0.0154−0.0164
0.833 0.917 0.759 ± 0.0049 +0.0152−0.0159
0.917 1.000 0.075 ± 0.0009 +0.0051−0.0052
Table D.5.: Unfolded data, O = Spherocity, electron channel, p⊥(Z) ∈ [0,∞)
292 Data tables
Omin Omax 1Nev dNdO δstat δsyst
−0.500 1.500 0.003 ± 0.0001 +0.0002−0.0002
1.500 3.500 0.008 ± 0.0001 +0.0004−0.0004
3.500 5.500 0.012 ± 0.0002 +0.0005−0.0005
5.500 7.500 0.016 ± 0.0002 +0.0007−0.0006
7.500 9.500 0.018 ± 0.0002 +0.0008−0.0007
9.500 12.500 0.021 ± 0.0002 +0.0008−0.0008
12.500 15.500 0.023 ± 0.0002 +0.0008−0.0008
15.500 20.500 0.025 ± 0.0002 +0.0007−0.0007
20.500 25.500 0.024 ± 0.0002 +0.0005−0.0005
25.500 30.500 0.022 ± 0.0001 +0.0003−0.0003
30.500 35.500 0.019 ± 0.0001 +0.0002−0.0002
35.500 40.500 0.015 ± 0.0001 +0.0003−0.0003
40.500 45.500 0.012 ± 0.0001 +0.0003−0.0003
45.500 50.500 0.009 ± 0.0001 +0.0004−0.0004
50.500 60.500 0.006 ± 0.0001 +0.0004−0.0004
60.500 75.500 0.002 ± 0.0000 +0.0002−0.0003
75.500 100.500 0.001 ± 0.0000 +0.0001−0.0001
Table D.6.: Unfolded data, O = Nch, electron channel, p⊥(Z) ∈ [0,∞)
Data tables 293
Omin Omax 1Nev dNdO δstat δsyst
−0.001 4.000 0.037 ± 0.0002 +0.0016−0.0016
4.000 8.000 0.050 ± 0.0003 +0.0017−0.0017
8.000 12.000 0.046 ± 0.0002 +0.0007−0.0007
12.000 16.000 0.036 ± 0.0002 +0.0002−0.0002
16.000 20.000 0.026 ± 0.0002 +0.0003−0.0003
20.000 24.000 0.018 ± 0.0002 +0.0005−0.0005
24.000 28.000 0.012 ± 0.0001 +0.0005−0.0005
28.000 32.000 0.008 ± 0.0001 +0.0005−0.0005
32.000 36.000 0.005 ± 0.0001 +0.0004−0.0004
36.000 40.000 0.004 ± 0.0001 +0.0004−0.0004
40.000 50.000 0.002 ± 0.0000 +0.0003−0.0003
50.000 60.000 0.001 ± 0.0000 +0.0003−0.0003
Table D.7.: Unfolded data, O = Beamthrust, electron channel, p⊥(Z) ∈ [0,∞)
294 Data tables
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.175 ± 0.0068 +0.0084−0.0085
0.083 0.167 0.242 ± 0.0065 +0.0122−0.0123
0.167 0.250 0.433 ± 0.0075 +0.0164−0.0165
0.250 0.333 0.719 ± 0.0091 +0.0203−0.0203
0.333 0.417 1.048 ± 0.0102 +0.0251−0.0251
0.417 0.500 1.401 ± 0.0114 +0.0281−0.0280
0.500 0.583 1.642 ± 0.0117 +0.0354−0.0352
0.583 0.667 1.705 ± 0.0115 +0.0335−0.0334
0.667 0.750 1.523 ± 0.0106 +0.0304−0.0304
0.750 0.833 1.135 ± 0.0093 +0.0309−0.0309
0.833 0.917 0.673 ± 0.0074 +0.0181−0.0183
0.917 1.000 0.214 ± 0.0031 +0.0085−0.0086
Table D.8.: Unfolded data, O = F-Parameter, electron channel, p⊥(Z) ∈ [0, 6)
Omin Omax 1Nev dNdO δstat δsyst
0.636 0.666 0.556 ± 0.0090 +0.0293−0.0295
0.666 0.697 3.706 ± 0.0353 +0.1089−0.1090
0.697 0.727 5.674 ± 0.0388 +0.1230−0.1228
0.727 0.758 5.764 ± 0.0382 +0.1232−0.1228
0.758 0.788 4.729 ± 0.0348 +0.0991−0.0989
0.788 0.819 3.469 ± 0.0302 +0.0775−0.0774
0.819 0.849 2.338 ± 0.0252 +0.0563−0.0563
0.849 0.879 1.482 ± 0.0208 +0.0489−0.0490
0.879 0.910 0.904 ± 0.0170 +0.0387−0.0389
0.910 0.940 0.547 ± 0.0145 +0.0278−0.0281
0.940 0.971 0.403 ± 0.0146 +0.0228−0.0230
0.971 1.001 0.326 ± 0.0154 +0.0185−0.0188
Table D.9.: Unfolded data, O = transverse thrust, electron channel, p⊥(Z) ∈ [0, 6)
Data tables 295
Omin Omax 1Nev dNdO [GeV] δstat δsyst
−0.001 4.000 0.019 ± 0.0003 +0.0006−0.0006
4.000 8.000 0.022 ± 0.0003 +0.0009−0.0009
8.000 12.000 0.024 ± 0.0003 +0.0008−0.0008
12.000 16.000 0.023 ± 0.0003 +0.0006−0.0006
16.000 20.000 0.022 ± 0.0003 +0.0006−0.0006
20.000 24.000 0.020 ± 0.0002 +0.0005−0.0005
24.000 28.000 0.017 ± 0.0002 +0.0004−0.0004
28.000 32.000 0.015 ± 0.0002 +0.0003−0.0003
32.000 36.000 0.013 ± 0.0002 +0.0004−0.0004
36.000 40.000 0.011 ± 0.0002 +0.0003−0.0003
40.000 50.000 0.008 ± 0.0001 +0.0003−0.0003
50.000 60.000 0.004 ± 0.0001 +0.0003−0.0003
60.000 75.000 0.002 ± 0.0000 +0.0002−0.0002
75.000 100.000 0.001 ± 0.0000 +0.0001−0.0001
Table D.10.: Unfolded data, O = ∑ p⊥, electron channel, p⊥(Z) ∈ [0, 6)
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.058 0.025 ± 0.0030 +0.0042−0.0043
0.058 0.117 0.045 ± 0.0038 +0.0060−0.0060
0.117 0.175 0.072 ± 0.0043 +0.0074−0.0075
0.175 0.233 0.136 ± 0.0054 +0.0111−0.0112
0.233 0.292 0.272 ± 0.0073 +0.0154−0.0155
0.292 0.350 0.512 ± 0.0093 +0.0200−0.0202
0.350 0.408 0.991 ± 0.0128 +0.0340−0.0341
0.408 0.467 1.961 ± 0.0181 +0.0467−0.0467
0.467 0.525 3.428 ± 0.0242 +0.0774−0.0772
0.525 0.583 4.533 ± 0.0278 +0.0867−0.0864
0.583 0.642 3.227 ± 0.0259 +0.0568−0.0568
0.642 0.700 0.383 ± 0.0059 +0.0200−0.0200
Table D.11.: Unfolded data, O = transverse minor, electron channel, p⊥(Z) ∈ [0, 6)
296 Data tables
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.152 ± 0.0061 +0.0084−0.0085
0.083 0.167 0.235 ± 0.0061 +0.0119−0.0119
0.167 0.250 0.356 ± 0.0065 +0.0119−0.0119
0.250 0.333 0.534 ± 0.0073 +0.0195−0.0196
0.333 0.417 0.781 ± 0.0085 +0.0213−0.0214
0.417 0.500 1.118 ± 0.0100 +0.0252−0.0252
0.500 0.583 1.490 ± 0.0113 +0.0272−0.0271
0.583 0.667 1.790 ± 0.0122 +0.0387−0.0385
0.667 0.750 1.892 ± 0.0126 +0.0359−0.0357
0.750 0.833 1.609 ± 0.0122 +0.0369−0.0369
0.833 0.917 0.867 ± 0.0098 +0.0331−0.0332
0.917 1.000 0.090 ± 0.0018 +0.0060−0.0061
Table D.12.: Unfolded data, O = Spherocity, electron channel, p⊥(Z) ∈ [0, 6)
Data tables 297
Omin Omax 1Nev dNdO δstat δsyst
−0.500 1.500 0.008 ± 0.0003 +0.0004−0.0004
1.500 3.500 0.017 ± 0.0003 +0.0008−0.0008
3.500 5.500 0.020 ± 0.0003 +0.0008−0.0008
5.500 7.500 0.022 ± 0.0003 +0.0009−0.0009
7.500 9.500 0.024 ± 0.0003 +0.0009−0.0008
9.500 12.500 0.025 ± 0.0003 +0.0011−0.0011
12.500 15.500 0.026 ± 0.0003 +0.0009−0.0009
15.500 20.500 0.024 ± 0.0003 +0.0007−0.0007
20.500 25.500 0.021 ± 0.0002 +0.0005−0.0005
25.500 30.500 0.018 ± 0.0002 +0.0004−0.0004
30.500 35.500 0.014 ± 0.0002 +0.0004−0.0004
35.500 40.500 0.011 ± 0.0001 +0.0005−0.0005
40.500 45.500 0.008 ± 0.0001 +0.0003−0.0003
45.500 50.500 0.006 ± 0.0001 +0.0004−0.0004
50.500 60.500 0.003 ± 0.0001 +0.0003−0.0004
60.500 75.500 0.001 ± 0.0000 +0.0002−0.0002
75.500 100.500 0.000 ± 0.0000 +0.0001−0.0001
Table D.13.: Unfolded data, O = Nch, electron channel, p⊥(Z) ∈ [0, 6)
298 Data tables
Omin Omax 1Nev dNdO δstat δsyst
−0.001 4.000 0.065 ± 0.0006 +0.0019−0.0019
4.000 8.000 0.063 ± 0.0005 +0.0014−0.0014
8.000 12.000 0.048 ± 0.0004 +0.0003−0.0003
12.000 16.000 0.031 ± 0.0003 +0.0007−0.0007
16.000 20.000 0.019 ± 0.0002 +0.0005−0.0005
20.000 24.000 0.011 ± 0.0002 +0.0006−0.0006
24.000 28.000 0.006 ± 0.0001 +0.0004−0.0004
28.000 32.000 0.003 ± 0.0001 +0.0004−0.0004
32.000 36.000 0.002 ± 0.0001 +0.0002−0.0003
36.000 40.000 0.001 ± 0.0001 +0.0002−0.0002
40.000 50.000 0.000 ± 0.0000 +0.0001−0.0001
50.000 60.000 0.000 ± 0.0000 +0.0000−0.0000
Table D.14.: Unfolded data, O = Beamthrust, electron channel, p⊥(Z) ∈ [0, 6)
Data tables 299
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.118 ± 0.0050 +0.0072−0.0073
0.083 0.167 0.244 ± 0.0063 +0.0139−0.0140
0.167 0.250 0.439 ± 0.0076 +0.0208−0.0209
0.250 0.333 0.680 ± 0.0087 +0.0281−0.0281
0.333 0.417 0.980 ± 0.0099 +0.0262−0.0262
0.417 0.500 1.310 ± 0.0109 +0.0314−0.0312
0.500 0.583 1.535 ± 0.0113 +0.0267−0.0265
0.583 0.667 1.553 ± 0.0109 +0.0340−0.0339
0.667 0.750 1.357 ± 0.0100 +0.0291−0.0291
0.750 0.833 0.991 ± 0.0086 +0.0243−0.0243
0.833 0.917 0.575 ± 0.0068 +0.0195−0.0196
0.917 1.000 0.178 ± 0.0027 +0.0073−0.0074
Table D.15.: Unfolded data, O = F-Parameter, electron channel, p⊥(Z) ∈ [6, 12)
Omin Omax 1Nev dNdO δstat δsyst
0.636 0.666 0.472 ± 0.0080 +0.0279−0.0280
0.666 0.697 3.260 ± 0.0330 +0.1028−0.1028
0.697 0.727 5.115 ± 0.0366 +0.1135−0.1132
0.727 0.758 5.299 ± 0.0364 +0.1044−0.1041
0.758 0.788 4.430 ± 0.0335 +0.0866−0.0865
0.788 0.819 3.202 ± 0.0287 +0.0745−0.0745
0.819 0.849 2.152 ± 0.0239 +0.0710−0.0710
0.849 0.879 1.393 ± 0.0197 +0.0626−0.0627
0.879 0.910 0.894 ± 0.0167 +0.0427−0.0429
0.910 0.940 0.559 ± 0.0144 +0.0319−0.0321
0.940 0.971 0.310 ± 0.0115 +0.0233−0.0234
0.971 1.001 0.204 ± 0.0109 +0.0151−0.0152
Table D.16.: Unfolded data, O = transverse thrust, electron channel, p⊥(Z) ∈ [6, 12)
300 Data tables
Omin Omax 1Nev dNdO [GeV] δstat δsyst
−0.001 4.000 0.006 ± 0.0002 +0.0005−0.0005
4.000 8.000 0.015 ± 0.0002 +0.0008−0.0008
8.000 12.000 0.018 ± 0.0002 +0.0008−0.0008
12.000 16.000 0.020 ± 0.0002 +0.0008−0.0008
16.000 20.000 0.020 ± 0.0002 +0.0006−0.0006
20.000 24.000 0.019 ± 0.0002 +0.0004−0.0004
24.000 28.000 0.017 ± 0.0002 +0.0003−0.0003
28.000 32.000 0.016 ± 0.0002 +0.0004−0.0004
32.000 36.000 0.014 ± 0.0002 +0.0003−0.0003
36.000 40.000 0.012 ± 0.0002 +0.0004−0.0004
40.000 50.000 0.008 ± 0.0001 +0.0003−0.0003
50.000 60.000 0.005 ± 0.0001 +0.0003−0.0003
60.000 75.000 0.003 ± 0.0001 +0.0002−0.0002
75.000 100.000 0.001 ± 0.0000 +0.0001−0.0001
Table D.17.: Unfolded data, O = ∑ p⊥, electron channel, p⊥(Z) ∈ [6, 12)
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.058 0.013 ± 0.0020 +0.0029−0.0029
0.058 0.117 0.029 ± 0.0025 +0.0040−0.0041
0.117 0.175 0.067 ± 0.0038 +0.0066−0.0068
0.175 0.233 0.132 ± 0.0049 +0.0095−0.0097
0.233 0.292 0.280 ± 0.0070 +0.0176−0.0177
0.292 0.350 0.530 ± 0.0094 +0.0259−0.0260
0.350 0.408 0.981 ± 0.0126 +0.0391−0.0392
0.408 0.467 1.834 ± 0.0173 +0.0466−0.0466
0.467 0.525 3.169 ± 0.0229 +0.0550−0.0548
0.525 0.583 4.080 ± 0.0261 +0.0791−0.0788
0.583 0.642 2.802 ± 0.0240 +0.0557−0.0556
0.642 0.700 0.308 ± 0.0050 +0.0152−0.0153
Table D.18.: Unfolded data, O = transverse minor, electron channel, p⊥(Z) ∈ [6, 12)
Data tables 301
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.126 ± 0.0052 +0.0067−0.0067
0.083 0.167 0.228 ± 0.0057 +0.0130−0.0131
0.167 0.250 0.345 ± 0.0062 +0.0156−0.0157
0.250 0.333 0.514 ± 0.0071 +0.0200−0.0200
0.333 0.417 0.741 ± 0.0083 +0.0226−0.0226
0.417 0.500 1.034 ± 0.0095 +0.0239−0.0239
0.500 0.583 1.370 ± 0.0108 +0.0292−0.0291
0.583 0.667 1.646 ± 0.0117 +0.0284−0.0282
0.667 0.750 1.708 ± 0.0119 +0.0370−0.0369
0.750 0.833 1.420 ± 0.0114 +0.0410−0.0410
0.833 0.917 0.754 ± 0.0091 +0.0292−0.0293
0.917 1.000 0.075 ± 0.0016 +0.0058−0.0058
Table D.19.: Unfolded data, O = Spherocity, electron channel, p⊥(Z) ∈ [6, 12)
302 Data tables
Omin Omax 1Nev dNdO δstat δsyst
−0.500 1.500 0.002 ± 0.0001 +0.0010−0.0010
1.500 3.500 0.008 ± 0.0002 +0.0020−0.0020
3.500 5.500 0.013 ± 0.0002 +0.0020−0.0020
5.500 7.500 0.017 ± 0.0002 +0.0012−0.0012
7.500 9.500 0.019 ± 0.0002 +0.0007−0.0007
9.500 12.500 0.020 ± 0.0002 +0.0009−0.0009
12.500 15.500 0.021 ± 0.0002 +0.0013−0.0013
15.500 20.500 0.022 ± 0.0002 +0.0016−0.0016
20.500 25.500 0.020 ± 0.0002 +0.0014−0.0014
25.500 30.500 0.018 ± 0.0001 +0.0008−0.0008
30.500 35.500 0.015 ± 0.0001 +0.0004−0.0004
35.500 40.500 0.012 ± 0.0001 +0.0004−0.0004
40.500 45.500 0.009 ± 0.0001 +0.0005−0.0005
45.500 50.500 0.007 ± 0.0001 +0.0005−0.0005
50.500 60.500 0.004 ± 0.0001 +0.0005−0.0005
60.500 75.500 0.002 ± 0.0000 +0.0002−0.0002
75.500 100.500 0.000 ± 0.0000 +0.0001−0.0001
Table D.20.: Unfolded data, O = Nch, electron channel, p⊥(Z) ∈ [6, 12)
Data tables 303
Omin Omax 1Nev dNdO δstat δsyst
−0.001 4.000 0.046 ± 0.0004 +0.0020−0.0020
4.000 8.000 0.060 ± 0.0004 +0.0017−0.0017
8.000 12.000 0.051 ± 0.0004 +0.0005−0.0005
12.000 16.000 0.036 ± 0.0003 +0.0004−0.0004
16.000 20.000 0.023 ± 0.0002 +0.0007−0.0007
20.000 24.000 0.014 ± 0.0002 +0.0008−0.0008
24.000 28.000 0.008 ± 0.0001 +0.0007−0.0007
28.000 32.000 0.005 ± 0.0001 +0.0004−0.0004
32.000 36.000 0.003 ± 0.0001 +0.0003−0.0003
36.000 40.000 0.002 ± 0.0001 +0.0002−0.0002
40.000 50.000 0.001 ± 0.0000 +0.0001−0.0001
50.000 60.000 0.000 ± 0.0000 +0.0001−0.0001
Table D.21.: Unfolded data, O = Beamthrust, electron channel, p⊥(Z) ∈ [6, 12)
304 Data tables
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.136 ± 0.0054 +0.0076−0.0077
0.083 0.167 0.368 ± 0.0079 +0.0138−0.0127
0.167 0.250 0.655 ± 0.0096 +0.0143−0.0139
0.250 0.333 0.939 ± 0.0106 +0.0185−0.0183
0.333 0.417 1.248 ± 0.0117 +0.0205−0.0204
0.417 0.500 1.478 ± 0.0122 +0.0184−0.0183
0.500 0.583 1.565 ± 0.0120 +0.0218−0.0218
0.583 0.667 1.498 ± 0.0112 +0.0264−0.0264
0.667 0.750 1.265 ± 0.0100 +0.0246−0.0247
0.750 0.833 0.919 ± 0.0086 +0.0215−0.0216
0.833 0.917 0.530 ± 0.0068 +0.0166−0.0168
0.917 1.000 0.164 ± 0.0028 +0.0063−0.0064
Table D.22.: Unfolded data, O = F-Parameter, electron channel, p⊥(Z) ∈ [12, 25)
Omin Omax 1Nev dNdO δstat δsyst
0.636 0.666 0.432 ± 0.0080 +0.0245−0.0247
0.666 0.697 3.043 ± 0.0328 +0.0849−0.0855
0.697 0.727 4.862 ± 0.0372 +0.0938−0.0942
0.727 0.758 5.260 ± 0.0381 +0.0881−0.0876
0.758 0.788 4.695 ± 0.0362 +0.0725−0.0745
0.788 0.819 3.794 ± 0.0330 +0.0499−0.0498
0.819 0.849 2.802 ± 0.0287 +0.0575−0.0569
0.849 0.879 1.946 ± 0.0246 +0.0507−0.0497
0.879 0.910 1.274 ± 0.0206 +0.0329−0.0298
0.910 0.940 0.782 ± 0.0173 +0.0264−0.0261
0.940 0.971 0.405 ± 0.0133 +0.0166−0.0169
0.971 1.001 0.195 ± 0.0106 +0.0148−0.0150
Table D.23.: Unfolded data, O = transverse thrust, electron channel, p⊥(Z) ∈ [12, 25)
Data tables 305
Omin Omax 1Nev dNdO [GeV] δstat δsyst
−0.001 4.000 0.002 ± 0.0001 +0.0003−0.0003
4.000 8.000 0.007 ± 0.0001 +0.0006−0.0006
8.000 12.000 0.012 ± 0.0002 +0.0008−0.0007
12.000 16.000 0.016 ± 0.0002 +0.0008−0.0008
16.000 20.000 0.018 ± 0.0002 +0.0008−0.0007
20.000 24.000 0.019 ± 0.0002 +0.0007−0.0006
24.000 28.000 0.019 ± 0.0002 +0.0006−0.0005
28.000 32.000 0.018 ± 0.0002 +0.0004−0.0004
32.000 36.000 0.017 ± 0.0002 +0.0003−0.0003
36.000 40.000 0.015 ± 0.0002 +0.0003−0.0002
40.000 50.000 0.012 ± 0.0001 +0.0003−0.0003
50.000 60.000 0.008 ± 0.0001 +0.0003−0.0003
60.000 75.000 0.005 ± 0.0001 +0.0003−0.0003
75.000 100.000 0.002 ± 0.0000 +0.0002−0.0002
Table D.24.: Unfolded data, O = ∑ p⊥, electron channel, p⊥(Z) ∈ [12, 25)
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.058 0.008 ± 0.0013 +0.0020−0.0020
0.058 0.117 0.042 ± 0.0032 +0.0059−0.0060
0.117 0.175 0.103 ± 0.0046 +0.0079−0.0081
0.175 0.233 0.226 ± 0.0065 +0.0104−0.0106
0.233 0.292 0.461 ± 0.0092 +0.0170−0.0159
0.292 0.350 0.819 ± 0.0120 +0.0231−0.0219
0.350 0.408 1.377 ± 0.0155 +0.0272−0.0273
0.408 0.467 2.258 ± 0.0201 +0.0303−0.0303
0.467 0.525 3.289 ± 0.0242 +0.0478−0.0478
0.525 0.583 3.876 ± 0.0265 +0.0604−0.0610
0.583 0.642 2.619 ± 0.0239 +0.0474−0.0472
0.642 0.700 0.296 ± 0.0053 +0.0216−0.0216
Table D.25.: Unfolded data, O = transverse minor, electron channel, p⊥(Z) ∈ [12, 25)
306 Data tables
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.180 ± 0.0062 +0.0070−0.0070
0.083 0.167 0.364 ± 0.0074 +0.0127−0.0119
0.167 0.250 0.550 ± 0.0083 +0.0125−0.0124
0.250 0.333 0.744 ± 0.0090 +0.0155−0.0154
0.333 0.417 0.979 ± 0.0100 +0.0198−0.0197
0.417 0.500 1.240 ± 0.0110 +0.0199−0.0198
0.500 0.583 1.469 ± 0.0117 +0.0182−0.0181
0.583 0.667 1.609 ± 0.0121 +0.0226−0.0225
0.667 0.750 1.589 ± 0.0119 +0.0278−0.0280
0.750 0.833 1.298 ± 0.0113 +0.0324−0.0331
0.833 0.917 0.676 ± 0.0088 +0.0220−0.0224
0.917 1.000 0.066 ± 0.0016 +0.0059−0.0060
Table D.26.: Unfolded data, O = Spherocity, electron channel, p⊥(Z) ∈ [12, 25)
Data tables 307
Omin Omax 1Nev dNdO δstat δsyst
−0.500 1.500 0.001 ± 0.0001 +0.0001−0.0001
1.500 3.500 0.003 ± 0.0001 +0.0004−0.0004
3.500 5.500 0.006 ± 0.0002 +0.0006−0.0006
5.500 7.500 0.010 ± 0.0002 +0.0007−0.0007
7.500 9.500 0.014 ± 0.0003 +0.0009−0.0008
9.500 12.500 0.018 ± 0.0003 +0.0010−0.0009
12.500 15.500 0.021 ± 0.0003 +0.0009−0.0009
15.500 20.500 0.023 ± 0.0003 +0.0009−0.0009
20.500 25.500 0.024 ± 0.0003 +0.0006−0.0006
25.500 30.500 0.022 ± 0.0002 +0.0004−0.0004
30.500 35.500 0.018 ± 0.0002 +0.0003−0.0004
35.500 40.500 0.015 ± 0.0002 +0.0004−0.0004
40.500 45.500 0.012 ± 0.0002 +0.0005−0.0005
45.500 50.500 0.009 ± 0.0001 +0.0004−0.0004
50.500 60.500 0.006 ± 0.0001 +0.0004−0.0004
60.500 75.500 0.002 ± 0.0001 +0.0003−0.0003
75.500 100.500 0.000 ± 0.0000 +0.0001−0.0001
Table D.27.: Unfolded data, O = Nch, electron channel, p⊥(Z) ∈ [12, 25)
308 Data tables
Omin Omax 1Nev dNdO δstat δsyst
−0.001 4.000 0.024 ± 0.0003 +0.0013−0.0013
4.000 8.000 0.048 ± 0.0004 +0.0020−0.0020
8.000 12.000 0.051 ± 0.0004 +0.0010−0.0010
12.000 16.000 0.042 ± 0.0003 +0.0003−0.0003
16.000 20.000 0.031 ± 0.0003 +0.0007−0.0007
20.000 24.000 0.021 ± 0.0002 +0.0008−0.0008
24.000 28.000 0.013 ± 0.0002 +0.0007−0.0007
28.000 32.000 0.008 ± 0.0001 +0.0006−0.0006
32.000 36.000 0.005 ± 0.0001 +0.0005−0.0005
36.000 40.000 0.003 ± 0.0001 +0.0004−0.0004
40.000 50.000 0.001 ± 0.0000 +0.0002−0.0002
50.000 60.000 0.000 ± 0.0000 +0.0001−0.0001
Table D.28.: Unfolded data, O = Beamthrust, electron channel, p⊥(Z) ∈ [12, 25)
Data tables 309
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.333 ± 0.0098 +0.0124−0.0103
0.083 0.167 0.937 ± 0.0150 +0.0384−0.0227
0.167 0.250 1.359 ± 0.0164 +0.0302−0.0221
0.250 0.333 1.594 ± 0.0165 +0.0203−0.0197
0.333 0.417 1.648 ± 0.0159 +0.0260−0.0261
0.417 0.500 1.531 ± 0.0146 +0.0278−0.0290
0.500 0.583 1.346 ± 0.0131 +0.0328−0.0334
0.583 0.667 1.099 ± 0.0113 +0.0318−0.0328
0.667 0.750 0.820 ± 0.0095 +0.0299−0.0319
0.750 0.833 0.544 ± 0.0075 +0.0259−0.0285
0.833 0.917 0.296 ± 0.0058 +0.0163−0.0180
0.917 1.000 0.091 ± 0.0024 +0.0064−0.0068
Table D.29.: Unfolded data, O = F-Parameter, electron channel, p⊥(Z) ∈ [25,∞)
Omin Omax 1Nev dNdO δstat δsyst
0.636 0.666 0.211 ± 0.0064 +0.0201−0.0210
0.666 0.697 1.739 ± 0.0284 +0.0765−0.0869
0.697 0.727 3.252 ± 0.0358 +0.1131−0.1220
0.727 0.758 4.153 ± 0.0400 +0.1038−0.1088
0.758 0.788 4.513 ± 0.0421 +0.0900−0.0907
0.788 0.819 4.506 ± 0.0428 +0.0863−0.0878
0.819 0.849 4.126 ± 0.0417 +0.0617−0.0640
0.849 0.879 3.448 ± 0.0391 +0.0522−0.0420
0.879 0.910 2.642 ± 0.0356 +0.0657−0.0434
0.910 0.940 1.822 ± 0.0312 +0.0688−0.0382
0.940 0.971 1.010 ± 0.0250 +0.0370−0.0282
0.971 1.001 0.357 ± 0.0164 +0.0215−0.0165
Table D.30.: Unfolded data, O = transverse thrust, electron channel, p⊥(Z) ∈ [25,∞)
310 Data tables
Omin Omax 1Nev dNdO [GeV] δstat δsyst
−0.001 4.000 0.001 ± 0.0001 +0.0002−0.0002
4.000 8.000 0.001 ± 0.0001 +0.0002−0.0002
8.000 12.000 0.003 ± 0.0001 +0.0004−0.0004
12.000 16.000 0.005 ± 0.0001 +0.0005−0.0005
16.000 20.000 0.007 ± 0.0001 +0.0007−0.0007
20.000 24.000 0.009 ± 0.0002 +0.0008−0.0008
24.000 28.000 0.011 ± 0.0002 +0.0009−0.0009
28.000 32.000 0.013 ± 0.0002 +0.0009−0.0008
32.000 36.000 0.014 ± 0.0002 +0.0009−0.0009
36.000 40.000 0.014 ± 0.0002 +0.0006−0.0006
40.000 50.000 0.014 ± 0.0001 +0.0005−0.0005
50.000 60.000 0.013 ± 0.0001 +0.0002−0.0002
60.000 75.000 0.010 ± 0.0001 +0.0002−0.0002
75.000 100.000 0.006 ± 0.0001 +0.0003−0.0003
Table D.31.: Unfolded data, O = ∑ p⊥, electron channel, p⊥(Z) ∈ [25,∞)
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.058 0.021 ± 0.0027 +0.0035−0.0034
0.058 0.117 0.144 ± 0.0069 +0.0114−0.0100
0.117 0.175 0.388 ± 0.0108 +0.0201−0.0193
0.175 0.233 0.744 ± 0.0142 +0.0359−0.0256
0.233 0.292 1.151 ± 0.0169 +0.0376−0.0289
0.292 0.350 1.648 ± 0.0200 +0.0313−0.0268
0.350 0.408 2.196 ± 0.0229 +0.0236−0.0222
0.408 0.467 2.647 ± 0.0251 +0.0514−0.0517
0.467 0.525 2.932 ± 0.0265 +0.0696−0.0759
0.525 0.583 2.727 ± 0.0258 +0.0787−0.0825
0.583 0.642 1.713 ± 0.0219 +0.0598−0.0638
0.642 0.700 0.255 ± 0.0069 +0.0210−0.0211
Table D.32.: Unfolded data, O = transverse minor, electron channel, p⊥(Z) ∈ [25,∞)
Data tables 311
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.624 ± 0.0133 +0.0267−0.0213
0.083 0.167 1.011 ± 0.0145 +0.0383−0.0272
0.167 0.250 1.217 ± 0.0143 +0.0271−0.0197
0.250 0.333 1.338 ± 0.0143 +0.0172−0.0147
0.333 0.417 1.362 ± 0.0138 +0.0182−0.0190
0.417 0.500 1.358 ± 0.0134 +0.0257−0.0273
0.500 0.583 1.345 ± 0.0130 +0.0323−0.0335
0.583 0.667 1.245 ± 0.0123 +0.0357−0.0370
0.667 0.750 1.037 ± 0.0112 +0.0361−0.0380
0.750 0.833 0.719 ± 0.0096 +0.0317−0.0344
0.833 0.917 0.318 ± 0.0068 +0.0191−0.0215
0.917 1.000 0.027 ± 0.0011 +0.0032−0.0034
Table D.33.: Unfolded data, O = Spherocity, electron channel, p⊥(Z) ∈ [25,∞)
312 Data tables
Omin Omax 1Nev dNdO δstat δsyst
−0.500 1.500 0.000 ± 0.0000 +0.0001−0.0001
1.500 3.500 0.001 ± 0.0001 +0.0002−0.0002
3.500 5.500 0.002 ± 0.0001 +0.0002−0.0003
5.500 7.500 0.004 ± 0.0001 +0.0004−0.0004
7.500 9.500 0.006 ± 0.0002 +0.0006−0.0006
9.500 12.500 0.010 ± 0.0002 +0.0008−0.0008
12.500 15.500 0.014 ± 0.0003 +0.0010−0.0010
15.500 20.500 0.019 ± 0.0003 +0.0010−0.0010
20.500 25.500 0.023 ± 0.0003 +0.0009−0.0009
25.500 30.500 0.023 ± 0.0003 +0.0007−0.0007
30.500 35.500 0.022 ± 0.0003 +0.0005−0.0004
35.500 40.500 0.020 ± 0.0002 +0.0004−0.0004
40.500 45.500 0.017 ± 0.0002 +0.0004−0.0004
45.500 50.500 0.014 ± 0.0002 +0.0005−0.0005
50.500 60.500 0.009 ± 0.0001 +0.0005−0.0005
60.500 75.500 0.004 ± 0.0001 +0.0004−0.0004
75.500 100.500 0.001 ± 0.0000 +0.0002−0.0002
Table D.34.: Unfolded data, O = Nch, electron channel, p⊥(Z) ∈ [25,∞)
Data tables 313
Omin Omax 1Nev dNdO δstat δsyst
−0.001 4.000 0.007 ± 0.0002 +0.0006−0.0006
4.000 8.000 0.021 ± 0.0003 +0.0015−0.0015
8.000 12.000 0.031 ± 0.0003 +0.0018−0.0018
12.000 16.000 0.035 ± 0.0004 +0.0014−0.0014
16.000 20.000 0.034 ± 0.0003 +0.0008−0.0008
20.000 24.000 0.028 ± 0.0003 +0.0003−0.0003
24.000 28.000 0.023 ± 0.0003 +0.0003−0.0003
28.000 32.000 0.018 ± 0.0002 +0.0007−0.0007
32.000 36.000 0.014 ± 0.0002 +0.0008−0.0008
36.000 40.000 0.011 ± 0.0002 +0.0008−0.0008
40.000 50.000 0.007 ± 0.0001 +0.0008−0.0008
50.000 60.000 0.004 ± 0.0001 +0.0007−0.0007
Table D.35.: Unfolded data, O = Beamthrust, electron channel, p⊥(Z) ∈ [25,∞)
314 Data tables
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.211 ± 0.0032 +0.0028−0.0028
0.083 0.167 0.470 ± 0.0042 +0.0053−0.0054
0.167 0.250 0.757 ± 0.0047 +0.0080−0.0080
0.250 0.333 1.043 ± 0.0052 +0.0108−0.0108
0.333 0.417 1.333 ± 0.0055 +0.0104−0.0104
0.417 0.500 1.569 ± 0.0057 +0.0107−0.0106
0.500 0.583 1.698 ± 0.0057 +0.0067−0.0066
0.583 0.667 1.644 ± 0.0053 +0.0069−0.0068
0.667 0.750 1.405 ± 0.0047 +0.0118−0.0118
0.750 0.833 1.028 ± 0.0040 +0.0113−0.0113
0.833 0.917 0.595 ± 0.0032 +0.0082−0.0082
0.917 1.000 0.185 ± 0.0013 +0.0030−0.0031
Table D.36.: Unfolded data, O = F-Parameter, muon channel, p⊥(Z) ∈ [0,∞)
Omin Omax 1Nev dNdO δstat δsyst
0.636 0.666 0.487 ± 0.0038 +0.0241−0.0241
0.666 0.697 3.361 ± 0.0154 +0.0470−0.0470
0.697 0.727 5.332 ± 0.0174 +0.0444−0.0444
0.727 0.758 5.730 ± 0.0180 +0.0193−0.0192
0.758 0.788 5.092 ± 0.0172 +0.0216−0.0215
0.788 0.819 4.081 ± 0.0156 +0.0286−0.0286
0.819 0.849 3.061 ± 0.0138 +0.0290−0.0290
0.849 0.879 2.178 ± 0.0119 +0.0230−0.0230
0.879 0.910 1.500 ± 0.0104 +0.0142−0.0142
0.910 0.940 0.992 ± 0.0091 +0.0136−0.0137
0.940 0.971 0.590 ± 0.0077 +0.0073−0.0073
0.971 1.001 0.305 ± 0.0063 +0.0093−0.0093
Table D.37.: Unfolded data, O = transverse thrust, muon channel, p⊥(Z) ∈ [0,∞)
Data tables 315
Omin Omax 1Nev dNdO [GeV] δstat δsyst
−0.001 4.000 0.009 ± 0.0001 +0.0004−0.0004
4.000 8.000 0.013 ± 0.0001 +0.0006−0.0006
8.000 12.000 0.017 ± 0.0001 +0.0007−0.0007
12.000 16.000 0.018 ± 0.0001 +0.0007−0.0007
16.000 20.000 0.019 ± 0.0001 +0.0006−0.0006
20.000 24.000 0.019 ± 0.0001 +0.0005−0.0005
24.000 28.000 0.018 ± 0.0001 +0.0004−0.0004
28.000 32.000 0.017 ± 0.0001 +0.0002−0.0002
32.000 36.000 0.015 ± 0.0001 +0.0002−0.0002
36.000 40.000 0.014 ± 0.0001 +0.0001−0.0001
40.000 50.000 0.011 ± 0.0001 +0.0001−0.0001
50.000 60.000 0.008 ± 0.0000 +0.0002−0.0002
60.000 75.000 0.005 ± 0.0000 +0.0002−0.0002
75.000 100.000 0.002 ± 0.0000 +0.0002−0.0002
Table D.38.: Unfolded data, O = ∑ p⊥, muon channel, p⊥(Z) ∈ [0,∞)
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.058 0.021 ± 0.0012 +0.0015−0.0015
0.058 0.117 0.068 ± 0.0019 +0.0026−0.0027
0.117 0.175 0.168 ± 0.0028 +0.0034−0.0035
0.175 0.233 0.328 ± 0.0037 +0.0060−0.0060
0.233 0.292 0.558 ± 0.0046 +0.0088−0.0088
0.292 0.350 0.923 ± 0.0059 +0.0155−0.0155
0.350 0.408 1.478 ± 0.0073 +0.0141−0.0141
0.408 0.467 2.364 ± 0.0093 +0.0189−0.0189
0.467 0.525 3.563 ± 0.0115 +0.0227−0.0226
0.525 0.583 4.299 ± 0.0126 +0.0276−0.0275
0.583 0.642 2.938 ± 0.0114 +0.0352−0.0352
0.642 0.700 0.348 ± 0.0027 +0.0163−0.0163
Table D.39.: Unfolded data, O = transverse minor, muon channel, p⊥(Z) ∈ [0,∞)
316 Data tables
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.297 ± 0.0037 +0.0034−0.0034
0.083 0.167 0.469 ± 0.0039 +0.0058−0.0058
0.167 0.250 0.642 ± 0.0041 +0.0065−0.0065
0.250 0.333 0.826 ± 0.0043 +0.0088−0.0088
0.333 0.417 1.048 ± 0.0047 +0.0103−0.0103
0.417 0.500 1.298 ± 0.0051 +0.0103−0.0103
0.500 0.583 1.560 ± 0.0055 +0.0104−0.0104
0.583 0.667 1.762 ± 0.0057 +0.0079−0.0079
0.667 0.750 1.767 ± 0.0057 +0.0101−0.0101
0.750 0.833 1.442 ± 0.0053 +0.0171−0.0171
0.833 0.917 0.753 ± 0.0042 +0.0154−0.0154
0.917 1.000 0.075 ± 0.0007 +0.0049−0.0049
Table D.40.: Unfolded data, O = Spherocity, muon channel, p⊥(Z) ∈ [0,∞)
Data tables 317
Omin Omax 1Nev dNdO δstat δsyst
−0.500 1.500 0.003 ± 0.0001 +0.0002−0.0002
1.500 3.500 0.008 ± 0.0001 +0.0004−0.0004
3.500 5.500 0.012 ± 0.0001 +0.0005−0.0005
5.500 7.500 0.015 ± 0.0001 +0.0006−0.0006
7.500 9.500 0.018 ± 0.0002 +0.0007−0.0007
9.500 12.500 0.021 ± 0.0001 +0.0008−0.0008
12.500 15.500 0.024 ± 0.0002 +0.0007−0.0007
15.500 20.500 0.024 ± 0.0001 +0.0006−0.0006
20.500 25.500 0.024 ± 0.0001 +0.0004−0.0004
25.500 30.500 0.022 ± 0.0001 +0.0003−0.0003
30.500 35.500 0.019 ± 0.0001 +0.0001−0.0001
35.500 40.500 0.016 ± 0.0001 +0.0002−0.0002
40.500 45.500 0.012 ± 0.0001 +0.0004−0.0004
45.500 50.500 0.009 ± 0.0001 +0.0005−0.0005
50.500 60.500 0.006 ± 0.0000 +0.0004−0.0004
60.500 75.500 0.003 ± 0.0000 +0.0003−0.0003
75.500 100.500 0.001 ± 0.0000 +0.0001−0.0001
Table D.41.: Unfolded data, O = Nch, muon channel, p⊥(Z) ∈ [0,∞)
318 Data tables
Omin Omax 1Nev dNdO δstat δsyst
−0.001 4.000 0.037 ± 0.0002 +0.0010−0.0010
4.000 8.000 0.049 ± 0.0002 +0.0011−0.0011
8.000 12.000 0.046 ± 0.0002 +0.0005−0.0005
12.000 16.000 0.036 ± 0.0001 +0.0002−0.0001
16.000 20.000 0.026 ± 0.0001 +0.0003−0.0003
20.000 24.000 0.018 ± 0.0001 +0.0004−0.0004
24.000 28.000 0.012 ± 0.0001 +0.0004−0.0004
28.000 32.000 0.008 ± 0.0001 +0.0004−0.0004
32.000 36.000 0.006 ± 0.0001 +0.0003−0.0003
36.000 40.000 0.004 ± 0.0000 +0.0002−0.0002
40.000 50.000 0.002 ± 0.0000 +0.0002−0.0002
50.000 60.000 0.001 ± 0.0000 +0.0001−0.0001
Table D.42.: Unfolded data, O = Beamthrust, muon channel, p⊥(Z) ∈ [0,∞)
Data tables 319
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.174 ± 0.0059 +0.0059−0.0059
0.083 0.167 0.240 ± 0.0056 +0.0097−0.0097
0.167 0.250 0.431 ± 0.0067 +0.0160−0.0160
0.250 0.333 0.722 ± 0.0080 +0.0173−0.0173
0.333 0.417 1.091 ± 0.0094 +0.0163−0.0163
0.417 0.500 1.431 ± 0.0102 +0.0187−0.0186
0.500 0.583 1.689 ± 0.0106 +0.0164−0.0163
0.583 0.667 1.740 ± 0.0104 +0.0176−0.0175
0.667 0.750 1.541 ± 0.0094 +0.0234−0.0234
0.750 0.833 1.150 ± 0.0082 +0.0232−0.0232
0.833 0.917 0.675 ± 0.0065 +0.0170−0.0171
0.917 1.000 0.214 ± 0.0027 +0.0057−0.0057
Table D.43.: Unfolded data, O = F-Parameter, muon channel, p⊥(Z) ∈ [0, 6)
Omin Omax 1Nev dNdO δstat δsyst
0.636 0.666 0.561 ± 0.0078 +0.0273−0.0274
0.666 0.697 3.740 ± 0.0311 +0.1007−0.1008
0.697 0.727 5.725 ± 0.0343 +0.0886−0.0885
0.727 0.758 5.879 ± 0.0343 +0.0569−0.0563
0.758 0.788 4.892 ± 0.0316 +0.0361−0.0356
0.788 0.819 3.545 ± 0.0270 +0.0463−0.0463
0.819 0.849 2.389 ± 0.0227 +0.0450−0.0450
0.849 0.879 1.487 ± 0.0185 +0.0434−0.0435
0.879 0.910 0.896 ± 0.0151 +0.0294−0.0295
0.910 0.940 0.568 ± 0.0133 +0.0245−0.0246
0.940 0.971 0.378 ± 0.0122 +0.0144−0.0146
0.971 1.001 0.346 ± 0.0140 +0.0136−0.0138
Table D.44.: Unfolded data, O = transverse thrust, muon channel, p⊥(Z) ∈ [0, 6)
320 Data tables
Omin Omax 1Nev dNdO [GeV] δstat δsyst
−0.001 4.000 0.018 ± 0.0003 +0.0005−0.0005
4.000 8.000 0.023 ± 0.0003 +0.0010−0.0010
8.000 12.000 0.025 ± 0.0003 +0.0007−0.0007
12.000 16.000 0.024 ± 0.0003 +0.0005−0.0005
16.000 20.000 0.022 ± 0.0003 +0.0003−0.0003
20.000 24.000 0.020 ± 0.0003 +0.0002−0.0002
24.000 28.000 0.017 ± 0.0002 +0.0002−0.0002
28.000 32.000 0.015 ± 0.0002 +0.0002−0.0002
32.000 36.000 0.013 ± 0.0002 +0.0002−0.0002
36.000 40.000 0.011 ± 0.0002 +0.0002−0.0002
40.000 50.000 0.008 ± 0.0001 +0.0003−0.0003
50.000 60.000 0.004 ± 0.0001 +0.0003−0.0003
60.000 75.000 0.002 ± 0.0001 +0.0002−0.0002
75.000 100.000 0.001 ± 0.0000 +0.0001−0.0001
Table D.45.: Unfolded data, O = ∑ p⊥, muon channel, p⊥(Z) ∈ [0, 6)
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.058 0.028 ± 0.0028 +0.0033−0.0033
0.058 0.117 0.042 ± 0.0032 +0.0038−0.0038
0.117 0.175 0.071 ± 0.0038 +0.0048−0.0049
0.175 0.233 0.138 ± 0.0048 +0.0083−0.0084
0.233 0.292 0.259 ± 0.0061 +0.0135−0.0136
0.292 0.350 0.516 ± 0.0083 +0.0238−0.0239
0.350 0.408 1.032 ± 0.0117 +0.0218−0.0218
0.408 0.467 1.996 ± 0.0162 +0.0260−0.0260
0.467 0.525 3.502 ± 0.0216 +0.0317−0.0315
0.525 0.583 4.633 ± 0.0249 +0.0526−0.0523
0.583 0.642 3.251 ± 0.0229 +0.0498−0.0498
0.642 0.700 0.385 ± 0.0051 +0.0155−0.0156
Table D.46.: Unfolded data, O = transverse minor, muon channel, p⊥(Z) ∈ [0, 6)
Data tables 321
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.155 ± 0.0055 +0.0056−0.0056
0.083 0.167 0.215 ± 0.0050 +0.0086−0.0087
0.167 0.250 0.359 ± 0.0058 +0.0149−0.0149
0.250 0.333 0.552 ± 0.0067 +0.0166−0.0166
0.333 0.417 0.814 ± 0.0078 +0.0133−0.0133
0.417 0.500 1.135 ± 0.0089 +0.0177−0.0177
0.500 0.583 1.523 ± 0.0102 +0.0129−0.0129
0.583 0.667 1.835 ± 0.0110 +0.0107−0.0105
0.667 0.750 1.935 ± 0.0113 +0.0233−0.0233
0.750 0.833 1.618 ± 0.0108 +0.0369−0.0369
0.833 0.917 0.869 ± 0.0086 +0.0266−0.0266
0.917 1.000 0.089 ± 0.0016 +0.0066−0.0067
Table D.47.: Unfolded data, O = Spherocity, muon channel, p⊥(Z) ∈ [0, 6)
322 Data tables
Omin Omax 1Nev dNdO δstat δsyst
−0.500 1.500 0.008 ± 0.0002 +0.0004−0.0004
1.500 3.500 0.017 ± 0.0003 +0.0007−0.0007
3.500 5.500 0.021 ± 0.0003 +0.0007−0.0007
5.500 7.500 0.022 ± 0.0003 +0.0008−0.0007
7.500 9.500 0.024 ± 0.0003 +0.0008−0.0008
9.500 12.500 0.026 ± 0.0003 +0.0008−0.0008
12.500 15.500 0.026 ± 0.0003 +0.0007−0.0007
15.500 20.500 0.024 ± 0.0002 +0.0004−0.0004
20.500 25.500 0.022 ± 0.0002 +0.0003−0.0003
25.500 30.500 0.018 ± 0.0002 +0.0002−0.0002
30.500 35.500 0.015 ± 0.0002 +0.0002−0.0002
35.500 40.500 0.011 ± 0.0001 +0.0004−0.0004
40.500 45.500 0.008 ± 0.0001 +0.0004−0.0004
45.500 50.500 0.006 ± 0.0001 +0.0004−0.0004
50.500 60.500 0.003 ± 0.0001 +0.0003−0.0003
60.500 75.500 0.001 ± 0.0000 +0.0002−0.0002
75.500 100.500 0.000 ± 0.0000 +0.0001−0.0001
Table D.48.: Unfolded data, O = Nch, muon channel, p⊥(Z) ∈ [0, 6)
Data tables 323
Omin Omax 1Nev dNdO δstat δsyst
−0.001 4.000 0.065 ± 0.0005 +0.0014−0.0014
4.000 8.000 0.062 ± 0.0004 +0.0012−0.0012
8.000 12.000 0.048 ± 0.0003 +0.0003−0.0003
12.000 16.000 0.031 ± 0.0002 +0.0004−0.0004
16.000 20.000 0.019 ± 0.0002 +0.0006−0.0006
20.000 24.000 0.011 ± 0.0002 +0.0005−0.0005
24.000 28.000 0.006 ± 0.0001 +0.0004−0.0004
28.000 32.000 0.004 ± 0.0001 +0.0003−0.0003
32.000 36.000 0.002 ± 0.0001 +0.0002−0.0002
36.000 40.000 0.001 ± 0.0000 +0.0002−0.0002
40.000 50.000 0.000 ± 0.0000 +0.0001−0.0001
50.000 60.000 0.000 ± 0.0000 +0.0000−0.0000
Table D.49.: Unfolded data, O = Beamthrust, muon channel, p⊥(Z) ∈ [0, 6)
324 Data tables
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.122 ± 0.0045 +0.0047−0.0048
0.083 0.167 0.251 ± 0.0056 +0.0144−0.0145
0.167 0.250 0.441 ± 0.0067 +0.0180−0.0180
0.250 0.333 0.713 ± 0.0079 +0.0254−0.0254
0.333 0.417 1.034 ± 0.0091 +0.0199−0.0199
0.417 0.500 1.357 ± 0.0099 +0.0119−0.0118
0.500 0.583 1.571 ± 0.0102 +0.0202−0.0201
0.583 0.667 1.574 ± 0.0097 +0.0235−0.0234
0.667 0.750 1.381 ± 0.0088 +0.0249−0.0248
0.750 0.833 1.033 ± 0.0077 +0.0260−0.0260
0.833 0.917 0.603 ± 0.0061 +0.0172−0.0174
0.917 1.000 0.184 ± 0.0024 +0.0065−0.0066
Table D.50.: Unfolded data, O = F-Parameter, muon channel, p⊥(Z) ∈ [6, 12)
Omin Omax 1Nev dNdO δstat δsyst
0.636 0.666 0.505 ± 0.0074 +0.0199−0.0200
0.666 0.697 3.360 ± 0.0292 +0.0942−0.0943
0.697 0.727 5.214 ± 0.0324 +0.1101−0.1100
0.727 0.758 5.433 ± 0.0327 +0.0652−0.0648
0.758 0.788 4.520 ± 0.0300 +0.0414−0.0410
0.788 0.819 3.347 ± 0.0262 +0.0397−0.0396
0.819 0.849 2.265 ± 0.0219 +0.0642−0.0642
0.849 0.879 1.457 ± 0.0180 +0.0579−0.0579
0.879 0.910 0.901 ± 0.0148 +0.0348−0.0349
0.910 0.940 0.561 ± 0.0126 +0.0343−0.0344
0.940 0.971 0.341 ± 0.0108 +0.0149−0.0151
0.971 1.001 0.212 ± 0.0098 +0.0118−0.0120
Table D.51.: Unfolded data, O = transverse thrust, muon channel, p⊥(Z) ∈ [6, 12)
Data tables 325
Omin Omax 1Nev dNdO [GeV] δstat δsyst
−0.001 4.000 0.007 ± 0.0002 +0.0007−0.0007
4.000 8.000 0.014 ± 0.0002 +0.0007−0.0007
8.000 12.000 0.019 ± 0.0002 +0.0007−0.0007
12.000 16.000 0.021 ± 0.0002 +0.0008−0.0008
16.000 20.000 0.020 ± 0.0002 +0.0006−0.0006
20.000 24.000 0.019 ± 0.0002 +0.0004−0.0004
24.000 28.000 0.018 ± 0.0002 +0.0003−0.0003
28.000 32.000 0.016 ± 0.0002 +0.0002−0.0002
32.000 36.000 0.014 ± 0.0002 +0.0002−0.0002
36.000 40.000 0.012 ± 0.0001 +0.0002−0.0002
40.000 50.000 0.009 ± 0.0001 +0.0003−0.0003
50.000 60.000 0.005 ± 0.0001 +0.0003−0.0003
60.000 75.000 0.003 ± 0.0000 +0.0002−0.0002
75.000 100.000 0.001 ± 0.0000 +0.0002−0.0002
Table D.52.: Unfolded data, O = ∑ p⊥, muon channel, p⊥(Z) ∈ [6, 12)
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.058 0.014 ± 0.0018 +0.0024−0.0024
0.058 0.117 0.025 ± 0.0020 +0.0029−0.0029
0.117 0.175 0.067 ± 0.0033 +0.0050−0.0051
0.175 0.233 0.140 ± 0.0045 +0.0101−0.0101
0.233 0.292 0.290 ± 0.0063 +0.0175−0.0176
0.292 0.350 0.545 ± 0.0084 +0.0298−0.0299
0.350 0.408 1.028 ± 0.0115 +0.0330−0.0330
0.408 0.467 1.907 ± 0.0157 +0.0297−0.0297
0.467 0.525 3.262 ± 0.0207 +0.0271−0.0269
0.525 0.583 4.173 ± 0.0232 +0.0678−0.0676
0.583 0.642 2.887 ± 0.0213 +0.0443−0.0443
0.642 0.700 0.317 ± 0.0044 +0.0150−0.0150
Table D.53.: Unfolded data, O = transverse minor, muon channel, p⊥(Z) ∈ [6, 12)
326 Data tables
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.129 ± 0.0046 +0.0057−0.0058
0.083 0.167 0.231 ± 0.0050 +0.0118−0.0118
0.167 0.250 0.356 ± 0.0056 +0.0162−0.0162
0.250 0.333 0.533 ± 0.0064 +0.0167−0.0167
0.333 0.417 0.780 ± 0.0076 +0.0205−0.0205
0.417 0.500 1.081 ± 0.0087 +0.0177−0.0177
0.500 0.583 1.404 ± 0.0097 +0.0195−0.0194
0.583 0.667 1.686 ± 0.0105 +0.0161−0.0160
0.667 0.750 1.745 ± 0.0106 +0.0302−0.0301
0.750 0.833 1.465 ± 0.0102 +0.0388−0.0388
0.833 0.917 0.775 ± 0.0080 +0.0279−0.0280
0.917 1.000 0.078 ± 0.0014 +0.0044−0.0044
Table D.54.: Unfolded data, O = Spherocity, muon channel, p⊥(Z) ∈ [6, 12)
Data tables 327
Omin Omax 1Nev dNdO δstat δsyst
−0.500 1.500 0.002 ± 0.0001 +0.0005−0.0005
1.500 3.500 0.008 ± 0.0001 +0.0009−0.0009
3.500 5.500 0.013 ± 0.0002 +0.0010−0.0010
5.500 7.500 0.017 ± 0.0002 +0.0008−0.0008
7.500 9.500 0.019 ± 0.0002 +0.0006−0.0006
9.500 12.500 0.021 ± 0.0002 +0.0007−0.0007
12.500 15.500 0.022 ± 0.0002 +0.0008−0.0008
15.500 20.500 0.022 ± 0.0002 +0.0008−0.0008
20.500 25.500 0.021 ± 0.0001 +0.0007−0.0007
25.500 30.500 0.019 ± 0.0001 +0.0004−0.0004
30.500 35.500 0.016 ± 0.0001 +0.0003−0.0003
35.500 40.500 0.012 ± 0.0001 +0.0003−0.0003
40.500 45.500 0.009 ± 0.0001 +0.0004−0.0004
45.500 50.500 0.007 ± 0.0001 +0.0004−0.0004
50.500 60.500 0.004 ± 0.0000 +0.0003−0.0003
60.500 75.500 0.002 ± 0.0000 +0.0002−0.0002
75.500 100.500 0.000 ± 0.0000 +0.0001−0.0001
Table D.55.: Unfolded data, O = Nch, muon channel, p⊥(Z) ∈ [6, 12)
328 Data tables
Omin Omax 1Nev dNdO δstat δsyst
−0.001 4.000 0.045 ± 0.0004 +0.0016−0.0016
4.000 8.000 0.059 ± 0.0004 +0.0015−0.0015
8.000 12.000 0.051 ± 0.0003 +0.0005−0.0005
12.000 16.000 0.036 ± 0.0003 +0.0005−0.0005
16.000 20.000 0.023 ± 0.0002 +0.0006−0.0006
20.000 24.000 0.014 ± 0.0002 +0.0006−0.0006
24.000 28.000 0.009 ± 0.0001 +0.0005−0.0005
28.000 32.000 0.005 ± 0.0001 +0.0004−0.0004
32.000 36.000 0.003 ± 0.0001 +0.0003−0.0003
36.000 40.000 0.002 ± 0.0001 +0.0002−0.0002
40.000 50.000 0.001 ± 0.0000 +0.0001−0.0001
50.000 60.000 0.000 ± 0.0000 +0.0000−0.0000
Table D.56.: Unfolded data, O = Beamthrust, muon channel, p⊥(Z) ∈ [6, 12)
Data tables 329
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.143 ± 0.0048 +0.0048−0.0048
0.083 0.167 0.371 ± 0.0069 +0.0082−0.0083
0.167 0.250 0.658 ± 0.0084 +0.0172−0.0172
0.250 0.333 0.950 ± 0.0094 +0.0148−0.0148
0.333 0.417 1.239 ± 0.0102 +0.0154−0.0154
0.417 0.500 1.470 ± 0.0105 +0.0113−0.0111
0.500 0.583 1.587 ± 0.0105 +0.0102−0.0100
0.583 0.667 1.520 ± 0.0097 +0.0126−0.0125
0.667 0.750 1.285 ± 0.0087 +0.0209−0.0209
0.750 0.833 0.929 ± 0.0074 +0.0162−0.0163
0.833 0.917 0.532 ± 0.0058 +0.0138−0.0140
0.917 1.000 0.164 ± 0.0023 +0.0056−0.0056
Table D.57.: Unfolded data, O = F-Parameter, muon channel, p⊥(Z) ∈ [12, 25)
Omin Omax 1Nev dNdO δstat δsyst
0.636 0.666 0.441 ± 0.0068 +0.0232−0.0234
0.666 0.697 3.089 ± 0.0285 +0.0752−0.0754
0.697 0.727 4.902 ± 0.0320 +0.0787−0.0786
0.727 0.758 5.293 ± 0.0330 +0.0458−0.0453
0.758 0.788 4.741 ± 0.0316 +0.0348−0.0345
0.788 0.819 3.803 ± 0.0287 +0.0363−0.0362
0.819 0.849 2.785 ± 0.0250 +0.0326−0.0326
0.849 0.879 1.925 ± 0.0213 +0.0400−0.0400
0.879 0.910 1.301 ± 0.0184 +0.0358−0.0359
0.910 0.940 0.800 ± 0.0153 +0.0217−0.0219
0.940 0.971 0.440 ± 0.0121 +0.0155−0.0157
0.971 1.001 0.199 ± 0.0091 +0.0105−0.0106
Table D.58.: Unfolded data, O = transverse thrust, muon channel, p⊥(Z) ∈ [12, 25)
330 Data tables
Omin Omax 1Nev dNdO [GeV] δstat δsyst
−0.001 4.000 0.002 ± 0.0001 +0.0002−0.0002
4.000 8.000 0.007 ± 0.0002 +0.0005−0.0005
8.000 12.000 0.012 ± 0.0002 +0.0007−0.0007
12.000 16.000 0.016 ± 0.0002 +0.0006−0.0006
16.000 20.000 0.018 ± 0.0002 +0.0007−0.0007
20.000 24.000 0.019 ± 0.0002 +0.0006−0.0006
24.000 28.000 0.019 ± 0.0002 +0.0003−0.0003
28.000 32.000 0.017 ± 0.0002 +0.0003−0.0003
32.000 36.000 0.017 ± 0.0002 +0.0003−0.0003
36.000 40.000 0.015 ± 0.0002 +0.0002−0.0002
40.000 50.000 0.012 ± 0.0001 +0.0002−0.0002
50.000 60.000 0.008 ± 0.0001 +0.0004−0.0004
60.000 75.000 0.005 ± 0.0001 +0.0003−0.0003
75.000 100.000 0.002 ± 0.0000 +0.0002−0.0002
Table D.59.: Unfolded data, O = ∑ p⊥, muon channel, p⊥(Z) ∈ [12, 25)
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.058 0.012 ± 0.0015 +0.0020−0.0020
0.058 0.117 0.041 ± 0.0027 +0.0036−0.0037
0.117 0.175 0.109 ± 0.0041 +0.0056−0.0058
0.175 0.233 0.240 ± 0.0059 +0.0090−0.0092
0.233 0.292 0.454 ± 0.0079 +0.0145−0.0146
0.292 0.350 0.822 ± 0.0106 +0.0203−0.0204
0.350 0.408 1.384 ± 0.0136 +0.0213−0.0213
0.408 0.467 2.250 ± 0.0175 +0.0185−0.0185
0.467 0.525 3.312 ± 0.0211 +0.0230−0.0226
0.525 0.583 3.924 ± 0.0230 +0.0457−0.0454
0.583 0.642 2.643 ± 0.0206 +0.0350−0.0350
0.642 0.700 0.301 ± 0.0047 +0.0204−0.0204
Table D.60.: Unfolded data, O = transverse minor, muon channel, p⊥(Z) ∈ [12, 25)
Data tables 331
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.191 ± 0.0055 +0.0056−0.0057
0.083 0.167 0.364 ± 0.0064 +0.0097−0.0097
0.167 0.250 0.551 ± 0.0072 +0.0104−0.0104
0.250 0.333 0.742 ± 0.0079 +0.0120−0.0120
0.333 0.417 0.977 ± 0.0087 +0.0174−0.0174
0.417 0.500 1.238 ± 0.0096 +0.0119−0.0119
0.500 0.583 1.468 ± 0.0101 +0.0113−0.0112
0.583 0.667 1.638 ± 0.0105 +0.0099−0.0098
0.667 0.750 1.619 ± 0.0104 +0.0184−0.0184
0.750 0.833 1.310 ± 0.0097 +0.0238−0.0238
0.833 0.917 0.681 ± 0.0076 +0.0221−0.0222
0.917 1.000 0.067 ± 0.0013 +0.0047−0.0048
Table D.61.: Unfolded data, O = Spherocity, muon channel, p⊥(Z) ∈ [12, 25)
332 Data tables
Omin Omax 1Nev dNdO δstat δsyst
−0.500 1.500 0.001 ± 0.0001 +0.0001−0.0001
1.500 3.500 0.003 ± 0.0001 +0.0003−0.0003
3.500 5.500 0.006 ± 0.0002 +0.0005−0.0005
5.500 7.500 0.011 ± 0.0002 +0.0007−0.0007
7.500 9.500 0.015 ± 0.0002 +0.0008−0.0008
9.500 12.500 0.018 ± 0.0002 +0.0008−0.0008
12.500 15.500 0.022 ± 0.0003 +0.0008−0.0008
15.500 20.500 0.023 ± 0.0002 +0.0007−0.0007
20.500 25.500 0.023 ± 0.0002 +0.0005−0.0005
25.500 30.500 0.021 ± 0.0002 +0.0003−0.0002
30.500 35.500 0.018 ± 0.0002 +0.0002−0.0002
35.500 40.500 0.015 ± 0.0002 +0.0003−0.0003
40.500 45.500 0.012 ± 0.0001 +0.0005−0.0005
45.500 50.500 0.009 ± 0.0001 +0.0005−0.0005
50.500 60.500 0.006 ± 0.0001 +0.0004−0.0004
60.500 75.500 0.002 ± 0.0000 +0.0003−0.0003
75.500 100.500 0.000 ± 0.0000 +0.0001−0.0001
Table D.62.: Unfolded data, O = Nch, muon channel, p⊥(Z) ∈ [12, 25)
Data tables 333
Omin Omax 1Nev dNdO δstat δsyst
−0.001 4.000 0.024 ± 0.0003 +0.0010−0.0010
4.000 8.000 0.048 ± 0.0003 +0.0015−0.0015
8.000 12.000 0.050 ± 0.0003 +0.0008−0.0008
12.000 16.000 0.041 ± 0.0003 +0.0003−0.0003
16.000 20.000 0.030 ± 0.0002 +0.0005−0.0005
20.000 24.000 0.021 ± 0.0002 +0.0007−0.0007
24.000 28.000 0.014 ± 0.0002 +0.0006−0.0006
28.000 32.000 0.009 ± 0.0001 +0.0005−0.0005
32.000 36.000 0.005 ± 0.0001 +0.0004−0.0004
36.000 40.000 0.003 ± 0.0001 +0.0003−0.0003
40.000 50.000 0.002 ± 0.0000 +0.0002−0.0002
50.000 60.000 0.001 ± 0.0000 +0.0001−0.0001
Table D.63.: Unfolded data, O = Beamthrust, muon channel, p⊥(Z) ∈ [12, 25)
334 Data tables
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.364 ± 0.0087 +0.0111−0.0112
0.083 0.167 0.977 ± 0.0130 +0.0256−0.0256
0.167 0.250 1.405 ± 0.0142 +0.0222−0.0222
0.250 0.333 1.579 ± 0.0139 +0.0168−0.0166
0.333 0.417 1.605 ± 0.0132 +0.0090−0.0087
0.417 0.500 1.508 ± 0.0122 +0.0141−0.0140
0.500 0.583 1.319 ± 0.0108 +0.0130−0.0130
0.583 0.667 1.076 ± 0.0094 +0.0120−0.0120
0.667 0.750 0.803 ± 0.0077 +0.0124−0.0125
0.750 0.833 0.535 ± 0.0063 +0.0126−0.0129
0.833 0.917 0.296 ± 0.0048 +0.0095−0.0098
0.917 1.000 0.093 ± 0.0021 +0.0041−0.0042
Table D.64.: Unfolded data, O = F-Parameter, muon channel, p⊥(Z) ∈ [25,∞)
Omin Omax 1Nev dNdO δstat δsyst
0.636 0.666 0.202 ± 0.0051 +0.0137−0.0139
0.666 0.697 1.714 ± 0.0235 +0.0376−0.0385
0.697 0.727 3.209 ± 0.0297 +0.0448−0.0449
0.727 0.758 4.082 ± 0.0333 +0.0382−0.0381
0.758 0.788 4.453 ± 0.0352 +0.0372−0.0368
0.788 0.819 4.407 ± 0.0356 +0.0320−0.0315
0.819 0.849 4.069 ± 0.0350 +0.0268−0.0265
0.849 0.879 3.449 ± 0.0331 +0.0350−0.0350
0.879 0.910 2.698 ± 0.0305 +0.0475−0.0475
0.910 0.940 1.926 ± 0.0273 +0.0397−0.0397
0.940 0.971 1.112 ± 0.0226 +0.0359−0.0360
0.971 1.001 0.353 ± 0.0137 +0.0112−0.0116
Table D.65.: Unfolded data, O = transverse thrust, muon channel, p⊥(Z) ∈ [25,∞)
Data tables 335
Omin Omax 1Nev dNdO [GeV] δstat δsyst
−0.001 4.000 0.001 ± 0.0000 +0.0001−0.0001
4.000 8.000 0.001 ± 0.0001 +0.0002−0.0002
8.000 12.000 0.003 ± 0.0001 +0.0003−0.0003
12.000 16.000 0.004 ± 0.0001 +0.0004−0.0004
16.000 20.000 0.007 ± 0.0001 +0.0006−0.0006
20.000 24.000 0.009 ± 0.0001 +0.0006−0.0006
24.000 28.000 0.010 ± 0.0001 +0.0006−0.0006
28.000 32.000 0.011 ± 0.0001 +0.0006−0.0006
32.000 36.000 0.012 ± 0.0001 +0.0006−0.0006
36.000 40.000 0.013 ± 0.0001 +0.0006−0.0006
40.000 50.000 0.013 ± 0.0001 +0.0004−0.0004
50.000 60.000 0.012 ± 0.0001 +0.0002−0.0002
60.000 75.000 0.009 ± 0.0001 +0.0002−0.0002
75.000 100.000 0.006 ± 0.0001 +0.0002−0.0002
Table D.66.: Unfolded data, O = ∑ p⊥, muon channel, p⊥(Z) ∈ [25,∞)
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.058 0.022 ± 0.0024 +0.0027−0.0027
0.058 0.117 0.159 ± 0.0062 +0.0111−0.0113
0.117 0.175 0.428 ± 0.0095 +0.0191−0.0192
0.175 0.233 0.788 ± 0.0123 +0.0275−0.0275
0.233 0.292 1.193 ± 0.0146 +0.0312−0.0312
0.292 0.350 1.685 ± 0.0171 +0.0232−0.0232
0.350 0.408 2.150 ± 0.0190 +0.0141−0.0141
0.408 0.467 2.605 ± 0.0209 +0.0157−0.0154
0.467 0.525 2.873 ± 0.0220 +0.0308−0.0306
0.525 0.583 2.677 ± 0.0213 +0.0352−0.0352
0.583 0.642 1.691 ± 0.0183 +0.0260−0.0261
0.642 0.700 0.239 ± 0.0055 +0.0151−0.0152
Table D.67.: Unfolded data, O = transverse minor, muon channel, p⊥(Z) ∈ [25,∞)
336 Data tables
Omin Omax 1Nev dNdO δstat δsyst
0.000 0.083 0.699 ± 0.0120 +0.0275−0.0275
0.083 0.167 1.044 ± 0.0124 +0.0315−0.0315
0.167 0.250 1.227 ± 0.0122 +0.0180−0.0179
0.250 0.333 1.323 ± 0.0120 +0.0114−0.0113
0.333 0.417 1.358 ± 0.0117 +0.0054−0.0054
0.417 0.500 1.341 ± 0.0112 +0.0098−0.0098
0.500 0.583 1.297 ± 0.0107 +0.0142−0.0142
0.583 0.667 1.195 ± 0.0101 +0.0176−0.0176
0.667 0.750 1.014 ± 0.0092 +0.0175−0.0175
0.750 0.833 0.714 ± 0.0080 +0.0136−0.0137
0.833 0.917 0.324 ± 0.0056 +0.0096−0.0099
0.917 1.000 0.027 ± 0.0010 +0.0023−0.0023
Table D.68.: Unfolded data, O = Spherocity, muon channel, p⊥(Z) ∈ [25,∞)
Data tables 337
Omin Omax 1Nev dNdO δstat δsyst
−0.500 1.500 0.000 ± 0.0000 +0.0001−0.0001
1.500 3.500 0.001 ± 0.0001 +0.0001−0.0002
3.500 5.500 0.002 ± 0.0001 +0.0002−0.0002
5.500 7.500 0.003 ± 0.0001 +0.0004−0.0004
7.500 9.500 0.006 ± 0.0002 +0.0006−0.0006
9.500 12.500 0.010 ± 0.0002 +0.0008−0.0008
12.500 15.500 0.014 ± 0.0002 +0.0009−0.0009
15.500 20.500 0.018 ± 0.0002 +0.0008−0.0008
20.500 25.500 0.022 ± 0.0002 +0.0007−0.0007
25.500 30.500 0.023 ± 0.0002 +0.0005−0.0005
30.500 35.500 0.022 ± 0.0002 +0.0003−0.0003
35.500 40.500 0.020 ± 0.0002 +0.0003−0.0003
40.500 45.500 0.017 ± 0.0002 +0.0004−0.0004
45.500 50.500 0.014 ± 0.0002 +0.0004−0.0004
50.500 60.500 0.009 ± 0.0001 +0.0005−0.0005
60.500 75.500 0.004 ± 0.0001 +0.0004−0.0004
75.500 100.500 0.001 ± 0.0000 +0.0002−0.0002
Table D.69.: Unfolded data, O = Nch, muon channel, p⊥(Z) ∈ [25,∞)
338 Data tables
Omin Omax 1Nev dNdO δstat δsyst
−0.001 4.000 0.007 ± 0.0002 +0.0004−0.0004
4.000 8.000 0.021 ± 0.0002 +0.0011−0.0011
8.000 12.000 0.030 ± 0.0003 +0.0011−0.0011
12.000 16.000 0.034 ± 0.0003 +0.0009−0.0009
16.000 20.000 0.033 ± 0.0003 +0.0005−0.0005
20.000 24.000 0.029 ± 0.0003 +0.0002−0.0002
24.000 28.000 0.024 ± 0.0002 +0.0004−0.0004
28.000 32.000 0.019 ± 0.0002 +0.0005−0.0005
32.000 36.000 0.015 ± 0.0002 +0.0005−0.0005
36.000 40.000 0.012 ± 0.0002 +0.0005−0.0005
40.000 50.000 0.007 ± 0.0001 +0.0005−0.0005
50.000 60.000 0.004 ± 0.0001 +0.0003−0.0003
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