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In classical complexity theory we distinguish between the class P, of polynomial-
time solvable problems, and the class NP-hard, of problems where the widely-held
belief is that we cannot solve these problems in polynomial time. Unfortunately,
many of the problems we want to solve are NP-hard and we still need to solve them
as fast as possible. At the same time, there is a large discrepancy between the
empirically observed running times and the established worst-case bounds. Using
preprocessing or data reductions on real-world instances is known to lead to huge
improvements in the running time. Here we come to the limits of classical com-
plexity theory because it lacks suitable models for studying efficient preprocessing.
In this thesis, we focus on preprocessing algorithms for NP-hard problems, i.e.,
algorithms that compute in polynomial time an equivalent instance of smaller size
or with certain properties. Moreover, we prove theorems about how successful such
algorithms are. Since we consider NP-hard problems, we cannot expect that we
can reduce the size of every input instance; otherwise, we would show that P = NP.
Our goal is to find ways to preprocess at least certain instances of an NP-hard
problem by considering the structure of the input instance. More precisely, given
an instance and an additional parameter `, we want to compute in polynomial time
an equivalent instance whose size and parameter value is bounded by a function
in the parameter ` only. Such preprocessing algorithms are called kernelization
algorithms in the field of parameterized complexity.
We will consider three NP-hard graph problems, namely Vertex Cover, Edge
Dominating Set, and Subset FVS. For Vertex Cover we will unify known
results for kernelization algorithms when parameterized by the size of a deletion
set to a specified graph class C. We point out, among other things, that bounded
minimal blocking set size in C is necessary but not sufficient to obtain a polynomial
kernelization. Then, we determine upper and lower bounds for the largest mini-
mal blocking set size for some graph classes and use the upper bounds to derive
polynomial kernelizations for Vertex Cover when parameterized by the size of
a deletion distance to such a graph class. Afterwards, we study the existence of
polynomial kernelizations for Edge Dominating Set when parameterized by the
size of a deletion set to a graph class C. Here, we first show that Edge Dominat-
ing Set parameterized by the size of a deletion set to a disjoint union of paths of
length two has no polynomial kernelization (under standard assumptions) which
points out that the existence of polynomial kernelizations is much more compli-
cated than for Vertex Cover. In a second step, we fully classify for all finite sets
H of graphs, whether there exists a polynomial kernelization, when the parameter
is the size of a deletion set to a disjoint union of graphs that are contained in H.
Finally, we consider graph cut problems, especially the Subset FVS problem. We
show in two steps that Subset FVS has a randomized polynomial kernelization




In der klassischen Komplexitätstheorie unterscheiden wir zwischen der Klasse P
von Problemen die in Polynomialzeit lösbar sind, und der Klasse NP-schwer von
Problemen bei denen die allgemeine Annahme ist, dass wir diese nicht in Polyno-
mialzeit lösen können. Unglücklicherweise sind viele der Probleme, die wir lösen
möchten, NP-schwer, trotzdem müssen wir diese Probleme so schnell wie möglich
lösen. Gleichzeitig besteht eine große Diskrepanz zwischen den empirisch beobach-
teten Laufzeiten und den festgestellten worst-case Laufzeiten. Es ist bekannt, dass
die Verwendung von Vorverarbeitung oder Datenreduktion auf realen Instanzen zu
enormen Laufzeitverbesserungen führt. Hier stoßen wir an die Grenze der klassi-
schen Komplexitätstheorie, da geeignete Modelle für die Studie effizienter Vorver-
arbeitung fehlt.
Der Fokus dieser Arbeit liegt auf Vorverarbeitungsalgorithmen für NP-schwere
Probleme, d.h. Algorithmen, die in Polynomialzeit eine äquivalente Instanz bestim-
men, die eine kleinere Größe oder bestimmte Eigenschaften hat. Darüber hinaus
beweisen wir Theoreme darüber, wie erfolgreich solche Algorithmen sind. Da wir
NP-schwere Probleme betrachten, können wir nicht erwarten, dass wir die Größe
jeder Instanz reduzieren können. Andernfalls würden wir zeigen, dass P = NP gilt.
Unser Ziel ist es, Wege zu finden, um zumindest bestimmte Instanzen eines NP-
schweren Problems vorverarbeiten zu können, indem wir die Struktur der Instanz
betrachten. Genauer gesagt, für eine gegebene Instanz und einen zusätzlichen Para-
meter `, möchten wir in Polynomialzeit eine äquivalente Instanz berechnen, deren
Größe und Parameterwert nur durch eine Funktion im Parameterwert ` beschränkt
ist. Solche Vorverarbeitungsalgorithmen werden im Bereich der parametrisierten
Komplexitätstheorie Kernelisierung genannt.
Wir werden drei NP-schwere Graphenprobleme betrachten, nämlich Vertex Co-
ver, Edge Dominating Set und Subset FVS. Für Vertex Cover werden wir
bekannte Ergebnisse für Kernelisierungen vereinheitlichen, wenn der Parameter die
Größe einer Knotenmenge ist, deren Entfernung in einem Graphen einer gegebenen
Graphklasse C resultiert. Wir zeigen unter anderem auf, dass eine beschränkte Grö-
ße der minimalen blocking sets in C erforderlich ist, jedoch nicht ausreicht, um eine
polynomielle Kernelisierung zu erhalten. Danach bestimmen wir obere und unte-
re Schranken für die Größe des größtmöglichen minimalen blocking sets für einige
Graphklassen und wir verwenden die oberen Schranken, um polynomielle Kerne-
lisierungen für Vertex Cover zu erhalten, wenn der Parameter die Größe einer
Knotenmenge ist, deren Entfernung in einem Graphen einer solchen Klasse resul-
tiert. Anschließend untersuchen wir die Kernelisierbarkeit von Edge Dominating
Set, wenn der Parameter die Größe einer Knotenmenge ist, dessen Entfernung in
einem Graphen einer gegebenen Graphklasse resultiert. Hier zeigen wir zuerst, dass
Edge Dominating Set parametrisiert durch die Größe einer Knotenmenge, deren
Entfernung in einem Graphen resultiert, der eine disjunkte Vereinigung von Pfaden
der Länge zwei ist, keine polynomielle Kernelisierung hat (unter Standardannah-
men). Dies weist darauf hin, dass die Kernelisierbarkeit deutlich komplexer ist als
für Vertex Cover. In einem zweiten Schritt klassifizieren wir für alle endlichen
Mengen H von Graphen, ob es eine polynomielle Kernelisierung gibt, wenn der
Parameter die Größe einer Knotenmenge ist, deren Entferung in einem Graphen
vi
resultiert, der eine disjunkte Vereinigung von Graphen der Menge H ist. Schließ-
lich betrachten wir Graph-Cut Probleme, insbesondere das Subset FVS Problem.
Wir zeigen in zwei Schritten, dass Subset FVS eine randomisierte polynomielle
Kernelisierung hat, wenn der Parameter die Lösungsgröße ist, und benutzen hierbei
Werkzeuge aus der Matroid-Theorie.
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As humans we do preprocessing and data reduction all the time. Whenever we have
to make a decision, for example choosing a museum we want to visit on Monday, we
ignore solutions that fail or that are not possible. In our example, we can ignore
every museum that is closed on Monday or in a different city (i.e. not reachable in one
day). Furthermore, we concentrate on the parts of the problem that affect us. For
our example, the weather is (in general) irrelevant for our decision which museum we
choose. Thus, we are able to simplify the problem to its core.
Unsurprisingly, computer programs preprocess data all the time and this approach
yields good results in practice. A good example of this is the simplex algorithm which
is used to solve linear programs. Intuitively, a linear program consists of a set of
constraints, for example, limited capacity of machines, and a target function where
the goal is to minimize or maximize the value of the target function, for example,
maximizing the profit or minimizing the cost. The simplex algorithm applies some
advanced preprocessing rules to reduce the number of constraints. Furthermore, it
reduces the solution space to the extremal points (the vertices of the polytope described
by the constraints).
This raises the questions whether preprocessing is always possible or whether there is
a limit on how much we can preprocess a given problem. In general, the answer to both
questions is negative because a positive answer to one of these questions would answer
the Millennium Prize Problem P versus NP positively whereas it is widely believed that
P 6= NP. Simply put, a problem belongs to the class P when a computer can solve
the problem efficiently (in relation to the input size), whereas the class NP contains all
problems where a computer can verify a given solution to the problem efficiently (in
relation to the input size), but there may not be an efficient way to find a solution.
Thus, it holds that P ⊆ NP.1 The question whether P = NP led to the introduction
1One can reformulate the question whether P = NP to the question whether every problem where we
can verify a solution efficiently can also be solved efficiently.
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of the concept of NP-completeness by Cook [Coo71]. Intuitively, a problem is NP-
complete if it is contained in NP and if an efficient (i.e. polynomial time) algorithm for
this problem implies efficient algorithms for all problems in NP. Therefore, we believe
that NP-complete problems are hard to solve. Consequently, a preprocessing algorithm
that reduces any instance of an NP-complete problem efficiently to a strictly smaller
instance would imply that P = NP because we shrink the instance in each step until it
is solved or the size is so small that guessing the solution is efficient.
The problem with NP-completeness is that it only tells us that there are instances of
a problem which are hard to solve, and it does not mean that every problem instance is
hard to solve. A good example for this are combinatorial puzzles, like Sudoku, Lights
Up, or Minesweeper. All of these puzzles are NP-complete [KPS08], but people solve
them all the time using preprocessing and not by trying out all possible solutions.
Let us consider the following problem to get an intuition about what makes instances
of certain problems hard, and how far we can preprocess certain instances. To this end,
suppose an intelligence agency wants to monitor all traffic on the internet. They can
achieve this by positioning agents at internet exchange points (IXP) such that every
cable can be monitored by at least one agent, i.e., an agent is positioned at at least one














Figure 1.1.: Example: Network of internet exchange points.
with IXPs: Frankfurt, Amsterdam, London, Moscow, Zürich, Seoul, Tokyo, Stockholm,
Madrid, Ashburn (USA), Budapest, Warsaw, Hong Kong, New York, Paris and Prague.
The cables between these IXPs are depicted in Figure 1.1.
We have 16 IXPs in our example. Obviously, we could position one agent at each
IXP, but this might be too expensive. Thus, we want to find the smallest number
2This problem corresponds to the well-known Vertex Cover problem.
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of agents to monitor all cables. Naively, we could try all possible sets of positions of
agents which leads to 216 = 65536 possible arrangements of the agents from which we
can choose an optimal one. But perhaps we have at most six agents and want to know
whether this is possible. What can we do? Of course, we could try all possibilities to




= 8008 possible arrangements of the
agents. However, if there exists an IXP that is connected via cable to at least seven
IXPs, then one agent must be positioned at this point. Otherwise, we have to position
an agent at each of the at least seven IXPs. But this exceeds the number of available
agents.3
Considering our example, we observe that the IXP in Frankfurt (F) is connected via
cable to seven other IXPs. This allows us to preprocess our instance because we know
that an agent must be positioned here under the condition that there exists a solution
with only six agents. From now on we can ignore the cables that have one endpoint in
Frankfurt. Now, we have to monitor the remaining cables with only five agents. Since
the IXP in New York City (NY) is connected to six other IXPs, again, we know that
we have to position an agent at this IXP. Thus, we can ignore the cables that have one
endpoint in Frankfurt or New York City, and have four agents to monitor the remaining
cables. By continuing this process we can also figure out that we have to position an
agent in Moscow (Mo) and London (L). This leaves us with only two agents that we
have to position on the remaining 12 IXPs which reduces the number of possibilities
significantly.
It is well known that the problem of positioning agents to monitor all internet traffic
with a given number of agents is NP-complete. But, as seen in our example, there
are instances where we can use preprocessing to solve the problem considerably more
efficiently. For our instance, after the preprocessing, one can easily see that the two
remaining agents have to be positioned in Madrid (M) and Seoul (S).
As mentioned before, this is the crux of the classification of NP-completeness: It only
tells us that there exist some instances where we have to consider nearly every possible
solution to find out whether there exists a feasible solution and where preprocessing
fails. It does not mean that every instance of the problem is hard.
Combinatorial puzzles, like Sudoku, are designed such that we can solve them using
preprocessing (combinatorics). But why does preprocessing work so well on real-world
data? Many real-world instances have some properties that allow us to preprocess a
given instance. When developing algorithms we use preprocessing rules (heuristics) to
take advantage of these properties. Yet, we do not know how far such heuristics reduce
a given instance and their benefit is only shown empirically. This raises the question
what makes some instances so hard compared to “easier” instances of the problem?
Here, we come to the limit of classical complexity theory. The simple classification of
easy, class P, and hard, class NP-complete, is not enough to answer the question why
preprocessing works on many instances of NP-complete problems. We need to consider
the structure of instances to explain why some instances of NP-complete problems are
3This is a well-known reduction rule for Vertex Cover.
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easy to solve. To capture certain difficult structures one started to use a multivariate
approach to obtain a better understanding of hard problems and to understand which
structures cause the hardness.
In a multivariate approach an instance of a given problem is associated with a sec-
ondary measurement. This measurement could, for example, be the size of the solution
we want to find. Now, instead of expressing the complexity of a problem by the overall
input size only, the secondary measurement is taken into account. Thus, we express the
running time, that we need to solve the problem, by the overall input size as well as
by the secondary measurement, which yields a more detailed classification of hardness.
This multivariate approach is known as Parameterized Complexity and was pioneered
in the early nineties by Downey and Fellows [DF92b, DF99]. Simply put, we want to
figure out the structures that cause the hardness of a given NP-complete problem, and
then we want to find out whether the problem becomes easy when this structure has a
limited size.
What are the structures that make a problem hard to solve? Can we measure these
problematic structures? Can we preprocess a given instance to a size that only depends
on the measure of these problematic structures? In this thesis, we consider several
graph problems and we show that although all of these graph problems are hard to
solve in general (NP-complete) the above questions lead to very different answers.
Parameterized Complexity. As mentioned before, parameterized complexity clas-
sifies problems on a more detailed level. In contrast to classical complexity theory,
where the running time depends only on the size of the input instance of a given prob-
lem, parameterized complexity analyzes the running time in terms of the input size
as well as another value, called the parameter, to capture the difficulty of the given
problem. In the example above, this extra parameter could be the number of available
agents. We say that a problem is parameterized when each instance of the problem is
related to a fixed parameter value.
The goal of parameterized complexity is to design algorithms that are efficient when
the parameter is small (constant). Consequently, we want to work out what makes a
problem hard to solve. Afterwards, we want to find a measurement that describes the
extent of the property that makes a problem hard to solve. Using this understanding,
we design algorithms that are efficient when this measure is small, which means that
the NP-complete problem can be solved efficiently when this measure is small. This
also captures the fact that many NP-complete graph problems are easy on forests4. A
possible parameter could be a measurement which describes how far a given graph is
from being a forest, and this measure is a fixed constant when the graph is a forest.
How can such running times look like? The running time can, for example, be a
polynomial in the input size n where the exponent depends on the parameter `, i.e.,
nf(`) where f is a computable function, or a polynomial in the input size n multiplied
by a function depending on the parameter `, i.e., f(`) · nc for a constant c and a
4A forest is a graph that contains no cycle.
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computable function f . Obviously, both running times are efficient when ` is constant.
Nevertheless, a running time of f(`)·nc is preferable over a running time of nf(`) because
the polynomial is independent of the parameter. For large instances a polynomial with
an exponent of 16, for example, is impractical whereas multiplying a polynomial of
hopefully small degree c by even a large constant f(`) has more success to run reasonably
efficient in practice. We call algorithms that have a running time of f(`) · nc fixed-
parameter tractable algorithms, or short, fpt-algorithms. By FPT we denote the class of
all problems that are fixed-parameter tractable, i.e., parameterized problems for which an
fpt-algorithm exists. The concept of fpt-algorithms plays a central role in parameterized
complexity. Parameterized problems, which can be solved by an algorithm where the
running time is of the form f(`) · ng(`), belong to the class XP. Obviously, it holds that
FPT ⊆ XP.
Let us consider two NP-complete graph problems that are equivalent in classical com-
plexity theory but behave differently under parameterized complexity, namely Vertex
Cover and Independent Set5. A set of vertices X of a given graph G = (V,E) is
a vertex cover if and only if the complement I = V \ X is an independent set of G.
Thus, an algorithm for one of these problems yields an algorithm for the other problem.
However, when we look at the parameterized version of these problems, where the pa-
rameter ` is the solution size, they behave differently. Obviously, both can be solved in
|V |O(`) time by considering all subsets of vertices of size `. For Independent Set there
is no fpt-algorithm known, even worse it is well known that Independent Set isW [1]-
complete [DF95] which means that we do not hope to find an fpt-algorithm since the
common assumption is that FPT 6= W [1]. On the contrary, Vertex Cover belongs to
the class FPT and the best known algorithm runs in time O(1.2738` + `|V |) [CKX10].
Kernelization. So far, we have seen that it is unlikely that we can reduce every
instance of an NP-complete problem efficiently (unless P = NP). This is mainly at-
tributable to the fact that we do not believe that we can solve any NP-complete problem
efficiently. However, the framework of parameterized complexity, or more precisely, the
notation of fixed-parameter tractability allows us to tell when a problem is solvable ef-
ficiently depending on a given parameter. Therefore, the following two questions arise:
Can we use the framework of parameterized complexity to define efficient preprocess-
ing? And, can we get a decent guarantee for the preprocessing when a problem belongs
to the class FPT?
The answer to the first question is yes. Using parameterized complexity we are
able to measure the efficiency of preprocessing rules. More precisely, depending on
the parameter ` we are able to bound the size of the reduced instance or we can tell
that there exists no guarantee, meaning that for each function f depending on ` there
are instances that we cannot reduce to size f(`). More formally, an algorithm that
reduces a given parameterized problem with parameter ` in polynomial time to an
5Given a graph G, a set X or I of vertices is a vertex cover or an independent set of G, respectively,
if every edge of G has at least one endpoint in X or at most one endpoint in I, respectively
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equivalent instance of the same parameterized problem whose size (and parameter value)
only depends on the parameter value ` is called a kernelization algorithm, or short
kernelization. The reduced instance is called a kernel.
The function f that bounds the size of the kernel can depend exponentially on the
parameter `. But, in general, we are interested in so-called polynomial kernelizations
which means that the function f is a polynomial. Observe, since we reduce a given
instance to size f(`) we cannot hope to solve a given instance by only using reduction
rules. However, we reduce the instance to the difficult core.
Now, let us return to our second question, whether parameterized problems that are
fixed-parameter tractable with respect to a parameter ` always have a kernel. The
answer is yes, when we ask for any kernel, and likely no, when we ask for a polynomial
kernel. Obviously, having a kernel for a (decidable) parameterized problem implies
that the problem is also fixed-parameter tractable: We first apply the kernelization
algorithm to a given instance and subsequently apply any brute-force algorithm to the
kernelized instance (whose size depends only on the parameter `) to obtain an fpt-
algorithm. The other direction, that an fpt-algorithm implies a kernel, also holds (see
for example [Bod09]): Suppose that a parameterized problem admits an fpt-algorithm
which runs in time f(`) · nc. We run the fpt-algorithm for nc+1 many steps. If the
algorithm terminates in this time then we return a trivial yes- or no-instance depending
on the output. Otherwise, we know that the algorithm does not terminate after nc+1
steps, but the algorithm terminates after f(`) · nc steps which implies that n ≤ f(`).
Thus, we return the instance itself whose size is bounded by f(`). Overall, we showed
that a (parameterized) problem belongs to the class FPT if and only if it is decidable
and admits a kernel.
In the following, we consider two graph problems that are NP-complete and belong
to the class FPT. We will give some intuition why one of these problems admits a
polynomial kernel whereas it is unlikely that the other problem has a polynomial kernel.
Vertex Cover parameterized by the solution size k admits a very simple (and well-
known) kernelization algorithm due to Buss and Goldsmith [BG93]: Every vertex that
is adjacent to at least k+ 1 other vertices must be contained in a vertex cover of size at
most k; otherwise all its k+1 neighbours must be in a solution. Hence, given an instance
(G, k) of Vertex Cover parameterized by the solution size k, where G = (V,E) is
a graph, we can reduce the instance as long as there exists a vertex of degree at least
k+ 1 by deleting this vertex (as well as its incident edges) and by decreasing k by one.
Since these vertices must be contained in a solution of size at most k this leads to an
equivalent instance. If at some point the value k is smaller than zero, we can return
a trivial no-instance. Otherwise, we have reduced the instance (G, k) to an instance
(G′, k′) where every vertex has degree at most k′ ≤ k. Thus, every vertex can cover at
most k′ edges which implies that we can return a trivial no-instance when G′ has more
than k′2 edges. Finally, we delete all isolated vertices, i.e., vertices that are not incident
with any edge. The resulting instance has at most k′2 edges and at most 2k′2 vertices
because every vertex is incident with at least one edge.
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Next, let us consider the (parameterized) problem k-Path6, which is known to be
fixed-parameter tractable [FLS14]. We will explain intuitively why it seems to be un-
likely that k-Path admits a polynomial kernel parameterized by the solution size k
(see also [BDFH09, CFK+15]). Assume that k-Path admits a polynomial kernelization
algorithm that reduces the number of vertices of a given graph G = (V,E) to at most
kc vertices, where c is a fixed constant, i.e., the algorithm returns a reduced instance
G′ = (V ′, E′) with |V ′| ≤ kc. Now, an instance G of k-Path could be the disjoint union
of k2c+1 graphs G1, G2, . . . , Gk2c+1 . Thus, G contains a path of length k if and only if
at least one of the graphs G1, G2, . . . , Gk2c+1 contains a path of length k. Applying the
kernelization algorithm to the graph G we obtain a reduced instance G′ = (V ′, k′) that
contains at most kc vertices. Such an instance can be encoded using k2c bits. Since
the number of bits is smaller than the number of graphs, the kernelization algorithm
has to discard at least one graph, i.e., has do decide for at least one instances that this
instance contains or does not contains a path of length k. This should be impossible
since k-Path is an NP-complete problem and therefore, is an evidence that it is unlikely
that k-Path has a polynomial kernel.
Overall, parameterized complexity, and more precisely, kernelization allows us to
measure the efficiency of data reductions. Furthermore, we are also able to tell when it
is unlikely that a (parameterized) problem admits a polynomial kernelization. In this
thesis, we focus on kernelization of three different graph problems, namely Vertex
Cover, Edge Dominating Set, and Subset Feedback Vertex Set. We will show
positive as well as negative results regarding the existence of polynomial kernelizations.
Thesis Overview
This thesis consists of five parts. Part I contains this introduction as well as the nec-
essary notations and definitions used during this thesis. In Part II we consider the
Vertex Cover problem with respect to different structural parameters. Following, in
Part III we try to obtain similar results for the Edge Dominating Set problem as for
the Vertex Cover problem. We discuss graph cut problems and feedback problems,
especially the Subset Feedback Vertex Set problem in Part IV. Finally, in Part V
we conclude the work done within this thesis.
In Part I Chapter 2 we reintroduced the concept of graphs and linear programming,
related concepts, like orientations, matchings and half-integrality, and some well-known
theorems. Furthermore, we give an introduction to computational complexity as well as
parameterized complexity. Whereby, the main focus of this thesis is on parameterized
complexity.
In Part II we consider the Vertex Cover problem which is one of the most studied
problems in parameterized complexity. The Vertex Cover problem is well studied
under various structural parameters, i.e., parameters that are independent of the solu-
tion size. There is already a quite good knowledge about the line between the existence
6The k-Path problem, asks whether a given graph G contains a path of length k.
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of polynomial kernels and kernel lower bounds. Therefore, we start in Chapter 3 with an
overview of the known results, especially kernelizations, for Vertex Cover parameter-
ized by different (structural) parameters. Our attention is focused on parameterization
by the size of a set X, called modulators, such that G − X belongs to a given graph
class C. The goal of this part is to understand where positive and negative results for
polynomial kernelizations for Vertex Cover come from when parameterized by the
size of a modulator. We start in Chapter 4 by showing that so-called blocking sets play
an important role concerning the existence of polynomial kernelization algorithms. In
Chapter 5 we consider graph classes that are more general than graph classes C for which
we know that Vertex Cover parameterized by the size of a modulator to graph class
C has a polynomial kernel. Furthermore, some of the graph classes that we consider
generalize two incomparable graph classes. We will bound the largest minimal blocking
set size of these graph classes. Afterwards, in Chapter 6 we use our knowledge of the
previous chapters to obtain, for example, a polynomial kernel for Vertex Cover when
parameterized by a parameter that generalizes the parameters feedback vertex set and
modulator to treedepth d. Finally, we conclude this part in Chapter 7. The results of
Part II “Vertex Cover” are based on joint work with Stefan Kratsch [HK17] as well
as on joint work with Stefan Kratsch and Astrid Pieterse [HKP20].
In Part III we consider a different graph problem, namely Edge Dominating Set.
This problem is in a way a generalization of Vertex Cover. Instead of finding a set
of vertices whose deleting results in an independent set, we try to find a set of pairs of
vertices whose deletion results in an independent set. Here, the pair of vertices corre-
spond to the set of edges. Besides that, for Edge Dominating Set parameterized by
the solution size we can obtain similar results for fpt-algorithms and polynomial ker-
nelizations as for Vertex Cover parameterized by the solution size. We would like to
know whether some of the positive results for Vertex Cover parameterized by struc-
tural parameters carry over to Edge Dominating Set. Unfortunately, we will show
that the Edge Dominating Set problem is much more complicated when it comes
to structural parameters than Vertex Cover. We start in Chapter 8 with a short
introduction to Edge Dominating Set, by summarizing known results. Moreover,
we already consider a few structural parameters for Edge Dominating Set where
the kernel lower bound follows easily from known results. Afterwards, we consider in
Chapter 9 some “classical” structural parameters, like the size of a feedback vertex set.
Unfortunately, we show, among other things, that Edge Dominating Set parameter-
ized by the size of a modulator to well-studied graph classes, like (linear) forests, has no
polynomial kernel (unless NP ⊆ coNP/poly). Besides, we show that Edge Dominating
Set parameterized by the size of a modulator to a graph class, where every vertex has
degree at most one, has a polynomial kernel. We will point out that even constant-size
components permitted in G−X seem to behave in a nontrivial way regarding kerneliza-
tion by |X|. This leads to Chapter 10 where we give a complete classification for Edge
Dominating Set parameterized by the size of a modulator to a class C that contains
only constant size components. Depending on the components that are contained in C
we show that Edge Dominating Set parameterized by the size of a modulator to class
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C has a polynomial kernel or not. We conclude this part in Chapter 11 with a summary
of our results and some open problems. The results of Part III “Edge Dominating
Set” are based on joint work with Stefan Kratsch [HK19].
In Part IV, we consider graph cut problems and feedback problems, especially, the
Subset Feedback Vertex Set problem, short Subset FVS, which generalizes the
well-known Feedback Vertex Set problem. Graph cut problems as well as feedback
problems are an interesting part of parameterized complexity. Many people tried to
show that, for example, Multiway Cut or the directed version of Feedback Vertex
Set, called Directed Feedback Vertex Set have or have not polynomial kernels.
This is still unknown and one of the most interesting open problems in parameterized
complexity. In Chapter 12, we give an introduction in graph cut problems as well as
feedback problems. We will show how these problems relate and will summarize known
results regarding fpt-algorithms and kernelization algorithms. Furthermore, we will
consider two techniques. One technique uses so-called important separators which were
introduced by Marx [Mar06] and the other is based on matroids which was first used
by Kratsch and Wahlström [KW12]. So far, these matroid based tools are the most
promising approach to obtain polynomial kernels for graph cut problems and feedback
problems. In Chapter 13 we use the matroid based tools to show that Subset FVS
parameterized by the solution size k has a randomized polynomial kernel. Since there is
a simple polynomial parameter transformation from Deletable Terminal Multiway
Cut to Subset FVS, and Deletable Terminal Multiway Cut parameterized by
the solution size k admits a polynomial kernel, it makes sense to study kernelization
algorithms for the Subset FVS problem next. Finally, we conclude in Chapter 14. The





In this chapter we introduce the basic notation and some basic definitions that we need
through this thesis. The section about graph theory as well as the section about Linear
Programming follows Diestel [Die12] and Korte and Vygen [KV12]. The section about
computational complexity follows Arora and Barak [AB09], Garey and Johnson [GJ79],
and Korte and Vygen [KV12]. The finial section about parameterized complexity follows
Cygan et al. [CFK+15] and Flum and Grohe [FG06].
2.1. General Notation
By N we denote the set of positive integers, and by N0 we denote the set of non-negative
integers, i.e., N0 = N ∪ {0}. For a positive integer n ∈ N we use [n] to denote the set
{1, 2, . . . , n}. An alphabet Σ is a non-empty finite set of symbols, e.g., numbers and/or
letters. A string over Σ is a finite sequence of elements from Σ. The length of a string s,
denoted by |s|, is the number of symbols in s. By Σ∗ we denote the set of all strings over
Σ of any length. A language over Σ is a subset of Σ∗. By L̄ we denote the complement
of language L which is defined as L̄ = Σ∗ \ L.
Let A and B be two sets. The cartesian product of the two sets A and B, denoted
A×B, is the set of all ordered pairs (a, b) with a ∈ A and b ∈ B. For a positive integer
n ∈ N the n-ary cartesian power of a set A is the set {(a1, a2, . . . , an) | ∀i ∈ [n] : ai ∈ A}
and we denote this set by An. The power set of A, denoted by 2A, is the set of all
possible subsets of A, e.g., the power set of A = {1, 2} is {∅, {1}, {2}, {1, 2}}. Let









we denote the set of all subsets of A of size at most n.
Let A be a non-empty set and let A1, A2, . . . , A` be non-empty subsets of A. We
say that the sets A1, A2, . . . , A` cover A, if every element of A is contained in at least
one of these subsets, i.e., A =
⋃`
i=1Ai. Furthermore, we say that the non-empty sets
A1, A2, . . . , A` ⊆ A are a partition of A, if every element of A is contained in exactly
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one of these subsets, i.e., A =
⋃̇`
i=1Ai. The partition A1 = A of A is called trivial
partition of A. We call a partition non-trivial if it is not trivial.
A set A with some property is said to be a minimal (or maximal) set with this
property, if no proper subset (or superset) of A has this property. A set A with some
property is said to be a minimum (or maximum) set with this property, if no set with
this property has strictly smaller (or strictly larger) cardinality than A.
Let f(n) and g(n) be two functions. We write that f = O(g) if there are two constants
c, n0 > 0 such that for all n > n0 it holds that f(n) ≤ c · g(n). Furthermore, we write
f = O∗(g) if there exists a constant c > 0 such that f(n) = O(g(n) · nc).
2.2. Graph Theory
We use standard graph notation, mostly following Diestel [Die12] and Korte and Vy-
gen [KV12]. An undirected graph is a triple (V,E, ψ), where V and E are finite sets,




∪ V . A directed graph or digraph is a triple (V,E, ψ), where V and E
are finite sets and ψ : E → V ×V . The order of a directed or undirected graph (V,E, ψ)
is the cardinality of the set V . The set V is called vertex set, the elements of V are
called vertices, the set E is called edge set and the elements of E are called edges. We
call two edges e, e′ ∈ E with ψ(e) = ψ(e′) parallel edges and we call an edge e ∈ E a
loop if ψ(e) = v (undirected graphs) or ψ(e) = (v, v) (directed graphs). In the directed
case, we say that e = (v, w) ∈ E is a directed edge with tail v and head w. A graph
(directed or undirected) is called simple if it has neither parallel edges nor loops.
For simple graphs (directed or undirected) we can identify each edge e ∈ E with





E ⊆ V × V instead. Thus, for an edge e ∈ E with ψ(e) = {u, v} or ψ(e) = (u, v), we
write e = {u, v} or e = (u, v), respectively. The vertices u and v are called endpoints of
edge e. However, we also use this simple notation even when the directed or undirected
graph G is not simple. In this case the “set” E may contain several identical elements.
We say that an edge e ∈ E has multiplicity ` when E contains exactly ` copies of e.
We denote the vertex set of a graph G by V (G) and the edge set by E(G). This
notation is independent of the name, i.e., for a graph H = (U,F ) we denote the vertex
set by V (H) and the edge set by E(H). Let G = (V,E) be a directed or undirected
graph. A vertex v ∈ V is incident with an edge e ∈ E if v is an endpoint of e. An
e ∈ E is incident with an edge e′ ∈ E if the edges e and e′ share an endpoint. Two
vertices u, v ∈ V are called adjacent if there exists an edge in E that has u and v as its
endpoints, i.e., if {u, v} ∈ E, (u, v) ∈ E or (v, u) ∈ E.
LetG andH be two graphs that are either both directed or undirected. We say that G
and H are isomorphic, denoted by G ∼= H, if there exists a bijection φ : V (G)→ V (H)
such that for all vertices x, y ∈ V (G) it holds that {x, y} ∈ E or (x, y) ∈ E if and only
if {φ(x), φ(y)} ∈ E or (φ(x), φ(y)) ∈ E, depending whether G is undirected or directed.
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Edges. LetG = (V,E) be a directed or undirected graph and let X,Y ⊆ V be two ver-
tex sets. We define EG(X,Y ) = {{x, y} ∈ E | x ∈ X, y ∈ Y } to be the set of edges in G
that have one endpoint in X and the other in Y , when G is undirected, and E+G(X,Y ) =
{(x, y) ∈ E | x ∈ X, y ∈ Y } to be the set of edges in G whose tail is in X and whose
head is in Y , when G is directed. Instead of EG({x}, Y ), EG(X, {y}), E+G({x}, Y ) and
E+G(X, {y}) we simply write EG(x, Y ), EG(X, y), E
+
G(x, Y ) and E
+
G(X, y), respectively.
Additionally, we write EG[X] instead of EG(X,X) and E+G [X] instead of E+(X,X).
For an undirected graph G = (V,E) and a vertex set X ⊆ V we denote the set of
edges that are adjacent to exactly one vertex in X by δG(X), i.e., δG(X) = E(X,V \X).
For a directed graph G = (V,E) and a vertex set X ⊆ V we denote the set of outgoing
or ingoing edges of X by δ+G(X) or δ
−












G({v}), respectively. Let F ⊆ E be a set of edges. We call an edge
e ∈ F and F -edge. For a set F ⊆ E of edges let V (F ) = {v ∈ V | ∃e ∈ F : v ∈ e} be
the set of vertices that are incident with at least one edge in F .
Vertices. Let G = (V,E) be an undirected graph. For a set X ⊆ V , let NG(X) denote
the (open) neighborhood of X in G, i.e., NG(X) = {v ∈ V \X | ∃u ∈ X : {u, v} ∈ E}
and let NG[X] denote the closed neighborhood of X in G, i.e., NG[X] = NG(X) ∪ X.
Again, if X = {x} then we write NG(x) and NG[x] instead of NG({x}) and NG[{x}],
respectively. We call a vertex v ∈ N(x) a neighbor of x. The degree of a vertex v ∈ V
is |δG(v)|, the number of edges incident with v. Observe, that |δG(v)| = |NG(v)| when
G is a simple graph.
Now, let G = (V,E) be a directed graph. The (open) out- and in-neighborhood
of a set X ⊆ V is defined as N+G (X) = {v ∈ V \ X | ∃u ∈ X : (u, v) ∈ E} and
N−G (X) = {v ∈ V \X | ∃u ∈ X : (v, u) ∈ E}, respectively. As in the undirected case,
we define the closed out- and in-neighborhood of X ⊆ V and we simplify the notation
when X contains only one vertex. The degree of a vertex v ∈ V is |δ+G(v)|+ |δ
−
G(v)|, the
sum of the outgoing and ingoing edges incident with v, and the out-degree (respectively
in-degree) of a vertex v is |δ+G(v)| (respectively |δ
−
G(v)|).
To simplify notation, we omit the subscript G whenever the underlying graph is clear
from the context.
Subgraphs. LetG = (V,E) be a graph, letX ⊆ V and let F ⊆ E[X]. The graphH =
(X,F ) is called subgraph of G. We call H an induced subgraph of G if E(H) = E(+)G [X]
and we denote the induced subgraph of G on vertex set X by G[X]. Furthermore, we
shorthand G − X for the induced subgraph G[V \ X] of G, i.e., G − X is the graph
obtained from G by deleting X and all edges that are incident with a vertex in X, and
G − F for the subgraph (V (G), E(G) \ F ) of G. If X = {x} then we may also write
G− x instead of G− {x}. Note that the graph (G−X)− F is the same graph as the
graph (G− F )−X and we will drop the parentheses.
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Paths and Cycles. Let G = (V,E) be an undirected or directed graph. A sequence
W = v1e1v2 . . . vkekvk+1 with k ≥ 0 such that ei = {vi, vi+1} ∈ E or ei = (vi, vi+1) ∈ E
for all i ∈ [k] is called a walk. We call the vertices v1 and vk+1 endpoints of walk W and
say that W is a walk from v1 to vk+1. Note that for directed graphs a walk W from v1
to vk+1 does not imply a walk from vk+1 to v1, whereas for undirected graphs a walk
from v1 to vk+1 implies that there is also a walk from vk+1 to v1. The length of walkW ,
denoted by |W |, is the number of edges k. We say that W has odd respectively even
length if k is odd respectively even. A walk W is closed if its endpoints are equal, i.e.,
v1 = vk+1. We call a walk W a trail if in addition all edges are different, i.e., if ei 6= ej
for all 1 ≤ i < j ≤ k.
A path is a walk P = v1e1v2 . . . vkekvk+1 where additionally all vertices are different,
i.e., vi 6= vj for all 1 ≤ i < j ≤ k + 1. Path P is also called a path from v1 to vk+1 or a
v1, vk+1-path. Again, a v1, vk+1-path in a directed graph does not imply the existence
of a vk+1, v1-path. As for walks, the vertices v1 and vk+1 are called endpoints of P .
Furthermore, we call the vertices v2, v3, . . . , vk internal vertices of P . For two sets
A,B ⊆ V a path with endpoints in A and internal vertices not in A is called an A-path
and a path with one endpoint in A, one endpoint in B and internal vertices neither in
A nor B is called an A,B-path. Two path P1 and P2 are edge-disjoint or vertex-disjoint
if they do not share any edge or vertex, respectively. Furthermore, we call two path
P1 and P2 internally vertex-disjoint if none of them contains an internal vertex of the
other. We can extend these definitions to a family P1, P2, . . . , P` of paths. We say that
the paths P1, P2, . . . , P` are pairwise edge-disjoint, vertex-disjoint or internally vertex-
disjoint if all Pi, Pj with 1 ≤ i < j ≤ ` are edge-disjoint, vertex-disjoint or internally
vertex-disjoint, respectively.
A cycle is a closed walk C = v1e1v2 . . . vkekv1 such that vi 6= vj for all 1 ≤ i < j ≤ k
and with k ≥ 1. The length of a path or a cycle is equal to the number of its edges. We
call a cycle of odd (even) length also an odd (even) cycle. Observe that simple graphs
cannot have a cycle of length one and only directed simple graphs can have a cycle of
length two.
We call a path P = v1e1v2 . . . vkekvk+1 or cycle C = v1e1v2 . . . vkekv1 induced if for all
indices i, j ∈ [k+ 1] or i, j ∈ [k], respectively, with |i− j| > 1 it holds that {vi, vj} /∈ E,
when G is undirected, and (vi, vj) /∈ E, when G is directed. Observe, if G is a simple
graph, then for each walk W = v1e1v2 . . . vkekvk+1 (and therefore also for each trail,
path and cycle) the edge ei is unique. This implies that W is uniquely described by the
sequence v1v2 . . . vkvk+1. Thus, to simplify notation, we write W = v1v2 . . . vk+1 for a
walk, tail, path and cycle instead of W = v1e1v2 . . . vkekvk+1. We also use this simple
notation for paths, cycles and walks in graph that are not simple when we do not care
which edge between two vertices is used by the path, cycle or walk.
Connectivity and Cuts. An undirected graph G = (V,E) is connected if for each
pair u, v ∈ V of vertices there exists a u, v-path in G. We call a graph that is not
connected disconnected. Let G = (V,E) be a directed graph. The undirected underlying
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graph of G is obtained from G by replacing all directed edges in E with undirected edges.
A directed graph is connected if the undirected underlying graph of G is connected.
Furthermore, a directed graph G = (V,E) is strongly connected if for each pair u, v ∈ V
of vertices there exists a u, v-path and a v, u-path in G. A connected component of
a directed or undirected graph is a maximal connected subgraph of G. We say that
a vertex set X is connected if G[X] is connected where G is a directed or undirected
graph. We call a connected component of G that consists of only one vertex v a singleton
component and we say that v is an isolated vertex.
Let u, v be two different vertices of a directed or undirected graph G. We say that u
is reachable from v or that v reaches u if there exists a v, u-path in G. We say that an
edge set F or a vertex set X separates u from v if u is not reachable from v in G−F or
G−X, respectively. If G is an undirected graph then we only say that the edge set F
or the vertex set X separates u and v because the order is not important.
Let G = (V,E) be an undirected graph. A cut in G is an edge set δ(X) for some non-
empty set X ( V . We call an edge set F an (S, T )-cut in G if there exists no S, T -path
in G− F . When S = {s} or T = {t} we write (s, T )-cut, (S, t)-cut or (s, t)-cut instead
of ({s}, T )-cut, (S, {t})-cut or ({s}, {t})-cut, respectively. An edge e ∈ E is called a
bridge if G− e has more connected components than G.
We call a vertex set X a vertex-cut in G if there are two vertices in V \X that are
separated in G −X. A vertex set X is called an (S, T )-vertex cut in G if there exists
no S \X,T \X-path in G−X. This implies that X must contain the intersection of S
and T . As before, we simplify the notation by writing (s, T )-vertex cut, (S, t)-vertex cut
or (s, t)-vertex cut instead of ({s}, T )-vertex cut, (S, {t})-vertex cut or ({s}, {t})-vertex
cut, respectively.
Let G = (V,E) be a directed graph. The edge set δ+(X) is called a directed cut in
G if ∅ 6= X ( V and δ−(X) = ∅, i.e., no vertex enters the set X. A vertex set X is
an vertex-cut in G if X separates a vertex v from a vertex u that is reachable from v
in G. An (S, T )-cut or an (S, T )-vertex cut in G is an edge set F or a vertex set X,
respectively, such that there is no S, T -path in G− F or G−X, respectively. Observe,
in contrast to the undirected case, there may be T, S-paths in G− F or G−X.
Operations on graphs. Let G = (V,E) be an undirected graph and let e = {x, y}
be an edge of G. We can modify graph G by contracting the edge e. The resulting
graph is obtained from G by deleting the vertices x and y, by adding a new vertex ve,
and by replacing each edge e = {u, v} ∈ E with u ∈ {x, y} and v ∈ V \ {x, y} by the
edge {ve, v}. We denote the graph that is obtained by contracting edge e in G by G/e.
Another graph modification is subdividing an edge e = {x, y} in G. Here, the resulting
graph is obtained from G by deleting the edge e and by adding a new vertex ve to the
graph as well as the edges {x, ve} and {ve, y}.
Let G = (V,E) be a simple undirected graph and let X ⊆ V . The graph torso(G,X)
results from the subgraph G[X] by adding an edge between two vertices x, y ∈ X if
and only if there exists an x, y-path in G whose internal vertices are disjoint from X.
18 2. Preliminaries
Marx et al. [MOR13] showed that for two vertices x, y ∈ X it holds that C ⊆ X is
an (x, y)-vertex cut in torso(G,X) if and only if C is an (x, y)-vertex cut in G. This
implies that for each connected component K of G with K ∩X 6= ∅ the set torso(G,K)
is a connected component of torso(G,X).
Let G = (V,E) be a simple directed or undirected graph. We define Ḡ = (V̄ , Ē) as




| {u, v} /∈ E}, when G is
undirected, and Ē := {(u, v) ∈ V × V | (u, v) /∈ E and u 6= v}, when G is directed.
Special graphs and sets. Let G = (V,E) be an undirected graph. A vertex cover
of G is a vertex set X ⊆ V such that each edge in E is adjacent to a vertex in X. We
will use vc(G) to denote the size of a minimum vertex cover of G. We call a vertex set
X ⊆ V a clique if for every pair of vertices x, y ∈ X it holds that {x, y} ∈ E and an
independent set if for every pair of vertices x, y ∈ X it holds that {x, y} /∈ E. Observe,
X is a vertex cover of G if and only if V \X is an independent set of G. Furthermore,
X is an independent set of G if and only if X is a clique in the complement of G.
A directed or undirected graph is called acyclic if it does not contain any cycle. An
undirected acyclic graph is also called forest. The degree one vertices of a forest are
called leaves. We call a forest linear if every vertex has degree at most two, i.e., a linear
forest is a disjoint union of paths. A connected forest is called a tree.
A tree T = (V,E) is called rooted if one vertex r ∈ V has been designated as the
root. We denote a rooted tree by (T, r) where r is the root. Let (T, r) be a rooted
tree. The children of a vertex v ∈ V are the neighbors of v that are not contained in
the unique path from r to v. For a vertex v ∈ V \ {r} we call the unique neighbor of
v that is contained on the r, v-path in T the parent of v. The height of a rooted tree
(T, r) is the length of the longest path from r to a leaf of (T, r). Now, a forest is rooted
if each connected component is rooted. Thus, a rooted forest has exactly one root for
every connected component. The height of a rooted forest is the maximum over all
heights of its connected components. The closure of a rooted tree (T, r) is the graph
H that is obtained from tree T by adding for each vertex v ∈ V (T ) edges between v
and all vertices that are contained on the unique t, v-path in T , i.e., V (H) = V (T ) and
E(H) =
⋃
v∈V (T ){{v, u} | u 6= v is contained in the unique r, v-path in T}. Thus, the
closure of a rooted forest is the closure of each connected component.
An undirected graph G = (V,E) is bipartite if it does not contain any odd cycle, or
equivalent, if there exists a partition U,W of V such that U and W are independent
sets in G. The vertex sets U and W are called parts or bipartition of G. We call a
directed or undirected graph planar if we can draw it in the plane without crossing
edges. A graph G is a cluster graph if every connected component is a clique.
By P` we denote the path on ` ≥ 1 vertices. The cycle on ` ≥ 3 vertices is denoted
by C`. Furthermore, we denote by K` the clique of size ` ≥ 1. The graph K3 is
also called triangle and it holds that K3 ∼= C3. A biclique or complete bipartite graph,
denoted by K`,k, is a bipartite graph with bipartition X and Y of size ` ≥ 1 and
k ≥ 1, respectively, such that each vertex in X is adjacent to each vertex in Y , i.e.,
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K`,k = (X∪̇Y,E) with |X| = `, |Y | = k, and E = {{x, y} | x ∈ X, y ∈ Y }. The graph
K1,` is called star with ` leaves.
A vertex set X ⊆ V is called a feedback vertex set if G −X is a forest and is called
an odd cycle transversal if G − X is bipartite. We call an edge set F ⊆ E an edge
dominating set if each edge in E \ F is incident with an edge in F or, equivalent, if
V (F ) is a vertex cover of G. We denote the size of a minimum edge dominating set
of a graph G by eds(G). Furthermore, we call an edge set M ⊆ E a matching if no
two edges in M share an endpoint. We use mm(G) to denote the size of a maximum
matching in G.
Matching. Let G = (V,E) be an undirected graph and let M be a matching in G.
We say that a vertex v ∈ V is matched or saturated by M if it is incident to an edge
in M . Otherwise, we say that vertex v is exposed by M . A matching M is a perfect
matching if every vertex of G is matched, and a near-perfect matching if exactly one
vertex in G is not matched. We call a graph G factor-critical if G − v has a perfect
matching for every vertex v ∈ V .
Let M be a matching of G. A path P = v1e1v2 . . . vkekvk+1 is called M -alternating if
{e1, e2, . . . , ek}\M is a matching, i.e., if the edges belong alternately to the matching and
not to the matching. An M -alternating path is called M -augmenting if its endpoints
are exposed by M , i.e., if v1, vk+1 /∈ V (M).
It is well known that the size of a maximum matching is a lower bound for the size
of a minimum vertex cover. Graphs where the size of a maximum matching is equal to
the size of a minimum vertex cover are called könig graphs. König [Kön31] showed that
bipartite graphs have this property. There are two classical results about matchings in
bipartite graphs, Hall’s Theorem and the Hopcroft Karp algorithm.
Theorem 2.1 (Hall’s Theorem [Hal35]). Let G be a bipartite graph with bipartition
V1 and V2. The graph G has a matching that saturates V1 if and only if for all vertex
sets X ⊆ V1 it holds that |NG(X)| ≥ |X|.
The following theorem, due to Hopcroft and Karp [HK73], is in some ways similar to
Hall’s Theorem. It tells us that we can find a matching that saturates V1 or a subset
of V1 that violates the Hall condition. The second part of the theorem is not standard
(but well-known).
Theorem 2.2 ([HK73]). Let G be an undirected bipartite graph with bipartition V1 and
V2, on n vertices and m edges. Then we can find a maximum matching of G in time
O(m
√
n). Furthermore, in time O(m
√
n) we can find either a maximum matching that
saturates V1 or a set Z ⊆ V1 such that |NG(Z)| < |Z| and such that there exists a
maximum matching M of G−NG[Z] that saturates V1 \ Z.
The following theorem shows that a graph has a certain structure that describes all
maximum matching in a given graph, even if this graph is not bipartite.
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Theorem 2.3 (Gaillai-Edmonds decomposition (cf. [Gal64, LP09])). Let G = (V,E)
be an undirected graph. Denote by D the set of all vertices that are exposed by at least
one maximum matching of G, by A the neighborhood of D, i.e., A = NG(D), and by B
all remaining vertices, i.e., B = V \ (A ∪D). The following holds:
• The connected components of G[D] are factor-critical.
• The graph G[B] has a perfect matching.
• Every maximum matching M of G consists of a perfect matching of G[B] a near
perfect matching of the connected components of G[D], and matches all vertices
of A to distinct connected components of G[D].
We call the triplet (D,A,B) the Gallai-Edmonds decomposition of G.
2.3. Linear Programming
In this section we mostly follow Korte and Vygen [KV12]. A linear program (LP)
is defined as follows: Given n variables x1, x2, . . . , xn, m linear inequalities or equal-
ities in these variables, called constraints, and a linear cost function, the goal is to
find values for the variables that maximize or minimize the value the of cost func-
tion, subject to the constraints. We often write a linear program as min{
∑n
i=1 cixi |
∀j ∈ [n] :
∑n
i=1 ai,jxi ≤ bj} or max{
∑n
i=1 cixi | ∀j ∈ [m] :
∑n
i=1 ai,jxi ≤ bj}, where
ci, bj , aij with i ∈ [n], j ∈ [m] are constants, depending whether we want to minimize or
maximize the cost function
∑n
i=1 cixi. A feasible solution to one of the above linear pro-
grams is an assignment to the variables xi, for all i ∈ [n], which satisfies the constraints
of the linear program. We call a feasible solution that attains the minimum respectively
maximum an optimum solution. It is well known that one can find an optimum solution
of a linear program in polynomial time.
An integer linear program is a linear program where we have the extra condition that
xi ∈ N0 for all i ∈ [n]. Finding an optimum solution to an integer linear program is
NP-hard. A linear program relaxation of an integer linear program is the integer linear
program without the integrality constraint.
Let us consider the Vertex Cover problem, where given an undirected graph G =
(V,E) the task is to find a minimum vertex cover. We can formulate this problem as




xv | ∀{u, v} ∈ E : xu + xv ≥ 1 ∧ ∀v ∈ V : xv ∈ {0, 1}
}
.
The linear program relaxation for the Vertex Cover instance of G = (V,E), denoted




xv | ∀{u, v} ∈ E : xu + xv ≥ 1 ∧ ∀v ∈ V : 0 ≤ xv ≤ 1
}
.
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It is well known that for the Vertex Cover problem, there is an optimal feasible
solution x to LP(G) such that xv ∈ {0, 12 , 1} for all v ∈ V (G). We call a solution
for which this holds a half-integral solution. Let x ∈ {0, 12 , 1}
|V | be a half-integral
solution to LP(G). For all i ∈ {0, 12 , 1} we denote by V
x
i the set of vertices in V with
xv = i, i.e., V xi = {v ∈ V | xv = i}. When x is clear from the context, we omit the
superscript x. Observe, if x is a feasible half-integral solution to LP(G), then it holds
that N(V x0 ) = V x1 . For a feasible solution x to LP(G), we use w(x) to denote the value
of the objective function, i.e., w(x) =
∑
v∈V xv. By lp(G) we denote the value of an
optimum solution to LP(G).
Theorem 2.4 (Nemhauser-Trotter [NT75]). Let G = (V,E) be an undirected graph
and let x be an optimum solution to LP(G), the linear program relaxation for the Ver-




0 , if xv < 12
1
2 , if xv =
1
2
1 , if xv > 12
.
It holds that x∗ is an optimum solution to LP(G) and that there exists a minimum




∪ V x∗1 .
2.4. Computational Complexity
In this section the basic definitions mostly follow Korte and Vygen [KV12]. The
parts about complexity classes and complexity-theoretic assumptions follow Arora and
Barak [AB09] as well as Garey and Johnson [GJ79]. A decision problem asks if some-
thing is true, i.e., the possible answers are “yes” or “no”. More formally, given an
alphabet Σ, a decision problem is a pair (I, L), where I is a language over Σ whose
elements are called instances and a language L ⊆ I, and the task is to decide whether
a given instance x ∈ I is contained in L. If x ∈ L, then we say that x is a yes-instance
of L, otherwise, x is a no-instance of L. Most of the time we choose I = Σ∗ and say
that a decision problem is a language L ⊆ Σ∗ over an alphabet Σ, and the task is to
decide whether a given string x ∈ Σ∗ is contained in L.
An optimization problem asks us to find under all feasible solutions one that minimizes
or maximizes some objective function. Formally, an optimization problem Π is either a
minimization or maximization problem that consists of three parts:
• a set I ⊆ Σ∗ of instances over an alphabet Σ
• for each instance x ∈ I a set S(x) of feasible solutions for x
• a function m that assigns for each instance x ∈ I and each feasible solution
y ∈ S(x) a measurement m(x, y), called solution value of y
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An optimum solution of an instance x ∈ I of the optimization problem Π is a feasible
solution y∗ ∈ S(x) such that for all y ∈ S(x) it holds that m(x, y∗) ≤ m(x, y) or
m(x, y∗) ≥ m(x, y), respectively. The task is to find for a given instance x ∈ I an
optimum solution.
Observe, we can easily define a decision version of an optimization problem by adding
a bound m0 on the solution value of feasible solutions, i.e., instead of asking for an
optimum solution, we asks whether there exists a feasible solution with solution value
at most (minimization) or at least (maximization) m0. Obviously, if we can solve an
optimization problem in polynomial time, then one can solve the associated decision
problem with bound m0 in polynomial time.
Definition 2.5. Let L ⊆ Σ∗ be a decision problem over alphabet Σ and let K ⊆ Γ∗
be a decision problem over alphabet Γ. A polynomial-time many-one reduction from
language L to language K, denoted by L ≤pm K, is a polynomial-time computable
function f : Σ∗ → Γ∗ such that x ∈ L if and only if f(x) ∈ K.
Complexity classes. We denote the class of all decision problems L over a given
alphabet Σ for which there exists a polynomial-time algorithm by P, i.e., there exists
an algorithm A such that for each input x ∈ Σ∗ the algorithm A accepts x if and only
if x ∈ L. The class of all decision problems where we can verify a given solution in
polynomial time is called NP. Hence, a decision problem L over alphabet Σ belongs
to class NP when there exists a polynomial-time algorithm A such that for each input
x ∈ Σ∗ it holds that x ∈ L if and only if there exists a solution or certificate y ∈ Σ∗,
whose length is polynomial bounded in |x|, such that algorithm A accepts the input
(x, y), and for all x ∈ Σ∗ \ L and all y ∈ Σ∗ of polynomial size the algorithm A rejects
(x, y). Obviously, it holds that P ⊆ NP.
A decision problem L ⊆ Σ∗ is NP-hard when for each decision problem K ∈ NP
it holds that K ≤pm L. If additionally it holds that L ∈ NP then we say that L
is NP-complete, i.e., L ∈ NP and L is NP-hard. The class coNP is the class of all
decision problems L over alphabet Σ whose complement L̄ is contained in NP, i.e.,
coNP = {L ⊆ Σ∗ | L̄ ∈ NP}. It holds that P ⊆ NP ∩ coNP.
Let C be a class of decision problems. The class C/poly contains all decision problems
L ⊆ Σ∗ for which there exists a decision problem K ∈ C and a function f : N → Σ∗,
called the advice, such that |f(n)| ≤ nc for some fixed c ∈ N and for all x ∈ Σ∗ it holds
that x ∈ L if and only if (x, f(|x|)) ∈ K.
A decision problem L ⊆ Σ∗ belongs to the class BPP if and only if there exists a
probabilistic polynomial-time Turing machine T and a constant 12 < p ≤ 1, such that
(i) for all inputs x ∈ L, T accepts x with probability at least p and (ii) for all inputs
x /∈ L, T rejects x with probability at least p.
We say that a decision problem L ⊆ Σ∗ is in RP if and only if there is a probabilistic
polynomial-time Turing machine T such that (i) for all x /∈ L, T rejects x, and (ii)
for all x ∈ L, T accepts x with probability at least 12 . By this definition, it follows
straightforwardly that P ⊆ RP ⊆ NP and RP ⊆ BPP [Ko82].
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Complexity-theoretic assumptions. The question whether P = NP is one of the
major open questions in computer science. It is widely believed that P 6= NP, i.e.,
P ( NP. Another complexity assumption is that NP * coNP/poly. This assumption is
not as strong as P 6= NP. However, NP * coNP/poly implies that P 6= NP. Furthermore,
if NP ⊆ coNP/poly then the polynomial hierarchy collapses to the third level [Yap83].
In this thesis we will also obtain results under the assumption that NP 6= RP. Clearly,
if the two often believed conjectures P = BPP and P 6= NP hold, we must have that
P = RP and NP 6= RP. Furthermore, this assumption is weaker than the standard as-
sumption NP * coNP/poly under which kernelization lower bounds are obtained. Since
it is known that RP ⊆ P/poly [Adl78, Theorem I], it follows that RP = NP would imply
NP ⊆ P/poly, implying NP ⊆ coNP/poly.
2.5. Parameterized Complexity
In classical complexity theory we are given a decision problem Q ⊆ Σ∗, where Σ is an
alphabet, and we want to either find an algorithm that solves problem Q in polynomial
time in the input size or we want to show that the problem is NP-hard. Since it is
widely believed that P 6= NP we can assume that we cannot solve NP-hard problems in
polynomial time in the input size. However, to classify a problem as NP-hard is useless
in practice because this classification does not tell us anything about the structure
of the problem. Furthermore, the hardness of a problem often depends on a specific
property of the input instance. A multidimensional analysis can help to get a better
understanding of the problem and to find more efficient algorithms. This means that
we assign an integer value `, called parameter, to a decision problem Q and that we
not only measure time with respect to the input size |x|, for x ∈ Σ∗, but also with the
parameter value `.
Overall, the basic idea of parameterized complexity theory, which was pioneered by
Downey and Fellows [DF92b], is to refine the analysis of NP-hard problems. In a sense,
it is a variant of exact exponential time algorithms for NP-hard problems. We try to
make restrictions on the property that causes hardness in order to subsequently develop
algorithms that are fast (polynomial time) when the parameter is small (constant).
More precisely, it is of interest to ask whether an NP-hard problem has an algorithm
that depends exponential only on the parameter and polynomial on the input size.
In this section we give a basic introduction to parameterized complexity, mostly
following Cygan et al. [CFK+15] and Flum and Grohe [FG06].1
Parameterized problem. There are many possibilities to choose the parameter. It
can be any part or property of the input instance of the given problem. However, the
parameter should usually have some influence on the computational complexity of the
1For a more detailed introduction to the field of parameterized complexity, we refer to the book of
Cygan et al. [CFK+15].
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problem. For a decision version of an optimization problem the first choice for the pa-
rameter is often the bound on the solution value. Another way to choose the parameter
is to capture some properties. For graph problems we can choose, for example, the
maximum degree, the treewidth, or its distance to a forest as the parameter.
Definition 2.6. Let Σ be a fixed, finite alphabet. A parameterized problem is a lan-
guage Q ⊆ Σ∗ × N. The second component of an instance (x, `) ∈ Σ∗ × N is called the
parameter.
While it is customary to denote the parameter value by k, in this thesis we will
generally use ` for the parameter value and k for the (desired) solution size.
Sometime, a parameterized problem is defined as a pair (Q, κ), where Q is a language
over a finite alphabet Σ and where κ : Σ∗ → N0 is a mapping that is polynomial time
computable, called parameterization (cf. [FG06]). Hence, the parameterization assigns
a parameter value to each instance of language Q.
It is also possible to parameterize by more than one parameter. In this case we can
either choose the sum of all parameters or the maximum value over all parameters as
our parameter. However, to obtain a better and finer analysis of the running time,
when parameterized by the parameters `1, `2, . . . , `j , we will not state the running time
in terms of one of the single parameters
∑j
i=1 `i or max{`i | i ∈ [j]} but in terms of the
parameters `1, `2, . . . , `j independently.
Fixed-parameter tractable. In parameterized complexity we are interested in al-
gorithms that solve an instance (x, k) of a parameterized problem in time f(`) · nc,
where c is a fixed constant and f : N → N is a computable function, because these
algorithms run in polynomial time when ` is a constant. Even though algorithms that
solve an instance (x, k) of a parameterized problem in time nf(`), where f : N → N is
a computable function, also have a polynomial running time when ` is a constant, in
practice the first algorithm is preferable already for small values of `.
Definition 2.7. Let Σ be a fixed, finite alphabet.
• We say that a parameterized problem Q ⊆ Σ∗ × N is fixed-parameter tractable
(FPT) if there exists a computable function f : N → N, a constant c and an
algorithm A, called fpt-algorithm, that on input (x, `) ∈ Σ∗ × N takes time at
most f(`) · |x|c and correctly decides whether (x, `) ∈ Q. We denote the class of
all parameterized problems that are fixed-parameter tractable by FPT.
• A parameterized problem Q ⊆ Σ∗×N is called slice-wise polynomial (XP) if there
exist two computable functions f, g : N→ N and an algorithm A that on a given
instance (x, `) ∈ Σ∗ ×N takes time at most f(`) · |(x, `)|g(`) and correctly decides
whether (x, `) ∈ Q. The complexity class containing all slice-wise polynomial
problems is called XP.
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Reductions and Parameterized intractability. In this paragraph we want to in-
troduce the theory of parameterized intractability. More precisely, we want to have an
evidence that a given parameterized problem is not fixed-parameter tractable. Obvi-
ously, parameterized problems that are already NP-hard for constant parameter value
cannot be fixed-parameter tractable, unless P = NP. These problems are also not con-
tained in XP, unless P = NP. For example, the q-Coloring problem2 parameterized
by the integer q is already NP-hard when q = 3 [Sto73].
In classical complexity theory we have polynomial-time many-one reductions from a
decision problem Q to a decision problem K either to know that Q ∈ P when K ∈ P
or to obtain that K is NP-hard when Q is NP-hard. We would like to have something
similar for parameterized problems, i.e., a reduction from a parameterized problem Q to
a parameterized problem K such that if K is fixed-parameter tractable then Q is fixed-
parameter tractable and such that if it is unlikely that Q is fixed-parameter tractable
then it is unlikely that K is fixed-parameter tractable. We consider the following stan-
dard example to see why polynomial-time many-one reductions are not sufficient. Let
G = (V,E) be an undirected graph and let X ⊆ V . It is well known that a vertex set X
is a vertex cover of a graph G if and only if V \X is an independent set of G. However,
Vertex Cover parameterized by the solution size k has an O∗(2k) time fpt-algorithm,
but this algorithm does not lead to an O∗(f(k)) time fpt-algorithm for Independent
Set parameterized by the solution size, only to an O∗(2n−k) time algorithm.
Definition 2.8 (Parameterized reduction). Let Σ and Γ be two fixed, finite alphabets.
Let Q ⊆ Σ∗ × N and let K ⊆ Γ∗ × N be two parameterized problems. A parameterized
reduction or fpt-reduction from Q to K is a mapping π : Σ∗×N→ Γ∗×N such that for
all (x, `) ∈ Σ∗ × N it holds that
(i) π((x, `)) = (x′, `′) can be computed in time f(k) · |x|c, where f : N → N is a
computable function, and c is a constant,
(ii) `′ ≤ g(`), where g : N→ N is a computable function, and
(iii) (x, `) ∈ Q if and only if (x′, `′) ∈ K.
We write Q ≤fpt K.
Observe that we can concatenate parameterized reductions, i.e., if Q1,Q2,Q3 are
parameterized problems with Q1 ≤fpt Q2 and Q2 ≤fpt Q3 then Q1 ≤fpt Q3. Further-
more, the class FPT is closed under parameterized reductions, i.e., if there exists a
parameterized reduction from a parameterized problem Q to a parameterized problem
K that is contained in FPT then it holds that problem Q is in FPT.
Definition 2.9. Let Σ be a fixed, finite alphabet. A parameterized problem Q ⊆ Σ∗×N
is para-NP if there exist an alphabet Γ, a computable function f : N→ Γ∗, and a decision
2In the q-Coloring problem we are given a graph G, an integer q, and the task is to decide whether
there exists a coloring c : V (G)→ [q] such that for all {u, v} ∈ E(G) it holds that c(u) 6= c(v).
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problem L ⊆ Σ∗ × Γ∗ such that L ∈ NP and for all instances (x, `) ∈ Σ∗ × N it holds
that x ∈ Q if and only if (x, f(`)) ∈ L. A parameterized problem Q is para-NP-hard if
for any parameterized problem K in para-NP there is parameterized reduction from K
to Q. If the parameterized problem Q is additionally contained in para-NP then Q is
para-NP-complete.
Observe, every parameterized problem that is already NP-hard for a constant pa-
rameter value is para-NP-hard, i.e., para-NP-hard problems do not have fpt-algorithms
under the assumption that P 6= NP. As mentioned above, it even holds that para-NP-
hard problems are not contained in XP unless P = NP.
It rises the question whether there are other evidences that a parameterized problem
is not fixed-parameter tractable besides being para-NP-hard, i.e., whether there exists
a concept that is somehow similar to NP-hardness which we can use to show that it
is unlikely for a parameterized problem to be fixed-parameter tractable. Downey and
Fellows [DF99] introduced the so-called W-hierarchy. They defined the complexity
classes W [t], for all t ∈ N such that FPT ⊆W [1] ⊆W [2] ⊆ . . . ⊆ XP .3 For this thesis,
the precise definitions of all these classes are not important. For our purposes, it suffices
to consider only the classW [1] which we define below. Now, a parameterized problem Q
is called W [t]-hard if every problem in W [t] is parameterized reducible to Q, and W [t]-
complement if it is also contained in W [t]. It is widely believed that inclusions in the
above hierarchy are proper. Thus, the working hypothesis of parameterized complexity
is that no W [1]-hard problem admits a fpt-algorithm, i.e., FPT 6= W [1].
Multicolored Clique
Parameter: k
Input: An undirected graph G = (V,E), an integer k, and a parition of V into k
independent sets V1, V2, . . . , Vk of equal size.
Question: Does G have a clique of size k?
Definition 2.10 (cf. [FHRV09]). The class W [1] contains all parameterized problems
K which are parameterized reducible to Multicolored Clique parameterized by the
solution size k.
Observe, by the above definition of W [1] it follows that Multicolored Clique is
W [1]-complete.
Kernelization. Data reduction is often used in practice. The goal is to remove
redundant parts from the input, to solve some easy parts of the instance, or to obtain
some useful properties. The hope is that one can reduce a given instance to a smaller
and easier instance of the same problem in polynomial time. Parameterized complexity
introduced the concept of kernelization to measure the efficiency of reduction rules.
3See [CFK+15, Definition 13.16] for a proper definition of W [t] for t ∈ N.
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Definition 2.11 (Kernelization). Let Σ be a fixed, finite alphabet, let Q ⊆ Σ∗ ×N be
a parameterized problem, and let h : N→ N be a computable function. A kernelization
algorithm for Q is an algorithm that on input (x, `) ∈ Σ∗ × N, takes time polynomial
in |x|+ ` and outputs an instance (x′, `′) ∈ Σ∗ × N such that:
• |x′| and `′ are bounded by h(`), and
• (x′, `′) ∈ Q if and only if (x, `) ∈ Q.
The output instance is called kernel, while f(`) is called the size of the kernel. We say
that a parameterized problem admits a polynomial kernelization or short polynomial
kernel if it has a kernelization algorithm where the size of the kernel is a polynomial
function of the parameter.
In general, a kernelization algorithm is a series of reduction rules. A reduction rule is
a polynomial-time algorithm that take as input an instance of a parameterized problem
Q over a fixed, finite alphabet Σ and produces an instance of the same parameterized
problem, called reduced instance. We say that a reduction rule is safe if for each input
instance (x, k) ∈ Σ∗ × N the reduced instance (x′, k′) is contained in Q if and only if
(x, k) is contained in Q. An instance is reduced with respect to an reduction rule if this
rule does not change the instance any more.
Let Q be a parameterized problem. It is well known that Q is fixed-parameter
tractable if and only if Q admits a (not necessarily polynomial) kernel [CFK+15]. Thus,
we can also show that a problem is fixed-parameter tractable by giving a kernelization
algorithm.
Lower bounds for kernelization. To show that a parameterized problem does not
have a polynomial kernel, Bodlaender et al. [BDFH09] introduced a composition tech-
nique which uses a result due to Fortnow and Santhanam [FS11]. This was later refined
by Bodlaender et al. [BJK14] to so-called cross-compositions that are a convenient
front-end for the seminal kernel lower bound framework. Both are generalizations of
the notion of reductions that takes as input multiple instances.
Definition 2.12 (Polynomial equivalence relation). Let Σ be a fixed, finite alphabet.
A relation R ⊆ Σ∗×Σ∗ is a polynomial equivalence relation if equivalence of two strings
x, y ∈ Σ∗ can be tested in time polynomial in |x|+ |y| and if R partitions any finite set
S ⊆ Σ∗ into a number of classes that is polynomially bounded in the largest element
of S.
Definition 2.13 ((OR-)cross-composition [BJK14]). Let L ⊆ Σ∗ be a language over a
fixed, finite alphabet Σ, let R ⊆ Σ∗ ×Σ∗ be a polynomial equivalence relation, and let
Q ⊆ Σ∗×N be a parameterized problem. An (OR-)cross-composition of L into Q (with
respect to R) is an algorithm that, given t instances x1, . . . , xt ∈ Σ∗ of L belonging to
the same equivalence class of R, takes time polynomial in
∑t
i=1 |xi| and outputs an
instance (y, k) ∈ Σ∗ × N such that the following hold:
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• “PB”: The parameter value k is polynomially bounded in maxti=1 |xi|+ log t.
• “OR”: The instance (y, k) is a yes-instance for Q if and only if at least one instance
xi is a yes-instance for L.
An (OR-)cross-composition of L into Q of cost f(t) instead satisfies “OR” and “CB”:
• “CB”: The parameter value k is bounded by O(f(t) · (maxti=1 |xi|)c), where c is
some constant independent of t.
If L is NP-hard then both forms of cross-compositions are known to imply lower
bounds for kernelizations for Q. Theorem 2.15 additionally builds on Dell and van
Melkebeek [DvM14].
Theorem 2.14 ([BJK14, Corollary 3.6.]). If an NP-hard language L has a cross-
composition to Q then Q admits no polynomial kernelization or polynomial compression
unless NP ⊆ coNP/poly.
Theorem 2.15 ([BJK14, Theorem 3.8.]). Let d, ε > 0. If an NP-hard language L has
a cross-composition into Q of cost f(t) = t1/d+o(1), where t is the number of instances,
then Q has no polynomial kernelization or polynomial compression of size O(kd−ε)
unless NP ⊆ coNP/poly.
Another way to show that a parameterized problem does not admit a polynomial
kernel is to define an appropriate reduction: Let Σ,Γ be two fixed, finite alphabets.
A polynomial parameter transformation (ppt) [BTY11] from a parameterized problem
Q ⊆ Σ∗×N to a parameterized problem K ⊆ Γ∗×N is a mapping π : Σ∗×N→ Γ∗×N
such that for all (x, `) ∈ Σ∗ × N it holds that
• π((x, `)) = (x′, `′) can be computed in polynomial time,
• `′ ≤ p(`), for some polynomial p, and
• (x, `) ∈ Q if and only if (x′, `′) ∈ K.
Now, assume that there exists a polynomial-parameter transformation from a param-
eterized problem Q to a parameterized problem K. If K has a polynomial kernel then
Q has a polynomial kernel and if it is unlikely that Q has a polynomial kernel than
it is unlikely that K has a polynomial kernel. Furthermore, if there is a polynomial-
parameter transformation from a parameterized problem Q to a parameterized problem
K with p(`) = c · ` for a constant c, then kernelization lower bounds established for Q
also hold for K [BJK14, BTY11]. We call such polynomial-parameter transformation
where p(`) = c · ` a linear-parameter transformation.
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Treedepth. The treedepth of a graph G = (V,E), denoted by td(G), is defined as
td(G) :=

0 , if V = ∅
min{td(G− v) | v ∈ V (G)}+ 1 , if G is connected
max{td(H) | H connected component of G} , otherwise.
We call a rooted forest F such that G is a subgraph of the closure of F a treedepth forest
of G. Recall that every connected component of the forest F has exactly one root, and
that if G is connected then F is also connected. This leads to the following alternative
definition of treedepth: The treedepth of a graph G is the minimum possible height of
any treedepth forest of G plus one. We say that a treedepth forest F of G is optimum









STRUCTURAL PARAMETERS FOR VERTEX COVER
3.1. Introduction
In the Vertex Cover problem we are given an undirected graph G = (V,E), an
integer k, and the question is whether there exists a set S ⊆ V of at most k ver-
tices such that each edge of G is incident with a vertex of S, or, in other words, such
that G − S is an independent set. This problem is one of Karp’s 21 NP-complete
problems [Kar72]. Apart from being a classical problem in computational complex-
ity, Vertex Cover is one of the most studied problems in parameterized complex-
ity [CKX10, GP16, Kra18, Lam11, MRS+11, RRS11]. Whenever one wants to test new
perspectives or research directions, Vertex Cover is the common problem to start
with [AFN04, CJ03, CDR+03, NR00]. It helped, for example, to find new techniques
for polynomial kernelization algorithms (cf. [ACF+04]).
Starting with Vertex Cover parameterized by the solution size k, the first fpt-
algorithm from the year 1993, due to Buss and Goldsmith [BG93], which runs in time
O(kn + 2k · k2k+k), has been improved over the years [DF92b, BFR98, NR99, SF99,
CLJ00]. Currently, the best known fpt-algorithm, due to Chen et al. [CKX10], which
was presented in 2006, runs in O(1.2738k + kn) time and polynomial space. This
algorithm improved the O(kn+1.286k) time algorithm from 1999, which also needs only
polynomial space [CKJ01] as well as the O(kn+ 1.2745kk4) time algorithm from 2004,
which needs exponential space [CG05]. Additionally, it is known that Vertex Cover
does not admit an O∗(2o(k)) time algorithm unless the Exponential Time Hypothesis1
fails [IPZ01].
The first kernelization algorithm for Vertex Cover parameterized by the solution
size k was developed in 1993 by Buss and Goldsmith [BG93]. This algorithm reduces
a given instance (G, k) to an equivalent instance with O(k2) vertices. Later, this was
1Let δ be the infimum of the set of constants c for which there exists an algorithm that solves 3-SAT
in time O∗(2cn). The Exponential Time Hypothesis is the conjecture that δ > 0.
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improved to a linear kernel with at most 3k vertices using crown decompositions [Fel03].
Furthermore, there exist two linear kernels with at most 2k vertices. One uses a result
of Nemhauser and Trotter [NT75] about the existence of a half-integral solution to the
vertex cover LP [CKJ01] and the other is based on iterative compression and crown
decompositions [DFRS04]. Besides these positive results, it was shown that there exists
no kernel that reduces to O(n2−ε) bits for any ε > 0, unless NP ⊆ coNP/poly [DvM14].
Thus, we believe that the current bound of O(k2) edges is tight up to ko(1) factors. More-
over, it is unlikely that there exists a kernel that reduces to at most (2 − ε)k vertices
for any ε > 0: So far, all reduction rules are approximation-preserving [Nie04], which
implies that a kernel with (2−ε)k vertices (for any ε > 0) would yield a polynomial-time
approximation algorithm for Vertex Cover with ratio (2−ε). But this contradicts the
Unique Games Conjecture [KR08]. Nevertheless, there exists a result due to Soleiman-
fallah and Yeo [SY11] that reduces a given Vertex Cover instance to an instance with
at most 2k−c vertices for every constant c. This was improved by Lampis [Lam11] who
showed that one can reduce to 2k−c log(k) vertices for every constant c. The drawback
of these kernelization algorithms is that their running time depends exponentially on c.
Despite Vertex Cover being NP-complete, it is solvable in polynomial time on
many graph classes, such as forests, bipartite graphs, and even König graphs. This
points out the drawback of choosing the solution size as the parameter, because all
these graphs can have arbitrarily large vertex covers. This resulted in the study of so-
called structural parameters, i.e., a parameter value that is largely independent of the
solution size. More precisely, a structural parameter is a function on the input structure
rather than the standard output size. Jansen and Bodlaender [JB13] started this line of
research by considering Vertex Cover parameterized by the size of a feedback vertex
set. In other words, they have chosen as parameter the size of a vertex set X such that
deleting this set from the input graph results in a forest, and they showed that Vertex
Cover admits a polynomial kernel with O(|X|3) vertices.
Vertex Cover has turned out to be one of the most fruitful research subjects
with a variety of upper and (conditional) lower bounds subject to different parameters
(see Section 3.2). The studied structural parameters roughly fall into three types:
For width-parameters like treewidth, pathwidth, and treedepth it is known that there
is no polynomial kernelization unless NP ⊆ coNP/poly and the polynomial hierarchy
collapses [BDFH09]. Next, there is parameterization by above lower bounds, i.e., the
parameter is the difference between the solution size and a lower bound on the solution
size. A natural lower bound for Vertex Cover is, for example, the size of a maximum
matching. Hence, one can choose ` = k−mm as a parameter for Vertex Cover, where
mm denotes the size of a maximum matching.
The last, and most studied parameter type with respect to Vertex Cover, is pa-
rameterization by the deletion distance to a graph class C, i.e., by the minimum size of
a, so-called, modulator X such that G−X belongs to graph class C. For fixed-parameter
tractability and kernelization of the arising parameterized problem it is necessary that
Vertex Cover is tractable on inputs from C. For hereditary classes C, this condition
is also sufficient for fixed-parameter tractability but not necessarily for the existence of
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a polynomial kernelization. Interesting choices for C are various well-studied hereditary
graph classes, like forests, bipartite graphs, or chordal graphs, and graphs of bounded
treewidth, bounded treedepth, or bounded degree. As a consequence, this rules out fpt-
algorithms, and therefore also polynomial kernels, when C is the class of planar graphs
or graphs of degree at most 3, since Vertex Cover is still NP-hard on planar graphs
of maximum degree 3 [GJ77].
Besides playing a central role in parameterized complexity, Vertex Cover finds
applications in computational biochemistry [RK00, Ste99], computational biology and
bioinformatics [BW06, KLW96, SBS05], computational chemistry [DW96, LG07], elec-
trical engineering [CS93, HP00] and classification methods [GKK14].
Structure of this Chapter. In the next section we summarize known lower as
well as upper bounds for kernelizations of Vertex Cover under different structural
parameters. Afterwards, we consider some more general structural parameters to receive
a better understanding of the border between lower and upper bounds. In Section 3.3
we define the concept of blocking sets which plays a crucial role for Vertex Cover
kernelization and we show some basic facts about blocking sets. Finally, in Section 3.4,
we show how the above lower bound parameters k − mm, k − lp, and k − (2lp− mm)
relate to the size of a modulator to the class of graphs where vc = mm, vc = lp, or
vc = 2lp−mm, respectively.
3.2. Structural Parameters
The Vertex Cover problem was successfully studied under various structural pa-
rameters. As mentioned before, Jansen and Bodlaender [JB13] were the first to study
kernelization for Vertex Cover under different, smaller parameters. Their main result
is a polynomial kernelization to instances with O(|X|3) vertices when X is a modulator
to the class of forests. Clearly, the size of X is a lower bound on the vertex cover size (as
any vertex cover is a modulator to an independent set), and the solution size k cannot
be bounded in terms of ` = |X| alone because forests already have arbitrarily large min-
imum vertex covers. Since then, their result has been generalized and complemented in
several ways.
One of these generalizations was obtained by Kratsch and Wahlström [KW12] for
parameterization by the size of a modulator to a bipartite graph. In fact, they showed
an even stronger result: The fact that deciding whether a graph G has a vertex cover of
size at most k is trivial when k is lower than the size mm(G) of a maximum matching
in G, or the size lp(G) of an optimum fractional solution to the vertex cover LP of
G, has motivated the study of above lower bound parameters like ` = k − mm(G) or
` = k − lp(G) [RRS11, CLP+14] (see related work). Kratsch and Wahlström [KW12]
showed that Vertex Cover parameterized by these two parameters, as well as by the
size of a modulator to a König graph2, has a randomized polynomial kernel. It is well
2A graph G is called König graph if mm(G) = vc(G).
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known that every bipartite graph is a König graph. Furthermore, for Vertex Cover
it holds that the parameters k − lp(G), k − mm(G), and the size of a modulator to a
König graph are equivalent up to a constant factor [FJR13, MRS+11].3 The strongest
lower bound employed so far is 2lp(G) − mm(G), and Garg and Philip [GP16] gave
an O∗(3k−(2lp(G)−mm(G))) time algorithm for Vertex Cover. Kratsch [Kra18] showed
that there also exists a randomized polynomial kernel for this parameter.
Majumdar et al. [MRS18] studied Vertex Cover parameterized by the size of a
modulator X to a graph of maximum degree at most d. For d ≥ 3 this problem is NP-
hard but for d = 2 and d = 1 they obtained kernels with O(|X|5) and O(|X|2) vertices,
respectively. They extend their idea for Vertex Cover parameterized by the size of a
degree-2-modulator to a kernel with O(|X|9) vertices where X is a modulator to a graph
where every connected component is a tree or a cycle. Their result motivated Fomin
and Strømme [FS16] to investigate a parameter that is smaller than both a modulator
to a disjoint union of trees and cycles, and the size of a feedback vertex set. They
consider X being a modulator to a pseudoforest, i.e., with each connected component
of G−X having at most one cycle. For this they obtained a kernelization to O(|X|12)
vertices, generalizing (except for the size) the results of Majumdar et al. [MRS18] and
Jansen and Bodlaender [JB13]. Furthermore, Majumdar et al. [MRS18] also showed
that Vertex Cover parameterized by the size of a modulator X to a cluster graph
with cliques of size bounded by d, admits a kernel with O(|X|d) vertices. Additionally,
they ruled out kernels of size O(|X|d−ε) for this parameter. Recent work of Bougeret
and Sau [BS19] shows that Vertex Cover admits a kernel of size O(|X|f(c)) when X
is a modulator to a graph of treedepth at most c.
Regarding lower bounds for kernelization (all assuming NP * coNP/poly), it is well
known that there are no polynomial kernels for Vertex Cover when parameterized
by width-parameters like treewidth, pathwidth, or treedepth (cf. [BDFH09]). Bodlaen-
der et al. [BJK14] showed that there is no polynomial kernelization in terms of the
vertex deletion distance to a single clique, which is stronger than deletion distance to
cluster or perfect graphs for example. Other lower bounds were obtained by Cygan et
al. [CLP+14] for modulators to treewidth at most two and Jansen [Jan13] for modu-
lators to outerplanar graphs. Fomin and Strømme [FS16] showed a lower bound for
modulators to mock-forests4 using a similar construction as Cygan et al. [CLP+14]
and Jansen [Jan13]. Figure 3.1 summarizes the known results for Vertex Cover
parameterization and shows the hierarchy of these parameters.
Related work. It was first shown by Razgon and O’Sullivan [RO09] that Vertex
Cover parameterized by ` = k − mm, where mm stands for the size of a maximum
matching and k for the solution size, is solvable in O∗(15`) time, and is therefore fixed-
parameter tractable. In other words, the parameter value ` is the difference between
3It holds that k−lp(G) ≤ k−mm(G) ≤ |X| ≤ 2(k−mm(G)) ≤ 4(k−lp(G)), where X is a modulator
to a König graph.
4A mock-forest is a graph where no two cycles share a vertex.












































Figure 3.1.: Parameter hierarchy for Vertex Cover, where we assume that the mod-
ulator is given in the input. The shadings indicated that the parameter-
ization is either para-NP-complete , FPT but conditionally lacking a
polynomial kernel , FPT with a polynomial kernel for constant d ,
or FPT with polynomial kernel . A line between two parameters indi-
cates that the lower parameter can be bounded in a function of the higher
parameter. The three parameters that are grouped are equivalent up to
constant factors.
the solution size k and the obvious lower bound mm. This was improved by Raman
et al. [RRS11] and later by Cygan et al. [CPPW13a] to an algorithm with running
time O∗(4`). Narayanaswamy et al. [NRRS12] improved this result by showing that
Vertex Cover parameterized by ` = k − lp, where lp stands for the minimum
fractional vertex cover (as determined by the LP relaxation), can be solved in time
O∗(2.6181`). Currently, the best running time, due to Lokshtanov et al. [LNR+14],
is O∗(2.3146`). As mentioned above, Garg and Philip [GP16] proved that Vertex
38 3. Structural Parameters for Vertex Cover
Cover is also fixed-parameter tractable even for parameter ` = k− (2lp−mm). Their
algorithm runs in time O∗(3`).
Another lower bound for the size of a minimum vertex cover in a graph G on n vertices
with minimum degree 2 and maximum degree δ is 22+δ ·n (cf. [Xia10b]). Since it is easy
to reduce degree one vertices (in polynomial time), one can assume, without loss of
generality, that every input graph has minimum degree 2. Xiao [Xia10b] showed that
Vertex Cover is solvable in time O(1.6651`) on graphs with maximum degree 3 (and
minimum degree 2) where ` = k − 22+3 · n. Recently, Tsur [Tsu18] gave an O
∗(1.6253`)
time algorithm for Vertex Cover on graphs with maximum degree 4 (and minimum
degree 2) with ` = k − 22+4 · n.
Distance to small modulators. As mentioned above, Vertex Cover has a poly-
nomial kernel when parameterized by the size of a modulator to a pseudoforest, and
no polynomial kernel when parameterized by the size of a modulator to a mock-
forest [FS16]. Arguably, there is still quite some room between allowing a single cycle
per component and allowing an arbitrary number of cycles as long as they share no
vertices. Therefore, we introduce as a structural parameter for Vertex Cover the
size of a modulator to a d-quasi-forest. A d-quasi-forest is a graph where each connected
component has a feedback vertex set of size at most d. Similar, one can generalize the
parameter size of a modulator to a bipartite graph as well as the parameter ` = k− lp.
We say that a graph is d-quasi-bipartite if each connected component has an odd cycle
transversal of size at most d and we say that a graph G is d-quasi-integral if in each
connected component the size of a minimum vertex cover exceeds the size of an opti-
mum LP solution by at most d, i.e., a graph G is d-quasi-integral if for each connected
component H of G it holds that vc(H) ≤ lp(H) + d. Now, the parameter is the size
of a modulator to a d-quasi-bipartite or d-quasi-integral graph.
These new parameters are incomparable to the parameter k−(2lp−mm) and the size
of a modulator to a graph of treedepth at most d: Already the kernelization by the size
of a feedback vertex set [JB13], which is already generalized by the size of a modulator
to a d-quasi-forest, allows arbitrarily long paths in G − X. Such paths are forbidden
in a graph of bounded treedepth. In addition, a disjoint union of cliques K4 with four
vertices is a 2-quasi-forest, where 2lp(K4) − mm(K4) = 2 but the vertex cover size is
three per component. Conversely, taking a star with c leaves and appending a 3-cycle at
each leaf yields a graph with a feedback vertex set as well as an odd cycle transversal of
size equal to c, and k−lp = c−12 , but with constant treedepth and k− (2lp−mm) = 0;
c can be chosen arbitrarily large.
Elimination distance. Bulian and Dawar [BD16] introduced the structural parame-
ter elimination distance to graph class C which is a natural generalization of the param-
eters deletion distance to a class C and treedepth (see also [Bul17]). The elimination
distance to graph class C is defined in the same way as treedepth except that all graphs
from C get value 0 rather than just the empty graph. Intuitively, elimination distance
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to C can be pictured as having a tree-like deletion of vertices (as for treedepth) but
being allowed to stop when the remaining connected components belong to C (rather
than continuing to the empty graph).
Now, one can argue whether each connected component of the remaining graph should
be contained in C or the entire graph consisting of the remaining connected components
should be contained in C. Bulian and Dawar [BD16, BD17] chose the first version.
However, to have a closer relation to the deletion distance to C, the second variant
seems to be more natural. Moreover, the second variant is more general: In the first
variant, where we want each connected component to belong to C, we should assume
that C is closed under removing connected components. Further, given a graph class
C that is closed under removing connected components, we can define C∗ as the graph
class that contains exactly the graphs where each connected component belongs to C.
Now, the elimination distance to graph class C∗ using the second variant is equivalent
to the elimination distance to graph class C using the first variant.
Bulian and Dawar [BD16, Bul17] define the elimination distance only for graph classes
that are closed under taking subgraphs. However, for their definition it is enough to
assume that class C is closed under removing connected components. For the reasons
mentioned above, we prefer the second variant. To this end, we introduce the notion
of robust graph classes, meaning that the graph class C is closed under disjoint union
and under removing connected components. This allows us to use the same recursive
definition of elimination distance as Bulian and Dawar [BD16, BD17] when the graph
class is robust (see Definition 3.2).
First of all, we give a definition that extends the parameter elimination distance to
arbitrary graph classes C (that are not necessarily robust):
Definition 3.1. Let C be an arbitrary graph class, and let G = (V,E) be a graph. The
elimination distance of G to graph class C is the minimum treedepth of torso(G,X)
where X is a modulator to graph class C, i.e.,
edC(G) = min {td(torso(G,X)) | X ⊆ V : G−X ∈ C}
As mentioned above, under the assumption that graph class C is robust, we can
define the elimination distance of a graph G to graph class C recursively, similar to the
treedepth of a graph (cf. [BD17, Bul17]).
Definition 3.2. Let C be a robust graph class and let G = (V,E) be a graph. We
define the elimination distance to C as
ed∗C(G) :=

0 , if G ∈ C
min{edC(G− v) | v ∈ V }+ 1 , if G /∈ C, G connected
max{edC(H) | H connected component of G} , otherwise.
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Lemma 3.3. Definition 3.1 and Definition 3.2 are equivalent for robust graph classes.
Proof. We prove via induction that edC(G) ≤ ed∗C(G) and that ed∗C(G) ≤ edC(G) for
every graph G and every robust graph class C. In the first base case we assume that
ed∗C(G) = 0. This implies that G is a graph of graph class C. Thus, for X = ∅ it holds
that G−X ∈ C which implies that edC(G) ≤ td(torso(G,X)) = 0 because torso(G,X)
is the empty graph. Now, assume for the second base case that edC(G) = 0. Let X ⊆ V
such that G − X ∈ C and edC(G) = td(torso(G,X)). Since td(H) = 0 if and only if
V (H) = ∅ it follows that torso(G,X) is the empty graph. Hence, X is the empty set
which implies that G is contained in graph class C. This shows that ed∗C(G) = 0 and
concludes the proof of the base case.
For the induction step, we assume that edC(G) ≤ ed∗C(G) when ed∗C(G) < i and that
ed∗C(G) ≤ edC(G) when edC(G) < i, where C is an arbitrary robust graph class.
Observe, if C is a robust graph class then it holds that edC(G) = max{edC(H) |
H connected component of G}: Since C is a robust graph class it holds that a modulator
to graph class C in G is the union of modulators to class C for each connected component
of G. Together with the fact that td(G) = max{td(H) | H connected component of G}
and the fact that there exists a one-to-one correspondence between the connected com-
ponents of G that contain at least one vertex of X and the connected components of
torso(G,X), it follows that edC(G) = max{edC(H) | H connected component of G}.
Thus, it is enough to prove the induction steps for connected graphs.
First, let C be a robust graph class and let G be any connected graph with ed∗C(G) =
i > 0. We have to show that edC(G) ≤ ed∗C(G) = i. Since G is connected it holds that
there exists a vertex v ∈ V (G) such that ed∗C(G) = ed∗C(G − v) + 1. By the induction
hypothesis it holds that
ed∗C(G− v) ≥ edC(G− v) = min{td(torso(G− v,X)) | X ⊆ V (G− v) : G− v−X ∈ C}.
Let X be a modulator to C of graph G− v such that edC(G− v) = td(torso(G− v,X)).
It holds that torso(G−v,X) = torso(G,X∪{v})−v by the definition of torso. Overall,
by the definition of treedepth, this implies that
ed∗C(G) = ed∗C(G− v) + 1 ≥ edC(G− v) + 1 = td(torso(G− v,X)) + 1
= td(torso(G,X ∪ {v})− v) + 1 ≥ td(torso(G,X ∪ {v}))
≥ edC(G).
Second, let C be a robust graph class and let G be any connected graph with edC(G) =
i > 0. We have to prove that ed∗C(G) ≤ edC(G). Let X ⊆ V (G) such that G −X ∈ C
and edC(G) = td(torso(G,X)). By the definition of treedepth there exists a vertex
x ∈ X such that td(torso(G,X)) = td(torso(G,X) − x) + 1. As before, it holds that
torso(G,X) − x = torso(G − x,X \ {x}). Since X \ {x} is a modulator to C of graph
G−x it holds that edC(G−x) ≤ td(torso(G−x,X \ {x})) = edC(G)− 1 = i− 1. Thus,
by the induction hypothesis it holds that ed∗C(G − x) ≤ edC(G − x). Furthermore, by
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the definition of ed∗C it follows that ed∗C(G) ≤ ed∗C(G− x) + 1. Overall, we obtain that
edC(G) = edC(G− x) + 1 ≥ ed∗C(G− x) + 1 ≥ ed∗C(G).
This concludes the proof. 
By the definition of elimination distance, the treedepth of a graph G corresponds to
its elimination distance to the empty graph, and edCIS (G) = td(G) + 1 where CIS is the
class of edgeless graphs.
Analogous to the treedepth forest, we can define an elimination forest. For a graph
G, an elimination forest with respect to C is a treedepth forest of torso(G,X) where
X ⊆ V (G) such that G − X ∈ C. As before, we say that an elimination forest F is
optimum if its height plus one is equal to the elimination distance of G to graph class C.
By definition, it holds that there always exists an optimum elimination forest. Let F
be an elimination forest of G with respect to C, where C is a robust graph class. We call
the connected components of G− V (F ) base components of F . Under the assumption
that C is robust it holds that each base component is contained in C. Furthermore, it
holds that every base component of an elimination forest F of G with respect to class
C is only adjacent to vertices of one path from a root to a leaf in F . Observe, if G is
connected then F is a tree and has exactly one root.
Notation. During this part we consider Vertex Cover parameterized by the size
of a modulator to a graph class C and to graphs with bounded elimination distance.
Let C be a graph class, let G be a graph and let X ⊆ V (G). The set X is called a
C-modulator if G−X ∈ C, and we call the set X a (C, d)-modulator if edC(G−X) ≤ d.
When considering Vertex Cover parameterized by the size of a C-modulator or a
(C, d)-modulator, we will assume that this modulator is given on input. As such, inputs
to the problem are triplets (G, k,X), where G is a graph, the set X is a modulator in
G, and the problem is to decide whether G has a vertex cover of size at most k.
Let C be a robust graph class, and let c be a positive integer. By C + c we denote
the graph class that consists of all graphs G where each connected component H of G
contains a C-modulator XH of size at most c such that H −XH is still connected, i.e.,
C + c := {G | ∀c.c.H of G ∃XH ⊆ V (H), |XH | ≤ c : H −XH ∈ C, H −XH connected}.
By definition, the graph class C+c is still robust. It also holds that (C+c)+1 = C+(c+1):
Let G be a graph of graph class (C + c) + 1, i.e., for each connected component H of G
there exists a vertex vH such that H − vH is connected and belongs to C + c. Hence,
there exists a set XH of size at most c such that H − vH −XH is a connected graph of
graph class C. Now, XH ∪{vH} is a C-modulator of size at most c+1 and H−XH−vH
is connected, thus G ∈ C + (c+ 1).
Conversely, let G be a graph that is contained in graph class C+(c+1). This implies
that for each connected component H of G there exists a C-modulator XH of size at
most c + 1 such that H − XH is still connected. Since H is connected there exists a
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vertex vH ∈ XH such that H−(XH \{vH}) is still connected. The vertex vH is a (C+c)-
modulator of H because H−(XH \{vH}) is connected by the choice of vH , and because
XH \ {vH} is a C-modulator of H − vH of size at most c where (H − vH)− (XH \ {vH})
is still connected.
Observe that we can solve Vertex Cover in polynomial time on graph class C + c
when Vertex Cover parameterized by the size of a C-modulator is fixed-parameter
tractable. Hence, if Vertex Cover is polynomial-time solvable on a hereditary graph
class C then Vertex Cover is polynomial-time solvable on graph class C + c.
Adding the above parameters for Vertex Cover into Figure 3.1 results in the
parameter hierarchy of Figure 3.2. We will show that Vertex Cover parameterized
by these parameters has a polynomial kernel (Chapter 6).
3.3. Blocking Sets
In the present work, we seek to unify and generalize existing results about Vertex
Cover kernelization by using so-called blocking sets.
Definition 3.4 (Blocking set). Let G be a graph and let Y ⊆ V (G) be a subset of its
vertices. We say that the set Y is a blocking set in G if there exists no vertex cover
S of G such that Y ⊆ S and |S| = vc(G). In other words, there is no optimal vertex
cover of G that contains Y . A blocking set Y is minimal if no strict subset of Y is also
a blocking set.
It holds that for each graph G = (V,E) the set V itself is a blocking set. But, in
general, this set is not a minimal blocking set of G. Several graph classes have constant
upper bounds on the size of minimal blocking sets, e.g., in any forest (or even in any
bipartite graph) every minimal blocking set has size at most two. On the other hand,
even restrictive classes like outerplanar graphs have unbounded minimal blocking set
size, i.e., for each integer d there is a graph in the class with a minimal blocking set of
size greater than d. As a final example, cliques are the unique graphs for which V is
the only minimal blocking set because all optimal vertex covers have form V \ {v} for
any vertex v ∈ V ; in particular, any graph class containing all cliques has unbounded
minimal blocking set size.
Notation. Let G be a graph, we use β(G) to denote the size of the largest minimal
blocking set in G. For a graph class C, let βC := ∞ if the minimal blocking set size of
graphs in this graph class can be arbitrarily large and let βC := maxG∈C β(G), otherwise.
Define βC(d) := max{β(G) | edC(G) ≤ d}.
Basic properties of blocking sets. First of all, we show some basic facts about
minimal blocking sets, as well as some useful connections between minimal blocking
sets of a graph G and certain subgraphs of G. These properties help us, for example,
in Chapter 5 to bound βC(d) for every hereditary graph class C where βC is bounded.
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Figure 3.2.: Parameter hierarchy for Vertex Cover, where we assume that the mod-
ulator is given in the input. The shadings indicated that the parameter-
ization is either para-NP-complete , FPT but conditionally lacking a
polynomial kernel , FPT with a polynomial kernel for constant d ,
or FPT with polynomial kernel . A line between two parameters indi-
cates that the lower parameter can be bounded in a function of the higher
parameter. The three parameters that are grouped are equivalent up to
constant factors. Parameters marked with ? indicate the ones considered
in this part.
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Proposition 3.5. Let G be a graph and let Y be a minimal blocking set of G.
(i) The minimal blocking set Y contains no vertex that is contained in every optimum
vertex cover of G.
(ii) If Y contains a vertex that is not contained in any optimum vertex cover of G
then |Y | = 1. More precisely, the minimal blocking set Y contains exactly one of
these vertices.
(iii) The set Y is contained in only one connected component of G.
(iv) vc(G− Y ) + |Y | = vc(G) + 1
Proof. To prove item (i) we assume for the sake of contradiction that there exists a
vertex y ∈ Y that is contained in every optimum vertex cover of G. Since Y is a minimal
blocking set of G it holds that there exists an optimum vertex cover X of G that contains
the set Y \ {y}. But, the vertex y is contained in every optimum vertex cover of G,
hence Y ⊆ X. This contradicts the assumption that Y is a (minimal) blocking set of G
and proves that Y contains no vertex that is contained in every optimum vertex cover
of G.
Let v be a vertex that is not contained in any optimum vertex cover of G. This
implies that {v} is a blocking set of G (by definition). Thus, item (ii) holds.
Next, we prove item (iii). Assume for contradiction that the minimal blocking set
Y is contained in at least two connected components of G. Let G′ be a connected
component of G that contains at least one vertex of Y , and let Y ′ be the set of vertices
in Y that are also contained in G′, i.e., Y ′ = Y ∩V (G′) 6= ∅. Let y ∈ Y ′ be an arbitrary
vertex of Y ′. Since Y is a minimal blocking set of G it holds that there exists an
optimum vertex cover X of G with Y \ {y} ⊆ X. Thus, for every connected component
Ĝ of G, except G′, there exists an optimum vertex cover X̂ that contains the vertex set
Y ∩ V (Ĝ). Observe that this holds also for the connected component G′ by choosing a
vertex ŷ ∈ Y \ Y ′ and considering an optimum vertex cover of G that contains Y \ {ŷ}.
But, this implies that there exists an optimum vertex cover of G that contains Y which
contradicts the assumption that Y is a blocking set of G. Hence, the minimal blocking
set Y is contained in at most one connected component of G.
Now, we prove item (iv). Since Y is a blocking set of G it holds by definition that
vc(G) < vc(G−Y )+|Y |. For the other direction, let y ∈ Y be an arbitrary vertex of Y .
There exists an optimum vertex cover X of G that contains the set Y \ {y} because Y
is a minimal blocking set of G. Since X is a vertex cover of G it follows that X \Y is a
vertex cover of G−Y . Hence, vc(G−Y ) ≤ |X \Y | = |X|−|Y \{y}| = vc(G)−(|Y |−1)
which implies that vc(G− Y ) + |Y | = vc(G) + 1. 
The following lemma shows that deleting a vertex set Z from a graph G, that is
contained in at least one optimum vertex cover of G, cannot increase the size of minimal
blocking sets. Furthermore, it indicates that there is a strong relation between minimal
blocking sets in G and G− Z.
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Lemma 3.6. Let G be a graph and let Z ⊆ V (G) be a set of vertices such that there
exists an optimum vertex cover X of G with Z ⊆ X.
(i) vc(G− Z) + |Z| = vc(G)
(ii) If Y is a blocking set of G then Y \ Z is a blocking set of G− Z.
(iii) It holds that β(G− Z) ≤ β(G), more precisely, if Y ′ is a minimal blocking set
of G − Z then there exists a (possibly empty) set Z ′ ⊆ Z such that Z ′ ∪ Y ′ is a
minimal blocking set of G.
Proof. Obviously, item (i) holds, because every optimum vertex cover of G−Z together
with Z is a vertex cover of G, and because there exists an optimum vertex cover of G
that contains Z.
Next, we prove item (ii) by contradiction. Let Y be a blocking set of G and assume
that Y \ Z is not a blocking set of G − Z. This implies that there exists an optimum
vertex cover X of G − Z that contains the set Y \ Z. However, X ∪ Z is an optimum
vertex cover of G that contains Y because vc(G− Z) + |Z| = vc(G). This contradicts
the assumption that Y is a blocking set of G and shows that the set Y \Z is a blocking
set of G− Z.
Finally, we prove item (iii). Let Y ′ be a minimal blocking set of G − Z. First, we
show that Y ′ ∪ Z is a blocking set of G. Assume for contradiction that Y ′ ∪ Z is not a
blocking set of G. Hence, there exists an optimum vertex cover X of G that contains
Y ′ ∪Z. Since vc(G−Z) + |Z| = vc(G) it holds that X \Z is an optimum vertex cover
of G − Z that contains Y ′. This contradicts the assumption that Y ′ is a blocking set
of G − Z, and proves that Y ′ ∪ Z is a blocking set of G. To conclude the proof we
will show that every minimal blocking set Y ⊆ Y ′ ∪ Z of G contains the set Y ′. Let
Y ⊆ Y ′ ∪Z be a minimal blocking set of G. It follows from item (ii) that Y \Z ⊆ Y ′ is
a blocking set of G−Z. Since Y ′ is a minimal blocking set of G−Z it must hold that
Y \ Z = Y ′; thus, it holds that Y ′ ⊆ Y . 
3.4. Comparing Above Lower Bound Parameters to
C-Modulators
In this section we want to point out the relation between the value of above lower bound
parameters and the size of their corresponding C-modulator, i.e., the class C of graphs
where the parameter value is zero. First, we relate the above lower bound parameter
vc−mm with the size of a C-modulator where C is the class of graphs where the size of
a minimum vertex cover is equal to the size of a maximum matching. Afterwards we
do the same for the above lower bound parameters vc−lp and vc−(2lp − mm) and
the size of their corresponding C-modulators, i.e., the class of graphs where vc = lp
or vc = 2lp − mm, respectively. We will show that in all three cases there exists a
C-modulator that has at most twice the size of the corresponding above lower bound
parameter.
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Lemma 3.7 (see also [MRS+11, Lemma 12]). Let G be a graph, let ` = vc(G) −
mm(G), and let X∗ ⊆ V (G) be an optimum C-modulator, where C is the class of graphs
where the size of a maximum matching is equal to the size of a minimum vertex cover.
It holds that ` ≤ |X∗| ≤ 2`.
Proof. First, we show that |X∗| ≤ 2` by constructing a C-modulator X of size at most
2`. Let S be an optimum vertex cover of G and let M be a maximum matching of G.
We define X = (S \ V (M))∪ {v ∈ S | ∃w ∈ S : {v, w} ∈M} as the union of all vertices
in S that are not an endpoint of any matching edge of M and all vertices in S that are
matched to a vertex in S via M . The size of X is
|X| = |S \ V (M)|+ |{v ∈ S | ∃w ∈ S : {v, w} ∈M}|
= (|S| − |M | − |{e ∈M | e ⊆ S}|) + (2 · |{e ∈M | e ⊆ S}|)
= vc(G)−mm(G) + |{e ∈M | e ⊆ S}|
≤ 2`,
where the last inequality holds because at most ` matching edges can have both end-
points in S. Observe, that M ′ = M \ {e ∈M | e ⊆ S} is a perfect matching of G−X,
and that S \X is an optimum vertex cover of G−X that contains exactly one endpoint
of every matching edge in M ′. This implies that vc(G−X) = mm(G−X) and shows
that X is a C-modulator of G; hence |X∗| ≤ |X| ≤ 2`.
We showed that |X∗| ≤ 2`. It remains to show that ` ≤ |X∗|. Obviously, it holds
that mm(G − X∗) ≤ mm(G) and that vc(G) ≤ vc(G − X∗) + |X∗|. Since X∗ is a
C-modulator it follows that vc(G−X∗) = mm(G−X∗). Overall, this implies that
` = vc(G)−mm(G) ≤ vc(G−X∗) + |X∗| − mm(G−X∗) = |X∗|.
This concludes the proof. 
Next, we prove the relation between the value ` = vc(G) − lp(G) and the size of
a Clp-modulator in G, where Clp is the class of graphs where the size of an optimum
vertex cover is equal to the size of an optimum LP solution.
Lemma 3.8. Let G be a graph, let ` = vc(G) − lp(G), and let X∗ ⊆ V (G) be an
optimum Clp-modulator. It holds that ` ≤ |X∗| ≤ 2`.
Proof. As in the previous proof, we will show that there exists a Clp-modulatorX of size
at most 2`. Let x ∈ {0, 12 , 1}
|V (G)| be an optimum half-integral solution to LP(G). Due
to a result of Nemhauser and Trotter [NT75] (Theorem 2.4) there exists an optimum
vertex cover S of G with V1 ⊆ S ⊆ V 1
2
∪ V1. Recall, Vi = {v ∈ V (G) | xv = i} for
i ∈ {0, 12 , 1}. Consider the bipartite graph H where one part is the set V 12 ∩ S and
the other part is the set V 1
2
\ S, and where there is an edge between y ∈ V 1
2
∩ S and
z ∈ V 1
2
\S if and only if {y, z} ∈ E(G). LetM be a maximum matching in the bipartite
3.4. Comparing Above Lower Bound Parameters to C-Modulators 47
graph H. It holds that the matching M saturates the set V 1
2
\ S: Otherwise, it follows
from Theorem 2.2 (Hopcroft Karp [HK73]) that there exists a set Z ⊆ V 1
2
\S such that
|NH(Z)| < |Z|. But, this implies that x is not an optimum half-integral solution to
LP(G) because x′ ∈ {0, 12 , 1}
|V (G)|, with x′v = 1 for all v ∈ V1 ∪NH(Z), x′v = 12 for all
v ∈ V 1
2
\ NH [Z], and x′v = 0 for all v ∈ V0 ∪ Z, is also a feasible solution to LP(G)
with w(x′) < w(x). Note that x′ is a feasible solution to LP(G) because Z ∩ S = ∅
which implies that Z is an independent set in G, and because Z ⊆ V 1
2
which implies
that NG(Z) ⊆ V 1
2
∪ V1. Thus, the matching M saturates V 1
2
\ S.
Let X = (V 1
2
∩ S) \ V (M) be the set of vertices in V 1
2
∩ S that are not an endpoint
of a matching edge of M . We will show that X is a Clp-modulator of size 2`. By the
choice of S, it holds that vc(G) = |S| = |V 1
2
∩ S|+ |V1| and that
lp(G) = |V1|+
1
2 |V 12 | = |V1|+
1
2 |V 12 ∩ S|+
1
2 |V 12 \ S|.
Since ` = vc(G)− lp(G) we obtain that
` = vc(G)− lp(G) = |V 1
2




2 |V 12 ∩ S|+
1
2 |V 12 \ S|
)
= 12 |V 12 ∩ S| −
1
2 |V 12 \ S| =
1
2 |(V 12 ∩ S) \ V (M)|
= 12 |X|.
The second to last equality holds because the matching M in H saturates V 1
2
\ S. It
follows that |X| = 2`. Observe that the graph G−X has a matching of size |V1|+ |M |
and that S \ X is a vertex cover of G − X of size |V1| + |M |. This implies that
vc(G−X) = lp(G−X) and shows that X is a Clp-modulator of size 2`.
Analogous to the proof of Lemma 3.7 it follows that ` ≤ |X∗| because vc(G) ≤
vc(G−X∗) + |X∗|, because lp(G−X∗) ≤ lp(G), and because X∗ is a Clp-modulator
which implies that vc(G−X∗) = lp(G−X∗). This concludes the proof. 
Recall that we cannot bound the parameter value ` = vc(G) − lp(G) with the size
of a modulator to a d-quasi-integral graph, because the graph G that is the disjoint
union of c cliques K4 is a 1-quasi integral graph, where vc(G)−lp(G) = c. However, it
follows from Lemma 3.8 that there exists a modulator to a d-quasi-integral graph that
contains at most 2 · ` many vertices.
To bound the size of a set X such that vc(G−X) = 2lp(G−X)−mm(G−X) when
vc(G) = 2lp(G)−mm(G)+` we use the structure of the Gallai-Edmonds decomposition
of graph G (see Theorem 2.3). First, we show that given an optimum vertex cover of
G, there exists a maximum matching in G that helps us to figure out where we spend
the ` = vc(G)− (2lp(G)−mm(G)) additional vertices.
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Lemma 3.9. Let G be a graph, let ` = vc(G)−(2lp(G)−mm(G)), let x ∈ {0, 12 , 1}
|V (G)|
be an optimum half-integral solution to LP(G), and let S be an optimum vertex cover
of G with V1 ⊆ S ⊆ V 1
2
∪ V1. Let (D,A,B) be the Gallai-Edmonds decomposition of
G[V 1
2
], and let DS be the set of singleton components5 of G[D].
(i) For all sets D′S ⊆ DS it holds that |NG(D′S) ∩A| ≥ |D′S |.
(ii) There exists a maximum matching M in G such that every M exposed vertex is
either contained in the optimum vertex cover S or contained in the vertex set V0.
(iii) Let M be a maximum matching that fulfills the conditions of item (ii). It holds
that ` = {e ∈M | e ⊆ S}.
Proof. First, we show that for each set D′S ⊆ DS it holds that |NG(D′S) ∩ A| ≥ |D′S |.
Note that NG(D′S) ⊆ A ∪ V1 for all D′S ⊆ DS . Assume for the sake of contradiction
that there exists a set D′S ⊆ DS such that |NG(D′S) ∩ A| < |D′S |. Let D′S be such an
inclusion-wise minimal set. This implies that x′ ∈ {0, 12 , 1}
|V (G)| with x′v = 1 for all
v ∈ V1∪(NG(D′S)∩A), x′v = 12 for all v ∈ V 12 \(NG[D
′
S ]), and x′(v) = 0 for all v ∈ V0∪D′S
is also a feasible solution to LP(G) because every neighbor of D′S is either contained in
A or V1. Furthermore, it holds that w(x′) < w(x) because |NG(D′S) ∩ A| < |D′S |. This
contradicts the assumption that x is an optimum half-integral solution to LP(G) and
proves item (i).
Overall, this implies that |DS | ≤ |A| and that there exists a matching in G[A ∪DS ]
that saturates DS (Hall’s Theorem, Theorem 2.1). Let M ′ be a matching in G[A∪DS ]
that saturates DS . We construct a matching that fulfills item (ii) using matching M ′.
Since x is an optimum half-integral solution to LP(G) it holds that there exists a
maximum matching between V0 and V1 that saturates V1. Let M1 be a maximum
matching between V0 and V1 that saturates V1. Furthermore, we can assume that a
maximum matching of G always contains the matching M1 because we can replace for
every maximum matching M of G the edges that are incident with V1 by the edges
in M1 to obtain a maximum matching of G that contains M1. Thus, it is enough to
construct a maximum matching M̂ of G[V 1
2
] that fulfills the requirements of item (ii).
We will show that there exists a maximum matching in G that saturates all vertices
of the set DS . LetM2 be a maximum matching between A and D that contains at most
one vertex of each connected component of G[D] and with DS \ V (M2) minimal. Note
thatM2 saturates A because every maximum matching of Gmatches the vertices of A to
different connected components of G[D] (property of the Gallai-Edmonds decomposition
(D,A,B) ofG[V 1
2
]). Assume for contradiction that there exists a vertex v ∈ DS\V (M2).
Let D′ ⊆ D be the set of vertices in D that are reachable from v by an M2-alternating
path. Note that every vertex inD′ is endpoint of an edge inM2. IfD′\DS 6= ∅ then there
exists anM2-alternating path from v to a vertex in D\DS . Augmenting along this path
5Recall, a singleton component is a connected component of size one.
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leads to a maximum matching M ′2 between A and D with DS \ V (M ′2) ( DS \ V (M2)
which contradicts the assumption that DS \ V (M2) is minimal. Thus, it holds that
D′ ⊆ DS . But, this implies that |NG(D′) ∩ A| < |D′| which is not possible due to
item (i). Therefore, we have shown that M2 saturates DS .
Finally, we are able to construct the matching M̂ . We add a perfect matching of G[B]
as well as the matching M2 to M̂ . For every connected component C of G[D \DS ] we
pick a vertex v ∈ V (C)∩ S, which exists because |V (C)| ≥ 3, when V (C)∩ V (M2) = ∅
and the one vertex v ∈ V (C) ∩ V (M2) when V (C) ∩ V (M2) 6= ∅ and add a perfect
matching of C−v to M̂ . The existence of such a matching follows from the fact that C
is factor-critical. It follows from the Gallai-Edmonds decomposition of G[V 1
2
] that M̂
is maximum matching of G[V 1
2
]. Furthermore, M̂ fulfills the requirements of item (ii)
for G − V1 − V0 because every vertex that is not saturated by M̂ is contained in a
factor-critical component of G[D \DS ] and by construction it holds that this vertex is
in S. Now, M = M̂ ∪M1 fulfills the requirements of item (ii).
It remains to prove item (iii). Therefore, we consider the values for vc(G), lp(G),
and mm(G). It holds that vc(G) = |S| = |V1| + |S ∩ V 1
2
|. Furthermore, we know that
2lp(G) = 2|V1| + |V 1
2
| = 2|V1| + |V 1
2
∩ S| + |V 1
2
\ S|. Let M be a maximum matching
of G that fulfills item (ii) and contains a maximum matching between V0 and V1. As
above, let M1 ⊆ M be the matching between V0 and V1 of size |V1| and let M̂ ⊆ M
be the matching of G[V 1
2
] that contains every vertex of V 1
2
that is not contained in S;
hence mm(G) = |M | = |M1|+ |M̂ | = |V1|+ |M̂ |. Overall, we obtain:
` = vc(G)− (2lp(G)−mm(G))












= |V1|+ |S ∩ V 1
2
| − 2|V1| − |V 1
2
∩ S| − |V 1
2
\ S|+ |V1|+ |M̂ |
= −|V 1
2
\ S|+ |M̂ | = |{e ∈M | e ⊆ S}|,
where the last equality holds because every vertex in V 1
2
that is not contained in S is
endpoint of a matching edge e ∈ M̂ ⊆ M , and because every matching edge e ∈ M1
has only one endpoint in S. This concludes the proof of the lemma. 
Lemma 3.10. Let G be a graph, let ` = vc(G) − (2lp(G) − mm(G)), and let X∗ be
an optimum C-modulator, where C is the class of graphs where the size of a minimum
vertex cover is equal to two times the size of an optimum LP solution minus the size




Proof. Let x ∈ {0, 12 , 1}
|V (G)| be an optimum half-integral solution to LP(G), and let
S be an optimum vertex cover of G with V1 ⊆ S ⊆ V 1
2
∪ V1 which exists due to a
result of Nemhauser and Trotter [NT75] (Theorem 2.4). Let (D,A,B) be the unique
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Gallai-Edmonds decomposition of G[V 1
2
]. Let M be a maximum matching of G that
fulfills the properties of item (ii) of Lemma 3.9. Let X = {y ∈ S | ∃z ∈ S : {y, z} ∈M}
be the set of vertices in S that are matched to vertices in S via M . We will show that
X is a C-modulator of size 2` which implies that |X∗| ≤ 2`.
Observe that |X| = 2`, because |X| = 2 · |{e ∈ M | e ⊆ S}| = 2` (Lemma 3.9
item (iii)). Now, we consider the graph G−X. It holds that vc(G−X) + |X| = vc(G)
because S is an optimum vertex cover of G that contains the set X. Since X is the
union of all matching edges of M where both endpoints are contained in S it holds that
mm(G −X) = mm(G) − 12 |X|. Furthermore, it holds that lp(G −X) ≤ lp(G) −
1
2 |X|
because X ⊆ V 1
2
. Next, we show that lp(G − X) ≥ lp(G) − 12 |X| to prove that
lp(G−X) = lp(G)− 12 |X|.
Assume for contradiction that lp(G−X) < lp(G)− 12 |X|. Let x
′ ∈ {0, 12 , 1}
|V (G−X)|
be an optimum half-integral solution to LP(G−X). We can assume that V x1 ⊆ V x
′
1 and
that V x0 ⊆ V x
′
0 becauseX ⊆ V 12 . Since w(x
′)+ 12 |X| = lp(G−X)+
1
2 |X| < lp(G) = w(x)
it holds that |V x1
2
∩V x′1 | < |V x1
2
∩V x′0 |. This implies that there exists a vertex v ∈ V x1
2
∩V x′0
that is not contained in M because NG−X(V x1
2
∩ V x′0 ) ⊆ V x
′
1 , because V x
′
1 ∩ V x1 = V x1 is
matched to V x′0 ∩V x0 = V x0 , and because M contains a perfect matching of G[X]. Thus,
the vertex v is contained in S because every vertex that is exposed by M is contained
in S. Now, S \ (V x1
2
∩ V x′0 ) ∪ (V x1
2
∩ V x′1 ) is an optimum vertex cover of G of size at
most |S| − 1. This contradicts the assumption that S is an optimum solution to G and
concludes the proof that lp(G−X) ≥ lp(G)− 12 |X|.
Combining the above equations we obtain that
vc(G−X)− (2lp(G−X)−mm(G−X))
= vc(G)− |X| − (2lp(G)− |X| − (mm(G)− 12 |X|))
= `− 12 |X| = 0
because |X| = 2`. This shows that X is a C-modulator of size at most 2` and proves
that |X∗| ≤ 2`.
It remains to show that ` ≤ 2|X∗|. We know that vc(G) ≤ vc(G − X∗) + |X∗|,
that mm(G) ≤ mm(G −X∗) + |X∗|, and that lp(G −X∗) ≤ lp(G). Combining these
inequalities we obtain that
` = vc(G)− (2lp(G)−mm(G))
≤ vc(G−X∗) + |X∗| − (2lp(G−X∗)− (mm(G−X∗) + |X∗|))
= 2|X∗|.
This concludes the proof. 
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Overview of this part. Motivated by the great variety of positive and negative
results for kernelization for Vertex Cover subject to different parameters and graph
classes, we seek to unify and generalize them using blocking sets, which have played
implicit and explicit roles in many results. More precisely, most lower bounds use that
the graph class has unbounded minimal blocking set size. Furthermore, many kernels
use that the minimal blocking set size is bounded. We show in Chapter 4 that this is no
coincidence. More precisely, we show that in the most-studied setting, parameterized
by the size of a C-modulator, bounded minimal blocking set size is necessary but not
sufficient to get a polynomial kernelization. Under mild technical assumptions, bounded
minimal blocking set size allows an essentially tight efficient reduction in the number
of connected components.
In Chapter 5 we first determine the exact maximum size of minimal blocking sets for
d-quasi-forests, d-quasi-bipartite graphs, and d-quasi-integral graphs. We then extend
these results for graphs of bounded elimination distance to any hereditary class C,
where βC is bounded, including the case of graphs of bounded treedepth. Here, we
also determine the exact maximum size of minimal blocking sets. We get similar but
not tight bounds for certain non-hereditary classes C, including the class Clp of graphs
where integral and fractional vertex cover size coincide.
Afterwards, in Chapter 6 we use the above results to obtain polynomial kernels for
Vertex Cover parameterized by the size of a C-modulator or (C, d)-modulator for
certain graph classes C. This allow us, for example, to derive polynomial kernels for
Vertex Cover parameterized by the size of a (C, d)-modulator where C is the class
of forests, bipartite graphs, or graphs where the optimum vertex cover equals the LP
solution. Finally, we conclude this part in Chapter 7.
Throughout this part we will assume that all graph classes C are robust. Observe
that this does not influence the blocking set size. For an arbitrary graph class C we
can define the “robust closer” of C, i.e., a graph class C∗ that contains all graphs G
where each connected component H of G is a connected component of a graph in C.
Obviously, graph class C∗ is robust and it holds that C ⊆ C∗. Now, every C-modulator
or (C, d)-modulator is also a C∗-modulator or (C∗, d)-modulator, respectively. Thus,
βC ≤ βC∗ and βC(d) ≤ βC∗(d). Note that all graph classes C, except C being the class
of single cliques, that were considered so far for Vertex Cover parameterized by the
size of a C-modulator, are robust.
This part mostly follows joint work with Stefan Kratsch and Astrid Pieterse [HKP20].




RELATION BETWEEN BLOCKING SETS AND KERNELS
4.1. Introduction
Most known polynomial kernelizations for Vertex Cover are for parameterization
by the vertex deletion distance to some fixed hereditary graph class C that is also
robust, e.g., for C being the class of forests [JB13], graphs of maximum degree one or
two [MRS18], pseudoforests [FS16], bipartite graphs [KW12], cluster graphs of bounded
clique size [MRS18], or graphs of bounded treedepth [BS19]. As mentioned before, the
input is of form (G, k,X), asking whether G has a vertex cover of size at most k, where
X ⊆ V such that G−X ∈ C; the size ` = |X| of the C-modulator X is the parameter.
Blocking sets have been implicitly or explicitly used for most of these results and we
point out that all the mentioned classes have bounded minimal blocking set size.
As our first result, we show that this is not a coincidence: If C is closed under disjoint
union (or, more strongly, if C is robust) then bounded size of minimal blocking sets in
graphs of C is necessary for a polynomial kernel to exist (Section 4.2). Moreover, the
maximum size of minimal blocking sets in C yields a lower bound for the possible kernel
size.
Theorem 4.1. Let C be a graph class that is closed under disjoint union. If C contains
any graph with a minimal blocking set of size d then Vertex Cover parameterized by
the size of a C-modulator X does not have a kernelization of size O(|X|d−ε) for any
ε > 0 unless NP ⊆ coNP/poly and the polynomial hierarchy collapses.
To the best of our knowledge, this theorem captures all known kernel lower bounds
for Vertex Cover parameterized by the deletion distance to any union-closed graph
class C, e.g., ruling out polynomial kernels for C being the class of mock-forests [FS16],
outerplanar graphs [Jan13], or any class containing all cliques [BJK14]; and getting
kernel size lower bounds for graphs of bounded treedepth [BS19] or cluster graphs of
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bounded clique size [MRS18]. To get lower bounds of this type, it now suffices to prove
(or observe) that C has large or even unbounded minimal blocking set size.
It is natural to ask whether the converse holds, i.e., whether a bound on the minimal
blocking set size directly implies the existence of a polynomial kernelization. Unfortu-
nately, we show that this does not hold in a strong sense: There is a class C such that
all graphs in C have minimal blocking sets of size one, but there is no polynomial ker-
nelization (Section 4.3). More strongly, solving Vertex Cover on C is not in RP ⊇ P
unless NP = RP.
Theorem 4.2. There exists a graph class C such that all graphs in C have minimal
blocking set size one and such that Vertex Cover on C is not solvable in polynomial
time (in fact, not in RP), unless NP = RP.
In light of this result, one could ask what further assumptions on C, apart from the
necessity of bounded minimal blocking set size, are required to allow for polynomial
kernels. Clearly, polynomial-time solvability of Vertex Cover on the class C is nec-
essary and (as we implicitly showed) not implied by C having bounded blocking set
size. If, slightly stronger, we require that blocking sets in graphs of C can be efficiently
recognized1 then we show that there is an efficient algorithm that reduces the number
of components of G −X for any instance (G, k,X) of Vertex Cover parameterized
by the size of a C-modulator to O(|X|d) (Section 4.4). This is a standard opening
step for kernelization and can be followed up by shrinking and bounding the size of
those components (unless bounds follow directly from C such as for cluster graphs with
bounded clique size). Note that this requires that deletion of any component yields a
graph in C (e.g., implied by C being robust), which here is covered already by C being
hereditary.
Theorem 4.3. Let C be any hereditary graph class with minimal blocking set size d on
which Vertex Cover can be solved in polynomial time. There is an efficient algorithm
that given (G, k,X) such that G−X ∈ C returns an equivalent instance (G′, k′, X) such
that G′ −X ∈ C has at most O(|X|d) connected components.
We point out that the number O(|X|d) of components is essentially tight (assuming
NP * coNP/poly) because the lower bound underlying Theorem 4.1 creates instances
where components have a constant number c = c(d) of vertices. Reducing to O(|X|d−ε)
components, for any ε > 0, would violate the kernel size lower bound.
4.2. Polynomial Kernel Implies a Bound on the Minimal
Blocking Set Size
In this section we prove Theorem 4.1, showing that if C is a graph class where minimal
blocking sets can have size d, then this gives a kernelization lower bound for Vertex
1This condition clearly holds for all hereditary classes C on which Vertex Cover can be solved in
polynomial time: Given G = (V,E) and Y ⊆ V it suffices to compute solutions for G and G − Y .
Clearly, the set Y is a blocking set if and only if vc(G) < vc(G− Y ) + |Y |.
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Cover when parameterized by the size of a C-modulator. Thus, under the assumption
that NP * coNP/poly, the theorem shows that having bounded blocking set size is
necessary to obtain a polynomial kernel in the following sense. For a graph class C
closed under disjoint union, for which Vertex Cover parameterized by a modulator
to C admits a polynomial kernel of size O(kd), it must hold that βC ≤ d.
Theorem 4.1. Let C be a graph class that is closed under disjoint union. If C contains
any graph with a minimal blocking set of size d then Vertex Cover parameterized by
the size of a C-modulator X does not have a kernelization of size O(|X|d−ε) for any
ε > 0 unless NP ⊆ coNP/poly and the polynomial hierarchy collapses.
Proof. For d = 1, observe that a kernel of size O(|X|1−ε) can be ruled out by the
following argument. Suppose such a kernel exists for ε > 0. Let G be an undirected
graph, and let k ∈ N. Let H be an arbitrary constant-size graph in C. Let G′ be the
disjoint union of H and G, implying that G′ has a C-modulator of size |V (G)|, namely
the set V (G). Let k′ := k+vc(H). It is easy to observe that G′ has a vertex cover of size
k′ if and only if G has a vertex cover of size k. However, using the hypothetical kernel we
can solve (G′, k′, V (G)) in polynomial time, by repeatedly applying the kernelization
algorithm until we obtain a constant-size instance. This would imply that P = NP,
implying NP ⊆ coNP/poly.
For d ≥ 2, the lower bound is obtained by a linear-parameter transformation from
d-Vertex Cover. An input to this problem consists of a d-uniform hypergraph2 G
and an integer k. The problem is to decide whether G has a vertex cover of size at
most k. A vertex cover of a hypergraph is a set X ⊆ V (G) such that for every edge
e ∈ E(G) we have e ∩X 6= ∅.
The lower bound will then follow from the fact that for d ≥ 2, d-Vertex Cover
parameterized by the number of vertices n does not have a kernel of size O(nd−ε) for
any ε > 0 unless NP ⊆ coNP/poly [DvM14, Theorem 2].
Suppose, we are given an instance (G, k) for d-Vertex Cover with vertex set
V (G) = {x1, x2, . . . , xn} and edge set E(G) = {e1, e2, . . . , em}. We show how to
construct an instance (G′, k′, X) for Vertex Cover parameterized by the size of a
C-modulator with |X| = n. Refer to Figure 4.1 for a sketch of G′.
Start by adding a vertex vi for all i ∈ [n] to G′ and let X := {vi | i ∈ [n]} be the
union of these vertices. The set X will be a C-modulator of G. Let H ∈ C be a graph
with a minimal blocking set of size d. For all j ∈ [m], create a new copy of H called Hj
and add it to G′. Choose a minimal blocking set Bj of size d in Hj and enumerate the
vertices as Bj := {bj1, . . . , b
j
d}. Now, we connect the vertices of graphs Hj to vertices in
X, depending on the vertices contained in edge ej . For each j ∈ [m], for each q ∈ [d], if
the q’th vertex in edge ej equals xi, connect vertex bjq to vertex vi. This concludes the
construction of G′.
2A hypergraph G = (V,E) consists of a finite set V of vertices and a set E of subsets of V , called
(hyper)edges. A hypergraph is d-uniform, if every (hyper)edge consists of exactly d vertices.
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Figure 4.1.: The Vertex Cover instance G′ with set X obtained in the proof
of Theorem 4.1, corresponding to instance (G, 2) of 3-Vertex Cover
with V (G) = {xi | i ∈ [7]}, and E(G) = {{x1, x2, x3}, {x1, x3, x5},
{x3, x4, x6}, {x4, x5, x7}, {x5, x6, x7}}. Since G has a vertex cover of size
k = 2, G′ has a vertex cover of size k′ = 2 + 5 · 3 = 17, indicated with the
blue rectangles.
Observe that X is a C-modulator of G′ since G′ − X consists of disjoint copies of
H ∈ C, and C is closed under disjoint union. Furthermore, |X| = n = |V (G)| which is
appropriately bounded for a linear-parameter transformation. Let k′ := m ·vc(H) + k,
we show that graph G′ has a vertex cover of size k′, if and only if the hypergraph G
has a vertex cover of size k.
(⇒) Suppose G has a vertex cover S of size k, we show how to construct a vertex
cover S′ of size k′ in G′. For i ∈ [n], if xi ∈ S then let vi ∈ S′. This completely defines
X ∩ S′. We show how to extend S′ to a vertex cover of the entire graph, using at most
vc(H) vertices from each copy of H.
For all j ∈ [m], let B′j := {b ∈ Bj | ∃x ∈ X \ S : {b, x} ∈ E(G′)}. Observe that
B′j ( Bj , since there is at least one vertex b ∈ Bj such that its unique neighbor in X is
contained in S′, as S is a vertex cover of G and the vertices in NG′(Bj)∩X correspond
to an edge in G. Add a minimum vertex cover of Hj that contains B′j to S′. Since
B′j ( Bj and Bj is a minimal blocking set for Hj , it follows that this vertex cover has
size vc(H). Hereby, S′ has size k′ and it is easy to verify that S′ is indeed a vertex
cover of G′.
(⇐) Suppose G′ has a vertex cover S′ of size k′ = k+m ·vc(H). We start by showing
that we can modify S′ such that |S′ ∩Hj | = vc(H) for all j ∈ [m]. Suppose that for
some j ∈ [m] it holds that |S′ ∩ V (Hj)| > vc(H). Choose an arbitrary b ∈ Bj and add
the unique vertex in NG′(b) ∩ X to S′. Replace S′ ∩ V (Hj) by a vertex cover of Hj
of size vc(H) that contains all vertices in Bj \ {b}. Observe that such a vertex cover
exists since Bj is a minimal blocking set. By construction, the resulting set is a vertex
cover of G′ of size at most k′ with |S′ ∩ V (Hj)| = vc(H) for all j ∈ [m]. As such, we
from now on assume that |S′ ∩ V (Hj)| = vc(H) for all j ∈ [m].
Define S := {xi | vi ∈ S′ ∩ X, i ∈ [n]} and observe that |S| = k. It remains to
show that S is a vertex cover of G. Suppose there is an edge ej ∈ E(G) such that
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ej ∩ S = ∅. But then, for all b ∈ Bj we have that there exists a vertex x ∈ X such that
{b, x} ∈ E(G′) and x /∈ S′. Since S′ is a vertex cover of G′ that implies S′ ∩ V (Hj)
is a vertex cover of Hj containing all vertices from Bj . This however contradicts the
assumption that |S′∩V (Hj)| = vc(H) or that Bj is a blocking set. Thus, S is a vertex
cover of G′ which concludes the proof. 
The above theorem shows that the existence of large minimal blocking sets allows us
to prove kernelization lower bounds for Vertex Cover. It can be seen that many of the
existing lower bound results for Vertex Cover when parameterized by the size of a C-
modulator for some graph class C, relied on this same idea. Jansen [Jan13, Theorem 5.3]
showed that Vertex Cover parameterized by a modulator to outerplanar graphs
has no polynomial kernel, by a polynomial parameter transformation starting from d-
CNF-SAT. The proof relies on the construction of an outerplanar clause gadget with
blocking set size d, for any d. The same construction was used to obtain a lower
bound for Vertex Cover parameterized by a modulator to constant treedepth [JP18,
Theorem 2]. Furthermore, the result of Fomin and Strømme [FS16, Theorem 2], which
states that Vertex Cover parameterized by the size of a modulator to a mock-forest
is unlikely to have a polynomial kernel, uses that a mock-forest has unbounded minimal
blocking set size. When choosing C as the graph class consisting of all cluster graphs
in which each clique has size at most d, a lower bound was obtained by Majumdar et
al. [MRS18]. They showed that the problem is unlikely to have a kernel of size O(nd−ε),
again relying on the fact that a size-d clique has minimal blocking set size d.
As such, Theorem 4.1 generalizes most existing lower bounds for Vertex Cover
when parameterized by the size of a modulator to C for some graph class C. We however
mention that the polynomial kernel lower bound for Vertex Cover parameterized by
the size of a modulator to a single clique [BJK14] does not fit our framework. While
cliques have unbounded blocking set size, the class of single cliques is not closed under
disjoint union. This introduces additional difficulties when constructing the type of
transformation we give above. Indeed, the lower bound for Vertex Cover parame-
terized by the size of a modulator to a single clique is obtained by a cross-composition.
4.3. Bounded Minimal Blocking Set Size Is Not Sufficient
Now that it is clear, that proving that a graph class has bounded minimal blocking
set size is essential towards obtaining a polynomial kernel for Vertex Cover param-
eterized by the size of a modulator to this graph class, one may wonder whether this
condition is also sufficient. It turns out that it is not. Even worse, there exists a graph
class C for which all minimal blocking sets have size 1, for which Vertex Cover is
unlikely to be solvable in polynomial time. As such, Vertex Cover parameterized
by the size of a modulator to C is unlikely to be fixed-parameter tractable, as Vertex
Cover is not likely to be solvable in polynomial time when the parameter value is zero.
Since a problem that is not fixed-parameter tractable does not admit any kernel at all,
this proves our result. More precisely, we obtain the following theorem. (The graph
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class C obtained in the proof could be made robust by taking its closure under disjoint
union and deletion of components without breaking the fact that a polynomial-time
algorithm for Vertex Cover is unlikely.)
Theorem 4.2. There exists a graph class C such that all graphs in C have minimal
blocking set size one and such that Vertex Cover on C is not solvable in polynomial
time (in fact, not in RP), unless NP = RP.
Proof. It is known that the Unique-SAT problem cannot be solved in polynomial time
unless NP = RP [VV86, Corollary 1.2]. An input to Unique-SAT is a CNF-formula
F that has either exactly one satisfying solution or is unsatisfiable. The problem is to
decide whether F is satisfiable. It can be shown that the same result also holds for
Unique-3-SAT [Koz92, Example 26.7], where the input formula is further restricted
to be in 3-CNF.
We show that the following polynomial-time reduction from Unique-3-SAT to Ver-
tex Cover exists.
Claim 4.4. There is a polynomial-time reduction from Unique-3-SAT to Vertex
Cover, that given a formula F , outputs an instance (G, k) for Vertex Cover such
that:
• If F has exactly one satisfying assignment, then G has a unique minimum vertex
cover of size k.
• If F is unsatisfiable, then G has a unique minimum vertex cover of size k + 1.
Proof. Instead of showing the above result for Vertex Cover, we will, for simplicity,
reduce from Unique-3-SAT to Clique. We give a reduction such that if F has a
unique satisfying assignment, then G has a unique clique of size `, and otherwise G has
a unique clique of size ` − 1. Since S ⊆ V (G) is a clique in G if and only if V (G) \ S
is a vertex cover in Ḡ, the complement of G, the desired reduction for Vertex Cover
follows from taking the complement of G and letting k := |V (G)| − `.
Let a formula F be given. There is a parsimonious reduction from Unique-3-SAT to
Clique (see for example [Koz92, Example 26.8]), meaning that there is a polynomial-
time many-one reduction from Unique-3-SAT to Clique such that the number of
size-` cliques in G corresponds to the number of satisfying assignments of F . Use this
reduction to obtain an instance (G, `) for Clique. Clearly, G has the property that if
F has a unique satisfying assignment, then G has a unique maximum clique. However,
we also want to guarantee that G has a unique (albeit smaller) maximum clique when
F is unsatisfiable.
We now show how to obtain an instance G′ satisfying both these requirements. Ini-
tialize G′ as two copies of graph G, say G1 and G2. Label the vertices of G1 and G2 as
v11, . . . , v
1
n and v21, . . . , v2n such that G1 and G2 are isomorphic by the function mapping
v1i to v2i for all i ∈ [n]. For all i ∈ [n], add the edge {v1i , v2i } to G′. Furthermore, add
the edges {{v1i , v2j } | {v1i , v1j } ∈ E(G1)} to G′. In this way, vertices v1i and v2i have the
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same closed neighborhood in G′, for any i ∈ [n]. We conclude the construction of G′ by
adding a new set of vertices Z of size 2`−1 to the graph, and letting Z be a clique. We
show that the conditions of the lemma statement hold for (G′, `′) where we let `′ := 2`.
Suppose F has exactly one satisfying assignment. By this definition, there is a size-`
clique in G1, let this clique be K1. Define K2 := {v2i | v1i ∈ K1, i ∈ [n]}. Clearly, K2
is a clique in G2, we show that K1 ∪ K2 is a clique in G′. Let u, v ∈ K1 ∪ K2 with
u 6= v. If u, v ∈ K1 or u, v ∈ K2 then it follows that {u, v} ∈ E(G′), so assume without
loss of generality that u = v1i and v = v2j for i, j ∈ [n]. If i = j, then {v1i , v2i } ∈ E(G′)
by definition. If i 6= j, then v1j ∈ K1. As such, {v1i , v1j } ∈ E(G1) since K1 is a clique,
and thereby we again have that {v1i , v2j } ∈ E(G′), as desired. Observe that this clique
is unique: No size-`′ clique in G′ can contain vertices from Z. Furthermore, G1 and
G2 have no cliques of size larger than `. As such, any size-`′ clique K in G′ has the
property that K ∩ V (G1) = ` and K ∩ V (G2) = `. If F has exactly one satisfying
assignment, then size-` cliques are unique in G1 and G2.
Suppose F is unsatisfiable. Thereby, G1 and G2 do not have a clique of size `. It is
easy to see that the subgraph of G′ induced by the vertices of G1 and G2 thereby has
no clique of size `′− 1. Thereby, Z is a unique size-(`′− 1) clique in G′, concluding the
proof of the claim. 
To conclude the proof, let C be the graph class consisting of all graphs that are
obtained via the reduction given in the claim above, when starting from a formula F
that has zero or one satisfying assignments. As such, solving Vertex Cover on C in
polynomial time corresponds to solving Unique-3-SAT in polynomial time, implying
NP = RP. Since any graph in C has exactly one minimum vertex cover, we obtain that
indeed βC = 1, as any vertex that is not part of the minimum vertex cover forms a
(minimal) blocking set. 
Observe that graphs in the graph class C constructed in the proof of Theorem 4.2 are
always connected, since they are the complement of a disconnected graph. As such, C
is closed under removing connected components. However, C is not robust because it
is not closed under disjoint union. We can however define C′ to contain all graphs for
which all connected components lie in C. Observe that C′ is robust, but that βC′ = 1
and Vertex Cover is not solvable in polynomial time on C′ ⊇ C unless RP = NP.
4.4. Reducing the Number of Components Outside the
Modulator
As mentioned in the previous subsections, bounded blocking set size is necessary to ob-
tain polynomial kernels for Vertex Cover. Many papers that give polynomial kernels
for Vertex Cover parameterized by the size of a C-modulator showed that their graph
class C has bounded blocking set size [BS19, FS16, JB13, MRS18]. Some of them used
the blocking set size of class C to bound the number of connected components. More
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precisely, given an instance (G, k,X) of Vertex Cover with G−X ∈ C they showed
that one can reduce the number of connected components of G−X to O(|X|βC+1). We
will show that one can reduce the number of connected components of G−X to |X|βC ,
as a first step towards proving Theorem 4.3. Here we assume that the class C is robust
in order to guarantee that deletion of connected components of G−X again results in
a graph of C. In Section 4.4.1 we discuss suitable conditions so that this component
reduction can be done efficiently.
Let (G, k,X) be an instance of Vertex Cover parameterized by the size of a C-
modulator. We define the set X = {Z ⊆ X | Z is independent in G and 1 ≤ |Z| ≤ βC}
as the collection of chunks of X. The intuition of defining the set X of chunks is to
find sets in the modulator X for which at least one vertex must be contained in any
optimum vertex cover of G. The concept of chunks was first introduced by Jansen and
Bodlaender [JB13].
To reduce the number of connected components of G − X, we use a result due to
Hopcroft and Karp [HK73] which computes a certain crown-like structure in a bipartite
graph (see Theorem 2.2 in the Preliminaries).
We construct a bipartite graph GB to which we will apply Theorem 2.2 to find a set of
connected components in G−X that can be safely removed from G. We denote the set
of connected components in G−X by F . The two parts of the bipartite graph GB are
the set X of chunks and the set F of connected components in G−X. More precisely,
for every chunk Z ∈ X and for every connected component H ∈ F we add a vertex to
the bipartite graph. To simplify notation we denote the vertex of GB that corresponds
to a connected component H ∈ F or a chunk Z ∈ X by H or Z, respectively. We add
an edge between a vertex H ∈ F and a vertex Z ∈ X when NG(Z)∩V (H) is a blocking
set in H, i.e., when vc(H −NG(Z)) + |NG(Z) ∩ V (H)| > vc(H).
It follows from Theorem 2.2 that there exists either a maximum matching M of GB
that saturates X or a set X ′ ⊆ X such that |NGB (X ′)| < |X ′| and such that there exists
a maximum matching M of GB −NGB [X ′] that saturates X̂ = X \ X ′. If there exists
a maximum matching M of GB that saturates X then let X ′ = ∅ and let X̂ = X . Let
FD = F \ (NGB (X ′)∪V (M)) be the set of connected components in F that are neither
in the neighborhood of X ′ nor endpoint of a matching edge of M .
Reduction Rule 4.1. Delete all connected components in FD from G and decrease
the size of k by the size vc(FD) of an optimum vertex cover in FD.
Observe that Reduction Rule 4.1 also deletes all connected components H ∈ F that
have the property that for all sets Z ∈ X it holds that N(Z) ∩ V (H) is not a blocking
set of H, because these connected components correspond to isolated vertices in the
bipartite graph GB. Furthermore, since the minimal blocking set size of each graph in
C is bounded by βC , there exists no independent set Z ⊆ X such that N(Z) ∩ V (H) is
a blocking set in H, when H corresponds to an isolated vertex in GB. Before we show
the correctness of Reduction Rule 4.1 we show the following lemma which guarantees
the existence of certain optimum vertex covers of G.
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Lemma 4.5. There exists an optimum vertex cover S of G with S ∩ Z 6= ∅ for all
chunks Z ∈ X̂ .
Proof. Let S be an optimum vertex cover of G. If S ∩Z 6= ∅ for all Z ∈ X̂ then we are
done, since S fulfills the requirements of the lemma. Thus, assume that there exists at
least one chunk Z ∈ X̂ such that S∩Z = ∅. Let X̃ = {Z ∈ X̂ | S∩Z = ∅} be the set of
chunks in X̂ that have an empty intersection with the optimum vertex cover S, and let
F̃ = {H ∈ F | ∃Z ∈ X̃ : {Z,H} ∈ M} be the set of connected components in F that
are matched to a vertex in X̃ via the matching M that saturates X̂ ; thus, |X̃ | = |F̃ |.
Claim 4.6. It holds for all connected components H ∈ F̃ that |V (H) ∩ S| > vc(H).
Proof. For every connected component H ∈ F̃ let ZH ∈ X̃ be the chunk that is matched
to H via M , i.e., {H,ZH} ∈M . Thus, the set YH = NG(ZH) ∩ V (H) is a blocking set
in H. Since ZH ∩ S = ∅, it holds that the vertex cover S ∩ V (H) of H must contain
the blocking set YH ; hence |V (H) ∩ S| > vc(H). 
Now, we construct an optimum vertex cover S′ of G that fulfills the properties of the
lemma. First, we add from each chunk Z ∈ X̃ one arbitrary vertex to the set S. We
denote the resulting set by Ŝ. It holds that |Ŝ| ≤ |S|+ |X̃ |.
Claim 4.7. For every connected component H ∈ F̃ there exists an optimum vertex cover
SH of H that contains the set YH = NG(X \ Ŝ) ∩ V (H).
Proof. Assume for contradiction that the claim does not hold. This implies that the
set YH is a blocking set of H. Let Y ′H ⊆ YH be a minimal blocking set of H. Since
H is a connected component of a graph of graph class C it holds that |Y ′H | ≤ βC .
For every vertex y ∈ Y ′H choose an arbitrary vertex x ∈ NG(y) ∩ (X \ Ŝ) and denote
the resulting set by ZH . The set ZH has size at most βC and is an independent set
because it is a subset of the independent set X \ Ŝ. Therefore, ZH is a chunk in X . By
construction, the neighborhood of ZH in H is a superset of Y ′H and thus a blocking set
in H. It follows that ZH is a chunk in X̂ because {ZH , H} ∈ E(GB), and because H is
a vertex in GB −NGB [X ′]. But, by construction, every chunk Z in X̂ has a non-empty
intersection with Ŝ. This is a contradiction to the assumption that YH is a blocking set
of H and proves the claim. 
In a next step, we replace for every connected component H ∈ F̃ the set S ∩V (H) ⊆ Ŝ
by an optimum vertex cover SH in H that contains the set NG(X \ Ŝ) ∩ V (H). The
existence of such an optimum vertex cover SH follows from Claim 4.7. We denote
the resulting set by S′. It follows from Claim 4.6 that the set S′ has size at most
|S| because we replace for each connected component H ∈ F̃ the non-optimum vertex
cover S ∩ V (H) by the optimum vertex cover SH , more precisely, |S′| ≤ |Ŝ| − |F̃ | ≤
|S|+ |X̃ | − |F̃ | = |S|.
It remains to show that S′ is a vertex cover of G. We only add vertices of the modula-
tor X to the vertex cover and we change the vertex cover of the connected components
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in F̃ . Thus, any edge that is possibly not covered by S′ must either be contained in
one of the connected components of F̃ or between such a connected component and
the modulator X. Both is not possible, because we add for each connected component
H ∈ F̃ a vertex cover SH to the set Ŝ which contains the neighborhood of all vertices
of X that are not in the vertex cover Ŝ. This concludes the proof. 
Now, we show the correctness of Reduction Rule 4.1 using Lemma 4.5. Let (G̃, k̃,X)
be the reduced instance, i.e., G̃ = G−FD and k̃ = k−vc(FD). Obviously, if (G, k,X)
is a yes-instance then (G̃, k̃,X) is a yes-instance. For the other direction, assume that
(G̃, k̃,X) is a yes-instance. Observe that M is also a matching in G̃B that saturates
X̂ because we delete no connected component that is an endpoint of a matching edge.
Furthermore, it holds that either X̂ = X or |N
G̃B
(X ′)| < |X ′| because we delete no
connected component that corresponds to a vertex in N
G̃B
(X ′). Thus, it follows from
Lemma 4.5 that there exists an optimum vertex cover S̃ of G̃ with S̃∩Z 6= ∅ for all sets
Z ∈ X̂ . Note that every connected component H ∈ FD is only adjacent to vertices in X̂
in GB. Since every set Z ∈ X̂ has a non-empty intersection with the set S̃, it holds that
there exists an optimum vertex cover SH of H which contains the set NG(X \ S̃)∩V (H)
(similar to Claim 4.7). Let S be the set that results from adding for each connected
component H ∈ FD the optimum vertex cover SH to the set S̃. By construction, it
holds that S is a vertex cover of G of size |Ŝ|+ vc(FD) ≤ k̂+ vc(FD) = k. This proves
that (G, k,X) is a yes-instance. Overall, we showed that Reduction Rule 4.1 is safe.
Theorem 4.8. Let (G, k,X) be an instance of Vertex Cover parameterized by the
size of a C-modulator that is reduced under Reduction Rule 4.1. The graph G−X has
at most |X|βC connected components.
Proof. Since instance (G, k,X) is reduced under Reduction Rule 4.1 every connected
component ofG−X is either inNGB (X ′) or an endpoint of a matching edge inM . Recall
thatM is a matching in G−NGB [X ′] that saturates all vertices in X̂ . Thus, the number
of connected components in G−X is bounded by |NGB (X ′)|+ |X̂ | ≤ |X ′|+ |X̂ | = |X |.






≤ |X|βC many sets; hence G−X has
at most |X|βC many connected components. 
4.4.1. Applying Reduction Rule 4.1 in Polynomial Time
To use Theorem 4.8, we have to prove that we can efficiently reduce the number of
connected components in G − X when X is a C-modulator, i.e., that, under certain
assumptions, Reduction Rule 4.1 can be applied in polynomial time. We start by
providing two sufficient conditions in the next lemma.
Lemma 4.9. Let C be a graph class where βC is bounded. If Vertex Cover is solvable
in polynomial time on graphs of class C and if we can verify in polynomial time whether
a given set Y is a blocking set in a graph of class C then we can apply Reduction Rule 4.1
in polynomial time.
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Proof. To apply Reduction Rule 4.1 to an instance (G, k,X) of Vertex Cover pa-
rameterized by the size of a C-modulator, we have to construct the bipartite graph
GB. Therefore, we have to figure out for each chunk Z ∈ X and for every connected
component H of G − X whether NG(Z) ∩ V (H) is a blocking set in H. We can do
this in polynomial time when βC is constant and when we can verify in polynomial
time whether NG(Z) ∩ V (H) is a blocking set in H. Thus, under the assumptions of
the lemma we can construct GB in polynomial time. Using Theorem 2.2 (Hopcroft
Karp [HK73]) we can compute X ′, X̂ and FD in polynomial time. Hence, Reduction
Rule 4.1 is applicable in polynomial time. 
We continue by providing two cases that satisfy the preconditions for the lemma
above, such that Reduction Rule 4.1 can be applied in polynomial time on these graph
classes.
First of all, we consider the case that graph class C is hereditary. In this case, being
solvable in polynomial time on the class C is sufficient to also be able to verify whether
a given subset of the vertices is a blocking set, thus allowing us to apply Reduction
Rule 4.1 in polynomial time. As mentioned in Subsection 4.4 we also need that βC
is bounded. Overall, we assume that C is a hereditary graph class on which Vertex
Cover is polynomial-time solvable and where βC is bounded.
Lemma 4.10. Let C be any hereditary graph class on which Vertex Cover can be
solved in polynomial time and where βC is bounded. Then Reduction Rule 4.1 can be
applied in polynomial time.
Proof. We only have to prove that graph class C fulfills the requirements of Lemma 4.9.
Since we assumed that βC is bounded and that Vertex Cover is polynomial-time
solvable on graphs of graph class C, it remains to show that we can verify whether a
given vertex set Y is a blocking set of a graph G of graph class C. For this purpose,
we compute the size of an optimum vertex cover of G and an optimum vertex cover of
G− Y . Both is possible in polynomial time because G and G− Y are graphs of graph
class C due to the fact that C is hereditary. Now, if vc(G) = vc(G− Y ) + |Y | then Y
is not a blocking set of G, and if vc(G) < vc(G − Y ) + |Y | then Y is a blocking set
of G. Thus, C fulfills the requirements of Lemma 4.9 which proves that we can apply
Reduction Rule 4.1 in polynomial time. 
Theorem 4.3 (restated below) now follows directly from Theorem 4.8 and Lemmas 4.9
and 4.10.
Theorem 4.3. Let C be any hereditary graph class with minimal blocking set size d on
which Vertex Cover can be solved in polynomial time. There is an efficient algorithm
that given (G, k,X) such that G−X ∈ C returns an equivalent instance (G′, k′, X) such
that G′ −X ∈ C has at most O(|X|d) connected components.
We can actually further generalize Theorem 4.3 to some non-hereditary graph classes.
However, we have more problems to show that Lemma 4.9 holds for non-hereditary
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graph classes, because after deleting vertices from a graph G that is contained in a
non-hereditary graph class C we do not know whether the resulting graph still belongs
to the graph class C. As such we need the additional assumption that Vertex Cover
is also polynomial-time solvable on the graph class C + 1.
This additional assumption is not unreasonable, when our goal is to obtain a ker-
nelization algorithm for Vertex Cover. In fact, in order to obtain any kernel for
Vertex Cover parameterized by the size of a C-modulator it is necessary to assume
that the problem is fixed-parameter tractable. From this, it immediately follows that
we can solve Vertex Cover in polynomial time on C + 1.
Lemma 4.11. Let C be a (possibly non-hereditary) graph class. If we can solve Vertex
Cover in polynomial time on graphs of graph class C and C + 1 then we can verify in
polynomial time whether a set Y ⊆ V (G) is a blocking set of G.
Proof. Let G be a graph of graph class C and let Y ⊆ V (G) be any vertex set. We
can assume, without loss of generality, that G is connected, because Y is a blocking
set of G if and only if for at least one connected component H of G the set Y ∩ V (H)
is a blocking set of H (see Proposition 3.5 item (iii)). Therefore, it is enough to show
that for each connected component H of G we can verify in polynomial time whether
Y ∩ Y (H) is a blocking set.
We construct the graph Ĝ by adding one vertex vY to the connected graph G and by
connecting the vertex vY to every vertex in Y . Observe that Ĝ is a connected graph that
is contained in graph class C + 1, because Ĝ− vH is a connected graph of class C. If Y
is not a blocking set of G then vc(Ĝ) = vc(G) because there exists an optimum vertex
cover of G that contains Y , which is also a vertex cover of Ĝ as it contains all neighbors
of vY , and because every vertex cover of Ĝ restricted to V (G) is a vertex cover of G.
Now, assume that Y is a blocking set of G. This implies that vc(G) < vc(G−Y )+ |Y |.
We will show that vc(Ĝ) > vc(G). Let Ŝ be an optimum vertex cover of Ĝ. If vY ∈ Ŝ
then Ŝ \ {vY } is a vertex cover of G; thus vc(G) ≤ |Ŝ| − 1. If vY /∈ Ŝ then we know
that Y ⊆ Ŝ. This implies that |Ŝ| ≥ |Y | + vc(G − Y ) > vc(G) because Ŝ is a vertex
cover of G that contains Y ; thus vc(G) < |Ŝ|. Overall, we showed that vc(Ĝ) > vc(G)
when Y is a blocking set of G.
Thus, to verify whether Y is a blocking set of G we have to compare the size of an
optimum vertex cover of G and Ĝ. Since G is a graph of graph class C and Ĝ is a graph
of graph class C + 1 we can compute these optimum vertex covers in polynomial time.
This concludes the proof. 
Theorem 4.12. Let C be any robust graph class with minimal blocking set size d on
which Vertex Cover can be solved in polynomial time. Furthermore, assume that
Vertex Cover can be solved in polynomial time on graphs of graph class C+1. There
is an efficient algorithm that given (G, k,X) such that G−X ∈ C returns an equivalent
instance (G′, k′, X) such that G′ −X ∈ C has at most O(|X|d) connected components.
Proof. This result follows directly from Theorem 4.8, Lemma 4.9 and Lemma 4.11. 
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4.5. Summary
First of all, we showed that for all graph classes C that are closed under disjoint union
the existence of a polynomial kernel for Vertex Cover parameterized by the size of a
C-modulator implies that every graph of class C has bounded minimal blocking set size.
More specifically, we proved that if C contains a graph which has a minimal blocking set
of size d then Vertex Cover parameterized by the size of a C-modulator X does not
have a kernel of size O(|X|d−ε) for any ε > 0 unless NP ⊆ coNP/poly. We continued by
showing that the converse direction does not hold, i.e., that there exists a graph class C
where every minimal blocking set has size one but it is unlikely that Vertex Cover
parameterized by the size of a C-modulator has a polynomial kernel.
Finally, we showed that bounded blocking set size, even if it is not enough to obtain a
polynomial kernel, allows us to reduce the number of connected components of G−X,
where X is a C-modulator of G. More precisely, given an instance (G, k,X) of Vertex
Cover parameterized by the size of a C-modulator, where C is a robust graph class
with βC = d such that Vertex Cover is solvable in polynomial time on C and C + 1,





MINIMAL BLOCKING SET SIZES
5.1. Introduction
As seen in the previous chapter, minimal blocking sets play an important role for Ver-
tex Cover kernelization, more precisely, we showed that bounded minimal blocking
set size of a graph class C is crucial to obtain a kernel for Vertex Cover parameter-
ized by the size of a C-modulator. In this chapter we consider different types of graph
classes which are related to graph classes C where Vertex Cover parameterized by
the size of a C-modulator has a (randomized) polynomial kernel. This includes, for
example, the class of independent sets, forests, bipartite graphs, or graphs where the
size of an optimum LP solution equals the size of a minimum vertex cover. Recall that
we showed in Lemma 3.7 that Vertex Cover parameterized by ` = vc−lp can also
be considered as Vertex Cover parameterized by the size of a Clp-modulator.
5.1.1. Minimal Blocking Set Size Relative to Linear Elimination
Distance
In Section 5.2 we give tight bounds on the minimal blocking set size for some graph
classes that have a constant size modulator to a graph class C where Vertex Cover
parameterized by the size of a C-modulator has a polynomial kernel. It turns out
that such graph classes admit a “linear” elimination forest to a graph class C, i.e., an
elimination forest that is a path. One can say that such graph classes have a linear
elimination distance to a graph class C.
The starting point are results of Fomin and Strømme [FS16] which suggest that the
border for bounded minimal blocking set size for feedback vertex set-like parameters
may be much more interesting than previously expected. Arguably, there is still quite
some room between allowing a single cycle per component and allowing an arbitrary
number of cycles as long as they share no vertices. Do larger numbers of cycles per
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component still allow that the graph has bounded minimal blocking set size? Similarly,
cycles in the lower bound proof have odd length and it is known that absence of odd
cycles is sufficient, i.e., a kernelization for modulators to bipartite graphs is known which
implies that bipartite graphs have bounded minimal blocking set size (see Theorem 4.1).
Could this be extended to graphs with one or more odd cycles per connected component?
We show that the answers to the above questions are largely positive and provide,
essentially, a single proof to cover them. To this end, it is convenient to take the
perspective of feedback sets rather than the maximum size of a cycle packing.
We will show that minimal blocking sets in a d-quasi-forest have size at most d+ 2,
and that this bound is tight (Section 5.2.1). The case for d = 1 strengthens the result of
Fomin and Strømme [FS16] (as one cycle per component is stricter than feedback vertex
set size one). It turns out that our proof directly extends to d-quasi-bipartite graphs,
proving that their minimal blocking sets similarly have size at most d+2 (Section 5.2.2).
This bound is also tight.
Motivated by this, we also explore modulators to graphs in which each connected
component has vertex cover size at most d plus the size of a minimum fractional vertex
cover, which we call d-quasi-integral graphs(Section 5.2.3). We show that minimal
blocking sets in any d-quasi-integral graph have size at most 2d+ 2. Also this bound is
tight. All lower bounds for the minimal blocking sets are witnessed by the cliques with
d+ 2 or 2d+ 2 vertices.
5.1.2. Minimal Blocking Set Size Relative to Elimination Distances
Recently, Bougeret and Sau [BS19] presented a polynomial kernelization for Vertex
Cover parameterized by the size of a modulator X such that G − X has treedepth
at most d; here d is a fixed constant and the degree of the polynomial in the kernel
size depends exponentially on d. To get the kernelization, they prove (in different but
equivalent terms) that the size of any minimal blocking set in a graph of treedepth d is
at most 2d, and they give a lower bound of 2d−3. As our first result here, we determine
the exact maximum size of minimal blocking sets in graphs of treedepth d (see below,
and see Section 5.3 for all these results).
Instead of graphs with bounded treedepth we consider a more general class of graphs,
namely graphs which have constant elimination distance to some graph class C. Recall,
that elimination distance generalizes treedepth. For a hereditary graph class C, we
determine the exact maximum size of minimal blocking sets in graphs of elimination
distance at most d to C, denoted βC(d), depending on the maximum minimal blocking
set size βC in the class C.
Theorem 5.1. Let C be a robust hereditary graph class where βC is bounded. For every
integer d ≥ 1 it holds that
βC(d) =
{
2d−1 + 1 , if βC = 1,
(βC − 1)2d + 1 , if βC ≥ 2.
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The bound for graphs of treedepth at most d is included in the theorem by using that
having treedepth at most d is equivalent to having elimination distance at most d − 1
to the class of independent sets (i.e., graphs of treedepth one), for which all minimal
blocking sets have size 1. Concretely, for the class C of graphs with treedepth d we get
βC = 1, if d = 1 and βC = 2d−2 + 1 for d ≥ 2.
The lower bound holds as well for any non-hereditary class C but we only get a slightly
weaker upper bound for such classes and also require a further technical condition for
C called f -solid (Definition 5.23). In particular, we get such an upper bound for the
class Clp mentioned above. Note that if C has unbounded minimal blocking set size
then the same is true for graphs of any bounded elimination distance to C (irrespective
of C being hereditary or not).
The requirement that class C is f -solid is not unnatural. In particular, every graph
class C where we can bound the minimal blocking set size of graphs that have a C-
modulator of size at most d by a function that depends on d (and βC) is f -solid.
Obviously, the bound for edC(d) should be at least as large as the size of minimal
blocking set of a graph that has a C-modulator of size at most d to C.
5.2. Linear Elimination Distance
To bound the size of a minimal blocking set Y of a graph G that is a d-quasi-forest, a
d-quasi-bipartite graph, or a d-quasi-integral graph, we bound the size of a minimum
vertex cover of G and G − Y . For this, we use an optimum half-integral solution to
LP(G − Y ). But, not any optimum half-integral solution is sufficient. We need the
existence of a half-integral solution x to LP(G − Y ) for which every minimum vertex
cover X in G− Y fulfills V1 ⊆ X ⊆ V 1
2
∪ V1. This is similar to the result of Nemhauser
and Trotter [NT75] and other results about the connection between minimum vertex
covers and their fractional LP solutions [AFLS07, BGL02, CC08, HHS82].
Lemma 5.2. Let G = (V,E) be an undirected graph. There exists an optimum half-
integral solution x ∈ {0, 12 , 1}
|V | to LP(G) such that for all minimum vertex covers X
of G it holds that V x1 ⊆ X ⊆ V \ V x0 .
Proof. Let x ∈ {0, 12 , 1}
|V | be an optimum half-integral solution to LP(G), such that
V 1
2
is maximal; this means, that there exists no optimum half-integral solution x′ to




. We will show that every vertex cover X of G with V x1 * X
or V x0 ∩X 6= ∅ is not a minimum vertex cover of G.
First, we show that for all subsets V ′1 ⊆ V x1 it must hold that the size of the neighbor-
hood of V ′1 in V x0 is strictly larger than the size of V ′1 , i.e. |V x0 ∩N(V ′1)| > |V ′1 |. Assume for
the sake of contradiction that there exists a set V ′1 ⊆ V x1 such that |V x0 ∩N(V ′1)| ≤ |V ′1 |.




, by assigning a value
of 12 to all vertices in (V
x
0 ∩N(V ′1))∪ V ′1 , and a value of xv to all other vertices. By the
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0 ∩N(V ′1)|+ |V ′1 |) ≤ w(x).
It remains to show that x′ is indeed a feasible solution to LP(G). Therefore, it suffices
to consider edges {u, v} of G that have at least one endpoint in V ′1 , say v ∈ V ′1 , because
these are the only vertices for which we decrease the value of the half-integral solution
x to obtain x′. Since x′v = 12 , the constraint x
′
u + x′v ≥ 1 can only be violated if x′u = 0.
But then it must hold that xu = 0 since the only changed values have value 12 in x
′.
This of course means that u ∈ V x0 ∩N(V ′1) which implies that x′u = 12 ; a contradiction.




which contradicts the assumption, and ends the proof that |V x0 ∩N(V ′1)| > |V ′1 | for all
sets V ′1 ⊆ V x1 .
Now, we show that every minimum vertex cover contains the vertex set V x1 . Again,
assume for contradiction that there exists a minimum vertex cover X that does not
contain the entire set V x1 . Let V ′1 = V x1 \X 6= ∅. We will show that adding the set V ′1 to
the vertex cover X and deleting the set N(V ′1)∩ V x0 from the vertex cover X leads to a
strictly smaller vertex cover X ′ of G, i.e. X ′ = (X ∪ V ′1) \ (N(V ′1)∩ V x0 ). First we show
that X ′ has smaller cardinality than X. Since X is a vertex cover of G, we know that
(N(V ′1) ∩ V x0 ) ⊆ X and hence that the cardinality of X ′ is |X| + |V ′1 | − |N(V ′1) ∩ V x0 |.
From the above observation, we know that |N(V ′1) ∩ V x0 | > |V ′1 | and it follows that X ′
has strictly smaller cardinality than X. To prove that X ′ is a vertex cover of G, it is
enough to show that the neighborhood of every vertex v ∈ N(V ′1) ∩ V x0 is contained
in X ′. This holds because V x0 is an independent set, N(V x0 ) ⊆ V x1 and V x1 ⊆ X ′. Thus,
X ′ is a vertex cover of G with |X ′| < |X|. This contradicts the assumption that X is a
minimum vertex cover of G and proves that every optimum vertex cover of G contains
the set V x1 .
It remains to show that no minimum vertex cover X of G contains a vertex of the
set V x0 . Let X be a minimum vertex cover of G and assume that X ∩ V x0 6= ∅. Let
v ∈ V x0 ∩X. Since X is a minimum vertex cover, there exists a vertex w ∈ N(v) \X,
otherwise X \{v} would be a vertex cover of G that is strictly smaller than X. However,
N(V x0 ) ⊆ V x1 which implies that w ∈ N(v) \ X ⊆ N(V x0 ) \ X ⊆ V x1 \ X since V x0 is
an independent set. This contradicts the fact that every optimum vertex cover of G
contains the set V x1 , since w ∈ V x1 \X. This concludes the proof. 
Next, we will show a property of minimal blocking sets, more precisely, how a LP
solution that fulfills the requirements of Lemma 5.2 relates to a minimal blocking set.
Lemma 5.3. Let G be a graph, let Y be a minimal blocking set of G, and let x ∈
{0, 12 , 1}
|V (G−Y )| be an optimum half-integral solution to LP(G − Y ) which fulfills the
properties of Lemma 5.2. It holds that NG(Y ) ⊆ V 1
2
∪ V1.
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Proof. Since Y is a minimal blocking set of G it holds for all proper subsets Y ′ ( Y
that vc(G − Y ′) + |Y ′| = vc(G). Thus, for all vertices y ∈ Y there exists a minimum
vertex cover Xy in G that contains all vertices of Y , except vertex y, i.e., Y \{y} ⊆ Xy.
Consider for all vertices y ∈ Y the vertex sets X ′y = Xy \ Y . Obviously, the set X ′y is a
vertex cover of the graph G− Y for all vertices y ∈ Y . Furthermore, we know that the
sets X ′y are minimum vertex covers of the graph G− Y because
|X ′y|+ |Y \ {y}| = |Xy| = vc(G) = vc(G− Y ) + |Y | − 1,
which implies that |X ′y| = vc(G− Y ).
The fact that X ′y is a minimum vertex cover of G− Y for all vertices y ∈ Y implies
that V1 ⊆ X ′y = Xy \ Y ⊆ V 12 ∪ V1 because x is an optimum half-integral solution to
LP(G−Y ) that fulfills the properties of Lemma 5.2. Since the vertex y is not contained
in Xy it holds that NG({y}) ⊆ Xy which implies that NG({y}) \ Y ⊆ V 1
2
∪ V1 because
Xy ⊆ V 1
2




Using the above lemmata, we can show that every minimal blocking set in a d-quasi-
forest has size at most d+ 2. This generalizes the result of Fomin and Strømme [FS16],
who showed that a minimal blocking set in a pseudoforest has size at most three.
Furthermore, we can show that this bound is tight.
Theorem 5.4. Let Cd-qf be the class of d-quasi-forests, i.e., every graph in Cd-qf is a
d-quasi-forest. It holds that βCd-qf = d+ 2.
The crucial part of Theorem 5.4 is to prove the upper bound. We will use Lemma 5.2
to prove this bound.
Lemma 5.5. It holds that βCd-qf ≤ d+ 2
Proof. Let G be a d-quasi-forest and let Y be a minimal blocking set of G. Since a
minimal blocking set is only contained in one connected component of G (Proposition 3.5
item (iii)), we can assume, without loss of generality, that G is connected. We consider
an optimum half-integral solution x ∈ {0, 12 , 1}
|V (G−Y )| to LP(G − Y ) which fulfills
the properties of Lemma 5.2. Since Y is a minimal blocking set of G it follows from
Proposition 3.5 item (iv) that vc(G− Y ) + |Y | = vc(G) + 1.
To bound the size of the set Y we try to find a lower bound for the size of a minimum
vertex cover of G−Y and an upper bound for the size of a minimum vertex cover of G.
An obvious lower bound for the size of a minimum vertex cover of G − Y is the value
lp(G − Y ) which is equal to w(x) = |V1| + 12 |V 12 |. This leads to the following lower
bound for vc(G− Y ):
vc(G− Y ) ≥ lp(G− Y ) = |V1|+
1
2 |V 12 | = |V1|+
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Next, we try to find an upper bound for the size of a minimum vertex cover of G.
Accordingly, we will construct a vertex cover X of G and the size of this vertex cover
is an upper bound for the size of a minimum vertex cover of G. First of all, we add
all vertices from V1 to X. Observe that NG(V0) ⊆ V1 because NG−Y (V0) ⊆ V1 and
NG(Y ) ⊆ V 1
2
∪V1 (Lemma 5.3). Thus, to extend V1 to a vertex cover of G we only have
to add a vertex cover of G− V0 − V1 to V1.
The graph G − V0 − V1 is a subgraph of the d-quasi-forest G and is therefore also a
d-quasi-forest. Let Z ⊆ V (G− V0 − V1) of size at most d such that G− V0 − V1 − Z is
a forest; such a set exists by the definition of a d-quasi-forest. Let XF be a minimum
vertex cover of the forest G − V0 − V1 − Z. The vertex cover XF has size at most
1
2 |G− V0 − V1 −Z| because G− V0 − V1 −Z is a forest. Now, Z ∪XF is a vertex cover
of G− V0− V1 and X = V1 ∪Z ∪XF is a vertex cover of G. This leads to the following
upper bound for vc(G):
vc(G) ≤ |X| = |V1|+ |Z|+ |XF | ≤ |V1|+ |Z|+





|G− V0 − V1|
2 ≤ |V1|+




Using the equation vc(G− Y ) + |Y | = vc(G) + 1 together with the lower bound for
vc(G − Y ) and the upper bound for vc(G) leads to the desired upper bound for the
size of Y :
|V1|+
|G− V0 − V1|
2 −
|Y |
2 + |Y |
(5.1)
≤ vc(G− Y ) + |Y | = vc(G) + 1
(5.2)
≤ |V1|+




=⇒ |Y | ≤ d+ 2.
This proves that Y has size at most d+ 2 and concludes the proof. 
We showed that every minimal blocking set in a d-quasi-forest has size at most d+ 2,
i.e., βCd-qf ≤ d+ 2. To prove Theorem 5.4 it remains to show that the bound is tight:
Proof of Theorem 5.4. We show the remaining part of Theorem 5.4, namely that the
bound is tight.
Consider the connected graph H = Kd+2. It holds that H is a d-quasi-forest, because
any d vertices from H are a feedback vertex set. It holds that a minimum vertex cover
of a clique Kh contains h − 1 vertices, more precisely, every subset of h − 1 vertices is
a vertex cover of Kh. Thus, it holds that vc(G) = vc(G − Y ′) + |Y ′| for all subsets
Y ′ ( V (H). Therefore, Y = V (H) is the only blocking set of H, and hence a minimal
blocking set in H of size d + 2 which implies that βCd-qf ≥ d + 2. This concludes the
proof that βCd-qf = d+ 2. 
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5.2.2. d-Quasi-Bipartite Graph
Now, we will show that d-quasi-bipartite graphs have the same bound on the size of
minimal blocking sets as d-quasi-forests. Even the proof is basically the same because
a minimum vertex cover of a bipartite graph, as well as a forests, contains at most half
of the vertices.
Theorem 5.6. Let Cd-qb be the class of d-quasi-bipartite graphs, i.e., every graph in
Cd-qb is a d-quasi-bipartite graph. It holds that βCd-qb = d+ 2.
To prove that βCd-qf = d+ 2 we use Lemma 5.3 to obtain an upper and lower bound
for the size of a minimum vertex cover in G and G− Y , respectively, as in the proof of
Lemma 5.5.
Proof. Let G be a d-quasi-bipartite graph, let Y be a minimal blocking set of G. As in
the proof of Lemma 5.5 we can assume that G is connected and we consider an optimum
half-integral solution x ∈ {0, 12 , 1}
|V (G−Y )| to LP(G − Y ) which fulfills the properties
of Lemma 5.2. Since x fulfills the properties of Lemma 5.2 it follows from Lemma 5.3
that NG(Y ) ⊆ V 1
2
∪ V1. Let Z be an odd cycle transversal in G of size at most d.
Note that the lower bound vc(G−Y ) ≥ |V1|+ 12 |G−V0−V1| −
1
2 |Y | (5.1) also holds
in this case, because the value of an optimum half-integral solution is always a valid
lower bound for the size of an optimum vertex cover.
But also the upper bound vc(G) ≤ |V1|+ 12 |G−V0−V1|+
1
2d (5.2) holds in this case,
because the set V1∪Z together with a vertex cover of the bipartite graph G−V0−V1−Z
is vertex cover of G. Note that a minimum vertex cover of a bipartite graph contains
at most half of the vertices. Hence, as in the proof of Lemma 5.5, we obtain that
|Y | ≤ d+ 2 which implies that βCd-qb ≤ d+ 2.
It remains to show that the upper bound of d + 2 vertices is tight. Recall that the
graph H = Kd+2 has only one blocking set, namely the set V (H). Furthermore, H is a
d-quasi-bipartite graph which proves that βCd-qb ≥ d+ 2 and completes the proof. 
5.2.3. d-Quasi-Integral Graph
In contrast to d-quasi-forests and d-quasi-bipartite graphs, where every minimal block-
ing set is of size at most d+2, d-quasi-integral graphs have minimal blocking sets of size
up to 2d+ 2. Furthermore, the upper bound for the size of a minimum vertex cover of
G works differently. We will bound vc(G) by lp(G) + d instead of the size of a vertex
cover of G.
Lemma 5.7. Let Cd-qi be the class of d-quasi-integral graphs, i.e., every graph in Cd-qi
is a d-quasi-integral graph. It holds that βCd-qi ≤ 2d+ 2.
Proof. Let G be an arbitrary d-quasi-integral graph, and let Y be a minimal blocking
set of G. As in the proof of Lemma 5.5 we can assume that G is connected and we
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consider an optimum half-integral solution x ∈ {0, 12 , 1}
|V (G−Y )| to LP(G − Y ) which
fulfills the properties of Lemma 5.2.
Observe that the lower bound vc(G− Y ) ≥ |V1|+ 12 |V 12 | (5.1) also holds in this case,
because the value of an optimum half-integral solution is always a valid lower bound
for the size of a vertex cover.
As mentioned above, we will obtain the upper bound for vc(G) differently. Instead of
constructing a vertex cover of G we construct a feasible solution to LP(G). Since G is a
connected d-quasi-integral graph, it holds that vc(G) ≤ lp(G) + d. Now, we construct
a feasible solution x′ to LP(G) using the optimum half-integral solution x to LP(G−Y ).
Let x′v = xv for all vertices v ∈ V (G) \ Y , and let x′v = 12 for all vertices v ∈ Y . To
prove that x′ is indeed a feasible solution to LP(G) it remains to consider edges that
have at least one endpoint in Y . Let v ∈ Y and let u ∈ NG(y). Since NG(Y ) ⊆ V 1
2
∪V1
(Lemma 5.3) it follows that u ∈ Y ∪ V 1
2
∪ V1. This implies that x′u ≥ 12 and proves that
x′ is a feasible solution to LP(G). This leads to the following upper bound for vc(G):
vc(G) ≤ lp(G) + d ≤ w(x′) + d = |V1|+
1
2 |V 12 |+
1
2 |Y |+ d (5.3)
Again, using the equation vc(G − Y ) + |Y | = vc(G) + 1 together with the lower
bound for vc(G − Y ) and the upper bound for vc(G) leads to the desired bound for
the size of Y :
|V1|+
1
2 |V 12 |+ |Y |
(5.1)




2 |V 12 |+
1
2 |Y |+ d+ 1
=⇒ |Y | ≤ 2d+ 2.
This shows that every minimal blocking set of a d-quasi-integral graph has size at most
2d+ 2, which concludes the proof. 
Next, we will show that this bound is also tight, i.e., that βCd-qi = 2d+ 2.
Theorem 5.8. It holds that βCd-qi = 2d+ 2.
Proof. The upper bound of 2d+ 2 follows from Lemma 5.7. For tightness consider the
graph H = K2d+2. It holds that vc(H) ≤ lp(H) + d, because vc(H) = 2d + 1 and
lp(H) = 12 |V (H)| = d + 1. Furthermore, Y = V (H) is the only blocking set of H
because vc(H − Y ′) + |Y ′| = vc(H) for all proper subsets Y ′ of Y . This shows that
Y = V (H) is a minimal blocking set of H of size d+2 which implies that βCd-qi ≥ 2d+2
and concludes the proof that βCd-qi = 2d+ 2. 
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5.2.4. Graphs Where VC = 2LP−MM
We showed that the parameter ` = vc−mm, ` = vc−lp, and ` = vc−(2lp−mm) can
also be considered as the size of a Cmm-, Clp- or C2lp−mm-modulator, respectively. Thus,
all the graph classes Cmm, Clp, and C2lp−mm must have bounded minimal blocking set
size. We showed already that the class Clp has blocking set size at most two. This holds
also for the class Cmm, because Cmm = Clp: Obviously, Cmm ⊆ Clp because for every graph
G it holds that mm(G) ≤ lp(G) ≤ vc(G). To see that Clp ⊆ Cmm consider a graph G
with vc(G) = lp(G). Let X be an optimum vertex cover of G. Since lp(G) = vc(G) it
holds that x ∈ {0, 1}|V (G)| with xv = 1 for all v ∈ X, and xv = 0 for all v ∈ V (G) \X,
is an optimum solution to LP(G). This implies that there exists a matching between X
and V (G) \X that saturates X. Hence, vc(G) = |X| ≤ mm(G) ≤ vc(G) which implies
that G ∈ Cmm and shows that Cmm = Clp.
Now, the question is, what is the bound for βC2lp−mm? Is this bound also two? The
answer to the second question is no, because the K3 has minimal blocking set size three
and is contained in C2lp−mm. We will show that three is the correct tight bound for the
minimal blocking set size.
Lemma 5.9. Let C2lp−mm be the class of graphs G with vc(G) = 2lp(G) − mm(G). It
holds that βC2lp−mm = 3.
Proof. Let G = (V,E) be an arbitrary graph that is contained in C2lp−mm, and let Y
be a minimal blocking set of G. It follows from Proposition 3.5 item (i) that Y contains
no vertex that is contained in every optimum vertex cover of G. Furthermore, if Y
contains a vertex that is not contained in any optimum vertex cover of G then |Y | = 1
(see Proposition 3.5 item (ii)), and we are done. Hence, in the following we assume that
Y contains neither a vertex that is contained in every optimum vertex cover of G nor
a vertex that is not contained in any optimum vertex of G. This allows us to delete all
isolated vertices because isolated vertices are not contained in any optimum solution
and therefore they are not contained in Y or influence optimum solutions.
Reduction Rule 5.1. Delete all isolated vertices from G.
Obviously, deleting isolated vertices does neither change the size of an optimum vertex
cover, the size of an optimum LP solution, nor the size of a maximum matching which
implies that the resulting graph is still contained in graph class C2lp−mm.
We will delete certain vertices from G that are contained in every optimum vertex
cover of G, and we will show that the set Y is still a minimal blocking set in the resulting
graph. The resulting graph has certain properties which allows us to show that Y is
contained in at most one factor-critical component of size at least three of the unique
Gallai-Edmonds decomposition of the resulting graph.
Reduction Rule 5.2. Let z ∈ V be a vertex that is contained in every optimum
vertex cover of G and that fulfills lp(G − z) + 1 = lp(G). Let x ∈ {0, 12 , 1}
|V \{z}|
be an optimum half-integral solution to LP(G − z) such that V 1
2
is maximal. Delete
V x0 ∪ V x1 ∪ {z} from G.
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Let G′ be the graph that results from applying Reduction Rule 5.2 to graph G and
vertex z ∈ V . We will show that G′ is contained in the graph class C2lp−mm and that
Y is still a minimal blocking set of G′. Since V x1
2
is maximal it follows from the proof
of Lemma 5.2 that every optimum vertex cover of G − z contains the set V x1 and no
vertex of the set V x0 . This also implies that every optimum vertex cover of G contains
the set V x1 ∪ {z} and no vertex of the set V x0 because z is contained in every optimum
vertex cover of G which implies that X is an optimum vertex cover of G if and only if
X \ {z} is an optimum vertex cover of G− z. Thus, Y is also a minimal blocking set of
G′ = G− V x0 − V x1 − z.
Next, we show that G′ is a graph of graph class C2lp−mm, i.e., that vc(G′) = 2lp(G′)−
mm(G′). It holds that vc(G′) = vc(G)−|V x1 |−1 because V x1 ∪{z} is contained in every
optimum vertex cover of G. Furthermore, it holds that x′ = x|V (G′) is an optimum half-
integral solution to LP(G′), because every feasible solution to LP(G′) can be extended
to a feasible solution to LP(G − z) by assigning value 1 to all vertices in V x1 and
value 0 to all vertices in V x0 . Observe that lp(G′) = w(x′) = lp(G)− |V x1 | − 1 because
lp(G − z) + 1 = lp(G) and w(x′) = lp(G − z) − |V x1 |. Every maximum matching M ′
in G′ can be extended to a matching in G by adding the matching between V x1 ∪ {z}
and V x0 that saturates V x1 to M ′. Such a matching exists because x̂, with x̂z = 1 and
x̂v = xv otherwise, is an optimum half-integral solution to LP(G). This implies that
mm(G′) = mm(G)−|V x1 |−1 because it always holds that mm(G′) ≥ mm(G)−|V x1 ∪{z}|.
Overall, we obtain that vc(G′) = 2lp(G′)−mm(G′) which proves that G′ ∈ C2lp−mm.
Now, assume that neither Reduction Rule 5.1 nor Reduction Rule 5.2 is applicable to
the graph G = (V,E). Hence, the unique element x in {12}
|V | is an optimum solution
to LP(G). For our next Reduction Rule we need the Gallai-Edmonds decomposition of
graph G. So, let (D,A,B) be the Gaillai-Edmonds decomposition of G.
Reduction Rule 5.3. Let z ∈ D be a vertex that is contained in every optimum vertex
cover of G. Delete vertex z from G.
Let z ∈ D be a vertex that is contained in every optimum vertex cover of G. Since z
is contained in every optimum vertex cover of G it holds that Y is a minimal blocking
set of G − z (Lemma 3.6). To prove correctness of Reduction Rule 5.3, it remains
to show that the graph G − z is a graph of graph class C2lp−mm. The vertex z is
contained in D which implies that there exists a maximum matching in G that exposes
vertex z; thus, mm(G− z) = mm(G). Furthermore, vc(G− z) = vc(G)− 1 because z is
contained in every optimum vertex cover of G. Additionally, it holds that lp(G− z) =
lp(G)− 12 : Obviously, lp(G− z) ≤ lp(G)−
1
2 because z is contained in every optimum
vertex cover. Furthermore, if lp(G − z) = lp(G) − 1 then vertex z would fulfill the
requirements of Reduction Rule 5.2 which would contradict the assumption that G is
reduced under Reduction Rule 5.2; hence lp(G − z) = lp(G) − 12 . Consequently, it
holds that vc(G− z) = 2lp(G− z)−mm(G− z) which proves that G− z is a graph of
graph class C2lp−mm.
In the following we assume that neither Reduction Rule 5.1, Reduction Rule 5.2
nor Reduction Rule 5.3 is applicable to the graph G = (V,E). Thus, x = {12}
|V | is
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an optimum half-integral solution to LP(G) (Reduction Rule 5.2), and every vertex
z ∈ D is not contained in every optimum vertex cover of G (Reduction Rule 5.3). Let
DS = {v ∈ D | v isolated in G − A} be the set of vertices in D that are singleton
components of G[D].
Claim 5.10. The graph G[A ∪DS ] has a perfect matching of size |DS |.
Proof. It holds for all sets D′S ⊆ DS that |NG(D′S)| ≥ |D′S | (Lemma 3.9 item (i)). This
implies that |DS | ≤ |A| and that there exists a matching in G[A ∪DS ] that saturates
DS (Hall’s theorem). Let M ′ be such a matching in G[A ∪DS ] that saturates DS .
Now, we will show that also every vertex of A is saturated by M ′. Assume for
contradiction that there exists a vertex v ∈ A such that v /∈ V (M ′). Let S be an
optimum vertex cover of G that contains vertex v. Such a vertex cover exists because
A is the neighborhood of the set D and because for every vertex in D there exists an
optimum vertex cover of G that does not contain this vertex; otherwise we can apply
one of the previous reduction rules. Let A′ = A∩S, and letM be a maximum matching
in G such that every vertex which is exposed by M is contained in the optimum vertex
cover S. The existence of such a maximum matching follows from Lemma 3.9 item (ii)
because V x0 = ∅. Since vc(G) − (2lp(G) − mm(G)) = 0 it follows from Lemma 3.9
item (iii) that every matching edge in M has exactly one endpoint in S. This implies
that M matches the vertices of A′ to vertices of DS because every optimum vertex
cover of G contains |V (C)|+12 vertices of each connected component C of G[D \ DS ].
Thus, every vertex in A, that is matched to a vertex in D \DS via M , is not contained
in S. Let D′S = {u ∈ DS | ∃w ∈ A′ : {u,w} ∈ M} be the set of vertices in DS that
are matched to a vertex in A′ via M . By the choice of M , it holds that D′S ∩ S = ∅
and that |A′| = |D′S |. Furthermore, it holds that NG(D′S) = A′ because D′S ∩ S = ∅,
because A′ = A ∩ S, and because NG(DS) ⊆ A. This implies that the matching M ′
that saturates DS must have all vertices in A′ as endpoints and therefore M ′ must
contain vertex v ∈ A′ ⊆ A as an endpoint. Otherwise, D′S is not saturated by M ′. This
concludes the proof of the claim. 
Depending on the intersection of the minimal blocking set Y with the set DS we show
that the set Y has size at most three.
Case 1: Assume that Y ∩DS = ∅.
Since DS is an independent set in G and graph G[A∪DS ] has a perfect matching
of size |DS | it holds that for each optimum vertex cover X in G the set X \DS∪A
is an optimum vertex cover of G. This implies that A∩Y = ∅ because Y ∩DS = ∅.
Furthermore it follows from Lemma 3.6 item (ii) and item (iii), that Y is a minimal
blocking set of G − A, because there exists an optimum vertex cover of G that
contains A and A ∩ Y = ∅. Thus, Y is contained in exactly one connected
component of G−A (Proposition 3.5 item (iii)).
First, assume that Y is contained in a connected component C of G[D]. Recall
that C has size at least three because Y ∩DS = ∅. It holds that lp(C) = 12 |V (C)|
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because C is factor-critical. Furthermore, it holds that vc(C) = 12(|V (C)| + 1)
because vc(G) = 2lp(G)−mm(G). Thus, vc(C)− lp(C) = 12 which implies that
C is 12 -quasi-integral. It follows from Theorem 5.8 that |Y | ≤ 2 ·
1
2 + 2 = 3 when
Y is contained in C.
Second, assume that Y is not contained in a connected component of G[D], i.e.,
C is a connected component of G[B]. It holds that vc(C) = |V (C)|2 because
vc(G) = 2lp(G) − mm(G) and that lp(C) = |V (C)|2 because C has a perfect
matching. This implies that |Y | ≤ 2 because C is a graph of graph class Clp.
Case 2: Assume that Y ∩ DS 6= ∅ and that Y ′ = Y ∩ (A ∪ DS) is a blocking set in
G[A ∪DS ].
We will show that every blocking set Ŷ of G[A ∪ DS ] is also a blocking set of
G. Let S be an optimum vertex cover of G, and let M be a maximum matching
in G such that every vertex that is exposed by M is contained in S. Again,
the existence follows from Lemma 3.9 item (ii) because V x0 = ∅. Since vc(G) =
2lp(G)−mm(G) it follows that S contains exactly one endpoint of each matching
edge inM (Lemma 3.9 item (iii)). Thus, every optimum vertex cover of G contains
at most |A| vertices of the subgraph G[S ∪ DS ] which proves that Ŷ is also a
blocking set of G because vc(G[A ∪DS ]) = |A|.
Overall, we showed that Y = Y ′ is a minimal blocking set in G[A ∪DS ] because
every minimal blocking set Ŷ ⊆ Y ′ of G[A ∪ DS ] is also a blocking set of G.
Observe that vc(G[A ∪ DS ]) = |A| = lp(G[A ∪ DS ]) because there exists a
perfect matching in G[A ∪ DS ]. It follows that |Y | ≤ 2 because G[A ∪ DS ] is a
graph of graph class Clp.
Case 3: Assume that Y ∩DS 6= ∅ and that Y ′ = Y ∩ (A ∪DS) is not a blocking set in
G[A ∪DS ].
Claim 5.11. There exists an optimum vertex cover S′ of G[A ∪DS ] with Y ′ ⊆ S′
such that for all optimum vertex cover Ŝ of G[A ∪DS ] with Y ′ ⊆ Ŝ it holds that
A ∩ Ŝ ⊆ A ∩ S′.
Proof. Since Y ′ is not a blocking set of G[A∪DS ] there exists an optimum vertex
cover Ŝ of G[A ∪DS ] with Y ′ ⊆ Ŝ. Let S′1 and S′2 be two optimum vertex covers
of G[A ∪ DS ] with Y ′ ⊆ S′1 ∩ S′2. We will show that there exists an optimum
vertex cover S′ of G[A ∪DS ] with Y ′ ⊆ S′ and (S′1 ∪ S′2) ∩A ⊆ S′.
Let S′ = ((S′1 ∪ S′2) ∩ A) ∪ (S′1 ∩ S′2 ∩ DS) and let M ′ be a perfect matching in
G[A∪DS ]. First, we prove that |S′| = vc(G[A∪DS ]) = |A| by showing that every
edge e ∈ M ′ has exactly one endpoint in S′. Let e = {u, v} ∈ M ′ with u ∈ A
and v ∈ DS . If the vertex u is not contained in S′ then u is neither contained
in S′1 nor S′2. This implies that v is contained in S′1 ∩ S′2 because S′1 and S′2 are
vertex covers of G[A ∪ DS ]; thus v ∈ S′. Now, if u is contained in S′ then u is
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contained in S′1 ∪ S′2. We assume, without loss of generality, that u ∈ S′1. Since
every edge of M ′ has exactly one endpoint in S′1 it follows that v is not contained
in S′1; hence v /∈ S′. This concludes the proof that |S′| = |A| = vc(G[A ∪DS ]).
Observe that Y ′ ⊆ S′ because Y ′ ⊆ S′1 ∩ S′2 and because S′1 ∩ S′2 ⊆ S′. Thus,
it remains to show that S′ is a vertex cover of G[A ∪DS ]. Let e = {u, v} be an
edge in G[A ∪DS ]. The edge e has at least one endpoint in A because DS is an
independent set in G. Let, without loss of generality, u ∈ A. If u is also contained
in S′1 or S′2 then u is also contained in S′. Thus, assume that u is contained
neither in S′1 nor in S′2. This implies that v is contained in S′1 and S′2 because
S′1 and S′2 are optimum vertex covers of G[A ∪ DS ]. Thus, v is contained in S′
because S′ contains the intersection of S′1 and S′2. Overall, we showed that S′ is
an optimum vertex cover of G[A∪DS ] with Y ′ ⊆ S′ and (S′1 ∪S′2)∩A ⊆ S′. This
proves the claim. 
Let S′ be an optimum vertex cover of G[A∪DS ] with Y ′ ⊆ S′ such that for every
optimum vertex cover Ŝ of G[A ∪DS ] with Y ′ ⊆ Ŝ it holds that A ∩ Ŝ ⊆ A ∩ S′
(Claim 5.11). Observe, for each optimum vertex cover S of G, that contains the
set Y ′, we can replace the vertex set S ∩ (A ∪DS) by the optimum vertex cover
S′ because S ∩ (A ∪DS) is an optimum vertex cover of G[A ∪DS ] which implies
that S ∩A ⊆ S′ ∩A. Thus, the set S \ (A ∪DS) ∪ S′ is an optimum vertex cover
of the graph G.
Next, we will show that Y has a non-empty intersection with at most one con-
nected component of G[D\DS ]. Assume for contradiction that Y has a non-empty
intersection with the two connected components C1 and C2 of G[D\DS ]. Since Y
is a minimal blocking set of G there exists an optimum vertex cover Si of G such
that Y \V (Ci) ( Y is contained in Si for i ∈ {1, 2}. We can assume, without loss
of generality, that S′ ⊆ Si and that S′ ∩ A = Si ∩ A for i ∈ {1, 2} (Claim 5.11).
But this implies that S = (S1 \ V (C1)) ∪ (S2 ∩ V (C1)) is an optimum vertex
cover of G that contains Y because every connected component C of G[D \DS ]
contains exactly |V (C)|−12 vertices of an optimum vertex cover of G and is only
adjacent to vertices in A. Thus, Y intersects at most one connected component
of G[D \ DS ]. Let C be the one connected component of G[D \ DS ] that has a
non-empty intersection with Y .
Finally, we delete all vertices in D \ (DS ∪ V (C)) from the graph G. We denote
the resulting graph by Ĝ. Recall that vc(Ĝ) = vc(G)− vc(G[D \ (DS ∪ V (C))])
because every optimum solution of G contains an optimum vertex cover of every
connected component of G−A−DS and an optimum vertex cover of G[A∪DS ].
First, we show that Y is a minimal blocking set of Ĝ using Claim 5.11. Assume
for contradiction that the set Y is not a blocking set of Ĝ. Thus, there exists an
optimum vertex cover Ŝ of Ĝ that contains Y . Since Ŝ must contain an optimum
vertex cover of G[A ∪ DS ] that contains Y ′ we can assume that Ŝ contains the
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set S′. Now, given any optimum vertex cover S of G that contains the set S′,
we can replace the optimum vertex cover V (C) ∩ S of C by the optimum vertex
cover V (C) ∩ Ŝ of C. This leads to an optimum vertex cover of G that contains
Y which contradicts the assumption that Y is a blocking set of G. Hence, Y is a
blocking set of Ĝ. Furthermore, Y is a minimal blocking set of Ĝ because every
optimum vertex cover S of G that contains a subset Ỹ ( Y restricted to Ĝ is an
optimum vertex cover of Ĝ that contains Ỹ .
Second, we show that vc(Ĝ)− lp(Ĝ) = 12 . Observe that there exists a maximum
matching of size |V (Ĝ)|−12 in Ĝ. This matching consists of a perfect matching
of the graph Ĝ[B] = G[B], a perfect matching of the graph G[A ∪ DS ] and
a near perfect matching of the factor-critical component C. This implies that
lp(Ĝ) = mm(Ĝ) + 12 and that vc(Ĝ) = mm(Ĝ) + 1; hence vc(Ĝ) − lp(Ĝ) =
1
2 .
Thus, the graph Ĝ is 12 -quasi-integral and it follows from Theorem 5.8 that the
minimal blocking set Y of Ĝ has size at most 2 · 12 + 2 = 3.
Overall, we proved that the minimal blocking set Y of G has size at most 3 which
shows that βC2lp−mm ≤ 3. It remains to show that βC ≥ 3. Therefore, consider the graph
G that consists of three vertices which are pairwise adjacent, i.e., G is a triangle. It
holds that vc(G) = 2, that lp(G) = 32 , and that mm(G) = 1. Thus, the graph G
belongs to class C2lp−mm because vc(G) − (2lp(G) − mm(G)) = 2 − (2 · 32 − 1) = 0.
The only blocking set of G is the entire vertex set V (G) of size three because any two
vertices are an optimum vertex cover of G. This shows that βC2lp−mm ≥ 3 and concludes
the proof that βC2lp−mm = 3. 
5.3. Minimal Blocking Sets in Graphs of Bounded
Elimination Distance
In this section we consider the minimal blocking set size of graphs that have elimination
distance d to a given robust graph class C that has bounded minimal blocking set size.
Recall, that graphs of treedepth d as well as graphs which have a C-modulator of size d
have elimination distance at most d. To obtain an upper bound for the value βC(d) we
will show that we can bound the size of a minimal blocking set Y of a connected graph
G with edC(G) = d and root r of an optimum elimination forest of G using the size of
minimal blocking sets of subgraphs of G− r. The lower bound construction shows how
one can combine two minimal blocking sets of graphs with elimination distance d − 1
to graph class C to a larger minimal blocking set of a graph with elimination distance d
to graph class C.
For hereditary graph classes, these bounds turn out to be tight. Theorem 5.1 will fol-
low directly from the lower bound presented in Theorem 5.12, combined with the upper
bound in Theorem 5.17. For non-hereditary graph classes the lower bound construc-
tion still holds, but the upper bound is worse and we need to assume an additionally
property of the graph class C.
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5.3.1. Lower Bound
In this subsection we give a lower bound for βC(d) for all robust graph classes C. Our
result improves the lower bound for the size of largest minimal blocking sets of graphs
with treedepth d given by Bougeret and Sau [BS19], because a graph that has treedepth
d has elimination distance d−1 to the graph class where every graph is an independent
set. We will show how we can glue two graphs together to obtain larger minimal
blocking sets.
Theorem 5.12. Let C be a robust graph class where βC is bounded. For every integer
d ≥ 1 it holds:
βC(d) ≥
{
2d−1 + 1 , if βC = 1
(βC − 1)2d + 1 , if βC ≥ 2
To show Theorem 5.12 we construct for each graph class C where βC is bounded and
each integer d ≥ 1 a graph G with edC(G) = d that contains a minimal blocking set of
size at least 2d−1 +1 when βC = 1, and of size at least (βC−1)2d+1 when βC ≥ 2. Since
βC(d) = max{β(G) | edC(G) ≤ d}, this will prove Theorem 5.12. We use the following
two constructions to obtain such a graph G.
Lemma 5.13. Let H = (V,E) be a graph and let Y be a minimal blocking set of H. Let
H ′ = (V ∪ {v}, E ∪ {{v, y} | y ∈ Y }) be the graph that results from H by adding a new
vertex v to H and by connecting it to all vertices in Y . It holds that vc(H ′) = vc(H)+1,
and that Y ′ = Y ∪ {v} is a minimal blocking set of H ′.
Proof. First, we show that vc(H ′) = vc(H) + 1. It is clear that vc(H ′) ≤ vc(H) + 1
because every (optimum) vertex cover of H together with the newly added vertex v
is a vertex cover of H ′. Now, assume for contradiction that vc(H ′) = vc(H). This
implies that every optimum vertex cover X of H ′ does not contain the vertex v, and
therefore contains the neighborhood Y of v in H ′. This contradicts the fact that Y is
a blocking set in H, because X is an optimum vertex cover of H with Y ⊆ X. Thus,
vc(H ′) = vc(H) + 1.
Second, we will show that Y ∪ {v} is a minimal blocking set of H ′. The set Y ∪ {v}
is a blocking set of H ′. Otherwise, there would exist an optimum vertex cover X ′ of
H ′ with Y ∪ {v} ⊆ X ′. But this would imply that X = X ′ \ {v} is an optimum vertex
cover of H with Y ⊆ X which contradicts the assumption that Y is a blocking set of H.
Now, assume that Y ∪ {v} is not a minimal blocking set of H ′. Hence, there exists
a set Y ′ ( Y ∪ {v} that is a minimal blocking set in H ′. Observe that there is an
optimum vertex cover of H ′ containing v (take a vertex cover in H and add v) and an
optimum vertex cover containing N(v), by taking a vertex cover in H of size vc(H) + 1
which contains Y . Thereby, it holds that neither the set {v} nor the set N(v) = Y is a
blocking set of H ′. Hence, it holds that Y ′ \ {v} 6= ∅ and v ∈ Y ′. The set Y ′ \ {v} ( Y
is not a blocking set of H because Y is a minimal blocking set of H. Thus, there exists
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an optimum vertex cover X of H that contains the set Y ′ \ {v}. But, X ∪ {v} is an
optimum vertex cover of H ′ that contains Y ′ which implies that Y ′ is not a blocking set
of H ′ and contradicts the choice of Y ′. This proves that Y ∪ {v} is a minimal blocking
set of H ′ and concludes the proof. 
Observation 5.14. It follows from Lemma 5.13 that βC(d− 1) < βC(d).
Lemma 5.15. Let H1 = (V1, E1) and H2 = (V2, E2) be two graphs with β(H1) ≥ 2
and β(H2) ≥ 1. Let Y1 be a minimal blocking set of H1 of size at least two, let Y2
be a minimal blocking set of H2, and let y1 ∈ Y1 and y2 ∈ Y2 be two vertices. Let
H = (V1 ∪ V2, E1 ∪ E2 ∪ {{y1, y2}}) be the graph that results from the union of the
graphs H1 and H2 by additionally connecting the vertices y1 and y2. It holds that
vc(H) = vc(H1) + vc(H2), and that Y = (Y1 ∪ Y2) \ {y1, y2} is a minimal blocking set
of the graph H.
Proof. Since every (optimum) vertex cover of H contains a vertex cover of H1 and H2 it
holds that vc(H) ≥ vc(H1)+vc(H2). The inequality vc(H) ≤ vc(H1)+vc(H2) follows
from the fact that there exists an optimum vertex cover X1 of H1 that contains y1. Such
a vertex cover X1 of H1 exists because Y1 is a minimal blocking set of H1 of size at
least two that contains the vertex y1. Now, the optimum vertex cover X1 of H1 that
contains y1 together with any optimum vertex cover of H2 is a vertex cover of H. Thus,
vc(H) ≤ vc(H1) + vc(H2) which concludes the proof that vc(H) = vc(H1) + vc(H2).
Next, we show that Y = (Y1 ∪Y2) \ {y1, y2} is a minimal blocking set of H. First, we
show that Y is a blocking set of H. Assume for contradiction that Y is not a blocking
set of H. This implies that there exists an optimum vertex cover X of H with Y ⊆ X.
Since {y1, y2} is an edge in H it holds that y1 ∈ X or y2 ∈ X. This implies that Y1 ⊆ X
or Y2 ⊆ X. But, this contradicts the assumption that Y1 is a blocking set of H1 or the
assumption that Y2 is a blocking set of H2: The sets X ∩ V (H1) and X ∩ V (H2) are
optimum vertex covers of H1 or H2, respectively. Furthermore, at least one of these
sets contains the vertex set Y1 or Y2 because Y1 ⊆ X or Y2 ⊆ X. This implies that one
of the sets Y1, Y2 is not a blocking set in H1 or H2, respectively, and proves that Y is
a blocking set of H.
Second, we show that Y is also a minimal blocking set of H. Let Y ′ ⊆ Y be a
minimal blocking set of H. If Y ′ = Y then we are done. So, suppose there exists a
vertex y ∈ Y \ Y ′. The vertex y is either contained in Y1 \ {y1} or Y2 \ {y2}. Let
i ∈ {1, 2} such that y ∈ Yi, and let Xi be an optimal vertex cover in Hi containing
Yi \ {y}. Let j ∈ {1, 2} \ {i} and let Xj be an optimal vertex cover in Hj containing
Yj \ {yj}. Both vertex covers exist, since Yi and Yj are minimal blocking sets in Hi or
Hj , respectively, and since y ∈ Yi and yj ∈ Yj . Observe that Xi ∪Xj is a vertex cover
of H, because the set Xi is a vertex cover in Hi, the set Xj is a vertex cover in Hj and
the edge {y1, y2} is covered by yi. Furthermore, Xi ∪ Xj is a minimum vertex cover
of G since vc(H) = vc(H1) + vc(H2). However, Y ′ ⊆ (Y1 ∪ Y2) \ {y, yj} ⊆ Xi ∪ Xj ,
contradicting that Y ′ is a blocking set of H. 




(a) Construction used to prove Lemma 5.13,
where we add vertex v to the graph H. It







(b) Construction used to prove Lemma 5.15,
where we add edge {y1, y2} to the union of
H1 and H2.
H H ′
(c) Construction used to prove Lemma 5.16, where graph H ′ consists of
two copies of H, where we apply construction (a) to one copy and
then construction (b) to the two graphs. It holds that edC(H ′) ≤
edC(H) + 1.
Figure 5.1.: This figure depicts the construction used to prove Lemmas 5.13, 5.16
and 5.16. The green vertices form minimal blocking sets.
The next lemma shows how we can combine these two constructions to obtain larger
minimal blocking sets for a graph of elimination distance d to a graph class C when
given a graph of elimination distance d− 1 to a graph class C.
Lemma 5.16. Let H = (V,E) be a graph, and let Y be a minimal blocking set of H.
There exists a graph H ′ that fulfills the following properties:
(i) The graph H ′ has a minimal blocking set of size 2|Y | − 1.
(ii) For every graph class C it holds that edC(H ′) ≤ edC(H) + 1.
To prove Lemma 5.16 we combine the constructions of Lemma 5.13 and Lemma 5.15.
The combination of these two constructions is depicted in Figure 5.1.
Proof. To construct graph H ′, we first apply Lemma 5.13 to graph H and the minimal
blocking set Y . Let H1 be the resulting graph, and let y1 be the vertex that we added
to H during the construction of Lemma 5.13 to obtain graph H1. It follows from
Lemma 5.13 that Y1 = Y ∪ {y1} is a minimal blocking set of H1.
Second, we apply Lemma 5.15 to the two graphs H1 and H2 = H, the minimal
blocking set Y1 = Y ∪ {y1} of H1 of size at least two, the minimal blocking set Y2 = Y
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of H2, and the vertex y1 ∈ Y1 as well as an arbitrary vertex y2 ∈ Y2. Let H ′ be the
resulting graph. The set Y ′ = (Y1∪Y2)\{y1, y2} is a minimal blocking set of H ′ and Y ′
has size |Y1|+ |Y2| − 2 = 2|Y | − 1 (Lemma 5.15). This proves item (i). Item (ii) holds,
because H ′ − y1 consists of two copies of H that are not connected by any edge. 
Finally, we are able to prove Theorem 5.12 by induction using the construction of
Lemma 5.13 as well as Lemma 5.16. We need the construction of Lemma 5.13 only for
the base case of the induction because for a graph with minimal blocking set size one,
this construction leads to a graph with minimal blocking set size at least two whereas
Lemma 5.16 only leads to a graph of minimal blocking set size one.
Proof of Theorem 5.12. We prove Theorem 5.12 by induction over the elimination
distance d to graph class C. In the base case of the induction we construct a graph G
that has elimination distance at most d = 1 to graph class C. Let H be a graph of class
C with β(H) = βC , and let Y be a minimal blocking set of H of size βC . If βC = 1 then
we apply Lemma 5.13 to graph H and the minimal blocking set Y of H of size βC to
obtain graph G. Let y be the vertex that we add to graph H during the construction
of Lemma 5.13 to obtain graph G. Obviously, it holds that edC(G) ≤ 1. Furthermore,
Y ′ = Y ∪{y} is a minimal blocking set of G which implies that β(G) ≥ |Y ′| = |Y |+1 =
β(H) + 1 = βC + 1 = 2 = 21−1 + 1. Hence, βC(1) ≥ β(G) ≥ 21−1 + 1 for d = 1 and
βC = 1 which is the desired bound for Theorem 5.12.
In the case that βC ≥ 2 we apply Lemma 5.16 to a graph H ∈ C with β(H) = βC ,
and a minimal blocking set Y of H of size βC to obtain graph G. It follows from
Lemma 5.16 item (ii) that edC(G) ≤ edC(H) + 1 = 1 and from item (i) that βC(d) ≥
β(G) ≥ 2|Y |−1 = 2βC−1 = (βC−1) ·21 +1. This concludes the proof of Theorem 5.12
for d = 1.
For the induction step, we assume that the statement is true for all integers less
than d, and all graph classes C where βC is bounded.
By induction hypothesis, there exists a graph H with edC(H) ≤ d− 1 such that
β(H) ≥
{
2(d−1)−1 + 1 , if βC = 1
(βC − 1)2(d−1) + 1 , if βC ≥ 2
(5.4)
because βC(d− 1) has at least this size. Let Y be a minimal blocking set of H of size
β(H). Again, we apply Lemma 5.16 to the graph H and the minimal blocking set Y .
It follows from Lemma 5.16 item (ii) that edC(G) ≤ edC(H) + 1 = d and from item (i)
that β(G) ≥ 2|Y | − 1 = 2β(H)− 1. Using the induction hypothesis (inequality 5.4) we
obtain:







− 1 = 2d−1 + 1 , if βC = 1
2 ·
(
(βC − 1)2(d−1) + 1
)
− 1 = (βC − 1)2d + 1 , if βC ≥ 2.
This concludes the proof of Theorem 5.12 because βC(d) = max{β(G) | edC(G) ≤ d}.

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5.3.2. Upper Bound
We will show that our lower bound for βC(d), which we proved in Theorem 5.12, is tight
when the graph class C is hereditary. As mentioned above, this gives us also a tight
bound for the size of a largest minimal blocking sets for graphs with treedepth d. Thus,
our result improves the upper and lower bound for the largest minimal blocking set size
of graphs of treedepth (at most) d [BS19]. Afterwards, we will show an upper bound
for βC(d) for some non-hereditary graph classes, including the class of graphs where the
optimum solution is equal to the optimum LP solution. This bound is weaker than the
bound for βC(d) when C is hereditary.
Hereditary graph classes. To prove the tight lower bound for robust hereditary
graph classes we bound the size of a minimal blocking set Y in a graph G using a
minimal blocking set Y ′ of a subgraph G′ of G that has smaller elimination distance
to the given graph class. The choice of G′ and Y ′ depends on, among other things,
whether the root r of an optimum elimination forest of G is contained in Y or not.
Theorem 5.17. Let C be a robust hereditary graph class where βC is bounded, and let
d ≥ 0. Then
βC(d) ≤

1 , if βC = 1 and d = 0,
2d−1 + 1 , if βC = 1 and d ≥ 1,
(βC − 1)2d + 1 , if βC ≥ 2.
We consider different cases in our proof. But, only one case needs the requirement
that the class C is hereditary. We will see later that we can bound the blocking set size
also for some non-hereditary class C for the remaining case.
Lemma 5.18. Let G be a graph, let Y be a minimal blocking set in G, and let r ∈ Y be
an arbitrary vertex that is contained in the blocking set Y .
(i) If vc(G) = vc(G− r) then Y = {r}.
(ii) If vc(G) = vc(G− r) + 1 then Y \ {r} is a minimal blocking set of G− r.
Proof. If vc(G) = vc(G− r) then no optimum vertex cover of G contains r. Thus, it
follows from Proposition 3.5 item (ii) that {r} is a (minimal) blocking set of G which
implies that Y = {r} and proves item (i).
Now, assume that vc(G) = vc(G − r) + 1. Consequently, there exists an optimum
vertex cover of G that contains r which implies that Y 6= {r}. Let Y ′ = Y \ {r} 6= ∅.
It follows from Lemma 3.6 item (ii) that Y ′ is a blocking set of G− r. Furthermore, it
follows from Lemma 3.6 item (iii) that Y ′ is a minimal blocking set of G − r, because
every minimal blocking set Ŷ ⊆ Y ′ of G − r can be extended to the blocking set
Ŷ ∪{r} ⊆ Y of G. Since Y is a minimal blocking set of G, the set Y ′ must be a minimal
blocking set of G− r. 
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Lemma 5.19. Let G be a graph that contains a vertex r that is not contained in any
optimum vertex cover of G; hence vc(G− r) = vc(G). Let Y be a minimal blocking set
of G with r /∈ Y .1 There exists a (possibly empty) set Z ⊆ N(r) such that Y ∪ Z is a
minimal blocking set of G− r.
Proof. Observe that Y may not be a blocking set of G− r because r forces the vertices
in N(r) to be in every optimum vertex cover of G. However, the set Y ∪ N(r) is a
blocking set of G− r. Otherwise, there exists an optimum vertex cover X of G− r that
contains Y ∪N(r). But, the set X is also an optimum vertex cover of G that contains
Y which contradicts the assumption that Y is a blocking set of G.
Let Y ′ ⊆ Y ∪ N(r) be a minimal blocking set of G − r. Note that Y ′ \ N(r) 6= ∅
because every optimum vertex cover of G contains N(r) which implies that there exists
an optimum vertex cover of G− r that contains N(r). We will show that the minimal
blocking set Y ′ must contain the set Y , by proving that the non-empty set Y ′ \ N(r)
is a blocking set of G. If the set Y ′ \N(r) is not a blocking set of G then there exists
an optimum vertex cover X of G that contains the set Y ′ \ N(r). However, the set
X contains also the vertex set N(r) because every optimum vertex cover of G does
not contain r. Thus, Y ′ ⊆ X and X is also an optimum vertex cover of G − r which
contradicts the fact that Y ′ is a blocking set of G − r. Now, the set Z = Y ′ ∩ N(r)
fulfills the desired properties. 
Lemma 5.20. Let G be a graph that contains a vertex r that is contained in every
optimum vertex cover of G; hence vc(G− r) + 1 = vc(G). Let Y be a minimal blocking
set of G. The set Y is also a minimal blocking set of G− r.
Proof. Since r is contained in every optimum vertex cover of G it follows that r is
not contained in any minimal blocking set of G, and therefore r /∈ Y (Proposition 3.5
item (i)). Furthermore, it follows from Lemma 3.6 item (ii) that Y is also a blocking
set of G − r. Item (iii) of Lemma 3.6 implies that Y is also a minimal blocking set of
G− r because no minimal blocking set of G contains vertex r. 
So far, we showed that given a graph G, a vertex r, and a minimal blocking set Y of
G we can bound the size of Y by β(G− r) + 1, except when r is contained in at least
one, but not all, optimum vertex covers of G, and r /∈ Y . In this case it is possible that
neither Y nor a superset of Y is a blocking set of G− r. The following lemma provides
some properties of Y that helps us to bound the size of Y .
Lemma 5.21. Let G be a graph that contains a vertex r that is contained in at least
one, but not all, optimum vertex covers of G, and is not adjacent to all other vertices
of G, i.e., N [r] ( V (G). Let Y be a minimal blocking set of G with r /∈ Y .2
1Such a blocking set exists because either V (G) \ {r} is a blocking set of G or vc(G) = |V (G)| − 1,
and because vc(G) = |V (G)| − 1 implies that vc(G− r) < vc(G).
2Such a blocking set exists because V (G)\{r} is a blocking set of G; otherwise every optimum solution
contains all except one vertex of G which implies that V (G) is the only (minimal) blocking set of G.
But the only graphs that have the entire set of vertices as a minimal blocking set are cliques.
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(i) The set Y is also a blocking set of G− r and the set Y \N [r] is a blocking set of
G−N [r].
(ii) Let Y ′ be a minimal blocking set of G− r, and let Ỹ be a minimal blocking set of
G−N [r]. The set Y ′ ∪ Ỹ is a blocking set of G.
(iii) For all vertices y ∈ Y it holds that Y \ {y} is not a blocking set of G− r or that
Y \ ({y} ∪N [r]) is not a blocking set of G−N [r].
Proof. Since G contains an optimum vertex cover that contains r and an optimum
vertex cover that contains N(r) it follows from Lemma 3.6 item (ii) that Y \ {r} = Y
is a blocking set of G− r and that Y \N(r) = Y \N [r] is a blocking set of G−N(r).
Furthermore, it holds that vc(G− r) = vc(G)− 1 and that vc(G−N(r)) = vc(G)−
|N(r)|. Note that Y \N [r] is also a blocking set of G−N [r] and that vc(G−N [r]) =
vc(G)− |N(r)| because vertex r is isolated in G−N(r) and not contained in Y \N(r).
This proves item (i).
Next, we prove item (ii). Let Y ′ be a minimal blocking set of G − r and let Ỹ be a
minimal blocking set of G −N [r]. Assume for contradiction that Y = Y ′ ∪ Ỹ is not a
blocking set of G. Thus, there exists an optimum vertex cover X of G that contains Y .
If the vertex r is contained in X, then X \{r} is an optimum vertex cover of G− r that
contains Y and therefore also Y ′. This contradicts the assumption that Y ′ is a blocking
set of G− r. If the vertex r is not contained in X, then X contains the vertex set N(r)
and X \N(r) is an optimum vertex cover of G−N [r] that contains Ỹ ⊆ Y \N(r). But
this is a contradiction to the assumption that Ỹ is a blocking set of G−N [r]. Overall,
this proves that Y ′ ∪ Ỹ is a blocking set of G.
Finally, we show item (iii). Assume for contradiction that there exists a vertex y ∈ Y
such that Y \ {y} is a blocking set in G − r and such that Y \ ({y} ∪ N [r]) is a
blocking set in G−N [r]. Let Y ′ ⊆ Y \ {y} be a minimal blocking set in G− r and let
Ỹ ⊆ Y \ ({y} ∪N [r]) be a minimal blocking set in G −N [r]. It follows from item (ii)
that Y ′∪ Ỹ ⊆ Y \{y} ( Y is a blocking set of G. This contradicts the assumption that
Y is a minimal blocking set of G and concludes the proof of item (iii). 
Using the above lemma we are able to prove the last lemma we need to prove The-
orem 5.17. Observe that we can apply the following Lemma in our proof of Theo-
rem 5.17 only when our class C is hereditary, because we need to bound the size of
minimal blocking sets of connected graphs where we delete more than the root of an
optimum elimination forest. These vertices could be part of the base components of an
optimum elimination forest which may increase the elimination distance because the
base components are no longer contained in class C when C is not hereditary.
Lemma 5.22. Let G be a graph that contains a vertex r that is contained in at least one,
but not all, optimum vertex covers of G, and that is not adjacent to all other vertices
of G; hence vc(G− r) + 1 = vc(G) and N [r] ( V (G). Let Y be a minimal blocking set
of G with r /∈ Y .3 At least one of the following three cases holds:
3The existence follows from Lemma 5.21.
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1. The set Y is also a minimal blocking set of G− r.
2. The set Y = Y \N(r) is also a minimal blocking set of G−N [r].
3. There exists a minimal blocking set Y ′ ( Y of G− r, and the set Ŷ = Y \ Y ′ is a
minimal blocking set of G− Y ′. Furthermore, Ŷ is not a minimal blocking set of
G− Y ′− r, however, there exists a non-empty set Z ⊆ N(r) \ Y ′ such that Ŷ ∪Z
is a minimal blocking set of G− Y ′ − r.
Proof. It follows from Lemma 5.21 item (i) that Y is a blocking set of G− r and that
Y \N [r] is a blocking set of G−N [r]. If Y is also a minimal blocking set of G− r then
Case 1 holds, and if Y \ N [r] = Y is a minimal blocking set of G − N [r] then Case 2
holds. Thus, in the following we assume that neither Case 1 nor Case 2 applies.
Let Y ′ ( Y be a minimal blocking set of G − r and let Ỹ ⊆ Y \N(r) be a minimal
blocking set of G − N [r]. Consider the graph G − Y ′ and the set Ŷ = Y \ Y ′. Since
Y ′ ( Y and since Y is a minimal blocking set of G, there exists an optimum vertex
cover X of G that contains Y ′. Therefore, it follows from Lemma 3.6 item (i) that
vc(G − Y ′) + |Y ′| = vc(G) and from items (ii), (iii) that Ŷ is a minimal blocking set
of G− Y ′.
It remains to show the second part, namely, that Ŷ is not a minimal blocking set of
G− r − Y ′. First, we show that vc(G− Y ′) = vc(G− r − Y ′). Let X̂ be an optimum
vertex cover of G− r−Y ′. It holds that X̂ ∪Y ′ is a vertex cover of G− r. Since X̂ ∪Y ′
is a vertex cover of G − r that contains Y ′, and Y ′ is a blocking set of G − r it holds
that |X̂|+ |Y ′| ≥ vc(G− r) + 1. Thus, the optimum vertex X̂ of G− r−Y ′ has size at
least vc(G− r) + 1− |Y ′| = vc(G)− |Y ′| = vc(G− Y ′). This concludes the proof that
vc(G−Y ′) = vc(G−r−Y ′) because it always holds that vc(G−Y ′) ≥ vc(G−r−Y ′).
Now, we are able to prove that Ŷ is not a blocking set of G− r− Y ′. Let y ∈ Y ′ \ Ỹ .
Note that Y ′ \ Ỹ is not empty because Y ′ ∪ Ỹ = Y (Lemma 5.21 item (ii)) and because
Ỹ ( Y . It holds that the set Y \ {y} is not a blocking set of G− r since Y \ {y} ⊇ Ỹ is
a blocking set of G−N [r] and since Lemma 5.21 item (iii) states that Y \ {y} cannot
be a blocking set in G − r and G −N [r]. Thus, there exists an optimum vertex cover
X ′ of G − r with Ŷ ⊆ Y \ {y} ⊆ X ′. The set X = X ′ ∪ {r} is an optimum vertex
cover of G because vc(G) = vc(G − r) + 1. Furthermore, the set X contains the
vertex set Ŷ as well as the vertex r, but not the vertex y (because Y is a blocking
set of G and Y \ {y} ⊆ X). Let X̂ = X \ Y ′. It holds that X̂ is a vertex cover of
G − Y ′ that contains the set Ŷ and vertex r. Since Y ′ \ {y} ⊆ X, the set X̂ has size
vc(G)− |Y ′|+ 1 = vc(G− Y ′) + 1. Thus, the set X̂ \ {r} is an optimum vertex cover
of G− r − Y ′ because vc(G− Y ′) = vc(G− r − Y ′). Now, the optimum vertex cover
X̂ \ {r} of G− r − Y ′ contains the set Ŷ which implies that Ŷ is not a blocking set of
G− r − Y ′.
Observe that the graph G − Y ′ together with the vertex r and the set Ŷ fulfills the
properties of Lemma 5.19. Hence, there exists a set Z ⊆ NG−Y ′(r) = N(r) \ Y ′ such
that Ŷ ∪ Z is a minimal blocking set of G − Y ′ − r. Since, Ŷ is not a blocking set in
G− Y ′ − r it holds that Z 6= ∅. This concludes the proof. 
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Combining Lemma 5.18 to Lemma 5.22 we can now prove Theorem 5.17.
Proof of Theorem 5.17. We prove Theorem 5.17 by induction over the integer d. In
the base case assume that d = 0. Since every graph G with edC(G) = 0 is contained in
graph class C it follows that βC(0) = max{β(G) | edC(G) = 0} ≤ βC . Hence, the base
case holds for βC = 1. For βC ≥ 2 it holds that (βC − 1) · 2d + 1 = βC ≥ β(G). Thus,
the base case holds for all graph classes where βC is bounded.
For the induction step, we assume that the statement is true for all integers less than
d, and all robust hereditary graph classes C where βC is bounded.
Let C be a robust hereditary graph class where βC is bounded, let G be any graph
with edC(G) = d, and let Y be a minimal blocking set of G. We can assume that
graph G is connected because C is robust which implies that edC(G) = max{edC(G′) |
G′ connected component of G} and because Y is contained in at most one connected
component of G (Proposition 3.5 item (iii)) which implies that β(G) = max{β(G′) |
G′ connected component of G}. Thus, to bound βC(d) it is enough to bound β(G) for
every connected graph G with edC(G) ≤ d. Let r be the root of an optimum elimination
forest of G to graph class C. (There exists exactly one root because G is connected.)
We will show that Y has the requested size by distinguishing between five cases:
Case 1: Assume that vc(G) = vc(G− r) and that r ∈ Y .
It follows from Lemma 5.18 item (i) that Y = {r}. Since 2d−1 + 1 ≥ 1 and
(βC − 1) · 2d + 1 ≥ 1 for βC ≥ 2, the set Y has the required size.
Case 2: Assume that vc(G) = vc(G− r) + 1 and that r ∈ Y .
Observe that the graph G and the set Y fulfill the requirements of Lemma 5.18
item (ii). Thus, the set Y \ {r} is a minimal blocking set of G − r. Since r was
the root of the elimination forest of G it holds that edC(G − r) ≤ d − 1. Hence,
we can bound the size of Y by β(G− r) + 1 ≤ βC(d− 1) + 1.
Case 3: Assume that vc(G) = vc(G− r) and that r /∈ Y .
The graph G together with the set Y and the vertex r fulfills the conditions of
Lemma 5.19. This implies that there exists a (possibly empty) set Z ⊆ N(r) such
that Y ∪Z is a minimal blocking set of G−r. Since G−r has elimination distance
at most d−1 to graph class C we can bound the size of Y by β(G− r) ≤ βC(d− 1).
Case 4: Assume that vc(G) = vc(G − r) + 1, that vertex r is contained in every
optimum vertex cover of G, and that r /∈ Y .
Note that graphG, vertex r and the minimal blocking set Y fulfill the requirements
of Lemma 5.20. Therefore, the set Y is also a minimal blocking set of G− r. This
implies that |Y | ≤ βC(d− 1) because G− r has elimination distance at most d−1
to graph class C.
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Case 5: Assume that vc(G) = vc(G−r)+1, that vertex r is contained in at least one,
but not all, optimum vertex covers of G, and that r /∈ Y .
Observe that N [r] ( V (G) because there exists a solution that does not contain
vertex r which implies that this solution contains N(r). This in turn would imply
that if N [r] = V (G) then Y ⊆ V (G)\{r} = N(r) is not a blocking set of G which
would contradict the assumption.
This is the only case where we need that the class C is hereditary, because we have
to bound the size of a minimal blocking set in a subgraph of G − r. The graph
G, the vertex r and the set Y fulfill the conditions of Lemma 5.22. If Case 1 of
Lemma 5.22 holds then Y is a minimal blocking set of G − r and it follows that
|Y | ≤ β(G− r) ≤ βC(d− 1).
Next, assume that Case 2 of Lemma 5.22 holds. Since graph class C is hereditary
and deleting vertices of the elimination forest of G can only decrease the elimina-
tion distance, it follows that edC(G−N [r]) ≤ d−1. Thus, we can bound the size of
the set Y , which is a minimal blocking set of G−N [r], by β(G−N [r]) ≤ βC(d− 1)
(Observation 5.14).
Now, assume that Case 3 of Lemma 5.22 holds. Recall that Y = Y ′∪̇Ŷ where Y ′ is
a minimal blocking set in G−r and Ŷ = Y \Y ′ is a minimal blocking set in G−Y ′.
Thus, we can bound the size of Y ′ by β(G− r) ≤ βC(d− 1). The size of Ŷ is at
most β(G− Y ′ − r)− 1 because there exists a non-empty set Z ⊆ N(r) \ Y ′ such
that Ŷ ∪Z is a minimal blocking set of G−Y ′− r. Since G−Y ′− r is a subgraph
of G− r and the graph class C is hereditary it holds that edC(G′−Y ′− r) ≤ d−1.
This implies that |Ŷ | ≤ β(G− Y ′ − r) − 1 ≤ βC(d− 1) − 1 (Observation 5.14).
Combining the bound for Y ′ and Ŷ we obtain that |Y | ≤ 2βC(d− 1)− 1.
Overall, we showed that |Y | ≤ max{1, βC(d− 1) + 1, 2βC(d− 1) − 1}. For d = 1
and βC = 1 this implies that |Y | ≤ 2 = 21−1 + 1 because βC(0) = βC = 1. Thus,
βC(1) ≤ 21−1 + 1 because we picked an arbitrary graph G with edC(G) = 1, and an
arbitrary minimal blocking set of G.
If d ≥ 2 or βC ≥ 2, then it holds that max{1, βC(d− 1) + 1, 2βC(d− 1) − 1} =
2βC(d− 1) − 1 because βC(d− 1) ≥ 2. Hence, we can bound the size of the set Y by
2βC(d− 1)−1 when d ≥ 2 or βC ≥ 2. Furthermore, we can bound βC(d) by 2βC(d− 1)−1
when d ≥ 2 or βC ≥ 2 because we picked an arbitrary graph G with edC(G) ≤ d as well
as an arbitrary minimal blocking set of G.
For βC = 1 and d ≥ 2 this leads to the following upper bound for βC(d):




− 1 = 2d−1 + 1
The second inequality follows from the induction hypothesis. Finally, we show the
upper bound for βC(d) for the case that βC ≥ 2 (and d ≥ 1):
βC(d) ≤ 2 · βC(d− 1) ≤ 2 ·
(
(βC − 1)2(d−1) + 1
)
− 1 = (βC − 1)2d + 1
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Again, the second inequality follows from the induction hypothesis. This concludes the
proof. 
It follows from Theorem 5.12 and Theorem 5.17 that the bound for βC(d) is tight for
all hereditary graph classes C, proving Theorem 5.1.
Theorem 5.1. Let C be a robust hereditary graph class where βC is bounded. For every
integer d ≥ 1 it holds that
βC(d) =
{
2d−1 + 1 , if βC = 1,
(βC − 1)2d + 1 , if βC ≥ 2.
Non-hereditary graph classes. In the remaining part of this section, we will show
that we can obtain an upper bound for βC(d) even if C is not hereditary, but fulfills
some other additional properties. Nevertheless, this leads to a weaker upper bound.
Definition 5.23. We say that a graph class C is f -solid, if βC+c ≤ f(c) = f(βC , c) for
a computable function f .
As mentioned earlier, the requirement that graph class C is f -solid is not unnatural:
Any graph that has a C-modulator of size at most d has elimination distance at most
d to class C. Thus, if there exists an upper bound for βC(d) then there exists an upper
bound for the minimal blocking set size of graphs that have a C-modulator of size at
most d. Assume that the minimal blocking set size of a graph G that has a C-modulator
of size at most c is bounded by f(c), and let G be a graph that is contained in class
C + c. Since every connected component H of graph G has a C-modulator of size at
most c, it follows that β(H) ≤ f(c) for all connected components H of G. Together
with the fact that β(G) = max{β(H) | H connected component of G} it follows that
βC+c ≤ f(c).
Observation 5.24. It holds that βC < βC+1 for all classes C (Observation 5.14). This
implies that βC+c ≥ 2 for all c ≥ 1.
Theorem 5.25. Let C be an f -solid and robust graph class where βC is bounded, and










− 2d + 1.
To prove Theorem 5.25 we need an additional lemma that allows us to bound the
size of a minimal blocking set of subgraphs of G−r, where G is a connected graph with
edC(G) ≤ d and where r is the root of an optimum elimination forest of G to graph
class C.
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Lemma 5.26. Let C be a robust graph class, let G be a connected graph with edC+c(G) =
d, let r be the root of an optimum elimination forest F of G to graph class C + c
with c ≥ 0, and let Z ⊆ V (G) such that vc(G − Z) + |Z| = vc(G). It holds that
β(G− Z − r) ≤ βC+c+1(d− 1).
Proof. We construct a graph Ĝ with edC+c+1(Ĝ) = d−1 that has the property that for
every minimal blocking set Y of G − Z − r there exists a (possibly empty) set Ẑ ⊆ Z
such that Y ∪ Ẑ is a minimal blocking set of Ĝ.
To construct graph Ĝ from graph G we first delete all vertices from Z that are part
of the elimination forest F of G to graph class C + c. Let Z ′ ⊆ Z be the vertices of Z
that are contained in the base components of the elimination forest F of G to graph
class C + c. Observe that edC+c(G− Z \ Z ′) ≤ d because we only delete vertices of the
elimination forest F . Let H be the set of base components of the elimination forest F
of G to graph class C + c. We can assume, without loss of generality, that each base
component of the elimination forest of G to graph class C + c is connected because
C, and therefore, also C + c are robust. Thus, we can split every disconnected base
component of an elimination forest to graph class C + c into its connected components
without changing the height of the elimination forest.
For base component H ∈ H with V (H)∩Z ′ 6= ∅ we add a vertex vH to graph H and
connect it to all vertices in Z ′ ∩ V (H). The resulting graph is G̃. Note that we add at
most one vertex to each base component in H, and that every graph in H is connected.
Thus, every base component in H now belongs to the class C+ c+ 1 which implies that
edC+c+1(G̃) ≤ d (because we can use the same elimination forest as for G − Z \ Z ′).
Finally, we delete vertex r from G̃ to obtain Ĝ. It holds that edC+c+1(Ĝ) ≤ d − 1,
because r is the root of an optimum elimination forest of G̃ to graph class C + c+ 1.
First, we show that vc(Ĝ) = vc(G − Z − r) + |Z ′|. Let X be an optimum vertex
cover of G−Z − r. The set X ∪Z ′ is a vertex cover of Ĝ because G− (Z \Z ′)− r is a
subgraph of Ĝ and because every newly added vertex is only adjacent to vertices in Z ′.
Hence, vc(Ĝ) ≤ vc(G− Z − r) + |Z ′|.
For the other direction, let X̂ be an optimum vertex cover of Ĝ. If Z ′ ⊆ X̂ then
X̂ \ Z ′ is a vertex cover of G − Z − r of size vc(Ĝ) − |Z ′|. Note that X̂ does not
contain any newly added vertex in this case because these vertices are only adjacent
to vertices in Z ′. If X̂ contains a newly added vertex then we add r as well as Z \ Z ′
to X̂ and delete all newly added vertices from X̂. The resulting set is a vertex cover
of G of size at most vc(Ĝ) + |Z \ Z ′| because G − (Z \ Z ′) − r is a subgraph of Ĝ
and because the set X̂ contains at least one newly added vertex. Together with the
assumption that vc(G) = vc(G − Z) + |Z| ≥ vc(G − Z − r) + |Z| it follows that
vc(G − Z − r) ≤ vc(G) − |Z| ≤ vc(Ĝ) + |Z \ Z ′| − |Z| = vc(Ĝ) − |Z ′|. Overall, we
showed that vc(Ĝ) = vc(G− Z − r) + |Z ′|.
Let Y be a minimal blocking set of G−Z− r. We will show that Y ∪Z ′ is a blocking
set of Ĝ. Assume for contradiction that Y ∪ Z ′ is not a blocking set of Ĝ, and let X̂
be an optimum vertex cover of Ĝ that contains Y ∪ Z ′. This implies that X̂ \ Z ′ is an
optimum vertex cover of G−Z − r that contains Y because G−Z − r is a subgraph of
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Ĝ, because Z ′ ⊆ X̂, and because vc(Ĝ) = vc(G − Z − r) + |Z ′|. This contradicts the
assumption that Y is a (minimal) blocking set of G− Z − r and proves that Y ∪ Z ′ is
a blocking set of Ĝ.
Now, let Ŷ ⊆ Y ∪Z ′ be a minimal blocking set of Ĝ. We will show that Y ⊆ Ŷ . This
directly implies that β(G− Z − r) ≤ β(Ĝ) ≤ βC+c+1(d− 1). Observe that Z ′ is not
a blocking set of Ĝ because there exists an optimum vertex cover of Ĝ that contains
Z ′, namely every optimum vertex cover of G − Z − r together with the set Z ′; hence
Ŷ \ Z ′ 6= ∅. If Ŷ \ Z ′ ( Y then Ŷ \ Z ′ is not a blocking set of G− Z − r because Y is
a minimal blocking set of G−Z − r. Thus, there exists an optimum vertex cover X of
G − Z − r which contains the set Ŷ \ Z ′ ( Y . But, X̂ = X ∪ Z ′ is a vertex cover of
Ĝ, because G − (Z \ Z ′) − r is a subgraph of Ĝ and every newly added vertex is only
adjacent to vertices in Z ′. Furthermore, X̂ is an optimum vertex cover of Ĝ because
|X̂| = |X| + |Z ′| = vc(G − Z − r) + |Z ′| = vc(Ĝ), and it holds that Ŷ ⊆ X̂. This
contradicts the assumption that Ŷ is a (minimal) blocking set of Ĝ, and concludes the
proof. 
Now, we are able to prove Theorem 5.17 using the above lemma.
Proof of Theorem 5.25. The proof of Theorem 5.25 is very similar to the proof of The-
orem 5.17. We prove Theorem 5.25 also by induction over the integer d, and for every
integer d we show that for all graphs G with edC+c(G) ≤ d, and every minimal blocking
set Y of G, we can bound the size of Y by the claimed upper bound. Furthermore, we
use the same definition by cases as in the proof of Theorem 5.25.
In the base case assume that d = 0. Every graph G with edC+c(G) = 0 is a graph of







For the inductive step we assume that the statement holds for all integers less than d,
and for all f -solid, robust graph classes C + c with c ≥ 0.
Let C be any f -solid, robust graph class where βC is bounded, let G be any graph
with edC+c(G) ≤ d, and let Y be a minimal blocking set of G. As in the proof of
Theorem 5.17 we can assume that the graph G is connected. Let r be the root of an
optimum elimination forest of G to graph class C + c. We show that Y has the desired
size by distinguishing between the same five cases as in Theorem 5.17:
Observe that Cases 1 to 4 of the proof of Theorem 5.17 never used that the graph
class C is hereditary. We only used that we can bound β(G− r) using our induction
hypothesis. Thus, even when graph class C + c is not hereditary, we obtain the same
bound for the size of a minimal blocking set Y in these cases, because edC+c(G− r) ≤
d − 1. Recall that Case 2 leads to the worst upper bound for the size of Y , namely
|Y | ≤ β(G− r) + 1 ≤ βC+c(d− 1) + 1.
Now, we consider the remaining case where we assumed that the graph class C is
hereditary.
Case 5: Assume that vc(G) = vc(G−r)+1, that vertex r is contained in at least one,
but not all, optimum vertex covers of G, and that r /∈ Y .
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Observe, the graph G, the vertex r, and the set Y fulfill the requirements of
Lemma 5.22.4 As in the proof of Theorem 5.17 we distinguish between the three
cases of Lemma 5.22. If Case 1 of Lemma 5.22 holds then Y is also a minimal
blocking set of G − r which implies that |Y | ≤ β(G− r) ≤ βC+c(d− 1). Next,
assume that Case 2 of Lemma 5.22 holds. Thus, the set Y = Y \ N [r] is also a
minimal blocking set of G−N [r]. Since there exists an optimum vertex cover of G
that contains the set N(r) it follows from Lemma 5.26 that |Y | ≤ β(G−N [r]) ≤
βC+c+1(d− 1).
Finally, assume that Case 3 (and neither Case 1 or Case 2) of Lemma 5.22 holds.
As in the proof of Case 5 of Theorem 5.25 we bound the size of the minimal
blocking set Y ′ ( Y of G− r and the minimal blocking set Ŷ = Y \ Y ′ of G− Y ′.
Obviously, the size of Y ′ is at most βC+c(d− 1) because edC+c(G − r) ≤ d − 1.
Recall, the size of Ŷ is at most β(G− Y ′ − r) − 1 because Ŷ is not a blocking
set of G − Y ′ − r whereas Ŷ ∪ Z ⊆ Ŷ ∪ (N(r) \ Y ′) is a minimal blocking set of
G − Y ′ − r for a set Z ′ ⊆ N(r) \ Y ′. Since Y ′ ( Y and since Y is a minimal
blocking set of G, there exists an optimum vertex cover of G that contains the
set Y ′. Thus, we can use Lemma 5.26 to bound the size of β(G− Y ′ − r) by
βC+c+1(d− 1). Hence, it holds that |Ŷ | ≤ β(G− Y ′ − r)− 1 ≤ βC+c+1(d− 1)− 1.
We obtain that |Y | ≤ βC+c(d− 1) + βC+c+1(d− 1)− 1.
Overall, we can bound the size of Y by βC+c(d− 1) + βC+c+1(d− 1) − 1, because
βC+c′(d) ≥ 2 when c′ ≥ 1 (see Observation 5.24). Together with the induction hy-
pothesis we can bound the size of Y as follows:
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This concludes the proof. 
4It holds that N [r] ( V (G). Otherwise, it would hold that Y is not a blocking set of G (see proof of
Theorem 5.17 Case 5.)
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Recall, Clp = {G graph | vc(G) = lp(G)} is the set of graphs where the size of an
optimum vertex cover equals the value of an optimum LP solution.5 It holds that every
graph G ∈ Clp + c is a c-quasi-integral graph: Let H be a connected component of G,
and let XH ⊆ V (H) of size at most c such that H − XH ∈ Clp (exists by definition
of C + c). It holds that vc(H − XH) + |XH | ≥ vc(H), that lp(H − XH) ≤ lp(H),
and that vc(H − XH) = lp(H − XH) because H − XH ∈ Clp. This implies that
vc(H) − lp(H) ≤ |XH | ≤ c and shows that G is c-quasi-integral. Thus, it follows
from Theorem 5.7 that Clp is a non-hereditary graph class that is f -solid with f(c) =
f(βC , c) = 2c+ βClp = 2c+ 2 because C + c ⊆ Cc-qi.
Corollary 5.27. It holds that βClp(d) ≤ (βClp + d− 1) · 2d + 1 = (d+ 1) · 2d + 1.
Proof. This follows directly from Theorem 5.25, because Clp is a (2c+βClp)-solid graph















(2 · i+ 2)− 2d + 1
= (d+ 1) · 2d + 1 
5.4. Summary
In this chapter we showed for some robust graph classes C, that have bounded minimal
blocking set size, that variations of C also have bounded minimal blocking set size. We
started by giving tight bounds for the minimal blocking set size of the classes Cd-qf,
Cd-qb, Cd-qi and C2lp−mm. Using half-integral optimum solutions to LP(G−Y ), where Y
is a minimal blocking set whose size we want to bound, and by considering the complete
graph with d+ 2 and 2d+ 2 vertices, we showed that Cd-qf = d+ 2, that Cd-qb = d+ 2,
and that Cd-qi = 2d+ 2.
Afterwards, we generalized this result for robust hereditary graph classes C where βC
is bounded, by showing that for all d ≥ 1 it holds that βC(d) = 2d−1 + 1, if βC = 1
and that βC(d) = (βC − 1)2d + 1, if βC ≥ 2. We were also able to obtain a bound for
the value βC(d) for some non-hereditary graph classes if these classes are f -solid. More








−2d+1, if C is a robust, f -solid graph
class where βC is bounded. This bound is weaker than the bound for robust, hereditary
graph classes and we do not know whether this bound is tight.
5The graph class Clp is robust because for every graph G with vc(G) = lp(G) it holds for every




KERNELIZATION FOR VERTEX COVER
6.1. Introduction
In this chapter, we will combine the results from Chapter 4 and Chapter 5 to ob-
tain polynomial kernelizations for Vertex Cover parameterized by the size of a C-
modulator or a (C, d)-modulator.
First, we use the bounds for the minimal blocking set size of Section 5.2 to ob-
tain polynomial kernels for Vertex Cover parameterized by the size of C-modulator
where C is the class of d-quasi-forests, d-quasi-bipartite graphs or d-quasi-integral graphs
(Section 6.2). This generalizes, for example, the polynomial kernel for Vertex Cover
parameterized by the size of a modulator to a pseudoforest [FS16]. Furthermore, using
Theorem 4.3 we even improve the kernel size for Vertex Cover parameterized by the
size of a modulator to a pseudoforest.
Second, our bounds for the minimal blocking set size relative to elimination distances
(Section 5.3) allow us to generalize and combine previous polynomial kernelization re-
sults for Vertex Cover (Section 6.3). We state this explicitly for elimination distances
to hereditary graph classes.
Theorem 6.1. Let C be a hereditary and robust graph class for which βC is bounded, such
that Vertex Cover has a (randomized) polynomial kernelization parameterized by the
size of a modulator to C. Then Vertex Cover also has a (randomized) polynomial
kernelization parameterized by the size of a modulator to graphs of bounded elimination
distance to C.
As an example, this combines known polynomial kernels relative to the size of modu-
lators to a forest [JB13] respectively to graphs of bounded treedepth [BS19] to polyno-
mial kernels relative to a modulator to graphs of bounded forest elimination distance.
Similarly, the randomized polynomial kernel for Vertex Cover parameterized by a
98 6. Kernelization for Vertex Cover
modulator to bipartite graphs is generalized to a modulator to graphs of bounded bi-
partite elimination distance. The approach to this result (also in the non-hereditary
case) uses our bounds for minimal blocking set size relative to elimination distances
and, apart from that, is inspired by the result of Bougeret and Sau [BS19]. Intuitively,
these kernels are obtained by suitable reductions to the known kernelizable cases, and
thus carry over their properties (e.g., being deterministic or randomized).
As an explicit example for the non-hereditary case, we state a new kernelization result
relative to the size of a modulator to the class of graphs of bounded elimination distance
to Clp, i.e., bounded elimination distance to graphs where optimum vertex cover size
equals optimum fractional vertex cover size (Section 6.3.2).
Theorem 6.2. Vertex Cover admits a randomized polynomial kernel parameterized
by the size of a modulator to graphs that have bounded elimination distance to Clp.
This result subsumes several polynomial kernelizations for Vertex Cover (except
for their size bounds).
6.2. C-Modulators
To obtain kernelizations for Vertex Cover parameterized by the size of a Cd-qf-
modulator, Cd-qb-modulator, or Cd-qi-modulator we use the kernelizations for Vertex
Cover parameterized by the size of a feedback vertex set [JB13], the size of an odd
cycle transversal [KW12], or the difference between an optimum vertex cover and an
optimum LP solution [KW12], respectively.
Theorem 6.3. Let Cd-qf be the class of d-quasi-forests. Vertex Cover parameterized
by the size of a Cd-qf-modulator X admits a kernel with O(|X|3 + d3|X|3d+6) vertices.
Proof. Let (G, k,X) be an instance of Vertex Cover parameterized by the size of
a Cd-qf-modulator. It follows from Theorem 4.3 that there exists a polynomial time al-
gorithm that given instance (G, k,X) of Vertex Cover parameterized by the size of
a Cd-qf-modulator returns an equivalent instance (G̃, k̃,X) of Vertex Cover param-
eterized by the size of a Cd-qf-modulator where G̃ − X has at most |X|
βCd-qf = |X|d+2
connected components, because Cd-qf is a hereditary graph class with βCd-qf = d+ 2 on
which vertex cover is solvable in polynomial time.
Now, we add for each of the at most |X|d+2 connected components of G̃−X a feedback
vertex set of size at most d to X. Let Z be the union of these feedback vertex sets. It
holds that Z contains at most d · |X|d+2 vertices, namely, at most d vertices from each of
the |X|d+2 connected components of G̃−X. We add the vertex set Z to the modulator
X to obtain an instance (G̃, k̃, X̃ = X ∪ Z) of Vertex Cover parameterized by the
size of a Cforest-modulator, where Cforest is the class of forests.
The instances (G̃, k̃,X) and (G̃, k̃, X̃) are obviously equivalent. To prove that we can
construct (G̃, k̃, X̃) in polynomial time, we only have to show that we can find the set
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Z in polynomial time. This holds, because we can find a feedback vertex of constant
size in polynomial time.
Finally, we apply the kernelization algorithm for Vertex Cover parameterized
by the size of a Cforest-modulator of Jansen and Bodlaender [JB13] to the instance
(G̃, k̃, X̃) of Vertex Cover parameterized by the size of a Cforest-modulator to obtain
in polynomial time an equivalent instance (G′, k′, X ′) of Vertex Cover parameterized
by the size of a Cforest-modulator. Obviously, (G′, k′, X ′) is also an instance of Vertex
Cover parameterized by the size of a Cd-qf-modulator.
To conclude the proof, we have to bound the number of vertices in G′. It holds that
instance (G′, k′, X ′) has at most 2|X̃| + 28|X̃|2 + 56|X̃|3 vertices [JB13, Corollary 2].
Since X̃ = X ∪ Z, and since |Z| ≤ d · |X|d+2, this leads to the desired bound for the
size of V (G′):
|V (G′)| ≤ 2|X̃|+ 28|X̃|2 + 56|X̃|3
≤ 2(d · |X|d+2 + |X|) + 28(d · |X|d+2 + |X|)2 + 56(d · |X|d+2 + |X|)3
∈ O(|X|3 + d3|X|3d+6).
This concludes the proof. 
The kernelization for Vertex Cover parameterized by the size of a Cd-qb-modulator
is similar to the kernelization for Vertex Cover parameterized by the size of a Cd-qf-
modulator. The only difference is that we apply the kernelization for Vertex Cover
parameterized by an odd cycle transversal instead of parameterized by a feedback vertex
set after reducing the number of connected components.
Theorem 6.4. Let Cd-qb be the class of d-quasi-bipartite graphs. Vertex Cover
parameterized by the size of a Cd-qb-modulator X admits a randomized polynomial kernel
with O(|X|6 + d6 · |X|6d+12) vertices.
Proof. Let (G, k,X) be an instance of Vertex Cover parameterized by the size of
a Cd-qb-modulator. As for the kernelization for Vertex Cover parameterized by the
size of a Cd-qf-modulator, we can apply Theorem 4.3 to obtain in polynomial time an
equivalent instance (G̃, k̃,X) of Vertex Cover parameterized by the size of a Cd-qb-
modulator where G̃−X has at most |X|βCd-qf = |X|d+2 connected components, because
Cd-qb is a hereditary graph class on which Vertex Cover is solvable in polynomial
time, and because βCd-qb is bounded.
Next, we add for each connected component of G̃ − X an odd cycle transversal of
size at most d to the modulator X. Let Z be the union of these odd cycle transversals.
Observe that |Z| ≤ d · |X|d+2 (as before) and that G̃− (X ∪ Z) is a bipartite graph.
Finally, we apply the randomized polynomial kernelization algorithm for Vertex
Cover parameterized by the size of a modulator to a bipartite graph due to Kratsch
and Wahlström [KW12] to the instance (G̃, k̃, X̃ = X ∪ Z). This leads to an instance
(G′, k′, X ′) of Vertex Cover parameterized by the size of a modulator to a bipartite
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graph where V (G′) is polynomially bounded in |X̃|. Since X̃ = X ∪ Z it follows that
|X̃| ≤ |X|+d · |X|d+2. Overall, this leads to the desired bound for |V (G′)| = O(|X̃|6) =
O(|X|6 + d6 · |X|6d+12) and concludes the proof. 
The kernelization for Vertex Cover parameterized by the size of a Cd-qi-modulator
differs a little bit from the previous ones. After reducing the number of instances we
have to show that we can bound the difference between an optimum vertex cover and
an optimum LP solution in the remaining graph using the size of the Cd-qi-modulator X.
It does not help to add some vertices to the modulator because we want to apply the
kernel for Vertex Cover parameterized by the difference between an optimum vertex
cover and an optimum LP solution.
Theorem 6.5. Let Cd-qi be the class of d-quasi-integral graphs. Vertex Cover pa-
rameterized by the size of a Cd-qi-modulator admits a randomized polynomial kernel with
O(|X|6 + d6 · |X|12d+12) vertices.
Proof. Let (G, k,X) be an instance of Vertex Cover parameterized by the size of a
Cd-qi-modulator. The graph class Cd-qi is not hereditary but robust by definition. We
will show that we can solve Vertex Cover in polynomial time on graphs of graph class
Cd-qi +1, by proving that every graph of graph class Cd-qi +1 is (d+1)-quasi-integral. Let
G be a graph of graph class Cd-qi + 1, and let H be an arbitrary connected component
of G. Since G is contained in graph class Cd-qi + 1 there exists a vertex vH ∈ V (H) such
that H−vH ∈ Cd-qi. This implies that vc(H−vH) ≤ lp(H−vH)+d. Obviously, it holds
that vc(H) ≤ vc(H − vH) + 1, and that lp(H − vH) ≤ lp(H). Combining these three
inequalities we obtain that vc(H) ≤ vc(H−vH)+1 ≤ lp(H−vH)+d+1 ≤ lp(H)+d+1.
Thus, for every connected component H of G it holds that vc(H) ≤ lp(H) + d + 1
which implies that G is (d+ 1)-quasi-integral.
Since d is a constant and Vertex Cover is fixed-parameter tractable when pa-
rameterized by the difference between an optimum vertex cover and an optimum LP
solution, we can compute a vertex cover of every graph in graph class Cd-qi, as well as
Cd-qi +1, in polynomial time. Thus, we can apply Theorem 4.12 to obtain in polynomial
time an equivalent instance (G̃, k̃,X) of Vertex Cover parameterized by the size of
a Cd-qi-modulator, where G̃−X has at most |X|2d+2 connected components.
Note that a vertex cover in G̃−X together with the set X is a vertex cover of G̃ and
that the size of this vertex cover is vc(G̃−X) + |X|. We can assume that k̃ is strictly
smaller than the size of this vertex cover. Otherwise the set X ∪ S̃ is a vertex cover of
G of size at most k̃ that we can compute in polynomial time, where S̃ is a minimum
vertex cover of G̃−X. Thus, in the following we assume that vc(G̃−X) + |X| > k̃.
Finally, we apply the randomized kernelization algorithm for Vertex Cover above
lp [KW12] to the instance (G̃, k̃) to obtain in polynomial time an instance (G′, k′) of
Vertex Cover above lp where V (G′) has size at most O((k̃ − lp(G̃))6). Next, we
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will show that we can bound k̃ − lp(G̃) polynomially in the size of X:
k̃ − lp(G̃) ≤ k̃ − lp(G̃−X)
= k̃ −
∑




H c.c of G̃−X
(vc(H)− d)
< vc(G̃−X) + |X| −
∑
H c.c of G̃−X
vc(H) +
∑
H c.c of G̃−X
d
= vc(G̃−X) + |X| − vc(G̃−X) + |X|2d+2d
≤ |X|+ |X|2d+2d
This implies that V (G′) has at most O((|X|+ |X|2d+2d)6) = O(|X|6 + d6 · |X|12d+12)
vertices. Now, the instance (G′, X ′ = V (G′), k′) is an equivalent instance of Vertex
Cover parameterized by the size of a Cd-qi-modulator that has the desired number of
vertices. This concludes the proof. 
6.3. (C, d)-Modulators
In Section 4.4.1 we have seen necessary assumptions on a graph class C such that the
number of connected components outside the C-modulator could be efficiently reduced.
We want to apply Reduction Rule 4.1 also for instances of Vertex Cover parame-
terized by the size of a (C, d)-modulator. Hence, we start by extending these results to
using (C, d)-modulators, instead of C-modulators.
Lemma 6.6. Let C be a hereditary graph class on which Vertex Cover is polynomial-
time solvable. In polynomial time we can compute an optimum Vertex Cover of a
graph G with edC(G) ≤ d, when d is a fixed constant.
Proof. We prove this via induction over the elimination distance of graph G. Obviously,
if edC(G) = 0 then G is a graph of the class C; thus we can compute an optimum vertex
cover in polynomial time.
For the induction step, we assume that we can solve Vertex Cover in polynomial
time on graphs G with edC(G) < d.
Assume that d = edC(G) > 0. Let G1, G2, . . . , Gh be the connected components of
G. It is enough to compute the optimum vertex cover of each connected component Gi
of G with 1 ≤ i ≤ h because vc(G) =
∑h
i=1 vc(Gi). Let ri be the root of an optimum
elimination tree Fi of graph Gi. We distinguish between the case that ri is contained
in the optimum vertex cover or not. Hence,
vc(Gi) = min{vc(Gi − ri) + 1,vc(Gi −N [ri]) + |N(ri)|}.
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Observe that the graphs Gi − ri and Gi − N [ri] have elimination distance less than d
to C: This is clear for Gi − ri by removing ri from the elimination tree Fi of Gi. For
Gi − N [ri] we can similarly remove N [ri] 3 ri from the elimination tree Fi of Gi to
see this, using that C is hereditary. By the inductive assumption we can compute an
optimum vertex cover for both graphs in polynomial time, which shows that we can
compute an optimum vertex cover of G in polynomial time. Note that while the running
time is polynomial for d constant, it may depend exponentially on d. 
Corollary 6.7. Reduction Rule 4.1 is applicable in polynomial time on graphs G with a
given (C, d)-modulator X, where C is a hereditary graph class on which Vertex Cover
is solvable in polynomial time, and where βC is bounded.
Proof. Since C is hereditary and Vertex Cover is solvable in polynomial time on C, it
follows from Lemma 6.6 that we can efficiently solve Vertex Cover in graphs G with
edC(G) ≤ d. Furthermore, it follows from the fact that βC is bounded and Theorem 5.25
that βC(d) is bounded. Finally, it follows from Lemma 4.10 that we can apply Reduction
Rule 4.1 in polynomial time, because the class of graphs with elimination distance at
most d to a hereditary graph class C is also hereditary. 
For non-hereditary graph classes C we again need that Vertex Cover is solvable
in polynomial time on the graph class C + c with c constant. Here C + 1 is not enough
because in each recursive step we add a vertex to some of the base components.
Lemma 6.8. Let C be a robust graph class on which Vertex Cover is polynomial-time
solvable. Furthermore, assume that Vertex Cover is polynomial-time solvable on the
graph class C + c for every constant c ∈ N. In polynomial time we can compute an
optimum Vertex Cover of a graph G with edC(G) ≤ d.
Proof. Again, we use induction to prove the lemma. The construction is similar to the
construction of Lemma 5.26. For the base case assume that edC(G) = 0. This implies
that G is a graph of the class C. Hence, we can compute an optimum vertex cover in
polynomial time.
For the induction step, we assume that we can solve Vertex Cover in polynomial
time on graphs G with edC(G) < d for all graph classes C that fulfill the requirements
of the lemma.
Let G be a graph with edC(G) = d > 0. Let G1, G2, . . . , Gh be the connected
components of G. Again, it is sufficient to compute the optimum vertex cover of each
connected component separately. Let Gi be a connected component of G and let ri be
the root of an optimum elimination tree Fi of Gi. As before, we want to compute an
optimum vertex cover of Gi − ri and Gi −N [ri]. Since ri is the root of the elimination
tree of Gi it holds that edC(Gi−ri) = d−1. Hence, we can compute an optimum vertex
cover of Gi − ri in polynomial time for d constant.
To compute an optimum vertex cover of Gi −N [ri] we construct the graph Ĝi as in
the proof of Lemma 5.26. Let Z ′ ⊆ N(ri) the set of vertices in N(ri) that are contained
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in the base components of the elimination tree Fi of Gi. It holds that edC+1(Ĝi) ≤ d−1.
Observe that vc(Ĝi) ≤ vc(Gi − N [ri]) + |Z ′| because every optimum vertex cover of
Gi − N [ri] together with the set Z ′ is a vertex cover of Ĝi. If N(ri) is not a blocking
set of Gi then vc(Gi −N [ri]) = vc(Ĝi)− |Z ′| (see proof of Lemma 5.26).
If N(ri) is a blocking set of Gi then there exists an optimum vertex cover of Gi that
contains ri. Furthermore, it holds that vc(Ĝi) − |Z ′| + |N(ri)| ≥ vc(Gi) when N(ri)
is a blocking set of Gi: Let Ŝ be an optimum vertex cover of Ĝi. We add all vertices
in N(ri) \ Z ′ to Ŝ and denote the resulting set by S′. Recall that Z ′ ⊆ N(ri) which
implies that |S′| = |Ŝ| + |N(ri)| − |Z ′|. If Z ′ ⊆ Ŝ then S′ is a vertex cover of Gi that
contains N(ri). This implies that |S′| > vc(Gi) because N(ri) is a blocking set of Gi.
Since |S′| = |Ŝ|+ |N(ri)\Z ′| we obtain that vc(Gi) < vc(Ĝ)−|Z ′|+ |N(ri)|. If Z ′ * Ŝ
then Ŝ contains some newly added vertices. Hence, S = S′ ∩ V (Gi) ∪ {r} is a vertex
cover of Gi of size at most |S′|. It holds that vc(Gi) ≤ |S| = |S′ ∩ V (Gi)| + |{r}| ≤
|S′| = |Ŝ|+ |N(ri) \ Z ′| = vc(Ĝ)− |Z ′|+ |N(ri)|.
Overall, this implies that vc(Gi) = min{vc(Gi−N [ri]) + |N(ri)|,vc(Gi− ri) + 1} =
min{vc(Ĝi) − |Z ′| + |N(ri)|,vc(Gi − ri) + 1}. As mentioned above, it holds that
edC+1(Ĝi) ≤ d − 1. The graph class C + 1 fulfills the desired properties of the lemma
if C fulfills these properties, because (C + 1) + 1 = C + 2. Thus, we can compute an
optimum vertex cover of Ĝi in polynomial time for constant d. Again, the running time
may depend exponentially on d. 
For the next corollary, observe that in particular βC(d) is bounded if C is known to be
either hereditary or f -solid, by Theorems 5.17 and 5.25.
Corollary 6.9. Reduction Rule 4.1 is applicable in polynomial time on graphs G with a
given (C, d)-modulator X, where C is a robust graph class with the properties that βC(d)
is bounded for any constant d and that Vertex Cover is polynomial-time solvable on
the graph class C + c for constant c.
Proof. It follows from Lemma 6.8 that we can solve Vertex Cover in polynomial
time on graphs G with edC(G) ≤ d for any constant d. It then follows from Lemma 4.11
that we can verify whether a given set of vertices is a blocking set in G with edC(G) ≤ d,
as adding a single vertex to G increases its elimination distance to C by at most one.
The statement now follows from Lemma 4.9. 
6.3.1. General Results
In this section, we show that Vertex Cover parameterized by the size of a (C, d)-
modulator has a polynomial kernel when the graph class C fulfills some additional prop-
erties. The assumptions that βC(d) is bounded and that Vertex Cover is polynomial-
time solvable on the considered graph class are necessary, if these assumptions fail a
polynomial kernel is unlikely to exist. The same holds for the assumption that Ver-
tex Cover parameterized by a C-modulator has a polynomial kernel. We additionally
require that C is a robust graph class that is either hereditary, or has the property that
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Vertex Cover is polynomial-time solvable on C + c. These assumptions will ensure
that our reduction rule can be applied in polynomial time.
Lemma 6.10. Let C be a robust graph class for which βC(d) is bounded and on which
Vertex Cover is polynomial-time solvable, such that C is hereditary or Vertex
Cover is polynomial-time solvable on C + c for all constants c.
Suppose Vertex Cover parameterized by the size of a C-modulator X̂ has a (ran-
domized) polynomial kernel with g(|X̂|) vertices. Then Vertex Cover parameter-
ized by the size of a (C, d)-modulator X has a (randomized) polynomial kernel with
O(g(|X|b)) vertices, where b =
∏d
i=1 βC(i).
Our kernelization for Vertex Cover parameterized by the size of a (C, d)-modulator
is similar to the kernelization for Vertex Cover parameterized by the size of a d-
treedepth modulator (see [BS19]). One difference is that we do not want to introduce
hyper-edges. For completeness, we give a short proof of Lemma 6.10.
Proof of Lemma 6.10. Like Bougeret and Sau [BS19] we reduce an instance (G, k,X)
of Vertex Cover parameterized by the size of a (C, d)-modulator to an instance
(G′, k′, X ′) of Vertex Cover parameterized by the size of a (C, d − 1)-modulator.
The bound on the number of vertices follows inductively.
We start by observing that Reduction Rule 4.1 can be applied in polynomial time:
If C is hereditary, it follows from Corollary 6.7 that Reduction Rule 4.1 can be ap-
plied in polynomial time. Otherwise, Vertex Cover is polynomial-time solvable on
graphs from C+ c for any constant c and it follows immediately from Corollary 6.9 that
Reduction Rule 4.1 can be applied in polynomial time.
To obtain the kernel, we first apply Reduction Rule 4.1 to instance (G, k,X) of
Vertex Cover parameterized by the size of a (C, d)-modulator. This leads to an
equivalent instance (G′, k′, X) of Vertex Cover parameterized by the size of a (C, d)-
modulator where the number of connected components in G′ − X is at most |X|βC(d)
(Theorem 4.8). Let Xr be the set of roots of an optimum elimination forest F of G′−X.
Thus, Xr contains at most |X|βC(d) vertices because every connected component of
G′ −X has exactly one root. Now, (G′, k′, X ∪Xr) is an instance of Vertex Cover
parameterized by the size of a (C, d−1)-modulator. Obviously, (G, k,X) is a yes-instance
if and only if (G′, k′, X ∪Xr) is a yes-instance.
It follows inductively that we can reduce the instance (G′, k′, X ∪ Xr) of Vertex
Cover parameterized by the size of a (C, d− 1)-modulator to an instance (Ĝ, k̂, X̂) of




















Since (Ĝ, k̂, X̂) is also an instance of Vertex Cover parameterized by the size of a
C-modulator, we can reduce instance (Ĝ, k̂, X̂) to an equivalent instance (G̃, k̃, X̃) of
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Vertex Cover parameterized by the size of a C-modulator with O(g(|X|b)) vertices
where b =
∏d
i=1 βC(i). This concludes the proof. 
Observe that in the above lemma statement, when Vertex Cover parameterized
by a C-modulator has a polynomial kernel, the fact that Vertex Cover is solvable
in polynomial time on graphs from C + c is immediate because the polynomial kernel
implies that the problem is fixed-parameter tractable in the parameter. Since in this
case the size of a C-modulator of each connected component is c, which is constant, the
result follows.
In the above theorem statement, we assume that βC(d) is bounded to obtain the
kernelization. We observe that for hereditary graph classes, this assumption is not
needed, as it follows from our results in Theorem 5.17 that it suffices to bound βC .
Furthermore, a bound on βC often comes naturally: if Vertex Cover parameterized
by a C-modulator has a polynomial kernel, it follows from Theorem 4.1 that, unless
NP ⊆ coNP/poly, there must exist a constant d such that βC ≤ d.
Theorem 6.1. Let C be a hereditary and robust graph class for which βC is bounded,
such that Vertex Cover has a (randomized) polynomial kernelization parameterized
by the size of a modulator to C. Then Vertex Cover also has a (randomized) poly-
nomial kernelization parameterized by the size of a modulator to graphs of bounded
elimination distance to C.
Proof. The result is immediate from Lemma 6.10, combined with the bound on βC(d)
for hereditary graph classes provided in Theorem 5.17. 
Similarly, for non-hereditary graph classes, it suffices if C is f -solid to obtain a poly-
nomial kernel. The size of the kernel depends on f .
Theorem 6.11. Let C be a robust and f -solid graph class for which βC is bounded
and for which Vertex Cover parameterized by the size of a C-modulator has a (ran-
domized) polynomial kernel. Then Vertex Cover parameterized by the size of a
(C, d)-modulator has a (randomized) polynomial kernel.
Proof. The result is immediate from Lemma 6.10, combined with the bound on βC(d)
for f -solid graph classes provided in Theorem 5.25. 
6.3.2. Kernel for Modulator to Bounded CLP Elimination Distance
In this section, we show how Theorem 6.2 follows from the general results in the previous
section, to have an explicit example for a non-hereditary base class C. That is, we show
how to get a randomized polynomial kernel for Vertex Cover parameterized by
the size of a modulator X such that G − X has bounded elimination distance to the
non-hereditary class Clp of graphs where integral and fractional vertex cover number
coincide.
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Combining Corollary 5.27 and Lemma 6.10 we can now generalize the kernelization
for Vertex Cover parameterized by the size of a d-treedepth modulator and pa-
rameterized by the difference between an optimum vertex cover and an optimum LP
solution using the size of a (Clp, d)-modulator as the parameter. The following theorem
subsumes Theorem 6.2.
Theorem 6.12. An optimum (Clp, d)-modulator of a graph G has at most the size of a
d-treedepth modulator of G and at most twice the size of vc(G)− lp(G). Furthermore,
Vertex Cover parameterized by the size of a (Clp, d)-modulator admits a randomized
polynomial kernel.
Proof. The empty graph is contained in Clp because both integral and fractional vertex
cover number are zero. It follows directly that the elimination distance to Clp is upper
bounded by the treedepth, i.e., edClp(G) ≤ td(G), and that every d-treedepth modulator
of G is also a (Clp, d)-modulator of G.
We showed in Lemma 3.8 that there exists a Clp-modulator in G of size at most
2 · (vc(G)− lp(G)). This modulator is also a (Clp, 0)-modulator of G. Hence, the size
of an optimum (Clp, d)-modulator of G is at most the size of a Clp-modulator of G which
is at most 2 · (vc(G)− lp(G)).
Now, we will show that Vertex Cover parameterized by the size of a (Clp, d)-
modulator admits a randomized polynomial kernel. It holds that βC(d) is bounded
(see Corollary 5.27). Furthermore, Vertex Cover parameterized by the size of a Clp-
modulator admits a randomized polynomial kernel because the size of the modulator is
at most the difference between an optimum vertex cover and an optimum LP solution,
and because Vertex Cover parameterized by the difference between an optimum
vertex cover and an optimum LP solution has a randomized polynomial kernel [KW12].
Furthermore, we can show that Vertex Cover is solvable in polynomial time on
graphs from Clp +c. Let G be a graph from Clp +c. Let H be any connected component
of G, and let XH ⊆ V (H) with |XH | ≤ c such that H−XH is connected and contained
in graph class Clp. It holds that vc(H) ≤ vc(H −XH) + |XH | and that lp(H −X) ≤
lp(H). Thereby, vc(H) − lp(H) ≤ vc(H − XH) + |XH | − lp(H − XH) ≤ c because
H −XH ∈ Clp which implies that vc(H −XH) = lp(H −XH). Since Vertex Cover
parameterized by vc(H)−lp(H) is fixed-parameter tractable [NRRS12], it follows that
when vc(H)− lp(H) is constant, the problem is solvable in polynomial time. Overall,
we showed that Vertex Cover is solvable in polynomial time on each connected
component of G ∈ Clp + c which implies that Vertex Cover is solvable in polynomial
time on graphs from Clp + c.
Thus, it follows from Lemma 6.10 that Vertex Cover parameterized by the size of
a (Clp, d)-modulator admits a randomized polynomial kernel. 
As mentioned above, Theorem 6.12 shows that choosing as parameter the size of a
(Clp, d)-modulator, generalizes two very general parameters for Vertex Cover that
are incomparable, namely the parameters size of a d-treedepth-modulator (with d con-
stant) and the difference between an optimum vertex cover and an optimum LP solu-
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tion. This indicates that the size of a (Clp, d)-modulator is a very general parameter for
Vertex Cover. Furthermore, it generalizes all, except one, kernelization results for
Vertex Cover. The only parameter that is not generalized by this parameter, and
for which a polynomial kernel is known, is the parameter ` = 2lp−mm.
6.4. Summary
In this chapter we combined the results of Chapter 4 and Chapter 5 to obtain poly-
nomial kernels for Vertex Cover parameterized by the size of a C-modulator or a
(C, d)-modulator. First of all, we generalized and improved the result of Fomin and
Strømme [FS16] by showing that Vertex Cover parameterized by the size of a Cd-qf-
modulator has a kernel with O(d3 · |X|3d+6) vertices. Next, we showed that Vertex
Cover parameterized by the size of a Cd-qb-modulator or the size of a Cd-qi-modulator
has a randomized polynomial kernel.
Let C be a robust graph class where βC is bounded and where C is either hereditary
or f -solid. We showed that Vertex Cover parameterized by the size of a (C, d)-
modulator has a (randomized) polynomial kernel if Vertex Cover parameterized by
the size of a C-modulator has a (randomized) polynomial kernel. This implies, for exam-
ple, that Vertex Cover parameterized by the size of a (Cforest, d)-modulator X has
a polynomial kernel with O(|X|3b) vertices where b =
∏d
i=1(2i + 1) and that Vertex
Cover parameterized by the size of a (Clp, d)-modulator has a randomized polynomial
kernel. Furthermore, we showed that the parameter size of a (Clp, d)-modulator gener-





CONCLUSION AND OPEN PROBLEMS
In this chapter we recapitulate the results of this part and state some open problems.
Motivated by the large number of positive and negative results for kernels for Vertex
Cover parameterized by the size of C-modulators for different graph classes C, we have
attempted to unify and generalize existing results using blocking sets.
First of all, we showed in Chapter 4 that bounded minimal blocking set size in C
is necessary but not sufficient to get a polynomial kernel for Vertex Cover when
parameterized by the size of a modulator X to a robust (or at least union-closed)
class C. We then showed that bounded minimal blocking set size suffices to efficiently
reduce the number of components of G − X assuming that C is robust (so deletion
of components lets G − X stay in C) and that we can efficiently compute optimum
vertex covers and test blocking sets in graphs of C. The obtained bound of O(|X|βC)
components is likely optimal because it matches the size of the lower bound proved
earlier, which requires only components of constant size. Thus, two key ingredients for
the existence of a polynomial kernel for Vertex Cover parameterized by the size of
a C-modulator are that Vertex Cover is polynomial-time solvable on C and that C
has bounded minimal blocking set size.
Starting from the work of Fomin and Strømme [FS16] we showed that d-quasi-forests
have bounded minimal blocking set size, and that this bound is tight (Section 5.2).
Afterwards, we also established tight bounds for the size of minimal blocking sets in
d-quasi-bipartite graphs and d-quasi-integral graphs. In a next step, motivated by the
bounds for minimal blocking sets that Bougeret and Sau [BS19] obtained relative to
bounded treedepth, we proved in Section 5.3 bounds for the minimal blocking set size
relative to elimination distances to classes C. We obtain the exact value for all hereditary
classes C and slightly weaker upper bounds for certain non-hereditary classes C.
In Chapter 6 we presented new results for polynomial kernels for Vertex Cover sub-
ject to structural parameters. Our polynomial kernel for Vertex Cover parameterized
by the size of a modulator to a d-quasi-forest shows that bounds on the feedback vertex
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set size are more meaningful for kernelization than the treewidth of G−X (recalling that
there is a lower bound for treewidth of G−X being at most two). By extending our ker-
nelization to work for modulators to (d-quasi-bipartite and) d-quasi-integral graphs, we
encompassed existing kernelizations for parameterization by distance to forests [JB13],
distance to max degree two [MRS18] (both previously subsumed by), distance to pseud-
oforests [FS16], and parameterization above fractional optimum [KW12]. Furthermore,
we enabled polynomial kernelization results for Vertex Cover parameterized by the
size of a (Cforest, d)-modulator or a (Clp, d)-modulator. Both parameters generalize the
parameter size of a d-treedepth modulator as well as the parameter size of a C-modulator
with C = Cforest or C = Clp, respectively.
Open problems. As future work it would be nice to get a similar kernelization re-
sult when parameterized by the size of a modulator to bounded elimination distance
to the graph class C2lp−mm where vc = 2lp − mm (i.e., minimum vertex cover size
equals two times fractional cost minus size of a maximum matching, cf. [GP16]), which
relates to the randomized kernelization for the corresponding above guarantee parame-
terization [Kra18]. This would essentially subsume and generalize all currently known
polynomial kernelizations for Vertex Cover (to which we came close with the result
for bounded elimination distance to Clp).
One way to achieve such a result is to bound the size of minimal blocking sets of graphs
G with d = vc(G)− (2lp(G)− mm(G)), for constant d. Since every minimal blocking
set of a graph G with vc(G) = 2lp(G)−mm(G) has size at most 3, a possible guess for
the largest minimal blocking set size of a graph G with d = vc(G)− (2lp(G)−mm(G))
could be 2d+ 3. Furthermore, the clique K of size 2d+ 3 has minimal blocking set size
2d+ 3 and it holds that vc(K)− (2lp(K)−mm(K)) = 2d+ 2− (2 · 2d+32 −
2d+2
2 ) = d.
A possible approach to bound the largest minimal blocking set size of such graphs is
similar to the proof of Lemma 5.9. Here, given a minimal blocking set Y of a graph G
that is contained in class C2lp−mm we reduce G to an 12 -quasi-integral graph G
′ such that
Y is also a minimal blocking set of G′. The question is whether given a minimal blocking
set Y of a graph G with d = vc(G)− (2lp(G)−mm(G)) can we reduce G to a (d+ 12)-
quasi-integral (or f(d)-quasi-integral) graph G′ such that Y is also a minimal blocking
set of G′. Observe that Reduction Rules 5.1 to 5.3 also hold when C is the class of graphs
where vc(G) + d = 2lp(G) − mm(G). But, we use that vc(G) = 2lp(G) − mm(G) to
prove Claim 5.10, i.e., the finial reductions do not work anymore.
It would also be nice to have tight bounds for the maximum size of minimal blocking
sets in the non-hereditary case, and to get such bounds with fewest possible technical
assumptions. Besides, it would be interesting whether there are matching upper bounds
for kernelization, e.g., whether the kernelization of Jansen and Bodlaender [JB13] for
modulators to forests can be improved to size O(|X|2).
Furthermore, we showed that to obtain polynomial kernels for Vertex Cover pa-
rameterized by the size of a modulator X to graph class C it is necessary that Vertex
Cover is polynomial time solvable on C and that βC is bounded. More precisely, we
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showed that bounded minimal blocking set size implies that we can bound the number
of connected components. A natural follow-up question is, what is necessary to reduce
the size of a component components in G−X? Do we need an extra assumption for C
or are these two assumptions sufficient?
Overall, as a result of this Part, there is now a solid understanding of which param-
eterizations of Vertex Cover lead to fixed-parameter tractability or existence of a
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Figure 7.1.: Parameter hierarchy for Vertex Cover, where we assume that the mod-
ulator is given in the input. The shadings indicated that the parameter-
ization is either para-NP-complete , FPT but conditionally lacking a
polynomial kernel , FPT with a polynomial kernel for constant d ,
or FPT with polynomial kernel . A line between two parameters indi-
cates that the lower parameter can be bounded in a function of the higher










INTRODUCTION TO EDGE DOMINATING SET
8.1. Introduction
In the Edge Dominating Set problem (EDS) we are given a graph G = (V,E), an
integer k, and need to determine whether there is a set F ⊆ E of at most k edges that
are incident with all (other) edges of G. It is one of the earliest-known NP-complete
problems highlighted by Garey and Johnson [GJ79]. It is well known that Edge Dom-
inating Set is related to matching problems: Clearly, every maximal matching is an
edge dominating set. In addition, given a (minimal) edge dominating set F one can
construct a maximal matching of size at most |F | in linear time as follows. Take any
edge e = {x, y} ∈ F that shares an endpoint with another edge in F . We assume,
without loss of generality, that x is also endpoint of another edge in F . First, if y is
also endpoint of another edge in F or if every neighbor of y is an endpoint of an edge in
F , then F −e is also an edge dominating set of G. Thus, we can delete e from F and we
decrease the number of edges that share an endpoint. Second, if y has a neighbor u that
is not an endpoint of any edge in F , then we replace edge e in F by edge e′ = {y, u}.
The resulting set F ′ = F \ {e} ∪ {e′} is an edge dominating set of G where less edges
share an endpoint. Hence, finding an edge dominating set of size at most k is equivalent
to finding a maximal matching of size at most k. This implies that Edge Dominating
Set admits a simple 2-approximation by taking any maximal matching of G.
Besides being related to matching problems, Edge Dominating Set is also related
to the Vertex Cover problem (cf. [Fer06]). Indeed, the endpoints of any edge dom-
inating set of size at most k are always a vertex cover of size at most 2k. Conversely,
given any vertex cover S ⊆ V one can find an edge dominating set of size between |S|2
and |S| as follows. Compute a maximum matching M of the graph induced by S. A
feasible edge dominating set then consists ofM together with a single edge incident with
each vertex of S that is exposed by M . Clearly, the set of endpoints of selected edges
contains S, thereby dominating all edges, and the size is as claimed. Unfortunately,
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taking just any (approximate) vertex cover or even a minimum one will not always
succeed in finding a minimum edge dominating set. To find an edge dominating set of
size at most k (if one exists), it does suffice, however, to try all minimal vertex covers
of size at most 2k. This and more elaborate branching strategies (still involving to
choose first the endpoints of the edge dominating set) have led to the currently fastest
parameterized algorithms for Edge Dominating Set [IN16].
The mentioned relation between Edge Dominating Set and Vertex Cover im-
plies that Edge Dominating Set parameterized by the solution size k is fixed-
parameter tractable because we can enumerate all minimal vertex covers of size at most
2k in O∗(22k) time. Fernau [Fer06] was the first who improved this running time to
O∗(2.6181k) by having a closer look at the search tree. Later, Fomin et al. [FGSS09] used
a combination of branching and treewidth techniques to obtain an algorithm for Edge
Dominating Set parameterized by the solution size k that runs in time O∗(2.4181k).
Using Measure & Conquer, Binkele-Raible and Fernau [BF12] improved the running
time to O∗(2.3819k). In 2011, Xiao et al. [XKP13] gave an O∗(2.3147k) time algorithm
for Edge Dominating Set by again enumerating minimal vertex covers of size at most
2k. Iwaide and Nagamochi [IN16] improved this to the currently best known algorithm
which runs in time O∗(2.2351k) and also enumerates minimal vertex covers.
Regarding kernelization, we find further similarities between Edge Dominating Set
and Vertex Cover. Prieto [Pri05] showed a kernelization to 4k2 + 8k vertices for the
standard parameterization by the solution size k using a crown-like structure. One year
later, Fernau [Fer06] observed that enumerating minimal vertex covers of size at most
2k can also be used to obtain a kernel for Edge Dominating Set parameterized by
k using the Vertex Cover kernel due to Buss and Goldsmith [BG93]. This leads to
a kernel with at most 8k2 vertices. Furthermore, Fernau [Fer06] mentioned that it is
even possible to reduce to 4k2 vertices by dealing with degree one vertices. This was
improved to 2k2 + 2k vertices and O(k3) edges by Xiao et al. [XKP13] and further
tweaked by Hagerup [Hag12] to max{12k




edges. Both algorithms use the fact that high degree vertices must be an endpoint of
at least one solution edge. Recently, Gao and Gao [GG18] showed that one can reduce
to (d+ 3)k vertices when the input graph has maximum degree d.
Related work. The parameterized complexity of Edge Dominating Set has been
studied in a number of papers [WCFC09, Xia10a, XN13, EMPX15]. Structural pa-
rameters were studied, e.g., by Escoffier et al. [EMPX15] who obtained an O∗(1.821`)
time algorithm where ` is the vertex cover size of the input graph, and by Kobler and
Rotics [KR03] who gave a polynomial-time algorithm for graphs of bounded clique-
width. It is easy to see we can express Edge Dominating Set as a MSO2 formula
which implies that Edge Dominating Set is fixed-parameter tractable when parame-
terized by the treewidth [ALS91]. Edge Dominating Set has also been studied from
the perspective of approximation [FN02, CC06, CLL09a, SV12], enumeration [KLMN12,
GHKV15, KLM+15], and exact exponential-time algorithms [RSS07, vRB12, XN14].
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As in the Vertex Cover problem, the drawback of choosing the solution size k as the
parameter is that k is large on many types of easy instances, i.e., graphs of degree at
most one, linear forests or forests. Beside that, the size of a minimum edge dominating
set is at least equal to half the size of a maximum matching of G, which is why the
solution size k must have at least half the size of a maximum matching for instances not
to be trivially negative. We have seen in the previous part that this has been addressed
for Vertex Cover by turning to structural parameters that are independent of the
solution size.
Having in mind the connection between Vertex Cover and Edge Dominating
Set, it is natural to ask which of these results carry over to Edge Dominating Set,
both regarding fast parameterized algorithms and the existence of polynomial kerneliza-
tions. Edge Dominating Set and Vertex Cover have very similar results for their
standard parameterizations but does this remain true for structural parameters, which
are necessary to avoid large parameter values? As for Vertex Cover, there exists
no polynomial kernel for Edge Dominating Set parameterized by width-parameters
like pathwidth, treewidth, or treedepth unless NP ⊆ coNP/poly and the polynomial
hierarchy collapses (cf. [BDFH09, BJK14]).
Now, let us consider Edge Dominating Set parameterized by the size of a modu-
lator to a tractable class C. It was shown by Yannakakis and Gavril [YG80] that Edge
Dominating Set remains NP-complete on planar graphs with maximum degree three
as well as bipartite graphs with maximum degree three. Horton and Kilakos [HK93]
showed that the problem is even NP-hard on planar bipartite graphs. Thus, in contrast
to Vertex Cover, which admits a randomized polynomial kernel when parameterized
by the size of an odd cycle transversal, Edge Dominating Set is para-NP-complete
when parameterized by the size of an odd cycle transversal. This raises the question
whether Edge Dominating Set parameterized by the size of a modulator to a (linear)
forest is even fixed-parameter tractable? The answer to the question is yes, because
the treewidth of a graph is at most the size of a modulator to a (linear) forest plus
one. Since Edge Dominating Set parameterized by the treewidth is fixed-parameter
tractable (as mentioned above) it follows that Edge Dominating Set parameterized
by the size of a modulator to a (linear) forest is fixed-parameter tractable.
Unfortunately, we will show in Chapter 9 that Edge Dominating Set parameter-
ized by the size of a modulator to a linear forest does not admit a polynomial kernel
unless NP ⊆ coNP/poly. More precisely, we will show that Edge Dominating Set
parameterized by the deletion distance to a disjoint union of paths of length two does
not have a polynomial kernel unless NP ⊆ coNP/poly (Section 9.2). In Chapter 10, we
will show implicitly that we can extend this lower bound when parameterized by the
size of a modulator to a cluster graph where each clique has size tree. Observe that
this rules out polynomial kernels for Edge Dominating Set parameterized by the size
of a modulator to all hereditary graph classes that contain graphs with a degree three
vertex.
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As Vertex Cover, Edge Dominating Set parameterized by deletion distance
to a single clique is fixed-parameter tractable1 but does not have a polynomial kernel.
One can show this by a simple polynomial parameter transformation from Vertex
Cover parameterized by the deletion distance to single clique to Edge Dominating
Set parameterized by the same parameter.
Theorem 8.1. Edge Dominating Set parameterized by the deletion distance to a
single clique does not have a polynomial kernel, unless NP ⊆ coNP/poly.
Proof. Let (G, k,X) be an instance of Vertex Cover parameterized by the distance
to a single clique, i.e., G−X is a single clique. We construct an instance (G′, k,X) of
Edge Dominating Set parameterized by the distance to a single clique by adding a
set U = {u1, u2, . . . , uk} of k vertices to G and by connecting each vertex u ∈ U to all
other vertices of U and G; we denote the resulting graph by G′. It holds that G′ −X
is a clique because all new added vertices are adjacent to all other vertices of G′, and
because G−X is a clique. It remains to show that G has a vertex cover of size at most
k if and only if G′ has an edge dominating set of size at most k.
Let S ⊆ V (G) be a vertex cover of G of size at most k. We can assume, without loss
of generality, that S contains k vertices; otherwise we add vertices to S until S contains
k vertices. Let S = {s1, s2, . . . , sk}. We will show that F = {{si, ui} | 1 ≤ i ≤ k}
is an edge dominating set of G′. Assume for contradiction that there exists an edge
e = {x, y} ∈ E(G′) such that {x, y} ∩ V (F ) = ∅. This implies that x and y are vertices
of V (G) because the set U of new added vertices is contained in V (F ). But, S ⊆ V (F )
which contradicts the assumption that S is a vertex cover of G. Hence, F is an edge
dominating set of G′ of size k.
For the other direction, we assume that there exists an edge dominating set F of size
at most k in G′. If there exists a vertex u ∈ U that is not endpoint of an edge in F then
every vertex in V (G) as well as every vertex in U \ {u} must be endpoint of an edge in
F because u is adjacent to all vertices of V (G′) \ {u}. This implies that G contains at
most k + 1 vertices since V (F ) = V (G′) \ {u} = V (G) ∪ U \ {u} and since F contains
at most k edges. Thus, S = V (G) \ {v} for an arbitrary vertex v ∈ V (G) is a vertex
cover of G of size at most k. Now, we assume that every vertex of U is endpoint of
an edge in F , i.e., U ⊆ V (F ). Let S = V (F ) ∩ V (G) be the intersection of V (F ) with
the vertices of G. It holds that S contains at most k vertices because V (F ) contains
at most 2k vertices and because the set U , which contains k vertices, is contained in
V (F ). Furthermore, the set S is a vertex cover of G because V (F ) is a vertex cover
of G′. This shows that S is a vertex cover of size at most k in G. This concludes the
proof, because Vertex Cover parameterized by the size of a modulator to a single
clique has no polynomial kernel, unless NP ⊆ coNP/poly [BJK14]. 
1One can easily observe that such a graph G has at most (|V (G) \X|+ 1) · 2|X| minimal vertex covers
which can be computed in O∗(2|X|) time which implies that this problem is FPT.
























Figure 8.1.: Parameter hierarchy for Edge Dominating Set, where we assume that
the modulator is given in the input. The shadings indicated that the param-
eterization is either para-NP-complete , FPT but conditionally lacking
a polynomial kernel , FPT with polynomial kernel , FPT but we
do not know whether there exists a polynomial kernel , or unkown
whether the problem is NP-hard for constant parameter value . A
line between two parameters indicates that the lower parameter can be
bounded in a function of the higher parameter. The two parameters that
are grouped are equivalent up to constant factors.
So far, this leads to the parameter hierarchy of Figure 8.1. Now, we consider Edge
Dominating Set parameterized by a conditional lower bound. A natural lower bound
is half the size of a maximum matching. Thus, ` = k − 12mm is a natural lower bound
parameter for Edge Dominating Set, where k is the solution size. How does this
parameter relate to other parameters? Is it, for example, smaller than the size of an
odd cycle transversal?
Consider the four graphs G1, G2, G3 and G4 of Figure 8.2. Graph G1 consists
of a clique K2d of size 2d and an independent set I of size 2d where every edge of
the independent set I is adjacent to every vertex of the clique K2d. It holds that
eds(G1)− 12mm(G1) = d−
1
2 · 2d = 0, but the size of an odd cycle transversal is 2d− 1,
the chromatic number is 2d + 1 and the size of a modulator to a c-cluster graph, for
any constant c, is 2d. Similar, graph G2 consists of 2d cycles of length five with one
attached edge, where the 2d vertices that are attached to the additional edge induce




2 · 3d = 0 whereas the size of
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G1 G2 G3 G4
Figure 8.2.: Graphs for d = 2
a modulator to a perfect graph is 2d. This shows that there exist graphs where the
parameter ` = k− 12mm is zero and the structural parameters of Figure 8.1 are arbitrary
large. Hence, we cannot bound the size of the parameter ` = k − 12mm by any of these
parameters.
Conversely, consider the graph G3 which is a clique on 2d+ 1 vertices. It holds that




2d. But, the size of a modulator to a single clique is zero.
Finally, consider the graph G4 which is the disjoint union of d edges whose endpoints





the size of a degree-1-modulator and the size of a modulator to a c-cluster graph, for
any constant c > 1, are one. Furthermore, the genus is zero. Thus, there exist graphs
where the parameter ` = k − 12mm is arbitrary large, but the structural parameter of
Figure 8.1, except the solution size k, have constant size. Overall, this shows that the
parameter ` = k − 12mm is incomparable to the other parameters that we consider in
Figure 8.1, except the solution size k which is obviously an upper bound of `.
8.3. Preliminaries
Let H be a set of graphs. We say that a graph G is an H-component graph if each
connected component of G is isomorphic to some graph in H. Clearly, disconnected
graphs in H do not affect which graphs G are H-component graphs and, thus, our
proofs need only consider the connected graphs H ∈ H. We write H-component graph
rather than {H}-component graph for single (connected) graphs H.
All our composition-based proofs in this part reduce from the NP-hard Multicol-
ored Clique problem. Therein we are given a graph G = (V,E), an integer k, a
partition of V into k sets V1, . . . , Vk of equal size and we need to determine whether
there is a clique X of size k in G that contains exactly one vertex from each set Vi.
Such a set X is called a multicolored k-clique.
Overview of this Part. In this part we study Edge Dominating Set under dif-
ferent structural parameters. Our work appears to be the first to study the existence
of polynomial kernels for Edge Dominating Set subject to structural parameters,
except some lower bounds, e.g., for parameter treewidth, as mentioned above.
In Chapter 9 we show that Edge Dominating Set parameterized by the size
of a modulator to a P3-component graph does not have a polynomial kernel unless
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NP ⊆ coNP/poly (Section 9.2). Afterwards, we show that Edge Dominating Set pa-
rameterized by the size of a degree-1-modulator has a polynomial kernel (Section 9.3).
Having a closer look at the kernel for Edge Dominating Set parameterized by the size
of a degree-1-modulator, one can observe that similar reduction rules can be obtained
for a kernel for Edge Dominating Set parameterized by the size of a modulator to a
P5-component graph (Section 9.4). Finally, we show in Section 9.5 that Edge Domi-
nating Set parameterized by ` = k − 12mm is para-NP-complete. Some of the results
are summarized in Figure 8.3.
Motivated by the results of Chapter 9, namely that even constant-size components
in G−X behave in a nontrivial way regarding kernelization by |X|, we consider Edge
Dominating Set parameterized by the size of a modulator to an H-component graph
for a given finite set H of graphs (Chapter 10). We classify for each finite set H of graphs
whether Edge Dominating Set parameterized by the size of a modulator to an H-
component has a polynomial kernel or not. Therefore, we generalize the lower bound
construction for P3-component graphs (Section 10.3) and the kernel for P5-component
graphs (Section 10.4).

























Figure 8.3.: Parameter hierarchy for Edge Dominating Set, where we assume that
the modulator is given in the input. The shadings indicated that the pa-
rameterization is either para-NP-complete , FPT but conditionally a
lacking polynomial kernel , FPT with polynomial kernel , or un-
kown whether the problem is NP-hard for constant parameter value .
A line between two parameters indicates that the lower parameter can be
bounded in a function of the higher parameter. The two parameters that
are grouped are equivalent up to constant factors.
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CHAPTER 9
PARAMETERIZATION BY STRUCTURAL PARAMETERS
9.1. Introduction
Motivated by the number of positive results for Vertex Cover parameterized by
structural parameters we would like to know whether some of these results carry over
to the related but somewhat more involved Edge Dominating Set problem. For
kernelization subject to the size of a modulator to some tractable class C there is bad
news: Even if C contains only the disjoint unions of paths of length two (consisting of
three vertices each) we show that there is no polynomial kernelization for parameter-
ization by |X| with G − X ∈ C unless NP ⊆ coNP/poly and the polynomial hierarchy
collapses (Section 9.2). The same is true when C contains at least all disjoint unions of
triangles.1 Thus, for the usual program of studying modulators to well-known heredi-
tary graph classes C there is essentially nothing left to do because the only permissible
connected components would have one or two vertices. This very modest case actually
admits a polynomial kernelization (Section 9.3).
Somewhat surprisingly, we then show that Edge Dominating Set parameterized by
the size of a modulator to a P5-component graph has a polynomial kernel (Section 9.4).
That said, considering only hereditary graph classes would ignore an interesting land-
scape of positive and negative results that can be obtained by permitting certain forms
of connected components in G−X but not necessarily all induced subgraphs thereof.2
Regarding parameterization above lower bounds, we prove that it is NP-hard to
determine whether a graph G has an edge dominating set of size equal to the lower
bound of half the size of a maximum matching. This rules out any positive results for
parameter ` = k − 12mm (Section 9.5).
1We do not show this result explicitly. However, it follows from Theorem 10.4 in Chapter 10.
2We consider such parameters for Edge Dominating Set in Chapter 10.
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9.2. Modulator to a P3-Component Graph
In this section, we show that Edge Dominating Set parameterized by the size of a
modulator to a P3-component graph has no polynomial kernel unless NP ⊆ coNP/poly.
This rules out polynomial kernels for a large number of interesting parameters like
feedback vertex set size or size of a modulator to a linear forest. To prove this we give
a cross-composition from Multicolored Clique.
Theorem 9.1. Edge Dominating Set parameterized by the size of a modulator to a
P3-component graph (and thus also parameterized by the size of a modulator to a linear
forest) does not admit a polynomial kernel unless NP ⊆ coNP/poly.
Proof. To prove the theorem we give a cross-composition from the NP-hard Multi-
colored Clique problem to Edge Dominating Set parameterized by the size of a
modulator to a P3-component graph. Input instances are of the form (Gi, ki) where Gi
comes with a partition of the vertex set into k color classes. (Since the color classes are
of equal size it holds that k ≤ |V (Gi)|.) For the polynomial equivalence relation R we
take the relation that puts two instances (G1, k1), (G2, k2) of Multicolored Clique
in the same equivalence class if k1 = k2 and |V (G1)| = |V (G2)|. It is easy to check that
R is a polynomial equivalence relation. (Instances with size at most N have at most
N vertices. Thus, we get at most N2 classes for instances of size at most N .)
Let a sequence of instances Ii = (Gi, k)ti=1 of Multicolored Clique be given
that are equivalent under R. We identify the color classes of the input graphs so that
all graphs have the same vertex set V and the same color classes V1, V2, . . . , Vk. Let
n := |Vi| be the number of vertices of each color class; thus, each instance has |V | = n ·k
vertices. We assume, without loss of generality, that every instance has at least one
edge in E(Vp, Vq) for all 1 ≤ p < q ≤ k; otherwise, this instance would be a trivial no
instance and we can delete it. Furthermore, we can assume, without loss of generality,
that t = 2s for an integer s, since we may copy some instances if needed (while at most
doubling the number of instances and increasing log t by less than one).
Now, we construct an instance (G′, k′, X ′) of Edge Dominating Set parameterized
by the size of a modulator to a P3-component graph, where the size of X ′ is polynomially
bounded in n+ k + s (see Figure 9.1 for an illustration). We add a set V consisting of
k · n vertices to graph G′ which represents the vertices of the t instances. The set V is
partitioned into the k color classes V1, V2, . . . , Vk. To choose which vertices are contained
in a clique of size k, we add a set T = {t1, t2, . . . , tk} and a set T ′ = {t′1, t′2, . . . , t′k},
each of size k, to G′. We make tj ∈ T , with j ∈ [k], adjacent to all vertices in Vj
and to vertex t′j ∈ T ′. Next, we add two sets Z, Z ′, each of size s, and a set W of
size 2s to G′ and add edges to G′ such that each vertex in Z has exactly one private





different subsets of size s. For each instance (Gi, k), with i ∈ [t], we pick a different
subset of size s of W and denote it by W (i). For all 1 ≤ p < q ≤ k we add a
vertex sp,q and a vertex s′p,q to G′; these will correspond to edge sets E(Vp, Vq). Let
S = {sp,q | 1 ≤ p < q ≤ k} and S′ = {s′p,q | 1 ≤ p < q ≤ k}. We make vertex sp,q
















Figure 9.1.: Construction of G′ with k = 4, where X ′ = W ∪Z∪Z ′∪V ∪T ∪T ′∪S∪S′.
adjacent to vertex s′p,q for all 1 ≤ p < q ≤ k. For each graph Gi, for i ∈ [t], we add
|E(Gi)| paths of length two to the graph G′; every P3 represents exactly one edge of
the graph Gi. Let P ei = uei,1ueiuei,2 denote the path of instance i ∈ [t] that represents
edge e ∈ E(Gi). Finally, we make vertices in P ei , with i ∈ [t] and e ∈ E(Gi), adjacent
to vertices in the sets W , V , and S as follows: We make vertex uei,1 of path P ei , with
i ∈ [t], which represents edge e = {x, y} ∈ E(Gi) adjacent to the vertices x, y in V and
to all vertices in the set W (i) ⊆W . Additionally, we make vertex uei adjacent to vertex
sp,q where 1 ≤ p < q ≤ k such that e ∈ E(Vp, Vq).
The set X ′ is defined to contain all vertices that do not participate in the paths P ei ,
i.e., X ′ = W ∪ Z ∪ Z ′ ∪ V ∪ T ∪ T ′ ∪ S ∪ S′. Clearly, G−X ′ is a P3-component graph




. Let k′ = k + s +
∑t
i=1 |E(Gi)|. Note that the
size of k′ can depend linearly on the number of instances, because our parameter is the
size of X ′, which is polynomially bounded in n + s, as k ≤ n. We return the instance
(G′, k′, X ′); clearly, this instance can be generated in polynomial time.
Now, we have to show that (G′, k′, X ′) is a yes-instance of Edge Dominating Set if
and only if there exists an i∗ ∈ [t] such that (Gi∗ , k) is a yes-instance of Multicolored
Clique.
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(⇒:) Assume first that (G′, k′, X ′) is a yes-instance of Edge Dominating Set and
that there exists an edge dominating set F of size at most k′ in G′. We can always
pick F such that it fulfills the following properties (most hold for all solutions of size
at most k′):
1. The vertex sets S, T , and Z must be subsets of V (F ): E.g., for each edge {z, z′}
with z ∈ Z and z′ ∈ Z ′ the set V (F ) must contain z or z′; if it contains z′ then
{z, z′} ∈ F as it is the only edge incident with z′; either way we get z ∈ V (F ).
The same applies for S and S′, and for T and T ′.
2. Because S, T, Z ⊆ V (F ) but S ∪ T ∪ Z is an independent set, the set F must
contain at least |S| edges incident with S, |T | edges incident with T , and |Z| edges
incident with Z. By straightforward replacement arguments we may assume that
F contains exactly the following edges incident with S∪T ∪Z: |T | edges between
T and V , |Z| edges between Z and W , and |S| edges between S and middle
vertices uei of P3’s in G′ −X ′. Furthermore, we can assume that these edges are
a matching, because no color class is empty, no edge set E(Vp, Vq) is empty, and
Z is adjacent to all vertices in W .
3. For each path P ei = uei,1ueiuei,2, which represents the edge e of instance (Gi, k), at
least vertex uei must be an endpoint of an edge in F : Indeed, to cover the edge
{uei , uei,2} one of its two vertices must be in V (F ). Similar to property 1 above,
if uei,2 ∈ V (F ) then F must contain its sole incident edge {uei , uei,2} and, hence,
uei ∈ V (F ).
4. An edge in F cannot have its endpoints in two different P3’s of G′ −X ′ because
no such edges exist.
Let FT = F∩E(T, V ), let FZ = F∩E(Z,W ), let FS = F∩E(S, {uei | i ∈ [t], e ∈ E(Gi)}),
and let FR = F \ (FT ∪ FZ ∪ FS). Hence, due to properties 1 and 2, we have









By property 3, all vertices uei are endpoints of edges in F . Among FT ∪ FZ ∪ FS this




edges in FS . Since there are exactly
∑t
i=1 |E(Gi)|
vertices uei , which is (greater or) equal to |FR|+ |FS |, and there are no edges connecting
different such vertices (property 4), each edge in FR ∪ FS is incident with a private
vertex uei . This also implies that all edges in FR have no endpoints in V ∪W as those
sets are not adjacent to any vertex uei . Thus, in W exactly the |Z| = s endpoints of FZ
are endpoints of F . Similarly, in V exactly the |T | = k endpoints of FT are endpoints
of F . Let X ⊆ V denote this set of k vertices. Observe that by construction of G′ the
set X contains exactly one vertex from each color class, because tj ∈ T , for j ∈ [k], is
only adjacent to vertices of Vj .
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Now, consider any path P ei = uei,1ueiuei,2 where uei is an endpoint of an edge f ∈ FS .
Clearly, the other endpoint of f lies in S, and, by the above accounting, no other edge
of F is incident with uei,1 or uei,2. In particular, this implies that all neighbors of uei,1 in
W and V must be endpoints of edges in F . If e = {x, y} then these neighbors of uei,1
are the set W (i) ⊆ W and the vertices x, y ∈ V , and, by construction of G′, the edge
{x, y} must exist in Gi. Thus, W (i) ∪ {x, y} ⊆ V (F ) which implies that x, y ∈ X.




paths of this type, we can conclude the
following: (1) All paths correspond to the same instance i∗ ∈ [t] because we require
W (i) ⊆ V (F ), but exactly |Z| = |W (i∗)| = s such vertices are in V (F ). (Different





of Gi∗ represented by the paths and all their endpoints must be in X = V ∩V (F ). Since
|X| = k, the edges must form a clique of size k on vertex set X in Gi∗ . We already
observed above that X contains exactly one vertex per color class, hence, instance
(Gi∗ , k) is a yes-instance of Multicolored Clique, as claimed.
(⇐:) For the other direction, assume that for some i∗ ∈ [t] the Multicolored
Clique instance (Gi∗ , k) is a yes-instance. Let X = {x1, x2, . . . , xk} ⊆ V be a multicol-
ored clique of size k in Gi∗ with xj ∈ Vj for j ∈ [k], let E′ be the set of edges of the clique
X, and let ep,q = {xp, xq}, for 1 ≤ p < q ≤ k, be the one edge in E′ ∩ E(Vp, Vq). We
construct an edge dominating set F of G′ of size at most k′ as follows. First we add the
k edges {tj , xj} for j ∈ [k] between T and X ⊆ V ; thus, T ∪X ⊆ V (F ). We then add a
maximum matching (of size s) between W (i∗) ⊆W and Z to the set F . This matching
saturates W (i∗) and Z because |Z| = |W (i∗)| = s; thus, W (i∗) ∪ Z ⊆ V (F ). Next, we
add the edges {uep,qi∗ , sp,q} for all edges ep,q ∈ E′, with 1 ≤ p < q ≤ k, to the set F ; hence
S ⊆ V (F ). Finally, for all other paths P ei , with i ∈ [t], e ∈ E(Gi), and i 6= i∗ or e /∈ E′,
we add the edge {uei,1, uei} to F . (We have thus selected exactly one edge incident with
each path of G′ −X ′.) By construction, it holds that |F | = k + s+
∑t
i=1 |E(Gi)| = k′.
It remains to show that F is indeed an edge dominating set of G′. To prove this, it
suffices to show that V (G′) \ V (F ) is an independent set in G′. We already know that
S ∪ T ∪W (i∗) ∪X ∪ Z ⊆ V (F ). Moreover, V (F ) contains the middle vertex uei for all
P3’s in G′−X ′ and it contains uei,1 for all P3’s that do not correspond to an edge of the
clique X (i.e., with i 6= i∗ or with i = i∗ but e 6= ep,q for any 1 ≤ p < q ≤ k). The sets S′,
T ′, and Z ′ are independent sets whose neighborhoods S, T , and Z are subsets of V (F ).
Similarly, all vertices uei,2 have their single neighbor uei in V (F ). Thus, only vertices in
W \W (i∗) and V \X could possibly be adjacent to vertices uep,qi∗,1, which correspond to
the edges of Gi∗ [X], in G′ − V (F ), but this can be easily refuted: Indeed, each u
ep,q
i∗,1 is
adjacent only to xp and xq in V , which are both in X ⊆ V (F ), and to the vertices in
W (i∗) in W , but W (i∗) ⊆ V (F ) as well. Thus V (G′) \ V (F ) is an independent set in
G′ and hence F is an edge dominating set for G′ of size at most k′. Thus, (G′, k′, X ′)
is a yes-instance of Edge Dominating Set, which completes the cross-composition.
By Theorem 2.14 the cross-composition from Multicolored Clique to Edge
Dominating Set parameterized by the size of a modulator to a P3-component graphs
implies the claimed lower bound for kernelization. 
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We proved that Edge Dominating Set parameterized by the size of a modulator to
a P3-component graph has no polynomial kernelization unless NP ⊆ coNP/poly. This
rules out polynomial kernels for modulators to most frequently studied graph classes
(e.g., forests, linear forests, planar graphs). A similar proof establishes the same lower
bound for modulators to K3-component graphs. As mentioned in the introduction this
rules out polynomial kernels using modulators to essentially all interesting hereditary
graph classes. It certainly does completely settle the question for modulators to H-
component graphs for all hereditary classes H. If H contains any connected graph with
at least three vertices then we get a lower bound; else all connected components have
one or two vertices and we will show in the next section that Edge Dominating Set
parameterized by the size of a degree-1-modulator has a polynomial kernel.
9.3. Degree-1-Modulator
Now, we will show that Edge Dominating Set parameterized by the size of a degree-
1-modulator has a polynomial kernel, i.e., the size of a set X such that every vertex
in G − X has degree at most 1. Recall that a degree-1-modulator is the same as a
modulator to graph where each connected component consists of one or two vertices.
This completely classifies the existence of polynomial kernels for parameterization by
the size of a C-modulator, where C is a hereditary graph class.
Theorem 9.2. Edge Dominating Set parameterized by the size of degree-1-modulator
X admits a kernel with O(|X|2) vertices.3
Theorem 9.2 follows from Lemma 10.15 in Chapter 10. For that reason we only sketch
the proof of Theorem 9.2 to give an idea how the polynomial kernel works.
Proof sketch. Let (G, k,X) be an instance of Edge Dominating Set parameterized
by the size of a degree-1-modulator, i.e., every connected component of G−X consists
of at most two vertices. We denote the set of connected components of G−X by C, the
set of connected components that contain one vertex by C′, and the set of connected
components that contain two vertices by C′′.
First, we construct a bipartite graph GB, where one part consists of the set X, the
other part of one vertex sP for each connected component P ∈ C′′, and there is an
edge between x ∈ X and sP with P ∈ C′′ if and only if P is adjacent to x. We
apply Theorem 2.2 (Hopcroft Karp [HK73]) to graph GB to obtain either a maximum
matching in GB that saturates X or a set Y ⊆ X such that |NGB (Y )| < |Y | and such
that there exists a maximum matching in GB − NGB [Y ] that saturates X \ Y . Let
X1 = X and X2 = ∅ if there exists a maximum matching in GB that saturates X, and
let X1 = X \Y and X2 = Y if we find a set Y with the above properties. Furthermore,
let M be a maximum matching in GB −NGB [X2] that saturates X1.
3There exists a 3-factor approximation algorithm for finding a degree-1-modulator (cf. [MRS18]).
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Reduction Rule 9.1. Delete X1 from G, i.e., let G′ = G −X1, X ′ = X \X1 = X2,
and k′ = k.
Claim 9.3. Reduction Rule 9.1 is safe.
Proof. Let F be an edge dominating set of size at most k in G. We construct an edge
dominating set F ′ of size at most k′ = k in G′ by deleting every edge e = {x, y} ∈ F if
both endpoints of e are contained in X1, or if exactly one endpoint is contained in X1
and the other endpoint is isolated in G′, and by replacing every edge e = {x, y} ∈ F
with x ∈ X1 and y /∈ X1 by exactly one edge in δG′(y) if δG′(y) 6= ∅. It holds that F ′
has size at most k = k′ because we either delete edges in F or we replace one edge by
exactly one new edge. Since every vertex in V (G′)∩ V (F ) is either contained in V (F ′)
or isolated in G′ it holds that F ′ is an edge dominating set in G′.
For the other direction, let F ′ be an edge dominating set of size at most k′ in G′. For
each vertex x ∈ X1 let Px = {wx1 , wx2} be the path in C′′ with {x, sP } ∈M . Recall, M is
the matching in GB−NGB [X2] that saturates X1. It holds that the vertices wx1 , and wx2
are not adjacent to any vertex in X ′ = X2; otherwise it would hold that sP ∈ NGB (X2).
Thus, the edge dominating set F ′ must contain the edge {wx1 , wx2}. Since at least one
of the edges {x,wx1}, {x,wx2} is contained in E(G), we can obtain an edge dominating
set in G by replacing for each vertex x ∈ X1 the edge {wx1 , wx2} in F ′ by one edge in
E(G)∩{{x,wx1}, {x,wx2}}. We denote the resulting set by F . By construction, it holds
that F is an edge dominating set of size at most k in G. 
In a next step we delete all connected components of G −X that are not adjacent to
any vertex of X, and decrease k accordingly. This rule is obviously safe.
Reduction Rule 9.2. Let C be a connected component of G−X that is not adjacent
to any vertex of X. Delete C from G and decrease k by eds(C), i.e., G′ = G − C,
X ′ = X, and k′ = k − eds(C).
Let (G, k,X) be an instance that is reduced under Reduction Rule 9.1 and Reduction
Rule 9.2. Every connected component of size two in G−X must be adjacent to a vertex
in X = X2 and hence, corresponds to a vertex in NGB (X2). Since |NGB (X2)| < |X2|
it follows that G −X contains at most |X| = |X2| connected components of size two.
Thus, it remains to reduce the number of connected components of size one in G−X.
We assume that k − eds(G−X) < |X|. Otherwise, we can return a trivial solution
consisting of an edge dominating set of G −X, and one edge in δG(x) for each vertex
x ∈ X. Let Xh ⊆ X be the set of vertices in X that are adjacent to at least |X| + 1
connected components of C′. Observe that every edge dominating set of size at most k
must contain the vertices in Xh as endpoints: If x ∈ Xh is not an endpoint of an edge
dominating set F then there are at least |X|+ 1 connected components of size one that
are contained in V (F ). This implies that |F | ≥ eds(G−X) + |X|+ 1 > k because the
other endpoint of these edges (that have one endpoint in one of the at least |X| + 1
connected components of size one that are adjacent to x) is in X. This leads to our
final reduction rule:
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u1 u2
(a) P = u1u2
v1 v2 v3
(b) P ′ = v1v2v3
w1 w2 w3 w4 w5
(c) P ′′ = w1w2w3w4w5
Figure 9.2.: Comparing P2, P3 and P5
Reduction Rule 9.3. Delete all connected components {v} in C′ that are only adjacent
to vertices in Xh, i.e., NG(v) ⊆ Xh, and add for all vertices x ∈ Xh the vertex x′ as
well as the edge {x, x′} to G.
The correctness of the above reduction rule follows from the fact that every edge
dominating set of size at most k must contain the set Xh. If Reduction Rule 9.3 is no
longer applicable then we can bound the number of connected components in C′. Since
every connected component in C′ must be adjacent to a vertex in X \Xh, and at most
|X| of these components are adjacent to the same vertex, it follows that |C′| ≤ |X|2.
Let (G′, k′, X ′) be the reduced instance. We showed that G′ −X ′ contains at most
|X|2 connected components that consist of one vertex, and at most |X| connected
components that consist two vertices. Thus, G′ contains at most 3|X|+ |X|2 vertices.
Finally, we show that the reduction can be performed in polynomial time. We apply
Reduction Rule 9.1 and Reduction Rule 9.3 at most once, and Reduction Rule 9.2 at
most |V (G)| times. Moreover, we can apply each reduction rule in polynomial time,
because we can construct the bipartite graph GB, and therefore the set X1, as well as
the set Xh in polynomial time. 
9.4. Modulator to a P5-Component Graph
So far we have seen a polynomial kernel for Edge Dominating Set parameterized by
the size of a degree-1-modulator and we have seen that Edge Dominating Set has no
polynomial kernel when parameterized by the size of a modulator to a P3-component
graph. We could stop here and pretend that we understood the source of difficulty
with respect to Edge Dominating Set parameterized by the size of a C-modulator.
However, having a closer look at Reduction Rule 9.1 one can observe that a similar
reduction rule can also be obtained to reduce the number of connected component
that are isomorphic to the P5. The only optimum edge dominating set for the path
P = u1, u2 is the edge {u1, u2}. But, instead of using this edge, one could use the
local solution {u1, x} or {u2, x} where x is a vertex in the modulator X. We used this
property to find vertices in the modulator (the set X1) that we can cover without using
more edges that one needs for an optimum edge dominating set in G−X. Now, for a
P5 path P ′′ = w1w2w3w4w5, where the optimal edge dominating set has size two, the
situation is similar. Here, all vertices but w3 have local solutions that include an edge
{wi, x} with x ∈ X; see Figure 9.2. In particular, there are such solutions that also
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have w3 as an endpoint of the second solution edge on P ′′ for all wi 6= w3. This is the
important difference to the P3 and the reason why we can apply a modified version of
Reduction Rule 9.1 when G−X is a disjoint union of P5’s.
Let us try to illustrate the difference between the paths P2, P5 and the path P3 with
respect to local optimum solutions. For a P3 path P ′ = v1v2v3 in G −X the optimal
edge dominating set (having size one) uses one of the edges {v1, v2} or {v2, v3}, or any
edge {v2, x} with x ∈ X; see Figure 9.2. Using the latter with x ∈ X would get us
one vertex in X “for free” as in the case of P2 and P5. However, it requires that all
neighbors of v1 and v3 are endpoints of the solution, but those are never “for free” in
the sense of using the local budget of any P3. This can be leveraged (as we did) to
control which P3’s may be used to “buy” vertices in X; with some more work one gets
a lower bound.
The kernelization for an instance of Edge Dominating Set parameterized by the
size of a given modulator to a P5-component graph is on the one hand easier than
the kernelization of Edge Dominating Set parameterized by the size of a degree-1-
modulator because we do not have connected components of size one, and on the other
hand more difficult because the middle vertex of the P5 does not have the property that
there exists a local optimum solution that uses an edge between this middle vertex and
the modulator. This leads to the following result which also follows from Lemma 10.15
and Remark 10.18 in Chapter 10. Nevertheless, we will sketch the proof to get a better
understanding why we can still reduce the number of connected components that are
isomorphic to the P5.
Theorem 9.4. Edge Dominating Set parameterized by the size of a given modulator
X to a P5-component graph admits a kernel with O(|X|) vertices.
Proof sketch. Let (G, k,X) be an instance of Edge Dominating Set parameterized
by the size of a modulator to a P5-component graph, and let C be the set of connected
components of G − X. We construct a bipartite graph GB where one part is the set
X, the other part consists of one vertex sP for every connected component P in C,
and where there is an edge between x ∈ X and sP with P = w1w2w3w4w5 ∈ C if and
only if x is adjacent to a vertex of P that is not the middle vertex w3. As in the proof
of Theorem 9.2 this bipartite graph matches a connected component of G −X with a
vertex x in X if and only if we can use this component to cover this vertex x “for free”
using a local optimum solution that contains an edge between x and this component.
Now, we apply Theorem 2.2 to obtain either a maximum matching in GB that satu-
ratesX or a set Y ⊆ X such that |NGB (Y )| < |Y | and such that there exists a maximum
matching in GB −NGB [Y ] that saturates X \ Y . If there exists a maximum matching
in GB that saturates X then let X1 = X and X2 = ∅. Otherwise, if there exists a set
Y with the above properties then let X1 = X \ Y and X2 = Y . Observe that X2 also
contains the vertices in X that are only adjacent to middle vertices of components in
C, and the vertices in X that are not adjacent to any component in C. Let M be a
maximum matching in GB − NGB [X2] that saturates X1. The partition X1∪̇X2 of X
fulfills the following properties:
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• Let C2 be the set of connected components P in C where sP is a vertex in NGB (X2),
i.e., C2 = {P = w1w2w3w4w5 ∈ C | NG({w1, w2, w4, w5}) ∩ X2 6= ∅}. It holds
either that C2 is the empty set (when X2 = ∅) or that it contains less than |X2|
connected components of C, i.e., |C2| < |X2| (when Y = X2 6= ∅).
• For every vertex x ∈ X1, let Px = wx1wx2wx3wx4wx5 be the connected component
in C1 := C \ C2 that is paired to x by M , i.e., {x, sPx} ∈ M . It holds that there
exists a vertex wx ∈ {wx1 , wx2 , wx4 , wx5} such that {wx, x} ∈ E(G) (definition of
GB). Note that C1 also contains all connected components that are not adjacent
to any vertex in X or where only the middle vertex of a path in C is adjacent to
a vertex in X.
Using the above partition, one can show that there exists an optimum solution S that
contains for each path Px with x ∈ X1 the locally optimal solution {{x,wx}, {wx3 , wx2}}
or {{x,wx}, {wx3 , wx4}} depending on whether wx ∈ {wx4 , wx5} or wx ∈ {wx1 , wx2}, respec-
tively. More generally, for every vertex w of a path P ∈ C, except the middle vertex,
and every vertex x ∈ X that is adjacent to w there exists a local optimum solution to
P that uses edge {w, x} and has the middle vertex of P as an endpoint of the second
solution edge. As mentioned above, this is the crucial difference to a path P ′ = v1v2v3
of length two. Here, the only locally optimal solution that dominates P ′ and contains
an edge between P ′ and X is the edge {v2, x} with x ∈ X, but this local solution does
not contain the vertex v1 or v3. We used this in our lower bound construction to control
which P3’s may be used to “buy” vertices in X.
Reduction Rule 9.4. Delete X1 from G, i.e., let G′ = G −X1, X ′ = X \X1 = X2,
and k′ = k.
Claim 9.5. Reduction Rule 9.4 is safe.
Proof. As in the proof of Claim 9.3 we can construct an edge dominating set F ′ of size
at most k′ = k in G′ when given an edge dominating set F of size at most k in G by
replacing every edge e = {x, y} ∈ F with x ∈ X, y /∈ X and δG′(y) 6= ∅ by exactly one
edge in δG′(y), and by deleting all other edges that have one endpoint in X1.
For the other direction, let F ′ be an edge dominating set of size at most k′ in G′. Here,
we have to be a bit more careful with the middle vertices of the P5’s where we change
the local solution. Consider the path Px = wx1wx2wx3wx4wx5 for some vertex x ∈ X1. It
holds that the only vertex in Px that can be adjacent to a vertex in X ′ = X \X1 = X2
is vertex wx3 ; otherwise Px would be a component in C2 and not in C1 (by definition of C1
and C2). Furthermore, the edge dominating set F ′ must dominate the two non-adjacent
edges {wx1 , wx2} and {wx4 , wx5}. Since wx1 , wx2 , wx4 , and wx5 are only adjacent to vertices
in Px the set F ′ must contain one of the two edges ex1,2 = {wx1 , wx2}, ex2,3 = {wx2 , wx3} and
one of the two edges ex3,4 = {wx3 , wx4}, ex4,5 = {wx4 , wx5}. To obtain an edge dominating
set of size at most k in G we replace for each vertex x ∈ X1 these edges with the
local optimum solution {{x,wx}, {wx3 , wx2}} or {{x,wx}, {wx3 , wx4}} depending whether
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wx ∈ {wx4 , wx5} or wx ∈ {wx1 , wx2}, respectively. It holds that |F | ≤ |F ′| because for
every vertex x ∈ X1 we replace the at least two edges in F ′∩{ex1,2, ex2,3, ex3,4, ex4,5} by the
two edges of the locally optimal solution {{x,wx}, {wx3 , wx2}} or {{x,wx}, {wx3 , wx4}}.
It remains to show that F is indeed an edge dominating set in G. The set V (F )
contains all vertices in V (F ′), except some vertices in the connected components Px
with x ∈ X1 where we change the edge dominating set F ′. Furthermore, V (F ) contains
all vertices in X1 because for every vertex x ∈ X1 the edge {wx, x} is contained in F .
Thus, the only edges that are possibly not dominated by F have one endpoint in a path
Px with x ∈ X1. Since wx3 is contained in V (F ) (by construction), since every edge in
Px is dominated by F (by construction), and since the vertices in {wx1 , wx2 , wx4 , wx5} are
only adjacent to vertices in Px ∪X1, it follows that F is an edge dominating set in G.

After applying Reduction Rule 9.4 it holds that for each path P = w1w2w3w4w5 ∈ C1
only the vertex w3 can be adjacent to a vertex in X, and we can assume that every
(optimum) solution contains the edges {w2, w3} and {w3, w4}. Additionally, one can
show that there exists an optimum solution that does not contain any edge between C1
and X because we can replace any such edge e = {x, v} with v ∈ V (C1) by the edge
{x, u} with u ∈ NG(x) \ V (C1) (or delete this edge when NG(x) \ V (C1) = ∅). This
allows us to delete C1 from G.
Observe that this part differs from the previous kernelization where at most |X|
connected components (that consist of two vertices) are adjacent to vertices in X after
deleting X1. Therefore, we could delete every connected component that is not adjacent
to any vertex in X. This is not the case here, because of the middle vertices of the P5’s.
To this end, it is a bit more complicated to prove the correctness of the following
reduction rule.
Reduction Rule 9.5. Delete all connected components in C1 and decrease k by the
size of a minimum edge dominating set in C1, i.e., let G′ = G − C1, X ′ = X, and
k′ = k − eds(C1).
Claim 9.6. Reduction Rule 9.5 is safe.
Proof. First, we will show that there exists an edge dominating set F of size at most
k in G such that no edge in F has one endpoint in a connected component of C1 and
the other endpoint in X. Let F be an edge dominating set of size at most k in G with
F ∩ E(C1, X) minimal, and let P = w1w2w3w4w5 be a path in C1. We can assume,
without loss of generality, that F contains the edges {w2, w3} and {w3, w4} because F
must dominate the non-adjacent edges {w1, w2}, {w4, w5}, and the vertices w1, w2, w4,
w5 are only adjacent to vertices in P ; otherwise, P is contained in C2 and not C1. Now,
assume for contradiction that there exists an edge e = {x, y} ∈ F ∩E(C1, C) with x ∈ X
and y ∈ P where P = w1w2w3w4w5 is a path in C1. It holds that y = w3 because w3
is the only vertex in P that is adjacent to a vertex in X. If every vertex u ∈ NG(x) is
contained in V (F ) then let F̃ = F \ {e}. Otherwise, let F̃ = F \ {e} ∪ {{x, u}}, where
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u ∈ NG(x) \ V (F ). It holds that F̃ is an edge dominating set in G because y = w3 is
still a vertex in V (F̃ ) which implies V (F ) ⊆ V (F̃ ). Furthermore, u is not contained in
a connected component of C1 because for every path P = w1w2w3w4w5 in C1 the vertex
w3 is contained in V (F ) and no other vertex is adjacent to a vertex in X. Now, the set
F̃ is an edge dominating set of size at most k in G with F̃ ∩ E(C1, X) ( F ∩ E(C1, X)
which contradicts the minimality of F ∩E(C1, X) and proves that there exists an edge
dominating set F of size at most k in G with F ∩ E(C1, X) = ∅. This implies that
F ′ = F \E(C1) is an edge dominating set of size at most k′ in G′ when F is a solution
to (G, k,X) with F ∩ E(C1, X) = ∅.
For the other direction, let F ′ be an edge dominating set of size at most k′ in G′.
To obtain an edge dominating set F of size at most k in G we add for every path
P = w1w2w3w4w5 in C1 the two edges {w2, w3} and {w3, w4}, which are a minimum
edge dominating set of P , to F ′. It follows that F has size |F ′|+eds(C1) ≤ k. The set F
dominates all edges in G−X as well as all edges between C2 and X because F ′ ⊆ F , and
because F contains an edge dominating set of C1. Additionally, F dominates all edges
between C1 and X because F dominates all middle vertices of the paths in C1 which are
the only vertices in C1 that are adjacent to X. Hence, F is an edge dominating set of
size at most k in G. 
Let (G′, k′, X ′) be the reduced instance. It holds that the set of connected components
in G′ − X ′ is C2 because we delete all other connected components during Reduction
Rule 9.5. Since |C2| ≤ |X2| = |X ′| it follows that G′ has at most 5 · |C2|+ |X ′| ≤ 6|X ′|
vertices. It remains to show that we can perform the reduction in polynomial time. We
apply each reduction rule at most once. Furthermore, we can apply the reduction rules
in polynomial time because we can compute the partition of X as well as the sets C1
and C2 in polynomial time, and because we can delete sets of vertices from G and X in
polynomial time. 
While this is not the full story about the classification in the following chapter, it
hopefully shows the spirit of how upper and lower bounds for kernelization can arise.
Solution edges between components of G−X and X play a crucial role and they affect
the solutions for components in nontrivial ways, e.g., apart from control opportunities,
it depends on how much budget is needed for H −B when edges between B and X are
in the solution.
9.5. Above Half a Maximum Matching
A natural lower bound for the size of a minimum edge dominating set is 12mm, where
mm denotes the size of a maximum matching. We show that Edge Dominating Set
is NP-hard even for the special case where the input graph has a perfect matching
and we need to determine whether there is an edge dominating set of at most half the
size of that matching. This implies that Edge Dominating Set parameterized by
l = k − 12mm, where k is the solution size, is para-NP-hard.











(b) Gadget for a clause C = {λ1, λ2, λ3} ∈ C
Figure 9.3.: The wavy edges are the edges that are contained in the perfect matchingM .
Theorem 9.7. Edge Dominating Set parameterized by k − 12mm is para-NP-hard.
Proof. To prove the theorem we show that it is NP-hard to decide whether a given
graph, that has a perfect matching, has an edge dominating set of size equal to half the
size of this matching. We will show that this problem is NP-hard by giving a reduction
from 3-SAT (which is known to be NP-complete [Coo71]). Let (X, C) be an instance of
3-SAT with n variables and m clauses. We construct a graph G as follows.
For each variable x ∈ X we construct a variable gadget (see Figure 9.3a for an
illustration) consisting of four vertices x, x̄, c, d, where the vertices x, x̄, c form a clique
and the vertex d is only adjacent to vertex c. Here x and x̄ are the literals of variable x.
For every clause C = {λ1, λ2, λ3} ∈ C we construct a clause gadget (see Figure 9.3b for
an illustration) consisting of eight vertices a1, a2, a3, b1, b2, b3, s, and t. The vertices
a1, a2, and a3 form a clique, each vertex ai, with i ∈ [3], is also adjacent to bi, and
vertex t is adjacent to b1, b2, b3, and s. For every clause C = {λ1, λ2, λ3} ∈ C we make
vertex λi (which is contained in a variable gadget) for i ∈ [3] adjacent to vertex ai in
the clause gadget C.
It is easy to verify that G has a perfect matching, e.g. the edges {x, x̄}, {c, d} in
every variable gadget together with the edges {ai, bi} for i ∈ [3], and the edge {s, t} in
every clause gadget are a perfect matching in G. (In Figure 9.3 the matching edges are
the wavy edges.) We denote this maximum matching by M . Note that the matching
M has size 2n+ 4m; two edges in every variable gadget and four edges in every clause
gadget.
We will show that G has an edge dominating set of size n + 2m if and only if the
3-SAT instance has a satisfying assignment. There cannot be an edge dominating set
of smaller size, because every edge dominating set has at least half the size of any
(maximum) matching.
Suppose first that the 3-SAT instance (X, C) has a satisfying assignment φ : X →
{true, false}. We construct an edge dominating set F of G by selecting edge {x, c}
in the variable gadget for x ∈ X to F if x is set to true via φ and by selecting edge
{x̄, c} in the variable gadget x ∈ X to F if x is set to false via φ. For every clause
C = {λ1, λ2, λ3} we choose one true literal, without loss of generality say λ1 is true,
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and we add the edges {t, b1} and {a2, a3} to F . By construction, the set F contains
exactly n+ 2m edges. We have to show that F is an edge dominating set of G.
Assume for contradiction that there exists an edge e in G that is not dominated by F .
By construction of F , this edge cannot be in a clause or a variable gadget. Hence, this
edge must have one endpoint in a clause gadget and one endpoint in a variable gadget.
Let C = {λ1, λ2, λ2} be the clause that corresponds to the clause gadget that contains
one endpoint of e. By construction of G and F , the endpoint of e is exactly the vertex
ai that is not contained in V (F ). This implies that literal λi is true. Since λi is the
only neighbor of ai outside the clause gadget, λi is the other endpoint of e. But λi is
contained in V (F ) (by construction), hence e is dominated.
Now, suppose G has an edge dominating set F of size n + 2m. Since the matching
M has twice the size of the edge dominating set F , it must hold that every edge in F
dominates two matching edges and different edges in F dominate different matching
edges; otherwise there would be an edge that is not dominated by F . The matching
edge {c, d} in a variable gadget for variable x ∈ X has as neighbors only the vertices x
and x̄, therefore either edge {c, x} or edge {c, x̄} is contained in the edge dominating
set F .
To satisfy the instance (X, C) of 3-SAT let x be set to true if {x, c} ∈ F and x be set
to false if {x̄, c} ∈ F . Exactly one of these edges is contained in F (see above). To show
that this is a satisfying assignment consider an arbitrary clause C = {λ1, λ2, λ3} ∈ C
and the clause gadget for clause C.
The matching edge {s, t} in the clause gadget for clause C has as neighbors only
the vertices b1, b2, and b3, hence exactly one of the edges {t, b1}, {t, b2}, {t, b3} is
contained in F . Assume, without loss of generality, that {t, b1} ∈ F , which dominates
the matching edge {a1, b1}. Thus, no other edge of F can also dominate this edge
{a1, b1} and, hence, a1 /∈ V (F ). Now, however, the edge {a1, λ1} is only dominated by
F if λ1 ∈ V (F ), which holds only if {c, λ1} is contained in F . By construction of our
assignment in the previous paragraph, this implies that λ1 is true and that clause C is
satisfied. This shows that (X, C) is satisfiable and completes the proof. 
The graph we construct in the proof of Theorem 9.7 is also a Kőnig graph, i.e., the
size of a minimum vertex cover is equal to the size of a maximum matching. This
implies that Edge Dominating Set restricted to Kőnig graphs is also NP-hard (even
if k = 12mm). This even rules out fpt-algorithms for the most natural above lower bound
parameter ` = k − 12mm.
9.6. Summary
We showed that it is unlikely that Edge Dominating Set parameterized by the
size of a modulator to a P3-component graph has a polynomial kernel which rules
out polynomial kernels for the structural parameters modulator to a linear forest and
forest. Therefore, it seems hopeless to believe that there are interesting structural






























Figure 9.4.: Parameter hierarchy for Edge Dominating Set, where we assume that
the modulator is given in the input. The shadings indicated that the param-
eterization is either para-NP-complete , FPT but conditionally lacking
a polynomial kernel , FPT with polynomial kernel , or unkown
whether the problem is NP-hard for constant parameter value . A
line between two parameters indicates that the lower parameter can be
bounded in a function of the higher parameter. The two parameters that
are grouped are equivalent up to constant factors.
the kernel for P5-component graphs somehow indicates that Edge Dominating Set
parameterized by the size of a modulator to an H-component graphs behaves in a
strange way. The polynomial kernel for Edge Dominating Set parameterized by
the size of a degree-1-modulator completes the picture for Edge Dominating Set
parameterized by the size of modulators for hereditary graph classes (because it is
unlikely that Edge Dominating Set parameterized by the size of a modulator to
a K3-component graph has no polynomial kernel). Our other result, NP-hardness for
Edge Dominating Set on graphs with a perfect matching of size mm, even for k =
1
2mm, leaves little hope for tractability above tight lower bounds. The results are
summarized in Figure 9.4, whereby we did not show the result for Edge Dominating
Set parameterized by the size of a Modulator to a d-cluster graph so far. However,




CLASSIFICATION FOR H-COMPONENT GRAPHS
10.1. Introduction
We have seen in the previous chapter that Edge Dominating Set parameterized by
the size of a modulator to a P3-component graph has no polynomial kernel (unless
NP ⊆ coNP/poly), and that Edge Dominating Set parameterized by the size of a
modulator X to a P5-component graph has a polynomial kernel with O(|X|) vertices.
This indicates that the structure even of constant-sized components permitted in G−X
determines in a nontrivial way whether or not there is a polynomial kernelization when
parameterized by |X|. Note the contrast with Vertex Cover where a modulator to
component size d admits a kernelization with O(kd) vertices for each fixed d. Naturally,
we are interested in finding out exactly which cases admit polynomial kernels.
This brings us to our main result of this part. We fully classify the existence of
polynomial kernels for parameterization by the size of a modulator to the class of H-
component graphs for all finite sets H of graphs. To clarify, the input consists of
(G, k,X) such that G − X is an H-component graph and the task is to determine
whether G has an edge dominating set of size at most k; the parameter is |X|. Note
that these problems are fixed-parameter tractable for all finite sets H because G has
treewidth at most |X|+O(1).
Theorem 10.1. For every finite set H of graphs, the Edge Dominating Set problem
parameterized by the size of a given modulator X to the class of H-component graphs
falls into one of the following two cases:
1. It has a kernelization algorithm that reduces to O(|X|d) vertices, O(|X|d+1) edges,
and size O(|X|d+1 log |X|). Moreover, unless NP ⊆ coNP/poly, there is no kernel-
ization to size O(|X|d−ε) for any ε > 0. Here d = d(H) is a constant depending
only on the set H.
2. It has no polynomial kernelization unless NP ⊆ coNP/poly.
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To obtain the classification one needs to understand how connected components of
G − X that are isomorphic to some graph H ∈ H can interact with a solution for G,
and to derive properties of H that can be leveraged for kernels or lower bounds for
kernelization. Crucially, edge dominating sets for G may contain edges between X and
components of G − X. From the perspective of such a component (isomorphic to H)
this is equivalent to first covering edges incident with some vertex set B ⊆ V (H) (the
endpoints of chosen edges to X) and then covering the remaining edges by a minimum
edge dominating set for H −B. Depending on the size of a minimum edge dominating
set of H − B and further properties of H, such a set B may be used to rule out any
polynomial kernels or to give a lower bound of O(|X|d−ε) for the kernel size, where
d = |B|. Conversely, absence of such sets or an upper bound for their size can be
leveraged for kernels. Some sets B may make others redundant, complicating both
upper and lower bounds.
For a given finite set H of graphs, the lower bound obtained from the classification is
simply the strongest one over all H ∈ H. If this does not already rule out a polynomial
kernelization then, for eachH ∈ H, we can reduce the number of components isomorphic
to H to O(|X|d(H)) where d(H) depends only on H. Moreover, we also prove that there
is an almost matching lower bound of O(|X|d(H)−ε), assuming NP * coNP/poly. The
value d(H) is the maximum over all d(H) for H ∈ H that yield such a polynomial lower
bound; it can be computed in time depending only on H, i.e., in constant time for each
fixed set H.
10.2. Modulator to an H-Component Graph
In contrast to Vertex Cover, where we can delete a vertex in the modulator if we
know that this vertex must be in a solution of certain size, this is not the case for Edge
Dominating Set because we do not necessarily know which incident edge should be
chosen. Of course, we can check for a vertex x in the modulator X how not having
this vertex as an endpoint of a solution edge influences the size of a minimum edge
dominating set of G − X. But, even if we find out that a vertex x in the modulator
X must be an endpoint of a solution edge, we do not know if the other endpoint of
the solution edge incident with x is in X or in a connected component of G − X. If
there would be a connected component C in G−X with the property that there exists
a vertex v ∈ N(x) ∩ V (C) with eds(C) = eds(C − v) + 1, then it could be possible
to have x as an endpoint of a solution edge without paying more than the cost of a
minimum edge dominating set in C. Thus, instead of finding vertices in the modulator
that must be endpoint of a solution edge, we want to find vertices in the modulator
that can be endpoints of a solution edge without spending more budget than the size
of a minimum edge dominating set in G − X. Similarly, getting edges to r vertices
in X while increasing the cost in C by less than r is of interest (we can always have
cost equal to r). The following definition classifies relevant vertices and vertex sets in
a graph H, which may occur as a component of G−X.
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Definition 10.2. Let H = (V,E) be a connected graph.
• We call a vertex v ∈ V extendable if eds(H − v) + 1 = eds(H). We denote the
set of extendable vertices of H by Q(H).
Intuitively, these vertices allow a local solution for an H-component in G−X that
includes an edge {v, x} with x ∈ X and v ∈ V (H).
• We call a set Y ⊆ Q(H) free if for all vertices v ∈ Y and for all minimum edge
dominating sets F in H there exists a minimum edge dominating set F ′ in H − v
of size |F | − 1 and with V (F ) \ Y ⊆ V (F ′). By W (H) we denote the unique
maximum free set of H. We call a vertex w ∈W (H) free.1
Intuitively, vertices in Y can be used for solution edges between components and
X, while covering the same vertices of H−Y as any local optimum solution; thus,
they cannot be used for lower bounds like for P3-components.
• We call a vertex v ∈ V uncovered if no minimum edge dominating set F of H
contains an edge incident with v, i.e. v /∈ V (F ). We denote the set of uncovered
vertices by U(H).
Intuitively, H-components with any v ∈ U(H) adjacent to x ∈ X are easy to
handle because x /∈ V (F ) would imply that the local cost for H increases above
eds(H).
• For any Y ⊆ V define cost(Y ) := |Y |+ eds(H − Y )− eds(H).
Intuitively, cost(Y ) is equal to the additional budget that is needed for an H-
component of G − X when exactly the vertices in Y have solution edges to X.
Note that cost({v}) = 0 for all extendable vertices v.
• We call a set B ⊆ V \W (H) beneficial if for all B̃ ( B we have |B| − cost(B) >
|B̃|−cost(B̃) or, equivalently, eds(H−B) < eds(H−B̃). Note that this must also
hold for B̃ = ∅ which implies that for all beneficial sets we have |B|− cost(B) > 0
or, equivalently, eds(H −B) < eds(H).
Intuitively, the solution may include |B| edges between the set B and some set
X ′ ⊆ X while increasing the cost for the H-component by exactly cost(B). This
saves |B|−cost(B) > 0 over taking any |B| edges incident with X ′. The condition
for all B̃ ( B ensures that the savings of getting |B| edges at cost cost(B) is greater
than for any proper subset.
• We call a beneficial set B strongly beneficial if cost(B) <
∑h
i=1 cost(Bi) holds for
all covers B1, B2, . . . , Bh ( B of B.
Intuitively, for a strongly beneficial set B we cannot get the same number of edges
to X by using sets Bi in several different H-components.
1We show in Proposition 10.6 item (1) that W (H) is unique.
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Figure 10.1.: Example of an H-component with eds(H) = 4. The wavy edges are a
possible minimum edge dominating set of H.
Example 10.3 (Illustration of Definition 10.2). Figure 10.1 shows a connected graph H.
The size of an edge dominating set in H is at least four because a solution has to
dominate the four pairwise non-adjacent edges {a, b}, {k, l}, {j, d} and {g, h}. Thus,
eds(H) = 4 because the wavy edges are an edge dominating set of H.
The vertices {a, b, k, l}, marked with a green cycle, as well as the vertices {d, h, j},
marked with an orange rectangle, are extendable. But only the green marked vertices
{a, b, k, l} are free: Let F be any minimum edge dominating set in H. The set F must
contain exactly one of the two edges e1 = {a, b} and e2 = {a, f}, and exactly one of the
two edges e3 = {k, l} and e4 = {k, f}. Now, F ′ = F \ {e1, e2, e3, e4} ∪ {e4} is an edge
dominating set in H − a and H − b of size |F | − 1, and F ′ = F \ {e1, e2, e3, e4} ∪ {e2}
is an edge dominating set in H − k and H − l of size |F | − 1 which implies that the
vertices {a, b, k, l} are free. The vertices {d, h, j} are not free because no minimum edge
dominating set F ′ in H − d, respectively H − h, respectively H − j has vertex c, which
is not extendable, as an endpoint of a solution edge, but the graph H has a minimum
edge dominating set that has c as an endpoint, namely the one containing the wavy
edge {a, b}, {h, c}, {d, j}. The vertex e, marked with a blue triangle, is uncovered.
The set {c, g} is strongly beneficial, whereas the set {c, g, i, j} is only beneficial, but
not strongly beneficial: The set {c, g} is beneficial because eds(H − {c, g}) = 3 and
eds(H−c) = eds(H−g) = eds(H) = 4, and strongly beneficial because the only possi-
ble non-trivial cover of {c, g} is {c}, {g} and cost({c, g}) = 1 < 2 = cost({c})+cost({g}).
The set {c, g, i, j} is beneficial because eds(H − {c, g, i, j}) = 2 and eds(H −B) ≥ 3
for all sets B ( {c, g, i, j}. But, the set {c, g, i, j} is not strongly beneficial because
cost({c, g, i, j}) = 2 = 1 + 1 + 0 = cost({c, g}) + cost({i}) + cost({j}). Observe that the
set {c, g, i} is not beneficial even though eds(H −{c, g, i}) = 3 < 4 = eds(H), because
{c, g} ( {c, g, i} and eds(H − {c, g, i}) = 3 = eds(H − {c, g}).
We are now able to give a more detailed version of Theorem 10.1, which specifies for
each finite set H of connected graphs the kernelization complexity of Edge Dominat-
ing Set parameterized by the size of a modulator to H-component graphs.
Theorem 10.4. Let H be any finite set of connected graphs. The Edge Dominating
Set problem parameterized by the size of a given modulator X to an H-component graph
behaves as follows:
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1. If H contains any graph H fulfilling one of the following items then there is no
polynomial kernelization unless NP ⊆ coNP/poly:
a) There is an extendable vertex in H that is not free, i.e., Q(H) \W (H) 6= ∅.
b) There is a strongly beneficial set B in H that contains an uncovered vertex,
i.e., B ∩ U(H) 6= ∅.
c) There is a vertex in H that is neither uncovered, free, nor neighbor of a free
vertex, i.e., V (H) \ (N [W (H)] ∪ U(H)) 6= ∅.
d) There is a strongly beneficial set B ⊆ N(W (H)) in H such that no minimum
edge dominating set FB of H −B covers all vertices of N(W (H)) \B.
2. Else, if H contains at least one graph that has a strongly beneficial set, then there
is a kernelization algorithm that reduces to O(|X|d) vertices, O(|X|d+1) edges,
and size O(|X|d+1 log |X|), and there is no kernelization algorithm that reduces
to size O(|X|d−ε), for any ε > 0, unless NP ⊆ coNP/poly where d is the size of
the largest strongly beneficial set in any H ∈ H.
3. Else, there is a kernelization algorithm that reduces to O(|X|2) vertices, O(|X|3)
edges, and size O(|X|3 log |X|), and there is no kernelization algorithm that re-
duces to size O(|X|2−ε), for any ε > 0, unless NP ⊆ coNP/poly.
In the remaining part of this Chapter is devoted to proving Theorem 10.4, following
the proof outline below. From this, Theorem 10.1 directly follows because disconnected
graphs in H do not affect the resulting class of H-component graphs, i.e., given any
finite set H of graphs we can take the subset H′ of connected graphs in H and apply
Theorem 10.4 to H′.
Remark 10.5. We showed that Edge Dominating Set parameterized by the size of
a given modulator X to a P5-component graph admits a kernel with O(|X|) vertices
(see Theorem 9.4). The reason why the kernelization procedure of Theorem 10.4 item 3
only reduces to O(|X|2) vertices instead of O(|X|) vertices is that H-components can
have uncovered vertices. This leads to a different marking argument similar to the
case for Edge Dominating Set parameterized by the solution size or the size of a
degree-1-modulator. Note that Edge Dominating Set parameterized by solution size
is covered by Theorem 10.4 item 3.
Proof outline for Theorem 10.4. We begin by establishing a number of useful prop-
erties of the terms introduced in Definition 10.2, e.g., that each graph H containing a
beneficial set B also contains a strongly beneficial set B′ ⊆ B (Proposition 10.6)
The kernelization lower bound of item 1 is proved by generalizing the lower bound
obtained for P3-component graphs in Theorem 9.1. We define so-called control pairs by
abstracting properties of P3-components used in the proof (Definition 10.7) and show
that there is no polynomial kernelization when any graph H ∈ H has a control pair
(Theorem 10.8). We then show that graphs H fulfilling items 1a, 1b, 1c, or 1d have
control pairs (Lemmas 10.10, 10.11, 10.12, and 10.13).
144 10. Classification for H-Component Graphs






















Table 10.1.: Example for the classification of Theorem 10.4. The red dashed edges are
the edges that are missing to obtain locally a complete bipartite graph. The
vertices that are marked with a green cycle are free, the vertices that are
marked with an orange rectangle are extendable, but not free, the vertices
that are marked with a blue triangle are uncovered, and the set of purple
marked vertices is strongly beneficial.
In item 1d, and in the items below, we (may) use that no graph in H fulfills
items 1a, 1b, or 1c. Accordingly, each graph H ∈ H has V (H) = N [W (H)] ∪ U(H),
i.e., each vertex of H is uncovered, free, or neighbor of a free vertex. Moreover, every
extendable vertex is also free, i.e., Q(H) = W (H), and strongly beneficial sets contain
no (uncovered) vertices of U(H). This implies that all strongly beneficial sets are sub-
sets of N(W (H)), the neighborhood of the free vertices, as neither uncovered nor free
vertices can be contained and no further vertices except those in N(W (H)) exist in H
(in this case).
For item 2 we have that no graph in H fulfills any of the items 1a through 1d and that
at least one graph in H has a strongly beneficial set. Thus, in addition to the above
restrictions on H ∈ H, we know that for each strongly beneficial set B, which here
must be a subset of N(W (H)), there is a minimum edge dominating set FB of H − B
that covers all vertices in N(W (H)) \ B. We give a general kernelization procedure
that reduces the number of components in G−X to O(|X|d) where d is the size of the
largest strongly beneficial set among graphs H ∈ H (Lemma 10.19). We then rule out
kernels of size O(|X|d−ε) using only H-components, where H is any graph in H that
exhibits the largest size d of strongly beneficial sets (Lemma 10.23). Note that in the
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present item d is always at least two because having a strongly beneficial set B of size
one would mean that v ∈ B is an extendable vertex that is not free (because beneficial
sets are disjoint from the set W (H) of free vertices), which is handled by item 1a.
Finally, for item 3, it remains to consider the case that no graph H ∈ H fulfills any of
the items 1a through 1d and that no graph in H has a strongly beneficial set. It follows
that no graph in H has any beneficial sets (Proposition 10.6 (11)) and, as before, we
have V (H) = N [W (H)]∪U(H). We obtain a kernelization to O(|X|2) vertices, O(|X|3)
edges, and size O(|X|3 log |X|) (Lemma 10.15). The lower bound ruling out kernels of
size O(|X|2−ε) for any ε > 0, and in fact for any set H, follows easily by a simple
reduction from Vertex Cover for which a lower bound ruling out size O(n2−ε) is
known [DvM14] (Lemma 10.27).
Since the arguments required for the kernelization in item 3 are simpler than for that
of item 2 and can serve as an introduction to it, the proofs are given in the order of
item 1, item 3, followed by item 2. 
Before starting on the lower bound part of Theorem 10.4, we establish a few basic
properties of the terms defined in Definition 10.2; these mostly follow readily from their
definition. We also justify the definition of W (H) as the unique maximum cardinality
free set in H.
Proposition 10.6 (2). Let H = (V,E) be a connected graph, let W = W (H) be the set
of free vertices, let Q = Q(H) be the set of extendable vertices, and let U = U(H) be
the set of uncovered vertices.
1. The set W is well defined.
2. The set U is an independent set and no vertex in Q is adjacent to a vertex in U ,
i.e., NH(U) ∩ (Q ∪ U) = ∅.
3. If v ∈ NH(U) is a vertex that is adjacent to a vertex in U , then v is an endpoint
of an edge in every minimum edge dominating set of H.
4. It holds for all vertices v ∈ V that eds(H)− 1 ≤ eds(H − v) ≤ eds(H).
5. Let Y ⊆ V . It holds for all subsets X ⊆ Y that eds(H − X) − |Y \ X| ≤
eds(H − Y ) ≤ eds(H −X), and that cost(X) ≤ cost(Y ).
6. Let F be a minimum edge dominating set in H. There exists a minimum edge
dominating set F ′ in H with (V (F ) ∪NH(W )) \W ⊆ V (F ′).
7. Every set that consists of a single vertex v ∈ Q \W is strongly beneficial. Fur-
thermore, these are the only beneficial sets of size one.
8. If B is a beneficial set of size at least two then B contains no extendable vertex,
i.e., B ∩Q = ∅.
2The proof of Proposition 10.6 is deferred to Section 10.5.
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9. If there exists a set Y ⊆ V \W with eds(H − Y ) < eds(H), then there exists a
beneficial set B ⊆ Y with eds(H −B) = eds(H − Y ).
10. If there exists a set Y ⊆ V \W with eds(H − Y ) < eds(H), then there exists a
beneficial set B ⊆ Y with eds(H −B) + 1 = eds(H). Furthermore, B is strongly
beneficial.
11. If H has a beneficial set B, then H has also a strongly beneficial set B′ ⊆ B.
12. Let F be a minimum edge dominating set in H. If e = {x, y} is an edge in F with
x, y /∈ Q, then {x, y} is a strongly beneficial set.
13. Let B be a beneficial set. B is strongly beneficial if and only if for every non-trivial
partition B1, B2, . . . , Bh of B it holds that cost(B) <
∑h
i=1 cost(Bi).
14. Let Y ⊆ V \W . There exists a partition B1, B2, . . . , Bh of Y where Bi is either
strongly beneficial or where Bi has cost(Bi) = |Bi|, for all i ∈ [h], such that
cost(Y ) ≥
∑h
i=1 cost(Bi). (Note that we also allow trivial partitions.)
10.3. Generalizing the Lower Bound
We want to generalize Theorem 9.1 to get a lower bound that covers a variety of different
H-components. In the proof of Theorem 9.1, we used one endpoint of each P3 to control





have their endpoints in a set of size k. The middle vertex of each P3 is extendable (but
not free, so P3 fits item 1a of Theorem 10.4) and the set consisting of this single vertex
is beneficial. Hence, we were able to add edges between the middle vertices of the P3’s
and the set S without spending more budget. Accordingly, to generalize Theorem 9.1,
we define what we call control pairs consisting of a set of control vertices and a strongly
beneficial set.
Definition 10.7. Let H = (V,E) be a connected graph, let C ⊆ V \ (Q(H) ∪B), and
let B ⊆ V . We call the pair (C,B) control pair, if
• B is strongly beneficial,
• no vertex c ∈ C is extendable in H −B, i.e., C ∩Q(H −B) = ∅,
• there exists a minimum edge dominating set F in H such that C ⊆ V (F ), and
• for all minimum edge dominating sets FB in H −B it holds that C * V (FB).
Let H be a connected graph that contains a control pair. We show that Edge
Dominating Set parameterized by the size of a modulator to an H-component graph
has no polynomial kernel unless NP ⊆ coNP/poly for all H 3 H. The lower bound
construction generalizes the construction used for Theorem 9.1, making the proof more
complicated. Observe that for H = P3 = v1v2v3 the set B is the vertex v2 and the set
C is the vertex v1 (or v3).
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Theorem 10.8. Let H be a connected graph and let B ⊆ V , C ⊆ V \ (Q(H) ∪B) such
that (C,B) is a control pair. For all sets H 3 H of graphs, the Edge Dominating
Set problem parameterized by the size of a modulator to an H-component graph admits
no polynomial kernelization unless NP ⊆ coNP/poly.
Proof. We give a cross-composition from Multicolored-Clique; the theorem then
follows directly from Theorem 2.14. In G −X we use only components isomorphic to
H, so X is a modulator to H-component graphs for all H with H ∈ H.
We choose the same polynomial equivalence relation R as in the proof of Theorem 9.1,
i.e., two instances (G1, k1) and (G2, k2) of Multicolored Clique are in the same
equivalence class of R if k1 = k2 and |V (G1)| = |V (G2)|. Assume that we are given
a sequence Ii = (Gi, k)ti=1 of Multicolored Clique instance that are in the same
equivalence class of R. Since all color classes have the same size we identify the vertex
sets of each color class. Let V be the vertex set (of size k · n) of the t instances and let
V1, V2, . . . , Vk be the different color classes (each of size n). We assume, without loss
of generality, that every instance has at least one edge in the edge set E(Vp, Vq) for all
1 ≤ p < q ≤ k. Otherwise, this instance would be a trivial no instance and we can
delete it. Furthermore, we can assume, without loss of generality, that t = 2s.
We construct an instance (G′, k′, X ′) of Edge Dominating Set parameterized by
the size of a modulator to an H-component graph. Thus, X ′ is a modulator to H-
component graphs for all H with H ∈ H (see Figure 10.2 for an illustration). As in
the proof of Theorem 9.1 we add sets V , T = {t1, t2, . . . , tk}, T ′ = {t′1, t′2, . . . , t′k}, W ,
Z, and Z ′ to G′ and connect them in the same way. Again, for each instance Gi, with
i ∈ [t], we pick a different subset of size s of W and denote it by W (i).
Instead of adding one vertex for each edge set E(Vp, Vq) with 1 ≤ p < q ≤ k to G′, we
add a set Sp,q of size d := |B| to G′ as well as a copy S′p,q. Let Sp,q = {s1p,q, s2p,q, . . . , sdp,q},
let S′p,q = {s′1p,q, s′2p,q, . . . , s′dp,q}, let S =
⋃





make every vertex sjp,q with 1 ≤ p < q ≤ k and j ∈ [d] adjacent to vertex s′jp,q. For each
graph Gi, with i ∈ [t], we add |E(Gi)| copies of graph H to G′. We denote by Hei the
copy of H that represents edge e = {x, y} ∈ E(Gi) of instance i ∈ [t] and by (Cei , Bei )
the control pair of Hei . For edge e = {x, y} in instance Gi, we make every vertex in Cei
adjacent to all vertices in W (i) and to the vertices x, y ∈ V .
To be able to refer to single vertices of B in copies Hei of H, let B = {b1, . . . , bd} and
let Bei = {bei,1, bei,2, . . . , bei,d} where bei,j corresponds to bj in B (i.e., this correspondence
constitutes an isomorphism between H and Hei ). For all i ∈ [t], e ∈ E(Gi), and j ∈ [d]
we make vertex bei,j ∈ Bei adjacent to vertex sjp,q ∈ Sp,q if e ∈ E(Vp, Vq) for 1 ≤ p < q ≤ k.
Note that every vertex bei,j is adjacent to exactly one vertex in S.
The modulator X ′ contains all vertices that are not contained in a copy of H. Thus






i ) = V ∪T∪T ′∪W∪Z∪Z ′∪S∪S′ andX ′ has size |X ′| =




|B|. Observe that the size of X ′ is polynomially bounded in n+ s,







Note that 0 ≤ cost(B) < |B|, because B is a strongly beneficial set in H.


























Figure 10.2.: Construction of the graph G′ with k = 4 and d = 3, where X ′ = W ∪Z ∪
Z ′ ∪ V ∪ T ∪ T ′ ∪ S ∪ S′. For each graph H, the rectangle corresponds to
the set C and the ellipse to the strongly beneficial set B.
We will show that (G′, k′, X ′) is a yes-instance of Edge Dominating Set if and only
if there is an i∗ ∈ [t] such that (Gi∗ , k) is a yes-instance of Multicolored Clique.
(⇒:) Let F be an edge dominating set of size at most k′ in G′. Analogously to the
proof of Theorem 9.1 we can observe, that Z ∪ T ∪ S ⊆ V (F ) and that we can choose
the |T |, |Z| and |S| edges that have one endpoint in T , Z or S, respectively, always from






i ), respectively. Additionally,
we can assume, without loss of generality, that the edges in F ∩E(T, V ), F ∩E(Z,W )






i ) are a matching (simple replacement argument). Fur-
thermore, an edge in F cannot have its endpoints in different copies of H.







and let FR = F \ (FT ∪ FZ ∪ FS). Recall, the edge sets FT , FZ and FS are matchings





i ), because every edge in E(G′[X ′]) is dominated by an edge in
FT ∪ FZ ∪ FS . This follows from the fact that Z ∪ T ∪ S are covered by the edge
dominating set F and that X ′ \ (Z ∪ T ∪ S) is an independent set.
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Let Bei (F ) = {v ∈ Bei | ∃s ∈ S : {v, s} ∈ FS} be the set of vertices in Bei that are







i which covers S and contains all edges of F that are
incident with S, and since |FS | = |S| it holds that no edge in F \ FS has an endpoint










· |B|. For i ∈ [t] and e ∈ E(Gi), let
F ei = {f ∈ FR | f∩V (Hei ) 6= ∅} be the set of edges in FR that have at least one endpoint













i ). Moreover, the sets F ei are a partition of FR because
no edge is incident with vertices of different graphs Hei .
Every edge in the graph Hei , with i ∈ [t] and e ∈ E(Gi), must be dominated by
edges in FR and FS , because they cannot be dominated by edges in the vertex set
FT ∪ FZ ⊆ E(T, V ) ∪ E(Z,W ). Thus, F ei must dominate all edges in Hei − Bei (F ),
because the set Bei (F ) contains all vertices in Hei that are incident with edges in FS .
This implies that for all i ∈ [t] and e ∈ E(Gi), the set F ei has at least the size of
a minimum edge dominating set in Hei − Bei (F ); hence eds(Hei − Bei (F )) ≤ |F ei |.
Combining all this, we get:
|F | = |FT |+ |FZ |+ |FS |+ |FR|











because the sets F ei partition FR










eds(Hei −Bei (F ))
because eds(Hei −Bei (F )) ≤ |F ei |










(eds(Hei )− |Bei (F )|+ cost(Bei (F )))
by the definition of cost(Bei (F ))
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Because we also have that






























cost(B{x,y}i (F )) ≤ cost(B).









i (F ) contains exactly one copy of
every vertex in B.
Proof. Let j ∈ [|B|]. The vertex sjp̄,q̄ ∈ Sp̄,q̄ is endpoint of an edge f in FS . Let v be













i that correspond to vertex bj in
B, it holds that v = b{x,y}i∗,j for some i∗ ∈ [t], x ∈ Vp̄, y ∈ Vq̄ with {x, y} ∈ E(Gi∗). Thus,
BC contains at least one copy of bj for all j ∈ [|B|].
Assume, BC contains at least two copies of a vertex bj in B, with j ∈ [|B|]. Let








be2i2,j are only adjacent to vertex s
j
p̄,q̄ ∈ Sp̄,q̄, the set FS is not a matching, which is a
contradiction and proves the claim. 
Let B1, B2, . . . , Bh ⊆ B be the sets in B that correspond to the non-empty sets in
{B{x,y}i (F ) | x ∈ Vp̄, y ∈ Vq̄, i ∈ [t] : {x, y} ∈ E(Gi)}. That is, for each non-empty set
B
{x,y}




i (F )}. It holds that the
sets B1, B2, . . . , Bh are a partition of B (Claim 10.9) and that
∑h
r=1 cost(Br) ≤ cost(B)
(inequality (10.1)). This implies that h = 1: Otherwise B1, B2, . . . , Bh would be a
non-trivial partition of B with cost(B) ≥
∑h
r=1 cost(Bi) which implies that B is not
strongly beneficial (Proposition 10.6 item (13)).
Thus, there exists exactly one vertex x ∈ Vp̄, exactly one vertex y ∈ Vq̄, and exactly
one i∗ ∈ [t] with the property that {x, y} ∈ E(Gi∗) and that B{x,y}i∗ (F ) is not the empty
set. Furthermore, it holds that B{x,y}i∗ (F ) = B
{x,y}
i∗ (Claim 10.9). It follows that for each
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graph Hei with i ∈ [t] and e ∈ E(Gi) either Bei (F ) = Bei or Bei (F ) = ∅. Therefore, for
all 1 ≤ p < q ≤ k there exists exactly one edge e ∈ E(Vp, Vq) and exactly one i ∈ [t] such
that e ∈ E(Gi) and Bei (F ) = Bei : Either all 1 ≤ p < q ≤ k fulfill inequation 10.1 with
equality or there exist 1 ≤ p′ < q′ ≤ k such that inequation 10.1 holds with "<". This
would imply that B is not beneficial (see proof of Claim 10.9 and definition of strongly




different copies of H





Now, we consider which vertices are contained or not contained in V (FR). It holds
that |FR| ≤
∑t




(cost(B)− |B|); to see this consider k′ ≥ |F | =
|FS |+|FT |+|FZ |+|FR|. For each graph Hei , with i ∈ [t] and e ∈ E(Gi), with Bei (F ) = ∅
we need at least eds(H) edges to dominate all edges in E(Hei ) and for each graph Hei ,
here i ∈ [t] and e ∈ E(Gi), with Bei (F ) = Bei we need at least eds(H − B) edges to
dominate all edges in E(Hei − Bei ). Since no two different copies of H are adjacent,





H where the vertices that correspond to vertices in B are covered by edges in FS , it
holds that we have exactly eds(H) or eds(H − B) edges of FR to dominate all edges
in Hei or Hei −Bei , respectively.
It follows, that FR contains no edge that has one endpoint in W or V , because the
vertex sets V and W are only adjacent to copies of vertices in C in G−X and a vertex
c ∈ C is neither extendable in H nor in H−B. Hence, without using more than eds(H)
or eds(H−B) edges to dominate all edges in H or H−B, respectively, we cannot have
an edge in FR that has one endpoint in V ∪W .
Let i ∈ [t] and e = {x, y} ∈ E(Gi) such that Bei (F ) = Bei . It holds that |F ei | =
eds(H −B), and therefore Cei * V (F ei ) (by definition of a control pair). Furthermore,
the set Cei ∩ Bei is empty by the choice of C and B. This implies that N(Cei ) =
{x, y} ∪W (i) ⊆ V (F ), i.e., that all neighbors of Cei in V and W must be endpoints
of F . It holds that {x, y} ⊆ V (FT ) and W (i) ⊆ V (FZ) because neither edges in FS nor
in FR have endpoints in V ∪W . Since, |FZ | = |W (i)| and FZ ⊆ E(Z,W ) it follows that
V (FZ)∩W = W (i). Thus, all graphs Hei , here i ∈ [t] and e ∈ E(Gi), with Bei (F ) = Bei
must belong to the same instance (because only edges in FZ contain edges that have
endpoints in W and because FZ has size s = |W (i)|).
Let i∗ ∈ [t] be the number of this instance and let e = {x, y} ∈ E(Gi∗) such that
Bei∗(F ) = Bei∗ . It must hold that x, y ∈ V (FT ) (because no other edges in F have an





for e ∈ E(Gi∗), with Bei∗(F ) = Bei∗ must correspond to a set of edges in E(Gi∗) that
have their endpoints in the set X = V (FT ) ∩ V of size k. Consequently, the set X is a
clique in Gi∗ and (Gi∗ , k) is a yes-instance of Multicolored-Clique.
(⇐:) This direction of the correctness proof is similar to the corresponding one in
the proof of Theorem 9.1 and follows easily from the construction; we sketch this only
briefly. If (Gi∗ , k) is a yes-instance and X = {x1, . . . , xk} ⊆ V is a multicolored k-clique
in Gi∗ with xj ∈ Vj , for all j ∈ [k], then select k+s solution edges for F in E(T, V ) and
E(Z,W ) as for Theorem 9.1. In particular, this ensures that W (i∗) ∪X ⊆ V (F ). For
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each set Sp,q with 1 ≤ p < q ≤ k add the edges between the d = |B| vertices between
Sp,q and the copy B
{xp,xq}
i∗ of B in H
{xp,xq}
i∗ . At this point, we have used up the budget
(intuitively) intended for edges incident with S, T , and Z. All edges in E(G[X ′]) are
already dominated by F as well as all edges incident with S; all edges in graphs Hei
and some edges between those graphs and V ∪W remain.
In each graph H{xp,xq}i∗ , with 1 ≤ p < q ≤ k, we select an edge dominating set
for H{xp,xq}i∗ − B
{xp,xq}
i∗ of cost eds(H − B). Together with previously added edges
incident with B{xp,xq}i∗ , this dominates all edges in this copy of H. Furthermore, edges
between H{xp,xq}i∗ and V ∪W are already dominated because their other endpoints are
in X ∪W (i∗) ⊆ V (F ). For all other graphs Hei , i.e., with i 6= i∗ or with i = i∗ but
e /∈ E(G[X]) we can select an edge dominating set of size eds(H) that is incident
with Cei . This dominates all edges in this H-graph and, crucially, dominates all edges
between Hei and V ∪ W because their endpoints in Hei are all in Cei . (This is the
only place where we need the third property of control pairs.) Thus we have selected
an edge dominating set and it can be readily checked that we have picked exactly
k′ = s+ k+
∑t








· cost(B) is exactly the




times an edge dominating set for H{xp,xq}i∗ −B
{xp,xq}
i∗ and
|B| edges between B{xp,xq}i∗ and Sp,q rather than the optimum solution for Hei∗ . 
Theorem 10.8 implies that whenever we have a family of connected graphs H which
contains at least one graph H ∈ H that has a control pair, then Edge Dominating
Set parameterized by the size of a modulator to an H-component graph does not have
a polynomial kernel unless NP ⊆ coNP/poly. Now, one can ask which connected graphs
have a control pair and whether Edge Dominating Set parameterized by the size of
a modulator to an H-component graph has a polynomial kernel when no graph in H
has a control pair. First, we show which connected graphs have a control-pair. In a
second step, we give a polynomial kernel for all remaining connected graphs of constant
size.
10.3.1. Graphs that Contain Control Pairs
In the following four lemmata we show which properties of a graph H help us to
construct a control pair (C,B) for H. We will see later that graphs that have no
control pair have a very specific structure which helps us to obtain polynomial kernels
for the remaining graphs.
Lemma 10.10. Every connected graph H that has at least one extendable vertex that
is not free contains a control pair.
Proof. Since graph H has an extendable vertex that is not free, there exists a vertex v ∈
Q(H)\W (H) and a minimum edge dominating set F in H such that for every minimum
edge dominating set F ′ in H − v, which has size |F | − 1, it holds that V (F ) \Q(H) *
V (F ′): If there would be no such vertex v ∈ Q(H) \W (H), then it would hold that for
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all v ∈ Q(H) \W (H) and for all minimum edge dominating sets F in H there exists a
minimum edge dominating set F ′ in H−v of size |F |−1 and with V (F )\Q(H) ⊆ V (F ′).
This holds also for all vertices in W (H) and would imply that Q(H) is free. Now, let
v ∈ Q(H) \W (H) be a vertex that is extendable but not free, and let F be a minimum
edge dominating set in H such that there exists no minimum edge dominating set F ′
(of size |F | − 1) in H − v with V (F ) \Q(H) ⊆ V (F ′).
Let C = V (F ) \ Q(H) and let B = {v}. Since B = {v} ⊆ Q(H) it holds that
C ⊆ V \ (Q(H) ∪ B). We will show that (C,B) is a control pair. The set B is
strongly beneficial, because v is extendable and not free (Proposition 10.6 item (7)).
Furthermore, by construction, it holds that F is a minimum edge dominating set with
C ⊆ V (F ) and that for all minimum edge dominating sets F ′ in H − B = H − v it
holds that C * V (F ′) (choice of v and C).
It remains to show that no vertex in C is extendable in H − v. Assume for contra-
diction that there exists a vertex c ∈ C ∩ Q(H − v). We will show that this implies
that c is also extendable in H, i.e., c ∈ Q(H), which is a contradiction to the choice
of C. Let Fc be a minimum edge dominating set in H − v − c. Since c is extendable
in H − v, it holds that |Fc| = eds(H − v − c) = eds(H − v) − 1. If NH(v) \ {c} = ∅,
then Fc is also a minimum edge dominating set in H − c and it would follow that
eds(H − c) ≤ |Fc| = eds(H − v) − 1 = eds(H) − 2; but eds(H − c) ≥ eds(H) − 1
(Proposition 10.6 item (4)), a contradiction. Thus, NH(v) \ {c} 6= ∅ and we pick an
arbitrary vertex w ∈ NH(v) \ {c}. Now, Fc ∪{{v, w}} would be an edge dominating set
in H− c of size eds(H)−1, hence c would be extendable in H, which is a contradiction
to the choice of C. 
Lemma 10.11. Every connected graph H that has a strongly beneficial set, that contains
at least one uncovered vertex, contains a control pair.
Proof. Let B be a strongly beneficial set in H that contains at least one uncovered
vertex and let C = NH(B ∩ U(H)) \ B be the neighborhood of all uncovered vertices
in B without the vertices in B. Since H is connected and every vertex in U(H) has no
neighbor in U(H) or Q(H) (Proposition 10.6 item (2)), it holds that C ⊆ V (H)\Q(H).
Furthermore, C is not the empty set. Otherwise, if all neighbors of B ∩ U(H) are also
contained in B then eds(H − B) = eds(H − (B \ U(H))). This implies that B is not
beneficial which is a contradiction.
We will show that (C,B) is a control pair. The set B is strongly beneficial and the
set C is a subset of V (H) \ (Q(H)∪B) (by choice). It holds that every minimum edge
dominating set in H contains C, because C ⊆ N(U(H)) (Proposition 10.6 item (3)).
Moreover, there exists no minimum edge dominating set F ′ in H − B such that C ⊆
V (F ′): If not then such a set F ′ would also be a minimum edge dominating set in
H − (B \ U(H)) because U(H) ∩ B ⊆ U(H) is an independent set (Proposition 10.6
item (2)) and all neighbors of U(H) ∩ B are contained in C. But, this implies that B
is not beneficial because eds(H − B̃) ≤ eds(H −B) where B̃ = B \ U(H) ( B.
Next, we show that no vertex in C is extendable in H − B. Assume for the sake of
contraction that there exists a vertex c ∈ Q(H−B)∩C that is extendable in H−B. Let
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F ′ be a minimum edge dominating set in H−B−c; hence |F ′| = eds(H−B)−1. Since
c ∈ C = NH(B ∩ U(H)), there exists a vertex b ∈ B ∩ U(H) with {c, b} ∈ E(H). Now,
F ′ ∪ {{c, b}} is an edge dominating set in H − (B \ {b}) of size |F ′|+ 1 = eds(H −B).
Thus, eds(H − (B \ {b})) ≤ eds(H −B), which implies that B is not beneficial, which
is a contradiction and completes the proof. 
Lemma 10.12. Every connected graph H that contains at least one vertex that is not
in N [W (H)] ∪ U(H) contains a control pair.
Proof. We can assume that the graph H neither contains an extendable vertex that
is not free nor a strongly beneficial set which contains at least one uncovered vertex;
otherwise we can apply Lemma 10.10 or Lemma 10.11, respectively, to find a control
pair.
First, we prove that there exists a vertex v /∈ N [W (H)]∪U(H) that is not contained
in every minimum edge dominating set of H. Assume for contradiction that every vertex
in R := V (H)\ (N [W (H)]∪U(H)) is contained in every minimum edge dominating set
of H. Let v ∈ R and let F be a minimum edge dominating set in H with |NH(v)∩V (F )|
maximal. Let x ∈ V (H) such that {v, x} ∈ F . Observe that x /∈ W (H), because
v /∈ N [W (H)].
Consider the vertex set X := NH(v) \ V (F ). It holds that X neither contains a
vertex of R (because every vertex in R is contained in every minimum edge dominating
set) nor a vertex of W (H) (because v /∈ N [W (H)]). In addition, X contains no vertex
of N(W (H)): If X would contain a vertex in N(W (H)) then we know that there
exists an edge dominating set F ′ in H such that (V (F ) ∪N(W (H))) \W (H) ⊆ V (F ′)
(Proposition 10.6 item (6)). This implies that |NH(v) ∩ V (F )| < |NH(v) ∩ V (F ′)|
because NH(v) ∩ V (F ′) contains all vertices that are contained in NH(v) ∩ V (F ) and
the vertex in N(W (H)) that is contained in X. Recall that W (H) ∩ NH(v) = ∅.
Furthermore, X is not the empty set because this would imply that x is extendable
but not free: The set F −{{x, v}} would be a minimum edge dominating set of H − x,
because NH(v) ⊆ V (F ). But, we assumed that H contains no extendable vertex. Thus,
the set X is contained in U(H) and not empty.
Let Y = X ∪ {x}. The set F − {{v, x}} is an edge dominating set in H − Y because
F − {v, x} dominates all edges in H − Y that are not adjacent to v (the vertex x is
contained in Y ), and vertex v is only adjacent to the vertices in Y and vertices that are
contained in V (F ). Thus, it holds that eds(H −Y ) < eds(H). This implies that there
exists a strongly beneficial set B ⊆ Y (Proposition 10.6 item (11)). Since x /∈ W (H)
and every extendable vertex is also free, no vertex in Y is extendable and, therefore,
|B| ≥ 2 (Proposition 10.6 item (7) and (8)). This directly implies that B ∩ U(H) 6= ∅
because Y contains only one element, namely x, that is not in U(H). This, however,
is a contradiction since we assumed that H contains no strongly beneficial set that
contains at least one uncovered vertex. Thus, there exists a vertex in the set R that is
not contained in every minimum edge dominating set.
Let v ∈ R be such a vertex that is not contained in every minimum edge dominating
set and let F be a minimum edge dominating set in H that contains v (such a minimum
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edge dominating set exists; otherwise v would be uncovered). Let x ∈ V (H) such that
{v, x} ∈ F . The vertex x is not contained in W (H) because vertex x is adjacent
to vertex v, and because vertex v is in R. Hence, neither vertex v nor vertex x are
extendable because every extendable vertex is also free. The fact that v, x /∈ Q(H)
together with Proposition 10.6 item (12) implies that the set B = {v, x} is strongly
beneficial. Let C := NH(v) \ {x}. It holds that C ∩ Q(H) is empty because W (H) =
Q(H) and v /∈ N [W (H)]. Furthermore, C ∩B is empty (by choice of C).
Next, we will show that (C,B) is a control pair. We already showed that B is strongly
beneficial. Recall that we chose a vertex v ∈ R that is not contained in every minimum
edge dominating set of H. Thus, there exists a minimum edge dominating set Fv in
H that does not contain v. This edge dominating must contain all vertices in NH(v).
Since C is a subset of NH(v), there exists a minimum edge dominating set F̂ in H
with C ⊆ V (F̂ ). Furthermore, there exists no minimum edge dominating set FB in
H − B with C ⊆ V (FB): Otherwise, x would be extendable (and not free) because
FB would also be an edge dominating set in H − x. To prove that no vertex in C is
extendable in H − B assume for the sake of contradiction that there exists a vertex
c ∈ C that is extendable in H −B. Thus, there exists a minimum edge dominating set
Fc in H −B − c of size eds(H −B)− 1. We can extend Fc to an edge dominating set
in H − c of size eds(H −B) = eds(H)− 1 by adding the edge {v, x} to Fc. But now,
c is also extendable in H, which contradicts the assumption and shows that (C,B) is a
control pair. 
So far, we showed that every connected graph H that contains an extendable vertex
that is not free, a vertex in V (H) \ (N [W (H)] ∪ U(H)), or a strongly beneficial set
that contains at least one vertex of the set U(H) has a control pair. Thus, for all
remaining connected graphs H it holds that every extendable vertex is also free, i.e.,
Q(H) = W (H), and that V (H) \ (N [W (H)] ∪ U(H)) is empty. This implies that
V (H) = N [W (H)] ∪ U(H). Moreover, no strongly beneficial set contains any vertex
of U(H) and, hence, strongly beneficial sets must be subsets of N(W (H)). Recall that
(strongly) beneficial sets are subsets of V (H) \W (H).
Lemma 10.13. Every connected graph H that has a strongly beneficial set B ⊆
N(W (H)) such that no minimum edge dominating set FB of H − B covers all ver-
tices of N(W (H)) \B contains a control pair.
Proof. We can assume that graph H neither contains an extendable vertex that is not
free, a strongly beneficial set which contains at least one uncovered vertex, nor a vertex
that is not in N [W (H)] ∪ U(H); otherwise we can apply Lemma 10.10, Lemma 10.11
or Lemma 10.12, respectively. Thus V (H) = N [W (H)] ∪ U(H) and every strongly
beneficial set is contained in N(W (H)).
Note that every strongly beneficial set B ⊆ N(W (H)) with the property that there
exists no minimum edge dominating set in H − B that contains all vertices of the set
N(W (H)) \B together with the set C = N(W (H)) \B fulfills all except one property
of a control pair: The set B is strongly beneficial, C ⊆ V (H) \ (Q(H) ∪ B), and for
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every minimum edge dominating set FB in H − B it holds that C * V (FB) (choice
of B). Furthermore, there exists a minimum edge dominating set F in H such that
C ⊆ V (F ), because C ⊆ N(W (H)) (Proposition 10.6 item (6)). But, we do not know
whether C∩Q(H−B) = ∅. We will show that if there exists a strongly beneficial set B
in H such that no minimum edge dominating set in H−B contains N(W (H))\B, then
there exists also a strongly beneficial set B′ inH such that no minimum edge dominating
set in H −B′ contains C ′ = N(W (H)) \B′, and such that Q(H −B′) ∩ C ′ = ∅.
Let B ⊆ N(W (H)) be a strongly beneficial set in H such that no minimum edge
dominating set of H −B contains all vertices of the set C := N(W (H)) \B, and with
|Q(H − B) ∩ C| minimal under these strongly beneficial sets. (Such a set B exists by
assumption.) If Q(H −B)∩C = ∅, then B fulfills the desired property and (C,B) is a
control pair. Thus, assume that |Q(H − B) ∩ C| > 0 and let c ∈ Q(H − B) ∩ C. We
show that B′ = B∪{c} is a strongly beneficial set in H that fulfills the same properties
as B, and with |Q(H −B)∩C| > |Q(H −B′)∩C ′|, where C ′ = N(W (H)) \B′, which
is a contradiction to the choice of B.
First, we will show that B′ = B ∪ {c} is a strongly beneficial set. It follows from
Proposition 10.6 item (14) that there exists a partition B1, B2, . . . , Bh of B′ where
Bi is either strongly beneficial or where cost(Bi) = |Bi|, for all i ∈ [h], auch that
cost(B) ≥
∑h
i=1 cost(Bi) because B ⊆⊆ N(W (H)) ⊆ V (H) \W (H). We can assume,
without loss of generality, that c ∈ B1. Observe that cost(B′) = cost(B) because c is
extendable in H−B which implies that eds(H−B′) + 1 = eds(H) (definition of cost).
Now, if h = 1 and B1 is strongly beneficial then B′ = B1 is strongly beneficial. Thus,
assume for contraction that h = 1 and |B1| = cost(B1) or that h ≥ 2. If h = 1 and
cost(B1) = |B1| then it follows that cost(B) = cost(B′) = |B′| > |B|, but it always
holds that cost(B) ≤ |B| which is a contradiction. Thus, it holds that h ≥ 2. Now, the
sets B1 \ {c}, B2, . . . , Bh are a partition of B and it holds that
cost(B) = cost(B′) ≥
h∑
i=1




where the last inequality follows from Proposition 10.6 item (5). Since B is strongly
beneficial it follows that h = 2, B1 \ {c} = ∅ and B2 = B is strongly beneficial. This
implies that cost(B1) + cost(B2) = 1 + cost(B) > cost(B) because c is not extendable
in H. But, this contradicts the assumption that cost(B′) ≥ cost(B1) + cost(B2). This
shows that B′ is strongly beneficial.
Now, we will show (by contradiction) that there exists no minimum edge dominating
set FB′ in H − B′ such that C ′ := N(W (H)) \ B′ ⊆ V (FB′). Assume that there
exists a minimum edge dominating set FB′ in H − B′ such that C ′ ⊆ V (FB′). The
set FB = FB′ ∪ {{c, v}} with v ∈ NH−B(c) is a minimum edge dominating set of size
|FB′ |+1 = eds(H−B′)+1 = eds(H−B) in H−B because FB dominates all edges in
H −B′ and all edges that are incident with c (since c ∈ V (FB)). Recall that NH−B(c)
is not empty, because c ∈ N(W (H)) and W (H) ∩ B = ∅ (definition of beneficial
sets). But, the minimum edge dominating set FB in H − B contains all vertices in
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C := N(W (H)) \ B as an endpoint: It holds C = C ′ ∪ {c} and C ′ ⊆ V (FB′) ⊆ V (FB)
as well as c ∈ V (FB). This contradicts the choice of B, hence there exists no minimum
edge dominating set FB′ in H −B′ such that C ′ ⊆ V (FB′).
Finally, we show that |Q(H−B)∩C| > |Q(H−B′)∩C ′| which contradicts the choice
of the set B.
Claim 10.14. It holds that Q(H −B′) ∩ C ′ ( Q(H −B) ∩ C.
Proof. (⊆:) If Q(H − B′) ∩ C ′ is empty then Q(H − B′) ∩ C ′ ⊆ Q(H − B) ∩ C and
we are done. Thus, assume that Q(H − B′) ∩ C ′ 6= ∅. Let v ∈ Q(H − B′) ∩ C ′ be a
vertex that is extendable in H − B′. This implies that there exists a minimum edge
dominating set F ′v in H −B′− v of size eds(H −B′)− 1. Consider Fv := F ′v ∪ {{c, u}}
with u ∈ NH−B−v(c). Again, NH−B−v(c) 6= ∅ because c is adjacent to a vertex in
W (H) and W (H) ∩ (B′ ∪ {v}) = ∅. The set Fv is an edge dominating set (of size
eds(H−B′) = eds(H−B)−1) inH−B−v because Fv dominates all edges in H−B′−v
and all edges that are incident with c. Furthermore, Fv is a minimum edge dominating
set inH−B−v because |Fv| ≥ eds(H−B−v) ≥ eds(H−B)−1 = |Fv| (Proposition 10.6
item (4)). It follows that eds(H − B − v) = eds(H − B) − 1. Thus, v ∈ Q(H − B)
(definition of extendable vertices) which implies that Q(H −B′)∩C ′ ⊆ Q(H −B)∩C.
( 6=:) The vertex c is extendable in H −B (choice of c), i.e., c ∈ Q(H −B) ∩C. But,
vertex c is not extendable in H −B′, because c ∈ B′ and thus not contained in H −B′.
This implies Q(H −B) ∩ C 6= Q(H −B′) ∩ C ′ and concludes the proof. 
Now, B′ is a strongly beneficial set in H such that no minimum edge dominating set
FB′ in H−B′ contains all vertices in C ′. Furthermore, Q(H−B′)∩C ′ ( Q(H−B)∩C
which contradicts the choice of B because |Q(H −B′) ∩ C ′| < |Q(H −B) ∩ C|.
Overall, we showed that there exists a strongly beneficial set B ⊆ N(W (H)) such
that there exists no minimum edge dominating set in H −B that covers all vertices of
C := N(W (H)) \B ⊆ V \ (Q(H) ∪B) and such that Q(H −B) ∩C = ∅. It holds that
(C,B) is a control pair (see argumentation above). 
10.4. Generalizing the Kernelization
We showed for many finite sets H that Edge Dominating Set parameterized by
the size of a modulator to an H-component graph has no polynomial kernel, unless
NP ⊆ coNP/poly. Now, we will show that Edge Dominating Set parameterized by
the size of a modulator to an H-component graph admits a polynomial kernel for all
remaining choices of finite sets H. Recall that all remaining sets H only contain graphs
H where each vertex is either free, neighbor of a free vertex, or uncovered, i.e., V (H) =
N [W (H)] ∪ U(H). Furthermore, it holds for every strongly beneficial set B in H that
there exists a minimum edge dominating set FB in H−B with N(W (H))\B ⊆ V (FB).
Our goal is to generalize the kernels for Edge Dominating Set parameterized by
the size of a modulator to a P5-component graph (Section 9.4) and parameterized by
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the size of a degree-1-modulator (Section 9.3). The general kernel is more complicated
because neither the P5, the P1, nor the P2 have any strongly beneficial sets which are
the main source of complication.
We first show that if no graph in H has a beneficial set then there exists a kernel with
O(|X|2) vertices and O(|X|3) edges. (Recall, for every kernel lower bound we showed
that there exists a strongly beneficial set, thus all graphs that have no beneficial set can
only have vertices that are uncovered, free, or neighbors of free vertices.) This will later
be extended to a more involved kernelization that also handles H-components where
H does have beneficial sets but they always have a minimum edge dominating set FB
in H − B as above. Afterwards, we will show that the kernel size is almost optimal in
both cases.
10.4.1. Kernelization
To prove that Edge Dominating Set parameterized by the size of a modulator to
an H-component graph has a polynomial kernel, where H is a finite set of graph such
that no graph in H contains a control pair, we construct a bipartite graph to mark
certain connected components, as in the kernelization for Edge Dominating Set
parameterized by the size of a modulator to a P5-component graph. This marking
becomes more complicated when a graph H has one, or more, (strongly) beneficial sets.
Besides marking connected components that allow us to cover vertices in X without
using |X| extra edges we have to mark connected components that contain uncovered
vertices similar to the kernelization for Edge Dominating Set parameterized by the
size of a degree-1-modulator.
Lemma 10.15. Let H be a finite set of connected graphs that contain no beneficial sets
and such that each graph H ∈ H has V (H) = N [W (H)] ∪ U(H), i.e., each graph H
has only vertices that are uncovered, free, or neighbors of a free vertex. Then Edge
Dominating Set parameterized by the size of a modulator X to an H-component graph
admits a kernel with O(|X|2) vertices, O(|X|3) edges, and size O(|X|3 log |X|).
Proof. Let (G, k,X) be an instance of Edge Dominating Set parameterized by the
size of a modulator to an H-component graph. We can assume, without loss of general-
ity, that k − eds(G−X) < |X|. Otherwise, we can return a trivial solution consisting
of a minimum edge dominating set in G − X and one edge in δG(x) for each vertex
x ∈ X. Let C be the set of connected components in G − X, let W be the set of all
free vertices in G −X, and let U be the set of all uncovered vertices in G −X, hence
W =
⋃
C∈CW (C) and U =
⋃
C∈C U(C). Let XW ⊆ X be the set of vertices in X that
are adjacent to a vertex in W , hence XW = {x ∈ X | ∃w ∈ W : {x,w} ∈ E(G)}, and
let CW be the set of connected components C in C where W (C) is adjacent to a vertex
in XW , hence with E(W (C), XW ) 6= ∅.
To find vertices in X that can be covered by every edge dominating set of size at
most k without spending extra budged we construct a bipartite graph GW . One part
of GW is the set XW and the other part consists of one vertex sC for each connected
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component C in CW . We add an edge between a vertex x ∈ XW and a vertex sC
with C ∈ CW if and only if vertex x is adjacent to a vertex in W (C) in G. Now,
we apply Theorem 2.2 to obtain either a maximum matching in GW that saturates
XW , or to find a set Y ⊆ XW such that |NGW (Y )| < |Y | and such that there exists a
maximum matching in GW−NGW [Y ] that saturates XW \Y . If there exists a maximum
matching in GW that saturates XW then let XhW = XW , let X lW = ∅, and let ClW = ∅.
Otherwise, if there exists a set Y with the above properties then let X lW = Y , let
XhW = XW \ Y , and let ClW be the set of connected components C in CW where W (C)
is adjacent to a vertex in X lW , i.e., ClW = {C ∈ CW | sC ∈ NGW (X lW )}. It holds that
|ClW | = |NGW (Y )| < |Y | = |X lW | because every connected component in ClW corresponds
to a vertex in NGW (Y ). In both cases it holds that |ClW | ≤ |X lW |.
Reduction Rule 10.1. Delete the set XhW from G, i.e., let G′ = G−XhW , X ′ = X\XhW
and k′ = k.
Claim 10.16. Reduction Rule 10.1 is safe.
Proof. Let F be an edge dominating set of size at most k in G. We construct an edge
dominating set F ′ of size at most k′ = k in G′ as follows. First, we delete every edge
e ∈ F , if both endpoints of e are contained in XhW . Next, for every edge e = {x, y} ∈ F
that has exactly one endpoint in XhW (without loss of generality x ∈ XhW ) we either
replace e by one edge in δG′(y), if δG′(y) 6= ∅ or delete e, if δG′(y) = ∅. It holds that
F ′ has size at most k = k′ because we only delete edges or replace edges. Furthermore,
V (G′)\V (F ′) is an independent set because V (F ′) contains every vertex in V (F )\XhW
that is not isolated in G′, because V (G)\V (F ) is an independent set in G, and because
V (G′) = V (G) \XhW . Thus, F ′ is an edge dominating set of size at most k′ in G′.
For the other direction, let F ′ be an edge dominating set of size at most k′ in G′
that is also a matching. Let M be a maximum matching in GW − NGW [X lW ] that
saturates XhW , and for each vertex x ∈ XhW let Cx be the connected component in CW
with {sC , x} ∈ M . Consider the connected component Cx for a vertex x ∈ XhW . Since
M is a maximum matching in GW −NGW [X lW ] it holds that the connected component
Cx does not correspond to a vertex in NGW (X lW ). This implies that no free vertex in
Cx is adjacent to a vertex in X lW (construction of GW ). Let F ′x be the set of edges
in F ′ that have at least one endpoint in Cx, i.e., F ′x = {f ∈ F ′ | f ∩ Cx 6= ∅}. We
partition F ′x in three sets. Let F ′x,1 be the set of edges in F ′x that have one endpoint
in X and the other endpoint in Cx, let F ′x,2 be the set of edges in F ′x that have one
endpoint in U(Cx) and the other endpoint in N(W (Cx)), and let F ′x,3 be the set of
remaining edges in F ′x. Recall that uncovered vertices are only adjacent to vertices
in N(W (Cx)) ∪ X (Proposition 10.6 item (2)). Thus, all edges in F ′x that have one
endpoint in U(Cx) (the set of uncovered vertices in Cx) are contained in F ′x,1 ∪ F ′x,2.
Let Bx be the set of vertices in Cx that are incident with an edge in F ′x,1 ∪ F ′x,2, hence
Bx = V (Cx) ∩ V (F ′x,1 ∪ F ′x,2). Recall that every vertex in W (Cx) is only adjacent to
vertices in N [W (Cx)] in G′ because no free vertex of Cx is adjacent to a vertex in X lW
(and we delete set XhW to obtain G′). Thus, V (F ′x,1 ∪ F ′x,2) contains no free vertex of
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Cx because no free vertex in Cx is adjacent to a vertex in X or an uncovered vertex
of Cx; thus Bx ⊆ N(W (Cx)) ∪ U(Cx). Since Cx has no beneficial set, it holds that
eds(Cx−Bx) = eds(Cx) (Proposition 10.6 item (9)). Thus, the set F ′x has size at least
eds(Cx) plus the size of |F ′x,1 ∪ F ′x,2|. Furthermore, F ′x,3 is an edge dominating set in
Cx − Bx (by choice of Bx) which implies that |F ′x,3| ≥ eds(Cx − Bx) = eds(Cx). It
follows that |F ′x| = |F ′x,1 ∪ F ′x,2|+ |F ′x,3| ≥ |F ′x,1 ∪ F ′x,2|+ eds(Cx).
Let wx ∈ NG(x) ∩W (Cx) be a free vertex in Cx that is adjacent to x ∈ XhW . We
replace F ′x,3 by the set Fx,3 that consists of a minimum edge dominating set in Cx−wx
that covers all vertices in N(W (Cx)) (which exists by Proposition 10.6 item (6)) and
the edge {wx, x}. The edge set Fx,3 has size eds(Cx) because wx ∈ W (Cx) (definition
of free); hence |Fx,3| ≤ |F ′x,3|. We do this for all vertices x ∈ XhW to obtain F . It holds
that F has size at most |F ′| because we only replace F ′x,3 by Fx,3 for each x ∈ XhW , and
because |Fx,3| ≤ |F ′x,3|.
It remains to prove that F is indeed an edge dominating set in G. The set V (F )
contains all vertices in V (F ′), except some free vertices in the connected components
where we change the edge dominating set. But, all neighbors of these free vertices are
contained in V (F ), because these free vertices are only adjacent to vertices in XhW ,
which are contained in V (F ), and to vertices in the connected component of G − X
they belong to. Thus, F is an edge dominating set in G. 
Now, let XU ⊆ X be the set of vertices in X that are adjacent to a vertex in U , i.e.,
XU = {x ∈ X | ∃u ∈ U : {x, u} ∈ E(G)}. We partition XU into two sets as follows. Let
XhU ⊆ XU be the set of vertices in XU that are adjacent to the set of uncovered vertices
in at least |X|+ 1 connected components, i.e.,
XhU = {x ∈ XU | ∃C1, C2, . . . , C|X|+1 ∈ C and ∀j ∈ [|X|+ 1] : x ∈ NG(U(Cj))},
and let X lU = XU \ XhU be the set of vertices in XU that are adjacent to the set of
uncovered vertices in less than |X| connected components in C. By ClU we denote the
connected components C in C with E(U(C), X lU ) 6= ∅. It holds that |ClU | ≤ |X lU | · |X|.
Reduction Rule 10.2. For all x ∈ XhU add a vertex x′ and the edge {x, x′} to G.
Let CS be the set of new connected components in G′. These are the connected
components consisting of a single vertex x′ that we add during Reduction Rule 10.2.
It is easy to verify that Reduction Rule 10.2 is safe, i.e. that there exists a solution for
(G, k,X) if and only if there exists a solution for (G′, k′, X ′). This follows from the fact
that every edge dominating set F in G of size at most k must contain the vertices in
XhU as endpoints: If there would be a vertex x ∈ XhU that is not contained in V (F ),
then there exist at least |X|+ 1 connected components that contain a vertex in U that
is adjacent to x. Now, these at least |X|+ 1 vertices must be contained in V (F ). But,
every connected component C with this property is adjacent to eds(C) + 1 edges in
F because no minimum edge dominating set in C covers an uncovered vertex. Thus,
|F | ≥ eds(G−X) + |X|+ 1 > k because two connected components in G−X are not
10.4. Generalizing the Kernelization 161
adjacent. This is a contradiction and shows that every vertex in XhU must be contained
in an edge dominating set of size at most k in G. By adding the vertex x′ and the edge
{x, x′}, with x ∈ XhU , to G, we encode that vertex x must be an endpoint of an edge in
every solution of size at most k.
Let CD ⊆ C be the set of connected components in G−X that are not contained in
ClU ∪ClW ∪CS . Note, CD contains all connected components where neither a free nor an
uncovered vertex is adjacent to a vertex in X.
Reduction Rule 10.3. Delete all connected components in CD and decrease k by the
size of a minimum edge dominating set in CD, i.e., let G′ = G − CD, X ′ = X, and
k′ = k − eds(CD).
Claim 10.17. Reduction Rule 10.3 is safe.
Proof. Let F be an edge dominating set of size at most k in G. If no edge in F
has one endpoint in a connected component of CD and the other endpoint in X, then
F ′ = F \E(CD) is an edge dominating set of size at most |F | − eds(CD) ≤ k′ in G′ and
we are done. Thus, assume that there exists at least one edge that has one endpoint
in X and one endpoint in a connected component of CD; hence F ∩ E(V (CD), X) 6= ∅.
We denote the set of edges in F that are incident with a connected component in CD
by FD, and let FD,X = F ∩ E(V (CD), X).
It holds that every vertex v in V (FD,X) is not a free vertex: Otherwise, there exists
a vertex x ∈ XW such that {x, v} ∈ FD,X . But, we delete every vertex in XhW during
Reduction Rule 10.1 and every connected component that contains a free vertex that is
adjacent to a vertex in X lW is a connected component in ClW and therefore not in CD.
Let X̃ ⊆ X be the set of vertices in X that are contained in V (FD), i.e., X̃ =
X ∩ V (FD). Since no vertex in X̃ is adjacent to a free vertex in CD, and since the
connected components do not have beneficial sets it holds that the size of a minimum
edge dominating set in CD plus the size of the set X̃ is smaller or equal to the number
of edges in FD. Now, to obtain an edge dominating set F ′ of size at most k′ in G′, we
delete the edge set FD from F and we add for all vertices x ∈ X̃ exactly one edge of
the set δG′(x) to the edge dominating set (or none if the edge set δG′(x) is empty). By
construction it follows that F ′ has size at most k′ because we delete |FD| ≥ eds(CD)+|X̃|
edges from F and add at most |X̃| edges to F . Furthermore, F ′ is an edge dominating
set in G′, because V (F ′) contains all vertices of V (F ) that are contained in V (G′) and
not isolated in G′.
For the other direction, let F ′ be an edge dominating set of size at most k′ in G′.
To obtain an edge dominating set F of size at most k in G we add for every connected
component C ∈ CD a minimum edge dominating set FC in C withN(W (C)) ⊆ V (FC) to
F ′ (the existence of such a minimum edge dominating set follows from Proposition 10.6
item (6)). To show that F is indeed an edge dominating set in G we only have to show
that every edge e ∈ E(CD, X) is dominated by F . All other edges are dominated by
F , because they are already dominated by F ′ ⊆ F or by FC with C ∈ CD. Assume for
contradiction that there exists a connected component C ∈ CD and an edge e = {v, x}
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in G with v ∈ V (C) and x ∈ X such that neither vertex v nor vertex x is an endpoint
of an edge in F . Since all vertices in N(W (C)) are endpoints of an edge in F (choice of
FC), and since C contains only free vertices, neighbors of free vertices and uncovered
vertices, it holds that v is either a free or uncovered vertex in C; hence x is contained in
XW ∪XU . It holds that all vertices in XhU are contained in V (F ′) ⊆ V (F ) because every
vertex x in XhU is adjacent to a connected component in CS that consists of a single
vertex x′ which is only adjacent to vertex x in XhU . Furthermore, during Reduction
Rule 10.1 we delete the vertex set XhW . Thus, x is contained in X lU ∪ X lW . Now, if
v is a free vertex in C, then x must be a vertex in X lW which implies that C is a
connected component in ClW and not in CD, which is a contradiction. Similar, if v is
an uncovered vertex in C, then x must be a vertex in X lU which implies that C is a
connected component in ClU and not in CD, which is a contradiction. This shows that
F is an edge dominating set of size at most k in G. 
We already showed that each reduction rule is safe. Next, we show that the reduced
instance (G′, k′, X ′) has at most O(|X|2) vertices. The set of connected components in
G′−X ′ is C′ := ClU ∪ClW ∪CS , because we only add connected components to G during
Reduction Rule 10.2 (namely the components in CS) and we only delete connected
components during Reduction Rule 10.3. We delete all connected components that are
not contained in ClU ∪ ClW ∪ CS . It follows that G′ − X ′ has at most 2|X|2 connected
components, because |C′| ≤ |ClU |+ |ClW |+ |CS | ≤ |X lU | · |X|+ |X lW |+ |XhU | ≤ 2|X|2. Since
every connected component has constant size, and since V (G′) = V (C′) ∪ X ′ it holds
that G′ has at most O(|X|2) vertices. Next, we have to bound the number of edges.
Every connected component has only constant size, thus it has only a constant number
of edges (because our graph is simple); hence |E[C′]| ∈ O(|X|2). The number of edges
between vertices in X is at most |X|2. All remaining edges are between X and C′ and
there are at most |X| · |V (C′)| ∈ O(|X|3) edges between X and C′. This sums up to at
most O(|X|3) edges.
It is easy to see that we can perform the reduction in polynomial time: We ap-
ply every Reduction Rule exactly once and we also compute every set exactly once.
Furthermore, we can compute the sets W and U in polynomial time because we can
compute a minimum edge dominating set in a connected component of constant size
in constant time. Moreover, we can compute all remaining sets in polynomial time (by
applying Theorem 2.2 or by simple counting). We can also apply each Reduction Rule
in polynomial time because we only delete respectively add vertex or edge sets of size
polynomial in |G| which we can compute in polynomial time. 
Remark 10.18. If H is a finite set of connected graphs that contain neither beneficial
sets nor uncovered vertices (and such that for each graph H ∈ H it holds V (H) =
N [W (H)]) then Edge Dominating Set parameterized by the size of a modulator X
to an H-component graph admits a kernel with O(|X|) vertices, O(|X|2) edges, and
size O(|X|2 log |X|). This holds because the only set that has size O(|X|2) is the set of
connected components in ClU . But, if we have no uncovered vertex then ClU = ∅. Hence,
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the reduced instance has only O(|X|) many connected components, and therefore, only
O(|X|) many vertices.
Lemma 10.19. Let d ∈ N and let H be a finite set of connected graphs such that
no graph H ∈ H has a strongly beneficial set of size exceeding d, such that V (H) =
N [W (H)] ∪ U(H) for all H ∈ H, and such that each strongly beneficial set B of any
graph H ∈ H is contained in N(W (H)). Moreover, assume that for each strongly
beneficial set B of a graph H ∈ H there exists a minimum edge dominating set in H−B
that covers all vertices in N(W (H)) \B. Then Edge Dominating Set parameterized
by the size of a modulator X to an H-component graphs admits a kernel with O(|X|d)
vertices, O(|X|d+1) edges, and size O(|X|d+1 log |X|).
Proof. Let (G, k,X) be an instance of Edge Dominating Set parameterized by the
size of a modulator to an H-component graph. Again, we can assume, without loss of
generality, that k − eds(G−X) < |X| (see proof of Lemma 10.15). The kernelization
is similar to the previous kernelization. We construct a different graph GW to compute
XhW because we have to be a little bit more careful with connected components in ClU
and because we have beneficial sets. Furthermore, we define the set CD differently (for
this purpose we compute another auxiliary graph).
In the previous kernelization (Lemma 10.15) the connected components in G − X
have no beneficial set. Thus, for every connected component C that has at least one
free vertex and whose set of free vertices is adjacent to at least one vertex in X, we could
assume that an edge dominating set contains at least one of these edges between the
free vertices and X. We cannot assume this anymore because a connected component
can also contain a beneficial set B. Now, it could be necessary that an edge dominating
set of size at most k contains a matching between B and X. For example, assume that
there exists a connected component C that contains a free vertex that is adjacent to
vertex x1 in X, and that C has also a beneficial set B = {b1, b2, b3} of size three with
cost(B) = 1 such that bi is adjacent to a vertex xi in X (where all xi are pairwise
different). Now, we can either increase the cost locally by one to cover three vertices
in X or use the same local cost to cover one vertex, namely x1, in X. Further, assume
that x1, x2, x3 are endpoints of edges in every edge dominating set of size at most k
and that there exist no way to cover x2 and x3 with an extra budget of one. Hence,
the edge dominating set will probably contain the edges between B and {x1, x2, x3} as
well as a minimum edge dominating set in C −B, and no edge between a free vertex of
C and X.
Besides this, in the previous kernelization we could assume that every edge that is
incident with an uncovered vertex increases the cost locally by one. We cannot assume
this anymore because a connected component C with a beneficial set B can cover |B|
vertices in N(B) ∩ U(C) while increasing the cost locally by cost(B) < |B|. Thus, a
beneficial set B could be useful to cover some vertices in U(C) and to cover vertices
in X. But, if all vertices in U(C) are only adjacent to vertices in X that must be in
every edge dominating set of size at most k then we will never cover the vertices in
U(C) by edges inside a connected component.
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For these reasons, we compute the set XhW using a different auxiliary graph which
leads to O(|X|2) connected components in ClW (in the worst case). Note that it would
be possible to bound the number of connected components in ClW by O(|X|) by defining
an auxiliary graph that handles the connected components that have free vertices or
beneficial sets at the same time. This would make the analysis more complicated. But,
we are only able to bound the number of connected components that contain a beneficial
set by O(|X|d), with d ≥ 2. Thus, even if no graph has uncovered vertices we will not
be able to reduce to less than O(|X|2) vertices because we have connected components
that contain beneficial sets (of size d ≥ 2). Recall, in the previous kernelization we can
reduce to O(|X|) vertices if we have no uncovered vertices.
As before, let C be the set of connected components in G −X, let W be the set of
all free vertices in G−X, and let U be the set of all uncovered vertices in G−X. Let
XW ⊆ X be the set of vertices in X that are adjacent to a vertex in W , hence XW =
{x ∈ X | ∃w ∈ W : {x,w} ∈ E(G)}, and let CW be the set of connected components C
in C where W (C) is adjacent to a vertex in XW , hence with E(W (C), XW ) 6= ∅. Again,
we compute a bipartite graph GW : One part consists of |X| vertices x1, x2, . . . , x|X|
for every vertex x in XW . We denote this set by R. The other part consists of one
vertex sC for every connected component C in CW . We add an edge between a copy
xi of vertex x ∈ XW , with i ∈ [|X|], and a vertex sC with C ∈ CW if and only if x is
adjacent to a vertex in W (C). Now, we apply Theorem 2.2 to obtain either a maximum
matching in GW that saturates R, or to find a set Y ⊆ R such that |NGW (Y )| < |Y |
and such that there exists a maximum matching in GW −NGW [Y ] that saturates R\Y .
Observe, since every copy of a vertex x ∈ XW has the same neighborhood it holds that
either all copies of x are contained in Y or none. If there exists a maximum matching
in GW that saturates R then let XhW = XW , let X lW = ∅, and let ClW = ∅. Otherwise,
if there exists a set Y with the above properties then let X lW = {x ∈ XW | x1 ∈ Y } be
the vertices in X whose copies are contained in Y , let XhW = XW \X lW , and let ClW be
the set of connected components C in CW where W (C) is adjacent to a vertex in X lW .
Note that every connected component C in ClW corresponds to a vertex in NGW (Y ).
Thus, the set ClW contains at most |NGW (Y )| < |Y | = |X|·|X lW | connected components.
Now, we apply Reduction Rule 10.1.
Claim 10.20. Reduction Rule 10.1 is safe.
Proof. Let F be an edge dominating set of size at most k in G. We can construct an
edge dominating set of size at most k′ = k in G′ as in the proof of Claim 10.16. We
delete every edge e = {x, y} ∈ F if x, y ∈ XhW or if x ∈ XhW and y is isolated in G′.
Furthermore, we replace each edge e = {x, v} ∈ F with x ∈ XhW and v /∈ XhW (not
isolated in G′) by an edge in δG′(v). By construction, the resulting set F ′ is an edge
dominating set of size at most k = k′ in G′.
For the other direction, let F ′ be an edge dominating set of size at most k′ in G′.
Recall that k−eds(G−X) < |X|, which implies that k′−eds(G′−X ′) < |X| because
eds(G′ − X ′) = eds(G − X) and k = k′. Thus, there are at most |X| − 1 connected
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components C of G′−X ′ that are incident with more than eds(C) edges of F ′. Recall,
the graph GW −NGW [Y ] (respectively the graph GW if X lW = ∅) contains a matching
M that saturates R \ Y = {xi | x ∈ XhW ∧ i ∈ [|X|]}. For every vertex x ∈ XhW let
C1x, C
2
x, . . . , C
|X|
x be the connected components in CW \ ClW with {xi, sCix} ∈ M . Note
that the set of free vertices in these connected components is not adjacent to a vertex in
X lW because all connected components whose set of free vertices is adjacent to a vertex
in X lW correspond to a vertex in NGW (Y ).
Since at most |X|−1 connected components C of G′−X ′ are incident with more than
eds(C) edges of F ′ at least one of the connected components C1x, C2x, . . . , C
|X|
x is only
incident with eds(Cix) edges of F ′. Say, without loss of generality, that for all x ∈ XhW
the connected component C1x is only incident with eds(C1x) edges of F ′. (Note that for
two different vertices x, y ∈ XhW the connected components C1x and C1y are different.)
Furthermore, the set of free vertices in C1x is only adjacent to vertices in C1x because
we delete XhW to obtain G′ and every connected component whose set of free vertices
is adjacent to a vertex in X lW is contained in ClW . Since we have only eds(C1x) edges
to dominate all edges in C1x it holds that no edge has an endpoint in U(C1x) or one
endpoint in C1x and the other endpoint in X. Let wx ∈ W (C1x) be a free vertex in C1x
that is adjacent to vertex x in G; hence {wx, x} ∈ E(G). Now, for every x ∈ XhW we
delete all edges that are incident with C1x from F ′ and add a minimum edge dominating
set in C1x−wx that covers N(W (C1x)) (Proposition 10.6 (6)) as well as the edge {wx, x}
to obtain F . It holds that F has size k because eds(C1x) = eds(C1x−wx)+1. It remains
to prove that F is an edge dominating set in G. The set V (F ) contains all vertices
in V (F ′) except some free vertices in the connected components where we change the
edge dominating set. But, all neighbors of these vertices are contained in V (F ) because
these free vertices are only adjacent to vertices in XhW (which are contained in V (F ))
and to vertices in the connected component of G − X they belong to. Thus, F is an
edge dominating set of size at most k in G. 
Let XU ⊆ U be the set of vertices in X that are adjacent to a vertex in U , let
XhU ⊆ XU be the set of vertices in XU that are adjacent to the set of uncovered vertices
in at least |X| + 1 connected components, and let X lU = XU \ XhU . Again, by ClU we
denote the connected components C in C with E(U(C), X lU ) 6= ∅, and it holds that
|ClU | ≤ |X| · |X lU |.
Next, we apply Reduction Rule 10.2. Let CS be the set of new connected components
in G−X that we add during Reduction Rule 10.2. To prove that Reduction Rule 10.2
is safe in the previous kernelization (Lemma 10.15), we only showed that every vertex
in XhU must be covered by every solution of size at most k. The same argumentation
holds here. Thus, Reduction Rule 10.2 is safe.
Let CB be the set of connected components C in C \ (ClW ∪ ClU ∪ CS) that contain a
strongly beneficial set. To find connected components in CB that can be safely removed
from G we construct an auxiliary graph GA as follows:
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• Add for each set Y ⊆ X with 2 ≤ |Y | ≤ d and for each β ∈ [|Y | − 1] a vertex rY,β
to GA; denote the union of these vertices by R.
• Add for each connected component C in CB a vertex sC to GA; denote the union
of these vertices by S.
• For each connected component C ∈ CB we add the edge {rY,β , sC} to GA if and
only if there exists a strongly beneficial set B of size |Y | in C with cost(B) = β
such that there exists a perfect matching M in (Y ∪B,E(G) ∩E(Y,B)). Hence,
we add an edge between a vertex sC that represents connected component C
and a vertex rY,β if and only if a local solution for C that contains a maximum
matching between Y and B (that covers Y ) increases the cost of a local solution
for C only by β.
Thus, the auxiliary graph tells us which connected components C ∈ CB can help us
to cover a set Y ⊆ X (of size at most d) without using |Y | “additional” edges (or more
precisely by using β “additional” edges). Observe that GA is bipartite with bipartition
R and S.
Claim 10.21. We can construct graph GA in polynomial time.






· i ∈ O(|X|d) many vertices, one for each pair (Y, β)
where Y ⊆ X with 2 ≤ |Y | ≤ d and β ∈ [|Y |]. Hence we can construct R in polynomial
time. Since the set S contains one vertex for each connected component in CB we can
construct S in polynomial time.
For every connected component C ∈ CB we can compute a minimum edge dominating
set in C as well as in C − B, for every B ⊆ V (C), in polynomial time because C is
of constant size. Thus, we can compute all strongly beneficial sets B in C as well as
the value cost(B) in polynomial time: There are only a constant number of possible
sets and we can compute eds(C) and eds(H − B) in polynomial time. This is only
possible, because C is of constant size. Let C be a connected component in CB, let B
be a strongly beneficial set in C, and let Z = N(B) ∩ X be the set of vertices in X
that are adjacent to a vertex in B. For each set Y ⊆ Z of size |B| we add the edge
{rY,cost(B), sC} to GA, if there exists a perfect matching in (B∪Y,E(B, Y )). We can do




≤ |X|d many maximum
matchings. We can do this for every connected component and every beneficial set
in a connected component because there are only a polynomial number of connected
components and because every connected component has only a constant number of
strongly beneficial sets. 
Now, we apply Theorem 2.2 to obtain either a maximum matching in GA that saturates
R, or to find a set Z ⊆ R such that |NGA(Z)| < |Z| and such that there exists a
maximum matching in GA − NGA [Z] that saturates R \ Z. Note that if there exists
a matching in GA that saturates R we can set Z = ∅. Thus, we can assume that we
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always find a set Z that fulfills the above properties. Let M be a maximum matching
in GA −NGA [Z]. By choice of Z, it holds that the matching M saturates R \ Z. Now,
let ClB be the set of connected components C in CB that correspond to a vertex sC in
NGA(Z), and let ChB = {C ∈ CB | ∃Y ⊆ X,β ∈ [|Y | − 1] : {rY,β , sC} ∈M} be the set of
connected components C in CB that correspond to a vertex sC in S with the property
that {rY,β , sC} is an edge in M for a set Y ⊆ X and an integer β ∈ [|Y | − 1]. Note that
rY,β ∈ R \ Z. Now, we can bound the number of connected components in ClB and ChB:
It holds that |ClB| = |NGA(Z)| < |Z| (property of Z) and that |ChB| = |R \ Z| (because
we add one vertex for every vertex in R \ Z to ChB); thus |ClB ∪ ChB| ≤ |R| ∈ O(|X|d).
So far, we know that |ClW | ≤ |X| · |X lW |, that |ClU | ≤ |X| · |X lU |, that |CS | ≤ |XhU |, and
that |ClB ∪ ChB| ∈ O(|X|d). We will show that the remaining connected components of
G −X can be safely removed by reducing the value k accordingly. Let CD be the set
of connected components in G−X that are not contained in ClU ∪ CS ∪ ClW ∪ ClB ∪ ChB.
We apply Reduction Rule 10.3 to delete all connected components in CD and to obtain
our reduced instance.
Claim 10.22. Reduction Rule 10.3 is safe.
Proof. Let (G, k,X) be the instance before applying Reduction Rule 10.3, and let
(G′, k′, X ′) be the instance after applying Reduction Rule 10.3. Note that X = X ′,
because we only delete connected components of G−X and decrease k.
Let F ′ be an edge dominating set of size at most k′ in G′. To obtain an edge
dominating set of size at most k in G, we add for each connected component C in CD
a minimum edge dominating set FC with N(W (C)) ⊆ V (FC) to F ′. The existence
of such a minimum edge dominating set follows from Proposition 10.6 item (6). We
denote the resulting set by F . By construction, the set F has size at most k because
k′ = k − eds(CD) and we add exactly a minimum edge dominating set of CD to F ′ to
obtain F . To show that F is an edge dominating set of G, we have to show that F
dominates every edge between X and a connected component C in CD: All other edges
are either dominated by F ′ or by the added minimum edge dominating sets FC with
C ∈ CD. Assume for contradiction that there exists a connected component C ∈ CD,
a vertex v ∈ V (C), and a vertex x ∈ X such that {v, x} ∈ E(G) is not dominated
by F . All vertices in N(W (C)) are incident with an edge in FC (choice of FC) and
therefore incident with an edge in F . Thus, v must be a free or uncovered vertex because
V (C) = N [W (C)]∪U(C). If v is a free vertex, then x must be contained in XW . Since
we delete XhW during Reduction Rule 10.1, it holds that x ∈ X lW . But this implies
that C is a connected component in ClW because ClW contains all connected components
whose set of free vertices is adjacent to a vertex in X lW . Thus, C is contained in ClW
and not in CD which is a contradiction. If v is an uncovered vertex then x must be a
vertex in XU . All vertices in XhU must be incident with an edge in F ′ because every
vertex x in XhU is adjacent to a connected component in CS that consists of a single
vertex x′ which is only adjacent to this vertex x in X; hence x ∈ X lU . But, this implies
that C is contained in ClU , and not in CD, because every connected component whose
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set of uncovered vertices is adjacent to a vertex in X lU is contained in ClW . This is a
contradiction. Thus, F is an edge dominating set of size at most k in G.
For the other direction, let F be an edge dominating set of size at most k in G that
is also a matching. Recall, every vertex x ∈ X that is adjacent to a vertex v ∈ W (C)
is contained in X lW because we delete XhW during Reduction Rule 10.1. Hence x ∈ X lW
which implies that C ∈ ClW . Thus, every connected component C with E(W (C), X) 6= ∅
is contained in ClW , and therefore, not contained in CD ∪ CB.
Let C1, C2, . . . , Cp be all connected components in CD ∪ ChB that are incident with
an edge in F that has its other endpoint in the set X. Thus, for all i ∈ [p] it holds
that E(Ci, X) ∩ F 6= ∅. For each connected component Ci, with i ∈ [p], let Bi =
{c ∈ V (Ci) | ∃x ∈ X : {x, c} ∈ F} be the set of vertices in V (Ci) that are incident with
an edge in F that has its other endpoint in X. Note that Bi ⊆ V (Ci) \W (Ci) because
E(W (Ci), X) = ∅ for all connected components in CD∪CB. Since Bi ⊆ V (C)\W (C) we
can apply Proposition 10.6 (14): For all i ∈ [p] let B1i , B2i , . . . , B
qi
i ⊆ Bi be a partition
of Bi where Bji is either strongly beneficial or has cost(B
j
i ) = |B
j





i ). Let Y
j
i = {x ∈ X | ∃v ∈ V (B
j
i ) : {x, v} ∈ F}, with
i ∈ [p] and j ∈ [qi], be the set of vertices in X that are incident with an edge in F




i ). Note that the sets B
j
i
and Y ji have the same size because F is a matching in G. Therefore, if B
j
i is a strongly
beneficial set then the size of Y ji is at most d because every strongly beneficial set has
size at most d.
Now, if Bji , with i ∈ [p] and j ∈ [qi], is a strongly beneficial set in Ci then it holds
that 2 ≤ |Bji | = |Y
j




i ) < |B
j
i | = |Y
j
i |. Thus, the vertex rY ji ,βji
is contained in R. Note that Ci is a connected component in CB \ ClB if B
j
i is strongly
beneficial for an index j ∈ [qi] because Ci ∈ CD ∪ ChB, CB ⊆ C \ (ClW ∪ ClU ∪ CS) and
CD = C \ (ClW ∪ ClU ∪ CS ∪ ClB ∪ ChB). Furthermore, the vertex rY ji ,βji must be contained




is a vertex in Z then NGA(rY ji ,βji ) ⊆ NGA(Z). But, every vertex
in NGA(Z) corresponds to a connected component in ClB which would imply that Ci is





∈ R \ Z.

















} ∈ E(GA) there exists a
strongly beneficial set B̄ji of size |Y
j
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Hence, for every strongly beneficial set Bji , with i ∈ [p] and j ∈ [qi], the set Y
j
i is
associated with a different connected component Cji in ChB and a beneficial set B̄
j
i that
has the same advantage as Bji .
In the case that the size of Bji , with i ∈ [p] and j ∈ [qi], is equal to cost(B
j
i ) it holds
that Y ji is equal to β
j
i . Thus, every edge that is incident with a vertex in Y
j
i increases
the cost locally by one.
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To construct an edge dominating set of size at most k′ in G′ we delete all edges in F
that are incident with a vertex in a connected component of CD∪ChB; denote the resulting
set by F̃ . Recall that C1, C2, . . . , Cp are the connected components in CD ∪ChW that are
incident with an edge in F whose other endpoint is contained in X. Next, for each i ∈ [p]
and j ∈ [qi] with Bji ⊆ Bi strongly beneficial we add a minimum edge dominating set in
Cji − B̄
j
i with N(W (C
j
i )) \ B̄
j
i ⊆ V (FC) to F̃ as well as a maximum matching between
B̄ji and Y
j
i that saturates both sets: Such a minimum edge dominating set exists by






} is an edge in GA. Recall
that every connected component Cji is contained in ChB. Thus, all added edges are
contained in G′. For all remaining connected components C in ChB we add a minimum
edge dominating set in C to F̃ that contains N(W (C)). Finally, we add for each vertex
y that is contained in a set Y ji with |Y
j
i | = |B
j
i | = cost(B
j
i ) = β
j
i , where i ∈ [p] and
j ∈ [qi], an arbitrary edge in δG′(y) to F̃ if δG′(y) is not the empty set. Otherwise, if v
is isolated in G′ we add no edge to F̃ . We denote the resulting set by F ′.
First, we show that F ′ is indeed an edge dominating set of G′. Every vertex in X
that is incident with an edge in F that has its other endpoint in a connected component
of CD ∪ ChB is contained in a set Y
j
i , with i ∈ [p] and j ∈ [qi]. During the reduction
we delete only edges that are incident with a connected component in CD ∪ ChB, but
we also add for each vertex v in Y ji that is not isolated in G′ an edge in δG′(y) to
F ′. Thus, every vertex in X that is covered by V (F ) and not isolated in G′ is also
covered by V (F ′). Furthermore, every edge in a connected component is dominated:
We delete only edges that are incident with connected components in CD ∪ ChB and
we add for all connected components in ChB an edge dominating set to F ′. Since the
connected components in CD are not contained in G′ it holds that F ′ dominates all
edges in G′ − X ′. Thus, the only edges that are possibly not dominated by F ′ have
one endpoint in X and the other endpoint in a connected component of ChB because
these are the only connected components where we change the edge dominating set (and
because V (F ′) covers all vertices in X ∩V (F ) that are not isolated in G′). Assume that
there exists a connected component C ∈ ChB, a vertex v ∈ V (C), and a vertex x ∈ X
such that edge {v, x} ∈ E(G′) is not dominated by F ′; hence v, x /∈ V (F ′). No vertex
in W (C) is adjacent to a vertex in X (otherwise C ∈ ClW and not in ChB). Furthermore,
every vertex in N(W (C)) is incident with an edge in F ′ (by construction). Thus, v
must be a vertex in U(C), and x must be a vertex in XU . Every vertex in XhU must be
incident with an edge in F ′ because XhU ⊆ V (F ), and because every vertex in X that is
covered by the edge dominating set F and is not isolated in G′ is contained in V (F ′);
hence x ∈ X lU . But, if x ∈ X lU then it follows that C is a connected component in ClU
and not in ChB, which is a contradiction; thus F ′ is an edge dominating set in G′.
It remains to show that F ′ contains at most k′ edges. The connected component Ci,
with i ∈ [p], is incident with at least eds(Ci)+cost(Bi) many edges (definition of cost).
For all remaining connected components C ∈ CD ∪ ChB we need at least eds(C) many
170 10. Classification for H-Component Graphs







|F̃ | ≤ |F | −
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To obtain F ′ we added eds(Cji ) + cost(B̄
j
i ) = eds(C
j
i ) + β
j
i edges to F̃ , with i ∈ [p],
and j ∈ [qi], if Bji ⊆ Bi is a strongly beneficial set in Ci: We add a minimum edge
dominating set in Cji −B̄
j




i that saturates both
sets to F̃ , and cost(B̄ji ) = β
j
i . All these connected components C
j
i are contained in ChB.
For all remaining connected components C in ChB we add a minimum edge dominating
set of C to F̃ that contains N(W (C)). Furthermore, for all vertices y that are not
isolated in G′ and that are contained in a set Y ji , with i ∈ [p], and j ∈ [qi], where




i ), we add an arbitrary edge in δG′(y) to F̃ . Thus,





βji ≤ |F | − eds(CD) = k
′.
This completes the proof. 
We showed that all reduction rules are safe. To show that the reduced (G′, k′, X ′)
instance has only O(|X|d) vertices, we only have to bound the number of connected
components in G′ −X ′ because every connected component has constant size. During
the reduction rules we delete all connected components that are not contained in C′ :=
ClW ∪ ClU ∪ CS ∪ ChB ∪ ClB. We already showed that |ClW ∪ ClU ∪ CS | ≤ 2 · |X|2 (see
above). Furthermore, we showed that |ClB ∪ ChB| ∈ O(|X|d). This implies that G′
has at most O(|X|d) connected components, and thus, at most O(|X|d) vertices. (We
assumed that there exists at least one graph H in H that has a beneficial set and this
beneficial set has at least size two; thus d ≥ 2.) Next, we have to bound the number of
edges. Every connected component has only constant size, thus it has only a constant
number of edges; hence |E[C′]| ∈ O(|X|d). The number of edges between vertices in
X is at most |X|2. All remaining edges are between X and C′ which are at most
|X| · |V (C′)| ∈ O(|X|d+1) many edges. In total, this sums up to at most O(|X|d+1)
edges.
It remains to show that we can perform the reduction in polynomial time. We can
compute the sets W and U in polynomial time because every connected component
is of constant size, and therefore, we can compute minimum edge dominating sets in
every connected component as well as in every subgraph of a connected component in
polynomial time. Furthermore, we can construct the auxiliary graphs GW and GA in
polynomial time. Hence, by applying Theorem 2.2 we can compute the set XhW , the
set X lW , the set ClW , the set ClB, and the set ChB in polynomial time. The set X lU , the
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set XhU , as well as the set ClU can be computed in polynomial time by simple counting.
Since we can compute all sets in polynomial time, we can apply the reduction rules in
polynomial time because we only delete the set XhW (Reduction Rule 10.1) as well as
all connected components that are not contained in ClU ∪CS ∪ClW ∪ClB ∪ChB (Reduction
Rule 10.3), and we only add one vertex for every vertex in XhU (Reduction Rule 10.2).

10.4.2. Lower Bound on the Kernel Size
We have seen in the previous section that Edge Dominating Set parameterized by
the size of certain H-component graphs admits a polynomial kernel where the exponent
depends on the class H. More precisely, the exponent is two, when no graph in H
contains a beneficial set, and d+ 1, when the largest strongly beneficial set of a graph
H in H is d. We will show that it is necessary that the kernel size depends exponentially
on d.
Theorem 10.23. Let d ∈ N and let H be a finite set of connected graphs such that some
H ∈ H has a strongly beneficial set of size d. Then Edge Dominating Set parame-
terized by the size of a modulator to H-component graphs does not have a kernelization
of size O(|X|d−ε), for any ε > 0, unless NP ⊆ coNP/poly.
At a first glance, Exact d-dimension d-Set Cover3 seems to be a suitable prob-
lem to prove Theorem 10.23 by giving a polynomial parameter transformation from
Exact d-dimension d-Set Cover parameterized by the size of the universe to Edge
Dominating Set parameterized by the size of a modulator to H-component graphs,
where H contains a graph H that has a strongly beneficial set B of size d. Indeed,
if the beneficial set B = {b1, b2, . . . , bd} has for example cost(B) = 1 then there ex-
ists an easy polynomial parameter transformation from Exact d-dimension d-Set
Cover parameterized by the size of the universe to Edge Dominating Set param-
eterized by the size of a modulator to an H-component graph, where H contains a
graph H that has a strongly beneficial set B = {b1, b2, . . . , bd} of size d: For an in-
stance (U := U1∪̇U2∪̇ . . . ∪̇Ud,F) of Exact d-dimension d-Set Cover we construct
an instance (G, k,X) of Edge Dominating Set by adding for each element u ∈ U
two vertices u and u′ to G as well as an edge between them. Additionally, for each set
F = {u1, u2, . . . , ud} ∈ F , where ui ∈ Ui for all i ∈ [d], we add a copy HF of H to
G and we add an edge between u ∈ U and the copy of bi in HF if u ∈ Ui ∩ F . Let
k = eds(G −X) + |U |d and let X be the set of all vertices that are not contained in a
copy of H, i.e., X = {u, u′ | u ∈ U}. In general, if cost(B) > 1 then one would set
k = eds(G−X) + |U |d · cost(B).
However, there could be cases where it seems unlikely that such a polynomial pa-
rameter transformation exists, and where the above construction is not correct. For






such that for all F ∈ F it holds that |F ∩ Ui| = 1, and the objective is to find a set
F ′ ⊆ F such that each element u ∈ U is contained in exaclty one set of F ′.
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example, assume that there exists a connected graph H that has a strongly bene-
ficial set B = {b1, b2, . . . , b15} of size 15 with cost(B) = 10. It could be possible
that also the sets B1 = {b1, b2, . . . , b9}, B2 = {b3, b4, . . . , b12}, B3 = {b7, b8, . . . , b15},
B4 = {b1, b2, b3, b10, b11, . . . , b15}, and B5 = {b1, b2, . . . , b6, b13, b14, b15} are strongly ben-
eficial sets of size 9 and that cost(Bi) = 6 for all i ∈ [5]. Note that this does not violate
the definition of strongly beneficial sets.
Now, there are two possibilities to cover 45 vertices in the modulator by using only
edges between the modulator X and the connected components of G − X and using
30 edges more than one need to cover these copies. The first possibility is to use
edges between the modulator X and three copies of B in different copies of H. Since
cost(B) = 10 and |B| = 15 we cover 45 vertices in X by using 30 edges more than we
need to cover these three components. The second possibility it to use edges between
the modulator X and copies of B1, B2, B3, B4 and B5 in different copies of H. Since
for all i ∈ [5] it holds that cost(Bi) = 6 and |Bi| = 9 it follows that we cover 45 vertices
in X by using 30 edges more that we need to cover these five copies of H. The problem
is that in the second case, we cannot transform an edge dominating set in G of size at
most eds(G−X) + |U |d · cost(B) into an exact set cover of (U,F). We can handle this
problem by giving a cross-composition of cost t1/d from the NP-hard Multicolored
Clique problem.
Proof of Theorem 10.23. Fix a graph H ∈ H that contains a strongly beneficial set
of size d, and fix a strongly beneficial set B = {b1, . . . , bd} of size d in H. If any
of the items 1a through 1d of Theorem 10.4 applies to H then we already ruled out
any polynomial kernelization (unless NP ⊆ coNP/poly). Thus, it suffices to prove the
theorem in the remaining case where we know that V (H) = N [W (H)] ∪ U(W ), that
B ⊆ N(W (H)), and that there is a minimum edge dominating set FB of H − B that
covers N(W (H)) \B.
To prove the theorem, we give a cross-composition of cost f(t) = t1/d from the NP-
hard Multicolored Clique problem to Edge Dominating Set parameterized by
the size of a modulator to an H-component graph, where t is the number of Mul-
ticolored Clique instances. We will construct an instance (G′, k′, X ′) of Edge
Dominating Set where all components of G′−X ′ are isomorphic to H, implying that
the result holds for all sets H containing H (though a stronger lower bound may follow
using another graph H ′ ∈ H).
We choose the same equivalence relation R as in the proof of Theorem 9.1. Let a
sequence of instances Ii = (Gi, k)ti=1 of Multicolored Clique be given that are in
the same equivalence class of R. As before, since all color classes have the same size
we can identify for each color class the vertex sets. Let V be the vertex set (of size
k · n) of the t instances and let V1, V2, . . . , Vk be the different color classes (of size n).
We assume, without loss of generality, that every instance has at least one edge in
E(Vp, Vq) for all 1 ≤ p < q ≤ k. Otherwise, this instance would be a trivial no instance
and we can delete it. We copy some instance until we have t̃ = sd instances, where s
is the least odd integer with t ≤ sd. It holds that s = dt1/de or s = dt1/de + 1; hence

























Figure 10.3.: The d · s sets that encode the t̃ = sd instances in the construction of G′.
s ≤ t1/d + 2. Clearly, this does not affect whether at least one instance is a yes-instance
for Multicolored Clique.
In the proof of Theorem 9.1 respectively Theorem 10.8 we add a setW of size 2·log(t)
to the modulator to encode for each path P3 respectively graph H which instance it
corresponds to. We cannot apply this construction here because we do not have the
“control set” C of a control pair; we only have a (large) strongly beneficial set B.
Therefore, we have to find a different approach to encode to which instance a copy of
the graph H corresponds. Like Dell and Marx [DM12] we add d · s vertex sets to the
graph G′ (more precisely the modulator X ′), which form d groups of size s each. The
goal is to associate each instance with a different choice of d out of the d · s vertex sets,
picking one from each group; there are t̃ = sd choices.
We construct an instance (G′, k′, X ′) of Edge Dominating Set parameterized by
the size of a modulator to an H-component graph; of course, this is also an instance of
Edge Dominating Set parameterized by the size of modulator to an H-component
graph. (See Figures 10.3 and 10.4 for an illustration.)




, to G′; we denote these sets by Xi,j
where i ∈ [d−1] and j ∈ [s]. Every vertex in Xi,j , with i ∈ [d−1] and j ∈ [s], represents
a different edge set E(Vp, Vq) for 1 ≤ p < q ≤ k. By xp,qi,j we denote the vertex in Xi,j




· n2, to G′.
We denote these sets by Yj with j ∈ [s]. Every vertex in Yj , with j ∈ [s], represents a
possible edge (of a Multicolored Clique instance) between two vertices in different
color classes Vp and Vq, with 1 ≤ p < q ≤ k. By y{u,v}j we denote the vertex in Yj that
represents the possible edge {u, v} with u ∈ Vp, v ∈ Vq.
We modify the indexing of the input instances from using i with i ∈ [t̃] to using index
vectors h = (h1, h2, . . . , hd) ∈ [s]d; there are sd = t̃ different index vectors. Henceforth,
we refer to instances and their graphs through their index h. In the rest of the construc-
















(b) clique gadget with k = 3 and |Vi| = 3
Figure 10.4.: Gadgets with notation as in the definition.
tion, every instance (Gh, k) of Multicolored Clique with h = (h1, h2, . . . , hd) ∈ [s]d
only interacts with the vertex sets Xi,hi for i ∈ [d−1] and the vertex set Yhd . For every
instance Gh, with h ∈ [s]d, we add |E(Gh)| copies of the graph H to G′ and denote the
copy of H that represents edge e ∈ E(Gh) by Heh. Let Beh = {beh,1, beh,2, . . . , beh,d} be the
copy of the beneficial set B in Heh, i.e., vertex beh,i corresponds to vertex bi in B, for all
i ∈ [d]. We add all edges {beh,i, x
p,q
i,hi
}, with i ∈ [d− 1], as well as the edge {beh,d, yehd} to
G′, with h = (h1, h2, . . . , hd) ∈ [s]d, e ∈ E(Gh) ∩E(Vp, Vq) and 1 ≤ p < q ≤ k. That is,
an edge e between color classes Vp and Vq in Gh is (in part) represented by connecting
its corresponding graph Heh to the sets Xi,hi corresponding to h: The ith vertex beh,i of
the beneficial set Beh in Heh is made adjacent to x
p,q
i,hi
∈ Xi,hi , for i ∈ [d−1]. These edges
between Heh and Xi,hi represent only the colors of the endpoints of e. Whereas, the
edges between Heh and Yhd represent the endpoints of e: The vertex beh,d of the beneficial
set Beh in Heh is made adjacent to yehd . Thus, every vertex b
e
h,i, with i ∈ [d], is adjacent
to exactly one vertex that is not contained in V (Heh).
We need the sets Xi,j with i ∈ [d − 1], and j ∈ [s] only to encode the t̃ instances;
to make sure that there exists a clique in at least one instance we primarily use the
sets Yj with j ∈ [s]. Our goal is that for every i ∈ [d − 1] exactly one of the sets
Xi,1, Xi,2, . . . Xi,s is contained in the set of endpoints of an edge dominating set of size
at most k′ in G′. We obtain this by means of the following gadget:





and s sets, say X1, X2, . . . , Xs, each of size α. Each vertex in X ′j , with j ∈ [s], is
connected to all vertices in Xj and to all vertices in X ′j̄ with j̄ ∈ [s] and j̄ 6= j (see









· d vertices of all but one set X ′j by
picking appropriate edges with endpoints in the other sets; here we use that s is odd.
This would force us to cover edges between X ′j and Xj by making all vertices in Xj
endpoints of solution edges with other endpoint outside of th selection gadget. We add




to the modulator X ′ and identify for each j ∈ [s] the
10.4. Generalizing the Kernelization 175
set Xi,j with the set Xj of one selection gadget. The ith selection gadget has the vertex
sets Xi,1, Xi,2, . . . , Xi,s and X ′i,1, X ′i,2, . . . , X ′i,s where i ∈ [d− 1].




edges that have their endpoints in a vertex
set of size k, so that they must form a k-clique. To guarantee this, we add for each set
Yj , with j ∈ [s], a gadget that we call clique gadget (see Figure 10.4b) to G′: A clique
gadget consists of k sets T̃1, T̃2, . . . , T̃k each of size k − 1; every set represents one color
class. Additionally, we add for every v ∈ V a set Zv of size k − 1 and a copy of Zv,




·n2 vertices, one for
each possible edge in an instance. (Each edge has its endpoints in different color classes
and we have k color classes of size n.) We denote the vertex in Y that represents the
edge between vertex v and u in different color classes by y{v,u}. (Later we will identify
Y with one set Yj for j ∈ [s].) We connect every vertex in Zv for a vertex v ∈ Vi, with
i ∈ [k], to all vertices in Z ′v, and to every vertex y{v,u} with u ∈ V \ Vi. Furthermore,
we connect every vertex in T̃i, for i ∈ [k], to all vertices in Z ′v, if v ∈ Vi.
This gadget is perhaps the most vital part of our construction (apart from under-
standing strongly beneficial sets in H-components). There are two different cases for
its behavior, which we will trigger by another selection gadget. If there are no other
constraints then it can be covered entirely by picking edges connecting sets Zv to sets
Z ′v (using (k−1)·k ·n edges). Else, as we will ensure for exactly one of these gadgets, the
vertices in all sets T̃i must be endpoints of solution edges because they have neighbors
outside the gadget that are not contained in the solution. Nevertheless, we only want
(have) (k − 1) · k · n solution edges that can be inside a clique gadget and we have to
cover the vertices in all sets T̃i only with this budget. To cover the vertices in T̃i we
add a matching between T̃i and the vertices in one set Z ′v for a single v ∈ Vi to the
solution. These k vertices will be the vertices of a clique in one instance. Since, all sets
T̃i, with i ∈ [k], are covered, we can select k − 1 edges each between the vertices of a
set Zv (where Z ′v is not covered by solution edges to T̃1,∪ . . . ∪ T̃k). We can pick these
edges such that all, except the edges between Zv (where v is a vertex in the “clique”)
and vertices in y that represent an edge between v and another vertex in the “clique”,




edges in Y that are incident with a non
dominated edge via edges that have one endpoint in a copy of H, more precisely the
vertex bd in a copy of H. This will guarantee that the edge between two clique vertices
is an edge in the instance.
As mentioned above, we add s clique gadgets to the modulator X ′ and identify each
Yj , here j ∈ [s], with a different set Y of a clique gadget. To distinguish between sets
in the different clique gadgets, we denote the other sets for the clique gadget containing
set Yj , with j ∈ [s], by Tj,i, with i ∈ [k], and by Zj,v and Z ′j,v, with v ∈ V ; let
Zj =
⋃




j,v and let Tj :=
⋃k
i=1 Tj,i. Now, we have s different
clique gadgets and want to choose exactly one clique gadget where the set Tj must be
covered by the solution F . To this end, we add one last selection gadget of size k ·(k−1)
to X ′ and identify the set Tj with the set Xj of the selection gadget, with j ∈ [s]. We
denote the sets X ′j of the selection gadget, with j ∈ [s], by T ′j .



















(b) jth clique gadget with k = 3 and |Vi| = 3.
Figure 10.5.: Gadgets with notation as in the construction of G′.
The set X ′ contains all vertices that are not contained in a copy of graph H; in total


















vertices for the last selection gadget (only those that we did not already count, because
they are also contained in a clique gadget); hence |X ′| ∈ O(s ·n2 ·k2 ·d2) ⊆ O(t1/d ·n6),
because t1/d ≥ s− 2 and d, k ≤ n. Let





· d · s− 12 + s · k · n · (k − 1) +
∑
h∈[s]d










·d · s−12 to dominate all edges of the complete
s-partite graph that is contained in each of the d selection gadgets, a local budget of
k ·n · (k− 1) to dominate all edges between Zj and Z ′j in each of the s clique gadgets, a
local budget of
∑





cost(B) edges to dominate all remaining edges.
We have to show that there exists an index vector h∗ ∈ [s]d such that (Gh∗ , k) is a
yes-instance if and only if (G′, k′, X ′) is a yes-instance.
(⇒:) Assume that for some h∗ ∈ [s]d the Multicolored Clique instance (Gh∗ , k)
is a yes-instance. Let X = {x1, x2, . . . , xk} ⊆ V be a multicolored clique of size k
in Gh∗ with xi ∈ Vi for i ∈ [k] and let E′ be the set of edges of the clique X. Let
h∗ = (h∗1, h∗2, . . . , h∗d) ∈ [s]d. We construct an edge dominating set F of G′ as follows:
For each i ∈ [d−1] we add a minimum edge dominating set in G′[X ′i,1∪X ′i,2∪. . .∪X ′i,s]




·d · s−12 to F such that each set, except the set X
′
i,h∗i
, is covered by F . Such
a minimum edge dominating set exists, because G′[X ′i,1 ∪X ′i,2 ∪ . . .∪X ′i,s] is a complete
s-partite graph and s is odd. Thus, we dominate all edges, except the edges between
the vertex sets X ′i,h∗i and Xi,h∗i in these d− 1 selection gadgets.





to F such that each vertex set, except the set T ′h∗
d
, is covered by F . (Such a minimum
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edge dominating set exists for the same reasons as above.) Consider the s clique gadgets:
For each j ∈ {1, 2, . . . , s} \ {h∗d} we add a perfect matching between the vertex sets Zj
and Z ′j to F ; such a matching of size |V | · (k− 1) = n · k · (k− 1) exists by construction
(for each v ∈ V it holds that every vertex in Zj,v ⊆ Zj is connected to every vertex in
Z ′j,v ⊆ Z ′j and both sets have the same size). Thus, all edges in these clique gadgets
and between these clique gadgets and the selection gadget are dominated: The only
uncovered vertices in a clique gadget are the vertices Yj and Tj , with j ∈ [s] and j 6= h∗d.
These sets are independent sets and only the set Tj is adjacent to a selection gadget,
more precisely, to the vertex set T ′j which is covered by F .




are not dominated so far, we




,x | x ∈ X} to F ; such a
matching of size |X|·(k−1) = k ·(k−1) exists by construction: the set Th∗
d
,i, with i ∈ [k],
has size k − 1 and every vertex in Th∗
d




xi ∈ X ∩Vi. Thus, we covered all edges inside the selection gadget of size k · (k−1) and
between this selection gadget and the clique gadgets. Next, we add for all v ∈ Vi \X,






| x ∈ X−xi}: Both sets have
size k− 1 and every vertex in Zh∗
d




| x ∈ X \ {xi}}.
In total, these are |V \X| · (k − 1) = (n− 1) · k · (k − 1) edges.
So far, we dominate all edges, except the edges between vertices in Zh∗
d
,x, with x ∈ X,
and the vertices in {y{x,y}h∗
d




,x, with x ∈ X, and
Zh∗
d
,v, with v ∈ V \X, are covered by F . Thus, the only edges that are not dominated
in this clique gadget are those between the vertex sets Zh∗
d









if u = xi and v ∈ V \ Vi.
But, for all v ∈ V \ (Vi ∪X), the vertex y{xi,v}h∗
d
is already covered by F (see above).
Finally, we add an edge dominating set for the copies of H to F . For all graphs
Heh with h ∈ [s]d, and e ∈ E(Gh), and either h 6= h∗ or e /∈ E′ we add a minimum
edge dominating set in Heh that covers all vertices in Beh to F ; such a minimum edge
dominating set exists by assumption. (Recall, E′ is the set of edges between vertices
in X.) For all graphs Heh∗ with e = {xp, xq} ∈ E′, with 1 ≤ p < q ≤ k, we add a




with i ∈ [d − 1], and the edge {beh∗,d, yeh∗
d
}. These edges exist by construction, because
E′ ⊆ E(Gh∗). Thus, the set V (F ) contains the vertex set Xi,h∗i , with i ∈ [d − 1], and
the vertex set {y{x,y}h∗
d
| x, y ∈ X,x 6= y}, which implies that F dominates all edges that
are contained in a clique gadget and in a selection gadget.
Since all vertices in Bih, with h ∈ [s]d and i ∈ [k], are dominated by F and these are
the only vertices in the connected component of Heh that are adjacent to a vertex in
X ′, and F dominates all clique gadgets, selection gadgets, and connected components
of G′ −X ′, the set F is an edge dominating set of G′.
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·d· s−12 edges inside the selection gadgets, (s−1)·n·k·(k−1)
edges inside the clique gadgets that do not contain Yh∗
d
, k ·(k−1)+(n−1)·k ·(k−1) edges
inside the clique gadget that contains Yh∗
d
, eds(H) edges for all graphs Heh with h ∈ [s]d,
e ∈ E(Gh) and either h 6= h∗ or e /∈ E′, and eds(H − B) + |B| = eds(H) + cost(B)
edges for all graphs Heh∗ with e ∈ E′. This sums up to k′, implying that (G′, k′, X ′) is
a yes-instance.
(⇐:) Assume that (G′, k′, X ′) is a yes-instance of Edge Dominating Set and let
F be an edge dominating set of size at most k′ in G′. First, we consider how the edge
dominating set F interacts with the graph G′:
• We need at least k ·n ·(k−1) edges to dominate all edges between Zj =
⋃
v∈V Zj,v,




j,v in one clique gadget, because G′[Zj,v ∪ Z ′j,v] is a complete
bipartite graph whose bipartition has the parts Zj,v and Z ′j,v for all v ∈ V and
|Zj,v| = |Z ′j,v| = k − 1. Thus, at least k · n · (k − 1) edges of F must be contained
inside a clique gadget because we need at least k ·n · (k− 1) edges to dominate all
edges between Zj and Z ′j , with j ∈ [s], and because these sets are only adjacent
to vertices inside the clique gadget they belong to.




· d · s−12 edges inside each selection gadget,
because the s sets X ′i,1, X ′i,2, . . . , X ′i,s, with i ∈ [d − 1], respectively the s sets
T ′1, T
′
2, . . . , T
′
s of each selection gadget form a complete s-partite graph where each




· d and these sets are only adjacent to vertices in their
selection gadget. Note that, the sets T1, T2, . . . , Ts are contained in one selection
gadget and in the clique gadgets; but our counting is still correct, because each of
the k ·n · (k− 1) edges that are contained in the clique gadgets must have at least




· d · s−12
edges in the selection gadgets must have at least one endpoint in the vertex set
T ′1 ∪ T ′2 ∪ . . . ∪ T ′s, and because the sets Zj ∪ Z ′j and T ′1 ∪ T ′2 ∪ . . . ∪ T ′s are not
adjacent.
• To dominate all edges inHeh, with h ∈ [s]d and e ∈ E(Gh), we need at least eds(H)
edges that are adjacent to V (Heh). Thus, we need at least
∑
h∈[s]d |E(Gh)|·eds(H)
edges to dominate all edges of G′ −X ′.




·cost(B) edges of F we know at least one endpoint and
that these edges are either contained in a selection gadget, a clique gadget, or adjacent
to a copy of H. During the proof, we will show that we can make some assumptions
about the edge dominating set F . To achieve these assumptions, we replace some edges
in F such that the resulting graph is still an edge dominating set of size |F | in G′. But,
a replacement of an edge will always preserve the previous assumptions.
Claim 10.24. There exists an edge dominating set F ′ of size k′ in G′ such that for each
i ∈ [d − 1] there exists exactly one j ∈ [s] such that no vertex in X ′i,j is covered by F ′
(hence X ′i,j ∩ V (F ′) = ∅), and there exists exactly one j ∈ [s] such that no vertex in T ′j
is covered by F ′ (hence T ′j ∩ V (F ′) = ∅).
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Proof. Since the s sets X ′i,1, X ′i,2, . . . , X ′i,s, with i ∈ [d − 1], respectively the s sets
T ′1, T
′
2, . . . , T
′
s of each selection gadget form a complete s-partite graph, it holds that
V (F ) contains at least s − 1 sets of the s sets X ′i,1, X ′i,2, . . . , X ′i,s, with i ∈ [d − 1],
respectively at least s − 1 of the s sets T ′1, T ′2, . . . , T ′s. First, we show that not all sets
X ′i,1, X
′
i,2, . . . , X
′
i,s, with i ∈ [d−1], respectively not all sets T ′1, T ′2, . . . , T ′s can be covered
by F :
Assume that all vertices in X ′i,1 ∪X ′i,2 ∪ . . . ∪X ′i,s, for some i ∈ [d − 1], respectively

































more than the minimum number of edges in F that must be contained in a selection













additional edges. Thus, if V (F ) contains the entire set X ′i,1 ∪X ′i,2 ∪ . . .∪X ′i,s, for some
i ∈ [d− 1], respectively the entire set T ′1 ∪ T ′2 ∪ . . . ∪ T ′s, then F contains more than k′
edges which is a contradiction.
Thus, for each i ∈ [d − 1] there exists an hi ∈ [s] such that not all vertices in X ′i,hi
are covered by F and there exists an hd ∈ [s] such that not all vertices in T ′hd are
covered by F . Let h = (h1, h2, . . . , hd). Since all vertices in X ′i,hi , with i ∈ [d − 1],
respectively all vertices in T ′hd have the same neighborhood and at least one vertex in
these sets in not contained in V (F ), it holds that all vertices in the neighborhood of
X ′i,hi , with i ∈ [d − 1], respectively in the neighborhood of T
′
hd
must be contained in
V (F ); otherwise F would not be an edge dominating set in G′.
We replace every edge in F that is incident with a vertex in X ′i,hi , with i ∈ [d − 1],





∪ T ′hd is an independent
set, thus every edge in F that is incident with this set must have its other endpoint





∪ T ′hd . By
construction, the vertex v is a vertex in X ′i,j , with i ∈ [d− 1], j ∈ [s] and j 6= hi, or T ′j ,
with j ∈ [s] and j 6= hd, or Xi,hi , with i ∈ [d − 1], or Thd . Hence, v has a neighbor v′





∪ T ′hd . Thus, we can replace edge f in F with edge
f ′ = {v, v′} to obtain F ′. The set F ′ is still an edge dominating set: the only vertices





∪ T ′hd , but this
set is an independent set and the neighborhood of this set is still covered by F ′. This
proves the claim. 
Assume that the edge dominating set F fulfills the properties of Claim 10.24 (if this
is not the case we can replace F by F ′). Let h∗ = (h∗1, h∗2, . . . , h∗d) ∈ [s]d such that no




is covered by F . It
follows, that the sets Xi,h∗i , for i ∈ [d − 1], must be covered by F because all vertices
in X ′i,h∗i are adjacent to all vertices in Xi,h∗i . The vertex sets Xi,h∗i , with i ∈ [d− 1], are
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only adjacent to the sets X ′i,h∗i and copies of H; hence the edges of F that cover Xi,h∗i
have their other endpoint in a copy of H.
Let Fh∗ = {f ∈ F | ∃i ∈ [d − 1] : f ∩ Xi,h∗i 6= ∅} be the set of edges in F that are
incident with a vertex in Xi,h∗i , with i ∈ [d− 1], and let F
e
h = {f ∈ F | f ∩ V (Heh) 6= ∅}
be the set of edges in F that are incident with a vertex in Heh with h ∈ [s]d. Let
Beh(Fh∗) = {b ∈ Beh | ∃f ∈ Fh∗ : b ∈ f} be the set of vertices in Beh that are incident
with an edge in Fh∗ . It holds that F eh , with h ∈ [s]d and e ∈ E(Gh), has at least the size
of a minimum edge dominating set in Heh − Beh(Fh∗) plus the size of Beh(Fh∗), because
the edges in F eh that have one endpoint in Beh(Fh∗) have their other endpoint not in Heh
and to dominate all remaining edges in Heh we need at least eds(Heh −Beh(Fh∗)) many
edges. Since no two copies of H are adjacent, this implies that at least∑
h∈[s]d





































h(Fh∗)) edges more in F that are incident with a
copy of H than the lower bound of
∑
h∈[s]d |E(Gh)| · eds(H) edges. These edges belong




· d · s−12 edges that we need to dominate all edges in the complete
s-partite graph that is a subgraph of every selection gadget nor to the k · n · (k − 1)

































10.4. Generalizing the Kernelization 181
























h(Fh∗) contains at least one copy
of every vertex in B \ {bd}. Let i ∈ [d − 1]. Consider vertex xp̄,q̄i,h∗i in Xi,h∗i , which is
covered by an edge in Fh∗ (by definition of Fh∗) and let f = {xp̄,q̄i,h∗i , v} be an edge in Fh∗
that has xp̄,q̄i,h∗i as one endpoint. The vertex v must be a vertex in a copy of H because
Xi,h∗i is only adjacent to vertices in X
′
i,h∗i
(which are not covered by F ), and adjacent to
copies of H. More precisely, since f is an edge in E(G′), the vertex v must be contained
in {beh,i | h ∈ [s]d, hi = h∗i , e ∈ E(Gh) ∩ E(Vp̄, Vq̄)} (construction of G′: we add edges
{xei,hi , b
e
h,i} to G′ with h = (h1, h2, . . . , hd) ∈ [s]d and e ∈ E(Gh)). But, every vertex in
this set is a copy of bi and it follows that B′ contains at least one copy of bi. Since,
this holds for all i ∈ [d− 1] it follows that B′ contains at least one copy of each vertex
in B \ {bd}.
Let B1, B2, . . . , Bl be the subsets of B that correspond to the non-empty sets in
{Beh(Fh∗) | h ∈ [s]d, e ∈ E(Gh)∩E(Vp̄, Vq̄)}. Now, the sets B1, B2, . . . , Bl together with
the set {bd} cover the set B. Since the vertex bd is not extendable in H (Proposition 10.6
item (8)) it holds that cost({bd}) = 1. Thus, it holds that
∑l
i=1 cost(Bi)+cost({bd}) <
cost(B) + 1, because we assumed that
∑l
i=1 cost(Bi) < cost(B) and cost({bd}) = 1;
hence
∑l
i=1 cost(Bi) + cost({bd}) ≤ cost(B). Note that every set Bi, with i ∈ [l], must
be a proper subset of B; otherwise cost(B) = cost(Bi) which contradicts the assumption
that
∑l
i=1 cost(Bi) < cost(B). Summarized, the sets B1, B2, . . . , Bl, {bd} ( B cover B
and it holds that
∑l
i=1 cost(Bi) + cost({bd}) ≤ cost(B). This implies that B is not
strongly beneficial (see definition), which is a contradiction and proves the claim. 




·d· s−12 edges that cover the d different complete





cost(B) edges are incident with copies of H (Claim 10.25).
Thus, the remaining s · k · n · (k − 1) edges must cover the s clique gadgets. Since this
is the number of edges we need (at least) to dominate the edges between the vertex
sets Zj and Z ′j , with j ∈ [s], in a clique gadget, every remaining edge must either be
incident with a vertex of Zj or with a vertex of Z ′j .
Consider the clique gadget that contains the vertex set Yh∗
d
. Since no vertex in T ′h∗
d
is covered by F , it holds that every vertex in Th∗
d
must be covered by F (because
every vertex in T ′h∗
d
is adjacent to every vertex in Th∗
d
). Each vertex in Th∗
d
is only
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; thus, every edge in F that is incident with a
vertex in Th∗
d
has its other endpoint in Z ′h∗
d
. Furthermore, for each vertex v ∈ V the
entire set Zh∗
d
,v or the entire set Z ′h∗
d
,v is contained in V (F ) (both is also okay) because
G′[Zh∗
d
,v ∪ Z ′h∗
d
,v] is a complete bipartite graph whose partition has the parts Zh∗d,v and
Z ′h∗
d




,v is incident with exactly
|Zh∗
d
,v| = |Z ′h∗
d
,v| = k − 1 edges of F because |V | = k · n, and there are k · n · (k − 1)





Claim 10.26. There exists an edge dominating set F ′ of size k′ in G′ such that for
all vertices v ∈ V either no vertex in Z ′h∗
d
,v or no vertex in Zh∗d,v is covered by F
′.
Furthermore, for each color class Vi, with i ∈ [k], there exists exactly one vertex vi ∈ Vi
such that F ′ covers no vertex in Zh∗
d
,v.
Proof. Let i ∈ [k] and let vi be a vertex in Vi such that F contains an edge that has
one endpoint in Th∗
d
,i and the other endpoint in Z ′h∗
d
,vi











,vi must be entirely
contained in V (F ) it holds that Z ′h∗
d
,vi
is entirely covered by F , and that every edge of
F that is incident with a vertex in Zh∗
d




there exists a vertex in Zh∗
d






only incident with k−1 edges of F and at least one of these k−1 edge has no endpoint
in Zh∗
d
,vi . Thus, the entire neighborhood of Zh∗d,vi must be covered by F because all
vertices in Zh∗
d
,vi have the same neighborhood. Hence, we can delete every edge in F
that has one endpoint in Z ′h∗
d
,vi

















,i. The resulting edge set, which we denote by F̃ is still
an edge dominating set of size |F | in G′ because the only vertices that are not covered
anymore are contained in Zh∗
d




are only adjacent to the vertices in Zh∗
d
,vi and Th∗d,i, and the vertices in Zh∗d,vi are





. Thus, the only edges that we replace and that are
incident with Zh∗
d










and no vertex in Zh∗
d
,vi .
Now, consider a vertex v ∈ Vi \ {vi}. Every vertex in Z ′h∗
d





,v. Since every vertex in Th∗
d
,i is covered by F̃ , we can replace
the edges in F̃ that are incident with a vertex in Zh∗
d
,v. Recall that either the set
vertex Z ′h∗
d





is only incident with |Z ′h∗
d
,v| = |Zh∗d,v| = k − 1 edges of F̃ . If F̃ covers all vertices in
Z ′h∗
d
,v then we replace every edge e = {z, z′} ∈ F with z′ ∈ Z ′h∗
d
,v and z ∈ Zh∗d,v by
an edge in E(z, Yh∗
d
). Otherwise, if F̃ covers all vertices in Zh∗
d
,v then we delete the
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|Z ′h∗
d





and add for each vertex z in Zh∗
d
,v exactly one edge in E(z, Yh∗
d
) to F̃ . We denote the
resulting set by F ′. Note that in both cases the set Z ′h∗
d
,v is not covered by F ′ and the
set Zh∗
d
,v is covered by F ′. Clearly, F ′ has the same size as F̃ (by construction) and
hence as F . The fact that F ′ is still an edge dominating set holds because the only
vertices that are possibly covered by F̃ and not by F ′ are contained in Z ′h∗
d
,v, but all
neighbors of Z ′h∗
d
,v are still contained in V (F ′). We can do this for all i ∈ [k] and all
v ∈ Vi \ {vi} independently; this proves the claim. 
Let F be the edge dominating set that we construct during the proof of Claim 10.26.
Now, for each i ∈ [k] there exists exactly one vertex v in Vi such that no vertex in Zh∗
d
,v
is incident with an edge in F ; denote this vertex by xi. Let X = {x1, x2, . . . , xk}. We
will show that X is a clique in Gh∗ .
Every vertex in the set Zh∗
d








| v ∈ V \ Vi}; thus both sets must be covered by F .
The second set contains (k − 1) · n vertices, one vertex for every vertex in V \ Vi. All
vertices y{xi,xj}h∗
d
, with j ∈ [k] and j 6= i, can only be covered by edges in F that have
one endpoint in a copy of H because these vertices are only adjacent to copies of H,
and adjacent to the set Zh∗
d





| 1 ≤ i < j ≤ k} be the set of vertices in Yh∗
d
that must be covered





Recall that F eh is the set of edges in F that are incident with a vertex in Heh. The
sets F eh are pairwise disjoint because no two copies of H are adjacent. Let Beh(F ) =
{b ∈ Beh | ∃f ∈ F : b ∈ f and f * V (Heh)} be the set of vertices in Beh that are an
endpoint of an edge f in F whose other endpoint is not a vertex in a copy of H; thus,
by construction, this other endpoint is contained in a set Xi,j or a set Yj , with i ∈ [d−1]
and j ∈ [s]. Note that Beh(Fh∗) ⊆ Beh(F ) because Beh(Fh∗) contains all edges that have
one endpoint in Heh (or more precisely Beh) and the other endpoint in a set Xi,h∗i ,with
i ∈ [d− 1], whereas, Beh(Fh) contains all edges that have one endpoint in Heh (or more
precisely Beh) and the other endpoint in X ′. As before, the edge set F eh , with h ∈ [s]d
and e ∈ E(Gh), has at least the size of a minimum edge dominating set in Heh−Beh(F )
plus the size of Beh(F ) because F eh contains the |Beh(F )| edges between the vertices
in Beh(F ) and a vertex that is not in V (Heh), and because F eh must also dominate all















(eds(H) + cost(Beh(F ))) . (10.3)
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Since every edge in a set F eh , for h ∈ [s]d and e ∈ E(Gh), is incident with a vertex
in Heh (and therefore neither incident with a vertex in Zj ∪ Z ′j , for j ∈ [s], nor incident





|F eh | ≤
∑
h∈[s]d











|F eh | ≥
∑
h∈[s]d











|F eh | =
∑
h∈[s]d























































The last inequality holds because Beh(Fh∗) ⊆ Beh(F ), which implies that cost(Beh(Fh∗)) ≤
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cost(Beh(F )) = cost(B),




cost(Beh(F )) < cost(B).




cost(Beh(F )) = cost(B), (10.4)
and that Beh(F ) = Beh if and only if h = h∗ and edge e has both endpoints in the set
X = {x1, x2, . . . , xk}.
First, as in the proof of Theorem 10.8 we will show that we always have equality,







h(Fh∗) contains at least one copy of every vertex






h(F ) contains at least one copy of
every vertex in B \ {bd}, because Beh(Fh∗) ⊆ Beh(F ). Furthermore, B′′ also contains




must be covered by an edge f in F that has its
other endpoint in a copy of H. By construction, the vertices in a copy of H that are
adjacent to vertex y{xp̄,xq̄}h∗
d
are the vertices b{xp̄,xq̄}h,d with h ∈ [s]d s.t. hd = h∗d, and
{xp̄, xq̄} ∈ E(Gh) ∩ E(Vp̄, Vq̄); this implies that B′′ contains a copy of bd.
Now, let B1, B2, . . . , Bl be the subsets of B that correspond to non-empty sets in
{Beh(F ) | h ∈ [s]d, e ∈ E(Gh) ∩ E(Vp̄, Vq̄)}. Note that every set Bi is either a proper
subset of B or l = 1: If there exists a set, say without loss of generality B1, such that
B1 = B then cost(B1) = cost(B). Since no vertex in B is extendable (Proposition 10.6
item (8)) it holds that cost(Bi) ≥ 1 for all i ∈ [l]. Now, if l > 1 and B1 = B then∑l
i=1 cost(Bi) ≥ cost(B) + (l − 1) > cost(B), which contradicts the assumption. Thus,
we have either l = 1 and B1 = B (since B1 covers B) or that the sets B1, B2, . . . , Bl ( B
cover B. Since B is strongly beneficial, and the sets B1, B2, . . . , Bl cover B, it must
hold that
∑l
i=1 cost(Bi) > cost(B) or that l = 1. Therefore,
∑l
i=1 cost(Bi) > cost(B)
if l > 1 and
∑l
i=1 cost(Bi) = cost(B) if l = 1, but, this must hold for all 1 ≤ p < p ≤ k.
Hence, we must always have the latter case where l = 1, and there exist no 1 ≤ p̄ <






h(F )) < cost(B). Thus, it holds for all
1 ≤ p < q ≤ k that there exists an ĥ ∈ [s]d and an edge ê ∈ E(Gĥ)∩E(Vp, Vq) such that
Bê
ĥ
(F ) = Bê
ĥ
; such a set exists, because B′′ contains at least one copy of each vertex in
B and l = 1. Furthermore, all other sets Beh(F ), with h ∈ [s]d, e ∈ E(Gh) ∩ E(Vp, Vq),
and h 6= ĥ or e 6= ê, are empty since l = 1. We will show that ĥ = h∗ and that
ê = {xp, xq}:
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Consider vertex xp,qi,h∗i , with i ∈ [d − 1], which is contained in the set Xi,h∗i . This
vertex must be covered by an edge f in F and the other endpoint of this edge f
must be contained in the set {beh,i | h ∈ [s]d, hi = h∗i , e ∈ E(Gh) ∩ E(Vp, Vq)} (see
proof of Claim 10.25). This vertex must also be contained in the set Bê
ĥ
because all
other sets Beh(F ) with e ∈ E(Vp, Vq) are empty; thus ĥi = h∗i . This holds for all
i ∈ [d − 1] which implies that (ĥ1, ĥ2, . . . , ĥd−1) = (h∗1, h∗2, . . . , h∗d−1). Furthermore,
vertex y{xp,xq}h∗
d
must be covered by an edge f ∈ F whose other endpoint is contained
in the set {b{xp,xq}h,d | h ∈ [s]d, hd = h∗d, {xp, xq} ∈ E(Gh) ∩ E(Vp, Vq)}. For the same
reasons, this vertex must be contained in the set Bê
ĥ
. The only vertex in the set
{b{xp,xq}h,d | h ∈ [s]d, hd = h∗d, {xp, xq} ∈ E(Gh) ∩ E(Vp, Vq)} that is also contained in Bêĥ






h∗,d } is an edge in G′.
Summarized, we showed that Beh(F ) = Beh if and only if h = h∗ and e ∈ E(X,X), and
that all other sets Beh(F ) are empty.
We will show that the vertex set X = {x1, x2, . . . , xk} is a clique in Gh∗ . Recall that
the vertex xi is contained in Vi, thus every vertex of X is contained in a different color
class. Consider two vertices xp, xq with 1 ≤ p < q ≤ k. We have to show that {xp, xq}




is adjacent to vertex b{xp,xq}h∗,d it holds that
{xp, xq} is an edge in Gh∗ , which proves that X is a clique in Gh∗ . 
Concluding the section, we observe a simple quadratic lower bound for the size of
kernels for Edge Dominating Set parameterized by the size of a modulator to H-
component graphs that holds for all sets H.
Lemma 10.27. The Edge Dominating Set problem has no kernelization to size
O(n2−ε) where n is the number of vertices, for any ε > 0, unless NP ⊆ coNP/poly.
Therefore, for any set H of (connected) graphs, the Edge Dominating Set problem
parameterized by the size of a modulator to H-component graphs admits no kernelization
to size O(|X|2−ε), for any ε > 0, unless NP ⊆ coNP/poly.
Proof. It is known that Vertex Cover admits no kernelization to size O(n2−ε), for
any ε > 0, unless NP ⊆ coNP/poly [DvM14]. By a straightforward reduction to an EDS
instance (G′, k) with n′ = O(n) vertices the same is true for EDS. This in turn yields an
equivalent instance (G′, k,X ′) with a trivial modulator X ′ = V (G′) such that G′ −X ′
is the empty graph; since this is a feasible instance for the Edge Dominating Set
problem parameterized by the size of a modulator to H-component graphs for all sets
H and since |X ′| = n′ = O(n), the lemma follows.
The lower bound of O(n2−ε) for Edge Dominating Set is not surprising (and may
be well-known), as the same is known for a number of similar graph problems (like
Vertex Cover). Thus, we only sketch a simple reduction (which surely has been
rediscovered several times already).
Let (G, k) be an instance of Vertex Cover with G = (V,E) and, without loss
of generality, k ≤ |V |. Construct a graph G′, starting from a copy of G by adding
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2k vertices u1, . . . , uk, u′1, . . . , u′k and adding the edges {u1, u′1}, . . . , {uk, u′k}. Finally,
make each vertex ui adjacent to all vertices in the copy of V in G′. Return the instance
(G′, k). Clearly, G′ has n + 2k = O(n) vertices and the construction can be done in
polynomial time.
It is easy to see that (G, k) is a yes-instance for Vertex Cover if and only if
(G′, k) is a yes-instance for Edge Dominating Set: If (G, k) is a yes-instance for
Vertex Cover then we can pick a vertex cover S = {v1, . . . , vk} of size exactly k.
Clearly, F = {{v1, u1}, . . . , {vk, uk}} is an edge dominating set of size k for G′, because
all additional edges in comparison to G have an endpoint in {u1, . . . , uk}. For the
converse, assume that (G′, k) is a yes-instance and let F be an edge dominating set of
size k. Let S contain all vertices of V in G′ that are endpoints of F . Observe that,
because F needs to contain at least one vertex per edge {u1, u′1}, . . . , {uk, u′k}, which
are disjoint from V , and because it has at most 2k endpoints, the set S has size at most
k. Clearly, the set S alone covers all edges of G′[V ] ∼= G, so (G, k) is a yes-instance for
Vertex Cover. This completes the proof. 
10.5. Proof of Proposition 10.6
Let H = (V,E) be a connected graph, let W = W (H) be the set of free vertices, let
Q = Q(H) be the set of extendable vertices, and let U = U(H) be the set of uncovered
vertices.
Lemma 10.28 (Proposition 10.6 (1)). The set W is well defined.
Proof. To show that the maximum free set is unique, we show that the union of two
free sets is free. This implies that W is the union of all free sets in H. Let Y1, Y2 ⊆ Q
be free sets in H, and let Y = Y1 ∪ Y2. Since Y1 and Y2 are free, it hold that for all
y ∈ Y and for all minimum edge dominating set F in H there exists a minimum edge
dominating set F ′ in H − y (of size |F |− 1) with either V (F ) ⊆ V (F ′) \Y1 ⊆ V (F ′) \Y
(if y ∈ Y1) or V (F ) ⊆ V (F ′) \ Y2 ⊆ V (F ′) \ Y (if y ∈ Y2); thus Y is free. 
Lemma 10.29 (Proposition 10.6 (2)). The set U is an independent set and no vertex
in Q is adjacent to a vertex in U , i.e., NH(U) ∩ (Q ∩ U) = ∅.
Proof. If there was an edge {u, u′} with u, u′ ∈ U then no feasible edge dominating
set could avoid being incident with either vertex. If u ∈ U had a neighbor q ∈ Q then
eds(H−q)+1 = eds(H) but then combining a minimum solution for H−q and adding
edge {u, q} would be a minimum solution for H and be incident with u; a contradiction.

Lemma 10.30 (Proposition 10.6 (3)). If v ∈ NH(U) is a vertex that is adjacent to a
vertex in U , then v is contained in every minimum edge dominating set of H
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Proof. Vertices in U are never endpoints of edges in minimum solutions. Thus, to
dominate the incident edges all their neighbors must be endpoints of solution edges.

Lemma 10.31 (Proposition 10.6 (4)). It holds for all vertices v ∈ V that eds(H)−1 ≤
eds(H − v) ≤ eds(H).
Proof. Let Fv be an edge dominating set of H − v and let u ∈ V such that {u, v} ∈ E.
Clearly, Fv ∪ {{u, v}} is an edge dominating set of H; hence eds(H) − 1 ≤ |Fv| =
eds(H − v). Now, let F be a minimum edge dominating set of H. If v is not incident
with an edge in F , then F is also an edge dominating set inH; hence eds(H−v) ≤ |F | =
eds(H). If v is incident with an edge f = {v, u} in F , then replace f either by an edge
in δH(v)\{f} or delete f when δH(v)\{f} is empty; hence eds(H−v) ≤ |F | = eds(H).

Lemma 10.32 (Proposition 10.6 (5)). Let Y ⊆ V . It holds for all subsets X ⊆ Y that
eds(H −X)− |Y \X| ≤ eds(H − Y ) ≤ eds(H −X), and that cost(X) ≤ cost(Y ).
Proof. It follows from Proposition 10.6 (4) that eds(H−X)−|Y \X| ≤ eds(H−Y ) ≤
eds(H −X): Let Y = {y1, y2, . . . , yp} and let X = {y1, y2, . . . , yq} with q ≤ p. It holds
that:
eds(H − Y ) ≤ eds(H − (Y \ {yp})) ≤ eds(H − (Y \ {yp−1, yp})) ≤ . . . ≤ eds(H −X).
Furthermore, we can obtain that
eds(H − Y ) ≥ eds(H − (Y \ {yp}))− 1 ≥ eds(H − (Y \ {yp−1, yp}))− 2 ≥
. . . ≥ eds(H −X)− |Y \X|.
Now, combining the above
cost(Y ) = eds(H − Y ) + |Y | − eds(H) ≥ eds(H −X)− |Y \X|+ |Y | − eds(H)
= eds(H −X) + |X| − eds(H) = cost(X). 
Lemma 10.33 (Proposition 10.6 (6)). Let F be a minimum edge dominating set in H.
There exists a minimum edge dominating set F ′ in H with (V (F )∪NH(W ))\W⊆ V (F ′).
Proof. Let F be an arbitrary minimum edge dominating set in H, and let F ′ be a
minimum edge dominating set in H with V (F ) \W ⊆ V (F ′) and |V (F ′) ∩ NH(W )|
maximal (under the minimum edge dominating sets that fulfill V (F ) \W ⊆ V (F ′)).
Assume for contradiction that V (F ′) ∩ NH(W ) 6= NH(W ). Let v ∈ NH(W ) \ V (F ′)
be a vertex in the neighborhood of W that is not incident with an edge in F ′, and let
w ∈ NH(v)∩W be a free vertex that is adjacent to v. Since vertex w is free, there exists
a minimum edge dominating set F̃ in H −w (of size |F ′| − 1) with V (F ′) \W ⊆ V (F̃ ).
10.5. Proof of Proposition 10.6 189
Now, we can add the edge {v, w} to the minimum edge dominating set F̃ to obtain
a minimum edge dominating set F̂ = F̃ ∪ {{v, w}} of H. It holds that V (F ) \W ⊆
V (F ′) \W ⊆ V (F̃ ) \W ⊆ V (F̂ ) \W . Furthermore, the set V (F ′)∩NH(W ) is a proper
subset of V (F̂ ) ∩ NH(W ), because V (F̂ ) contains all vertices in V (F ′) \ W and the
vertex v /∈ W that is not contained in V (F ′). This contradicts the choice of F ′ and
proves the statement. 
Lemma 10.34 (Proposition 10.6 (7)). Every set that consists of a single vertex v ∈
Q \W is strongly beneficial. Furthermore, these are the only beneficial sets of size one.
Proof. Let v ∈ Q \W be a vertex that is extendable and not free, and let B = {v}.
We show that B is strongly beneficial. Since eds(H − v) + 1 = eds(H), and since for
every set B̃ ( B it holds that eds(H − B̃) = eds(H) it holds that B is beneficial.
(B̃ = ∅ is the only proper subset of B.) Assume for contradiction that B is not strongly
beneficial. This would imply that there exists a cover B1, B2, . . . , Bh ( B, but the only
proper subset of B = {v} is the empty set. Thus, B is strongly beneficial.
Assume there exists a beneficial set B = {v} with v /∈ Q \W . Note that beneficial
sets are disjoint from W (by definition), thus v ∈ V \Q. Since B is beneficial it holds
that eds(H − B) < eds(H). Together with Proposition 10.6 item (4) it follows that
eds(H −B) = eds(H)− 1; thus v ∈ Q which is a contradiction. 
Lemma 10.35 (Proposition 10.6 (8)). If B is a strongly beneficial set of size at least
two then B contains no extendable vertex, i.e., B ∩Q = ∅.
Proof. If there would exist a vertex v ∈ B that is extendable, but not free, then
cost({v}) = eds(H − v) + |{v}| − eds(H) = 0. Furthermore, it follows from Proposi-
tion 10.6 item (5) that cost(B \ {v}) ≤ cost(B). Now, {v}, B \ {v} ( B is a cover of B
and it holds that cost({v}) + cost(B \ {v}) ≤ 0 + cost(B) = cost(B). This implies that
B is not strongly beneficial which is a contradiction. 
Lemma 10.36 (Proposition 10.6 (9)). If there exists a set Y ⊆ V \ W such that
eds(H − Y ) < eds(H), then there exists a beneficial set B ⊆ Y with eds(H − B) =
eds(H − Y ).
Proof. If Y is a beneficial set then B = Y is a beneficial set with eds(H − Y ) =
eds(H − B). Thus, assume that Y is not beneficial. Hence, there exists a set Y ′ ( Y
with eds(H−Y ) ≥ eds(H−Y ′) (by definition of beneficial). Pick B ( Y minimal with
eds(H − B) ≤ eds(H − Y ). This implies that B is beneficial: Otherwise there would
exist a set Y ′ ( B with eds(H − Y ′) ≤ eds(H −B) which contradicts the choice of B.
Since B ⊆ Y it follows from Proposition 10.6 item (5) that eds(H −B) = eds(H −Y ).

Lemma 10.37 (Proposition 10.6 (10)). If there exists a set Y ⊆ V \W such that
eds(H−Y ) < eds(H), then there exists a beneficial set B ⊆ Y with eds(H−B) + 1 =
eds(H). Furthermore, B is strongly beneficial.
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Proof. Let B ⊆ Y be minimal such that eds(H − B) < eds(H). Thus, for every
Z ( B it holds eds(H −Z) = eds(H). First, we prove that B is beneficial. If B is not
beneficial, then there exists a set B̃ ( B such that eds(H − B) ≥ eds(H − B̃). This
contradicts the choice of B, because B̃ ( B and eds(H − B̃) < eds(H); hence B is
beneficial.
Next, we show that eds(H −B) + 1 = eds(H). Let b ∈ B and B′ = B \ {b}. It holds
that eds(H − B′) = eds(H) (choice of B). It follows from Proposition 10.6 item (4)
that eds(H)−1 = eds(H−B′)−1 ≤ eds(H−B′−b) = eds(H−B) ≤ eds(H−B′) =
eds(H). Since eds(H −B) < eds(H) it follows that eds(H −B) + 1 = eds(H).
Finally, we show that B is strongly beneficial. If B has size one, then B = {v}
with v ∈ Q \ W , and it follows from Proposition 10.6 item (7) that B is strongly
beneficial. Now, assume for contradiction that B is not strongly beneficial. Hence,
there exists a cover B1, B2, . . . , Bh ( B of B with cost(B) ≥
∑h
i=1 cost(Bi). It holds
that cost(B) = eds(H−B)+|B|−eds(H) = |B|−1 (because eds(H−B)+1 = eds(H)),
and it always holds that cost(Bi) ≤ |Bi| (definition of cost). This implies that there
exists at least one i∗ ∈ [h] with cost(Bi∗) < |Bi∗ |: otherwise







Now, |B| − cost(B) = 1 ≤ |Bi∗ | − cost(Bi∗). This is a contradiction to the fact that B
is beneficial, because Bi∗ ( B is a proper subset of B and it holds that |B|− cost(B) ≤
|Bi∗ | − cost(Bi∗). Thus, B is strongly beneficial. 
Lemma 10.38 (Proposition 10.6 (11)). If H has a beneficial set B, then H has also
a strongly beneficial set B′ ⊆ B.
Proof. This follows from Proposition 10.6 item (10). 
Lemma 10.39 (Proposition 10.6 (12)). Let F be a minimum edge dominating set
in H. If e = {x, y} is an edge in F with x, y /∈ Q, then {x, y} is a strongly beneficial
set in H.
Proof. Let F be a minimum edge dominating set in H and let {x, y} be an edge
in F with x, y /∈ Q. First, we show that B = {x, y} is beneficial. It holds that
eds(H −B) < eds(H), because F ′ = F \ {{x, y}} is an edge dominating set in H −B:
F ′ covers all edges that are not incident with x and y, and these vertices are not
contained in H − B. It follows from Proposition 10.6 item (10) that there exists a
strongly beneficial set B′ ⊆ B with eds(H − B′) + 1 = eds(H). The sets ∅, {x} and
{y} are not beneficial, because the empty set is not beneficial, and neither x nor y is
extendable; hence eds(H − x) = eds(H − y) = eds(H). Note that the only beneficial
sets of size one consist of one vertex in Q \W (Proposition 10.6 item (7)). Thus, B
must be strongly beneficial. 
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Lemma 10.40 (Proposition 10.6 (13)). Let B be a beneficial set. B is strongly




Proof. (⇒:) This follows directly from the definition of strongly beneficial sets, because
every non-trivial partition B1, B2, . . . , Bh of B is also a cover of B with B1, . . . , Bh ( B.
(⇐:) Assume that B is not strongly beneficial. This implies that there exists a cover
B1, B2, . . . , Bh ( B of B with cost(B) ≥
∑h
i=1 cost(Bi). We construct a non-trivial




for all 2 ≤ i ≤ h. It
holds that no set B′i is the set B because B′i ⊆ Bi ( B. Furthermore, the union of all
sets B′i, with i ∈ [h], is still B, and the intersection of two sets Bi and Bj with i 6= j is
empty (by construction). Thus, all non-empty sets B′i are a non-trivial partition of B.
Additionally, it follows from Proposition 10.6 item (5) that cost(B′i) ≤ cost(Bi) which




i=1 cost(B′i). Hence, there exists a non-trivial
partition B′′1 , B′′2 , . . . , B′′q of B with cost(B) ≥
∑q
i=1 cost(B′′i ). This concludes the proof.

Lemma 10.41 (Proposition 10.6 (14)). Let Y ⊆ V \ W . There exists a partition
B1, B2, . . . , Bh of Y where Bi is either strongly beneficial or where Bi has cost(Bi) =
|Bi|, for all i ∈ [h], such that cost(Y ) ≥
∑h
i=1 cost(Bi). (Note that we also allow trivial
partitions.)
Proof. Assume that the statement does not hold and let Y ⊆ V \W be a minimal set
that does not fulfill the properties of the lemma. Hence, Y is neither strongly beneficial
nor has cost(Y ) = |Y |, because in both cases the trivial partition Y would fulfill the
properties of the lemma.
First, assume that Y is not beneficial. It follows from Proposition 10.6 item (9) that
there exists a set Y ′ ( Y beneficial with eds(H − Y ) = eds(H − Y ′). Since Y ′ ( Y
is a proper subset of Y and Y is a minimal set that does not fulfill the properties of
the lemma, there exists a partition B′1, B′2, . . . , B′p of Y ′ where B′i is either strongly
beneficial or has cost(B′i) = |Bi| for all i ∈ [p] such that cost(Y ′) ≥
∑p
i=1 cost(B′i).
Furthermore, the set Y ′′ = Y \ Y ′ is a proper subset of Y , because Y ′ is not the empty
set (if Y ′ is the empty set then Y ′ is not beneficial). Thus, there exists a partition
B′′1 , B
′′
2 , . . . , B
′′
q of Y ′′ where B′′i is either strongly beneficial or has cost(B′′i ) = |B′′i | for
all i ∈ [q] such that cost(Y ′′) ≥
∑q
i=1 cost(B′′i ).
Now, B1 = B′1, B2 = B′2, . . . , Bp = B′p, Bp+1 = B′′1 , Bp+2 = B′′2 , . . . , Bp+q = B′′q is a
partition of Y , because B′1, B′2 . . . , B′p is a partition of Y ′, B′′1 , B′′2 , . . . , B′′q is a partition
of Y ′′, and Y ′, Y ′′ is a partition of Y . Additionally, every set Bi, with i ∈ [p + q], is
either strongly beneficial or has cost(Bi) = |Bi| (by choice of Bi). To show that Y also
fulfills the properties of the lemma it remains to show that cost(Y ) ≥
∑p+q
i=1 cost(Bi).
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It holds that:
cost(Y ) = eds(H − Y ) + |Y | − eds(H)
= eds(H − Y ′) + |Y ′|+ |Y ′′| − eds(H) , by choice of Y ′ and Y = Y ′∪̇Y ′′











This implies that Y fulfills the properties of the lemma, which is a contradiction.
Thus, assume that Y is beneficial (but not strongly beneficial). Hence, there exists a
non-trivial partition B1, B2, . . . , Bh of Y with cost(Y ) ≥
∑h
i=1 cost(Bi) Proposition 10.6
item (13). Every Bi, with i ∈ [h], is a proper subset of Y , because B1, B2, . . . , Bh is a
non-trivial partition of Y . Since Y is a minimal set that does not fulfill the properties of
the lemma, there exists, for all i ∈ [h], a partition Bi,1, Bi,2, . . . , Bi,pi of Bi where Bi,j is
either strongly beneficial or has cost(Bi,j) = |Bi,j |, for all j ∈ [pi], such that cost(Bi) ≥∑pi
j=1 cost(Bi,j). By construction, the sets B1,1, B1,2, . . . , B1,p1 , B2,1, . . . , Bh,ph are a par-
tition of Y where every Bi,j is either strongly beneficial or has cost(Bi,j) = |Bi,j |, for all







Thus, the set Y fulfills the properties of the lemma, which is a contradiction and con-
cludes the proof. 
10.6. Summary
We showed that our lower bound construction for Edge Dominating Set parameter-
ized by the size of a modulator to a P3-component graph can be extended to a lower
bound for Edge Dominating Set parameterized by the size of a modulator to an
H-component graph if H contains a graph H that has a control pair. Since the path
P = v1e1v2e2v3 has the control pair ({v1}, {v2}) and the triangle T = w1e1w2e2w3e3w1
has the control pair ({w1}, {w2, w3}) this result implies that for all hereditary graph
classes C, except C being a class where each connected component has one or two
vertices, Edge Dominating Set parameterized by the size of a C-modulator has no
polynomial kernel, unless NP ⊆ coNP/poly. Recall, that we showed in Chapter 9 that
Edge Dominating Set parameterized by the size of a degree-1-modulator has a poly-
nomial kernel.
However, we were able to also extend the polynomial kernel for Edge Dominating
Set parameterized by the size of a modulator to a P5-component graph to Edge
Dominating Set parameterized by the size of a modulator to an H-component graph
if H is finite and no graph in H contains a control pair. Overall, we gave a complete
classification for Edge Dominating Set parameterized by the size of a modulator to
an H-component graph for all finite sets H.
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CHAPTER 11
CONCLUSION AND OPEN PROBLEMS
In this chapter we summarize the results of this part and we discuss some open prob-
lems. Motivated by the positive results of Part II we tried to figure out for which
structural parameters Edge Dominating Set admits a polynomial kernel. We ob-
served that the structures that causes hardness are much more complicated than for
Vertex Cover where for every graph class C that has only constant size components
it holds that Vertex Cover parameterized by the size of a C-modulator has a poly-
nomial kernel. First of all, we showed that Edge Dominating Set parameterized
by the size of a modulator to a P3-component graph has no polynomial kernel (un-
less NP ⊆ coNP/poly) and that Edge Dominating Set parameterized by the size of
a degree-1-modulator has a polynomial kernel. Furthermore, we showed that Edge
Dominating Set parameterized by the above lower bound 12mm is para-NP-complete.
Finally, we gave a complete classification for Edge Dominating Set parameterized
by the size of a modulator to H-component graphs for all finite sets H. More precisely,
we showed that if there exists a graph in H that has a control pair then Edge Domi-
nating Set parameterized by the size of a modulator to an H-component graph has no
polynomial kernel unless NP ⊆ coNP/poly. Moreover, we showed that all graphs that
have no control pair have a very specific structure and that Edge Dominating Set
parameterized by the size of a modulator to an H-component graph, where no graph in
H has a control pair, has a polynomial kernel. The size depends on the largest strongly
beneficial set.
Our classification shows that Edge Dominating Set parameterized by the size of a
modulator to a P3- as well as to a K3-component graph (and thus also by the size of a
C-modulator, with P3 ∈ C or K3 ∈ C) has no polynomial kernel unless NP ⊆ coNP/poly.
Consequently, the unique maximal hereditary graph class C for which a parameterization
by the size of a C-modulator possibly has a polynomial kernel, is the class of graphs
where every vertex has degree at most one. As shown in Section 9.3, Edge Dominating
Set parameterized by the size of a degree-1-modulator has a polynomial kernel.
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Open problems. An obvious follow-up question is to extend our result to infinite
sets H. Our lower bounds of course continue to work in this setting, and the upper
bounds still permit us to reduce the number of connected components (under the same
conditions as before, e.g., that relevant beneficial sets have bounded size). However,
for infinite H, polynomial kernels also require us to shrink connected components of
G−X, and to derive general rules for this. Moreover, even determining beneficial sets
for graphs H ∈ H could no longer be dismissed as being constant time. It is conceivable
that such a classification is doable whenever the graphs in H have bounded treewidth,
as this simplifies the required additional steps. This seems to be a reasonable goal,
because most known tractable graph classes for Edge Dominating Set have bounded
treewidth and tractability for G−X is required, or else NP-hardness for |X| = 0 rules
out kernels and fixed-parameter tractability.
A suitable set H to start with could be the set of graphs containing all paths of
length 3N0 + 1, i.e., with 3N0 + 2 vertices. When H contains only paths of length
1, 4, 7, . . . , 3c + 1 for a constant c, we know that there exists a kernel with O(|X|)
vertices. Besides, we know exactly which vertices of a path of length 3N0 + 1 are free
and that these paths have neither uncovered vertices nor beneficial sets. Is it possible
to shrink the connected components of G−X that are isomorphic to a path of length
3N0 + 1?1 Apart from this, it would be nice to close the gap between the kernel size
O(|X|d+1 log |X|) and the lower bound of O(|X|d−ε), where improvements to the upper
bound seem more likely.
Regarding above lower bounds, the NP-hardness for Edge Dominating Set on
graphs with a perfect matching of size mm, even for k = 12mm, leaves little hope for
tractability above tight lower bounds. Still, are there other nontrivial, perhaps non-
tight, lower bounds L(G) such that we get at least fixed-parameter tractability for
parameter ` = k − L(G)? Another interesting parameter could be the “below upper
bound” parameter ` = mm − k. At least, it holds that Edge Dominating Set is
polynomial-time solvable for ` = 0.
However, the probably most important question, when it comes to polynomial kernels
for Edge Dominating Set, is, whether Edge Dominating Set parameterized by
solution size has a kernel of size O(k2). We know that we can reduce to O(k2) vertices
and O(k3) edges, but we only know that there exists no kernel of size O(k2−ε) for any
ε > 0 unless NP ⊆ coNP/poly.
1Another possible class would be the class of cliques of even size.
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INTRODUCTION TO GRAPH CUT PROBLEMS
12.1. Graph Cut and Feedback Problems
In a graph cut problem, we are given a directed or undirected graph, an integer k, and
we need to determine whether there exists a cutset1 of size at most k whose removal
makes the graph satisfy some global separation requirements. The most basic graph
cut problem is the classical minimum (s, t)-cut problem, where given a directed graph
G, two distinct vertices s, t ∈ V (G), an integer k, and we want to determine whether
there exists a set F of at most k edges such G−F does not contain any s, t-path. Ford
and Fulkerson [FF56, FF62] showed that one can find such a set in polynomial time. It
is well known that one can extend this result to undirected graphs as well as to deleting
vertices instead of edges.
There are two natural and well-studied generalizations of the minimum (s, t)-vertex
cut problem in undirected graphs where the cutset is a set of vertices, namely the
Multiway Cut problem (MWC) and the Multicut problem (MC). In the Multiway
Cut problem we are given an undirected graph G, a set T = {t1, t2, . . . , ts} of terminals,
an integer k, and the task is to determine whether there exists a cutset of at most k
non-terminal vertices whose deletion disconnects the terminals from one another. This
problem is already NP-hard for three terminals [DJP+94]. In the Multicut problem
we are also given an undirected graph G, an integer k, but instead of a set of terminals
we are given a set of terminal pairs T = {(si, ti) | 1 ≤ i ≤ r} and we need to determine
whether there exists a cutset of at most k non-terminal vertices such that after deleting
the cutset from G, the terminal vertex ti is no longer reachable from the terminal vertex
si for all 1 ≤ i ≤ r. Since Multiway Cut is NP-hard even when restricted to three
terminals it follows that Multicut is already NP-hard for 3 terminal pairs, because
there exists an easy reduction: Given an instance (G,T, k) of Multiway Cut with
1A cutset is a set of vertices or edges, depending on the variant.
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T = {t1, t2, t3} it holds that (G, T , k) with T = {(t1, t2), (t2, t3), (t3, t1)} is an instance
of Multicut that is equivalent to the Multiway Cut instance (G,T, k). This is a
standard and well-known polynomial (parameter) transformation from Multiway Cut
(parameterized by the solution size k) to Multicut (parameterized by the solution
size k).
One important variant of Multiway Cut is Deletable Terminal Multiway
Cut (DTMWC). Here, we are allowed to delete terminal vertices, more precisely, an
instance of Deletable Terminal Multiway Cut consists of an undirected graph G,
an integer k, a set T of terminals, and the question is whether there exists a cutset X
of at most k vertices such that in G−X no two terminals t1, t2 ∈ T \X are in the same
connected component. This variant is still NP-hard, because one can reduce Vertex
Cover to this problem by setting T = V (G). Furthermore, Deletable Terminal
Multiway Cut (parameterized by the solution size k) is easier than Multiway Cut
(parameterized by the solution size k), because there exists an easy polynomial (param-
eter) transformation from Deletable Terminal Multiway Cut (parameterized by
the solution size k) to Multiway Cut (parameterized by the solution size k): Given an
instance (G,T, k) of Deletable Terminal Multiway Cut, the instance (G′, T ′, k),
where G′ results from G by adding a copy T ′ of T to G and connecting each t ∈ T with
its copy in T ′, is an equivalent instance of Multiway Cut.
As for the classical (s, t)-vertex cut problem, we can define Multiway Cut and Mul-
ticut also on directed graphs: In the Directed Multiway Cut problem (DMWC)
and the Directed Multicut problem (DMC) we are given a directed graph G, a set
T of terminals or a set T = {(si, ti) | 1 ≤ i ≤ r} of terminal pairs, respectively, an
integer k, and have to decide whether there exists a cutset X of at most k non-terminal
vertices such that in G−X there is no directed path between any pair of terminals in T
or no directed path from si to ti for 1 ≤ i ≤ r, respectively. Garg et al. [GVY04] showed
that Directed Multiway Cut is already NP-hard when restricted to two terminals.
Since Directed Multiway Cut restricted to two terminals can be reduced to an
instance of Directed Multicut when restricted to two terminal pairs, it follows that
Directed Multicut is also NP-hard when restricted to two terminals pairs: Given
an instance (G,T = {t1, t2}, k) of Directed Multiway Cut restricted to two termi-
nals, it holds that (G, T = {(t1, t2), (t2, t1)}, k) is an instance of Directed Multicut
that is equivalent to the Directed Multiway Cut instance (G,T, k). Furthermore,
when restricted to two terminals, respectively two terminal pairs, Directed Multi-
way Cut and Directed Multicut are equivalent (cf. [CHM13]): It remains to show
that we can reduce an instance (G, T = {(s1, t2), (s2, t2)}) of Directed Multicut to
an instance of Directed Multiway Cut with two terminals. We construct a graph
G′ by adding k + 1 copies of each terminal vertex, and denote the set of copies of si
and ti by Si and Ti for i = 1, 2, respectively. Additionally, we add a vertex s and a
vertex t to the graph and add the edges (s, s′1) with s′1 ∈ S1, (t′1, t) with t′1 ∈ T1, (t, s′2)
with s′2 ∈ S2 and (t′2, s) with t′2 ∈ T2 to the graph. Denote the resulting graph by G′.
Now, (G,T = {s, t}, k) is an instance of Directed Multiway Cut that is equivalent
to the Directed Multicut instance (G, T , k). Observe, that G′ has an s, t-path (or
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t, s-path) if and only if G has an s1, t1-path (or s2, t2-path). This property still holds
after removing vertices, since an optimum solution of size at most k neither contains
terminal vertices nor any vertex in S1 ∪ S2 ∪ T1 ∪ T2.
Instead of choosing as cutset a set of vertices, we can also choose a set of edges. We
call these problems, where we delete edges instead of vertices, Edge Multiway Cut
and Edge Multicut. It is well known that choosing as cutset a set of vertices is
more general than choosing as cutset a set of edges because we can easily reduce the
edge version to the vertex version (cf. [Cun89]). However, for directed graphs these two
versions are equivalent (cf. [CHM13, Section 2.1]).2
In a feedback problem we are given a directed or undirected graph G, a set C of cycles
of G, an integer k, and we want to determine whether there exists a vertex set X, also
called transversal, of size at most k that intersects all cycles of C.3 The probably most
studied feedback problem is Feedback Vertex Set (FVS), where given an undirected
graph G, and an integer k, the objective is to decide whether there exists a vertex set
X of size at most k that intersects all cycles of G, i.e., a set X such that G − X is a
forest. Instead of asking whether there exists a vertex set of size at most k that deletes
all cycles of G, we could ask whether there exists a vertex set of size at most k that
intersects only all odd cycles, i.e., cycles of odd length. This well-known problem is
called Odd Cycle Transversal (OCT).
A more general and more difficult version of the Feedback Vertex Set problem
is the Subset Feedback Vertex Set problem, short Subset FVS or SFVS. Here,
given an undirected graph G, a set S of vertices, and an integer k, the task is to de-
cide whether there exists a vertex set of size at most k that hits all cycles through S.
This problem is equivalent to the Edge Subset Feedback Vertex Set problem,
short Edge Subset FVS, where S is a set of edges instead of vertices [CPPW13b].
Note that an instance (G, k) of Feedback Vertex Set, is equivalent to the instance
(G,S = V (G), k) of Subset FVS. Additionally, Cygan et al. [CPPW13b] showed that
there exists a polynomial parameter transformation from Deletable Terminal Mul-
tiway Cut parameterized by the solution size to Edge Subset FVS parameterized
by the solution size, i.e., Deletable Terminal Multiway Cut parameterized by the
solution size is easier than Edge Subset FVS (and also Subset FVS) parameterized
by the solution size. This polynomial parameter transformation constructs an instance
(G′, S, k) of Edge Subset FVS from a given instance (G,T, k) of Deletable Ter-
minal Multiway Cut, by adding a copy T ′ of T to G and by adding an edge between
every vertex t′ ∈ T ′ and its corresponding vertex in T as well as all other vertices in T ′.
The set S consists of the set of edges between T and T ′.
Another well-studied feedback problem is Group Feedback Vertex Set, short
Group FVS or GFVS, which generalizes Odd Cycle Transversal as well as Subset
FVS, and is defined as follows: Let (Γ, ·) be a group with identity element 1Γ, let
2In this paper they only show this for Directed Multiway Cut. However, the constructions also
work for Directed Multicut.
3The set C of cycles must not be given explicitly, it only must be sufficiently defined.
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G = (V,E) be an undirected graph with orientation δ : E → V × V such that edge
e = {x, y} ∈ E is mapped either to (x, y) or to (y, x) via δ; such a pair (G, δ) is
called an oriented graph. A Γ-labeling of an oriented graph (G = (V,E), δ) consists
of an assignment of a label γe ∈ Γ for every edge e ∈ E, and a labeling function
λ : {(e, v) | v ∈ e ∈ E} → Γ such that for each edge e = {u, v} ∈ E with δ(e) = (u, v)
it holds that λ(e, u) = γe and λ(e, v) = −γe. For a cycle C = v1e1v2e2 . . . v`e`v1 in
the Γ-labeled oriented graph (G, δ) we let λ(C) = λ(e1, v1) · λ(e2, v2) · . . . · λ(e`, v`),
and we call C a nonnull cycle when λ(C) 6= 1Γ. Now, in the Group FVS problem
we are given a finite group (Γ, ·) with unit element 1Γ ∈ Γ, a Γ-labeled oriented graph
(G = (V,E), δ) with labeling function λ, an integer k, and the objective is to decide
whether there exists a vertex set X with |X| ≤ k such that there are no nonnull cycles
in G−X.
It is well known that Group FVS generalizes Feedback Vertex Set, Odd Cycle
Transversal, (Edge) Subset FVS, as well as Multiway Cut:
• For Feedback Vertex Set we can choose as Γ the group Zm2 , where m is the
number of edges (cf. [IWY16]).
• For Odd Cycle Transversal we can choose as Γ the cyclic group Z2 where
each edge is labeled with the group element that is not the identity element
(cf. [KW12]).
• For Edge Subset FVS we can choose as Γ the group Z|S|2 (cf. [CPP16]).
• For Multiway Cut we can choose as Γ the group Zh2 , where h is equal to
dlog2(|T |+ 1)e (cf. [KW12]).
Wahlström [Wah17] considered an even more general feedback problem which is based
on so-called biased graphs. A biased graph is a pair Ψ = (G = (V,E),B) of a graph
G and a set B of cycles in G with the property that if two cycles C,C ′ ∈ B form a
collection of three internally vertex-disjoint paths with shared endpoints then the third
cycle of C ∪ C ′ is also contained in B; the cycles in B are called balanced cycles of G,
and we say that the cycle class B is linear. We call a cycle C unbalanced when C /∈ B.
Let C be the set of cycles that are not contained in B, i.e., the set of unbalanced cycles.
The cycle class C is called co-linear. It holds that if C ∈ C is an unbalanced cycle,
and if P is a path with endpoints in C that is internally vertex-disjoint from cycle C
then at least one of the two cycles formed by C ∪ P that are not C is also unbalanced,
i.e., contained in C. In the Biased Graph Cleaning problem (BGC), we are given a
biased graph Ψ = (G,B), an integer k, and the task is to decide whether there exists
a set X of at most k vertices of G such that G − X contains only balanced cycles.
To solve the Biased Graph Cleaning problem, Wahlström considers a local version
of this problem, called Rooted Biased Graph Cleaning problem (RBGC), where
given a biased graph Ψ = (G,B) together with a rooted vertex r ∈ V (G), and an integer
k, the objective is to decide whether there exists a set X of at most k vertices such









Figure 12.1.: An arrow from problem P to problem Q means that there exists a poly-
nomial parameter transformation from P parameterized by the solution
size to Q parameterized by the solution size.
that the connected component of G − X that contains the root r has only balanced
cycles. Wahlström [Wah17] mentioned that Group FVS is a special case of Biased
Graph Cleaning, because a Γ-labeled oriented graph is also a biased graph where
every nonnull cycle is unbalanced and every other cycle is balanced. Additionally,
Wahlström [Wah17] showed that one can reduce Multiway Cut to Rooted Biased
Graph Cleaning: Given an instance (G,T, k) of Multiway Cut one can construct
an instance of Rooted Biased Graph Cleaning by duplicating each terminal t ∈ T
into k+1 copies, forming the set T ′, and by adding a new vertex r to G that is the root
vertex and that is adjacent to vertices in T ′. Now, a cycle is unbalanced if and only
if it contains the root r and two vertices of the set T ′ that are copies of two different
terminals in T .
As for graph cut problems we can define Feedback Vertex Set as well as Sub-
set FVS also for directed graphs. These problems are called Directed Feedback
Vertex Set, short Directed FVS or DFVS, and Directed Subset Feedback
Vertex Set, short Directed Subset FVS. In the Directed FVS problem we are
given a directed graph G, an integer k, and the task is to decide whether there exists
a vertex set X with |X| ≤ k such that G−X is acyclic, i.e., there is no directed cycle
in G −X. Similarly, in the Directed Subset FVS problem we are given a directed
graph G, an integer k, and additionally a vertex set S ⊆ V (G), and the task is to find
a set X ⊆ V (G) such that G −X contains no directed cycle C that contains a vertex
of S.
Some of the algorithms that solve feedback problems use a graph cut problem as a
subroutine. For example, the fpt-algorithm of Reed et al. [RSV04] for Odd Cycle
Transversal parameterized by the solution size k computes certain vertex cuts (see
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Section 12.2 for more details). Similarly, the fpt-algorithm of Cygan et al. [CPPW13b]
for Edge Subset FVS parameterized by the solution size k constructs and solves
Multicut instances.
Moreover, the analysis of graph cut problems and feedback problems helped to develop
new techniques in parameterized complexity for fpt-algorithms as well as kernelization
algorithms. In terms of fpt-algorithms Reed et al. [RSV04] introduced the concept
iterative compression (see also [GMN09]), Marx [Mar06] introduced important separa-
tors, and Marx and Razgon [MR14] introduced the technique of random sampling of
important separators to obtain so-called shadowless solutions.4 Besides techniques for
fpt-algorithms, Kratsch and Wahlström [KW12, KW14] introduced matroid based tools
to obtain (randomized) polynomial kernels.
12.2. Known Results
In this section we will summarize some known results for graph cut problems as well as
feedback problems with respect to parameterized complexity.
Feedback Vertex Set The first fpt-algorithm for Feedback Vertex Set param-
eterized by the solution size k is due to Downey and Fellows [DF92b] and runs in
time O∗((2k + 1)k). After some improvements (cf. [Bod94, RSS06, KPS04]) Guo et
al. [GGH+06] gave the first single-exponential fpt-algorithm parameterized by the so-
lution size k with running time O∗(37.7k). After some further improvements [CFL+08,
CCL15] Kociumaka and Pilipczuk [KP14] gave a deterministic fpt-algorithm that runs
in time O∗(3.619k). Each of the single-exponential fpt-algorithms uses iterative com-
pression. Recently, Iwata and Kobayashi [IK19] gave a deterministic fpt-algorithm that
runs in time O∗(3.46k) by applying some reduction rules followed by highest-degree
branching. Allowing randomness, Becker et al. [BBG00] showed that there exists a
simple O∗(4k) algorithm. This was improved by Cygan et al.[CNP+11] to a randomized
fpt-algorithm that runs in time O∗(3k). To prove this, they first showed that Feedback
Vertex Set can be solved in time O∗(3tw), where tw denotes the treewidth of the in-
put graph. Recently, Li and Nederlof [LN19] presented the currently best randomized
fpt-algorithm which runs in time O∗(2.7k).
Besides being fixed-parameter tractable, Feedback Vertex Set parameterized by
the solution size k also admits a polynomial kernel. The first polynomial kernel, due
to Burrage et al. [BEF+06], reduces to size O(k11). Bodlaender and Van Dijk [BvD10]
improved this to a kernel of size O(k3), and Thomassé [Tho10] further improved the
kernel size to size O(k2), more precisely to a graph with 4k2 vertices and 8k2 edges.
The best known kernelization, due to Iwata [Iwa17], creates an equivalent instance with
2k2+k vertices and 4k2 edges. This kernelization algorithm runs in linear time using the
half-integral LP technique which was introduced by Iwata et al. [IWY16]. Furthermore,
4This final technique is sometimes called shadow removal.
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Dell and Van Melkebeek [DvM14] showed that there exists no kernel of size O(k2−ε)
for any constant ε > 0 unless NP ⊆ coNP/poly.
The Feedback Vertex Set problem has also been studied under different struc-
tural parameters. Jansen et al. [JRV14] showed, among other things, that Feedback
Vertex Set parameterized by the size of a modulator to a chordal graph is fixed-
parameter tractable [JRV14]. Since Bodlaender et al. [BJK14] showed that Feedback
Vertex Set parameterized by the size of a modulator to a single clique has no poly-
nomial kernel unless NP ⊆ coNP/poly, it follows that Feedback Vertex Set param-
eterized by the size of a modulator to a chordal graph does not admit a polynomial
kernel unless NP ⊆ coNP/poly. Furthermore, Jansen et al. [JRV14] showed that Feed-
back Vertex Set parameterized by the size of a modulator to a mock-forest is fixed-
parameter tractable but does not admit a polynomial kernel unless NP ⊆ coNP/poly and
that Feedback Vertex Set parameterized by the size of a modulator to a pseudo-
forest admits a polynomial kernel with O(k10) vertices. Majumdar and Raman [MR18]
improved the kernel for Feedback Vertex Set parameterized by the size of a mod-
ulator to a pseudoforest to O(k6) vertices. Among other things, they also showed that
Feedback Vertex Set parameterized by the size of a modulator to a mock-d-forest5
admits a kernel with O(k3d+3) vertices and that there exists no kernel of size O(kd+2−ε)
for any ε > 0 unless NP ⊆ coNP/poly.
Odd Cycle Transversal Reed et al. [RSV04] showed that Odd Cycle Transver-
sal can be solved in time O∗(4k), where k is the solution size, which implies that
Odd Cycle Transversal is fixed-parameter tractable. The currently fastest fpt-
algorithm for Odd Cycle Transversal parameterized by the solution size k runs in
time O∗(2.3146k) [LNR+14]. Kratsch and Wahlström [KW14] showed that Odd Cycle
Transversal parameterized by the solution size k admits a randomized polynomial
kernel. This is the first kernelization algorithm that applies matroids.
The fpt-algorithm due to Reed et al. [RSV04] and the kernelization algorithm due to
Kratsch and Wahlström [KW14] transform the Odd Cycle Transversal problem
into a cut problem as follows (cf. [RSV04]): Let (G, k) be an instance of Odd Cycle
Transversal, and let X be a vertex set such that G−X is bipartite.6 Note that we
can assume that the set X is an independent set in G; otherwise we can subdivide edges
between vertices in X. Let S1, S2 be a bipartition of the bipartite graph G −X. We
construct the graph G′ = (V ′, E′) from G = (V,E) andX, where V ′ = (V \X)∪{x1, x2 |
x ∈ X}, and
E′ = E[V \X] ∪ {{xi, u} | i ∈ {1, 2}, u ∈ S3−i, x ∈ X, {x, u} ∈ E}.
Observe, G′ is bipartite with bipartition S1 ∪ {x1 | x ∈ X} and S2 ∪ {x2 | x ∈ X}.
Reed et al. [RSV04] showed that the minimum size Y ⊆ V such that G−Y is bipartite
5A mock-d-forest is a mock-forest where each component has at most d cycles.
6In the kernelization algorithm the set X is an approximate solution. Since the fpt-algorithm uses
iterative compression, we always consider instances of OCT where a solution is part of the input.
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is equal to the minimum of |X \ U | plus the size of an (S, T )-vertex cut in the graph
G′−{xi | x ∈ X \U} over all subsets U of X and all partitions S, T of {xi | x ∈ X \U}
with |S ∩ {x1, x2}| = |T ∩ {x1, x2}| = 1.
Subset FVS Cygan et al. [CPPW13b] and Kawarabayashi and Kobayashi [KK12] in-
dependently showed that Subset FVS is fixed-parameter tractable. The fpt-algorithm
of Cygan et al. runs in time 2O(k log k)nO(1), while the one of Kawarabayashi and
Kobayashi runs in time O(f(k) · n2m), where f is a function that depends super-
exponentially on k. Wahlström [Wah14] then gave the first single-exponential algorithm
with running time 4k · nO(1). An algorithm with subexponential dependence on k is
ruled out under the Exponential-Time Hypothesis (e.g., because Subset FVS general-
izes Vertex Cover). More recently, Lokshtanov et al. [LRS18] gave algorithms with
deterministic time 2O(k log k) · (n + m) and randomized time O(25.6k · (n + m)). We
will show in Chapter 13 that Subset FVS parameterized by the solution size has a
randomized polynomial kernel.
Group FVS Guillemot [Gui11] showed that Group FVS can be solved in time
O∗((4|Γ|+1)k) = O∗(2O(k·log(|Γ|))) when Γ is described by its multiplication table. This
implies that Group FVS parameterized by |Γ| and k is fixed-parameter tractable.
Assuming that the operations of the group Γ are computed by a given black-box, Cygan
et al. [CPP16] showed that Group FVS is solvable in time O∗(2O(k·log(k))); hence
Group FVS is also fixed-parameter tractable when parameterized only by the solution
size k. Both fpt-algorithms use iterative compression and the algorithm of Cygan et
al. [CPP16] reduces each problem of the compression step to a Multiway Cut instance.
Iwata et al. [IWY16] (see also [Wah14]) gave the first single exponential fpt-algorithms
for Group FVS which has running time O∗(4k). They also assumed that the group
operations of Γ are given via a black-box. Their algorithm uses LP-relaxations that
extend the search space from {0, 1}|V | to {0, 12 , 1}
|V |, and has the benefit that the
relaxed problem can be solved in polynomial time.
Using the matroid based tools, Kratsch and Wahlström [KW12] showed that Group
FVS parameterized by the solution size admits a randomized polynomial kernel with
O(k2s+2) vertices, where s is the number of elements of the group Γ.
(Rooted) Biased Graph Cleaning Wahlström [Wah17] considered the Biased
Graph Cleaning and the Rooted Biased Graph Cleaning problem and showed
that these problems can be solved in time O∗(4k) and O∗(2k), respectively. To obtain
these results Wahlström [Wah17] shows that biased graphs have a half-integral LP-
relaxation. This builds on an idea of Iwata et al. [IWY16] (see also [Wah14]). Iwata
et al. [IWY16] showed how to use CSP tools to study and find half-integral relaxations
of certain problems. The advantage of the biased graph framework is that it is a
combinatorical condition that can be verified easily whereas, in general, it is not known
how to decide whether there exists such a relaxation of a CSP (cf. [Wah17]).
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Directed FVS For a long time it was an open problem whether Directed FVS
is fixed-parameter tractable when parameterized by the solution size k [DF92a]. In
2008, Chen et al. [CLL+08] gave an O∗(4kk!) algorithm for Directed FVS which
proves that Directed FVS is fixed-parameter tractable when parameterized by k.
One of the techniques they use is iterative compression. In each compression step
their algorithm reduces instances of Directed FVS to certain instances of a multi-
cut problem, which they call Skew Separator, where given a directed graph D =
(V,A), two collections [S1, S2, . . . , Sp] and [T1, T2, . . . , Tp] of p vertex sets that are all
pairwise disjoint and where the sets S1, S2, . . . , Sp have only outgoing edges and the sets
T1, T2, . . . , Tp have only ingoing edges, an integer k, and the question is whether there
exists a set X ⊆ V \
⋃p
i=1(Si ∪ Ti), with |X| ≤ k, such that for all pairs i, j of indices
satisfying 1 ≤ j ≤ i ≤ p it holds that there is no Si,Tj-path in G−X. Afterwards, they
show that Skew Separator parameterized by the solution size k is fixed-parameter
tractable by giving an O∗(4k) time algorithm. They solve the Skew Separator by
branching over important separators, but note that this term was introduced later.
Overall, this results in the O∗(4kk!) time algorithm for Directed FVS.
Lokshtanov et al. [LRS16] slightly improved this by showing that there exists an fpt-
algorithm for Directed FVS with running time O(4kk!k5 ·(n+m)), i.e., they improved
the polynomial factor. An open question is whether there exists an O∗(2O(k)), or even
an O∗(2o(k log(k))) time algorithm for Directed FVS (cf. [LRS16]). Note that it is well
known that Directed FVS cannot be solved in time O∗(2o(k)) under the Exponential
Time Hypothesis (ETH) [CFK+15, DFL+07].
Another open question is whether Directed FVS has a polynomial kernel when
parameterized by the solution size k. However, Bergougnoux et al. [BEG+17] showed
that Directed FVS has a polynomial kernel with O(`4) vertices when parameterized
by the size ` of a feedback vertex set of the underlying undirected graph. This parameter
is always at least as large as the solution size.
Directed Subset FVS Chitnis et al. [CCHM15] showed that even Directed Sub-
set FVS parameterized by the solution size k is fixed-parameter tractable. They gave
an O∗(2O(k3)) time algorithm for this problem. As techniques they used iterative com-
pression as well as random sampling of important separators which was introduced by
Marx and Razgon [MR14] and generalized to directed graphs by Chitnis et al. [CHM13].
Furthermore, they improved the technique of random sampling on directed graphs by,
for example, improving the success probability.
Multiway Cut Robertson and Seymour [RS95, RS04] showed that Multiway Cut
is fixed-parameter tractable when parameterized by the solution size. However, their
proof is nonconstructive and only states the existence of such an algorithm (for more
details see [CFK+15, Section 6.3]).
In 2004, Marx [Mar06] gave the first constructive fpt-algorithm for Multiway Cut
parameterized by the solution size. For this algorithm Marx introduced the notion of
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important separators: Simply put, given a graph G and two disjoint vertex sets X and
Y , a vertex set S ⊆ V (G) \ (X ∪ Y ) is called an important (X,Y )-separator, if there is
no X,Y -path in G − S and S fulfills two additional properties (see Definition 12.2 for
a proper definition). Marx [Mar06] showed that the number of important separators
of size at most k is upper bounded by 4k2 , and that one can enumerate all important
separators in uniformly polynomial time. Furthermore, he showed that there exists
an optimum solution to the Multiway Cut instance (G,T = {t1, . . . , ts}, k) that
contains an important ({t1}, T \ {t1})-separator. Now, the algorithm for Multiway
Cut parameterized by the solution size k takes a terminal vertex t ∈ T , that is not
separated from all other vertices in T , and branches over all important ({t}, T \ {t})-
separators. In each branch we recursively solve the problem for (G − S, T, k − |S|),
where S is the important separator of our branch. This results in an algorithm with
running time O∗(4k3).
This algorithm was improved by Chen et al. [CLL09b] by giving an O∗(4k) time
algorithm. They prove implicitly that one can upper bound the number of important
separators by O(4k) and as Marx [Mar06] they branch over the important separators.7
It is well known that this bound is essentially tight up to polynomial factors, more
precisely, there exists a family of graphs where the number of important separators of
size at most k is Ω∗(4k).
Guillemot et al. [Gui11] also gave an O∗(4k) time algorithm for Multiway Cut,
by considering a LP formulation of a generalization of the Multiway Cut problem,
called Path Transversal problem, and by showing that this LP has an optimum
half-integral solution.
Cygan et al. [CPPW13a] considered Multiway Cut parameterized by the above
lower bound parameter ` = k − lp, where lp is the size of an optimum fractional
solution to the multiway cut LP. They showed that there exists an fpt-algorithm
that solves Multiway Cut parameterized by ` in time O∗(4k−lp). To this end, they
apply some reduction rules and use, among other things, that the LP-relaxation of the
Multiway Cut LP is half-integral which was shown by Garg et al. [GVY04]. If none
of their reduction rules is applicable then each neighbor of a terminal vertex t ∈ T has
LP value 12 . Afterwards, they pick an arbitrary vertex v ∈ N(T ) and branch on it, i.e.,
in one branch they add v to the multiway cut, decrease k by one, and delete v from G,
and in the other branch they assume that v is not in the multiway cut and contract the
edge {t, v}. They showed that in both cases the parameter ` decreases by at least 12 .
This leads to the desired O∗(4k−lp) time algorithm and proves that Multiway Cut
is fixed-parameter tractable when parameterized by k − lp. Besides, they showed that
one can reduce, in polynomial time, to an equivalent instance with at most 2k terminals
improving a result due to Razgon [Raz11] which reduces to at most 2k(k+1) terminals.
Furthermore, they point out that the fpt-algorithm for Multiway Cut parameter-
ized by ` = k− lp leads to an O∗(2k) time algorithm for Multiway Cut [CPPW13a]:
If 2lp ≤ k then it follows from the existence of a half-integral LP solution that there
7For more details see Section 12.3.
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exists a solution of size at most k which we can compute in polynomial time. Oth-
erwise, it holds that k ≤ 2lp which implies that k − lp ≤ k2 . Thus, the algorithm
for Multiway Cut parameterized by ` runs in time O∗(4`) = O∗(2k). For the Edge
Multiway Cut problem, this running time was already shown by Xiao [Xia10c]. Cao
et al. [CCF14] broke the O∗(2k) barrier for the edge version of Multiway Cut, by
showing that Edge Multiway Cut can be solved in time O∗(1.84k).
It is not known whether Multiway Cut admits a polynomial kernel. However,
Kratsch and Wahlström [KW12], showed that the easier problem Deletable Termi-
nal Multiway Cut admits a randomized polynomial kernel with O(k3) many vertices.
Furthermore, they showed that Multiway Cut admits a randomized polynomial kernel
when the number of terminals is constant. More precisely, they showed that Multi-
way Cut admits a randomized polynomial kernel with O(ks+1) vertices, where s is the
number of terminal vertices. Both kernelizations use the matroid based tools.
Multicut Using important separators Marx [Mar06] showed that there exists an al-
gorithm for Multicut that runs in time O∗(2sk4k3), where s is the number of terminals
and k is the solution size. Thus, Multicut is fixed-parameter tractable when param-
eterized by the solution size k and the number of terminals s. This was improved by
Xiao [Xia10c] to an algorithm with running time O∗((2s)s+k/2) = O∗(2log(2s)(s+k/2)),
and then by Guillemot [Gui11] who gave an O∗((8s)k) = O∗(2log(8s)k) time algorithm.
Independently, Bousquet et al. [BDT18] and Marx and Razgon [MR14] showed that
Multicut is still fixed-parameter tractable when only parameterized by the solution
size k. Both fpt-algorithms use iterative compression, but the compression steps are
different. Bousquet et al. [BDT18] use reduction rules to reduce the compression in-
stance to a 2-SAT formula. This results in an O∗(kO(k6)) time algorithm. In contrast,
Marx and Razgon [MR14] introduce the technique of random sampling of important
separators to obtain so-called shadowless solutions.8 They apply this technique in the
compression step to reduce to an Almost 2-SAT instance. Their algorithm has run-
ning time O∗(2O(k3)).
Cygan et al. [CKP+14] showed that Multicut parameterized by the solution size
does not admit a polynomial kernel unless NP ⊆ coNP/poly. However, for a constant
number s of terminal pairs, Kratsch and Wahlström [KW12] showed that there exists
a randomized polynomial kernel for Multicut with O(kd
√
2se+1) vertices, using the
matroid based tools.
Directed Multiway Cut Chitnis et al. [CHM13] extended the notion of shadowless
solutions, introduced by Marx and Razgon [MR14], to directed graphs. By adapting the
technique of random sampling of important separators, of Marx and Razgon [MR14],
8Given an instance (G,T,W, k) of the Multicut Compression problem where W is a multicut of
(G,T ), the task is to find a multicut S of (G,T ) of size at most k such that S ∩W = ∅ and such
that S is also a multiway cut of (G,W ). The set S is a shadowless solution if every vertex of G \ S
is reachable from a vertex in W , i.e., G \ S has exactly |W | connected components.
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Problem FPT Kernel
Feedback Vertex Set O∗(3.619k) 4k2
Odd Cycle Transversal O∗(2.3146k) randomized
Subset FVS O∗(4k) randomized9
Group FVS O∗(4k) unknown, but O(k2s+2)
Biased Graph Cleaning O∗(4k) unknown
Directed FVS O∗(4kk!) unknown
Directed Subset FVS O∗(2O(k3)) unknown
Multiway Cut O∗(2k) unknown, but O(ks+1)
Deletable Terminal MWC O∗(2k) O(k3)
Multicut O∗(2O(k3)) no kernel, but O(kd
√
2se+1)
Directed Multiway Cut O∗(2O(k2)) no kernel
Directed Multicut W [1]-hard no kernel
Table 12.1.: Results with parameter k solution size. By s we denote the number of
group elements, the number of terminals or the number of terminal pairs,
when considering Group FVS, MWC, or Directed MC, respectively.
to directed graphs to obtain shadowless solutions, Chitnis et al. [CHM13] showed that
Directed Multiway Cut can be solved in time O∗(22O(k)). Hence, Directed Mul-
tiway Cut is fixed-parameter tractable when parameterized by the solution size k.
This algorithm was improved by Chitnis et al. [CCHM15] to run in time O∗(2O(k2)), by
making the random sampling process more efficient.
Furthermore, it was shown by Cygan et al. [CKP+14] that Directed Multiway
Cut, even when restricted to two terminals, does not have a polynomial kernel unless
NP ⊆ coNP/poly.
Directed Multicut Marx and Razgon [MR14] showed that Directed Multicut
parameterized by the solution size k is W [1]-hard. However, the result that Directed
Multiway Cut is fixed-parameter tractable when parameterized by the solution size
k, implies that Directed Multicut is fixed-parameter tractable when restricted to
instances with two terminal pairs because, as mentioned above, Directed Multiway
Cut restricted to two terminals is equivalent to Directed Multicut restricted to two
terminal pairs. Thus, one could ask whether Directed Multicut is fixed-parameter
tractable when parameterized by the solution size k and the number s of terminals.
Unfortunately, Pilipczuk and Wahlström [PW18] showed that Directed Multicut
parameterized by the solution size k is still W [1]-hard when restricted to instances with
only four terminal pairs. Thus, the only open question is whether Directed Multicut
parameterized by the solution size is fixed-parameter tractable when restricted to three
terminal pairs.
9We show this in Chapter 13.
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Kratsch et al. [KPPW15] considered a special case of Directed Multicut, namely
Directed Multicut in directed acyclic graphs. Using the framework of random sam-
pling of important separators, introduced by Marx and Razgon [MR14], which Chitnis
et al. [CHM13] extended to directed graphs, they were able to show that Directed
Multicut restricted to directed acyclic graphs is fixed-parameter tractable when pa-
rameterized by the solution size k and the number of terminal pairs s by proving that
the problem can be solved in time O∗(2O(s2k+s2O(k))). Furthermore, they showed that
Directed Multicut remains W [1]-hard on directed acyclic graphs when parameter-
ized only by the solution size.
Overall, for all of the above mentioned graph cut problems as well as feedback prob-
lems it is well known whether these problems are fixed-parameter tractable when pa-
rameterized by the solution size. For some problems there are also fpt-algorithms for
structural parameters. In contrast, to prove that these problems have or do not have a
polynomial kernel seems to be much harder. The only tool, that seems to be powerful
enough to obtain a kernelization algorithm for these problems, except for Feedback
Vertex Set, are the matroid based tools of Kratsch and Wahlström [KW12, KW14].
12.3. Important Separators and Matroids
Two of the most important techniques, that were developed for graph cut problems and
feedback problems, are important separators for fpt-algorithms and the matroid based
tools for kernelizations. So far, every kernelization algorithm for a graph cut respectively
feedback problem, except Feedback Vertex Set, does use the matroid based tools
of Kratsch and Wahlström [KW12, KW14]. Furthermore, important separators were
evolved to work also for directed graphs [CHM13] and are the basis for many fpt-
algorithms.
12.3.1. Important Separators
In this subsection we give an introduction to important separators. First of all, we
will give a proper definition of (important) separators. Afterwards, we will show
some well-known properties of important separators to finally describe an fpt-algorithm
for Multiway Cut parameterized by the solution size k with running time O∗(4k)
(cf. [CLL09b, CFK+15]).
Definition 12.1 (Reachable Sets). Let G = (V,E) be an undirected graph, let X ⊆ V
be a vertex set, and let S ⊆ V \X be a vertex set that is disjoint from X. By RG(X,S)
we denote the vertices that are reachable from X in G − S, i.e., the set of vertices
v ∈ V \ (X ∪ S) such that there exists an X, v-path in G − S. We drop the subscript
G when it is clear from the context.
Definition 12.2 (Important Separator (cf. [Mar06])). Let G = (V,E) be an undirected
graph, and let X,Y ⊆ V (G) be two disjoint vertex sets. A vertex set S ⊆ V \ (X ∪ Y )
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is called an (X,Y )-separator if there exists no X,Y -path in G − S, or in other words,
if the set R(X,S) ∩ Y is empty. By λG(X,Y ) we denote the size of a smallest (X,Y )-
separator in G. Again, we drop the subscript G when it is clear from the context.
An (X,Y )-separator S′ is said to dominate an (X,Y )-separator S if |S′| ≤ |S| and
R(X,S) ( R(X,S′). We call an (X,Y )-separator S important if it is inclusionwise
minimal and if there exists no (X,Y )-separator S′ that dominates S.
First of all, we make two simple observations about the connection between (inclu-
sionwise minimal) separators and the neighborhood of their reachable sets.
Observation 12.3. Let G = (V,E) be an undirected graph, and let X,Y ⊆ V (G) be two
disjoint vertex sets.
(i) If S is an inclusionwise minimal (X,Y )-separator, then N(R(X,S)) = S.
(ii) Let A ⊆ V \ Y be a superset of X. It holds that R(X,N(A)) ⊆ A. Furthermore,
if A is connected then equality holds.
Now, we will show some basic and well-known properties of important separators
(cf. Marx [Mar06]). These properties help us to prove that the number of important
separators of size at most k is bounded by 4k and that we can enumerate them in
uniformly polynomial time.
Lemma 12.4 (cf. [Mar06]). Let G = (V,E) be an undirected graph, and let X,Y ⊆ V
be two disjoint vertex sets.
(i) In polynomial time we can check whether a given (X,Y )-separator S is impor-
tant. Furthermore, if S is not an important (X,Y )-separator then we can find
in polynomial time an important (X,Y )-separator Ŝ of size at most |S| such that
R(X,S) ⊆ R(X, Ŝ).
(ii) There exists exactly one important (X,Y )-separator S∗ of size λ(X,Y ), i.e., the
minimum important (X,Y )-separator is unique. Furthermore, one can compute
this minimum important (X,Y )-separator in polynomial time and for each impor-
tant (X,Y )-separator S it holds that R(X,S∗) ⊆ R(X,S).
Proof. (i) Let S ⊆ V be an (X,Y )-separator. It is well known that we one can check
in polynomial time whether a vertex set is an (X,Y )-separator or not. First, we
try to figure out whether S is minimal, by testing for each vertex v ∈ S whether
S′ = S \{v} is an (X,Y )-separator. If this is the case for at least one vertex v ∈ S
then S is not an important (X,Y )-separator, because S is not minimal.
Second, we check for each vertex v ∈ S whether there exists an (X,Y )-separator
S′ of size at most |S| such that R(X,S)∪{v} ⊆ R(X,S′) by computing a minimum
(X ′, Y )-separator in G in polynomial time, where X ′ = R(X,S) ∪ {v}. Again, if
such an (X ′, Y )-separator S′ of size at most |S| exists, than S′ dominates S which
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implies that S is not an important (X,Y )-separator. Otherwise, it follows from
the definition of important separators that S is an important (X,Y )-separator.
Observe that the above construction can be used to find an important (X,Y )-
separator Ŝ of size at most S such that R(X,S) ⊆ R(X, Ŝ) in polynomial time.
As long as the set S is not an important (X,Y )-separator we compute an (X,Y )-
separator S′ of size at most |S| such that S′ ( S or S′ dominates S and repeat
with the set S = S′. Since in each iteration the set of vertices that are reachable
from X increases or the size of the separator decreases, we do this procedure at
most |V |+ |S| many times.
(ii) First of all, it follows from item (i) that there exists at least one important (X,Y )-
separator of size λ(X,Y ) and that we can compute an important (X,Y )-separator
of size λ(X,Y ) in polynomial time.
Now, assume for contradiction that there exist two different minimum important
(X,Y )-separator S1 and S2 of size λ(X,Y ). We will use the well-known fact that
for two vertex sets A,B it holds that |N(A)|+|N(B)| ≥ |N(A∩B)|+|N(A∪B)|.10
Let A = R(X,S1), B = R(X,S2), SB = N(A ∩ B) and ST = N(A ∪ B). It
follows that SB and ST are (X,Y )-separators in G because R(X,SB) ⊆ A ∩ B
and R(X,ST ) = A ∪ B (Observation 12.3) and X is contained in R(X,SB) and
R(X,ST ). Since S1 and S2 have size λ(X,Y ), since S1 = N(A) and S2 = N(B)
(Observation 12.3), and since |N(A)| + |N(B)| ≥ |N(A ∩ B)| + |N(A ∪ B)| it
holds that SB and ST are (X,Y )-separators of size λ(X,Y ). But, it holds that
R(X,Si) ( R(X,ST ) = R(X,S1) ∪ R(X,S2) which contradicts the assumption
that S1 and S2 are important (X,Y )-separators because ST is an (X,Y )-separator
that dominates S1 and S2.
It remains to show that R(X,S∗) ⊆ R(X,S) for all important (X,Y )-separators in
G, where S∗ is the unique minimum important (X,Y )-separator of G. As before,
we can consider the two (X,Y )-separators SB = N(R(X,S∗) ∩ R(X,S)) and
ST = N(R(X,S∗) ∪ R(X,S)) in G. Since |SB| ≥ |S∗| it follows that |ST | ≤ |S|.
But this implies that ST dominates the set S if R(X,S∗) ( R(X,S), because
R(X,S) ⊆ R(X,ST ) = R(X,S∗) ∪R(X,S). This concludes the proof. 
Now, we show inductively that the number of important (X,Y )-separators of size
at most k in graph G, where X and Y are two disjoint vertex sets, is bounded by
22k−λ(X,Y ). This implies the above mentioned upper bound of 4k important separators.
Lemma 12.5 (cf. [CLL09b, CFK+15]). Let G = (V,E) be an undirected graph, and let
X,Y ⊆ V (G) be two disjoint vertex sets. For every integer k ≥ 0 there are at most 4k
important (X,Y )-separators of size at most k. Additionally, there exists an algorithm
that enumerates all important (X,Y )-separators of size at most k in time O∗(|Sk|),
where Sk is the set of important (X,Y )-separators of size at most k.
10It is well known that |N(A)|+ |N(B)| = |N(A ∪B)|+ |N(A) ∩N(B)|+ |N(A) ∩B|+ |N(B) ∩A| ≥
|N(A ∩B)|+ |N(A ∪B)|.
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Proof. We will prove a stronger result, namely that the number of important (X,Y )-
separators of size at most k is upper bounded by 22k−λ(X,Y ) ≤ 4k, by induction over
2k−λ(X,Y ). Obviously, if k < λ(X,Y ) then there exists no important (X,Y )-separator
of size at most k and 22k−λ(X,Y ) < 2λ(X,Y ). Furthermore, if λ(X,Y ) = 0 and k ≥ 0
then the only important (X,Y )-separator is the empty set. Overall, this shows that the
statement holds when 2k − λ(X,Y ) < λ(X,Y ) or when λ(X,Y ) = 0.
Now, assume that λ(X,Y ) > 0, and that 2k − λ(X,Y ) ≥ λ(X,Y ). Let S∗ be the
unique minimum important (X,Y )-separator, i.e., |S∗| = λ(X,Y ), and let S be an
important (X,Y )-separator of size at most k. Since λ(X,Y ) > 0 there exists a vertex
v ∈ S∗. This vertex v is either contained in S or not.
If the vertex v is contained in the important (X,Y )-separator S then S \ {v} is an
(X,Y )-separator in G − v of size at most k − 1. We will show that S \ {v} is also
an important (X,Y )-separator in G− v. Assume for contradiction that S \ {v} is not
an important (X,Y )-separator in G − v. Thus, there exists an (X,Y )-separator S′
of size at most |S| − 1 in G − v such that S′ ( S or R(X,S) ( R(X,S′). It holds
that S′ ∪ {v} is an (X,Y )-separator in G of size at most |S| with S′ ∪ {v} ( S or
RG(X,S) ( RG(X,S′ ∪ {v}). This contradicts the assumption that S is an important
(X,Y )-separator in G and shows that S \ {v} is also an important (X,Y )-separator
in G − v. Observe that λG(X,Y ) = λG−v(X,Y ) + 1 because v is contained in the
(X,Y )-separator S∗ of size λG(X,Y ) in G and because every (X,Y )-separator in G− v
of size λG−v(X,Y ) together with vertex v is an (X,Y )-separator in G.
Overall, this shows that there exists a one-to-one correspondence between the im-
portant (X,Y )-separators in G of size at most k that contain vertex v and the impor-
tant (X,Y )-separators in G − v of size at most k − 1. Since 2(k − 1) − λG−v(X,Y ) =
2k−λG(X,Y )−1 it follows inductively that the number of important (X,Y )-separators
of size at most k that contain v is bounded by 22(k−1)−λG(X,Y ) = 22k−λG(X,Y )−1.
If the vertex v is not contained in the important separator S then S is also an (X ′, Y )-
separator in G with X ′ = R(X,S∗)∪ {v}, because R(X,S∗) ⊆ R(X,S) and v ∈ S∗ \S.
We will show by contradiction that S is also an important (X ′, Y )-separator in G.
Assume that S is not an important (X ′, Y )-separator inG. This implies that there exists
an (X ′, Y )-separator S′ of size at most |S| such that S′ ( S or R(X ′, S) ( R(X ′, S′).
But, S′ is also an (X,Y )-separator in G because R(X ′, S′) = R(X,S′) which contradicts
the assumption that S is an important (X,Y )-separator in G. Hence, S is an important
(X ′, Y )-separator in G. Observe that λG(X,Y ) < λG(X ′, Y ); otherwise S∗ would not
be an important (X,Y )-separator.
This shows that there is a one-to-one correspondence between the important (X,Y )-
separators in G of size at most k that do not contain the vertex v and the important
(X ′, Y )-separators in G of size at most k. It follows inductively that the number of
important (X,Y )-separators of size at most k that do not contain v is bounded by
22k−λG(X′,Y ) ≤ 22k−λG(X,Y )−1 because λG(X,Y ) < λG(X ′, Y ).
Overall, this shows that the number of important (X,Y )-separators in G is bounded
by 2 ·22k−λ(X,Y )−1 = 22k−λ(X,Y ). Furthermore, it follows from the construction together
with Lemma 12.4 that we can enumerate all important (X,Y )-separators of size at most
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k in time O∗(4k). However, it is possible to modify the above construction such that
each leaf of the branching tree corresponds to an important (X,Y )-separator of size at
most k, implying that we can enumerate the set Sk in time O∗(|Sk|) time.11 
Finally, we want to show how we can use important separators to obtain an fpt-
algorithm for Multiway Cut parameterized by the solution size (cf. [Mar06, CLL09b]).
The algorithm uses the fact that there exists a multiway cut that contains an important
(t, T \ {t})-separator.
Lemma 12.6 (cf. [Mar06]). Let G = (V,E) be an undirected graph, let T ⊆ V be a set
of terminals, and let t ∈ T be an arbitrary terminal vertex. If there exists a multiway
cut S in G then there exists a multiway cut S∗ of size at most |S| in G that contains
an important (t, T \ {t})-separator.
Proof. Let St = N(R(t, S)) ⊆ S be the set of vertices in S that are adjacent to a vertex
that is reachable from t in G − S. Obviously, the set St is a (t, T \ {t})-separator. It
follows from Lemma 12.4 item (i) that there exists an important (t, T \ {t})-separator
S∗t of size at most |St| with R(X,St) ⊆ R(X,S∗t ). We will show that S∗ = (S \St)∪S∗t
is also a multiway cut in G. Note that S∗ has size at most |S| because St ⊆ S and
|S∗t | ≤ |St|. Since S∗ contains the (t, T \ {t})-separator S∗t it holds that there exists no
t, T \ {t}-path in G − S∗. Thus, assume for contradiction that there exists a path P
between two terminal vertices t1, t2 ∈ T \ {t} in G − S∗. The path P must contain at
least one vertex of the set S because S is a multiway cut in G. Thus, P contains at
least one vertex of the set S \ S∗ ⊆ St and no vertex of S∗. But, every vertex v ∈ St
is either contained in S∗t or in R(t, S∗t ) ⊆ R(t, S∗) because R(t, St) ⊆ R(t, S∗t ). This
implies that P contains a path from t1 and t2 in G− S∗ via a vertex in R(t, S∗t ) which
contradicts the assumption that S∗t is a (t, T \ {t})-separator. This shows that S∗ is a
multiway cut and concludes the proof. 
Finally, we use Lemma 12.5 and Lemma 12.6 to obtain an fpt-algorithm for Multi-
way Cut parameterized by the solution size k by branching on important (t, T \ {t})-
separators of size at most k.
Theorem 12.7 (cf. [Mar06, CLL09b]). Multiway Cut parameterized by the solution
size k can be solved in time O∗(4k).
Proof. Let (G,T, k) be an instance of Multiway Cut. If every terminal vertex of T
is contained in a single connected component of G then we are done. Otherwise, we
pick a terminal t ∈ T that is not separated from at least one other terminal in T . Now,
we branch on all important (t, T \ {t})-separators S of size at most k. In each branch
we solve the Multiway Cut instance (G− S, T, k − |S|).
The correctness of the algorithm follows from Lemma 12.6 because if there exists a
multiway cut of size at most k in G then there exists multiway cut of size at most k
11For more details see, for example, Cygan et al. [CFK+15, Thoerem 8.16].
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in G that contains an important (t, T \ {t})-separator for one terminal t ∈ T . Thus,
(G,T, k) is a yes-instance of Multiway Cut if and only if there exists an important
(t, T \ {t})-separator such that (G− S, T, k− |S|) is a yes-instance of Multiway Cut.
To prove that the algorithm runs in time O∗(4k) we will prove, by induction over k,
that the branching tree has at most 4k leaves. For k = 0 the claim holds. Thus, for
the induction hypothesis we assume that the claim is true for all parameter values less
than k. This implies that every recursive call (G− S, T, k − |S|) leads to a search tree
with at most 4k−|S| leaves. Let S be the set of important (t, T \ {t})-separators of size
at most k. It holds that the search tree of instance (G,T, k) has at most∑
S∈S




leaves, where the last inequality holds because
∑
S∈S 4−|S| ≤ 2−λ, where we define
λ = λ(t, T \ {t}): Obviously, for k = λ it holds that
∑
S∈S 4−|S| ≤ 2−λ because S
contains only the unique minimum important (T, T \{t})-separator S∗. Now, for k > λ,
we choose a vertex v ∈ S∗ and distinguish whether v is or is not contained in the
important separator (as in the proof of Lemma 12.5). Let S1 ⊆ S be the set of important
separators that contain v and let S2 ⊆ S be the set of important separators that do not
contain v. By induction hypothesis, it holds that
∑
S∈S1 4
−|S| ≤ 2−(λ−1) because the
set S1 is the set of important (t, T \ {t})-separators of size at most k − 1 in G− v and
the unique minimum important separator has size λ − 1. Furthermore, it also holds,
by induction hypothesis, that
∑
S∈S2 4
−|S| ≤ 2−(λ+1) because the set S2 is the set of
important (t, T \ {t})-separators of size at most k in G/{t, v} and the unique minimum








4−|S| ≤ 4−12−λ+1 + 2−λ−1 ≤ 2−λ.
Since we can compute S in time O∗(|S|) time, this shows that we can solve Multiway
Cut in time O∗(4k) time, which concludes the proof. 
12.3.2. Matroids
In this subsection we give an introduction to the matroid based tools for kernelization
due to Kratsch and Wahlström [KW12, KW14]. We will use this tool to show in
Chapter 13 that Subset FVS parameterized by the solution size admits a randomized
polynomial kernel. To get an impression of the matroid based tools we will sketch a
polynomial kernel for Odd Cycle Transversal parameterized by the solution size
following Kratsch and Wahlström [KW12, KW14].
Definition 12.8 (Matroid). A matroid M = (U, I) consists of a finite set U and a
family I of subsets of U , called independent sets, fulfilling the following properties:
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(i) ∅ ∈ I,
(ii) if X ⊆ Y and Y ∈ I then also X ∈ I, and
(iii) if X,Y ∈ I with |X| < |Y | then there exists y ∈ Y \X such that X ∪ {y} ∈ I.
The rank of a matroid M , denoted by r(M), is the size of the largest independent set
of the matroid M .
Let A be a matrix over an arbitrary field F . Let U be the set of columns of A and let
I be the family of all sets X ⊆ U of columns that are linearly independent over F . Then
M = (U, I) is a matroid, called the linear matroid or vector matroid of A, and we say
that A represents M . Furthermore, we say that a matroid M is representable, if there
exists a matrix A that represents M . If M = (U, I) is representable over some field,
then it is also representable by an r(M)× |U | matrix; by Gaussian elimination we can
always reduce a representing matrix for M to one with r(M) many rows (cf. [Mar09]).
Let M1 = (U1, I1) and M2 = (U2, I2) be two matroids with U1 ∩ U2 = ∅. The direct
sum M1 ⊕M2 is a matroid over U = U1 ∪ U2 with independent sets I = {X ⊆ U |
X ∩ U1 ∈ I1, X ∩ U2 ∈ I2}. If A1 and A2 represent the two matroids over the same






A special kind of matroid is the uniform matroid of rank k over ground set U , where
a set X ⊆ U is independent if and only if |X| ≤ k. It is well known that every uniform
matroid is linear and can be represented by an k × |U | matrix. Moreover, the k × |U |
Vandermonde matrix represents the uniform matroid of rank k over ground set U .
Let G = (V,E) be a graph that may have both directed and undirected edges and
let S ⊆ V . A set T ⊆ V is linked to S if there exist |T | vertex-disjoint paths from S
to T . Thus, every vertex in T is the endpoint of a different path from S. It holds that
M = (U, I), where U ⊆ V and I contains all sets T ⊆ U that are linked to S in G, is a
matroid [Per68]. The matroid M is also called the gammoid on G with sources S and
ground set U ; if U = V then M is also called a strict gammoid. Marx [Mar09] gave a
randomized (Monte Carlo) polynomial-time procedure for finding a matrix representa-
tion of a strict gammoid. The error probability can be made exponentially small in the
size of the graph. A matrix representation for a gammoid for graph G = (V,E) with
ground set U ( V and sources S can be obtained from the strict gammoid for G and S
by simply deleting columns corresponding to elements of V \ U .
Let A,B be independent sets in a matroid. We say that A extends B if A ∩ B = ∅
and A ∪ B is again an independent set. Note, from the independence of A ∪ B the
independence of A and B follows due to the second matroid property.
Definition 12.9 (Representative Sets). Let M = (U, I) be a matroid, let A ⊆ I, and
let q ∈ N. A set A′ ⊆ A is q-representative for A if for every independent set B of size
at most q there is a set A ∈ A that extends B if and only if there is also a set A′ ∈ A′
that extends B.
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Observe that if A′ is q-representative for A and there exists a set A ∈ A that uniquely
extends some given independent set I of size at most q, then this implies that A ∈ A′.
The following theorem of Lovász [Lov77] proves that for any linear matroid there exist
small representative sets. It was made algorithmic by Marx [Mar09] and, thus, permits
to find representative sets in polynomial time when given a matrix representation of
the matroid. A faster algorithm for this task was developed by Fomin et al. [FLS14].
Lemma 12.10 (Lovász [Lov77], Marx [Mar09]). Let M be a linear matroid of rank
q + p, and let T = {I1, I2, . . . , It} be a collection of independent sets of M , each of




, then there is a set I ∈ T such that T \ {I} is q-representative
for T . Furthermore, given a representation A of M , we can find such a set I in
f(q, p) · (‖A‖t)O(1) time, where f(q, p) is a polynomial in (p+ q)p.
Given a gammoidM we can compute in randomized polynomial time a representation
of the gammoid. Together with Theorem 12.10 it follows that given a gammoid M and
a collection T = {I1, . . . , It} of independent sets, each of constant size p, we can find in






To get an intuition how matroids (gammoids) and representative sets can be used
to obtain randomized polynomial kernels, we discuss the polynomial kernel for Odd
Cycle Transversal. As mentioned above, one can solve Odd Cycle Transversal
by solving a terminal cut problem [RSV04]. Therefore, we will prove the following
Theorem, due to Kratsch and Wahlström [KW12], which shows that there exists a
sufficiently small set of vertices that is interesting for the cut problem.
Theorem 12.11 (Kratsch and Wahlström [KW12]). Let G = (V,E) be a directed
graph, and let X ⊆ V be a set of terminals. There exists a set Z of O(|X|3) vertices
such that for any S, T,R ⊆ X, it holds that the set Z contains a minimum (S, T )-vertex
cut in G − R. We can find such a set Z in randomized polynomial time with failure
probability O(2|V |).12
Proof. We call a vertex v ∈ V essential if there exist sets S, T,R ⊆ X such that v is
contained in every minimum (S, T )-vertex cut in G−R, and irrelevant otherwise. The
kernelization algorithm will delete an irrelevant vertex as long as the graph contains
more than O(|X|3) many vertices.
Now, we construct a matroid M , consisting of three layers, to find all essential ver-




) be the uniform matroid of rank |X| on V . For matroid M1
we construct a graph G1 from G by adding for each vertex v ∈ V \X a sink-only copy,
i.e., a parallel copy which retains only the ingoing edges, to G. Let M1 be the gammoid
on G1 with sources X. Similar, for matroid M2 we construct a graph G2 from G by
first reversing all edges, and then we add for each vertex v ∈ V \ X a sink-only copy
to G. Let M2 be the gammoid on G2 with sources X. The matroid M is the direct
12During the proof we compute a matrix that represents a gammoid. This can be done in randomized
time (Monte Carlo) and leads to an one-side error probability, and only false positives.
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sum of the matroids M0, M1 and M2, i.e., M = M0 ⊕M1 ⊕M2. Observe that M is a
linear matroid of rank 3|X|, because M0, M1 and M2 are linear matroids of rank |X|.
Next, we want to use representative sets to find the essential vertices. Therefore, we
need a representation of the linear matroid M . As mentioned before, we can find such
a representation in randomized polynomial time [Mar09]. This is the only part where
we need randomization.
For a vertex v ∈ V \X, we denote its copy inM0 by v(0), its two copies inM1 by v(1),
v′(1), and its two copies in M2 by v(2), v′(2). Let T = {(v(0), v′(1), v′(2)) | v ∈ V \X}
and for each vertex v ∈ V \X let T (v) = (v(0), v′(1), v′(2)). We use Lemma 12.10 to
find a (3|X|−3)-representative set T ∗ ⊆ T for T inM . Let V ∗ = {v ∈ V | T (v) ∈ T ∗}.
We will show that every essential vertex is contained in the set V ∗ ∪X, by showing
that for every vertex v ∈ V \X, that is contained in every minimum (S, T )-vertex cut
in G−R for some sets S, T,R ⊆ X, it holds that the set T (v) is contained in the set T ∗.
Let S, T,R ⊆ X, and let C be a minimum (S, T )-vertex cut in G − R. Let v ∈ V \X
such that v is contained in every minimum (S, T )-vertex cut in G−R, i.e., vertex v is
essential. It holds that |C| < min{|S \ R|, |T \ R|} ≤ |X \ R| because S \ R and T \ R
are (S, T )-vertex cuts in G−R and because v ∈ V \X is contained in every minimum
(S, T )-vertex cut.
Let C ′ be the set that consists of the copy of C−v in M0, the copy of C ∪R∪ (X \S)
in M1 and the copy of C ∪ R ∪ (X \ T ) in M2. The set C ′ is an independent set of
size at most 3|X| − 3 in M : Since M0 is the uniform matroid on V of rank |X| it
holds that C ′ restricted to matroid M0 is an independent set of M0 of size at most
|X| − 1. Because C is a minimum (S, T )-vertex cut in G − R, there are |C| vertex-
disjoint (S \R), C-paths in G−R. Together with the |(X \ S)∪R| paths consisting of
one vertex we obtain |C ∪R∪ (X \S)| vertex-disjoint paths from X to C ∪R∪ (X \S)
in G and G1. Hence, C ∪ R ∪ (X \ S) is linked to S in G1 which implies that C ′
restricted to M1 is an independent set of M1. It holds that C ′ restricted to M1 has size
|C ∪R ∪ (X \ S)| = |C|+ |R ∪ (X \ S)| < |S \R|+ |R ∪ (X \ S)| = |X|. One can show
similary that C ′ restricted to M2 is an independent set of M2 of size at most |X| − 1.
Overall, we showed that C ′ is an independent set of matroid M of size at most 3|X|−3.
Next, we will show that T (v) uniquely extends the independent set C ′ of M . Let
u ∈ V \ X such that T (u) extends C ′. It holds that vertex u must be contained in
V \C ∪{v}, otherwise T (u) intersects C ′ restricted to M0 which implies that T (u) does
not extend C ′. In addition, vertex u′(1) ∈ T (u) extends C ′ restricted to M1 if and only
if there are |C∪R∪(X\S)|+1 many vertex-disjoint paths from X to C∪R∪(X\S)∪{u′}
in G1. Since C is an (S, T )-vertex cut in G−R, since u is not contained in X, and since
|C ∪R∪ (X \ S)| of these paths end in C ∪R∪ (X \ S), it holds that u′(1) is reachable
from S \R in G1− (C ∪R∪ (X \S)). Similary, one can show that vertex u′(2) extends
C ′ restricted to M2 if and only if u′(2) is reachable from T \R in G2− (C∪R∪ (X \T )).
Overall, this implies that u is contained in C. Otherwise, there exists an S, T -path in
G−R−C because there exists a path from S \R to u′(1) in G1−C −R and therefore
to u in G−C−R, and because there exists a path from u to T \R in G−R−C. Thus,
u = v is the only possible vertex that can extend C ′.
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It remains to show that T (v) extends C ′. Obviously, v(0) extends M0 by the choice
of the set C ′. Assume for contradiction that v′(1) does not extend C ′ restricted to
M1. This implies that C ′ restricted to M1 together with u′(1) is dependent in the
gammoid M1. Thus, there are no |C ∪ R ∪ (X \ S)| + 1 vertex-disjoint paths from
X to C ∪ R ∪ (X \ S) ∪ {v′(1)} in G1. It follows from the max-flow min-cut duality
that there exists an (X,C ∪R ∪ (X \ S) ∪ {v′(1)})-vertex cut C∗ in G1 of size at most
|C ∪ R ∪ (X \ S)|. It holds that v is not contained in C∗: Since C ∪ R ∪ (X \ S) is an
independent set of M1 there are vertex-disjoint paths from X to C ∪R∪ (X \S) which
implies that C∗ intersects each of these paths exactly once. Thus, the sink-only copy
v′(1) is not contained in C∗. If vertex v is contained in the minimum cut C∗, then it
follows that there exists a path from S to v that avoids C∗ \ {v}. However, this leads
to an S, v′(1)-path in G1 that avoids C∗ which contradicts the assumption that C∗ is
an (S,C ∪R ∪ (X \ S) ∪ {v′(1)})-vertex cut in G1. Thus, v is not contained in C∗.
Now, C∗ \ (R ∪ (X \ S)) is also a minimum (S, T )-vertex cut in G − R that does
not contain v which contradicts the assumption that v is contained in every minimum
(S, T )-vertex cut of G − R. Thus, v′(1) extends C ′ restricted to M1. Similar, one can
show that v′(2) extends C ′ restricted to M2.
Overall, we showed that we can use representative sets to find in polynomial time a
set V ∗ ⊆ V \X that contains all essential vertices. Therefore, we can make any vertex
v ∈ V \ (V ∗ ∪ X) undeletable by removing v from the graph and by adding an edge
between each vertex in N−(v) and N+(v). Observe that this does not change the size
of any (S, T )-vertex cut in G−R. Inductively, we obtain a set of O(|X|3) vertices which
covers at least one minimum (S, T )-vertex cut in G− R for all choices of S, T,R ⊆ X.

Now, we can use Theorem 12.11 to obtain a randomized polynomial kernel for Odd
Cycle Transversal.
Theorem 12.12 (Kratsch and Wahlström [KW12, KW14]). Odd Cycle Transver-
sal admits a randomized polynomial kernel with O(k4.5) vertices.
Proof. Let (G, k) be an instance of Odd Cycle Transversal parameterized by the
solution size k, with G = (V,E). If k ≤ log2(|V |) then we run the algorithm of Reed
et al. [RSV04], which runs in time O∗(4k), which is polynomial when k ≤ log2(|V |).
When the algorithm returns a solution of size at most k, we return a trivial yes-instance.
Otherwise, we return a trivial no-instance.
Now, if k ≥ log2(|V |) then we run the polynomial-time O(
√
log2(|V |))-factor approx-
imation algorithm for Odd Cycle Transversal [ACMM05]. Since log2(|V |) ≤ k
this algorithm returns a solution X of size at most O(k
1
2 · OPT). If |X| > O(k1.5)
then we return a trivial no-instance because OPT > k. Thus, we assume that X is an
approximate solution of size O(k1.5).
We apply the construction of Reed et al.[RSV04] to obtain a graph cut problem. Let
S1 and S2 be the two parts of the bipartite graph G − X. Let G′ = (V ′, E′) be the
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bipartite graph with V ′ = (V \X) ∪ {x1, x2 | x ∈ X} and E′ = E[V \X] ∪ {{xi, u} |
i ∈ {1, 2}, u ∈ S3−i, x ∈ X, {x, u} ∈ E}. The two parts of G′ are S1 ∪ {x1 | x ∈ X}
and S2 ∪ {x2 | x ∈ X}. Let U ⊆ X, and let S, T be a partition of {x1, x2 | x ∈ U}.
We say that the pair (S, T ) is a valid split of U if for all vertices x ∈ U it holds that
|S ∩ {x1, x2}| = |T ∩ {x1, x2}|.
Claim 12.13 (Reed et al. [RSV04]). Let Y ⊆ V such that G − Y is bipartite with parts
A and B. The set Y \X is a minimum (S, T )-vertex cut in G′ − {x1, x2 | x ∈ Y ∩X},
where S = {x1 | x ∈ A} ∪ {x2 | x ∈ B} and T = {x1 | x ∈ B} ∪ {x2 | x ∈ A}.
Furthermore, let U ⊆ X, let S, T be a partition of {x1, x2, | x ∈ X \ U} such that
(S, T ) is a valid split of X \U , and let C be an (S, T )-vertex cut in G′−{x1, x2 | x ∈ U}.
The set U ∪ (C \ (S ∪T ))∪{x ∈ X | {x1, x2}∩C 6= ∅} is an odd cycle transversal of G.
Thus, it follows from Clam 12.13 that we can apply Theorem 12.11 to graph G′ and
vertex set X1∪X2 to obtain a set Z of size O(|X|3) that contains a minimum odd cycle
transversal of G. It remains to shrink the graph correctly. For every pair of vertices
x, y ∈ X, we add an edge or a path of length 2 between the vertices x and y if there
exists a path of odd respectively even length between x and y whose internal vertices
are disjoint from X. This concludes the proof. 
There are only a few other kernelizations that use the matroid based tools, e.g.,
Vertex Cover parameterized by k − lp [KW12] or by k − (2lp − mm) [Kra18] and
Deletable Terminal Multiway Cut, s-Multiway Cut as well as Almost 2-SAT
parameterized by the solution size [KW12]. We will show in the next Chapter that we
can use the matroid based tools to obtain a randomized polynomial kernel for Subset




SUBSET FEEDBACK VERTEX SET
13.1. Introduction
Recall, in the Subset Feedback Vertex Set (Subset FVS) problem we are given an
undirected graph G = (V,E), a set of vertices S ⊆ V , an integer k, and we have to deter-
mine whether there is a set X of at most k vertices that intersects all cycles that contain
at least one vertex of S. Clearly, because we can choose S = V , this is a generalization of
the well-studied Feedback Vertex Set problem. As mentioned in the previous chap-
ter, Cygan et al. [CPPW13b] and Kawarabayashi and Kobayashi [KK12] independently
showed that Subset FVS is fixed-parameter tractable. Cygan et al. [CPPW13b] ask
whether the Subset FVS problem also admits a polynomial kernelization and suggest
that the matroid based tools of Kratsch and Wahlström [KW12], which we introduced
in Section 12.3.2, could be applicable.
Interestingly, Cygan et al. [CPPW13b] claim a polynomial-time reduction from Mul-
tiway Cut to Subset FVS that does not change the parameter value and, hence,
implies that Subset FVS is at least as hard as Multiway Cut regarding existence of
polynomial kernels.1 However, their construction [CPPW13b, Section 5] works only as
a reduction of Deletable Terminal Multiway Cut to Subset FVS because it is
not guaranteed that from a solution to the Subset FVS instance one obtains a solution
with k deleted non-terminal vertices. Since there is presently no such reduction from
Multiway Cut to Subset FVS, a polynomial kernel for the latter does not imply
one for the former. Thus, it makes sense to study kernels for Subset FVS before
Multiway Cut.
Our work. Following joint work with Stefan Kratsch [HK18], we apply the matroid
based tools of Kratsch and Wahlström [KW12] and we develop a randomized poly-
1The reduction builds upon a previous one by Even et al. [ENSZ00] who reduce Multiway Cut to
Weighted Subset FVS using a single vertex in S that has infinite weight.
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nomial kernelization that reduces instances (G,S, k) of Subset FVS to equivalent
instances with at most O(k9) vertices. This is our main result. Similarly to Cygan et
al. [CPPW13b] we also work on Edge Subset FVS where S is a set of edges of G
and X needs to intersect all cycles that contain at least one edge of S. Since there are
polynomial-time reductions between these two problems that do not change the solution
size k, they are equivalent when it comes to kernelization complexity [CPPW13b]. The
result is obtained in two parts.
First, we establish a randomized polynomial kernelization for Edge Subset FVS
parameterized by |S| + k that reduces to equivalent instances with at most O(|S|2k)
vertices (Section 13.3). Note that nontrivial instances have k < |S| since one could
otherwise remove S by deleting one endpoint of each edge in S. Thus, parameterization
by |S| suffices, but O(|S|2k) gives a better overall bound than O(|S|3).
At a high level, this part is similar to the polynomial kernel for Deletable Ter-
minal Multiway Cut. We show that certain solutions X, later called dominant
solutions, allow particular path packings in the underlying graph G. For Deletable
Terminal Multiway Cut this is achieved by a fairly simple replacement argument for
solutions X that are not sufficiently well-connected to connected components of G−X.
For Edge Subset FVS the endpoints T = V (S) of edges in S can be regarded as
terminals, but this gives a different separation property: A solution X of Deletable
Terminal Multiway Cut generates many connected components, because every con-
nected component in G −X contains at most one terminal. Whereas a solution X of
Edge Subset FVS does not need to generate many connected components in G−X
since only S-cycles need to be prevented, and thus connected components of G−X may
contain many vertices of T . Rather, in G−X there must be a tree-like (or forest-like)
structure with components without S-edges playing the role of nodes and with edges
given by S. Nevertheless, using the tree-like structure, a replacement argument can be
found, implying that dominant solutions must create many components in (G−X)−S
containing vertices of T and be well-connected to them. This allows to set up a gam-
moid on G−S with sources T and apply, as in [KW12], a result of Lovász [Lov77] (made
algorithmic by Marx [Mar09]) on representative sets in (linear) matroids that is then
guaranteed to generate a superset of X. Randomization is only needed to generate a
matrix representation for the gammoid.
In the second part (Section 13.4) we give a (deterministic) polynomial-time prepro-
cessing that, given an instance (G,S, k) of Edge Subset FVS, returns an equivalent
instance (G′, S′, k′) with k′ ≤ k and |S′| ∈ O(k4). Together with the randomized kernel-
ization from the first part this implies the claimed randomized kernelization to O(k9)
vertices.
A reduction of the number of S-edges is also a crucial ingredient in the fpt-algorithm
for Edge Subset FVS by Cygan et al. [CPPW13b]. They achieve |S| ∈ O(k3), but it
is in a slightly more favorable setting: Using iterative compression, it suffices to solve
the task of finding a solution X ′ of size k when given a solution X of size k+1. (This is
well known in parameterized complexity, and we prefer not to repeat it here [RSV04].)
Considering some unknown solution X ′ of size k, one can guess the intersection D of
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X ′ with X, by trying all O(2k+1) possibilities. For the correct guess D = X ′ ∩X, the
remaining problem is to find for (G −D,S \D, k − |D|) a solution Z ′ of size at most
k − |D| that is disjoint from Z = X \D, since Z ′ = X ′ \D would be such a solution;
here S \D denotes the set of edges in S with no endpoint in D. Cygan et al. make the
nice observation that the guessing also allows to assume that there is no other solution
X ′ with an even larger intersection with X.
In contrast, we cannot afford to run iterative compression for a kernelization to get a
starting solution of size k+ 1 and, as is common, we have to start with an approximate
solution Z, which can be assumed to be of size at most 8k using an 8-approximation
algorithm of Even et al. [ENZ00]. The idea of guessing the intersection of an optimal
solution with Z is infeasible regarding both time and the number of created instances.
Thus, while several structures like z-flowers or disjoint x,y-paths containing S-edges
appear in both approaches, many things have to be handled differently. For example,
having k+2 disjoint x,y-paths containing S-edges for x, y ∈ Z implies that one of x and
y must be in every solution of size k. Cygan et al. can stop here because the solution
would not be disjoint from Z, whereas we need to instead store the information about x
and y to later detect S-edges that can be safely removed. Like Cygan et al., we also use
Gallai’s A-path Theorem but we avoid the 2-expansion lemma by using the properties
of a set of size at most 2k, that intersects all cycles that contain at least on vertex of S
and contain a certain vertex, differently. (Such a set can be found if certain flowers of
order k+ 1 do not exist, using Gallai’s A-path Theorem.) Cygan et al. compute such a
set B of size at most 3k to find an F -flower of order |X| (with F ⊆ V outer-abundant;
see [CPPW13b, Definition 3.4]) under the assumption that certain F -flowers of order
k + 1 do not exist and they show that there exists a solution that contains X (under
the assumption that there exists a solution that is disjoint from F ). We cannot assume
that our solution is disjoint from F and we have to take another approach. Moreover,
we observe that z-flowers can be found via matroid parity on an appropriate gammoid.2
13.2. Preliminaries
The following theorem about A-paths, where A is a vertex set, was already used by
Cygan et al. [CPPW13b] for Subset FVS and in the quadratic kernelization for Feed-
back Vertex Set by Thomassé [Tho10].
Theorem 13.1 (Gallai [Gal61]). Let A ⊆ V and k ∈ N. If the maximum number of
vertex-disjoint A-paths is strictly less than k + 1, then there exists a set B ⊆ V of at
most 2k vertices that intersect every A-path.
In particular it is possible to find either (k + 1)-disjoint A-paths or a set B that
intersects all A-paths in polynomial time. This follows from Schrijver’s proof of Gallai’s
theorem [Sch01].
2The latter is deterministic by applying a specialized matroid parity algorithm due to Tong et
al. [TLV82].
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Let (G,S, k) be an instance of the Edge Subset FVS problem. We call a cycle C
an S-cycle, if at least one edge of S is contained in C. Let x be a vertex of V . A set
{C1, C2, . . . , Ct} of S-cycles that contain x is called an x-flower of order t, if the sets
of vertices Ci \ {x} are pairwise disjoint. Note that if there exists an x-flower of order
at least k+ 1, then the vertex x must be in every solution for (G,S, k), if one exists. A
set B ⊆ V \ {x} of size t is called an x-blocker of size t, if each S-cycle through x also
contains at least one vertex of the set B.
The polynomial kernelization obtained in this chapter is randomized, which means
that there is a small chance for the reduced instance to not be equivalent to the in-
put. The error probability can be made exponentially small in the input size without
increasing the size of the kernelization. Similarly to previous work [KW12], the only
source for error is the need to compute a matrix representation for a gammoid.
13.3. Randomized Polynomial Kernelization for
Parameter |S|+ k
In this section we present a randomized polynomial kernelization for Edge Subset
FVS parameterized by |S| + k. Because deletion of one endpoint of each edge in S
always constitutes a feasible solution, nontrivial instances have |S| > k. Thus, our
kernelization also works for parameter |S| alone. However, to achieve a better bound
for Edge Subset FVS parameterized by k only, it is beneficial to give the kernel size
in terms of |S| and k rather than |S| alone.
We use representative sets of independent sets of matroids to obtain a kernel of
size O(|S|2k). Our approach is similar to the kernelization of Deletable Terminal
Multiway Cut(k) [KW12]. As in that paper we construct path packings such that
certain vertices can be shown to be in a representative set. Note that, unlike for mul-
tiway cut-type problems, a solution X ⊆ V will not necessarily create many connected
components. Rather, as used also in the fpt-algorithm of Cygan et al. [CPPW13b], it
creates a particular tree-like structure in G − X. Nevertheless, endpoints of edges in
S, denoted T := V (S), will play the role of terminals that need to be separated in a
certain way; hence a vertex x in T is called a terminal. We will focus on the graph
G − S, i.e., with edges of S deleted, in which a solution X creates a grouping of (not
deleted) terminals into connected components. The structure of these components will
be crucial for a replacement argument (Lemma 13.3) that leads to the required path
packing; this constitutes one of the key arguments for our result.
The kernelization consists of four steps. In the first step we show that if an instance
is a yes-instance then there exists a solution X with a certain path packing from T to
X. Then we define an appropriate gammoid to find in a next step a representative set
of size O(|S|2k) which is (essentially) a superset of X using Lemma 12.10. Finally we
explain how to reduce the graph G, using the superset of the last step, to obtain an
equivalent instance of Edge Subset FVS.
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Figure 13.1.: S-edges. The vertices marked with a blue rectangle are an optimum
subset feedback vertex set of the graph, but only the marked vertices in
the left graph are a dominant solution.
Analyzing solutions. Let (G,S, k) be a yes-instance of Edge Subset FVS. We
say that a solution X for (G,S, k) is dominant, if it has minimum size and contains a
maximal number of vertices from T among solutions of minimum size. (See Figure 13.1
for an example.) The vertices in X ∩ T correspond to endpoints of edges in S that we
delete and the vertices in X0 = X \ T block all x, y-paths with {x, y} ∈ S0 = {e ∈ S |
e ∩X = ∅}, except the one that consists of the edge {x, y}. We show that X is linked
to T in a strong sense, with vertices of X0 playing a special role.
Lemma 13.2. Let X be a dominant solution for (G,S, k) and let x be any vertex in the
set X0 = X \T . There exist |X|+2 paths from T to X in G−S that are vertex-disjoint
except for three paths ending in vertex x. Moreover, the paths can be chosen in such a
way that each connected component of G−X − S is intersected by at most one path.
We will use Hall’s Theorem (Theorem 2.1) and the lemma below to prove Lemma 13.2.
For this purpose we consider the two graphs G − X and G − X − S which simplifies
the analysis of a dominant solution. We call a connected component K of G −X − S
interesting if it contains a terminal, i.e., if T ∩ V (K) = (T \ X) ∩ V (K) 6= ∅, and we
say that a vertex x ∈ X0 sees a connected component K if x is adjacent to a vertex of
K in G. We extend this definition by saying that a set Y ⊆ X0 sees a component K if
at least one vertex y ∈ Y sees K.
Lemma 13.3. Let X be a dominant solution and let X0 = X \V (S). Every non-empty
set Y ⊆ X0 sees at least |Y |+ 2 interesting components of G−X − S.
Proof. Assume for contradiction that there exists a non-empty set Y ⊆ X0 that sees at
most |Y |+ 1 interesting components of G−X − S. Let C denote the set of connected
components of G−X − S, let Ci ⊆ C denote the set of interesting components seen by
Y , and let Co ⊆ C denote the other (non-interesting) components seen by Y . We will
show that there is an alternative solution X ′ = (X \ Y ) ∪ Y ′ that is smaller than X or
that contains more vertices of T , contradicting the choice of X as a dominant solution.
To construct X ′ or, more precisely, to construct Y ′ we consider the graphs G−X and
G− (X \ Y ).
We study the structure of G − (X \ Y ) to find a set Y ′ that intersects all S-cycles
in G− (X \ Y ). Accordingly, we are interested in the structure that is induced by the
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(a) C∗i = {B,C,D,E, F,G}, C∗o = {A}.
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(b) Graph F ′.
Figure 13.2.: S-edges. In the left graph, the ellipse-shaped bubbles represent the
connected components of G − X − S that are contained in a connected
component of C+ of G− (X \Y ). Furthermore, the graph without the set
Y is a subgraph of HX . The right graph is a subgraph of HX\Y .
S-edges in G− (X \ Y ) and want to compare it to the structure that is induced by the
S-edges in G−X.
To this end, we define, for any subgraph G− Z of G with Z ⊆ V , the S-component
graph HZ that has one vertex for each connected component of G−Z−S and for every
S-edge e = {x, y} ∈ S with {x, y} ∩ Z = ∅ the graph HZ has an edge between the two
(not necessarily different) vertices which correspond to the connected components that
contain at least one of the endpoints x, y of e. Note that graph HZ can have parallel
edges and loops. We say that the graph G−Z is an S-forest if the S-component graph
HZ is a forest. Obviously, it holds that a set Z ⊆ V (G) is a solution of G if and only if
G− Z is an S-forest. Observe that vertices that correspond to connected components
without terminals in G − Z are isolated in HZ because they are not incident with S-
edges. Hence, non-interesting components of G−X−S are isolated in the S-component
graph HX .
Now, we compare the S-component graphs of G −X and G − (X \ Y ) to construct
an alternative solution X ′. Let C′ denote the set of connected components of the graph
G − (X \ Y ) − S. The connected components of G − X − S that are seen by Y are
not connected components in G − (X \ Y ), because we do not delete Y . Therefore, a
connected component in C′ either contains some vertices of Y and some components in
Ci∪Co or is equal to a component in C \ (Ci∪Co). Thus, the consequence of not deleting
Y is that we merge some connected components in Ci ∪ Co. However, the S-component
graphs HX and HX\Y have the same number of edges, because the sets X and X \ Y
intersect the same set of S-edges. This follows from the fact that Y ⊆ X0 = X \ T and
hence that there are no additional vertices of T , i.e., T \X = T \ (X \ Y ). In general,
G − (X \ Y ) will not be an S-forest: The merging of vertices may lead to loops (from
S-edges with both ends in the same component) and longer cycles in HX\Y .
We will show that deleting at most |Y | edges of S, i.e., deleting a set Y ′ of at most
|Y | endpoints of S-edges, will suffice for G− ((X \ Y ) ∪ Y ′) to be an S-forest, making
(X \ Y ) ∪ Y ′ a valid solution.
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Let C+ be an arbitrary connected component in G − (X \ Y ) whose corresponding
connected component in HX\Y is not cycle-free. Note that C+ is a union of connected
components in C′ that are connected by S-edges. Therefore C+ must contain connected
components in C that are seen by Y . Let C∗i = {C ∈ Ci | C ⊆ C+} be the set of
interesting components seen by Y that are contained in C+, let C∗o = {C ∈ Co | C ⊆ C+}
be the set of non-interesting components seen by Y that are contained in C+, let
a = |C∗i |, and let b = |C∗o |.
In G − X the connected component C+ may decompose into several separate con-
nected components because we additionally delete the vertices of Y . Since Y sees only
components in Ci∪Co the set C+ decomposes into at most a+b separate components by
deleting Y . Recall that components in Co are isolated in G−X and contain no vertices
of T and, thus, they do not contribute any S-edges to C+. It remains to consider the
a components of C∗i .
Every connected component in C∗i corresponds to a vertex in the forest HX . Let F be
the subforest of HX that contains all connected components of HX that contain at least
one connected component of C∗i as a vertex. Not deleting Y corresponds to merging a
vertices in this forest into d ≥ 1 new vertices. Let F ′ be the connected subgraph in
HX\Y that results from F by this operation; see Figure 13.2 for an illustration. If the
subforest F consists of c vertices and, thus, at most c−1 S-edges then we obtain c−a+d
vertices that are connected by at most c − 1 edges for the subforest F ′. It therefore
suffices to delete at most (c − 1) − ((c − a + d) − 1) = a − d ≤ a − 1 S-edges, i.e., to
delete one endpoint of each of at most a− 1 S-edges, to obtain a forest-structure in F ′.
Observe that we cannot delete just any a− 1 edges but we can keep any c− a+ d− 1
S-edges spanning the c − a + d components and delete the at most a − 1 remaining
S-edges.
Overall, we get that a connected component C+ in G− (X \Y ) that fully contains a
interesting components from Ci requires at most a− 1 vertex deletions of endpoints of
S-edges to obtain an S-forest. Since Y sees at most |Y |+1 such components, the worst
case is reached by a single component C+ containing all |Y |+ 1 interesting components
in Ci. This still costs at most (|Y |+ 1)− 1 = |Y | vertex deletions, as claimed.
Let Y ′ contain all the endpoints of S-edges that we delete to get an S-forest. We know
that |Y ′| ≤ |Y | and thus |(X\Y )∪Y ′| ≤ |X|. Moreover, by the initial considerations, we
know that X ′ = (X \Y )∪Y ′ is a feasible solution as G−X ′ is an S-forest. If |Y ′| < |Y |,
including the case that Y ′ = ∅, then |X ′| < |X| as Y 6= ∅. But, this contradicts the
optimality of X (required for being a dominant solution). If |Y ′| = |Y | then Y ′ 6= ∅
and X ′ is an optimal solution that contains more vertices of T ⊇ Y ′, contradicting the
choice of X as a dominant solution. Thus, every non-empty set Y must see at least
|Y |+ 2 interesting connected components. This concludes the proof. 
Now, we are able to give the proof of Lemma 13.2. The argument relies on Hall’s
Theorem (Theorem 2.1) and is similar to the one for Deletable Terminal Multiway
Cut [KW12].
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Proof of Lemma 13.2. We know that every non-empty set Y ⊆ X0 sees at least |Y |+2
interesting components of G − X − S by Lemma 13.3. To prove the existence of the
required path packing we construct a bipartite graph where one side consists of the
interesting components and the other side consists of the set X0 and two copies x′, x′′
of the vertex x ∈ X0. We connect v ∈ X0 with an interesting component K if v sees
K and we connect x′ and x′′ with the same interesting components as x. For this
bipartite graph it holds that for all sets Y ⊆ X0 ∪ {x′, x′′}, the size of N(Y ) is at
least |Y |: This holds trivially for Y = ∅. Thus, assume there exists a non-empty set
Y ⊆ X0 ∪ {x′, x′′} such that |N(Y )| < |Y |. But then we have |N(Y \ {x′, x′′})| ≤
|N(Y )| < |Y | ≤ |Y \ {x′, x′′}|+ 2, which is a contradiction to Lemma 13.3.
Since Hall’s condition is satisfied there exists a matching M that saturates the set
X0 ∪ {x′, x′′}. This matching gives rise to a path packing from T to X where exactly
three paths end in x and no other vertices occur in more than one path: For each vertex
v ∈ X ∩T we pick the path of length zero that consists only of v. For each edge {K, v}
in the matching M , where v ∈ X0 ∪{x′, x′′}, we pick an arbitrary path from a terminal
t ∈ V (K) ∩ (T \X) to v that uses only vertices from V (K) ∪ {v}. (For v ∈ {x′, x′′} let
the path end in x and use only vertices in V (K) ∪ {x}.) Because K is an interesting
component a terminal t ∈ V (K) ∩ (T \X) must exist, and because K is a component
of G − X − S the path contains no other vertices of X. Similarly, the path cannot
contain S-edges between vertices of K, and its final edge to v cannot be in S because
v ∈ X0 = X \ T , i.e., because v is not an endpoint of any S-edge. Moreover, since each
interesting component is matched to a single vertex v ∈ X0 ∪ {x′, x′′}, all the paths are
vertex-disjoint except for the three paths that share their endpoint x.
This path packing, including the trivial paths from X ∩T to X ∩T , contains |X|+ 2
paths from T to X in G− S that are vertex-disjoint except for the three paths sharing
endpoint x. By construction, there is at most one path to any vertex of X0 starting in
any interesting component K of G−X−S, because the components are used according
to the matching M . All further paths are of length zero, consisting of only one vertex
in X ∩ T and are, thus, not contained in components of G−X − S. 
Setting up the gammoid. The gammoid M that we use is the direct sum of two
gammoids M1 and M2. To construct gammoid M1 we define a graph G1 = (V1, E1)
that is obtained from G − S by adding two so-called sink-only copies v′ and v′′ for
every vertex v ∈ V . A sink-only copy of a vertex v is a vertex v′ (or v′′) that has a
directed edge (u, v′) for each edge {u, v} in G− S; these were already used in previous
work [KW12]. Note that adding sink-only copies of vertices does not affect the possible
path packings to other vertices since they can only be endpoints of paths. However,
they are convenient to capture multiple vertex-disjoint paths that, intuitively, end in the
same vertex. The matroid M1 is defined as the gammoid on G1 with sources T = V (S)
and ground set V1 = {v, v′, v′′ | v ∈ V }. Note that the sink-only copies of vertices in
T are not sources of M1. The rank of matroid M1 is |T |, because the set of all trivial
paths is independent and at most |T | vertices can be linked to T .
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Matroid M2 is the gammoid on the directed graph G2 = Kk,n = (S2∪̇V̂ , E2) with
sources S2 and ground set V̂ = {v̂ | v ∈ V }. The edges in E2 are directed from S2 to V̂ .
The rank of M2 is k = |S2| because no more than |S2| vertices can be linked to S2 and
every set of at most k vertices of V̂ is linked to S2. In other words, gammoid M2 is a
uniform matroid of rank k and a (deterministic) matrix representation can be obtained
by using a Vandermonde matrix.
For the application of Lemma 12.10 we will use the matroid M = M1 ⊕M2, which
has rank |T | + k. (Matroid M can also be seen as a gammoid on the graph G1∪̇G2
with appropriate sources and ground set but we prefer the explicit direct sum and
the implied block-diagonal representation obtained below.) Representations A1 and A2
for both M1 and M2 can be computed by a randomized polynomial-time algorithm
with exponentially small error chance [Mar09]; hence we get a representation for M by
diag(A1, A2), i.e., the block-diagonal matrix with blocks A1 and A2. We may assume
that A1 has |T | rows and A2 has k rows since this could be achieved by Gaussian
elimination (cf. [Mar09]).
Applying the representative set lemma. Let T := {{v′, v′′, v̂} | v ∈ V }. For
clarity, by the above notation, this means that v′, v′′ ∈ V1 and v̂ ∈ V̂ for each v ∈ V .
Using Lemma 12.10 we will prove that we can compute in randomized polynomial time
a (|T |+k−3)-representative subset T ′ of T that contains for all x ∈ X0 = X \T the set
{x′, x′′, x̂}, where X is any dominant solution for (G,S, k). Lemma 12.10 guarantees
that |T ′| ∈ O((|T | + k)3) = O(|S|3), since we can compute a matrix representation of
M in randomized polynomial time as described above. We will see later that we can
find a (|T |+ k − 3)-representative set of size O(|S|2k) by a careful look at the proof of
Lemma 12.10, using the fact that the matroid M is the direct sum of two gammoids
and that all sets {v′, v′′, v̂} in T have two elements from the first and one element from
the second gammoid. A similar argument for getting a smaller representative set was
already used by Kratsch and Wahlström [KW12].
To ensure that all sets {x′, x′′, x̂} with x ∈ X0 are in T ′ we have to show that for
each such set {x′, x′′, x̂} there exists an independent set I of size at most |T |+ k− 3 in
M such that {x′, x′′, x̂} uniquely extends I among triplets in T . This directly implies
that {x′, x′′, x̂} must be in every (|T |+ k − 3)-representative set T ′ of T .
Lemma 13.4. Let X be a dominant solution for (G,S, k) and let T = V (S). For all
x ∈ X0 = X \T there exists an independent set I of size at most |T |+ k− 3 in M such
that {x′, x′′, x̂} uniquely extends I.
Proof. Let x be an arbitrary vertex of X0. In a first step we define an independent set
I and show in a second step that {x′, x′′, x̂} uniquely extends I. Applying Lemma 13.2
implies the existence of a path packing P of |X|+ 2 paths from T to X in G− S that
are vertex-disjoint except for three paths ending in x and such that each connected
component of G−X −S is intersected by at most one path of P. This directly implies
that there exists a path packing P1 in G1 from T to X ∪ {x′, x′′} that is (fully) vertex-
disjoint. We retain the property that at most one path intersects the vertex set of any
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component of G −X − S, but note that we do not get exactly the same property for
G1 −X because of the still present sink-only copies of vertices in X. The latter point
will be no problem and should mainly explain why we need to talk about G −X − S
and not only G1. Note that G − S and G1 by construction share the vertex set V to
be able to refer to connected components of G −X − S and the graph G1 underlying
the gammoid M1.
While we do not know the paths in P1 entirely, we know for sure that no vertex of
X ∪{x′, x′′} can be an internal vertex of any path in P1 because there is a path ending
in each of those vertices. Similarly, we may assume that no vertex of T is an internal
vertex of any path of P1: If not then any path P ∈ P1 with an internal vertex in T can
be shortened to start in that vertex. This argument cannot be repeated indefinitely as
the paths get shorter each time. There is still at most one path intersecting the vertex
set of any component of G−X − S.
Now, define T ′ ⊆ T as those vertices of T in which no path of P1 starts. There must
be exactly |T |− |P| = |T |− (|X|+2) of them since no vertex of T is internal. Moreover,
for each component K of G−X − S, the set T ′ contains all but at most one vertex of
T ∩V (K): At most one path of P1 can start in T ∩V (K) and no vertex can be internal.
This will be important for proving the claim below.
Clearly, the set T ′ ∪X ∪ {x′, x′′} is independent in M1 because an appropriate path
packing P ′ can be obtained from P1 by adding length zero paths for each vertex v ∈ T ′.
The set X̂ = {x̂ | x ∈ X} ⊆ V̂ is clearly independent in M2 since it has size at most k.
Thus, the set I ′ = T ′ ∪X ∪ {x′, x′′} ∪ X̂ is independent in M = M1 ⊕M2. Define I as
I ′ \ {x′, x′′, x̂}, i.e., I = T ′ ∪X ∪ (X̂ \ {x̂}). The size of I is at most
|T ′|+ |X|+ (|X̂| − 1) = |T | − (|X|+ 2) + |X|+ |X| − 1 = |T |+ |X| − 3 ≤ |T |+ k − 3.
Clearly, {x′, x′′, x̂} extends I, as I ′ = {x′, x′′, x̂}∪I is independent and both are disjoint
by choice of I. We show that no other set {v′, v′′, v̂} ∈ T extends I.
Claim 13.5. If {v′, v′′, v̂} ∈ T extends I then v = x.
Proof. Suppose that the set {v′, v′′, v̂} ∈ T extends I. Clearly, this implies that v /∈
X \ {x} because otherwise {v′, v′′, v̂} would not be disjoint from X̂ \ {x̂} ⊆ I. Thus,
v ∈ V \ (X \ {x}).
Assume, for contradiction, that v ∈ V \X, i.e., that v 6= x. We know that {v′, v′′, v̂}∪I
is independent in M , so I1 := I ∩ V1 must be independent in M1. Thus, there exists
a collection P ′′ of |I1| vertex-disjoint paths from T to I1 in G1. Because X ⊆ I1,
the paths, say Pv′ and Pv′′ , from T to {v′, v′′} cannot have internal vertices from the
set X. Furthermore, they cannot have other sink-only copies as internal vertices. Since
v ∈ V \ X, this implies that Pv′ and Pv′′ are entirely contained in some component
K1 of G1 − (X ∪ {x′, x′′ | x ∈ X}). Recall, component K1 corresponds to a connected
component K of G − X − S but also has sink-only copies of each vertex. Now, by
the choice of T ′, we have that all except at most one vertex of T ∩ V (K) for each
connected component of G−X − S is contained in T ′. This is also true for T ∩ V (K1)
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as V (K1) ∩ V = V (K). Thus, in P ′′ there is a path w of length zero for each vertex
w in T ′ ∩ V (K1), leaving at most one vertex of T to start paths to {v′, v′′}. This is a
contradiction because Pv′ and Pv′′ are entirely contained in K1 and fully vertex-disjoint.
Thus, if v ∈ V \X then {v′, v′′} ∪ I1 is not independent in M1 and, hence, {v′, v′′, v̂}
does not extend I in M . Together with the first paragraph this implies that v = x, as
claimed. 
Overall, we showed that the set {x′, x′′, X̂} ∈ T uniquely extends the independent set
I that we have constructed using Lemma 13.2. This completes the proof. 
Now, we know that for every vertex x ∈ V \T that is a vertex in a dominant solution
the set {x′, x′′, x̂} is contained in every (|T |+ k − 3)-representative set T ′ for T . If we
define V (T ′) = {v ∈ V | {v′, v′′, v̂} ∈ T ′} then this implies that X0 ⊆ V (T ′) for each
dominant solution X. Thus, every dominant solution X is contained in V (T ′) ∪ T .
Shrinking the input graph to |V (T ′) ∪ T | vertices. So far, we have shown that
if there exists a solution for (G,S, k), then there exists a solution that is completely
contained in W := V (T ′) ∪ T because every dominant solution is contained in W .
Using this, we can make all vertices in V \W undeletable. We achieve this by applying
a variant of the torso operation to the vertex set W in G. We construct a graph G′ as
follows: The graph G′ has vertex set W and is derived from G[W ] by adding an edge
between two different vertices u, v ∈ W , if there exists a u,v-path in G with internal
vertices from V \W and, if {u, v} is either a non-edge in G[W ] or an S-edge. To clarify,
this allows double edges in G′ when one edge is contained in S, but we never create
loops. Furthermore, all edges of S are preserved in G′ because T ⊆W .
Lemma 13.6. The instance (G′, S, k) of Edge Subset FVS has a solution if and only
if the instance (G,S, k) of Edge Subset FVS has a solution.
It follows from Lemma 13.6 that (G′, S, k) is an equivalent instance and the graph
of this instance contains at most |W | vertices. This completes the kernelization. The
correctness of Lemma 13.6 follows from the fact that the torso operation preserves the
separators that are contained in W (cf. [MOR13]). For completeness we give a short
proof of the lemma.
Proof of Lemma 13.6. Let X be a solution for (G′, S, k). We prove that X is also a
solution for (G,S, k) by contradiction. Assume that X is not a solution for (G,S, k).
Then there exists an S-cycle C = v1e1v2e2 . . . vlelv1 in G −X. Note that S ⊆ E(G′),
because T = V (S) ⊆ W and therefore at least two vertices of C are contained in W .
Now we modify C to obtain an S-cycle C ′ in G′. Let vi, vj ∈ W ∩ C two vertices of
the cycle with 1 ≤ i < j ≤ l such that {vi+1, . . . , vj−1} ⊆ V \W . By definition, there
exists an edge {vi, vj} in G′ and using these edges we obtain a cycle C ′. Note that C ′
contains no vertex of X ⊆ W and contains the same edges from S that C contains.
Thus, C ′ is an S-cycle in G′−X which contradicts the assumption that X is a solution
for (G′, S, k).
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For the other direction we assume that (G,S, k) has a solution. Then there also exists
a dominant solution X for (G,S, k) and we know that X ⊆ W . Again we prove that
X is also a solution for (G′, S, k) by contradiction. Assume that X is not a solution for
(G′, S, k). Then there exists a path P ′ between the endpoints of an edge e = {x, y} ∈ S
in G′ − X that does not use the edge e, i.e., P ′ is an x, y-path in G − X ′ that does
not contain edge e. We modify P ′ to obtain a path P in G that does not contain the
edge e. If P ′ uses an edge {u, v} that is not contained in G, then there exists a u, v-path
in G with internal vertices from V \W . Crucially, V \W is disjoint from X so this
replacement still yields a walk from x to y that avoids X. Overall, we obtain a walk
from vertex x to vertex y in G that does not contain e as an edge and that avoids X.
This walk contains a path P from x to y and this path together with the edge e is an
S-cycle in G − X which is a contradiction to the assumption that X is a solution for
the instance (G,S, k). 
So far we have a kernelization that creates an equivalent instance (G′, S, k) such that
G′ has |W | vertices. As mentioned above, Lemma 12.10 guarantees that |W | ∈ O(|S|3)
and this implies a polynomial kernel for Edge Subset FVS parameterized by |S|. If
we use the fact that the gammoid M is the direct sum of two gammoids M1 and M2,
and that all sets {v′, v′′, v̂} ∈ T contain exactly two elements of M1 and one element of
M2, then we can prove that |W | ∈ O(|S|2k), which is an improvement for all nontrivial
instances with parameter k < |S|.
Lemma 13.7. Let M = M1 ⊕M2 be the gammoid of rank |T | + k as defined above
and T = {I1, I2, . . . , It} be a subset of independent sets of M that we used for the









there exists a set I ∈ T such that T \ {I} is (|T |+ k − 3)-representative for T .
The proof of Lemma 13.7 is similar to Marx [Mar09, Lemma 4.2]. We additionally
use the fact that M is the direct sum of two matroids (gammoids) to obtain that the
vectors in the exterior algebra, which represent the sets in T , span a space of smaller
dimension.
Proof of Lemma 13.7. Let U be the ground set of the matroid M which equals the
set of columns of A. For each element e ∈ U , let xe be the corresponding (|T | + k)-
dimensional column vector of A and for each i ∈ [t] let wi =
∧
e∈Ii xe be a vector in
the exterior algebra of the linear space F |T |+k. Every wi is the wedge product of three





and one is a column vector from( 0
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then the wi’s are not independent and there exists some vector wl, with l ∈ [t], that
can be expressed as a linear combination of the other vectors.
One can show, analogously to Marx [Mar09, Lemma 4.2], that T \{Il} is (|T |+k−3)-
representative for T . We replicate this proof for convenience of the reader. Assume
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that there exists an independent set Y of size at most |T | + k − 3 in M such that Il
extends Y and no other set Ii, with i ∈ [t] and i 6= l, extends Y . Let y =
∧
e∈Y xe.
One property of the wedge product is that the product of some vectors in F |T |+k is
zero if and only if they are not independent. Therefore it holds that wl ∧ y 6= 0 and
wi ∧ y = 0 for every i 6= l. But wl is a linear combination of other wi’s and by the
multi-linearity of the wedge product we get that wl ∧ y 6= 0 is a linear combination of
the values wi ∧ y = 0 for i 6= l, which is a contradiction. This shows that T \ {Il} is
(|T |+ k − 3)-representative for T and concludes the proof. 
As mentioned above, Marx [Mar09] showed that one can find in randomized polyno-
mial time a matrix with r(M) rows that represents a given gammoid M . We can make
this proof algorithmic in the same way Marx did [Mar09, Lemma 4.2]. Combined with
Lemma 13.7 it follows directly that we can find a (|T |+ k− 3)-representative subset T ′








∈ O(|S|2k). This leads to a polynomial kernel
with O(|S|2k) vertices for Edge Subset FVS parameterized by |S| and k.
13.4. Reducing the Size of S
We have seen that Edge Subset FVS parameterized by |S| and k has a polynomial
kernel. Now, the goal is to reduce the size of the set S until |S| is polynomially bounded
in k. This will lead to a polynomial kernel of Edge Subset FVS parameterized by k.
To begin, we do some initial modifications to ensure that we can always find a solution
of size at most k that contains no vertex of the set V (S), if one exists. For this we first
delete all vertices v ∈ V with the property that e = {v, v} ∈ S is a loop in G. Since
the vertex v must be in any solution, we decrease the value k by one. Next we delete
all remaining loops, because these loops are not in S and cannot be contained in any
S-cycle. We also reduce the number of edges between two vertices v, w ∈ V (G). If no
edge that is incident with v and w is contained in the set S, then we delete all except
one edge. On the other hand, if at least one edge between v and w is contained in S,
then we delete all except two edges, so that one of these edges is contained in S and
the other not. In the next step we add for every edge e = {v, w} ∈ S two new vertices
ve, ue to the graph, subdivide the edge e into three edges {v, ve}, {ve, we}, {we, w}, and
edit S by replacing edge e by the edge {ve, we} in S. If a solution X of Edge Subset
FVS contains a vertex xe ∈ V (S), then we can instead add the vertex x to X and
delete xe from X, because every cycle that contains vertex xe also contains vertex x.
Hence, we can always find an optimal solution that is disjoint from V (S). After these
modifications, we obtain a graph where every endpoint of an S-edge has degree at
most two and every vertex is the endpoint of at most one S-edge. Note that these two
properties are sufficient to ensure that we can always find a solution that is disjoint
from V (S). All our reduction rules, except Reduction Rule 13.1, will preserve these
two properties, because we never add S-edges to the graph or increase the degree of a
vertex; we only delete edges from the set S (not necessarily G) or vertices from G. Note
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that it is no problem that Reduction Rule 13.1 does not preserve this property, because
this reduction rule returns a trivially false instance and completes the kernelization.
Let (G,S, k) be an instance of Edge Subset FVS, such that G is a graph with
the above properties. Analogous to the paper of Cygan et al. [CPPW13b] we consider
a solution Z of the Edge Subset FVS instance (G,S, k), with the difference that
our solution is an 8-approximation of the problem, to reduce the size of S. Even et
al. [ENZ00] showed that there exists an 8-approximation algorithm for Subset FVS.
Since there are polynomial-time target-value preserving reductions between Subset
FVS and Edge Subset FVS (cf. [CPPW13b]), we can compute in polynomial time
an 8-approximation for Edge Subset FVS and we can assume that Z ∩ V (S) = ∅. If
|Z| > 8k, then we can stop immediately because no solution of size at most k can exist.
On the other hand, if |Z| ≤ k, then Z is a solution and we are done.
The set Z is a feasible solution to Edge Subset FVS on (G,S, |Z|). This implies
that every edge e ∈ S is a bridge in G − Z. In the next step we also remove all edges
in S from G − Z. Every connected component in G − Z − S contains no edge from
S and, following Cygan et al. [CPPW13b], we call such a component a bubble. We
denote the set of bubbles by DZ and define a graph HZ = (DZ , EDZ ) whose vertices
are bubbles and with bubbles I and J being adjacent, i.e., {I, J} ∈ EDZ , if and only if
the components I and J are connected by an edge from S. The graph HZ is a forest,
because Z is a solution for (G,S, |Z|) and a cycle in HZ would give rise to an S-cycle
in G−Z. Similarly, no two bubbles can be connected by more than one edge of S. By
VI we denote the vertices that are contained in the bubble I. Since |E(VI , VJ)∩ S| ≤ 1
for all I, J ∈ DZ and equality holds if and only if {I, J} ∈ EDZ , we can associate an
edge e = {I, J} ∈ EDZ with the one edge eS = {vI , vJ} in E(VI , VJ)∩ S. If we add the
vertex set Z and all edges {z, I} with the property that z ∈ Z, I ∈ DZ and E(z, VI) 6= ∅
to the graph HZ we obtain a graph H+Z that contains S-cycles. Note that every S-cycle
must contain a vertex of the set Z. We partition the set of bubbles according to the
number of bubbles they are connected with.
Definition 13.8. A bubble I ∈ DZ is called
(i) solitary, if degHZ (I) = 0;
(ii) leaf, if degHZ (I) = 1; and
(iii) inner, if degHZ (I) ≥ 2.
By DsZ ,DlZ ,DiZ we denote the corresponding sets of bubbles.
Let X ⊆ V \ V (S) be a superset of Z. We define the graphs HX , H+X as well as the
sets DX , EDX analogously to the graphs HZ , H
+
Z and the sets DZ , EDZ . Observe that
the number of edges in S is equal to the number of edges in the graph HZ , because Z is
a feasible solution to (G,S, |Z|) that is disjoint from V (S) and because two bubbles I,
J in the forest HZ are only connected when there exists an S-edge in E(VI , VJ). Since
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HZ is a forest, the number of edges in HZ is bounded by the number of non-isolated
vertices. Thus, the number of edges in S is at most |DZ \ DsZ |.
So far our setup is essentially the same as the one used by Cygan et al. [CPPW13b].
However, instead of an 8-approximate solution they use the framework of iterative
compression, which provides a solution Z of size k+ 1 and leaves them with the task of
reducing the number of S-edges for the problem of finding a solution Z∗ that is disjoint
from Z. Moreover, it suffices for them to consider the case that every feasible solution
(if one exists) is disjoint from Z. In this setting they are able to reduce to an equivalent
instance (or find that some assumption was violated) with only O(k3) edges in S.
Thus, while many relevant structures like z-flowers or parallel x, y-paths containing S-
edges are the same, many things have to be handled differently. In particular, if we find
that at least one out of two vertices x, y ∈ Z must be in the solution then we cannot
stop (like Cygan et al. [CPPW13b]) but need to continue and use this information
in a more direct way. Cygan et al. [CPPW13b] can stop whenever they find such
a pair {x, y}, because they solve Disjoint Edge Subset FVS during the iterative
compression step and are only interested in so-called maximal instances where every
solution of the instance is disjoint from Z.
During the reduction we detect certain pairs {x, y} of different vertices with the
property that each solution of size at most k must contain at least one of the vertices (if
one exists). We store this fact as a pair-constraint. We keep and enforce this information
in the final instance, unless we decide earlier to delete x or y. By P we denote the set
of pair-constraints that we have found so far. We can interpret this set as a set of edges
and by V (P) we denote all vertices that are contained in a pair-constraint. Note that
vertices from the set V (S) are never contained in a pair-constraint from P, because
there always exists a solution that is disjoint from V (S). We need the set P to detect
edges in S that may be safely deleted. To this end, we generalize the Edge Subset
FVS problem by adding a set of pair-constraints P to the input. We call this problem
Pair-Constrained Edge Subset FVS.
Pair-Constrained Edge Subset Feedback Vertex Set
Parameter: k
Input: An undirected graph G, a set S ⊆ E of edges, a set P of pair-constraints
with V (P) ∩ V (S) = ∅ and an integer k.
Question: Does there exist a set X ⊆ V of size at most k such that G−X contains
no S-cycle and such that for each pair-constraint {x, y} ∈ P we have x ∈ X or
y ∈ X?
Clearly, the instance (G,S, k) of Edge Subset FVS and the instance (G,S, ∅, k) of
Pair-Constrained Edge Subset FVS are equivalent. Our goal is to reduce the size
of S by detecting S-edges that we can delete from S without changing the outcome.
This leads to the following definition:
Definition 13.9. Let (G,S,P, k) be an instance of Pair-Constrained Edge Subset
FVS. We call an edge e ∈ S irrelevant, if X ⊆ V (G) is a solution for (G,S,P, k) if and
only if X is a solution for (G,S \ {e},P, k).
236 13. Subset Feedback Vertex Set
Note that if two different S-edges e and e′ are irrelevant in (G,S,P, k), then e′ is
not necessarily irrelevant in (G,S \ {e},P, k). In addition we do not expect to find all
irrelevant edges or pair-constraints.
The reduction rules. We now present our reduction rules. Throughout we assume
that always the lowest numbered applicable reduction rule is applied first. Correctness
and efficiency of the overall reduction process will be proved later.
Let (G,S,P = ∅, k) be an instance for Pair-Constrained Edge Subset FVS and
let Z be an 8-approximation of this problem with k < |Z| ≤ 8k that is disjoint from
V (S). In the following the graphs G− Z, G− Z − S, HZ , and H+Z are always defined
with respect to the current instance (G,S,P, k) of Pair-Constrained Edge Subset
FVS. Note that Z ⊆ V and we delete a vertex from Z if we delete the corresponding
vertex in V . Furthermore, we delete a pair-constraint {x, y} from P if we delete x or y
from G.
Reduction Rule 13.1. If k < 0, or if k = 0 and there exists an S-cycle, then we reduce
(G,S,P, k) to some trivial false instance, i.e., G′ := ({x}, {e = {x, x}}), S′ := {e},
P ′ := ∅ and k′ := 0.
Reduction Rule 13.2. Delete all bridges and all connected components in G not
containing any edge from S.
Reduction Rule 13.3. If there exists an edge e ∈ S such that e is a bridge in
(V,E \ (S \ {e})), then we reduce to S′ = S \ {e}.
Note that, if Reduction Rule 13.3 deletes an edge e from S then this edge is still
contained in G. The Reduction Rules 13.2 and 13.3 ensure that each bubble I ∈ DZ
is adjacent to a vertex in Z in the graph H+Z , i.e., for all bubbles I ∈ DZ we have
that EH+Z (I, Z) 6= ∅: Since Reduction Rule 13.2 is not applicable every bubble I ∈ DZ
must be adjacent to a bubble J ∈ DZ \ I, or a vertex in Z; otherwise G[VI ] would be
a connected component of G that does not contain any edge from S (VI was deleted in
Reduction Rule 13.2). From Reduction Rule 13.3 it follows that a bubble I ∈ DZ must
be adjacent to a vertex in Z; otherwise every edge e ∈ EG(VI , N(VI)) ∩ S would be a
bridge in (V,E \ (S \ {e})).
Reduction Rule 13.4. If there exists a vertex v in the set V (P) that is contained in
at least k + 1 pair-constraints of P, then we reduce to G′ = G− v and k′ = k − 1.
Reduction Rule 13.5. If |P| > k2 (and Reduction Rule 13.4 is not applicable), then
we reduce (G,S,P, k) to some trivial false instance.
Reduction Rule 13.6. If there exists a z-flower of order k+1 in G for a vertex z ∈ Z,
then we reduce to G′ := G− z and k′ := k − 1.
For the next reduction rules we need a maximal matching M in HZ that saturates
all inner bubbles DiZ in HZ . We will show later (Lemma 13.21) that such a matching
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exists. Note that two adjacent leaf bubbles I1, I2 are not adjacent to an inner bubble
and form a K2 in HZ , hence the edge {I1, I2} ∈ EDZ is contained in every maximal
matching in HZ . We use this matching to detect pair-constraints in Z. To this end we
introduce the following definition: Let e = {I, J} be an edge in the matchingM . We say
that edge e sees the pair {x, y} of different vertices x, y ∈ Z, if {I, x}, {J, y} ∈ E(H+Z )
or {I, y}, {J, x} ∈ E(H+Z ). Similar, we say that edge e sees the vertex x ∈ Z, if
{I, x}, {J, x} ∈ E(H+Z ).
Reduction Rule 13.7. If at least (k + 2) edges in M see a pair {x, y} of different
vertices in Z, then we add {x, y} to the set of pair-constraints P.
Reduction Rule 13.8. If there exists an edge e ∈M such that e sees no single vertex
z ∈ Z and for every pair {x, y} seen by e the pair {x, y} is a pair-constraint in P, then
we remove eS from S and e from M . (Recall: If e = {I, J} ∈ M ⊆ E(HZ), then eS is
the unique edge in E(VI , VJ) ∩ S.)
The matching M is always recomputed if, through application of reduction rules, it
does no longer saturate every inner bubble or is not maximal when testing whether
Reduction Rules 13.7 or 13.8 apply (i.e., if the preceding reduction rules do not apply).
If M does saturate all inner bubbles but neither Reduction Rule 13.7 nor 13.8 applies
then, as we will prove later, this implies |M | ∈ O(k3) and, hence, that there are at most
2|M | ∈ O(k3) inner bubbles.
Let L = DlZ \ V (M) be the set of leaf bubbles that are exposed by M . Because
the matching M saturates at least all inner bubbles of HZ , we know that the number
of non-isolated vertices in the forest HZ is at most 2|M | + |L|. Since the number of
edges in a forest is bounded by the number of non-isolated vertices and |S| = |EHZ |,
we get |S| ≤ 2|M | + |L|. Therefore we have to find a reduction rule that reduces the
number of leaf bubbles in L. Every leaf bubble in L is adjacent to an inner bubble in
HZ , because matching M saturates all leaf bubbles that are not adjacent to an inner
bubble. To bound the number of leaf bubbles in L we define for each vertex z ∈ Z
a graph Gz with the help of the following two sets. The first one, Lz = NH+Z (z) ∩ L,
is the set of all exposed leaf bubbles I that are adjacent to z in H+Z . The other
V iz = {v ∈ V | ∃J ∈ NHZ (Lz) : v ∈ VJ} consists of all vertices that are contained in an
inner bubble that is adjacent to a leaf bubble in Lz. The graph Gz is defined as follows
(see Figure 13.3):
V (Gz) = {z} ∪ Lz ∪ V iz
E(Gz) = EH+Z (z, Lz) ∪ (E(G[V
i
z ]) \ S)
∪ {{I, w} | I ∈ Lz, w ∈ V iz and ∃v ∈ VI : {v, w} ∈ S}
In the graph Gz each leaf bubble I ∈ Lz is a single vertex. We are not interested in the
internal structure of leaf bubbles in Lz, whereas we are interested in the structure of the
inner bubbles that are adjacent to the leaf bubbles in Lz. Thus we add the connected




Figure 13.3.: The graph Gz, where every ellipse represents a set VJ with J ∈ NHZ (Lz).
S-edges in Gz.
component that corresponds to an inner bubble which is adjacent to a bubble in Lz to
Gz. In order to apply the concept of flowers and z-blockers in Gz, we need to define
which edges of Gz are S-edges: An edge e ∈ E(Gz) is an S-edge if one endpoint of the
edge e is contained in Lz and the other is contained in V iz . Recall that e is an edge in
Gz, because there exists an S-edge e′ = {v, w} in G with v ∈ VI and w ∈ V iz .
Lemma 13.10. If there exists no z-flower of order k+ 1 in Gz for a vertex z ∈ Z, then
we can find a z-blocker Bz ⊆ V iz \ V (S) of size at most 2k in Gz.
The lemma follows from Theorem 13.1, the preprocessing that every vertex in V (S)
has degree two as well as the construction of graph Gz.
Proof of Lemma 13.10. The maximum number of vertex-disjoint Lz-paths in Gz − z
is at most k. Otherwise, the Lz-paths together with vertex z would correspond to a
z-flower of order k + 1 in Gz which contradicts the assumption. From Theorem 13.1 it
follows that there exists a set Bz ⊆ V (Gz − z) = Lz ∪V iz of size at most 2k intersecting
every Lz-path. Since every S-cycle through z in Gz must contain an Lz-path, the set
Bz is a z-blocker of size at most 2k in Gz.
It remains to show that there exists a z-blocker Bz ⊆ V iz \ V (S). First we assume
that there exists a vertex I ∈ Bz ∩ Lz. From the construction of Gz it follows that
every leaf bubble has degree one in Gz− z. Thus instead of I we can choose the unique
vertex in NGz (I) ∩ V iz for the z-blocker Bz to obtain that Bz ⊆ V iz .
In the next step we take care that Bz is also disjoint from V (S). Assume that Bz
contains a vertex ve ∈ V (S) ∩ V iz . From the preprocessing it follows that we can add
v ∈ V iz \ V (S) to Bz and delete ve from Bz, because every cycle that contains ve also
contains v.
Overall, we showed that there exists a z-blocker Bz ⊆ V iz \ V (S). Since we delete at
least as many vertices from Bz as we add to Bz during our construction, it holds that
the set Bz is still of size at most 2k. This concludes the proof. 
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Since no previous reduction rule is applicable and a z-flower of order k+1 in Gz gives
rise to a z-flower of order k + 1 in G, we find a z-blocker of size at most 2k for every
vertex z ∈ Z. Let B =
⋃
z∈Z Bz be the union of all z-blockers Bz of size at most 2k.
Note that the set L is the union of all sets Lz with z ∈ Z, because every leaf bubble is
adjacent to a vertex in Z due to Reduction Rule 13.2, hence L =
⋃
z∈Z Lz.
The following lemma provides nice properties of the graph HZ∪B = (DZ∪B, EDZ∪B )
which helps us to bound the number of leaf bubbles in L ⊆ DlZ . Recall that the set
DZ∪B is the set of bubbles in G − (Z ∪ B) − S and two bubbles I, J are adjacent in
HZ∪B if and only if E(VI , VJ) ∩ S 6= ∅.
Lemma 13.11. The graph HZ∪B has the following properties:
(i) For each bubble I ∈ DZ∪B there exists a bubble J ∈ DZ , such that VI ⊆ VJ .
(ii) For each leaf bubble J ∈ DZ there exists a leaf bubble I ∈ DZ∪B, such that VI = VJ .
(iii) Let I, J ∈ L and K ∈ DiZ∪B, such that {I,K}, {J,K} ∈ EDZ∪B . Then for all
z ∈ Z it holds that z /∈ NG(VI) or z /∈ NG(VJ).
Proof. Property (i) holds because the set B only splits bubbles of G− Z − S. We are
now looking at deleting Z ∪ B from G− S instead of deleting only Z and thus, we do
not merge any two bubbles. Property (ii) follows from the fact that the set B is disjoint
from the set of leaf bubbles.
Next we show property (iii) by contradiction. We assume that some vertex z ∈ Z is
contained in NG(VI) and in NG(VJ). Then I and J are both vertices of the graph Gz
and hence both are contained in the set Lz. Consequently, there exists an Lz-path from
bubble I through bubble K to bubble J in HZ∪B which can be extended to a Lz-path
in Gz not containing any vertex in B. This contradicts the fact that Bz ⊆ B blocks all
Lz-paths in the graph Gz and concludes the proof. 
From Lemma 13.11 it follows that L ⊆ DlZ∪B. Thus, we can use graph HZ∪B to
bound the number of leaf bubbles in L. Let I = {J ∈ DiZ∪B | E(L, J) 6= ∅} be the set
of inner bubbles in HZ∪B that are adjacent to a leaf bubble in L. Clearly the number
of edges between I and L in HZ∪B equals the number |L|. Instead of again using
a matching to reduce this number we consider more carefully the properties of these
edges. To this end, we define the property of seeing a pair in a slightly different way.
Let e = {I, J} be an edge in HZ∪B with I ∈ I and J ∈ L. We say that e = {I, J}
with I ∈ I and J ∈ L sees the pair {x, y} of different vertices x ∈ Z ∪ B and y ∈ Z, if
{I, x}, {J, y} ∈ E(H+Z∪B). Observe that a bubble in L is never adjacent to a vertex in




z \ V (S).
Reduction Rule 13.9. If at least (k + 2) edges {I1, J1}, {I2, J2}, . . . , {Il, Jl}, with
l ≥ k + 2, Ii ∈ I and Ji ∈ L for all i ∈ [l], see a pair {x, y} of different vertices, such
that x ∈ Z ∪ B is adjacent to Ii, y ∈ Z is adjacent to Ji for all i ∈ [l], then we add
{x, y} to the set of pair-constraints P.
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At first sight Reduction Rule 13.7 and 13.9 may seem somewhat similar, but on closer
inspection one can observe a decisive difference. Obviously, both reduction rules use the
fact that if there are k+2 disjoint S-edges seeing a pair {x, y} of different vertices, then
either x or y must be in a solution of size at most k; hence it is safe to add the pair {x, y}
to the set of pair-constraints. But, we need different arguments to show that the k + 2
S-edges are disjoint. In Reduction Rule 13.7 it is clear that these S-edges are disjoint,
because M is a matching. This is not the case in Reduction Rule 13.9, where we have
to use a different argument which follows from Lemma 13.11 (see Lemma 13.12).
The difference of these two reduction rules is that in Reduction Rule 13.9 we consider
only edges between the two disjoint sets I and L. For this reason we can require in
Reduction Rule 13.9 that every endpoint of the at least k+ 2 edges that is contained in
I is adjacent to the vertex x and every endpoint that is contained in L is adjacent to
vertex y. This is not possible in Reduction Rule 13.7, because an edge in the matching
M can be between any type of non-isolated bubbles.
Reduction Rule 13.10. If there exists an edge e = {I, J} with I ∈ I and J ∈ L such
that e sees no single vertex z ∈ Z and for every pair {x, y}, with x ∈ Z ∪ B, y ∈ Z,
seen by e the pair {x, y} is a pair-constraint in P, then we remove eS from S, delete J
from L and replace I by I ∪ J in I. (Recall: eS is the unique edge in E(VI ∩ VJ) ∩ S.)
Note that bubbles in L are never adjacent to vertices in B, hence the vertex z re-
spectively the vertex x cannot be contained in set B.
If we delete an edge eS ∈ E(VI ∩ VJ) ∩ S from S by applying Reduction Rule 13.10,
then the consequence is that bubbles I and J are now merged into a single bubble. Note
that it is sufficient to continue with Reduction Rule 13.9, because M is still a matching
that saturates all inner bubbles in the current graph HZ and B still has the properties
of Lemma 13.11 with respect to the current graph HZ∪B. That the edge set M is still
a matching in HZ holds because we never delete an edge in M or an endpoint of an
edge in M ; we only merge an endpoint of an edge in M with an exposed leaf bubble in
L. The first two properties of Lemma 13.11 obviously hold with respect to the current
graph HZ . That property (iii) also holds follows from the fact that the leaf bubbles
that are still in L are the same as before and adjacent to the same inner bubbles as
before.
The reduction rules are safe. First we show that our reduction rules are safe,
i.e., that there exists a solution for (G,S,P, k) if and only if there exists a solution for
(G′, S′,P ′, k′). Obviously, Reduction Rules 13.1, 13.2, and 13.6 are safe. Furthermore,
Reduction Rule 13.3 is safe because for every S-cycle C through an edge e ∈ S that is
a bridge in (V,E \ (S \ {e})) there is another S-edge e′ 6= e on the cycle C.
Let us consider the set P of pair-constraints to see that Reduction Rules 13.4 and 13.5
are safe. The set P naturally leads to the graph P = (V (P),P) and has the prop-
erty that we have to pick at least one vertex of each pair-constraint for a solution for
(G,S,P, k). Hence, any solution for (G,S,P, k) must contain a vertex cover of P . Thus,
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Reduction Rules 13.4 and 13.5 are direct analogues of classical reduction rules for the
Vertex Cover problem, and therefore safe. To show that the other reduction rules
are safe, we first show a technical lemma about a property of edges of graph HZ∪B.
Lemma 13.12. If two different edges {I1, J1} and {I2, J2} in HZ∪B with I1, I2∈ I,
J1, J2 ∈ L see a single vertex z ∈ Z or a pair {x, y} with x ∈ Z ∪ B and y ∈ Z
such that {z, I1}, {z, I2}, {z, J1}, {z, J2} ∈ E(H+Z∪B) or {x, I1}, {x, I2}, {y, J1}, {y, J2} ∈
E(H+Z∪B), respectively, then it holds that they are disjoint, i.e., that I1 6= I2 and J1 6= J2.
Proof. Note that if J1 = J2, then it holds that I1 = I2, because every leaf bubble in L
sees only one other bubble. Thus, to finish the proof it suffices to show that I1 6= I2.
Assume for contradiction that I1 = I2. This implies that J1 and J2 are leaf bubbles
in L which are adjacent to the same inner bubble I = I1 = I2 in HZ∪B. For J1 and J2
it must hold that z ∈ NG(VJi) or y ∈ NG(VJi) for i = 1, 2. But this is a contradiction
to property (iii) of Lemma 13.11. 
To show that Reduction Rules 13.7 and 13.9 are safe, we have to prove that we only
add a pair {x, y} of vertices to the set P of pair-constraints if either x or y must be in
each solution of size at most k. The (k + 2) edges that see a pair {x, y} are pairwise
disjoint, because they are edges of matching M or because Lemma 13.12 holds. Thus,
we have at least (k + 2) disjoint x, y-paths in H+Z or H
+
Z∪B which we can extend to at
least (k + 2) disjoint x, y-paths in G and each of these paths contains an S-edge. This
is the reason why at least one of the vertices x and y must be in any solution of size at
most k (otherwise we have to delete at least k + 1 vertices, one of each path) and it is
safe to add {x, y} to the set P as a pair-constraint.
It remains to show that Reduction Rules 13.8 and 13.10 are safe. For this we prove
that the S-edges that we delete in these reduction rules are irrelevant. First we prove
the following lemma.
Lemma 13.13. Let Y ⊆ V \ V (S) be a superset of Z, hence G − Y contains no S-
cycle. If e = {I, J} ∈ HY sees no single vertex y ∈ Y and for every pair {x, y} with
x, y ∈ Y seen by e the pair {x, y} is a pair-constraint in P, then the unique edge eS in
E(VI , VJ) ∩ S is irrelevant for the instance (G,S,P, k).
Proof. Let e = {I, J} ∈ HY be an edge with the properties of the lemma and let
eS = {vI , vJ} be the single edge in E(VI , VJ) ∩ S. To show that eS is irrelevant for
instance (G,S,P, k) we have to show that X ⊆ V (G) is a solution for (G,S,P, k) if and
only if X is a solution for (G,S \ {eS},P, k). Since every solution X for (G,S,P, k) is
also a solution for (G,S \ {eS},P, k), we only have to show the other direction.
Let X be a solution for (G,S \ {eS},P, k). We assume for the sake of contradiction
that there exists an S-cycle C in G−X. This S-cycle C can only contain the S-edge eS .
Otherwise, C would be an (S \ {eS})-cycle which contradicts the assumption that X is
a solution for (G,S \ {eS},P, k).
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Claim 13.14. If an S-cycle C in G only contains the S-edge eS, then there exists either
a vertex y ∈ Y such that e sees the single vertex y and y is contained in cycle C or two
different vertices x, y ∈ Y such that e sees the pair {x, y} and cycle C contains x and y.
Proof. Let C be an S-cycle with the properties of the claim. Thus, C must exit bubble
I and bubble J by edges that end in Y , because this is the only way to obtain a path
from vI to vJ that uses no edge from S. If these two edges share their endpoint y in Y ,
then e sees the single vertex y and y is contained in C. On the other hand if these two
edges have different endpoints x, y in Y , then e sees the pair {x, y} and the vertices x, y
are contained in C. 
Based on the claim, it follows that edge e = {I, J} must see a single vertex y ∈ Y that
is contained in C or a pair {x, y} with x, y ∈ Y such that x and y are contained in C.
However, edge e sees no single vertex and every pair {x, y} that is seen by e must be
contained in a pair-constraint of P (this follows from the properties of edge e according
to the requirements of the lemma).
Hence, the edge e sees only pairs {x, y} with x, y ∈ Y that are contained in the
set P. Let {x, y} be the pair that is seen by e such that x, y are vertices of cycle C
(using the claim). But at least one vertex of the pair {x, y} must be in the solution
X for (G,S \ {eS},P, k). Since e sees only pairs that are contained in the set P of
pair-constraints, the cycle C is no cycle in G−X. 
By choosing Y = Z or Y = Z ∪B ⊆ Z it follows directly from Lemma 13.13 that we
only delete an edge eS in Reduction Rule 13.8 or Reduction Rule 13.10, respectively,
when the S-edge eS is irrelevant for instance (G,S,P, k).
Applying the Reduction Rules. First, we show that if none of the reduction rules
is applicable, then the size of S is bounded by O(k4). For this we prove two lemmas.
One bounds the size of M which helps us to bound the number of inner bubbles as well
as leaf bubbles that are not in L and the other bounds the number of leaf bubbles in L.
Lemma 13.15. If the matching M saturates all inner bubbles in HZ and we cannot
apply Reduction Rules 13.1 through 13.8, then the size of M is at most O(k3).
Proof. Each edge in M sees either a pair of vertices in Z that does not form a
pair-constraint in P or a single vertex in Z. Otherwise, we can apply Reduction
Rules 13.2, 13.3 or 13.8. Recall that Reduction Rule 13.2 and Reduction Rule 13.3
ensure that each bubble is adjacent to a vertex in Z and that Reduction Rule 13.8
deletes an edge e from the matching M , or more precisely, deletes the edge in S, that
corresponds to the matching edge, from the set S, when the edge e sees neither a single
vertex in Z nor a pair {x, y} with x, y ∈ Z that is not contained in a pair-constraint
of P.




≤ |Z|2. Therefore, the number of pairs in Z
that are not in the set P of pair-constraints is at most |Z|2. Because we cannot apply
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Reduction Rule 13.7, at most (k + 1) edges in M see any pair that is not in the set of
pair-constraints. Thus, at most (k + 1)|Z|2 edges of M can see a pair of vertices in Z
that is not in P.
The number of edges in M that see a single vertex in Z is at most k|Z|. Otherwise,
we can apply Reduction Rule 13.6, because at least one single vertex z in Z is seen by
at least k+1 edges fromM and these edges together with z are a z-flower of order k+1
in H+Z which we can expand to a z-flower of order k + 1 in G. Since we cannot apply
Reduction Rules 13.6, 13.7 or 13.8, this leads to at most (k + 1)|Z|2 + k|Z| ∈ O(k3)
edges in M , because |Z| ≤ 8k. 
From the Lemma 13.15 it follows that the number of inner bubbles in HZ is at most
2|M | ∈ O(k3).
Lemma 13.16. If we cannot apply Reduction Rules 13.1 through 13.10 then the size of
L is bounded by O(k4).
Proof. We claim that the number of edges between bubbles in I and bubbles in L is at
most (k + 1)|Z|(|B|+ |Z|) + k|Z|, if no reduction rule is applicable. This implies that
there are at most O(k4) leaf bubbles in L, because |Z| ≤ 8k and |B| ≤ 2k|Z|.
By Reduction Rule 13.10, each edge between a bubble I in I and an exposed leaf
bubble J in L sees a pair {x, y}, that is not contained in P, meaning that {x, I}, {y, J} ∈
E(H+Z∪B) for x ∈ Z ∪B, y ∈ Z, or sees a single vertex z in Z. The number of pairs in
Z × (Z ∪B) is at most |Z|(|Z|+ |B|).
Reduction Rule 13.9 adds a pair {x, y} to the set P of pair-constraints if at least (k+2)
edges {I1, J1}, {I2, J2}, . . . , {Il, Jl} with l ≥ k + 2, Ii ∈ I and Ji ∈ L for all i ∈ [l], see
the pair {x, y} such that x ∈ Z ∪B is adjacent to Ii and y ∈ Z is adjacent to Ji for all
i ∈ [l]. This bounds the number of edges between vertices in I and L which see a pair,
whose vertices are not a pair in the set P of pair-constraints, by (k + 1)|Z|(|Z|+ |B|).
The number of edges between vertices in I and L that see a certain vertex z ∈ Z is at
most k, otherwise the at least k + 1 edges between I and L that see vertex z together
with the vertex z form a z-flower of order k+1 in H+Z∪B, because Lemma 13.12 ensures
that the edges are disjoint. But then we can apply Reduction Rule 13.6 and delete the
vertex z. Hence at most k|Z| edges between vertices I and L can see a vertex in Z. This
leads to at most (k+ 1)|Z|(|B|+ |Z|) +k|Z| edges between vertices in I and L, because
we cannot apply Reduction Rules 13.6, 13.9 or 13.10. This implies that |L| ∈ O(k4),
because |Z| ≤ 8k and |B| ≤ 2k|Z| ≤ 16k2. 
If we combine these two results, we know that |DiZ |+ |DlZ | ∈ O(k4). Recall that there
is at most one edge of S between any two bubbles and that V (S) ∩ Z = ∅. Together
with the fact that HZ is a forest, it follows that |DiZ |+ |DlZ | is an upper bound for the
number of S-edges.
Finally we have to prove that we can perform the reduction in polynomial time. First
we prove that each reduction rule is applied a polynomial number of times and second
that every reduction rule application can be performed in polynomial time.
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Lemma 13.17. Each reduction rule is applied at most a polynomial number of times.
Proof. Observe that we reduce in each reduction rule, except Reduction Rules 13.7
and 13.9, the size of at least one of the sets V , E, S, the value k or decide that no
solution of size at most k exists. Furthermore, we never increase the size of such sets or
the parameter k. In Reduction Rules 13.7 and 13.9 we add pair-constraints to P, but
if P contains more than k2 pair-constraints, we either find a vertex z ∈ V (P) that we
delete in Reduction Rule 13.4 and reduce k by one or we decide in Reduction Rule 13.5
that no solution of size at most k exists. This bounds the number of pair-constraints
that we add to P during the reduction by k3 because we can decrease k at most k times.
Thus, each reduction rule is applied at most a polynomial number of times. 
Next, we show that each reduction rule application can be performed in polynomial
time. It is obvious that we can apply Reduction Rules 13.1 through 13.5 in polynomial
time. The following lemma addresses Reduction Rule 13.6 by solving a matroid parity
problem on an appropriate gammoid.
Lemma 13.18. Let G = (V,E), z ∈ V , and S ⊆ E. A z-flower of maximum order, i.e.,
a maximum number of S-cycles that intersect only in z, can be found in (deterministic)
polynomial time.
Proof. For simplicity, we assume that there are no edges of S incident with z and that
no two edges of S are incident with the same vertex of G. If this is not the case, then we
subdivide every S-edge e = {v, w} into three edges {v, ve}, {ve, vw}, {vw, w}. In the set
S we replace edge e by the edge {ve, we}. In the resulting graph no S-edge is incident
with an original vertex in the graph or to an other S-edge. Subdividing the S-edges like
this does not change the maximum order of z-flowers. Furthermore, the set of z-flowers
does not change and it is easy to transfer a z-flower in the original graph to one in the
new graph and vice versa.
Let {C1, . . . , Ct} be a z-flower of order t. Each Ci gives rise to a path Pi between two
different neighbors u and v of z; all these paths are fully vertex-disjoint. By our above
assumption, there are no S-edges incident with z, hence, each Pi must contain two
consecutive vertices, say si and ti, with {si, ti} ∈ S. In this way, each path Pi can be
split into two paths, Pi,s and Pi,t, from N(v) to {si, ti}; all these 2t paths are pairwise
vertex-disjoint and do not contain the vertex z. Thus, from any z-flower of order t we
get 2t vertex-disjoint paths in G− z from N(z) to T ⊆ V (S), i.e., endpoints of S-edges,
such that T can be partitioned into t two-sets of vertices that are also edges in S. In
the language of gammoids this means that T is an independent set in the gammoid on
the graph G− z, with sources N(z), and ground set V (S).
Conversely, any independent set T in the mentioned gammoid implies the existence
of |T | vertex-disjoint paths in G− z from N(z) to T . If, as above, T can be partitioned
into edges of S then this gives rise to a z-flower of order t = |T |/2: Clearly, |T | must
be even to allow for the partition into sets of size two. Moreover, the paths are vertex-
disjoint and, thus, two paths from N(z) ending in {si, ti} ∈ S can be combined, using
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that {si, ti} must be an edge of G into a single path, say Pi, from N(z) to N(z) that
contains at least one edge of S. Note that, because si and ti are endpoints of two paths
in the packing they cannot occur in any other path, so this combination still yields
vertex-disjoint paths in G − z. Finally, adding the vertex z, the paths P1, . . . , Pt can
be combined into t S-cycles that intersect only in z.
Thus, the task of finding a z-flower of maximum order reduces to that of solving a
matroid parity problem on a gammoid: The underlying graph is G−z, the source set is
NG(z), the ground set is V (S), and the pairs are given by S. Recall that pairs in S are
vertex-disjoint. Using the algorithm due to Lovász [Lov80], one may find a maximum
independent set composed of pairs in S in polynomial time, when provided with a ma-
trix representation for the gammoid. A small caveat would be that one would need a
randomized algorithm for finding said representation. Conveniently, specialized deter-
ministic algorithms exist for subclasses of linear matroids; we can use a deterministic
algorithm due to Tong et al. [TLV82] that solves the problem by reduction to weighted
matching on graphs. (Note that given a maximum independent set T composed of
pairs, the cycles of the z-flower can be found by computing vertex-disjoint paths from
N(z) to T in G− z via a vertex-capacitated flow computation.) 
It remains to show that we can apply Reduction Rules 13.7 through 13.10 in polyno-
mial time.
Lemma 13.19. We can apply Reduction Rule 13.7 and Reduction Rule 13.8 in polyno-
mial time.
Proof. First of all, we store for each edge e = {I, J} ∈ M all vertices z ∈ Z seen by
edge e and all pairs {x, y} with x, y ∈ Z seen by edge e. For each edge we need at
most O(|Z|2) time; we only have to test for each vertex z ∈ Z and each pair {x, y}
with x, y ∈ Z whether {I, z}, {J, z} ∈ E(HZ) respectively {I, x}, {J, y} ∈ E(HZ) or
{I, y}, {J, x} ∈ E(HZ).
Next, we count how many edges see a pair {x, y} with x, y ∈ Z and denote this value
by c{x,y}. It takes at most O(|E||Z|2) time to compute all values, because we only
have to count for how many edges we store a certain pair. If a counter c{x,y} has value
at least k + 2, then we add the pair {x, y} to the set P of pair-constraints. We can
check this for all counters in O(|Z|2) time. The above computation corresponds to the
computation we need for Reduction Rule 13.7.
To apply Reduction Rule 13.8 we only have to look at all vertices and pairs that
we stored for an edge e ∈ M . If we have stored no single vertex and only pairs that
are pair-constraints in P, then e fulfills the conditions of an edge that we delete in
Reduction Rule 13.8. To check this for one edge takes time at most O(|Z|2). 
The proof that we can apply Reduction Rule 13.9 and Reduction Rule 13.10 in poly-
nomial time is similar to the proof that we can apply Reduction Rule 13.7 and Reduction
Rule 13.8 in polynomial time. The only difference is that we have to remember which
endpoint of an edge is adjacent to which vertex in a pair.
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Lemma 13.20. We can apply Reduction Rule 13.9 and Reduction Rule 13.10 in poly-
nomial time.
Proof. As in the proof of Lemma 13.19, we store for each edge e = {I, J} with I ∈ I,
J ∈ L all vertices z ∈ Z seen by edge e and all pairs (x, y) with x ∈ Z ∪B adjacent to
I, y ∈ Z adjacent to J such that e sees the pair {x, y}. For each edge e = {I, J} with
I ∈ I, J ∈ L we need at most O(|Z ∪B||Z|) time: We only have to test for each vertex
z ∈ Z and each pair (x, y) with x ∈ Z ∪B, y ∈ Z whether {I, z}, {J, z} ∈ E(HZ∪B) or
{I, x}, {J, y} ∈ E(HZ∪B), respectively. Afterwards, we count for how many edges we
stored the pair (x, y) with x ∈ Z ∪ B, y ∈ Z and denote this value by c(x,y). It takes
at most O(|E||Z ∪ B||Z|) time to compute all values. If a counter c(x,y) has value at
least k + 2, then we add the pair {x, y} to the set P of pair-constraints. We can check
this for all counters in O(|Z ∪B||Z|) time. The above computation corresponds to the
computation we need for Reduction Rule 13.9, because we only store the pair (x, y) for
an edge if the edge sees the pair {x, y}.
To apply Reduction Rule 13.10 we only have to consider all vertices and pairs that we
stored for an edge e between the bubbles in I and the bubbles in L. If we have stored
no single vertex and only pairs (x, y) such that {x, y} is a pair-constraints in P, then e
fulfills the conditions of an edge that we delete in Reduction Rule 13.10. To check this
for one edge takes time at most O(|Z ∪B||Z|). 
Finally, we show that we can compute the matching M and the set B, which is the
union of all z-blockers Bz in Gz with z ∈ Z, in polynomial time.
Lemma 13.21. We can compute a maximal matching M in HZ that saturates all inner
bubbles in polynomial time.
Proof. The graph HZ is a forest where all inner bubbles have degree greater than one.
Thus, it is enough to show that every forest F has a maximal matching that saturates
all vertices of degree greater than one. We will prove this by induction on the number
of edges.
If the forest F has no edges, then M = ∅ is a valid solution that saturates all vertices
of degree greater than one. Otherwise, since F is a forest with at least one edge, there
exists at least one vertex v of degree one. By induction, F ′ = F − v has a maximal
matchingM ′ that saturates all vertices of degree greater than one. Now, ifM ′ saturates
the unique neighbor u of v, then M = M ′ is a matching that saturates all vertices of
degree greater than one in the forest F . Otherwise, the matching M ′ = M ∪ {{u, v}}
is a matching that saturates all vertices of degree greater than one in the forest F .
This argument can be easily converted into a recursive algorithm for computing the
desired matching in polynomial time. 
It remains to show that we can find the set B in polynomial time. From Schrijver’s
proof of Theorem 13.1 [Sch01] and the proof of Lemma 13.10 it follows that we can find
in polynomial time either a z-flower of order (k + 1) or a z-blocker of size at most 2k
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in Gz. Since there exists no z-flower in Gz when we compute B, respectively the sets
Bz with z ∈ Z, we compute for every vertex z ∈ Z exactly once the set Bz and since B
is simply the union of all z-blockers we can compute B in polynomial time.
Finding an equivalent instance for Edge Subset FVS. Up to now we can only
bound the number of edges in S for the Pair-Constrained Edge Subset FVS
problem. As mentioned above the instance (G,S,P = ∅, k) for Pair-Constrained
Edge Subset FVS is equivalent to the instance (G,S, k) of Edge Subset FVS.
Therefore we only have to show that we can find in polynomial time an instance of Edge
Subset FVS that is equivalent to the instance (G,S,P, k) of Pair-Constrained
Edge Subset FVS and has at mostO(k4) S-edges. Let {x, y} ∈ P be a pair-constraint.
If there are two different edges e1, e2 between x and y of which at least one, without
loss of generality e1, is contained in S, then x or y must be in every solution, because
xe1ye2x is an S-cycle in G.
For this reason, the instance (G′, S′ = S ∪P, k) of Edge Subset FVS is equivalent
to the instance (G,S,P, k) of Pair-Constrained Edge Subset FVS, where G′ is
created from G by adding one edge {x, y} between every two vertices x and y with
{x, y} ∈ P when {x, y} /∈ E and by adding an edge {x, y} between x and y that is also
contained in S′. Thus, there are two edges between the vertices x and y with {x, y} ∈ P
in graph G′ and we add exactly one of the two edges between x and y to S′. Because we
cannot apply Reduction Rule 13.4 or 13.5 to (G,S,P, k), we know that |P| ≤ k2. This
leads to a bound of |S|+ |P| ∈ O(k4) edges in S′ for the Edge Subset FVS problem
after the reduction.
Finally, we combine the results of Sections 13.3 and 13.4 to obtain a polynomial kernel
for Edge Subset FVS parameterized by k. Let us first make some comments about
the reduction of the size of S and the kernelization: For the reduction of the size of S we
use the fact that we can always find a solution that is disjoint from T . This only holds
because we modified the graph accordingly. But since this is a correct reduction it holds
that an input instance (G,S, k) of Edge Subset FVS has a solution if and only if the
output instance (G′, S′, k′) of the reduction in Section 13.4 has a solution. Thus it is no
problem that we consider dominant solutions for the kernelization in Section 13.3 and
that the kernelization only guarantees the preservation of dominant solutions. Every
instance (G′, S′, k′) has a dominant solution of size at most k′ when a solution of size at
most k′ exists. Recall thatX is a dominant solution for (G′, S′, k′) if it has minimum size
and contains a maximal number of vertices from T ′ among solutions of minimum size.
Hence, if (G′, S′, k′) has a solution then it has a dominant solution X. Let (G′′, S′, k′)
be the output instance of the kernelization in Section 13.3. From Lemma 13.6 it follows
that (G′, S′, k′) has a solution if and only if (G′′, S′, k′) has a solution.
Summarized, the reduction of the number of edges in S to O(k4) edges together
with the kernelization to O(|S|2k) vertices for Edge Subset FVS parameterized by
|S| and k, results in a kernelized instance with O(k9) vertices for Edge Subset FVS
parameterized by k.
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13.5. Summary
First, using the matroid based tools of Kratsch and Wahlström [KW12] we showed that
Edge Subset FVS parameterized by the solution size and the number of S-edges has
a randomized polynomial kernel with O(|S|2k) vertices. The error-probability can be
made exponentially small without increasing the size of the kernel (cf. [KW12]). Second,
we showed that one can reduce the number of S-edges. More specifically, we showed
that we can reduce an instance (G,S, k) of Edge Subset FVS in polynomial time to
an equivalent instance (G′, S′, k′) of Edge Subset FVS such that |S′| ∈ O(k4) and
k′ ≤ k. Combining these two results, we have shown that Subset FVS parameterized
by the solution size admits a randomized polynomial kernel with O(k9) vertices which
answers the question of Cygan et al. [CPPW13b] positively.
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CHAPTER 14
CONCLUSION AND OPEN PROBLEMS
In this chapter we recap the results of this part and we will present some open prob-
lems. We started with an introduction to graph cut problems and feedback problems,
like Feedback Vertex Set, Odd Cycle Transversal, Subset FVS and Mul-
tiway Cut. So far, the best tools to obtain polynomial kernelization algorithms for
feedback problems and graph cut problems are the matroid based tools of Kratsch and
Wahlström [KW12]. Using these tools it was shown that Odd Cycle Transversal
and Deletable Terminal Multiway Cut parameterized by the solution size as well
as Vertex Cover above lp and also above 2lp−mm have randomized polynomial ker-
nels [Kra18, KW12, KW14]. In Chapter 13 we showed that the Subset FVS problem
has a randomized polynomial kernelization using the matroid based tools of Kratsch
and Wahlström [KW12], positively answering the question of Cygan et al. [CPPW13b].
Our kernelization algorithm consists of two steps. First, we reduced to an equivalent
instance with at most O(k4) S-edges (Section 13.4) and second, we apply the random-
ized polynomial kernel when parameterized by the solution size and the number of
S-edges (Section 13.3). As in previous work [KW12] the error-probability can be made
exponentially small without increasing the kernel size.
Open problems. Although the error-probability can be made exponentially small, it
would of course be very interesting whether the use of randomization and/or matroids
can be avoided. Furthermore, there is quite a gap between a kernel for Subset FVS
with O(k9) vertices and a lower bound of size O(k2−ε) that is inherited from Vertex
Cover [DvM14], conditioned on non-collapse of the polynomial hierarchy.
Other open problems regarding existence of polynomial kernels, possibly amenable
to the matroid based tools, are Multiway Cut, Group FVS and Directed FVS.
There is also a directed version of Subset FVS, called Directed Subset Feedback
Vertex Set, but it generalizes Directed FVS, whose kernel status has remained
open for quite some time now.
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As for Vertex Cover and Edge Dominating Set we could also ask whether there
are interesting structural parameters for which Subset FVS has (randomized) polyno-
mial kernels. As mentioned in Chapter 12, Majumdar and Raman [MR18] showed that
Feedback Vertex Set parameterized by the size of a modulator to a pseudoforest
or mock-d-forest has a polynomial kernel. Now, one can define an S-pseudoforest as
a graph where each connected component has at most one S-cycle, and ask whether
Subset FVS parameterized by the size of a modulator to an S-pseudoforest has a
(randomized) polynomial kernel. Depending on the outcome, one can continue to ask
whether Subset FVS parameterized by the size of a modulator to an S-mock-d-forest
has a polynomial kernel, where an S-mock-forest is a graph where each vertex is con-
tained in at most one S-cycle, and an S-mock-d-forest is an S-mock-forest where the








In this thesis, we considered three NP-complete problems, namely Vertex Cover,
Edge Dominating Set and Subset FVS, and we studied whether these problems
have polynomial kernels for certain parameters. We started with our favorite prob-
lem Vertex Cover. Motivated by the large number of positive results regarding
kernelization algorithms parameterized by the size of a modulator [BS19, FS16, JB13,
KW12, MRS18], especially the results of Fomin and Strømme [FS16] and Bougeret
and Sau [BS19], we tried to generalize known results for kernelization algorithms with
respect to structural parameters that are a modulator to a given graph class C.
One result showed that there is a relation between the size of the largest minimal
blocking set of graphs in C, where C is a graph class that is closed under disjoint union,
and the size, respectively the existence, of a polynomial kernel for Vertex Cover
when parameterized by the size of a C-modulator (Theorem 4.1). More precisely, we
showed that Vertex Cover parameterized by the size of a C-modulator X does not
have a kernel of size O(|X|βC−ε) for any ε > 0 unless NP ⊆ coNP/poly, where βC is
the largest minimal blocking set size of a graph in graph class C. Furthermore, we
showed (tight) upper bounds for the largest minimal blocking set size for many graph
classes (Chapter 5) such as d-quasi-forests (Theorem 5.4) and graphs with elimination
distance at most d to a hereditary graph class C (Theorems 5.12 and 5.17). Using
the upper bounds on the largest minimal blocking set size, we were able to obtain
new kernelization results (Chapter 6). However, we also showed that bounded minimal
blocking set size alone is not sufficient to obtain polynomial kernels (Theorem 4.2).
Next, we considered the Edge Dominating Set problem which is on the one hand
similar to Vertex Cover and on the other hand very different. In a way, one can
see Edge Dominating Set as a Vertex Cover with pair-constraints, i.e., we have




for an integer c and want
to find a set P ′ ⊆ P of size at most k such that V (P ′) is a vertex cover of G. Now,
the “classical” Vertex Cover is the same as Vertex Cover with pair-constraints
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where c = 1 and Edge Dominating Set is the same as Vertex Cover with pair-
constraints where c = 2 and P = E. Surprisingly, we showed that Edge Dominating
Set is much more complicated than Vertex Cover when it comes to polynomial
kernelization algorithms for structural parameters.
We have seen, for example, that Vertex Cover still has a polynomial kernel when
parameterized by the size of a (Cforest, d)-modulator1 (Theorem 6.11) whereas Edge
Dominating Set has no polynomial kernel even when parameterized by the size of a
modulator to a disjoint union of P3’s unless NP ⊆ coNP/poly (Theorem 9.1). Further-
more, we can reduce every instance (G, k,X) of Vertex Cover to an instance with
O(|X|c) vertices if G − X contains only components of constant size at most c, but
we proved that for Edge Dominating Set even constant-size components in G −X
behave in a nontrivial way with respect to kernelization (Theorem 10.4). Furthermore,
it follows from the full classification (Theorem 10.4) that the graph class C1, consist-
ing of all graphs where every vertex has degree at most one, is the unique maximal
hereditary graph class for which Edge Dominating Set parameterized by the size of
a C-modulator has a polynomial kernel.
Although the existence of polynomial kernels for Vertex Cover and Edge Dom-
inating Set parameterized by structural parameters is very different, all our kernel-
izations have one thing in common. To reduce the number of connected components
in G −X, where X is the given modulator, we construct a bipartite graph and apply
the Hopcroft Karp algorithm. For Vertex Cover we used the bipartite graph to
mark connected components that have conflicts with a subset Z ⊆ X, i.e., connected
components where we have to use more vertices when Z has an empty intersection
with the solution, whereas for Edge Dominating Set we used the bipartite graph to
mark connected components that allow us to cover a subset Z ⊆ X without using |Z|
additional edges.
Finally, we considered the Subset FVS problem. We showed that Subset FVS
has a randomized polynomial kernel using the matroid based tools of Kratsch and
Wahlström [KW12]. This proves once more how useful these matroid based tools are
when it comes to kernelization algorithms for graph cut problems and feedback prob-
lems. Recall that the kernelization algorithm contains two separate preprocessing rou-
tines. First, we apply the preprocessing routine that changes the structure of the input,
more precisely, it reduces the number of S-edges (Section 13.4). Second, we apply the
kernelization algorithm that reduces to O(k|S|2) vertices (Section 13.3).
1Recall that given a graph G, a (Cforest, d)-modulator X ⊆ V (G) is a set of vertices such that the
elimination distance (for each connected component) of G−X to the class of forests is at most d.
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CHAPTER 16
OPEN PROBLEMS AND OUTLOOK
First, let us recall the most interesting open problems that arise from this thesis. Af-
terwards, we will give an outlook into further research directions, especially the use of
parameterized complexity in practical applications.
Open problems. We want to highlight some of the open problems and further re-
search directions that arise from this thesis.1 Regarding Vertex Cover, one of the
most interesting questions is whether we can unify all existing polynomial kernels by a
single parameter. Beyond that it would be nice to know the largest size of a minimal
blocking set of a graph G with d = vc(G) − (2lp(G) − mm(G)), for each fixed d ∈ N.
Could this bound be 2d+3? Note that a bound for the largest minimal blocking set size
of such graphs implies that the graph class C2lp−mm is f -solid and together with Theo-
rem 6.11 we would receive a polynomial kernel that generalizes all existing polynomial
kernels.
One drawback of our kernelization algorithms is that we reduce an instance (G, k,X)
of Vertex Cover to an equivalent instance (G′, k,X ′) such that |X ′| ∈ O(|X|c) for a
constant c and such that G′ − X ′ belongs to a graph class C for which we know that
Vertex Cover parameterized by the size of a C-modulator has a polynomial kernel.
Most likely, this is not the best possible kernelization algorithm because we ignore all
the information that we obtained during the preprocessing algorithm, which reduces to
an equivalent parameterized instance of Vertex Cover for which we know that there
exists a polynomial kernel. It would be interesting to obtain a polynomial kernel that
does not use the known kernelization algorithms or to find a way to use the information
that we figured out during the preprocessing.
For Edge Dominating Set one of the most important open problems is to obtain
a tight bound for the kernel size when parameterized by the solution size k. So far, the
1For a more detailed open problem discussion see Chapters 7, 11 and 14.
256 16. Open Problems and Outlook
best known kernelization algorithm reduces to a graph with at most max{12k
2 + 72k, 6k}
vertices and at most 827k
3 +O(k2) edges [Hag12], whereas we only know that we cannot
reduce to size O(k2−ε) for any ε > 0 unless NP ⊆ coNP/poly. Moreover, as further work
it would be nice to know whether Edge Dominating Set parameterized by the size of
a modulator X to a disjoint union of paths of length 3N0 + 1 has a polynomial kernel.
Analogously to the proof of Theorem 9.4 it is possible to show that one can reduce a
given instance (G, k,X) in polynomial time to an equivalent instance (G′, k′, X ′) where
G′ − X ′ has at most O(|X|) connected components and |X ′| ≤ |X|. The remaining
problem is to find a way to reduce the length of the paths in G′ −X ′.
Further research directions in the area of graph cut problems and feedback problems
could be to find either different (deterministic) tools to obtain polynomial kernels for
such problems or to find a way to avoid the randomness in the matroid based tools.
However, the most important open problems, regarding graph cut problems and feed-
back problems, are, whether Multiway Cut and Directed FVS have polynomial
kernels when parameterized by the solution size.
Another research direction is to consider other problems than Vertex Cover, Edge
Dominating Set or Feedback Vertex Set under structural parameters. A possible
candidate is the d-Hitting Set problem. It is well known that this problem is equiva-
lent to the Vertex Cover problem in hypergraphs where every edge contains at most
d vertices. Thus, this problem generalizes Vertex Cover. There are two possible
parameters. Given an instance (U,F , k) of d-Hitting Set one can choose as param-
eter a set X ⊆ U such that the instance (U \X,F ′) with F ′ = {F ∈ F | F ∩X = ∅}
corresponds to a hypertree. This parameter would be a lower bound for the solution
size. The other possible parameter is the size of a set X ⊆ U such that the instance
(U \X,F ′′) with F ′′ = {F \X | F ∈ F} is a hypertree. Observe that this parameter is
independent of the solution size.
Outlook. The idea behind parameterized complexity is to take advantage of the struc-
ture of NP-hard problems to obtain efficient algorithms for real-world instances and that
it will have a value to practical computation. However, over the years the focus of pa-
rameterized complexity turned more and more into primarily theoretical research. By
using the O∗ or nO(1) notation, one ignores the polynomial dependency of the input
instance. Besides, for kernelization algorithms we often do not compute the actual run-
ning time. There is no doubt that this is beneficial for the initial research of whether
there exists an fpt-algorithm or a kernelization for a parameterized problem and also to
reduce the exponential dependency of the running time or the kernel size, respectively.
But, most of the time there is no effort in optimizing the polynomial factor, neither for
fpt-algorithms nor for kernelization algorithms.2
Still, theoretical research is essential in order to make progress and to push the bound-
aries of the field itself. Especially for new problems, special cases and new parameters
for well-known problems, theoretical research can show which parameters are interest-
2Exceptions to this are, for example, Lokshtanov et al. [LRS18] and Iwata et al. [IYY18].
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ing in general, before trying to optimize algorithms. Additionally, while not seeming
to be useful for application, negative results can help in practice by showing which
efforts will be fruitless and can be discarded. Furthermore, for new techniques it is not
always obvious what their practical impact is right away and to which problems they
can be applied to. For example, the parameter treewidth turned out to be very useful
in optimal structure sequence alignment to specify the consensus structure of an RNA
family [SLM+05].
Nevertheless, one should not lose sight of the practical part. To maintain a deeper
relationship between parameterized algorithms and practice the Parameterized Algo-
rithms and Computational Experiments Challenge (PACE) was conceived. The first
challenge was 2016 and motivated, for example, Iwata to two papers about Feedback
Vertex Set where the focus was on the actual running time. In the first paper,
Iwata [Iwa17] showed that Feedback Vertex Set parameterized by the solution size
k has a polynomial kernel with 2k2 +k vertices and 4k2 edges and that one can compute
the reduced instance in time O(k4m), which is linear for constant k. Hence, this ker-
nelization algorithm is still practical for large instances if the parameter value k is not
too large. Using this kernelization algorithm and an LP-based branching he won the
first place of Track B (Feedback Vertex Set) in the 1st PACE challenge [DHJ+16].
In the second paper, Iwata and Kobayashi [IK19] showed that a branching algorithm
for Feedback Vertex Set parameterized by the solution size k that was developed
through the 1st PACE challenge and is empirically fast is also theoretically fast. More
precisely, they showed that this algorithm runs in time O(3.460kn). Note that this is the
currently fastest algorithm for Feedback Vertex Set parameterized by the solution
size. This paper was not only motivated by the 1st PACE challenge, but also from
empirical evaluations by Kiljan and Pilipczuk [KP18]. Their work shows that the use
of pruning techniques is much more important than the choice of the branching rules
to obtain fast algorithms. Overall, branching techniques seem to be a good choice to
obtain empirically fast algorithms. The top six submissions to this PACE challenge used
branching algorithms. All these branching algorithms start with simple preprocessing
to achieve, for example, that the graph has minimum degree three.
This shows that preprocessing is also very useful even when we do not reduce to an
equivalent instance whose size is bounded by a function in the parameter. It can be used
to obtain certain structures that allow us to, for example, obtain better branching algo-
rithms or other kernelization algorithms. This strategy is well known for fpt-algorithms
and was used, for example, by Lokshtanov et al. [LNR+14] to obtain an fpt-algorithm for
Vertex Cover above lp and by Cygan et al. [CPPW13a] to obtain an fpt-algorithm
for Multiway Cut above lp. Lokshtanov et al. [LNR+14] always reduce to a graph G
where the unique optimum solution to LP(G) assigns value 12 to all vertices and where
for all independent sets X ⊆ V (G) it holds that |N(X)| − |X| > 2. The fpt-algorithm
of Cygan et al. [CPPW13a] reduces to a graph G where the unique solution to the
LP-relaxation assigns value 12 to all neighbors of terminal vertices, zero to all other
vertices, and where the neighborhood of each terminal vertex is the unique minimum
cut separating this terminal from all other terminals.
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Observe that our reduction of the number of S-edges fits in this way of preprocessing.
Cygan et al. [CPPW13b] presented two algorithms for Edge Subset FVS. The first
one is a branching algorithm that runs in time 2O(k log |S|) · nO(1) and the second one
uses iterative compression and runs in time 2O(k log k) · nO(1). During the compression
step, they solve an instance of Disjoint Edge Subset FVS and they showed that
one can in polynomial time either reduce to an equivalent instance where the number of
S-edges is bounded by O(k3) or to ignore this instance. Now, using our preprocessing
algorithm to reduce the number of S-edges from Section 13.4, one can first reduce the
number of S-edges and then apply the simpler 2O(k log |S|) · nO(1) algorithm for Edge
Subset FVS which leads also to an algorithm that runs in time 2O(k log k) · nO(1).
In the Parts II and III we focused on structural parameters that are modulators to
tractable graph classes. These kind of parameters can be of great interest in practice
because they are embarrassingly parallelizable. For example, the most simple fpt-
algorithm for Vertex Cover when parameterized by the size of a feedback vertex set
X, first guesses the intersection of the solution with the set X and checks whether this
intersection is a vertex cover of X. Afterwards, we have to find a vertex cover in each
connected component that is sound with this guess, i.e., the neighbors of all uncovered
vertices in X must be in the solution. This can obviously be done in parallel for each
connected component.
Overall, it would be of interest to focus more on preprocessing algorithms that are
useful in practice, i.e., preprocessing algorithms that run in linear or quadratic time
and either reduce to a graph with a certain structure or to a small graph. Similar
to linear-time fpt-algorithms, one could develop linear-time kernelization algorithms.
Moreover, linear-time kernelization algorithms could also be interesting for problems
that are solvable in polynomial time, but not linear-time. This matches a new research
line called “FPT inside P” (cf. [GMN17]). The idea is to assign a parameter k to a
polynomial-time solvable problem and to find an algorithm that solves the problem in
linear time or at least faster than the best known algorithm, when the parameter k
is constant. Since big data becomes more and more important, the concept of “FPT
inside P” as well as linear-time preprocessing for such data sets is of interest.
Besides fpt-algorithms and kernelization algorithms, the concept of Turing kernels3
could be of huge interest in practice, especially if we can design Turing kernels in such a
way that we can solve many small instances in parallel. Hence, even if we know that a
problem has a polynomial kernelization but the time to compute such a kernel is cubic
or worse, a good way to obtain a practical algorithm is to try to obtain a linear-time
(or quadratic-time) Turing kernel.
3A Turing kernel for a parameterized problem Q ⊆ Σ∗×N is a polynomial-time algorithm that decides
whether a given instance (x, k) ∈ Σ∗ × N belongs to Q, when given access to an oracle that solves
instance (x′, k′) of Q with |x′|, k′ ≤ f(k), for some computable function f ; the size is f .
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