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BEHAVIOR OF EIGENVALUES
OF CERTAIN SCHRO¨DINGER OPERATORS
IN THE RATIONAL DUNKL SETTING
AGNIESZKA HEJNA
Abstract. For a normalized root system R in RN and a multiplicity function k ≥ 0 let
N = N +
∑
α∈R k(α). We denote by dw(x) = Πα∈R|〈x, α〉|k(α) dx the associated measure
in RN . Let L = −∆+ V , V ≥ 0, be the Dunkl–Schro¨dinger operator on RN . Assume that
there exists q > max(1, N2 ) such that V belongs to the reverse Ho¨lder class RH
q(dw). For
λ > 0 we provide upper and lower estimates for the number of eigenvalues of L which are
less or equal to λ. Our main tool in the Fefferman–Phong type inequality in the rational
Dunkl setting.
1. Introduction
On RN equipped with a normalized root system R and a multiplicity function k ≥ 0, we
consider a Schro¨dinger operator
L = −∆+ V (x),
where ∆ is the Dunkl Laplacian and V is a non-negative function which satisfies the reverse
Ho¨lder inequality:
(1.1)
( 1
w(B)
∫
B
V (y)q dw(y)
)1/q
≤ CRH
w(B)
∫
B
V (y) dw(y) for every ball B.
Here and subsequently,
(1.2) dw(x) =
∏
α∈R
|〈x, α〉|k(α) dx
is the associated measure. We shall assume that q > max(1, N
2
), where N = N +
∑
α∈R k(α)
is the homogeneous dimension. Following [8, p. 146, the assumption of the main lemma]
(see also [9, (4.1)] for its counterpart in the rational Dunkl setting) we define the auxiliary
function m(x) by the formula
(1.3)
1
m(x)
= sup
{
r > 0 :
r2
w(B(x, r))
∫
B(x,r)
V (y) dw(y) ≤ 1
}
.
The function m is well defined and satisfies 0 < m(x) <∞ for every x ∈ RN , see [9].
For λ > 0, we denote by N(L, λ) the number of eigenvalues of the operator L, counting
with their multiplicities, which are less than or equal to λ.
For a > 0 we define
(1.4) (Grid)a = {[0, a]N + an : n ∈ ZN}.
Our goal is to prove the following theorem.
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Theorem 1.1. Assume that V ∈ RHq(dw), where q > max(1, N
2
), and V ≥ 0. For λ > 0
we set
Eλ = {x ∈ RN : m(x) ≤
√
λ}.
LetM(λ) denote the number of cubes K from the (Grid)λ−1/2 (see (1.4)) such that K∩Eλ 6= ∅.
There are constants C1, C2, C3 > 0, which depend on R, N , q, k and the constant CRH (see
(1.1)) such that for all λ > 0 we have
(1.5) M(C−11 λ) ≤ N(L, λ) ≤ C2M(C−13 λ).
Let λ0(L) denote the smallest eigenvalue of L. There is a constant C4 > 0, which depends
on R, N , q, k and the constant CRH, such that
(1.6) λ0(L) ≥ C4 min
x∈RN
m(x).
Actually, one can take C4 = (C˜)
1/2, where C˜ is the constant from (2.12).
For classical Schro¨dinger operators with reverse Ho¨lder class potentials on RN behavior
of eigenvalues were studied in the seminal article Feffreman [8] and then continued by many
authors (see e.g.[10], [17], [18], [19], [20]). The present article takes inspirations from there.
2. Preliminaries and notation
In this section we present necessary definitions and lemmas (with references), which will
be used in the proof of Theorem 1.1.
2.1. Basic definitions of the Dunkl theory. In this section we present basic facts con-
cerning the theory of the Dunkl operators. For details we refer the reader to [5], [13], and [14].
We consider the Euclidean space RN with the scalar product 〈x,y〉 = ∑Nj=1 xjyj, where
x = (x1, ..., xN), y = (y1, ..., yN), and the norm ‖x‖2 = 〈x,x〉. For a nonzero vector α ∈ RN ,
the reflection σα with respect to the hyperplane α
⊥ orthogonal to α is given by
σα(x) = x− 2〈x, α〉‖α‖2 α.
In this paper we fix a normalized root system in RN , that is, a finite set R ⊂ RN \ {0}
such that R ∩ αR = {±α}, σα(R) = R, and ‖α‖ =
√
2 for all α ∈ R. The finite group G
generated by the reflections σα ∈ R is called the Weyl group (reflection group) of the root
system. A multiplicity function is a G-invariant function k : R→ C which will be fixed and
≥ 0 throughout this paper. Let
dw(x) =
∏
α∈R
|〈x, α〉|k(α) dx
be the associated measure in RN , where, here and subsequently, dx stands for the Lebesgue
measure in RN . We denote by
N = N +
∑
α∈R
k(α)
the homogeneous dimension of the system. Clearly,
w(B(tx, tr)) = tNw(B(x, r)) for all x ∈ RN , t, r > 0,
where B(x, r) = {y ∈ RN : ‖y − x‖ < r}. Moreover,∫
RN
f(x) dw(x) =
∫
RN
t−Nf(x/t) dw(x) for f ∈ L1(dw) and t > 0.
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Observe that there is a constant C > 0 such that
(2.1) C−1w(B(x, r)) ≤ rN
∏
α∈R
(|〈x, α〉|+ r)k(α) ≤ Cw(B(x, r)),
so dw(x) is doubling, that is, there is a constant C > 0 such that
(2.2) w(B(x, 2r)) ≤ Cw(B(x, r)) for all x ∈ RN , r > 0.
Moreover, there exists a constant C ≥ 1 such that, for every x ∈ RN and for every r2 ≥ r1 >
0,
(2.3) C−1
(r2
r1
)N
≤ w(B(x, r2))
w(B(x, r1))
≤ C
(r2
r1
)N
.
For a measurable subset A of RN we define
O(A) = {σα(x) : x ∈ A, α ∈ R}.
Clearly, by (2.1), for all x ∈ RN and r > 0 we get
w(O(B(x, r))) ≤ |G|w(B(x, r)).
For ξ ∈ RN , the Dunkl operators Tξ are the following k-deformations of the directional
derivatives ∂ξ by a difference operator:
Tξf(x) = ∂ξf(x) +
∑
α∈R
k(α)
2
〈α, ξ〉f(x)− f(σα(x))〈α,x〉 .
The Dunkl operators Tξ, which were introduced in [5], commute and are skew-symmetric
with respect to the G-invariant measure dw.
For fixed y ∈ RN the Dunkl kernel E(x,y) is the unique analytic solution to the system
Tξf = 〈ξ,y〉f, f(0) = 1.
The function E(x,y), which generalizes the exponential function e〈x,y〉, has the unique ex-
tension to a holomorphic function on CN ×CN . Moreover, it satisfies E(x,y) = E(y,x) for
all x,y ∈ CN .
Let {ej}1≤j≤N denote the canonical orthonormal basis in RN and let Tj = Tej . As usual,
for every multi-index α=(α1, α2, . . . , αN)∈NN0 = (N ∪ {0})N , we set |α|=
∑N
j=1αj and
∂α= ∂α1e1 ◦ ∂α2e2 ◦ . . . ◦ ∂αNeN ,
where {e1, e2 , . . . , eN} is the canonical basis of RN . The additional subscript x in ∂αx means
that the partial derivative ∂α is taken with respect to the variable x∈RN . By∇xf we denote
the gradient of the function f with respect to the variable x. In our further consideration
we shall need the following lemma.
Lemma 2.1. For all x ∈ RN , z ∈ CN and ν ∈ NN0 we have
|∂νzE(x, z)| ≤ ‖x‖|ν| exp(‖x‖‖Re z‖).
In particular,
|E(iξ,x)| ≤ 1 for all ξ,x ∈ RN .
Proof. See [11, Corollary 5.3]. 
Corollary 2.2. There is a constant C > 0 such that for all x, ξ ∈ RN we have
(2.4) |E(iξ,x)− 1| ≤ C‖x‖‖ξ‖.
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The Dunkl transform
Ff(ξ) = c−1k
∫
RN
E(−iξ,x)f(x) dw(x),
where
ck =
∫
RN
e−
‖x‖2
2 dw(x) > 0,
originally defined for f ∈ L1(dw), is an isometry on L2(dw), i.e.,
(2.5) ‖f‖L2(dw) = ‖Ff‖L2(dw) for all f ∈ L2(dw),
and preserves the Schwartz class of functions S(RN) (see [4]). Its inverse F−1 has the form
F−1g(x) = c−1k
∫
RN
E(iξ,x)g(ξ) dw(ξ).
Moreover,
(2.6) F(Tjf)(ξ) = iξjFf(ξ).
The Dunkl translation τxf of a function f ∈ S(RN) by x ∈ RN is defined by
τxf(y) = c
−1
k
∫
RN
E(iξ,x)E(iξ,y)Ff(ξ) dw(ξ).
It is a contraction on L2(dw), however it is an open problem if the Dunkl translations are
bounded operators on Lp(dw) for p 6= 2.
The following specific formula was obtained by Ro¨sler [12] for the Dunkl translations of
(reasonable) radial functions f(x) = f˜(‖x‖):
(2.7) τxf(−y) =
∫
RN
(f˜ ◦ A)(x,y, η) dµx(η) for all x,y ∈ RN .
Here
A(x,y, η) =
√
‖x‖2 + ‖y‖2 − 2〈y, η〉 =
√
‖x‖2 − ‖η‖2 + ‖y − η‖2
and µx is a probability measure, which is supported in the set convO(x), where O(x) =
{σ(x) : σ ∈ G} is the orbit of x. Let
d(x,y) = min
σ∈G
‖σ(x)− y‖
be the distance of the orbit of x to the orbit of y. We have the following elementary estimates
(see, e.g., [2]), which hold for x,y ∈ RN and η ∈ convO(x) :
A(x,y, η) ≥ d(x,y)
and 
‖∇y{A(x,y, η)2}‖ ≤ 2A(x,y, η),
|∂βy{A(x,y, η)2}| ≤ 2 if |β| = 2,
∂βy{A(x,y, η)2} = 0 if |β| > 2.
Hence
(2.8) ‖∇yA(x,y, η)‖ ≤ 1.
The Dunkl convolution f ∗ g of two reasonable functions (for instance Schwartz functions)
is defined by
(2.9) (f ∗ g)(x) = ck F−1[(Ff)(Fg)](x) =
∫
RN
(Ff)(ξ) (Fg)(ξ)E(x, iξ) dw(ξ) for x ∈ RN ,
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or, equivalently, by
(f∗g)(x) =
∫
RN
f(y) τxg(−y) dw(y) =
∫
RN
f(y)g(x,y) dw(y) for all x ∈ RN ,
where, here and subsequently, g(x,y) = τxg(−y).
2.2. Dunkl Laplacian and Dunkl heat semigroup. The Dunkl Laplacian associated
with R and k is the differential-difference operator ∆ =
∑N
j=1 T
2
j , which acts on C
2(RN)-
functions by
∆f(x) = ∆euclf(x) +
∑
α∈R
k(α)δαf(x),
δαf(x) =
∂αf(x)
〈α,x〉 −
‖α‖2
2
f(x)− f(σαx)
〈α,x〉2 .
Obviously, F(∆f)(ξ) = −‖ξ‖2Ff(ξ). The operator ∆ is essentially self-adjoint on L2(dw)
(see for instance [1, Theorem 3.1]) and generates the semigroup Ht of linear self-adjoint
contractions on L2(dw). The semigroup has the form
Htf(x) = F−1(e−t‖ξ‖2Ff(ξ))(x) =
∫
RN
ht(x,y)f(y) dw(y),
where the heat kernel
ht(x,y) = τxht(−y), ht(x) = F−1(e−t‖ξ‖2)(x) = c−1k (2t)−N/2e−‖x‖
2/(4t)
is a C∞-function of all variables x,y ∈ RN , t > 0, and satisfies
0 < ht(x,y) = ht(y,x),
∫
RN
ht(x,y) dw(y) = 1.
We shall need the following estimates for ht(x,y) - their two step proof, which is based on
Ro¨sler’s formula (2.7) for the Dunkl translations of radial functions (see [12]), can be found
in [3, Theorem 4.1] and [6, Theorem 3.1].
Theorem 2.3. There are constants C, c > 0 such that for all x,y ∈ RN and t > 0 we have
ht(x,y) ≤ C
(
1 +
‖x− y‖√
t
)−2(
max(w(B(x,
√
t)), w(B(y,
√
t)))
)−1
exp
(
− cd(x,y)
2
t
)
.
Theorem 2.3 implies the following Lemma (see [6, Corollary 3.5]).
Lemma 2.4. Suppose that ϕ ∈ C∞c (RN) is radial and supported by the unit ball B(0, 1). Set
ϕt(x) = t
−Nϕ(t−1x). Then there is C > 0 such that for all x,y ∈ RN and t > 0 we have
|ϕt(x,y)| ≤ C
(
1 +
‖x− y‖
t
)−2(
max(w(B(x, t)), w(B(y, t)))
)−1
χ[0,1](d(x,y)/t).
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2.3. Dunkl-Schro¨dinger operator. Let V ≥ 0 be a measurable function such that V ∈
L2loc(dw). We consider the following operator on the Hilbert space L
2(dw):
L = −∆+ V
with the domain
D(L) = {f ∈ L2(dw) : ‖ξ‖2Ff(ξ) ∈ L2(dw(ξ)) and V (x)f(x) ∈ L2(dw(x))}
(see [1]). We call this operator the Dunkl-Schro¨dinger operator. Let us define the quadratic
form
Q(f, g) =
N∑
j=1
∫
RN
Tjf(x)Tjg(x) dw(x) +
∫
RN
V (x)f(x)g(x) dw(x)
with the domain
D(Q) =
f ∈ L2(dw) :
(
N∑
j=1
|Tjf |2
)1/2
, V 1/2f ∈ L2(dw)
 .
The quadratic form is densely defined and closed (see [1, Lemma 4.1]), so there exists a
unique positive self-adjoint operator L such that
〈Lf, f〉 = Q(f, f) for all f ∈ D(L),
moreover,
D(L1/2) = D(Q) and Q(f, f) = ‖L1/2f‖L2(dw),
where L1/2 is a unique self-adjoint operator such that (L1/2)2 = L. It was proved in [1,
Theorem 4.6], that L is essentially self-adjoint on C∞c (RN) and L is its closure.
2.4. Auxiliary function m and the Fefferman-Phong type inequality. The results in
this subsection are proved in [9] and they will be used in the proof of Theorem 1.1. Some
of them are inspired by the corresponding results for classical Schro¨dinger operators (cf. [8]
and [16]).
Lemma 2.5 ([9, Lemma 3.8], see also [16, Lemma 1.2]). Assume that V ∈ RHq(dw), where
q > max(1, N
2
), and V ≥ 0. There is a constant C ≥ 1 such that for all x ∈ RN and
0 < r1 < r2 <∞ we have
r21
w(B(x, r1))
∫
B(x,r1)
V (y) dw(y) ≤ C
(
r1
r2
)γ
r22
w(B(x, r2))
∫
B(x,r2)
V (y) dw(y).
Lemma 2.6 ([9, Lemma 4.1], see also [16, Lemma 1.4]). Assume that V ∈ RHq(dw), where
q > max(1, N
2
), and V ≥ 0. There are constants C, κ > 0 such that for all x,y ∈ RN we
have
C−1m(y) ≤ m(x) ≤ Cm(y) if ‖x− y‖ < m(x)−1,
m(y) ≤ Cm(x)(1 +m(x)‖x− y‖)κ,
m(y) ≥ C−1m(x)(1 +m(x)‖x− y‖)− κ1+κ .
BEHAVIOR OF EIGENVALUES 7
For a cube Q ⊂ RN , here and subsequently, let d(Q) denote the side-length of cube Q.
We denote by Q∗ the cube with the same center as Q such that d(Q∗) = 2d(Q). We define a
collection of dyadic cubes Q associated with the potential V by the following stopping-time
condition:
(2.10) Q ∈ Q ⇐⇒ Q is the maximal dyadic cube for which d(Q)
2
w(Q)
∫
Q
V (y) dw(y) ≤ 1
(see [9, (4.7)]). It is well-defined (see the comment below [9, (4.7)] for details) and it forms
a covering of RN built from dyadic cubes which have disjoint interiors.
Fact 2.7 ([9, Fact 4.3]). Assume that V ∈ RHq(dw), where q > max(1, N
2
), and V ≥ 0.
There is a constant C > 0 such that for any Q ∈ Q and x ∈ Q∗∗∗∗ we have
C−1d(Q)−1 ≤ m(x) ≤ Cd(Q)−1.
Proposition 2.8 ([9, Proposition 4.4]). Assume that V ∈ RHq(dw), where q > max(1, N
2
),
and V ≥ 0. The covering Q defined by (2.10) satisfies the following finite overlapping
condition:
(2.11) (∃C0 > 0) (∀Q1, Q2 ∈ Q) Q∗∗∗∗1 ∩Q∗∗∗∗2 6= ∅ ⇒ C−10 d(Q1) ≤ d(Q2) ≤ C0d(Q1).
Lemma 2.9 ([9, Lemma 5.3]). For all j ∈ {1, 2, . . . , N}, g ∈ C∞c (RN), and f ∈ L2(dw)
such that its weak Dunkl derivative Tjf is in L
2(dw) we have Tj(fg) ∈ L2(dw). Moreover,
Tj(fg)(x) = (Tjf)(x)g(x) + f(x)∂jg(x) +
∑
α∈R
k(α)
2
αjf(σα(x))
g(x)− g(σα(x))
〈x, α〉
in L2(dw)-sense.
The following lemma is inspired by its counterpart for fractional laplacian [7, Lemma 9.6].
Lemma 2.10 ([9, Lemma 5.5]). Assume that V ∈ RHq(dw), where q > max(1, N
2
), and
V ≥ 0. There is a constant C > 0 such that for all j ∈ {1, . . . , N}, f ∈ L2(dw) such that its
weak Dunkl derivative Tjf is in L
2(dw), and Q ∈ Q we have
‖Tj(fφQ)‖L2(dw) ≤ C
((∫
Q∗
|Tjf(x)|2 dw(x)
)1/2
+
(∫
O(Q∗)
|f(x)|2m(x)2 dw(x)
)1/2)
.
The next theorem is a version of Fefferman–Phong inequality ([8, p. 146], see also
Shen [15], [16, Lemma 1.9]). It is the main result of [9].
Theorem 2.11 (Fefferman–Phong type inequality, see [9, Theorem 1.1]). Assume that V ∈
RHq(dw), where q > max(1, N
2
), and V ≥ 0. There is a constant C > 0, which depends on
R, k, N , q, and CRH, such that for all f ∈ D(Q) we have
(2.12)
∫
RN
|f(x)|2m(x)2 dw(x) ≤ CQ(f, f).
3. Ho¨lder bounds for Dunkl translation of radial function
The next lemma is a version of [3, Theorem 4.1 (b)] with the Dunkl heat kernel replaced
by the Dunkl translation of radial C∞c (R
N)-function. Its proof is similar to the proof of [3,
Theorem 4.1 (b)] and it is based on Ro¨sler’s formula (2.7).
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Lemma 3.1. Let ϕ ∈ C∞c (RN) be a radial function supported by the unit ball, that is,
ϕ(x) = ϕ˜(‖x‖), where ϕ˜ ∈ C∞c (−1, 1) is even. There is a constant C > 0 such that for all
x,y, z ∈ RN and t > 0 such that ‖y− z‖ < t we have
|ϕt(x,y)− ϕt(x, z)| ≤ C ‖y − z‖
t
(
max(w(B(x, t)), w(B(y, t)))
)−1
χ[0,2](d(x,y)/t).
Proof. The presence of the factor χ[0,2](d(x,y)/t) follows by Lemma 2.4. For s ∈ [0, 1] we
set ys = z+ s(y − z). By (2.7) we obtain
ϕt(x,y)− ϕt(x, z) = t−N
∫
RN
ϕ˜(A(x,y, η)/t)− ϕ˜(A(x, z, η)/t) dµx(η)
= t−N
∫
RN
∫ 1
0
d
ds
ϕ˜(A(x,ys, η))/t) ds dµx(η).
(3.1)
Clearly, there is an even function φ˜ ∈ C∞c (−1, 1), such that |ϕ˜′(x)| ≤ φ˜(x) for all x ∈ R.
Hence, by Cauchy–Schwarz inequality, (2.8), and (3.1), we obtain∣∣∣ d
ds
ϕ˜(A(x,ys, η))/t)
∣∣∣ = ∣∣ϕ˜′(A(x,ys, η))/t)∣∣ · t−1 · ∣∣〈∇ysA(x,ys, η), 2(y− z)〉∣∣
≤ C ‖y − z‖
t
φ˜(A(x,ys, η)/t).
(3.2)
Set φ(x) = φ˜(‖x‖). Combining (3.1) and (3.2) we obtain
|ϕt(x,y)− ϕt(x, z)| ≤ Ct−N‖y − z‖
t
∫
RN
∫ 1
0
φ˜(A(x,ys, η)/t) ds dµx(η)
= C
‖y − z‖
t
∫ 1
0
φt(x,ys) ds.
(3.3)
Finally, applying Lemma 2.4 and using the assumption ‖y − z‖ < t we get
φt(x,ys) ≤ C
(
1 +
‖x− ys‖
t
)−2(
max(w(B(x, t)), w(B(ys, t)))
)−1
χ[0,2](d(x,ys)/t),
which, together with (3.3) and (2.2), gives the claim. 
4. Proof of Theorem 1.1
Definition 4.1. By the smooth resolution of identity {φQ}Q∈Q associated withQ (see (2.10))
we mean the collection of C∞-functions on RN such that supp φQ ⊆ Q∗, 0 ≤ φQ(x) ≤ 1,
(4.1) |∂αφQ(x)| ≤ Cαd(Q)−|α| for all α ∈ NN0 ,
and
∑
Q∈Q φQ(x) = 1 for all x ∈ RN . The collection {φQ}Q∈Q is well-defined thanks to
Proposition 2.8.
The proof of Theorem 1.1 is partially based on [10, Theorem 4].
Proof of the first inequality in (1.5). By the min–max principle it is enough to find M(λ)-
dimensional subspace H of L2(dw) such that
(4.2) Q(u, u) ≤ C1λ‖u‖2L2(dw) for all u ∈ H.
Fix a small real number ε ∈ (0, 1) of the form ε = 2−s for some s ∈ N (it will be chosen
latter on). By the definition of M(λ), there are at least M(λ) cubes K ∈ (Grid)ελ−1/2 such
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that K ∩ Eλ 6= ∅. For any cube K ∈ (Grid)ελ−1/2 such that K ∩ Eλ 6= ∅ let ηK be a nonzero
smooth function supported by K such that
(4.3) |∂αηK(x)| ≤ Cα,ελ
|α|+N
2 for all α ∈ NN0 , x ∈ RN ,
(4.4) |ηK(x)| ≥ CλN2 for all x ∈ K∗
(here K∗ denotes the cube of the same center as K but two times smaller side-length). Since
the interiors of the cubes from (Grid)ελ−1/2 are pairwise disjoint, it is enough to check that
each of ηK satisfies (4.2). It is the standard fact that
(4.5) ‖Tjf‖L∞ ≤ C‖∂jf‖L∞ for all j ∈ {1, . . . , N} and f ∈ C1(RN)
(see e.g. [9, Lemma 5.5] for details). Therefore, by (4.5) and (4.3) we obtain
(4.6)
N∑
j=1
∫
K
|TjηK(x)|2 dw(x) ≤ CελN+1w(K).
Let xK be the center of K. Since K ∩Eλ 6= ∅, by Lemma 2.6 we get ε
√
Nλ−1/2 ≤ m(xK)−1
for ε small enough. Consequently, by the doubling property of the measure dw (see (2.2)),
Lemma 2.5, and the definition of m (see (1.3)) we obtain∫
K
V (x)ηK(x)
2 dw(x)
≤ CλN+1w(K) λ
−1
w(B(xK,
1
2
ελ−1/2))
∫
B(xK ,ε
√
Nλ−1/2)
V (x) dw(x)
≤ CελN+1w(K) m(xK)
−2
w(B(xK , m(xK)−1))
(
ε
√
Nλ−1/2
m(xK)−1
)γ ∫
B(xK ,m(xK)−1)
V (x) dw(x)
≤ CελN+1w(K).
(4.7)
By (4.6) and (4.7) we get
(4.8) Q(ηK , ηK) ≤ CελN+1w(K).
On the other hand, by (2.3) and (4.4) we have
(4.9) λN+1w(K) ≤ Cλ
∫
K
ηK(x)
2 dw(x).
Finally, (4.2) follows by (4.8) and (4.9). 
Proof of the second inequality in (1.5). By the min-max principle, it suffices to show the
existence of a subspace H of L2(dw) satisfying the following conditions: there exist constants
C2, C3 > 0 such that
(4.10) dimH ≤ C2M(λ),
(4.11) Q(u, u) ≥ C3λ‖u‖2L2(dw) for all u ⊥ H and u ∈ D(Q).
Let Ψ ∈ C∞c (RN) be a radial function such that
∫
RN
Ψ(x) dw(x) = 1 and supp Ψ ⊆ B(0, 1).
It follows from Corollary 2.2 that
(4.12) |FΨ(ξ)− 1| ≤ C‖ξ‖ for all ξ ∈ RN .
Set
Ψλ(x) = λN/2Ψ(λ1/2x).
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Let us consider Q ∈ Q. If Q∗∗∗ ∩ Ecλ 6= ∅, then thanks to Fact 2.7 we have m(x) > c
√
λ for
all x ∈ Q∗. Consequently, for any u ∈ D(Q) we have
(4.13) λ
∫
Q∗
|(uφQ)(x)|2 dw(x) ≤ c−2
∫
Q∗
|u(x)|2m(x)2 dw(x).
If Q∗∗∗ ∩ Ecλ = ∅, then Q∗∗∗ ⊆ Eλ, so m(x) ≤
√
λ for all x ∈ Q∗∗∗, and, by Fact 2.7,
d(Q) ≥ cλ−1/2. For such a cube Q we write
λ
∫
Q∗
|(uφQ)(x)|2 dw(x)
≤ Cλ
∫
Q∗
|(uφQ)(x)−Ψλ ∗ (uφQ)(x)|2 dw(x) + Cλ
∫
Q∗
|Ψλ ∗ (uφQ)(x)|2 dw(x)
=: S1 + S2.
(4.14)
By Plancherel’s formula (2.5), (2.6), and (4.12) we have
S1 ≤ Cλ
∫
RN
∣∣∣F(uφQ)(ξ)(1− F(Ψλ)(ξ))∣∣∣2 dw(ξ)
≤ Cλ
∫
RN
|F(uφQ)(ξ)|2λ−1‖ξ‖2 dw(ξ)
≤ C
∫
RN
N∑
j=1
|Tj(uφQ)(x)|2dw(x).
(4.15)
The first inequality in (4.15) can be thought as a counterpart of the pseudo-Poincare´ in-
equality (see [7], [21]). Using Lemma 2.10 we get
(4.16) S1 ≤ C
N∑
j=1
∫
Q∗
|Tju(x)|2 dw(x) + C
∫
O(Q∗)
|u(x)|2m(x)2 dw(x).
Fix a small real number ε > 0 (it will be chosen latter on). Let
β(Q) = {K ∈ (Grid)ελ−1/2 : K ∩Q∗ 6= ∅}.
Let xK denote the center of K ∈ β(Q). Set
HQ = span{Ψλ(xK , ·)φQ(·) : K ∈ β(Q)}.
Clearly,
dimHQ ≤ CNε−Ncard {K ∈ (Grid)λ−1/2 ∩Q∗ 6= ∅}.
Then, by the definion of the Dunkl convolution (see (2.9)), for u ⊥ HQ we have
S2 ≤ Cλ
∫
Q∗
∣∣∣ ∫
Q∗
∑
K∈β(Q)
χK(x)Ψ
λ(x,y)φQ(y)u(y) dw(y)
∣∣∣2 dw(x)
≤ Cλ
∫
Q∗
∣∣∣ ∫
Q∗
∑
K∈β(Q)
χK(x)
(
Ψλ(x,y)−Ψλ(xK ,y)
)
φQ(y)u(y) dw(y)
∣∣∣2 dw(x).(4.17)
Consider the integral kernel KQ(x,y) =
∑
K∈β(Q) χK(x)|Ψλ(x,y) − Ψλ(xK ,y)|. Then, for
fixed x ∈ Q∗, let K ′ be the unique one such that x ∈ K ′ ∈ β(Q). So, by Lemma 3.1, we
have
(4.18)
∫
KQ(x,y) dw(y) =
∫
|Ψλ(x,y)−Ψλ(xK ′,y)| dw(y) ≤ Cε.
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Now fix y ∈ Q∗. Applying once more Lemma 3.1, we obtain
KQ(x,y) ≤ C
∑
K∈β(Q)
χK(x)
‖x− xK‖
√
λ
w(B(y, λ−1/2))
χ[0,2](d(x,y)λ
1/2)
≤ Cε
w(B(y, λ−1/2))
χ[0,2](d(x,y)λ
1/2).
(4.19)
Consequently,
(4.20)
∫
KQ(x,y) dw(x) ≤ Cε.
Finally, thanks to Schur’s test, (4.18), and (4.20) we obtain
(4.21) S2 ≤ Cλε2‖uφQ‖2L2(dw).
Note that dim
(⊕
Q∗∗∗⊆EλHQ
)
≤ C2M(λ). Now, if u is orthogonal to the all Hilbert
spaces HQ for Q ∈ Q such that Q∗∗∗ ⊆ Eλ, by (4.14), (4.16), (4.21), and Proposition 2.8, we
conclude
λ‖u‖2L2(dw) ≤ Cλ
∑
Q∗∗∗∩Ecλ 6=∅
‖uφQ‖2L2(dw) + Cλ
∑
Q∗∗∗⊆Eλ
‖uφQ‖2L2(dw)
≤ C
∫
RN
|u(x)|2m(x)2 dw(x) + C
N∑
j=1
∫
RN
|Tju(x)|2 dw(x) + Cλε2‖u‖2L2(dw).
Now taking ε small enough and using the Fefferman–Phong inequality (see Theorem 2.11)
we obtain the claim. 
Proof of (1.6). Let f0 ∈ D(L) be a nonzero function such that Lf0 = λ0f0. Thanks to the
Fefferman–Phong inequality we have
min
x∈RN
m(x)2‖f0‖2L2(dw) ≤
∫
RN
|f0(x)|2m(x)2 dw(x) ≤ CQ(f0, f0)
= C〈Lf0, f0〉 = Cλ20‖f0‖2L2(dw),
(4.22)
so (1.6) follows. 
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