We have performed a differential, line-by-line, chemical abundance analysis, ultimately relative to the Sun, of nine very metal-poor main sequence halo stars, near [Fe/H]=−2 dex. Our abundances range from −2.66 ≤ [Fe/H] ≤ −1.40 dex with conservative uncertainties of 0.07 dex. We find an average [α/Fe]= 0.34 ± 0.09 dex, typical of the Milky Way. While our spectroscopic atmosphere parameters provide good agreement with HST parallaxes, there is significant disagreement with temperature and gravity parameters indicated by observed colors and theoretical isochrones. Although a systematic underestimate of the stellar temperature by a few hundred degrees could explain this difference, it is not supported by current effective temperature studies and would create large uncertainties in the abundance determinations. Both 1D and 3D hydrodynamical models combined with separate 1D non-LTE effects do not yet account for the atmospheres of real metal-poor MS stars, but a fully 3D non-LTE treatment may be able to explain the ionization imbalance found in this work.
INTRODUCTION
One of the major efforts in current research is to determine a more accurate age for the Milky Way as an independent test of modern theories of cosmology. Metalpoor globular clusters (GCs) are important in this effort as they are among the oldest objects in the Galaxy. A comparison of GC color-magnitude diagrams (CMDs) to theoretical isochrones can be used to determine GC distances and ages. Stellar evolution models were first developed for solar-metallicity stars but are now pushing towards calibration at lower metallicities. The calibration of these models requires one to define the location of the main-sequence (MS) as a function of metallicity via MS-fitting; however, to date there is only one star, HD 25329, with [Fe/H] < -1.4 dex and with an Hipparcos parallax (van Leeuwen 2007) and chemical abundance determination from high resolution spectroscopy (Beveridge & Sneden 1994) fitting. This lack of calibration stars introduces a great amount of uncertainty in the distance and age determinations for metal-poor GCs which we we aim to improve with our study. One of the key features for an accurate MS-fitting calibration is accurate distances and abundances for very low metallicity MS stars. Accurate parallaxes for metalpoor stars are now available in the first Gaia data release, which use the Tycho-Gaia astrometric solution (TGAS) (Michalik, Lindgren & Hobbs 2015; Gaia Collaboration 2016; Lindegren et al. 2016 ) to obtain parallaxes with typical uncertainties of 0.25 mas; however, even more accurate stellar parallaxes have been measured with the Hubble Space Telescope's (HST) fine guidance sensor (FGS) for nine very metal-poor dwarf stars (σ π = 0.11) and are presented in Chaboyer et al. (2017) . Our goal is to obtain accurate overall metallicities of the same very metal-poor MS stars with HST parallaxes to be used in MS-fitting.
We were motivated to use the robust technique of a line-by-line, differential abundance analysis, ultimately relative to the Sun, as it should provide abundances that are independent of log gf values. The iterative nature of this method was expected to provide excitation temperatures independent of line equivalent widths (EWs) and ionization balance for ionized and neutral species of the same elements. However, in the process we uncovered issues (e.g. non-ionization equilibrium and low spectroscopic gravities) that a 1D LTE analysis is incapable of resolving.
This paper is organized as follows. In §2 we present our target selection criteria and spectroscopic observations, in §3 we present the abundance analysis based on the EWs of Fe and α-element spectral lines and stellar model atmospheres. The differential abundance results are provided in §4 along with an error analysis and a comparison to the Dartmouth Stellar Evolution Program isochrones (Dotter et al. 2008, hereafter DSEP) . Finally, the significance of our findings is discussed in §5.
OBSERVATIONS

Target Selection
The release of the Hipparcos catalog (Perryman & ESA 1997) led to a renewed interest in using MS-fitting to determine distances to GCs (e.g. Reid 1997; Gratton et al. 1997; Pont et al. 1998; Chaboyer et al. 1998; Carreta et al. 2000; Grundahl et al. 2002; Gratton et al. 2003) . These studies generally found that the GCs were somewhat more distant, and hence younger than found in previous work. The location of the MS in a colormagnitude diagram is a sensitive function of the composition of the stars, and these main sequence fitting studies were hampered by the lack of very metal-poor stars ([Fe/H] −1.4 dex) which had accurate Hipparcos parallaxes.
The original Hipparocs parallaxes were reanalyzed by van Leeuwen (2007) leading to smaller uncertainties in the parallaxes. Unfortunately, even with this improved data, only one very metal-poor star (HD 25329) was found to have a parallax measured to better than 10% accuracy, suitable for MS-fitting. Having only one comparison star at low metallicity results in large uncertainties in distance determinations and therefore ages of metal-poor GCs. To alleviate this situation, we were awarded time on HST to obtain FGS parallaxes of nine very metalpoor stars with the goal of extending the range of metallicities below at least [Fe/H] = −2.3 dex for stars with well-determined parallaxes.
To select stars for the HST program, single, un-evolved (i.e. main sequence) stars that were very metal-poor were selected from the lists complied by Carreta et al. (2000) , Gratton et al. (2003) and Latham et al. (2002) . Based upon the increased number of stars with reliable parallaxes, and the fact that the HST parallaxes would have substantially smaller uncertainties than the Hipparcos parallaxes, we anticipated that the HST parallaxes would result in an improvement in the distance scale to metal-poor GCs by a factor of three compared to previous work. Long term radial velocity monitoring from Latham et al. (2002) was used to ensure the target stars are not members of multiple star systems. To ensure that the stars are on the main-sequence, we required that the target stars be faint (M V > 5.5) and/or have a large surface gravity (log g > 4.4 dex cm s −2 (henceforth, dex)) and also be fairly red in color (B − V < 0.55), all characteristics of MS stars. These specific cut-offs in absolute magnitude, surface gravity and color were based upon an examination of the properties of metal-poor MS stars in the DSEP theoretical isochrones. Since the Hipparcos parallaxes have relatively large uncertainties for these stars, surface gravity and color constraints helped to eliminate evolved stars (sub-giants and giant branch stars) from the sample.
Spectroscopic Observations
High resolution spectroscopy of the nine target stars were obtained between 2008 and 2012 using the Magellan Inamori Kyocera Echelle (MIKE) double spectrograph on the 6.5 meter Magellan II Clay telescope, at Las Campanas Observatory, and the High Resolution Echelle Spectrometer (HiRES) on the twin telescopes at the Keck Observatory.
Our MIKE spectra roughly cover the range of 3375-5000Å on the blue side and 4850-9160Å on the red side; however, small changes in the choice of grating tilt between runs can lead to the inclusion or exclusion of an order. The MIKE blue-channel spectra actually extend beyond 5000Å , but beyond 5000Å the spectra are not useful for abundance analysis, due to the presence of spectral ghosts; these ghosts result from internal reflections within the dichroic optical element. No spectral ghosts are detectable in the red-channel spectra. For all MIKE observations we employed a 0.5×5.0 arc second slit, with 2×1 binning, resulting in a measured spectral resolving power of R=48,000 for the red side and R=55,000 for the blue side.
The HiRES spectra consist of data from three CCDs in the plane of this single spectrograph; for our setup chips 1 through 3 cover the spectral range 4115-5600Å , 5650-7175Å , and 7235-8695Å respectively. Our HiRES observations employed a slit width of 0.574 arc seconds and 2×1 binning of the CCD pixels, which resulted in a measured average resolving power of R=70,500; however, significant degradation of the resolving power was seen from the center to the edges of the spectral orders. We note that the resolving power we have measured, for both spectrographs, is higher than cited in the manuals; this was likely a consequence of the good seeing at the time of observation.
We measured the per pixel S/N from the rms scatter of the blaze peak near 6730-6750Å using the IRAF splot routine; typically, our S/N values greatly exceed 100:1, permitting reliable measurement of EWs down to the 5mÅ level. Radial velocities (RVs) of the target stars were determined by cross-correlating our spectra with the Kurucz solar spectrum, using the IRAF fxcor routine; the measurement uncertainties ranged from 0.6 to 0.9 km/s. Heliocentric corrections to the measured velocities were obtained using the IRAF rvcorrect routine. A log of the spectroscopic observations along with HST F606W magnitudes and parallaxes appears in Table 1 .
ABUNDANCE ANALYSIS
We performed model atmosphere abundance analysis of our program stars in an iterative procedure, where the stellar temperatures (T eff ), [Fe/H] , [α/Fe] and microturbulent velocities were determined from the EWs of lines measured from the high S/N spectra. We used these T eff , [Fe/H] and [α/Fe] values, together with published photometric data, to determine the log g indicated by the DSEP theoretical isochrones. A check on the adopted isochrone log g is obtained from the [Fe/H] determined from Fe II lines, which are sensitive to the model atmosphere gravity.
In order to reduce systematic errors on [Fe/H] and [α/Fe] due to inaccurate line oscillator strengths (log gf values), we employed a line-by-line differential abundance analysis, relative to the same lines in the solar spectrum, similar to the method employed by Koch & McWilliam (2008) . This method may also provide some mitigation for a number of systematic errors, due to incomplete input physics in the analysis (e.g. blends, non-LTE effects, 3D hydrodynamical effects). This differential analysis is facilitated by the fact that the gravities of the halo dwarfs are close to the solar value, while their temperatures are not too far from the solar T eff of 5777 K (e.g. Cox 2000) ; however, irradiance measurements of Kopp & Lean (2011) indicate 5772 K for the Sun.
Although we determined spectroscopic model atmosphere effective temperatures, we also checked for consistency with temperatures indicated by photometric colors and color-T eff relations. The photometric values also provided initial T eff estimates for the iterative abundance analysis.
Since unsaturated lines, on the linear portion of the curve of growth, have the greatest sensitivity to abundance, an ideal differential abundance analysis would employ only such weak, unsaturated, lines in both the Sun and the metal-poor program stars. Typically, unsaturated lines in solar-temperature dwarf stars have an equivalent width below ∼30-50mÅ. However, lines that are 30-50mÅ in the Sun are in the 1-4mÅ range for our metal-poor dwarf stars. The need to measure the EW of such weak lines to high precision motivated the acquisition of very high S/N spectra for our metal-poor halo dwarf sample. Ultimately however, the differential abundance scatter obtained was higher than we desired and the number of 1-4mÅ lines was insufficient to adequately constrain the atmosphere parameters and final [Fe/H] for our program stars.
To address this problem, we chose to employ a standard star, with similar T eff and log g to the Sun, but intermediate [Fe/H] , in order to increase the number of unsaturated lines in the differential analysis. Fortunately, we had a high S/N spectrum of the nearby metal-poor dwarf, HIP 66815, suitable for this purpose. We also elected to include some stronger lines, which required an estimate of the microturbulent velocity.
One should note that the method of spectroscopic determination of stellar atmosphere parameters is not universally accepted. Sitnova et al. (2015) caution against use of excitation equilibrium for determining stellar surface temperatures due to NLTE effects and instead opt to use infrared flux method temperatures. Specifically, they find that their differential approach, relative to the Sun, is only capable of removing abundance trends as a function of excitation potential (EP) for stars with [Fe/H]≥ −1.5 dex and state that, for more metal-poor stars, the remaining trend is likely due to uncertainties associated with Van der Waals damping.
There are important differences between Sitnova et al. (2015) and this study that are able to address these issues. Sitnova et al. (2015) choose an upper limit for their EW measurements of 180 mÅ as an attempt to minimize the influence of damped lines on their results. As can be seen by the results of their differential analysis for metal-poor stars, this upper limit is still too high and their results are in fact influenced by the effects of damping. On the other hand, we use an upper limit of only 85 mÅ in our standard star, HIP 66815, and our metalpoor MS stars, which corresponds to an upper limit of 120 -130 mÅ in the Sun. The authors also only use lines with EP> 2 eV and see that when they include lines with lower EP they are able to remove the trend in abundance with EP in their differential method. We use lines covering the full range of EPs and, coupled with our more stringent EW upper limit, are able to resolve the issues presented by Sitnova et al. (2015) and remove abundance trends with excitation potential in our line-by-line differential abundance method.
Line Lists
We manually measured the EWs of Fe and α-element spectral lines for each of the nine target metal-poor stars using the IRAF 1 splot routine for Gaussian fits to the line profiles; typical EW uncertainties were found to be 3%, based on rms scatter around the best-fit profiles. Several of the lines appeared on adjacent spectral orders in which case the final value used in the analysis was the average of the two measurements. These repeated lines also provided estimates of our EW measurement uncertainty.
Weak lines were specifically chosen because they are sufficiently sensitive to elemental abundance while also being insensitive to line damping or broadening mechanisms. For both Fe lines and lines of α-elements, a lower limit of 8 mÅ was established due to the uncertainty in the placement of the continuum level; an upper limit of 85 mÅ was enforced to ensure the line behaved well in the linear portion of the curve of growth and wing damping did not affect the measurements. A total of 85 Fe lines were taken from the studies of McWilliam & Rich (1994) and McWilliam et al. (1995) supplemented with lines identified by Moore et al. (1966) with line parameters from the Kurucz online database 2 . A total of 36 α-element lines taken from Fulbright et al. (2007) were found to be suitable in the range of EW values. A final list of the measured EWs for Fe and α-elements are provided in Tables 2 and 3 , respectively. The line EWs for our standard stars, the Sun and HIP 66815, are listed separately in Table 4 .
Stellar Parameters and Atmospheres
The abundance indicated from the EW of each absorption line was computed using the abfind driver of the 2014 version of the spectrum synthesis program MOOG (Sneden 1973) . This analysis required the use of stellar atmospheres generated from the Kurucz grid of LTE models, with updated opacity distributions from Castelli & Kurucz (2004, henceforth Kurucz models) 3 . For the Sun we employed the scaled-solar, ODFNEW, Kurucz model. Since lines in the spectra of our metal-poor halo stars indicated α-element (e.g., O, Mg, Si, Ca, Ti) enhancements, near +0.4 dex, typical for their low metallicity, (e.g., Wallerstein 1962; Conti et al. 1967) , we employed for those the alpha-enhanced, AODFNEW, Kurucz models.
We note that the Kurucz metallicity parameter, indicated by [M/H] , is equal to the adopted [Fe/H] (and not the mass fraction of metals). For ODFNEW models the solar abundance distribution was scaled by [M/H], while for AODFNEW models the same scaling was applied, but the alpha-elements (O, Mg, Si, S, Ca, Ti) were increased by an additional +0.4 dex.
The model atmosphere effective temperature, T eff , for each program star was selected so that the differential abundance (ultimately relative to the Sun) derived from our Fe I lines was independent of line EP. Since this effective temperature estimate relies on the Saha-Boltzmann excitation of Fe I we call it the excitation temperature, or T ex . The use of excitation temperatures offers the advantage that they are independent of reddening. Furthermore, the average differential Fe I abundance, relative to the Sun, provides our choice of the model atmosphere metallicity.
Whilst the final stellar model temperatures employed in our abundance analysis were determined from excitation equilibrium of Fe I, the initial guess for effective temperatures was based on the (V−K) photometric colors for our stars, listed in the SIMBAD database (Deemin 1961; Hog et al. 2000; Mermilliod 1986; Sandage 1964) . Clearly, it is of interest to compare the excitation temperatures, based on the spectra, with the photometric T eff values, based on calibrations of broad-band colors.
Although the majority of the target stars are not significantly affected by reddening, it was noticed that HIP 87062 and HIP 98492 showed strong interstellar Na I (5890.0, 5895.9Å) lines requiring a reddening correction to the photometric colors. Of the remaining program stars, HIP 108200 showed some weak Na I interstellar absorption. Munari & Zwitter (1997) have calibrated a relation between interstellar Na I EWs and reddening that is most sensitive between 0.0 ≤ E B−V ≤ 0.4 with an accuracy of 0.05 mag to 0.15 mag depending on the separation of the stellar and interstellar lines, EW values, and quality of the measurement. As our data are of such high resolution it should not be the case that the stellar and interstellar lines would be blended and the largest reddening found in our stars is still rather low compared to the range covered by Munari & Zwitter (1997) we take 0.05 mag as the reddening uncertainty of our three reddened stars. The Na I EWs and corresponding reddening factors are provided in Table 5 .
These reddening values were applied where necessary to the photometric colors prior to determining the effective temperatures of the stars using color-temperature relations. We use the Winkler (1997) corrections to convert E(B-V) to E(V-K); as a result, the uncertainty of T eff for the stars without any reddening is ∼30 K. The uncertainty of T eff for the three stars affected by reddening are listed individually in Table 6 .
Because of the metallicity-dependence of the photometric color-temperature relations (redder colors occur at higher metallicity but also with lower temperature), it is necessary to determine both T eff and [Fe/H] iteratively, until both are consistent with the colors and spectra.
The photometric T eff calibration by Ramirez & Melendez (2005, henceforth RM05) for our six stars with zero reddening are, on average, ∼220 K hotter than the spectroscopic T ex , as indicated in column 2 of Table 6 . Because of this large temperature difference, if we employ the photometric V−K T eff for the model atmospheres we find a steep slope of Fe I abundance with line EP, leading to significant uncertainty of Fe I abundance. The photometric color-T eff calibrations of Casagrande et al. (2010, henceforth Cas10) result in even hotter stellar temperatures than RM05, some 415 K higher than our spectroscopic T ex , and give steeper slopes of Fe I abundance with EP. Figure 1 shows the [Fe I/H] abundance versus EP plot for HIP 54639, which shows the smallest difference between photometric and excitation temperatures, for three different model atmosphere temperatures: the Cas10 color-temperature, the RM05 color-temperature, and the spectroscopic T ex . The plots in Figure 1 demonstrate an enormous disagreement between temperatures based on photometric colors and those derived from the excitation of Fe I lines.
Given that the 1σ uncertainty in the determination of the spectroscopic temperatures is ∼25 K, one might ask whether the uncertainty in the reddening alone could account for this difference. A 0.01 mag change in E(B − V ) would result in a 12 K temperature shift. Therefore, with the average discrepancy between the spectroscopic and photometric temperatures, reddening corrections of ∼0.1 mag would need to be applied to account for the difference. These values are too high given the small uncertainty in the reddening correction. To be consistent, we have taken the excitation temperature as the final temperature used throughout the rest of this analysis.
Along the same lines of determining a spectroscopic excitation temperature, we find spectroscopic microtur- bulent velocity parameters, ξ, and surface gravities of our program stars. For the microturbulent velocity, we followed the usual procedure (e.g. Struve & Elvey 1934; Garz et al. 1969 ) of demanding that Fe I line abundances are independent of EW. Our reliance on weak, unsaturated, lines for the Fe I abundances of our program stars provides relative insensitivity to uncertainties on the exact value of ξ. For the surface gravities, we make an initial estimate based on 12.0 Gyr DSEP isochrones with Conti et al. 1967) . For this reason, we have employed the alpha-enhanced, AODFNEW, Kurucz model atmospheres in our abundance analysis. However, in order to check that our stars actually possess halo-like α-enhancements, we have measured the EWs of a number of lines from α-elements, and from those derive [α/Fe] abundance ratios in a line-byline differential analysis. T eff derived with Cas10 colortemperature relation. Center : T eff determined with RM05 color-temperature relation. Right: Tex derived by removing trend in abundance with EP. The large disagreement between photometric and excitation temperatures is clearly evident from the slopes of the left and center plots. The abundances derived using these photometric temperatures would depend heavily on line EP, whereas the excitation temperature provides abundances independent of line EP.
In order to use standard star HIP 66815 in our lineby-line differential abundance analysis, we first need to determine its atmosphere parameters, [Fe I/H] For our 1D LTE differential abundance analysis of HIP 66815 we require physical parameters for the solar atmosphere, including the microturbulent velocity. Here we adopt the solar T eff of 5777 K and log g of 4.4377 dex given by Cox (2000) . We have obtained the microturbulent velocity for the Sun in an absolute abundance analysis, using the Fe I line EWs and log gf values of Blackwell et al. (1995a,b) and Holweger et al. (1995) , as listed in Asplund et al. (2000) . While differences in the log gf scales of the Holweger and Blackwell groups gave slightly different solar Fe abundances, within each log gf scale the Fe abundance trend with EP was flat, indicating agreement with the solar effective temperature of 5777 K. A least squares fit of Fe I EWs versus absolute solar abundances, derived using the Asplund lines and Holweger log gf values, gave zero slope for a microturbulent velocity parameter of 0.99 km/s, with a formal 1σ uncertainty of ±0.07 km/s. Unfortunately, systematic errors made it impossible to simply include solar Fe I abundances found from the lines with Blackwell log gf values. Therefore, we have adopted a solar microturbulent velocity parameter rounded to 1.0 km/s.
HIP 66815 Atmosphere Parameters
Our initial physical atmosphere parameters for HIP 66815 were based on the Hipparcos parallax of 18.43±1.07 mas (van Leeuwen 2007), V=8.83, and 2MASS V−K and V−J colors of 1.44 and 1.10, respectively, suggesting T eff =5864 K and log g=4.50 dex using the RM05 color-temperature relations, and assuming a mass near 0.76 M , inferred from a 12 Gyr DSEP isochrone, appropriate for an old metal-poor halo star.
Notably, the color-temperature calibration of Cas10 would have indicated a higher temperature of 5974 K, for HIP 66815. We have also determined an excitation temperature for HIP 66815 by finding the model atmosphere yielding Fe I abundances independent of line EP. We only consider lines in HIP 66815 with EW less than 85 mÅ in order to avoid systematic errors arising from difficulties in measuring damped wings of the same lines in the Sun, typically near 120-130 mÅ. Accordingly, with α-enhanced Kurucz model atmospheres and 81 Fe I lines, we found an excitation temperature of 5822 K, with a 1σ uncertainty of 31 K, and a microturbulent velocity parameter of 1.33 km/s (see Figures 2 and 3) .
These parameters are relatively close to those found by Koch & McWilliam (2008 , who obtained T eff =5812 K, log g=4.41 dex, [Fe/H]=−0.76 dex, and ξ=1.13 km/s. This star was also analyzed by Fulbright (2000) and Sobeck et al. (2006) . Fulbright (2000) derived an excitation temperature, based on laboratory gf values and found T eff =5875K, with a 1σ uncertainty of 40K; a spectroscopic log g of 4.50 dex, was chosen by Fulbright (2000) Fulbright (2000) . Fulbright (2000) found a microturbulent velocity of 0.95 km/s for HIP 66815, lower than that found here.
We are encouraged by the good agreement between the excitation temperature and photometric temperatures, indicated by V−K and V−J photometry, based on the RM05 temperature-color relations. Therefore, we adopt the average of these three temperatures (from V−K, V−J, and T ex ), at T eff =5850 K and 1σ=24 K. We reject the photometric temperature indicated by the Cas10 calibration, as this is 152 K higher than our excitation temperature, nearly 5σ beyond our estimated uncertainties. Such a high temperature would impose a strong slope of Fe I abundance with line EP and make it difficult to determine [Fe/H]. Interestingly, Huang et al. (2015) found that the Cas10 T eff values were hotter than direct measurements by 131 K in a comparison of 69 dwarf stars. On the other hand, a disagreement is implied with Casagrande et al. (2011) , who claim no significant shift between their color-temperature scale and excitation temperatures.
The final adopted T eff of 5850K and [Fe/H] = −0.72 dex, consistent with the spectra, when combined with the 2MASS K-band magnitude and Hipparcos parallax are best fit with an 11 Gyr DSEP isochrone and logg = 4.48 dex.
For an alpha-enhanced Kurucz model for HIP 66815, with T eff =5850 K, log g=4. (N e ); an inexplicably low log g, by ∼0.38 dex, which could be due to a mass 60% lower than indicated by the isochrones, or to an under-estimated luminosity, due to a ∼55% error in the measured parallax, or an actual stellar radius 55% larger than the DSEP isochrones; a strong non-LTE over-ionization of iron, leading to low [Fe I/H]; or an under-estimated T eff by ∼150 K, perhaps due to non-LTE or 3D effects, also leading to low [Fe I/H].
Of these possibilities, an overestimated N e could result from an inappropriate [α/Fe] model atmosphere parameter. In Table 7 , we show the results of our differential chemical abundance analysis of HIP 66815, relative to the Sun, based on the EWs listed in Bensby et al. 2005; Fulbright et al. 2007) .
Regarding over-ionization of Fe I by non-LTE effects in HIP 66815, the calculations of Lind et al. (2012) show this is very small, near ∼0.03 dex, but negligible in a differential abundance of HIP 66815 relative to the Sun. Furthermore, the Lind et al. (2012) calculations also showed a negligible non-LTE effect (less than 10 K) on the de- rived excitation temperature. Negligible non-LTE differential corrections for Fe abundances in HIP 66815 are supported by the review of Mashonkina (2014) and the discussion in Section 4.2.
Interestingly, the non-LTE calculations of Bergemann et al. (2012) showed no significant errors in spectroscopically derived 1D-LTE Teff and logg for dwarf stars similar to HIP66815. The 1D-LTE Teff and logg should give an answer very close to the truth (∆T = 5 K, ∆log g = 0.02 dex). In the same paper, Bergemann et al. (2012) found an analysis of the 1D spatially averaged 3D (henceforth 3D ) solar model of Collet et al. (2011) indicated non-LTE corrections for Fe I lines always less than ∼0.02 dex (i.e. negligible). Similar 3D models are discussed further in Section 4.4.
Notwithstanding uncertainties regarding 3D model atmospheres, none of the effects listed above appears capable of explaining the 0.10 dex Fe ionization imbalance. However, it is possible that a combination of systematic effects might be the cause of the imbalance. For example, a 30 K, 1σ, increase in T eff reduces ∆Fe by 0.03 dex; a 2σ decrease in the parallax of HIP 66815 accounts for a further reduction of 0.04 dex; and a 0.02-0.03 dex non-LTE differential Fe over-ionization effect is not unreasonable. To aid in understanding the roles of systematic and random errors on the Fe ionization balance, it would be useful to consider Fe I and Fe II lines for all our program stars. Concerns about increased 3D effects at low metallicity would also be addressed with [Fe/H] 
DIFFERENTIAL LTE ABUNDANCE RESULTS FOR THE PROGRAM STARS
Similar to the analysis of HIP 66815 relative the Sun we performed a line-by-line differential abundance analysis of our program stars relative to HIP 66815, using the EWs listed in Tables 2 and 3 and the atmosphere parameters listed in Table 6 . The abundance ratios were normalized to the solar scale using our HIP 66815 chemical composition, given in Table 7 , with the final LTE [Fe/H] results listed in Table 8 . We remind the reader that α-enhanced, AODFNEW, Kurucz models were employed for both the program stars and the standard, HIP 66815, in the differential analysis. As will be discussed in Section 4.1, the use of isochrone gravities resulted in inconsistent Fe I and Fe II abundances for all of our stars. In order to approach ionization equilibrium, where Fe I and Fe II abundances are equal, it was necessary to use a log g that was, on average, 0.4 dex lower than that predicted by the DSEP isochrones. Because of this, in the following discussion we provide atmospheric parameters and abundances both with and without ionization equilibrium in Table 6 . In Tables 8  and 9 , the subscript IE indicates results for which the model atmosphere log g was found by forcing ionization equilibrium. Table 9 lists our LTE [X/Fe] ratios for alpha-elements, O, Mg and Ca. Due to the low metallicity, we were unable to detect O I lines in most of the program stars, and many of the Mg I lines. Typically, three Ca I lines were seen in our program stars; however, for our most metal-poor star, HIP 87788, only one Ca I line was detected. For our most α-enhanced star, HIP 98492, we measured five Ca I lines. Thus, our measured [α/Fe] ratios are strongly weighted by Ca I lines and our measured [Ca/Fe] ratios (with a mean [Ca/Fe] = 0.34 dex) are consistent with the enhanced [α/Fe] ratios of the MW halo (Sneden 2004 , and references therein).
Ionization (non-)equilibrium
As can be seen from Table 8 , our isochrone log g atmospheres gave [Fe I/H] abundance results significantly lower than [Fe II/H] for all of our stars; on average, the Fe I abundances were 0.27 dex lower than those from Fe II. This exceeds the ionization imbalance for HIP 66815 of 0.10 dex.
If the model atmospheres and spectral synthesis programs replicate stellar atmospheres perfectly then the Fe I and Fe II abundances should be the same. A solution to the ionization imbalance might be sought in non-LTE corrections, since non-LTE effects often overionize the minority neutral species, like Fe I, but leave the dominant, singly ionized species, Fe II, relatively unaffected, and result in a departure from ionization equilibrium (e.g. Athay & Lites 1972 
Section 4.2).
In LTE model atmospheres, the electron number density, N e , controls the strength of lines from the dominant ionization state (e.g., Fe II in our stars), and thus determines whether ionization equilibrium is obtained. While N e is strongly sensitive to the surface gravity, it is also sensitive to other effects, like over-all metallicity, the abundance of low-ionization species, such as α-elements, and temperature. Typically, Fe II lines are stronger in lower surface gravity models whilst Fe I line strengths do not change much with log g; because of this, it has become common practice to choose a spectroscopic gravity by finding the model atmosphere that results in ionization equilibrium.
In this analysis we have modified the model atmosphere gravity in order to approach ionization equilibrium. This has resulted in an average decrease in log g of 0.4 dex from the isochrone values. In LTE ionization equilibrium, our Fe II abundances are still, on average, 0.03 dex higher than the Fe I abundances, quite similar to the scale of the non-LTE abundance corrections. The non-LTE abundance corrections are discussed in greater detail, for various elements, in the next section.
NLTE corrections
Here, we consider the potential corrections, due to non-LTE effects, to be applied to our differential LTE abundances. Because our very metal-poor program stars lack strong line blanketing at blue and UV wavelengths, the path length of such photons is large. Thus, UV photons from hot regions of the stellar atmosphere can travel to, and be absorbed in, much cooler regions, and thereby affect the excitation and ionization populations of atomic species. To compute synthetic spectra in non-LTE requires a detailed consideration of radiative and collisional excitation and de-excitation rates for each level of the atom or ion, and consideration of radiation from the whole atmosphere. This is computationally much more taxing than the simple LTE situation where the total population of a species is derived from one atomic transition using the Saha-Boltzmann equation. In addition, it is unfortunate for the non-LTE case that collisional rates are normally not well known; in particular, the rate of collision with hydrogen atoms is parameterized with a scaling factor applied to the formula of Drawin (1968 Drawin ( , 1969 .
Since our differential, line-by-line, abundance analysis was performed relative to the solar spectrum, only the differential non-LTE corrections between the Sun and program stars need to be applied to our LTE abundances.
We first consider non-LTE effects on Fe because we employ Fe I and Fe II line abundances to constrain our model atmosphere parameters. We are encouraged by the extensive 1D non-LTE investigation of Lind et al. (2012) showing non-LTE corrections to the Fe I and Fe II abundances for our program stars are negligible, with no significant effect on the spectroscopically derived atmospheric parameters. Specific non-LTE calculations by Bergemann (2011 unpublished; but see also Bergemann & Norlander 2014) , showed ∼+0.06 dex non-LTE abundance corrections for Fe I lines used here; however, differential to the Sun, the non-LTE Fe I corrections are +0.02 to +0.03 dex higher than our LTE results. On the other hand, the non-LTE web tool INSPECT 5 program, v1.0 (see Lind et al. (2012) ), indicates non-LTE corrections for Fe I lines used in our program stars of only +0.01 dex. This magnitude for the non-LTE effect on Fe I abundances in our stars is supported by the review of non-LTE by Mashonkina (2014) .
Non-LTE corrections for the O I infrared triplet lines used in this analysis (at 7772, 7774, and 7775Å) have been computed for an extensive grid of FGK dwarf model atmospheres by Amarsi et al. (2016) . The results are similar to previous calculations (e.g., Fabbian et al. 2009; Sitnova et al. 2013 ). These non-LTE corrections increase strongly with temperature and with decreasing log g. Typically, the lower levels of the O I triplet lines are over-populated relative to LTE in our stars, so the LTE abundances are too high. However, since the non-LTE correction is larger for the Sun than for our, relatively cooler program stars, net positive corrections to the LTE [O/H] results are required for our program stars. For the three program stars where we were able to measure O I triplet line EWs, we have interpolated the grid of non-LTE corrections of Amarsi et al. (2016) to the appropriate atmosphere parameters; we also interpolated the grid of non-LTE O I corrections for the Sun. Consequently, the non-LTE oxygen abundance corrections for HIP 87062, HIP 98492, and HIP 103269 are −0.07, −0.13, and −0.05 dex, respectively. For differential abundance relative to the Sun the solar non-LTE correction, at −0.18 dex, must be subtracted. For our Mg I lines we consult Zhao & Gehren (2000) , who computed non-LTE corrections for a range of stellar parameters, encompassing the parameters similar to those of the stars studied here. These corrections are sensitive to temperature, with larger corrections in hotter stars. For the Mg I lines employed here, the Zhao & Gehren (2000) absolute non-LTE corrections are all near, or below, 0.10 dex; and, the non-LTE correction for the stars near 5200 K is 0.07 dex. The coolest star in Gehren et al. (2006) , with a temperature of 5070 K has a non-LTE Mg I correction of only 0.03 dex.
Relative to the Sun, the Mg I non-LTE effect in our metal-poor dwarf stars is reduced due to the solar non-LTE correction. Thus, our hotter program stars have a mean non-LTE Mg I differential correction of 0.07 dex, while for stars at 5200 K the differential correction is only 0.02 dex.
For non-LTE corrections to our Ca I LTE abundances we used the extensive compilation of Mashonkina et al. (2007) , whose computations cover most of the parameter space of our program stars and includes 16 Ca I lines, including good overlap with the lines employed here. While the solar non-LTE correction is small, near 0.02 dex, corrections for our program stars are all near 0.14 dex. Thus, a differential non-LTE correction of +0.12 dex should be added to our Ca I abundance values.
Abundance Uncertainties
In order to estimate systematic abundance errors, due to uncertainties in atmosphere parameters, we performed an error analysis in which we varied the atmospheric parameters by conservative quantities (T ± 50 K; logg±0.4 dex; ξ± 0.1 km/s; [M/H] ± 0.1 dex) and recomputed abundances in order to determine the effect each parameter may have on the final abundance ratios. We show the effects on three stars in Table 10 listed as the difference of the original abundance from the abundance with the modified parameters.
As indicated in Section 3.2 for star HIP 54639, a 1σ 50 K effective temperature uncertainty in the error analysis is conservative for the stars in our sample. By using the spectroscopic temperatures and requiring ionization equilibrium to determine surface gravities we find the spectroscopic surface gravity to be 0.4 dex lower than that predicted from the isochrones and assume a conservative offset of 0.4 dex as our maximum log g uncertainty. We also assume a possible microturbulent velocity uncertainty of 0.05 km/s.
The results provided in Table 10 may be used to estimate the systematic abundance uncertainties. We add in quadrature the average uncertainty from each parameter in Table 10 to determine the average systematic uncertainty. The actual uncertainties are likely to be smaller due to the covariance among parameters (McWilliam et al. 1995) . We find σ FeI = 0.07 dex and σ FeII = 0.18 dex for [Fe I/H] and [Fe II/H], respectively. The size of the 1σ uncertainty on [Fe II/H] is due mainly to the uncertainty incurred by the reduction in log g by ∼0.4 dex to obtain ionization equilibrium. The α-element abundance uncertainties are σ OI = 0.03 dex, σ Mg = 0.04 dex, and σ Ca = 0.05 dex, where the high uncertainty for [Mg/Fe] stems from the lack of available line measurements.
The stellar abundances for each star, including the total 1σ uncertainties, are provided in Table 11 . The uncertainties are found by adding quadrature the average systematic uncertainty and the rms uncertainty of the abundance for a given star. For stellar abundances that are measured from a single line, the rms abundance uncertainty is the average of rms abundance uncertainties for that species from stars with multiple lines measured (including HIP 66815).
3D Model Atmospheres
Although 1D stellar atmosphere models have improved over the years, for example by including updated atomic and molecular line list data, opacities, and a variety of chemical compositions (e.g. Castelli & Kurucz 2004; Gustafsson et al. 2008) , there are still issues with their assumption of full radiative equilibrium for dwarf metalpoor stars (Magic et al. 2013) and their dependence on an adjustable microturbulent velocity parameter inherent in the underlying mixing-length theory. Here, we use the Stagger grid of 3D hydrodynamic model atmospheres (Magic et al. 2013) to explore the effects of 3D model atmospheres on our derived abundances. We remind the reader that the 3D models are horizontally averaged versions of the full-3D hydrodynamic models, as described by (Magic et al. 2013) .
For the Sun, we employed the Fe I lines used in the full 3D analysis of Asplund et al. (2000) with the EWs measured here from the Kurucz solar atlas, and the Magic et al. (2013) 3D solar model. This analysis gave a solar Fe I abundance of 7.48 dex, higher than the 3D Asplund et al. (2000) value of 7.44 dex. Interestingly, the Kurucz solar model gives an Fe abundance of 7.44 dex from the same lines, in agreement with the full 3D results.
The line-by-line ratio of the individual Asplund et al. Figure 4 . This suggests that the 3D model is ∼150 K hotter than the full 3D model. Note that the slope in Figure 4 cannot be due to errors in log gf values, as these cancel-out in the 3D to 3D ratio. Unfortunately, the slope with EP means that the derived Fe I abundance, relative to the full 3D model, depends on the EP of the line employed and adds significant uncertainty to abundance measurements. If we employ the 3D excitation equilibrium to determine the model T eff for our program stars we must consider that the solar 3D excitation temperature is cooler than the actual solar T eff by 150 K. Such a cool solar 3D model results in lower Fe I abundances, by 0.08 dex, and an absolute mean Fe I abundance of 7.36 dex, with an rms scatter about the mean of 0.06 dex, for the lines used in the Asplund et al. (2000) analysis.
Clearly, the horizontally averaged 3D solar model atmosphere (Magic et al. 2013 ) fails to reproduce the full 3D Fe I abundances results of Asplund et al. (2000) . We note that this is cannot be due to differences in saturation between the 3D and 3D models, because the trend in Figure 4 is unchanged when only weak lines are considered and there is no clear trend in a plot of abundance differences with EW.
In order to estimate the effect of the 3D models on our results, we have computed line-by-line differential spectroscopic T ex , Fe I and Fe II abundances using the 3D models for our standard star, HIP 66815, and one representative program star, HIP 103269, which has good S/N and is slightly more metal-rich than many of the other program stars, so its lines are stronger, making the comparison of the effects of Kurucz versus 3D models easier to identify. A comparison of these 3D results with those computed with Kurucz models is presented in Table 12 . Presently, the uncertainties in Table 12 include random errors only and so should be combined, in quadrature, with the systematic errors discussed in section 4.3.
For our standard star, HIP 66815, the line-by-line differential abundance, relative to the Sun, using the Magic et al. (2013) 3D models, gave Fe I line excitation equilibrium for a model with T eff =5970 K; this is 120 K hotter than the excitation temperature derived using the Kurucz models. Notably, this higher temperature agrees well with the photometric V−K temperature derived using the Casagrande et al. (2010) calibration.
Our 3D abundance analysis of HIP 66815 gave [Fe/H]=−0.66 dex from 84 Fe I lines, but [Fe/H] = −0.59 dex from 13 Fe II lines. The scatter of both Fe I and Fe II lines, at 1σ=0.060 dex, indicates an error on the mean of 0.017 and 0.007 dex, respectively. Thus, the 3D model for HIP 66815, with the appropriate photometric gravity, did not provide ionization equilibrium. Compared to the HIP 66815 results from the Kurucz models, the 3D models gave T eff hotter by 120 K, [Fe I/H] higher by 0.06 dex , and [Fe II/H] higher by 0.03 dex. Neither grid achieved ionization equilibrium for the isochrone gravities, although the 3D models gave slightly closer Fe I and Fe II abundances.
For our program star, HIP 103269, the 3D model suggested an excitation temperature of 5580 K compared to 5300 K for the Kurucz model. Thus, the difference in ex- Magic et al. (2013) and the full 3D hydrodynamic model of Asplund et al. (2000) . The difference slope is independent of log gf value of the lines, and suggests that the 3D model is 150K hotter than the full 3D model. citation temperature between the two grids of model atmospheres appears to increase toward lower metallicity. For both HIP 66815 and HIP 103269 the Kurucz model excitation temperatures are close to the RM05 photometric values, while the 3D model excitation temperatures are close to the Casagrande et al. (2010) While the 3D models of Magic et al. (2013) provide abundances slightly closer to ionization equilibrium, the range of T eff , log g and [M/H] are not sufficient to properly include the parameters of our program stars; in particular, extra models with log g=5.00 at low metallicities would be most helpful.
Our calculations for Table 12 show that LTE abundance analysis using 3D model atmospheres gives hotter spectroscopic excitation temperatures than the Kurucz models, and that this T ex difference increases towards progressively more metal-poor stars. This is consistent with the results of Bergemann et al. (2012) , who concluded that LTE analysis of metal-poor stars using the 3D models leads to over-estimated T ex values. This resulted from large non-LTE corrections, increasing with decreasing line EP, in the cool regions of the upper atmospheres of the low-metallicity 3D models. Conversely, Bergemann et al. (2012) found small non-LTE corrections, roughly constant with line EP, when using the 1D MARCS models of Gustafsson et al. (2008) . Based on the work of Bergemann et al. (2012) , we conclude that the 3D models should only be used with non-LTE abundance analyses. For LTE abundance analysis the 1D results are preferred over 3D -LTE results; however, this does not mean that 1D LTE results are any closer to the truth than 3D models with full non-LTE analysis. which we present in Table 13 , we specifically used the atmosphere parameters and abundances found when we attempted to achieve ionization equilibrium. We find a median difference of -0.13 dex between the abundances determined in this study and those from previous studies (Ryan & Deliyannis 1998; Fulbright 2000; Gratton et al. 2003; Charbonnel & Primas 2005; Valenti & Fischer 2005; Ishigaki, Chiba & Aoki 2010; Boesgaard et al. 2011; Petigura & Marcy 2011; Sousa et al. 2011; Ishigaki, Chiba & Aoki 2012; Roederer et al. 2014) . It is important to note that the direct comparisons made in Table 13 are complicated by the fact that the studies do not use the same methodology nor do they make use of a consistent line list. As discussed in Hinkel et al. (2016) , group-to-group discrepancies could be minimized by using a homogeneous method, line list, and atmospheric parameters when performing an abundance analysis. As such, we have separated our comparisons based on methodology, specifically, the method in which the effective temperature is determined. Group 1 indicates studies that used the spectroscopic technique of finding T ex by minimizing the trend in Fe I abundance with EP while Group 2 indicates studies that used photometric colors to determine T eff .
Recently, Roederer et al. (2014) showed that this choice in methodology for determining stellar temperature creates a significant difference when comparing stellar atmosphere parameters and abundances; where essentially no difference is found between Roederer et al. (2014) and other spectroscopic T ex studies (∆T ex = −28 ± 161 K, ∆ log g= -0.24±0.41 and ∆[Fe/H] = −0.13 ± 0.22 dex from 80 stars), much larger and statistically significant differences are found when comparing to studies that use photometric temperatures (∆T eff = −185 ± 154 K, ∆log g= −0.57 ± 0.42 and ∆[Fe/H] = −0.21 ± 0.18 dex from 110 stars). We find similar results to Roederer et al. (2014) in our comparisons to Group 1 studies which use spectroscopic T ex with with a mean ∆T ex = −2 ± 184 K, ∆ log g−0.12±0.26 and ∆[Fe/H] = −0.14±0.11 dex. We also find larger differences between our study and those in using photometric temperatures in Group 2 with a mean ∆T eff = −226 ± 306 K, ∆ log g−0.50 ± 0.19 and ∆[Fe/H] = −0.20 ± 0.17 dex.
Comparison to DSEP Isochrones
There are several important implications of this work that stem from the overall improvement of accuracy in low metallicity stellar models. The accuracy of these models can be tested using metal-poor MS stars with accurate abundances and parallax measurements. We briefly discuss the level of agreement between our target star observations and the model isochrones from DSEP, but a more detailed analysis can be found in Chaboyer et al. (2017) .
Eight of the stars used in this study also have accurate HST parallaxes provided in Chaboyer et al. (2017) making them suitable candidates for MS-fitting. We performed a reduced χ 2 analysis in V and I similar to that done in the native HST filters by Chaboyer et al. (2017) in which the location of each star in a CMD is compared to a 12 Gyr isochrone with the given star's metallicity. The choice of age for the comparison isochrones should not affect the MS-fitting as the location of the MS is independent of age for a given metallicity. We find the median deviation of the isochrones from the target star observations to be 1.14σ for isochrones constructed using the VandenBerg & Clem (2003) color-temperature relation. The metallicity range of these stars may seem too large to be used in MS-fitting; however, it is important to note that, compared to the alternative of having only a single star from which to base our calibrations, this is a significant improvement.
In Figure 5 we show the absolute magnitude and reddening corrected colors of these eight stars in a CMD compared to 12 Gyr DSEP isochrones for their respective metallicities; we exclude HIP 80679 as it did not have an HST parallax measurement at the time this analysis was performed. HIP 98492 and HIP 87062 have been labeled in the figure as they are obvious outliers. The low isochrone log g we find for HIP 98492 along with a bright absolute magnitude (M −V < 5.5 mag) suggests that this star is actually a sub-giant, while the overly red color of HIP 87062 suggests that either we have underestimated the reddening by at least 0.1 mag or that HIP 87062 is an unresolved binary that was not filtered out properly. On the other hand, the agreement between the observed and predicted colors and magnitudes of the remaining six stars in Figure 5 suggests that, although we may be uncertain about the underlying atmospheric parameters, the DSEP models provide a good representation of these metal-poor MS stars and can be used with confidence in the MS-fitting of globular clusters.
DISCUSSION
We performed a detailed, line-by-line, differential chemical abundance analysis, ultimately relative to the Sun, for nine metal-poor dwarf stars, near [Fe/H] = −2.0 dex. A virtue of this method is the results are independent of line gf values. Additionally, use of this method should lessen the abundance uncertainty due to effects which may not be included in 1D LTE models (e.g. unidentified blends, non-LTE, 3D and chromospheres).
The spectrum synthesis program used here, MOOG (Sneden 1973) , includes reliable van der Waals damping constants from Barklem et al. (2000) , enabling calculation of synthetic line profiles for damped lines. However, we found it difficult to distinguish between subtle damped wings and weak blending features for lines larger than ∼130 mÅ in the intermediate comparison star, HIP 66815, and the Sun and therefore chose not to consider lines with EWs larger than this.
For a robust abundance analysis we targeted unsaturated lines, on the linear portion of the curve of growth, where the EW is directly proportional to the number of absorbers. Because of the large metallicity differ- (Sneden 2004 , and references therein). We conclude that our use of the AODFNEW, α-enhanced, Kurucz model atmospheres is reasonably consistent with the spectra. We note that HIP 108200 has the lowest non-LTE corrected [Ca/Fe] ratio, at +0.14 dex; thus, it is possible that this star belongs to the category of α-poor halo stars identified by Nissen & Schuster (1997 . Further chemical composition studies of HIP 108200 and HIP 87788 would be useful to check these findings.
We have found in this analysis that the spectroscopic gravities derived for these stars are smaller than those calculated from isochrones using a photometric colortemperature relation by ∼ 0.4 dex. Because Chaboyer et al. (2017) provides HST parallaxes for eight of these stars we can use these to calculate the gravities as another comparison. Using these parallaxes along with the apparent magnitudes and reddenings we can find the absolute magnitudes of the stars to be used in the following relation:
where the bolometric corrections (BC) are interpolated from the Table 3 of Flower (1996) assuming a mass of 0.8 M , M bol, = 4.74, T eff, = 5780 K, logg = 4.44 dex. In doing so we find the spectroscopic log g to be lower than those determined using stellar parallaxes by 0.31 ± 0.14 dex. This result is similar to that found in Roederer et al. (2014) , suggesting that the determination of low log g values might simply be an artifact of determining stellar atmosphere parameters spectroscopically, possibly due to systematic error in the 1D model atmospheres. If one takes the spectroscopic T ex and log g as correct, then the disagreement with the theoretical isochrones would indicate a very large error in the isochrone stellar radii. However, the comparison between observations and theoretical DSEP isochrones, in colormagnitude space, is reasonably good, with only small color shifts, of order 0.02 mag, required to bring them into agreement, supporting the isochrone results.
When ionization equilibrium is not enforced the Fe II line abundances are 0.1 to 0.3 dex higher than our Fe I abundances. While an increase in T eff of ∼300 K could bring the average of these Fe I and Fe II abundances into agreement, and would approximately satisfy photometric color-temperature relations (Alonso et al. 1999; Ramirez & Gonzalez 2005; Casagrande et al. 2010) , such an increase in T eff would result in a strong slope of abundance with EP and a large dispersion on the mean Fe abundance. We also note that the error analysis of Table 10 shows that a temperature increase of only 150 K for a typical program star, HIP 103269, would result in a decrease in the [Ca/Fe] not favor an increase of model atmosphere T eff to resolve the Fe ionization equilibrium problem. Because of this, we do not believe that our spectroscopically derived T ex are the source of our ionization imbalance nor can the difference be explained by non-LTE over-ionization of Fe I because the non-LTE corrections are quite small for our stars, in the range 0.01 to 0.03 dex (e.g. Lind et al. 2012) , at least in 1D.
We explored the possibility that 3D hydrodynamical model atmospheres may bring the isochrones and abundance analysis results into better agreement. Indeed, absolute analysis experiments (e.g. Bergemann et al. 2012) of 3D atmospheres (e.g. Magic et al. 2013) , give hotter temperatures, based on EP, than the corresponding 1D Kurucz models. In our analysis of the solar Fe lines using the Magic et al. (2013) 3D atmospheres we compared the 3D abundances with the full 3D results of Asplund et al. (2000) and found a trend with EP showing the 3D excitation temperature is 150 K cooler than the actual solar T eff . Our 3D analysis of HIP 66815 and HIP 103269 showed the 3D models gave hotter excitation temperatures than the Kurucz models, ranging from 100 K to 300 K going from solar metallicity to [Fe/H]∼−2. The [Fe I/H] metallicity scale of the 3D models is 0.07 dex higher than the Kurucz model grid. Unfortunately, the use of 3D models did not lead to Fe ionization equilibrium, although the higher temperatures alleviated part of the problem.
It is clear that 1D and 3D hydrodynamical models combined with separate 1D non-LTE effects do not yet account for the atmospheres of real metal-poor MS stars. We note, however, that the non-LTE treatment is more appropriately performed with fully 3D atmospheres, not the averaged 3D investigated by Bergemann et al. (2012) . Such averaged models are really 1D, where ionizing photons must travel from great depths to distort the excitation and ionization of atoms in cooler regions in upper layers. In the case of fully 3D non-LTE, hot rising bubbles could emit ionizing photons into horizontally adjacent cool regions, over much smaller distances than for the 1D case, possibly enhancing any non-LTE effects. Such a situation might lead to the ionization and excitation distortions apparent in this work.
The improved accuracy we were hoping to achieve in this work led us to perform a detailed differential abundance analysis on nine metal-poor dwarf stars, but ultimately highlighted issues regarding the log g comparison to isochrones. Given that separate non-LTE and 3D calculations do not predict the corrections needed to resolve the log g problem it is still possible that fully 3D hydrodynamics plus non-LTE may be at the root of the problem. However, with [Fe/H] values known to better than 0.1 dex and photometric observations that match theoretical isochrones within a small window of uncertainty we can now look forward to determining improved distances and ages of the oldest MW GCs. With Gaia projected to provide even more accurate parallaxes in the coming years, it will only be a matter of time before we can not only solve the log g problem but have an extensive set of metal-poor stars to use in future calibrations.
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