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Abstract
We establish the existence of Bogoliubov’s local scattering operators
for P (ϕ)2 models of constructive quantum field theory in a non-
perturbative way. To this end, we use the technique of evolution
semigroups to prove a new result on wellposedness of the Cauchy
problem for the time-dependent Schro¨dinger equation under very
general assumptions.
Zusammenfassung
Wir beweisen die Existenz von lokalen Streuoperatoren im Sinn von
Bogoliubov fu¨r P (ϕ)2-Modelle der konstruktiven Quantenfeldtheorie
ohne Anwendung sto¨rungstheoretischer Methoden. Zu diesem Zweck
beweisen wir einen neuen Satz u¨ber Existenz und Eindeutigkeit der
Lo¨sung des Cauchyproblems der zeitabha¨ngigen Schro¨dingergleichung
unter sehr allgemeinen Voraussetzungen und verwenden hierfu¨r die
Technik der Evolutionshalbgruppen.
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Introduction
Perturbative quantum field theory is a successful framework for the description of
high energy physics. In quantum electrodynamics, perturbative calculations lead
to amazing agreement with the experiments. For weak interactions the agreement
is still impressive. Physical quantities are expanded in formal power series in
‘physical’ parameters like the coupling constant. The terms of these expansions
are in general ill-defined, but by renormalization it is possible to obtain results
which are verified by the experiments to great accuracy.
However, on a conceptional level, it is not clear what an interacting quan-
tum field theory really is. The program of constructive quantum field theory was
started to clarify this point. Beginning in the late 1960s, physicists were look-
ing for models which satisfy a set of mathematically clear-cut axioms describing
what a quantum field theory could be [94]. Despite huge efforts and a lot of
interesting results for lower spacetime dimensions and simplified interactions, the
question whether a physically relevant quantum field theory in four dimensions
exists is still open. In the attempts to construct a SU(2) Yang-Mills theory, the
high energy behavior can be controlled by advanced methods of nonperturbative
renormalization [58], but it seems that the low energy behavior is much harder
to handle. The adiabatic limit is out of reach and thus also crucial quantities like
Schwinger functions which rely on global concepts.
Another irritating problem in quantum field theory is the failure to include
gravitational fields. Classical general relativity does not lead to a renormalizable
theory if ‘quantized’ analogously to the other fundamental forces. This might
give the impression that quantum field theory with its nonlocal concepts inherited
from quantum theory is not the right kind of theory to describe all fundamental
forces. In fact, one could conjecture that quantum field theory is an effective
theory and other approaches as for instance string theory and its generalizations
are better suited as basic theories.
But it might well be that a formulation of quantum field theory which incor-
porates locality in a fundamental way can overcome some of the aforementioned
problems. Quantum field theory on curved spacetimes turned out to be fruitful
as a testing ground. Because of the weakness of gravitation compared to the
electroweak and the strong interaction, it is a reasonable approximation to in-
corporate relativistic effects as a fixed background and to neglect back reactions.
1
2 Introduction
R. Brunetti, K. Fredenhagen and R. Verch have given a definition of quantum
fields in an intrinsically local and covariant way [9]. A rigorous formulation of
perturbation theory fits into this framework. It is independent of global concepts
and allows for an extension of perturbative renormalization to curved spacetimes
[7]. A central tool are the so-called local scattering operators. These opera-
tors arise in the Stu¨ckelberg-Bogoliubov-Epstein-Glaser renormalization theory
[6, 75]. In the context of the generally covariant approach, they can be considered
as generalized quantum fields and connect different quantum field theories. They
allow for a construction of the algebras of local observables for an interacting
theory from the free fields in the sense of formal power series. Here, only local
concepts come into play. Therefore, it would be interesting to investigate also
models of constructive quantum field theory in the generally covariant context.
The strategy is to construct the local scattering operators in a nonperturbative
way. This is the aim of the present work. The local scattering operators are
defined by the time evolution in the interaction picture for interactions localized
in compact spacetime regions and for a fixed frame of reference. Because of the
localization in spacetime, the Hamiltonian becomes time-dependent and the time
evolution is the solution of the associated time-dependent Schro¨dinger equation.
Even for the simplest constructive models, where the localized Hamiltonian can
be defined in the Fock space of the free fields, the existent theory on the well-
posedness of the Cauchy problem of the time-dependent Schro¨dinger equation
is not sufficient for our aims [95]. Therefore we develop a new result on well-
posedness of the time-dependent Cauchy problem for evolution equations of the
Schro¨dinger type. We obtain solutions which are sufficiently regular to show the
existence of the local scattering operators for P (ϕ)2 models. To our knowledge,
this is the first complete proof of existence of these objects in a quantum field
theory with nonlinear field equation. A different approach to a special case of our
result is due to W. Wreszinski and collaborators [96]. By our nonperturbative
existence result for local scattering operators, we relate a model of constructive
quantum field theory to the generally covariant formulation of quantum field the-
ory. From the rigorous local scattering operators one gets the algebras of local
observables as C∗-algebras and the interacting theory in a local way. The infrared
and the ultraviolet problem are disentangled. Hence, as an example, it is possible
to obtain the local net for a theory of free massless bosons in two dimensions, an
infrared divergent theory without vacuum state.
The methods of constructive quantum field theory have found numerous ap-
plications outside of quantum field theory [73]. We think that our new solvability
theorem for the time-dependent Schro¨dinger equation will also be applicable to
and useful in other branches of quantum theory.
The plan of this thesis is as follows:
In Chapter 1 we give a survey of the axiomatic and constructive approaches
to quantum field theory. We indicate the roˆle of local scattering operators S(g)
in perturbation theory. They are used to obtain the algebras of local observables.
3Because this construction turns out to be independent of perturbation theory, it
opens up the possibility to construct the local net via local scattering operators in
a constructive setting, that is without using perturbation theory. For this reason,
we propose a nonperturbative definition of the local scattering operators. They
are defined as being identical to the time evolution operator in the interaction
picture for a localized interaction, where the time evolution is evaluated over an
interval containing the time support of the interaction. To this end we need a
nonperturbative solution of the time-dependent Schro¨dinger equation.
The topic of Chapter 2 is the Cauchy problem for hyperbolic nonautonomous
evolution equations. The time-dependent Schro¨dinger equation is a special case
of this type of equations. We investigate the properties of the autonomous and
nonautonomous Cauchy problem and define various notions of solvability. Weak
solutions exist under very general assumptions, but are not sufficiently regular
to be interpreted in terms of an evolution operator or propagator. We present
the theory of wellposedness established by T. Kato and some of its implica-
tions. Due to technical difficulties, Kato’s theory is not applicable to the local-
ized Schro¨dinger equation arising in simple models of constructive quantum field
theory.
In Chapter 3 we relate the nonautonomous Cauchy problem to an autonomous
one by a technique due to J. Howland. We give a survey and clarify the notions of
solvability which arise naturally in this approach: mild solutions are associated
with the closure of a special operator G0 generating an evolution semigroup.
A new uniqueness and continuity result for weak solutions follows. However,
these techniques are not sufficient for the application we have in mind. We
generalize the setting by considering the situation where the closure of G0 is not
necessarily a generator. Choosing a certain extension of G0 with the generation
property, we arrive at the main result in this chapter (Theorem 3.21). This is new
result on the wellposedness of the time-dependent Schro¨dinger equation, where
we use approximative solutions. The main results of this Chapter are obtained
in collaboration with R. Schnaubelt and can be found in [77].
Chapter 4 is devoted to the existence of the local scattering operators for
P (ϕ)2 models. First, we demonstrate that the techniques of Chapter 2 are not
sufficient for our purpose. But with the existence theorem for approximative
solutions, we formulate sufficient conditions for the existence of local scattering
operators in Theorem 4.3. In particular, we derive an existence result for the
local scattering operators for P (ϕ)2 models, including cases of non-semibounded
polynomials P (λ). This shows the disentanglement of the ultraviolet and the
infrared problem which is the main advantage of this approach. As a special
case, we get a simple construction of the algebra of local observables for the
massless scalar field in two dimensions, a theory without ground state. Finally,
we indicate shortly what in our opinion could be interesting topics for further
investigations.
The Appendix provides some basic facts about P (ϕ)2 models, that is scalar,
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massive, polynomial self-interacting quantum field theories in two dimensions.
Moreover, we present an auxiliary result about the sum of maximally accretive
operators which we will find useful.
For our approach, we need a considerable amount of semigroup theory. For
an introduction to this topic we refer to Pazy’s monograph [67]. Another recom-
mendable reference is the book of Engel and Nagel [22]. The latter book contains
also an introduction to the theory of evolution semigroups. For the theory of
vector-valued integration see [100] or [17].
Notation
By X and Y we denote Banach spaces, B(X, Y ) is the space of bounded linear
operators from X to Y , and B(X) := B(X,X). In the chapters dealing mainly
with quantum field theory, we work in the setting of a Hilbert space H.
For intervals I ⊂ R, we set DI = {(t, s) ∈ I2 : t ≥ s} and Is = [s,∞) ∩ I for
s ∈ I. We consider various Banach spaces of X-valued functions: Lp(I,X), 1 ≤
p ≤ ∞, denotes the space of (equivalence classes of) strongly measurable func-
tions f : I → X such that ‖f‖pp :=
∫
I
‖f(t)‖p dt < ∞. The spaces C(I,X)
resp. Cn(I,X), are the sets of continuous resp. n-times continuously differen-
tiable functions endowed with the appropriate sup–norms. Frequently we use
the abbreviation Ep := L
p(I,X), sometimes we even omit the subscript p if the
meaning is clear from the context. By W n,p(I,X) we denote the Sobolev space
of vector-valued functions whose nth derivative is a function in Lp(I,X). A sub-
script ‘0’ (e.g. C0(I,X)) indicates that the functions of the corresponding class
vanish at infinity (if I is unbounded) and at finite end points of I which are not
contained in I. A subscript ‘c’ (e.g. Cc(I,X)) denotes a set of functions with
compact support in I . The set Cb(R, X) denotes the continuous functions which
are bounded in norm. By S we denote the Schwartz space of rapidly decreasing,
smooth functions. The translation operators are denoted by τσ : Ep → Ep,
τσf(t) =

f(t− σ) if t− σ ∈ I0 if t− σ 6∈ I.
The domain D(A) of a closed operator A on X is always endowed with the
graph norm of A. If the meaning is clear from the context, we omit the identity
operator 1. For example, we write the sum of an operator A with a multiple λ1 of
the identity operator as A+ λ. For a normal operator A we denote by ρ(A) ⊂ C
the resolvent set and by σ(A) ⊂ C the spectrum. For λ ∈ ρ(A), the resolvent of
A is R(λ,A) := (λ−A)−1. By C∞(A) we denote the intersection ⋂n∈ND(An).
The Poincare´ group is denoted by P and the open forward and backward
lightcone in Minkowski space by V+ resp. V−.
Frequently, we designate a generic constant by the letter c.
Chapter 1
Local Scattering Operators
Since the early days of quantum field theory, formal perturbation theory has
proved to be a reliable guide to high energy physics. In the last years, it was
possible to formulate perturbation theory in a way which is suitable to an un-
derstanding in the context of axiomatic quantum field theory. The effort leading
to this considerable improvement was motivated by an investigation of quantum
field theory on curved spacetimes [7, 46]. In this context, methods relying on
global symmetries are not applicable. Hence it is crucial to emphasize locality.
The appropriate framework of this approach is algebraic quantum field theory.
In particular, it is possible to define the local net of an interacting theory with-
out having to address the adiabatic limit first. Thus the ultraviolet and infrared
behavior of a theory can be studied independently of each other. A crucial ob-
servation for our work is that this mechanism, leading to the disentanglement of
high and low energy properties, is in fact independent of perturbation theory.
The central objects in these developments are the local scattering operators
S(g) which arise in the Stu¨ckelberg-Bogoliubov-Epstein-Glaser formulation of
perturbation theory. In this context, they are the generating functionals of the
time-ordered products. But it is possible to characterize the local scattering
operators directly as solutions of a time-dependent Schro¨dinger equation with an
interaction localized in a compact region of spacetime.
One may take a more abstract point of view. In the formulation of locally
covariant quantum field theories as covariant functors [9, 8], the local scattering
operators can be interpreted as generalized quantum fields and arise as natural
transformations in the sense of category theory.
In this chapter, we will shortly summarize the axiomatic approach to quantum
field theory. We will define the local scattering operators and describe their
relation to the algebras of local observables.
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6 Local Scattering Operators
1.1 Quantum field theory
As mentioned in the introduction, formal perturbative quantum field theory was
successfully applied to high energy physics. But there remains a logical puzzle:
Is quantum field theory the appropriate language for the description of nature
and a mathematically consistent theory at the same time?
To put the discussion of this question on solid grounds, a set of axioms is a
suitable starting point to clarify the assumptions and to test their consistency.
In the approach of G˚arding and Wightman [30], fields are distributions which
take values in the set of operators on a Hilbert space. An alternative formulation
emphasizes the algebraic structure of bounded operators representing observables
which are measurable in fixed spacetime regions. This formulation is due to Haag
and Kastler [43]. The two sets of axioms are not equivalent, there are theories
which fulfill the Haag-Kastler axioms but not the Wightman axioms. A gener-
ally covariant formulation of algebraic quantum theory was recently proposed by
R. Brunetti, K. Fredenhagen and R. Verch [9].
Having an axiomatic definition of quantum field theory at hand, one might
search for examples fulfilling the axioms and leading to a nontrivial scattering
matrix. Because of huge technical and conceptional difficulties, it was not possi-
ble to investigate theories which are expected to correctly describe physics with
interaction. The idea of constructive quantum field theory is to start with simpli-
fied models which are suitable for the development of skills necessary to address
the more difficult ones. Despite the enormous effort which was put into this
program, up to the time of writing it did not achieve its aim, the rigorous con-
struction of a Yang-Mills theory with the correct gauge group in four-dimensional
spacetime. Nevertheless, it was possible to construct interacting quantum field
theories fulfilling the Haag-Kastler or the Wightman axioms and to gain con-
siderable physical insights, not only concerning the existence question but also
for scattering theory, particle interpretation, phase space analysis. The methods
developed in constructive quantum field theory and nonperturbative renormaliza-
tion found further applications in other fields, for example in statistical or solid
state physics or the analysis of partial differential equations [73].
1.1.1 Axiomatic quantum field theory
The Wightman axioms state conditions for a quantum field theory which are close
in spirit to the traditional Hilbert space formulation of quantum physics. They
incorporate the requirements of special relativity by a unitary representation
of the Poincare´ group. On the other hand, the Haag-Kastler axioms start with
algebras of local observables. The Poincare´ group acts via automorphisms of these
local algebras, hence in this approach it is possible to discuss the implementability
of a Hilbert space representation afterwards.
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1.1.1.1 Wightman axioms
The Wightman axioms set the following framework for a quantum theory of fields:
Hilbert space The pure states are rays in a Hilbert space H with scalar product
(· , ·) which carries a unitary representation of the covering group P of the
Poincare´ group P = L ⋉ R4, where L denotes the proper, orthochronous
Lorentz group. There is exactly one vacuum state, that is a Poincare´-
invariant ray with U(a,Λ(α))Ω = Ω where a ∈ R4, α ∈ SL(2,C) = L.
The translations U(a, id) = eiPµa
µ
are generated by the self-adjoint energy-
momentum operators P µ. Their spectrum is a subset of the closed forward
lightcone V + = {p ∈ R4 : p2 ≥ 0, p0 ≥ 0}. This is the spectrum condition.
Fields For every Schwartz function f ∈ S(R4) the field ϕ(f) = ∫ ϕ(x)f(x)d4x
is an unbounded operator, defined on a dense set D ⊂ H common to all
ϕ(f) and invariant under their application. We say that the fields are
operator-valued distributions. The domain D contains the vacuum Ω and
is invariant under application of U(a,Λ(α)) for all a ∈ R4, α ∈ SL(2,C). In
general, there are several fields (type i) which may have several spinor or
tensor components (index λ). Hence the general expression for the fields as
operator-valued distribution are
ϕ(f) =
∑
i,λ
∫
ϕiλ(x)f
i,λ(x) d4x.
The set of fields contains with ϕ also its hermitean conjugate ϕ∗, defined
as a sesquilinear form via (ψ1, ϕ(x)
∗ψ2) = (ψ2, ϕ(x)ψ1), ψ1, ψ2 ∈ H.
Transformation properties Let α ∈ SL(2,C) and M (i)(α) be a finite-
dimensional representation matrix of α. The fields transform under P as
U(a, α)ϕiλ(x)U(a, α)
−1 =
∑
ρ
M
(i)ρ
λ (α
−1)ϕiρ(Λ(α)x+ a)
in the sense of distributions.
Causality If the supports of f and g are spacelike separated, then the fields
obey causal commutation relations: [ϕi(f), ϕj(g)] = 0 for bosonic fields or
[ϕi(f), ϕj(g)]+ = 0 with the anticommutator [·, ·]+ in the fermionic case.
Completeness Every operator on H can be approximated by linear combina-
tions of products of the ϕ(f).
Time-slice axiom There exists a dynamical law which allows for the computa-
tion of the fields at arbitrary times in terms of the fields in a small time
slice Ot,ǫ := {x ∈ R4 : |x0 − t| < ǫ}.
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One can formulate the axioms equally well in terms of the vacuum expectation val-
ues w(n)(x1, . . . , xn) = (Ω, ϕ(x1) . . . ϕ(xn)Ω), the so-called Wightman functions.
Given a set of tempered distributions {w(n)}, n ∈ N, fulfilling these axioms, one
can reconstruct the quantum fields and the Hilbert space H. The Schwinger func-
tions S(n) are the continuation of the Wightman functions to purely imaginary
times. The spectrum condition ensures the analyticity of the w(n). It is also pos-
sible to reverse the argument: Starting from the Euclidean Schwinger functions,
a Wightman quantum field theory on Minkowski space can be recovered if the
Schwinger functions {S(n)}, n ∈ N, satisfy the Osterwalder-Schrader axioms, see
for example [39].
1.1.1.2 Haag-Kastler axioms
To every finite, contractible open subset O of the Minkowski space one assigns
the set A(O) of bounded observables which can be measured inside of O. The
algebras of local observables A(O) are often defined in such a way that they are
C∗-algebras. The following axioms are imposed:
Isotony If O1 ⊂ O2 then A(O1) ⊂ A(O2).
Covariance There is a representation β of the Poincare´ group P by automor-
phisms: {a,Λ} 7→ β{a,Λ} such that if A ∈ A(O) then β{a,Λ}(A) ∈ A(ΛO+a).
Causality If O1 and O2 are spacelike separated, then A(O1) ⊂ (A(O2))′, that
is [A1, A2] = 0 for all A1 ∈ A(O1), A2 ∈ A(O2).
Time-slice axiom The algebra belonging to a neighborhood of a Cauchy sur-
face∗ of a region equals the algebra of the full region (existence of a hyper-
bolic equation of motion).
The quasilocal algebra A is the inductive limit ⋃OA(O), which can be defined if
the regions {O} form a directed set. This is the case for open, relatively compact
subsets of Minkowski space. If the algebras A(O) are C∗-algebras, we define
the quasilocal algebra by closure of the inductive limit in norm. Without loss of
generality we assume that A contains an identity 1.
A state ρ is a complex-linear functional onA which is positive and normalized,
that is it fulfills ρ(A∗A) ≥ 0 for all A ∈ A and ρ(1) = 1.
A state is invariant under a group G, represented by automorphisms β on A,
if it satisfies
ρ(βg(A)) = ρ(A).
for all g ∈ G.
For a given state one can get a representation of the quasilocal algebra on a
Hilbert space. This is the GNS construction, see [42].
∗A Cauchy surface is a subset of a region in spacetime, which is intersected exactly once by
every inextendible curve, which has no spacelike tangent vectors.
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Theorem 1.1. Let A be a C∗-algebra and ρ a state on A. Then there exist a
Hilbert space Hρ, a vector Ωρ and a representation πρ of A by bounded operators
on Hρ such that
ρ(A) = (Ωρ, πρ(A)Ωρ) for all A ∈ A.
The vector Ωρ is cyclic for πρ(A). If ρ is invariant under a group G then there
exists a representation Uρ(g) of elements g ∈ G by unitary operators on Hρ such
that
πρ(βg(A)) = Uρ(g)πρ(A)Uρ(g)
−1.
The vector Ωρ is invariant under G: Uρ(g)Ωρ = Ωρ, g ∈ G.
We see that the transition from the algebraic level to a Hilbert space repre-
sentation depends on the choice of a state. This choice is in general not unique
and one can get different inequivalent representations of the quasilocal algebra.
Often one also wants to impose a stability condition. Then one assumes
that the local algebra is a concrete algebra of operators on a Hilbert space and
the automorphisms belonging to the Poincare´ group are implemented by unitary
operators. The joint spectrum of the generators of the unitary representatives of
the translations should then be a subset of the forward lightcone. This assumption
corresponds to the spectrum condition of the Wightman axioms.
1.1.2 A generally covariant approach
Algebraic quantum theory emphasizes locality. But it is not suitable to incor-
porate the covariance property of general relativity. A recent approach of R.
Brunetti, K. Fredenhagen and R. Verch [9] generalizes the setting of algebraic
quantum theory in a generally covariant way, allowing for the definition of a
quantum field theory on all spacetimes of a certain class. We follow the pre-
sentation in [8]. A general covariant quantum field theory is considered as a
functor between two categories. The first one describes the local relations. Its
objects are certain topological spaces and its morphisms are structure preserving
embeddings. The second category provides the information about the algebraic
structure of observables. The standard choice for quantum physics is the category
of C∗-algebras where the morphisms are unital embeddings. In classical physics,
one considers Poisson algebras instead of C∗-algebras. Recently, also perturba-
tive quantum field theory was incorporated into this concept. Here one deals
with algebras which possess nontrivial representations as formal power series of
Hilbert space operators. The principle of algebraic quantum field theory states
that the functor A contains all physical information. Now we will put these ideas
in more exact terms. We consider the categories L and O.
The category L is defined in the following way: The class of objects, obj(L),
10 Local Scattering Operators
consists of all (d ≥ 2)-dimensional, smooth, globally hyperbolic† Lorentzian‡
spacetimes M which are oriented and time-oriented. For two members M1,M2 of
obj(L) the morphisms ψ ∈ homL(M1,M2) are chosen to be isometric embeddings
ψ :M1 →M2 which satisfy the following conditions:
(i) If γ : [a, b]→M2 is an arbitrary causal curve§ and γ(a), γ(b) ∈ ψ(M1) then
the whole curve lies in ψ(M1), i.e. γ(t) ∈ ψ(M1) ∀ t ∈ (a, b).
(ii) Every morphism preserves orientation and time-orientation of the embedded
spacetime.
Composition is defined to be the composition of maps and the unit element in
homL(M,M) is the identical embedding idM .
Now we define O: The class of objects, obj(O), is given by the unital C∗-
algebras A. The morphisms in homO(A,B) are the faithful, injective, unit-
preserving ∗-homomorphisms with the composition of maps. The unit element
in homO(A,A) for every A ∈ obj(O) is the identical map idA : A 7→ A, A ∈ A.
This choice of the categories L and O may be changed to fit to the physical
situation. In particular, for perturbation theory one would substitute the C∗-
algebras by general topological ∗-algebras.
Definition 1.2. A locally covariant quantum field theory is a covariant functor
A from L to O which has the covariance properties (denoting A(ψ) by αψ)
αψ′ ◦ αψ = αψ′◦ψ, αidM = idA(M)
for all morphisms ψ ∈ homL(M1,M2), all morphisms ψ′ ∈ homL(M2,M3) and all
M ∈ obj(L).
Moreover, a locally covariant quantum field theory described by a covariant
functor A is called causal if the following holds: Consider two morphisms ψj ∈
homL(Mj ,M), j = 1, 2, such that the sets ψ1(M1) and ψ2(M2) are not connected
by a causal curve in M . Then
[αψ1(A(M1)), αψ2(A(M2))] = {0},
where the element-wise commutation makes sense in A(M).
We will see that perturbative quantum field theory fits into this context and
allows for a formulation on curved spacetimes [7]. A crucial object are the local
scattering operators which fit into the generally covariant context as natural
transformations, as we will see in Section 1.2.
†A spacetime is globally hyperbolic if it has a smooth foliation in Cauchy surfaces.
‡A Lorentzian spacetime of dimension n has a Pseudo-Riemannian metric of
signature (1,n-1)
§A causal curve has no spacelike tangent vectors.
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1.1.3 Constructive quantum field theory
Axiomatic quantum field theory was developed to be a rigorous foundation for
the understanding of the dynamics of elementary particles. But in the early
1960s only the free fields were known to fulfill the axioms, thus showing their
consistency. But the main question, whether the idealizations involved in the
axioms result in a language suitable for practical purposes of elementary particle
physics, remained unanswered. Therefore, as a first step, simplified models were
examined. In the following, we will shortly review the development of constructive
quantum field theory, see [66, 87].
The rigorous construction of examples for interacting quantum field theories
is fundamentally affected by a famous result known as Haag’s Theorem [41].
Whereas in quantum mechanics every representation of the canonical commuta-
tion relations is unitarily equivalent to the Schro¨dinger representation, this is no
longer the case in a quantum field theory dealing with a system of infinitely many
degrees of freedom. The appearance of strange representations can be traced back
to the work of K. O. Friedrichs [28] and L. van Hove [92]. This turned out to be a
generic situation and has consequences for the proposal to construct interacting
quantum field theories starting from free fields.
Theorem 1.3. Let ϕ be a free field on a Hilbert space H with Hamiltonian
H0. Let the space translations be implemented by unitary operators U(~x) =
U((0, ~x), id). Assume that there is an operator-valued distribution ϕ˜ which satis-
fies:
(i) coincidence with the free field at t = 0: ϕ˜(x)↾x0=0= ϕ(x)↾x0=0 and
∂0ϕ˜(x)↾x0=0= ∂0ϕ(x)↾x0=0;
(ii) translation covariance: U(~y)ϕ˜(x0, ~x)U(~y)−1 = ϕ˜(x0, ~x− ~y);
(iii) existence of the Hamiltonian: There is a self-adjoint operator H on H such
that ϕ˜(t, ~x) = eitH ϕ˜(0, ~x)e−itH .
Then H and H0 differ only by an additive constant and ϕ˜ = ϕ.
Thus, if one wants to work in the usual Fock space and to avoid dealing with
strange representations, it is convenient to break the translation symmetry. This
is done by placing the system under consideration in a finitely extended box V
or by replacing the coupling constant by a compactly supported smooth function
g on spacetime.
But another cut-off turns out to be necessary. The models are inspired by
simple interaction Lagrangians built from the free field. To obtain the Hamilto-
nian as a well defined operator one has to introduce a high-momentum cut-off κ
by keeping only the frequencies ≤ κ in the Fourier transform of the free field.
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In this way the cut-off Yukawa theory Y4 with the Hamiltonian
Hκ,V = H0,B,V +H0,F,V + λ
∫
V
: ψ+κ (~x)ψκ(~x) : ϕκ(~x) d
3x
was investigated by O. Lanford in [53]. Here ψ is a fermion field and ϕ is a
boson field. By H0,B,V and H0,F,V we denote the free fermionic resp. bosonic
Hamiltonians in a box V with periodic boundary conditions. The colons denote
Wick ordering, a prescription for the proper multiplication of the operator-valued
distributions. An example where the coupling is of higher degree in ϕκ than
the free Hamiltonian is the cut-off (ϕ4)4 model studied by A. Jaffe [48]. The
Hamiltonian is given by
Hκ = H0 + λ
∫
g(~x) : ϕ4κ(~x) : d
3x.
In both models self-adjointness and semiboundedness of the Hamiltonians have
been established. Moreover, uniqueness of the vacuum was proved.
The next step in the construction of the quantum field theories would be the
removal of the cut-offs V → R3 resp. g → const. and κ → ∞. The limiting
theories should satisfy the Wightman or Haag-Kastler axioms. But passing to
this limit was impossible without a further significant simplification: The number
of spacetime dimensions d had to be reduced to d = 2 and later d = 3. This
is mainly related to the high-energy behavior of the theories which affects the
κ → ∞ limit. One has to add κ-depending terms to the Hamiltonian which
diverge in the limit, renormalization is necessary.
Denote by Hren the renormalized Hamiltonian and indicate the number of
spacetime dimensions by a subscript. From formal perturbation theory the fol-
lowing behavior was predicted and confirmed by rigorous calculation [35]. In
the (ϕ2n)2 model on two-dimensional spacetime, one finds D(Hren) ⊂ D(H0).
In this case, Wick ordering is sufficient to renormalize the Hamiltonian. Apart
from that, only a finite constant has to be added which corresponds to a finite
shift of the vacuum energy. For the mass shift model (ϕ2)3 the form domain of
the renormalized Hamiltonian is still contained in the form domain of the free
Hamiltonian D(H
1/2
ren ) ⊂ D(H1/20 ), but for H0 and Hren themselves the inclusion
of the domains is no longer true. For the models (ϕ2)4 and Y2 even the form
domain of Hren is not contained in the form domain of the free Hamiltonian, only
D(Hren) ⊂ H remains valid. The Yukawa model Y2 needs infinite vacuum-energy
and boson-mass renormalizations in the Hamiltonian. Even more singular are Y3
and (ϕ4)3. These models on three-dimensional spacetime need an infinite wave-
function renormalization: The domain of Hren is no longer a subset of the Hilbert
space H which is the Fock space of the free fields.
The models we mentioned up to now are superrenormalizable, that is, the
counterterms are polynomials in the coupling constant and the degree of the di-
vergences gets less severe in higher orders of perturbation theory. In this context,
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the Hamiltonian strategy led to some considerable insights. The idea is to de-
scribe an interacting theory by a construction of its dynamics in a Hilbert space.
The easiest model where the Hamiltonian strategy is applicable is (ϕ4)2. Up to
the middle of the 1970s it was known that the model exists without any cut-offs.
It fulfills the Haag-Kastler axioms and most of the Wightman axioms [37]. These
results were extended to the technically more difficult P (ϕ)2 models, where P (λ)
is a semibounded polynomial of degree ≥ 4. Moreover, some features of Y2 and
(ϕ4)3 were accessible via the Hamiltonian strategy [34, 36].
Already in this work it turned out to be very useful to investigate the Hamil-
tonian H via its associated semigroup (e−tH)t≥0. This can be regarded as a
Euclidean method since it follows formally from the substitution t → −it. But
this was only the beginning of a powerful Euclidean approach [89] to construc-
tive quantum field theory. This method is based on the fundamental correlations
between boson quantum field theory and probability theory, the analyticity prop-
erties of the Wightman functions and the Schwinger functions as their Euclidean
counterpart and, last but not least, the connection between Euclidean quantum
field theory and classical statistical mechanics. Soon the study of Hamiltonians
was abandoned in favor of the direct examination of the Schwinger functions via a
Euclidean Gell-Mann-Low formula. The Schwinger functions are defined by func-
tional integrals as moments of a certain probability measure on a function space.
For their rigorous construction, one starts again from a regularized theory with
cut-offs. For the removal of the cut-offs powerful renormalization methods were
developed: correlation inequalities and the cluster expansion. By these methods,
up to the beginning of the 1980s superrenormalizable models where under control.
Examples are P (ϕ)2, Y2, the Sine-Gordon model (sin ǫϕ)2 and the Hoegh-Krohn
model (eαϕ)2 in two dimensions. Further examples in three dimensions are (ϕ
4)3
and Y3. For these examples on two- and three-dimensional spacetime the exis-
tence of the Schwinger functions was proved, they define a quantum field theory
with nontrivial scattering operator. One can analyze the particle spectrum and
the equations of motion. Moreover, one can investigate phase transitions and
symmetry breaking, and one finds Borel summability of a formal power series
expansion. Thus the relation to perturbation theory is well understood.
In four dimensions there are new challenges. The counterterms are only known
as formal power series in the coupling constant. An example for a renormaliz-
able model which is no more superrenormalizable is λ(ϕ4)4. In this situation one
needs a new technique, the renormalization group, which goes back to ideas of
Wilson and Kadanoff. The integration over the function space is performed by a
sequence of integrals with a fixed momentum scale. One can relate the countert-
erms to different momentum scales via the flow equation. This method works for
models which are asymptotically free, the coupling decreases for high momenta.
However, λ(ϕ4)4 is not asymptotically free for positive coupling constant λ. But
for negative coupling it is, and a rigorous construction was given in [32]. But it
is no physical model as it seems to be impossible to recover the quantum field
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theory on Minkowski space via the Osterwalder-Schrader reconstruction.
Renormalization group methods were successfully applied to the Gross-Neveu
model in two dimensions, a model with quartic fermion interaction of several
flavors [31]. Moreover, it was possible to investigate gauge theories in three and
four dimensions, see [3, 4] and related papers by T. Balaban. In this program a
Yang-Mills theory is investigated in a finite volume. With lattice regularization
and block spin transformations, the high-energy limit of gauge-invariant observ-
ables as smoothed Wilson loops is tackled. But it seems that Balaban’s ideas
are not directly applicable to the Schwinger functions. These are the subject
of the work of J. Magnen, V. Rivasseau and R. Se´ne´or [58] for an SU(2) Yang-
Mills theory in finite Euclidean volume. Here the ultraviolet problem seems to
be under control. But for large volumes there are problems with the appearance
of large fields, which at the moment seem insurmountable. Without control of
the adiabatic limit, there is no possibility to define the interacting theory via its
Schwinger functions.
Thus a local approach is expected to lead to an improvement of the under-
standing of interacting quantum field theory in the constructive context. Despite
the fact that there are a lot of technical and even conceptional questions open,
it would be interesting to develop a strategy to disentangle the infrared and the
ultraviolet problem. This decoupling was achieved in the context of perturbation
theory, but it is possible to carry over the main idea to constructive quantum
field theory. The interacting theory is obtained via the local net [7], thus the
theory is fixed without the need for a vacuum state or related global concepts.
A crucial tool are the local scattering operators which we introduce in the next
section.
1.2 Local scattering operators
As in constructive quantum field theory, in the Bogoliubov-Stu¨ckelberg-Epstein-
Glaser formulation of perturbation theory problems with Haag’s theorem are cir-
cumvented by replacing the coupling constant by a compactly supported, smooth
function g. The time evolution for the localized Hamiltonian in the interaction
picture leads to the local scattering operators S(g). They are examples for a class
of generalized quantum fields in the functorial sense and allow for a local formu-
lation of perturbative quantum field theory. The proposal of the present work is
to perform a similar strategy to obtain local scattering operators in a nonpertur-
bative way for models of constructive quantum field theory. We will see that this
is possible if we are able to find nonperturbative solutions of a time-dependent
Schro¨dinger equation with localized interaction.
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1.2.1 Definition of the local scattering operators
1.2.1.1 Local scattering operators and generalized quantum fields
For the interpretation of a physical theory it is crucial to compare measurements
associated with different spacetime regions or actually with different spacetimes.
This comparison can be done in terms of locally covariant quantum fields. To
cover this kind of general situations, the locally covariant quantum fields are
defined as natural transformations from the functor of quantum field theory to
another functor on the category of spacetimes L. Here a standard choice is
the functor D which associates to every spacetime M its space of compactly
supported, smooth test functions D(M). The morphisms are the pushforwards
D(ψ) = ψ∗.
Definition 1.4. A locally covariant quantum field ϕ is a natural transformation
between the functors D and A. That is for any object M ∈ L there exists a
morphism ϕM : D(M)→ A(M) such that for any pair of objects M1,M2 and any
morphism ψ between them the following diagram commutes:
D(M1)
ϕM1−−−→ A(M1)
ψ∗
y
yαψ
D(M2) −−−→
ϕM2
A(M2)
(1.1)
A standard example for a quantum field according to this definition is the free
Klein-Gordon field on all globally hyperbolic spacetimes and its Wick polynomi-
als.
A more general locally covariant quantum field is the local scattering operator
of Stu¨ckelberg-Bogoliubov-Epstein-Glaser. In contrast to the free Klein-Gordon
field it is not linear. For M ∈ L and g ∈ D(M), the local scattering operators
are unitary operators SM(g) which fulfill the conditions
SM(0) = 1, (1.2)
SM(f + h+ g) = SM(f + h)S
−1
M (h)SM (h+ g), (1.3)
where in the latter causality condition the supports of g and f are separated by
a Cauchy surface of M and the support of f lies in the future of this Cauchy
surface. There is no restriction concerning the support of h.
Using the local scattering operators, it is possible to define a new quantum
field theory. This approach leads to the axiomatic perturbation theory [7] where
the local scattering operators are defined as formal power series. Hence the
objects of O are in this context ∗-algebras of operators defined as formal power
series.
16 Local Scattering Operators
1.2.1.2 Local scattering operators in perturbation theory
Let A be the algebra of observables of a free quantum field theory. To be spe-
cific we could choose A to be the unital ∗-algebra generated by the smeared
fields ϕ(f), f ∈ D(R4), which obey the Klein-Gordon equation ( + m2)ϕ = 0
in a distributional sense together with the appropriate commutation relation,
[ϕ(f), ϕ(g)] = i(f,∆ ∗ g). Here the propagator function ∆ = ∆av − ∆ret is the
difference of the retarded and advanced Green’s functions of (+m2). The free
fields satisfy Wightman’s axioms, hence the fields have an invariant domain D.
There are other fields A which are relatively local to ϕ, that is [A(g), ϕ(f)] = 0 if
the support of f is spacelike to the support of g. These fields form the Borchers’
class. If the fields from the Borchers’ class can be evaluated at fixed times (that
is, restricted to spacelike surfaces), they serve as building blocks for local inter-
actions. We define the interaction Lagrangian as LI(~x) = A(t, ~x) with x0 = t.
For a given test function g ∈ C∞c (R4), the localized Hamiltonian in the inter-
action picture is
V (t; g) = −
∫
g(t, ~x)A(t, ~x)d3x.
The corresponding time evolution operator U(t, s) is formally obtained by a
Dyson expansion [20]. We evaluate it over a time interval (σ, τ) ⊂ R which
is chosen in such a way that supp g ⊂ (σ, τ)× R3. As V (τ ; g) = V (σ; g) = 0, we
get the scattering operator depending on the localization function g,
S(g) = 1 +
∞∑
i=1
in
n!
∫
T (A(x1) . . .A(xn))g(x1) . . . g(xn)d
4x1 . . . d
4xn, (1.4)
where the operator-valued functionals T (. . . ) are the time-ordered products.
Unfortunately, the restriction of fields from the Borchers’ class to spacelike
surfaces is in general not possible. In the above example, only the free fields
themselves together with their derivatives have this property. Hence a direct
application of this strategy does not lead to interesting examples for interacting
theories.
Nevertheless, the Stu¨ckelberg-Bogoliubov-Epstein-Glaser formulation of per-
turbation theory is based upon the definition of the local scattering operator
as in (1.4). The emphasis it put on the time-ordered products. They are de-
fined directly as multilinear mappings from the nth power of the Borchers’ class
to operator-valued distributions T (A1(x1) . . .An(xn)) with domain D such that
certain conditions are fulfilled [23, 75]. These conditions allow for the recursive
construction of the time-ordered products. Attention has to be payed to the total
diagonal in R4n, as in general distributions can not be multiplied at coinciding
points. The extension to this hypersurface is a renormalization procedure [7]. We
will not go into further detail.
1.2 Local scattering operators 17
One crucial property of the time-ordered products is the causal factorization,
T (A(x1) . . .A(xn)) = T (A(x1) . . . A(xk))T (A(xk+1) . . . A(xn)), (1.5)
if ({x1, . . . , xk} + V +) ∩ {xk+1, . . . , xn} = ∅. This property as well as the others
have their counterpart on the level of the local scattering operators. In particular,
the causal factorization in the form of equation (1.3) remains valid.
1.2.1.3 The abstract definition of local scattering operators
Following [6] we define local scattering operators as a family of operators, depend-
ing on test functions, fulfilling a set of conditions which are consistent with the
requirements of the Epstein-Glaser approach of perturbation theory as well as the
generally covariant approach. Note that the following definition does not refer
to the Dyson expansion. Moreover, we allow spacetimes of arbitrary dimension
d ≥ 2.
Definition 1.5. Let H be a Hilbert space, carrying a unitary representation
P → B(H), (a, α) 7→ U(a, α) of the universal covering group P = Rd ⋊ G of
the Poincare´ group, where G is the universal covering group of the proper, or-
thochonous Lorentz group SO+(1, d − 1), which is the identity component of
the homogeneous symmetry group O(1, d − 1) of the d dimensional spacetime,
2 ≤ d ∈ N.
A family {S(g) : g ∈ D(Rn,R)} of linear operators on H is a family of local
scattering operators if
(i) S(0) = 1,
(ii) S(g)∗ = S(g)−1,
(iii) S(g) transforms covariantly under P : U(a, α)S(g)U(a, α)−1 = S(g〈a,Λ(α)〉)
with g〈a,Λ(α)〉(x) = g(Λ−1(α)(x− a)), where Λ(α) ∈ SO+(1, d− 1),
(iv) causal factorization holds true: Let f, g, h ∈ D(Rn) such that (supp f +
V +) ∩ supp g = ∅, then
S(f + h + g) = S(f + h)S(h)−1S(h+ g). (1.6)
Notice that equation equation (1.6) is independent of the support properties
of h.
Remark. In this definition, we restrict ourselves to scalar theories. This is suf-
ficient for our application in Section 4.3. If one would consider local scattering
operators associated with localized interactions constructed from free spinorial or
tensorial fields, test functions with several components gλ would come into play
and the covariance condition would be changed, involving a finite-dimensional
matrix representation of G in spinor space, analogously to the transformation
properties of the fields in Section 1.1.1.1.
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In the definition of the local scattering operators, we could restrict the causal-
ity condition associated to the causal factorization of the T -products (1.5):
S(f + g) = S(f)S(g) if (supp f + V +) ∩ supp g = ∅. But we are aiming at a
definition of the local net and therefore, the stronger relation (1.3) is necessary.
1.2.2 Interacting fields and the adiabatic limit
The definition of the interacting fields with the local scattering operator goes
back to Bogoliubov and Shirkov [6]. It has regained considerable interest for the
rigorous treatment of perturbation theory [7] and opens up the possibility to dis-
entangle the infrared and the ultraviolet problem. One finds that the arguments
are indeed independent of perturbation theory, if the local scattering operators
are defined without recourse to the time-ordered products as in Definition 1.5.
We follow the presentation of [7], see also [19].
Let A be a unital ∗-algebra and assume V to be the space of possible interac-
tion Lagrangians. It is considered as an abstract, finite-dimensional, real vector
space.
Given an assignment of test functions f ∈ D(Rn,V) to unitary operators
S(f) ∈ A which fulfill the conditions of Definition 1.5 and hence the causality
condition (1.6), we can define a new family of unitary operators which satisfies
the same functional equation by
Sg(f) := S(g)
−1S(g + f). (1.7)
Here the localized interaction g ∈ D(Rn,V) is fixed. These relative scattering
operators are local objects: as a consequence of the causality condition one can
show that
[Sg(f), Sg(h)] = 0
if (x−y)2 < 0 for all (x, y) ∈ supp f×supp h. Hence, if the functional derivatives
of the relative local scattering operators exist, they are local fields,
Ag(x) :=
δ
δh(x)
Sg(hA)|h=0,
with respect to the interaction g ∈ D(Rn,V). In this formula we have h ∈ D(Rn)
and A ∈ V. For a constant interaction extended over the whole spacetime this is
Bogoliubov’s definition of the interacting field [6].
For every finite, contractive subset O of the spacetime the families {Sg(h) :
h ∈ D(O,V)} generate a ∗-algebra Ag(O). This algebra is the algebra of local
observables. Notice that in perturbation theory this ∗-algebra consists of formal
power series as the local scattering operators are obtained in this sense. If the
local scattering operators are unitary operators on a Hilbert space and as such
elements of a C∗-algebra, also the algebra of local observables is a C∗-algebra.
A crucial observation is that the algebra Ag(O) depends only locally on g.
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Theorem 1.6. Let g, g′ ∈ D(Rn,V) such that g↾O′= g′↾O′ for a causally closed
region O′ ⊃ O. Then there exists a unitary operator V ∈ A such that
V Sg(h)V
−1 = Sg′(h)
for all h ∈ D(O,V).
For the proof see [7]. Again, the causal factorization in the form (1.3) enters
crucially. As the structure of the algebras of local observables is independent of
the behavior of the interaction outside of a neighborhood of an open region O of
spacetime, the local net in the sense of the Haag-Kastler axioms in Section 1.1.1.2
is determined if one knows the relative scattering operators f 7→ Sg(f) for all test
functions g ∈ D(Rn,V).
Moreover, it is possible to obtain the quasilocal algebra AL for an interaction
Lagrangian L which is no longer localized. This purely algebraic construction
corresponds to the adiabatic limit, but in contrast to other formulations it is
not necessary to extend the support of the interaction g explicitly to the whole
spacetime.
The construction is based upon the following ideas (see [7]). Let Θ(O) be the
set of all g ∈ D(Rn) which are identically equal to 1 on a causally closed open
neighborhood of O. This set is the base of the bundle⋃
g∈Θ(O)
{g} × AgL(O). (1.8)
Define U(g, g′) to be the set of all unitary operators V ∈ A intertwining the
relative scattering operators
V SgL(h) = Sg′L(h)V
for all h ∈ D(O,V). We define AL(O) to be the algebra of covariantly constant
sections in the bundle (1.8). This means that if A ∈ AL(O), then A = (Ag)g∈Θ(O),
where Ag ∈ AgL(O) and V Ag = Ag′V for all V ∈ U(g, g′). In particular, the
algebra AL(O) contains the elements SL(h), given by the sections (SL(h))g =
SgL(h).
To complete the construction of the net of algebras of local observables, we
have to specify the embeddings which lead to the condition of isotony in the
axioms 1.1.1.2. But the embedding i21 : AL(O1) →֒ AL(O2) for O1 ⊂ O2 is
inherited from the inclusion AgL(O1) ⊂ AgL(O2) for g ∈ D(O2) by restricting
the sections from Θ(O1) to Θ(O2). These embeddings satisfy i12 ◦ i23 = i13
for O3 ⊂ O2 ⊂ O1. Hence they define an inductive system and we define the
quasilocal algebra AL as the norm closure of the inductive limit of the algebras
of local observables,
AL :=
⋃
O
AL(O).
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The Poincare´ covariance of the local scattering operators implies this property
also for the relative scattering operators: Let (a, α) ∈ P , then
U(a, α)SgL(h)U(a, α)
−1 = Sg〈a,Λ(α)〉L(h〈a,Λ(α)〉),
where h〈a,Λ(α)〉 = h(Λ−1(x − a)) and we consider again Lorentz scalars for sim-
plicity.
We define the automorphisms which implement Poincare´ covariance of the
local algebras,
(β{a,Λ(α)}(A))g := U(a, α)Ag〈a,Λ(α)〉U(a, α)
−1,
for A ∈ AL(O) and g ∈ Θ(Λ(α)O + a) . One has to check that β{a,Λ(α)}(A)
is again a covariantly constant section as defined above. Hence β{a,Λ(α)} is an
automorphism of the net of local algebras which implements the action of the
Poincare´ group,
β{a,Λ(α)}(AL(O)) = AL(Λ(α)O + a).
Furthermore, in perturbation theory it turns out that it is sufficient to localize
the interaction in ‘small’ regions.
1.2.3 Local scattering operators and the time-dependent
Schro¨dinger equation
There is a straightforward way to obtain the family of local scattering operators in
a nonperturbative way. Instead of using a Dyson expansion to describe the time
evolution in the interaction picture formally, we investigate the wellposedness of
the Cauchy problem of the time-dependent Schro¨dinger equation rigorously.
Assume the time evolution U(t, s) of a quantum theory is generated by a
Hamiltonian of the form H(t) = H0 + V (t), hence it solves the Schro¨dinger
equation,
i
d
dt
U(t, s) = H(t)U(t, s), U(s, s) = 1. (1.9)
The scattering operator is defined as the strong limit
S = lim
t→∞
lim
s→−∞
eiH0tU(t, s)e−iH0s (1.10)
if it exists. This formula is simplified by transformation in the Dirac (or inter-
action) picture: Setting V D(t) = eiH0tV (t)e−iH0t and denoting by UD(t, s) the
solution of the Schro¨dinger equation with respect to V D(t), one finds
S = lim
t→∞
lim
s→−∞
UD(t, s). (1.11)
Similar to the approach in perturbation theory we define
V (t; g) = −
∫
A(0, ~x)g(t, ~x) dd−1x
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for a localized coupling g ∈ C∞c (Rd). The Hamiltonian in the interaction picture
is
V D(t; g) = eiH0tV (t; g)e−iH0t = −
∫
A(t, ~x)g(t, ~x) dd−1x.
If the Cauchy problem of the time-dependent Schro¨dinger equation with respect
to V D(t; g) is wellposed with propagator UD(t, s), the limit (1.11) exists trivially
because of the localization of the interaction. We define the local scattering
operator by
S(g) := U(τ, σ), (1.12)
where the time interval (σ, τ) ⊂ R is chosen such that supp g ⊂ (σ, τ) × Rn. As
the propagator is trivial outside of the time support of g, the definition of S(g)
does not depend on the choice of σ and τ as long as the support condition is
fulfilled. Moreover, the properties of the time evolution as discussed in the next
chapter lead to the conditions of Definition 1.5.
The field A(x) describing the interaction comes from the Borchers’ class of
the free fields. Although the assumption of the restriction of A to fixed times
remains problematic in four spacetime dimensions, at least for models on lower
dimensional spacetimes this definition makes sense. As the approach is man-
ifestly Hamiltonian, the strategy has a similar appearance as the constructive
quantum field theory before the ‘Euclidean revolution’. To test the approach we
will concentrate on models which are accessible to the Hamiltonian strategy. But
even for these models the interaction is an unbounded operator with complicated
properties. We have to develop advanced methods to solve the corresponding
time-dependent Schro¨dinger equation. This is our task for the next chapter.

Chapter 2
Evolution Equations
As we have seen, the existence question for local scattering operators outside
of perturbation theory can be traced back to the question of solvability of a
time-dependent Schro¨dinger equation. In the present Chapter we will address
the wellposedness of the Cauchy problem for evolution equations of the type
of the time-dependent Schro¨dinger equation. There are two main sources of
difficulties: the time dependence of the Hamiltonian and the hyperbolic type of
the Schro¨dinger equation.
For the time-independent case, that is for the Cauchy problem for autonomous
evolution equations in Banach spaces, there is a well-developed theory. In fact,
the wellposedness theory of the autonomous Cauchy problem is equivalent to
the theory of strongly continuous operator semigroups on Banach spaces. Every
strongly continuous semigroup is the solution of a Cauchy problem, and every
solution gives rise to a strongly continuous semigroup. The semigroup property
together with strong continuity implies features like exponential boundedness, dif-
ferentiability, closedness of the generator. Hence wellposedness in the autonomous
case can be formulated completely using generation theorems of Hille-Yosida type.
For the nonautonomous (time-dependent) Cauchy problem, the situation is
quite different. If there exists a strongly continuous solution which depends
continuously on the initial value, it can be interpreted in terms of a propaga-
tor. This is a family of operators satisfying a causal factorization equation,
U(t, r)U(r, s) = U(t, s) for t ≥ r ≥ s. But this property is considerably weaker
than the semigroup property of the solutions in the autonomous context. It
does not imply exponential boundedness or differentiability. In fact, not every
propagator is related to a Cauchy problem for a nonautonomous evolution equa-
tion. This makes it very difficult to develop a general wellposedness theory in the
time-dependent situation. Nevertheless, if the generator of the nonautonomous
evolution equation is the generator of an analytic semigroup for every moment
in time, there are quite sophisticated existence theorems due to P. Acquistapace,
B. Terreni and others, see [79]. This is denoted as the parabolic case.
Unfortunately, the time-dependent Schro¨dinger equation is not of this type.
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It is a hyperbolic nonautonomous evolution equation, in general the Hamiltonian
generates a unitary group which is not analytic.
After discussing the general properties of the Cauchy problem for autonomous
and nonautonomous evolution equations, we will give a review of existence the-
orems for various types of solutions in the hyperbolic case. Although weak solu-
tions exist under very general assumptions, they have not enough regularity for
our purposes. Moreover, weak solutions are in general not unique. Therefore we
will give better suited concepts of solvability. The standard theorem for strong
solutions is due to T. Kato. But there the assumptions are too restrictive to
discuss the existence of local scattering operators in quantum field theory.
The key to a well-suited existence theory will be a technique due to J. How-
land, which relates the time-dependent Cauchy problem to a time-independent
one. But this is the subject of the next Chapter.
The theory of evolution equations has a wide range of applications, for exam-
ple to partial differential equations with variable boundary conditions. Therefore,
we formulate the results of the present and the following chapter not only for
Hilbert spaces, but for general Banach spaces X if possible.
2.1 The autonomous Cauchy problem
For t ≥ s we consider the autonomous Cauchy problem, that is the initial value
problem
d
dt
u(t) = Au(t), u(s) = x, (2.1)
on a Banach spaceX , where A is a closed linear operator with domain of definition
D(A).
Definition 2.1. A classical solution of the Cauchy problem is a continuous X-
valued function t 7→ ux(t) ∈ D(A), t ≥ s, which is continuously differentiable
and satisfies (2.1).
Existence and uniqueness of solutions in general depend on the choice of the
initial value.
Definition 2.2. The autonomous Cauchy problem is called wellposed if
(i) D(A) is dense in X and there exists a classical solution ux of (2.1) for every
x ∈ D(A),
(ii) the solution is unique,
(iii) the solution depends continuously on the initial value: For every sequence
{xn} ⊂ D(A), xn → 0, we have uxn(t) → 0 uniformly on compact time
intervals.
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Wellposedness of the autonomous Cauchy problem (2.1) can be completely
characterized by properties of the operator A.
Theorem 2.3. Let A be a densely defined linear operator with nonempty resolvent
set. Then the Cauchy problem (2.1) with s = 0 is wellposed if and only if A is
the generator of a strongly continuous semigroup (T (t))t≥0. For every x ∈ D(A),
ux(t) = T (t)x is a classical solution.
For the proof see [67].
Every strongly continuous semigroup (T (t))t≥0 is exponentially bounded. This
means that there exist constants ω ≥ 0 andM ≥ 1 such that ‖T (t)‖ ≤ Meωt, t ≥
0 [67, Theorem 1.2.2]. If ω = 0 andM = 1, we call (T (t))t≥0 a strongly continuous
semigroup of contractions. The theorem of Hille and Yosida gives a criterion
for an operator A being the generator of a strongly continuous semigroup of
contractions.
Theorem 2.4 (Hille-Yosida). A linear operator A is the generator of a strongly
continuous semigroup (T (t))t≥0, if and only if
(i) A is closed and densely defined,
(ii) R+ ⊂ ρ(A) and ‖R(λ,A)‖ ≤ 1
λ
for every λ > 0.
For the proof see [67]. In practice, the following notions turn out to be handy:
For x ∈ X denote by F (x) ⊂ X∗ the duality set F (x) := {x∗ ∈ X∗ : x∗(x) =
‖x‖2 = ‖x∗‖2}. A linear operator A is dissipative if for every x ∈ D(A) there is
an x∗ ∈ F (x) such that Re x∗(Ax) ≤ 0. It is accretive if −A is dissipative. A
maximally dissipative operator A has no proper dissipative extension. Maximally
accretive operators are defined analogously. The notion of dissipativity is related
to the boundedness assumption on the resolvent in the Theorem of Hille-Yosida.
Theorem 2.5. A linear operator A is dissipative if and only if ‖(λ−A)x‖ ≥ λ‖x‖
for all x ∈ D(A) and λ > 0.
Thus we arrive at the following theorem.
Theorem 2.6 (Lumer-Phillips). Let A be a densely defined, linear operator.
If A is dissipative and there is a λ0 > 0 such that Ran(λ0 − A) = X, then A
generates a strongly continuous semigroup of contractions. Conversely, if A is the
generator of a strongly continuous, contractive semigroup, then Ran(λ−A) = X
for all λ > 0 and A is dissipative.
For the proof of this and the preceding theorem, see again Pazy’s monograph
[67].
If the initial value x 6∈ D(A), the Cauchy problem has in general no solu-
tion. However, the orbit u : [0,∞) → X, t 7→ T (t)x of the strongly continuous
semigroup (T (t))t≥0 solves (2.1) in a generalized way.
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Definition 2.7. A continuous function u : [0,∞)→ X is called a mild solution of
(2.1) if there is a sequence {xn} ⊂ D(A) such that xn → u(0) and T (t)xn → u(t)
uniformly on bounded intervals as n→∞.
One can show that the generalized solution is independent of the choice of the
sequence {xn} and coincides with the solution of (2.1) if u(0) ∈ D(A). Hence,
with the assumptions of Theorem 2.3, the Cauchy problem has a generalized
solution for every initial value x ∈ X . All solutions are exponentially bounded.
This generalized notion of solvability is appropriate for the application to
quantum mechanics: Usually one does not restrict the possible initial states of a
quantum system to lie in the domain of the Hamiltonian.
For the initial value problem of the corresponding nonautonomous evolution
equation there is no such easy characterization of solvability in terms of the
generator. Therefore, it will be useful to relate the time-dependent situation
to the time-independent one, where the question of solvability can be discussed
with help from theorems like Theorem 2.4. In particular, we will develop also in
the nonautonomous context a notion of solvability which is similar to the mild
solutions above.
2.2 The nonautonomous Cauchy problem
For t ≥ s let A(t) be linear operators on a Banach space X with domains of
definition D(A(t)). The nonautonomous Cauchy problem is given by
d
dt
u(t) = A(t)u(t), u(s) = x, (2.2)
where x ∈ X is the initial value.
Definition 2.8. A classical solution of the nonautonomous Cauchy problem is a
C1([s,∞), X)-function us,x such that us,x(t) ∈ D(A(t)) and (2.2) holds.
An appropriate definition of wellposedness is given by R. Nagel and G. Nickel
in [59].
Definition 2.9. The nonautonomous Cauchy problem (2.2) is called classically
wellposed with regularity subspaces (Ys)s∈R if
(i) the subspace Ys = {y ∈ X : ∃ a classical solution us,y of (2.2)} ⊂ D(A(s))
and Ys is dense in X for all s ∈ R,
(ii) the solution us,y is unique for every y ∈ Ys,
(iii) the solution us,y depends continuously on the initial data: Let sn → s ∈ R,
Ysn ∋ yn → y ∈ Ys and for z = yn or z = y set ur,z(t) = z if t < r. Then
‖usn,yn(t)− us,y(t)‖ → 0 uniformly for t ∈ I, I ⊂ R compact.
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If moreover ‖us,y(t)‖ ≤ Meω(t−s)‖y‖, the solution is called exponentially
bounded.
Given a wellposed nonautonomous Cauchy problem with exponentially
bounded solutions, these solutions give rise to strongly continuous propagators.
Let I ⊆ R be an interval and DI = {(t, s) ∈ I × I : t ≥ s}.
Definition 2.10. A strongly continuous, exponentially bounded propagator or
evolution family is a family of bounded operators {U(t, s)}(t,s)∈DI such that
(i) U(t, r)U(r, s) = U(t, s) for t ≥ r ≥ s and U(t, t) = 1,
(ii) DI ∋ (t, s) 7→ U(t, s) is strongly continuous,
(iii) ‖U(t, s)‖ ≤Meω(t−s).
Propagators arise naturally if one considers the properties of dynamical sys-
tems. Their properties reflect the conditions one would expect for a causal time
evolution, hence the strong continuity of (t, s) 7→ U(t, s) seems to be a reason-
able assumption. However, dealing with weaker notions of solvability and in the
context of evolution semigroups in Chapter 3, it will turn out to be convenient
to introduce also weakly measurable propagators. These are defined in the sense
of Definition 2.10, but with condition (ii) replaced by
(ii’) DI ∋ (t, s) 7→ U(t, s) is weakly measurable.
Propagators generalize the concept of strongly continuous semigroups in the
context of nonautonomous evolution equations. Indeed, given a strongly con-
tinuous semigroup (T (s))s≥0, the definition U(t, s) := T (t − s) yields a strongly
continuous, exponentially bounded propagator.
However, the theory of the nonautonomous Cauchy problem is very different
from its autonomous counterpart. The semigroup property
T (t)T (s) = T (t+ s), t ≥ s ≥ 0,
together with strong continuity already implies strong differentiability of t 7→
T (t) on a dense set, exponential boundedness, and it fixes the properties of the
generator A (for example closedness) together with its relation to the Cauchy
problem [67]. In contrast, the causal condition
U(t, r)U(r, s) = U(t, s), t ≥ r ≥ s,
does not allow for similar statements for the propagators U(t, s), the family of
generatorsA(t) and the nonautonomous Cauchy problem. We give some examples
which illustrate the difficulties in the time-dependent situation:
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Example. Consider a continuous, nowhere differentiable function t 7→ f(t) > 0
on R. Then U(t, s) := f(t)f(s)−1 is a propagator according to Definition 2.10,
but nowhere differentiable. Hence it is not related to a classical solution of a
nonautonomous Cauchy problem (2.2). The propagator U(t, s) has no generator
A(t).
Example. The propagator U(t, s) := et
2−s2 on X = C satisfies (i) and (ii), but it
is not exponentially bounded.
Even if the nonautonomous Cauchy problem (2.2) is wellposed, the generators
A(t) may behave in a surprising way, compared to the autonomous situation. The
following examples demonstrate some pathologies:
Example. The nonautonomous Cauchy problem (2.2) is wellposed with smooth
solutions, but the intersection of the domains of the generators is trivial,⋂
tD(A(t)) = {0}, see Section 2.2.1 and [40].
Example. The nonautonomous Cauchy problem (2.2) is wellposed, but the regu-
larity subspaces Yt are strictly contained in D(A(t)) [62].
Example. The nonautonomous Cauchy problem (2.2) is wellposed, but A(t) is
not even closable [59].
Example. The nonautonomous Cauchy problem (2.2) is wellposed, but this prop-
erty is not stable under perturbations of the A(t) by bounded operators or scaling
A(t)→ αA(t), α > 0 [59].
Hence, to deal with this situation, the notion of classical solutions turns out
to be too restrictive. Thus we will use concepts of solvability which are strictly
weaker (if the generators A(t) are unbounded). In analogy to the mild solutions
in the autonomous case, we consider the orbits u = U(·, s)x for every x ∈ X .
Definition 2.11. Let A(t), t ∈ I, be linear operators on X , s < b, s ∈ I, x ∈ X ,
and 1 ≤ p ≤ ∞.
(a) Let I = (a, b]. A function u ∈ C([s, b], X) is an (Ep)-mild solution of the
nonautonomous Cauchy problem (2.2) if
(i) u(s) = x,
(ii) there are un ∈ W 1,p((s, b), X) (respectively C1((s, b), X) if p = ∞),
n ∈ N, such that un(t) ∈ D(A(t)) for almost every t ∈ [s, b], A(·)un ∈
Lp([s, b], X) (respectively C([s, b], X) if p =∞),
(iii) un → u uniformly on [s, b],
(iv) −u˙n + A(·)un → 0 in Lp([s, b], X) as n→∞.
(b) Let I = R. A function u ∈ C(R, X) is an (Ep)-mild solution on R of the
nonautonomous Cauchy problem (2.2) if
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(i) u(s) = x,
(ii) for each d > |s| there are un ∈ W 1,p((−d, d), X) (respectively
C1([−d, d], X) if p = ∞), n ∈ N, such that un(t) ∈ D(A(t)) for almost
every t ∈ [−d, d], A(·)un ∈ Lp([−d, d], X) (respectively C([−d, d], X) if
p =∞)),
(iii) un → u uniformly on [−d, d],
(iv) −u˙n + A(·)un → 0 in Lp([−d, d], X) as n→∞ for every d > |s|.
In Theorem 3.13 we will see that, with some special assumptions, mild solu-
tions are closely related to weak solutions. For a reflexive Banach space X and
positive p, q with 1 = 1
p
+ 1
q
consider the function space Ep = L
p(I,X) on the
interval I = [a, b],−∞ ≤ a < b ≤ ∞. We identify Lq(I,X∗) and E∗p . By T we
denote a space of test functions.
Definition 2.12. Given p, q ∈ R such that 1
p
+ 1
q
= 1, I ⊂ R, and define the test
function space T by
T := {f ∈ Lq(I,X∗) : f(t) ∈ D(A∗(t)) , f continuously differentiable,
A∗(·)f(·) continuous, f(b) = 0}. (2.3)
For x ∈ X we call u ∈ Lp(I,X) a weak solution of the nonautonomous Cauchy
problem (2.2) with initial value x if∫
I
[(
f˙(t), u(t)
)
+
(
A∗(t)f(t), u(t)
)]
dt+
(
f(a), x
)
= 0 (2.4)
for all f ∈ T .
As we will see in Section 2.2.2, weak solutions of the nonautonomous Cauchy
problem exist under very general assumptions. But, because we do not know
whether weak solutions are continuous or unique, they are not well-suited for the
definition of local scattering operators.
To get to a more appropriate notion of solvability, it is useful to distinguish
those solutions which can be approximated by certain sequences of solutions of
an evolution equation with bounded generator. We define the approximation of
the generator in the following way:
Definition 2.13. Let A(t), t ∈ I, I ⊂ R, be operators on a Banach space X . We
call the bounded operators An(t), n ∈ N, an admissible bounded approximation
of A(t) if for (t, s) ∈ DI and n ∈ N,
(i) the function t 7→ An(t) is strongly continuous,
(ii) limn→∞An(t)y = A(t)y for all y ∈ D(A(t)),
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(iii) ‖An(t)y‖ ≤ c(‖A(t)y‖+ ‖y‖) for all y ∈ D(A(t)) and a constant c > 0,
(iv) ‖Un(t, s)‖ = Meω(t−s) where ω ∈ R, M ≥ 1 and Un(t, s) is the propagator
generated by An(t).
The properties of An(t) assure the existence of the propagators Un(t, s) asso-
ciated with An(t), see Theorem 2.18.
Remark. For operators A(t), t ∈ I, I ⊂ R, such that Y ⊂ D(A(t)) ∀t ∈ R with
a Banach space Y ⊂ X , densely embedded in X , we could define admissible
bounded approximations on Y by replacing (ii) and (iii) by
(ii’) limn→∞An(t)y = A(t)y for all y ∈ Y ,
(iii’) ‖An(t)y‖ ≤ c‖y‖Y for all y ∈ Y and a constant c > 0.
This definition would be sufficient for the use in Theorem 3.20, but we will work
with the conditions of Definition 2.13, which we find more natural.
A class of operators A(t) which feature admissible bounded approximations
are the so-called Kato-stable operators, see Definition 2.25. To obtain an approx-
imation of an unbounded operator, in general a Kato approximation is suitable.
For Hilbert spaces we obtain admissible bounded approximations via the func-
tional calculus.
Lemma 2.14. (i) Let A(t), t ∈ I, be Kato-stable operators with constants
M,ω. Assume that t 7→ R(ω′, A(t)) = (ω′ − A(t))−1 is strongly continu-
ous for t ∈ I and some ω′ > ω. Then An(t) := nA(t)R(n,A(t)), n > ω, are
admissible bounded approximations of A(t).
(ii) Let A(t), t ∈ I, be skew-adjoint operators on a Hilbert space X. Assume that
t 7→ R(1, A(t)) is strongly continuous for t ∈ I. Set ϕn(iτ) = iτ for |τ | ≤ n
and ϕn(iτ) = ±in for ±τ ≥ n. Then An(t) = ϕn(A(t)) are skew-adjoint
admissible bounded approximations of A(t). The corresponding propagators
Un(t, s) are unitary.
Proof. (i) For arbitrary n > ω the formula
R(n,A(t)) = [1 + (n− ω′)R(ω′, A(t))]−1R(ω′, A(t))
shows the strong continuity of t 7→ R(n,A(t)), and strong continuity of t 7→
An(t) follows. The remaining assertions are standard properties of the Kato
approximation, see for example [22, Lemma II.3.4].
(ii) As above we see that t 7→ R(ω,A(t)) is strongly continuous for all ω ∈
ρ(A(t)). Let {tm} be a sequence with tm → t as m → ∞. Then R(ω,A(tm)) →
R(ω,A(t)) strongly, hence for every bounded, continuous function u on iR we
have u(A(tm)) → u(A(t)) strongly. With u = ϕn this is strong continuity of
t 7→ An(t). The remaining assertions are shown using the functional calculus for
normal operators [93].
2.2 The nonautonomous Cauchy problem 31
We use these generators with admissible bounded approximation to formulate
the following notion of solvability.
Definition 2.15. Let A(t), t ∈ I, I ⊂ R, be linear operators on X with admis-
sible bounded approximation An(t). Let s ∈ I, s < b, x ∈ X , and 1 ≤ p ≤ ∞.
(a) In the case I = (a, b] a weakly continuous function u : [s, b] → X is an
(Ep)-approximative solution of the nonautonomous Cauchy problem (2.2) if
(i) u(s) = x,
(ii) there are un ∈ C1([s, b], X), n ∈ N, such that
(1) un(s) = x,
(2) un(t)→ u(t) weakly as n→∞ all for t ∈ [s, b],
(3) −u˙n + An(·)un → 0 in Lp([s, b], X) as n→∞.
(b) In the case I = R a weakly continuous function u : R → X is an (Ep)-
approximative solution on R of the nonautonomous Cauchy problem (2.2)
if
(i) u(s) = x,
(ii) for each d > |s| there are un ∈ C1(R, X), n ∈ N, such that
(1) un(s) = x,
(2) un(t)→ u(t) weakly as n→∞ for t ∈ R,
(3) −u˙n + An(·)un → 0 in Lp([−d, d], X) as n→∞ for every d > |s|.
We will see in Section 3.3 that the unique approximative solution of the time-
dependent Schro¨dinger equations can be obtained with very general requirements.
At the same time, this notion of solvability is considerably more regular than weak
solutions and suitable for the definition of local scattering operators from the time
evolution in the interaction picture, see Chapter 4.
2.2.1 Goldstein’s example
In the course of this work, we will review some theorems about the wellposedness
of the Cauchy problem for nonautonomous evolution equations. As we will see
in the following section, weak solutions exist under very general assumptions.
However, if one aims at strong solutions one has to impose quite restrictive
assumptions on the generators A(t). In particular, one could ask whether it
is necessary that the domains of the generators have a dense intersection. In
other words: If the nonautonomous Cauchy problem (2.2) has a strong solution
for all initial values from a dense set, and if the generators A(t) are maximally
dissipative for all times t, is the intersection
⋂
t≥0D(A(t)) necessarily dense in
X? Goldstein’s example [40] shows that this is indeed not the case.
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Goldstein shows that there are self-adjoint operators H(t) ≥ 0 for t ≥ 0 on a
Hilbert space X such that the following conditions are fulfilled:
(i) The resolvent ofH(t) depends smoothly on t, that is for all λ ∈ C\[0,∞) and
x ∈ X the mapping t 7→ R(λ,H(t))−1x is an element from C∞([0,∞), X).
(ii) There is a dense set Y ⊂ X such that the nonautonomous Cauchy problem
(2.2) with A(t) = −iH(t) has a unique solution u ∈ C∞([0,∞), X) with
u(0) = y for all y ∈ Y . The solution depends continuously on the initial
value.
(iii)
⋂
t≥0D(H(t)) = {0}.
Let S ≥ 0 be a self-adjoint unbounded operator with dense domainD(S) ⊂ X .
According to a theorem of J. von Neumann, there is a unitary operator U1 such
that the nonnegative self-adjoint operator T = U1SU
∗
1 satisfies D(T ) ∩ D(S) =
{0}. Now we use the spectral theorem to represent U1 as U1 =
∫ 2π
0
eiλ dEλ and
define the bounded, nonnegative and self-adjoint operator L by L :=
∫ 2π
0
λ dEλ.
Choose nonnegative, nontrivial smooth functions ϕ, ψ and η with suppϕ ⊂ [0, 1),
supp η ⊂ (1, 2), suppψ ⊂ (2, 3) and ∫ 2
0
η(t) dt = 1. Define
H(t) := ϕ(t)S + η(t)L+ ψ(t)T. (2.5)
Then we have following result.
Theorem 2.16. Let Y := C∞(S). For every y ∈ Y the nonautonomous Cauchy
problem (2.2) has a unique solution t 7→ u(t) which fulfills the conditions (i), (ii)
and (iii). It is given by
u(t) :=


ei
∫ t
0
ϕ(s)ds Sy for 0 ≤ t ≤ 1
ei
∫ t
0 η(s)ds Lu(1) for 1 ≤ t ≤ 2
ei
∫ t
0
ψ(s)ds Tu(2) for 2 ≤ t ≤ ∞.
(2.6)
For the proof see [40].
This simple example describes a situation which we expect to find also in
the context of quantum field theory. As we have seen in Section 1.1.3, even if
the localized interaction Hamiltonian can be defined in the Fock space of the
free fields, it will have a domain of definition which has trivial intersection with
the domain of the free Hamiltonian if a nontrivial renormalization is necessary.
Moreover, it may happen that the interaction term itself has a wildly varying
domain for different moments in time. Goldstein’s example gives a hint in the
direction that the time evolution and hence the local scattering operators may
exist nevertheless. We will return to this example in Section 3.3.3.
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2.2.2 Existence of weak solutions
Discussing the time-dependent Schro¨dinger equation and the interaction picture
in quantum theory, M. Reed and B. Simon state in [71] that weak solutions always
exist if the Hamiltonian on a Hilbert space X can be written as H(t) = H0 +
V (t) with a self-adjoint, possibly unbounded operator H0 and V (·) : R → B(X)
strongly continuous.
However, weak solutions of the nonautonomous Cauchy problem (2.2) exist
under much more general conditions. We cite a result due to H. Sohr [85] together
with its proof which demonstrates the application of abstract methods known
from partial differential equations to the Cauchy problem (2.2). We will return
to the topic of weak solvability in Theorem 3.13.
Theorem 2.17. Let X be a reflexive Banach space and let A(t) : D(A(t))→ X
be a generator of a strongly continuous semigroup of contractions for every t ∈
I = [a, b]. For every given initial value x ∈ X there exists a weak solution u ∈ Ep
of the nonautonomous Cauchy problem (2.2) in the sense of Definition 2.12 over
the test function space T of equation (2.3).
Proof. By the theorem of Hille and Yosida (Theorem 2.4), the resolvent(
1− sA(t))−1 is bounded and bijective from H to D(A(t)) with norm less or
equal to 1 for every s ≥ 0. With an equidistant partition of the interval I we
can define an approximate solution of the nonautonomous Cauchy problem (2.2).
Let δn :=
1
n
(b− a), t(n)ν := a + νn(b− a) and
Cn,ν :=
(
1− δnA(t(n)ν )
)−1
, Cn,0 := 1 for n ≥ 1, 0 ≤ ν ≤ n.
With Wn,ν := Cn,ν · . . . · Cn,0 define un ∈ Lp(I,X) by un(t) := Wn,ν−1x for
t ∈ [t(n)ν−1, t(n)ν ], 1 ≤ ν ≤ n.
Due to the boundedness of un(t) by ‖x‖, we have
‖un‖p ≤ ‖u0‖ (b− a)1/p.
With this sequence of approximations un we can establish the existence of the
weak solution u.
Let {C} be the space of bounded, complex-valued sequences {cn}n∈N. Define
a semi-norm on {C} by |‖{c}‖| := lim sup|cn|. By dividing out the zero-space
N = {{c} ∈ {C} : |‖{c}‖| = 0} one gets a Banach space [C] = {C}/N .
The constant sequences form a closed subspace of {C}, which is the image of
an isometric embedding i:
C ∋ c i→֒ [c] ∈ [C]
By the theorem of Hahn-Banach, the bounded linear form F˜ : i(C) →
C, F˜ ([c]) = c is extendable to F :
[
C
] → C, F ↾i(C)= F˜ , ‖F‖ = ‖F˜‖. Note
that this extension is not unique.
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For every f ∈ Lq(I,X∗) the sequence {(f, un)}n∈N is an element of {C}, be-
cause the absolute values of its elements are bounded by ‖f‖q‖x‖(b−a)1/p. Hence
|F ([{(f, un)}n∈N])| ≤ ‖F‖‖f‖q‖x‖(b− a)1/p, and f 7→ F ([{(f, un)}n∈N]) defines a
bounded antilinear form on E∗p = L
q(I,X∗). Therefore, by the reflexiveness of
the spaces involved and application of Riesz’ Lemma, there exists a u ∈ Ep such
that F ([{(f, un)}n∈N]) = (f, u) for all f ∈ Lq(I,X∗).
Now one shows that the function u solves the nonautonomous Cauchy problem
(2.2) in the weak sense. Let f ∈ T . Define ∆nf and Tnf ∈ Lq(I,X∗) by
∆nf(t) = δ
−1
n
(
f(t(n)ν )− f(t(n)ν−1)
)
and Tnf(t) = f(t
(n)
ν )
for t ∈ [f(t(n)ν−1), f(t(n)ν )]. By the assumptions on f , one has limn→∞ Tnf = f ,
limn→∞ TnA(·)f = A(·)f and limn→∞∆nf = f˙ in the strong sense.
Because the norm on the space of sequences depends on a limes superior, one
can use the approximate expressions instead of the original ones in the argument
involving the linear form F :
(f˙ , u) = F ([{(f˙ , un)}n∈N]) = F ([{(∆nf, un)}n∈N]).
Moreover, we calculate
(∆nf, un) = −(f(a), x)−
n∑
ν=1
δn
(
A∗(t(n)ν )f(t
(n)
ν ),Wn,νx
)
.
By assumption, t 7→ A∗(t)f(t) is continuous and one gets for the equivalence
classes,



n∑
ν=1
(
A∗(t(n)ν )f(t
(n)
ν ),Wn,νx
)
δn


n∈N

 =




n∑
ν=1
(
A∗(t(n)ν )f(t
(n)
ν ),Wn,ν−1x
)
δn


n∈N

 ,
because the difference of both sequences converges to zero. With this equality we
find



n∑
ν=1
(
A∗(t(n)ν )f(t
(n)
ν ), un
)
δn


n∈N

 = [{(TnA∗(·)f, un)}
n∈N
]
=
[{(
A∗(·)f, un
)}
n∈N
]
,
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and one arrives at the assertion:
(f˙ , u) = F ([{(∆nf, un)}n∈N])
= −F ([{(f(a), x)}n∈N])− F ([{
∑
(A∗(t(n)ν )f(t
(n)
ν ), un)δn}n∈N])
= −(f(a), x)− F ([{(A∗(·)f, un)}n∈N])
= −(f(a), x)− (A∗(·)f, u)
⇐⇒
∫ b
a
(f˙(t), u(t)) dt+
∫ b
a
(A∗(t)f(t), u(t)) dt+ (f(a), x) = 0.
Evidently, the crucial point is to ensure that the test function space T is
sufficiently large, at least not trivial. This gives the important conditions on the
generators A(t).
The theorem ensures the existence of weak solutions for a wide class of nonau-
tonomous evolution equations. However, we have no information on uniqueness
and regularity properties of the solution. In particular, it is not clear if the so-
lution can be interpreted in terms of a propagator. Hence, in the present form
this approach to nonautonomous evolution equations is not appropriate for our
purpose.
A more recent result on weak solvability is for instance [5]. Although there
are some statements about uniqueness and regularity, the context of this work is
different from ours. For example, the domains of the generators are assumed to
be closed subspaces. It does not seem to be possible to use similar methods to
the setting we have in mind. A good starting point for a systematic discussion
about results on weak methods mainly in the parabolic case is Carroll’s book
[12].
In the following, we return to stronger notions of solvability which come with
uniqueness and regularity statements for the solutions.
2.2.3 Bounded generators
If the generators A(t) are bounded operators, it is easy to solve the nonau-
tonomous Cauchy problem (2.2). The method is closely related to the Dyson-
Phillips expansion [20, 68].
Theorem 2.18. Let X be a Banach space and let A(t) be bounded operators for
t ∈ I, where I ⊂ R is a compact interval with s ∈ I. Assume that t 7→ A(t) is a
strongly continuous function. Then for every x ∈ X there is a solution t 7→ u(t)
of the nonautonomous Cauchy problem (2.2).
Proof. We cite the proof of [67, Theorem 5.1]. Note that in this theorem conti-
nuity of t 7→ A(t) in the operator norm is assumed. However, this assumption is
not necessary for the argument.
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Set I = [0, T ] and α = maxt∈I ‖A(t)‖. Define a mapping S : C(I,X) →
C(I,X) by
(Su)(t) = x+
∫ t
s
A(τ)u(τ) dτ. (2.7)
Clearly,
‖Su(t)− Sv(t))‖ ≤ α(t− s)‖u− v‖∞,
and, by induction,
‖Snu(t)− Snv(t)‖ ≤ 1
n!
αn(t− s)n‖u− v‖∞.
Hence, for n large enough, b = 1
n!
αn(T − s)n < 1 and
‖Snu− Snv‖∞ ≤ b‖u− v‖∞,
so a generalization of Banach’s contraction principle for the vector-valued context
implies the existence of a unique fixed point u ∈ C(I,X) which obeys
u(t) = x+
∫ t
s
A(τ)u(τ) dτ. (2.8)
The continuity assumptions on A(·) and u(·) together with the estimate
‖A(t)u(t) − A(s)u(s)‖ ≤ ‖(A(t) − A(s))u(t)‖ + ‖A(s)(u(t) − u(s))‖ result in
the differentiability of the right-hand side of (2.8). Therefore u is the unique
solution of the nonautonomous Cauchy problem (2.2).
2.2.4 The Theorem of Kato
The first article of T. Kato concerning the nonautonomous Cauchy problem goes
back to 1953 [50]. In 1970, Kato published a more rigorous and detailed version
of his ideas [51]. Kato’s work is still the reference method for the treatment of
the wellposedness problem for nonautonomous evolution equations of hyperbolic
type, hence we cite the main statements in detail. Although there are lots of
extensions and improvements of the original result, the main assumptions remain
essentially unchanged, see [79].
The Theorem of Kato allows nonconstant domains of definition D(A(t)), but
the intersection of these domains for different times has to contain a joint dense
subspace with special features leading to the invariance of the subspace with
respect to the propagator.
For the proofs of all statements in this section which we do not give explicitly
we refer to Pazy’s monograph [67, Chapter 5]. Another reference is Tanabe’s
book [90]. In the following, we will define admissible subspaces and Kato-stable
families of operators before we come to the existence theorem in Section 2.2.4.3.
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2.2.4.1 Admissible subspaces
Let A be a linear operator on a Banach space X and let Y be a subspace of X .
Definition 2.19. Y is an invariant subspace of A if A maps D(A) ∩ Y → Y .
Definition 2.20. The part of A in Y is the linear operator A˜ given by A˜y = Ay
on the domain D(A˜) =
{
y ∈ D(A) ∩ Y : Ay ∈ Y }.
The restriction A↾Y is an extension of A˜. We have A↾Y= A˜ if Y is an invariant
subspace.
In the following we assume that Y is a Banach space with norm ‖·‖Y and Y
is continuously embedded in X , that is the norm ‖·‖Y is stronger than the norm
of X : There is a constant c such that ‖y‖ ≤ c‖y‖Y for y ∈ Y .
Definition 2.21. Let (T (t))t≥0 be a strongly continuous semigroup with genera-
tor A. The subspace Y is A-admissible if it is an invariant subspace of T (t), t ≥ 0,
and the restriction of (T (t))t≥0 to Y is again a semigroup in Y , strongly contin-
uous with respect to ‖ · ‖Y .
Criteria for admissible subspaces are given in the following theorems.
Theorem 2.22. Let (T (t))t≥0 be a strongly continuous semigroup with generator
A and (ω,∞) ⊂ ρ(A), ω > 0. The subspace Y is A-admissible if and only if Y is
an invariant subspace of R(λ,A), λ > ω, and A˜, the part of A in Y , generates
a strongly continuous semigroup in Y . Moreover, if Y is A-admissible, then A˜ is
the infinitesimal generator of (T (t))t≥0↾Y .
Theorem 2.23. Let Y be dense in X and let S : Y → X be an isomorphism.
The subspace Y is A-admissible if and only if A1 = SAS
−1 is the generator of
a strongly continuous semigroup (T1(t))t≥0. The semigroup is given by T1(t) =
ST (t)S−1.
For Hilbert spaces there is a related result due to Okazawa [65].
Theorem 2.24. Let A be a linear operator in a Hilbert space X and c ≥ b ∈ R.
Assume, that the closure of A+ b is maximally accretive. Let S be a self-adjoint,
strictly positive operator with D(S) ⊂ D(A) such that D(S) is a core for the
closure of A+ b and
Re(Au, Su) ≥ −c(u, Su)
for all u ∈ D(S). Then D(S1/2) is A-admissible.
For the proof see [65]. Under the assumptions of the last theorem one can
think of S1/2AS−1/2 + c as being maximally accretive.
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2.2.4.2 Stable families of generators
Now let {A(t)}t∈[0,T ] be a family of generators of strongly continuous semigroups
on a Banach space X .
Definition 2.25. The family {A(t)}t∈[0,T ] of generators of strongly continuous
semigroups is said to be stable or Kato-stable if for any finite family {tj} with
0 ≤ t1 ≤ · · · ≤ tk ≤ T, k ∈ N, there are positive constants M, ω such that
(ω,∞) ⊂ ρ(A(t)) for all t ∈ [0, T ] and∥∥∥∥∥∥
k∏
j=1
R(λ,A(tj))
∥∥∥∥∥∥ ≤M(λ− ω)−k, λ > ω. (2.9)
An example for Kato-stable operators is easily obtained: Every family {A(t)}
of maximally dissipative operators fulfills the Definition 2.25 because of the Hille-
Yosida theorem. An alternative formulation of Kato-stability due to H. Neidhardt
is given in the following Lemma.
Lemma 2.26. The family {A(t)}t∈[0,T ] is Kato-stable with constants M,ω if and
only if there are norms ‖ · ‖t on X and a constant M ≥ 1 such that ‖x‖ ≤ ‖x‖t ≤
‖x‖s ≤ M‖x‖ and ‖R(λ,A(t))x‖t ≤ (λ − ω)−1‖x‖t for (t, s) ∈ DI , λ > ω and
x ∈ X.
Proof. Apply a rescaling A(t)→ A(t)−ω and observe that Kato-stability can be
formulated in terms of the semigroups instead of resolvents ([67, Theorem 5.2.2]).
Then the assertion follows from [64, Proposition 1.3].
Concerning stability in subspaces we have the following theorem:
Theorem 2.27. Let Y ⊂ X be a Banach space, continuously embedded in X.
Assume there is a family of isomorphisms Q(t) : Y → X, t ∈ [0, T ], such that
Q(t) ∈ B(Y,X) and Q−1(t) ∈ B(X, Y ) are uniformly bounded by a constant c
and the map t 7→ Q(t) is of bounded variation in the norm of B(Y,X). Let
{A(t)}t∈[0,T ] be a stable family of generators and set A1(t) = Q(t)A(t)Q−1(t). If
{A1(t)}t∈[0,T ] is a stable family of generators in X, then Y is A(t)-admissible for
t ∈ [0, T ], and {A˜(t)}t∈[0,T ] is a stable family of generators in Y .
The next theorem gives a perturbation result.
Theorem 2.28. Let {A(t)}t∈[0,T ] be a stable family of generators of strongly
continuous semigroups with stability constants M,ω, and let {B(t)}t∈[0,T ] be a
family of bounded linear operators such that ‖B(t)‖ ≤ c uniformly in t. Then
{A(t) + B(t)}t∈[0,T ] is a stable family of generators of strongly continuous semi-
groups with stability constants M,ω + cM .
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2.2.4.3 The existence theorem
Now we can state Kato’s existence theorem.
Theorem 2.29. Let X and Y be Banach spaces, Y ⊂ X dense and continuously
embedded. For every t ∈ [0, T ] let A(t) be the generator of a strongly continuous
semigroup. Assume that:
(i) {A(t)}t∈[0,T ] is a stable family with constants M,ω.
(ii) Y is A(t)-admissible for every t ∈ [0, T ]. Moreover, {A˜(t)}t∈[0,T ], the family
given by the parts of A(t) in Y , is a stable family in Y with constants M˜, ω˜.
(iii) Y ⊂ D(A(t)) for every t ∈ [0, T ]. A(t) as an operator from Y −→ X
is bounded. The function t 7→ A(t) is norm-continuous with respect to
B(Y,X).
Then there exists a unique propagator U(t, s), (t, s) ∈ D[0,T ], such that
(a) ‖U(t, s)‖ ≤Meω(t−s),
(b) the right derivative ∂
∂t
+
U(t, s)y|t=s = A(s)y for every y ∈ Y, s ∈ [0, T ],
(c) ∂
∂s
U(t, s)y = −U(t, s)A(s)y for every y ∈ Y, 0 ≤ s ≤ t ≤ T .
The derivatives are taken in the strong sense in X.
This theorem enables us to define a unique propagator associated with the
family of generators {A(t)}t∈[0,T ], but it is not strong enough to establish the
classical wellposedness of the nonautonomous Cauchy problem (2.2). This is the
point of the next theorem, where the solutions even take values in Y if the initial
value stems from Y .
Theorem 2.30. Given the assumptions of Theorem 2.29, where (ii) is replaced
by
(ii’) There is a family of isomorphisms {Q(t)} where Q(t) : Y → X such
that for every y ∈ Y, t 7→ Q(t)y is continuously differentiable in X and
Q(t)A(t)Q−1(t) = A(t) + B(t) for a family {B(t)} of bounded operators
which is continuous in t.
Then the conclusion of Theorem 2.29 holds true. Moreover,
(d) U(t, s)Y ⊂ Y ,
(e) (t, s) 7→ U(t, s)y is continuous in Y for y ∈ Y .
This implies that for y ∈ Y , u(·) = U(·, s)y ∈ C1((s, T ], X) solves the nonau-
tonomous Cauchy problem (2.2) with u(s) = y.
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Kato proves these results by approximation of the generators A(t) and solving
the corresponding Cauchy problem (2.2). The strategy is similar to the proof of
Theorem 2.17, but, instead of an abstract existence argument based on Riesz’
Theorem, a limit calculation with Duhamel’s integral formula is used. It is pos-
sible to reproduce this proof using evolution semigroups and an approach similar
to Theorem 3.10. This is done in G. Nickel’s thesis [62].
With regard to the application in quantum field theory, we remark that Kato’s
Theorem is not very well-suited. In the simple P (ϕ)2 models there are indeed
common dense cores Y for the Hamiltonians H(t), but invariance of these sub-
spaces is in general problematic, due to the lacking smoothing properties of the
time evolution. Even if one could establish invariance, Kato-stability in Y seems
unlikely.
2.2.5 Time-independent domain
A simple reformulation of Theorem 2.30 is possible if the generators A(t) have a
common time-independent domain. This theorem can also be found in the books
of Yosida [99] and Reed and Simon [71] with independent proofs. For Hilbert
spaces it is possible to apply the result using a scale of spaces and thus to extend
it to the case where the domain of a quadratic form is independent of time. This
idea is due to Kisyn´ski [52]. It allows for an application to a special situation
of the (ϕ4)2 model, but it is not sufficient for the proof of the existence of local
scattering operators.
Theorem 2.31. Let X be a Banach space and I ⊂ R an open interval. Let A(t)
be maximally dissipative and assume that 0 ∈ ρ(A(t)) for every t ∈ I. Moreover,
assume that
(i) the operators A(t), t ∈ I, have a common domain of definition, D(A(t)) =
D;
(ii) for each x ∈ X, (t, s) 7→ (t− s)−1
(
A(t)A(s)−1 − 1
)
x is uniformly strongly
continuous for t 6= s in any fixed subinterval of I;
(iii) lims→t(t − s)−1
(
A(t)A(s)−1 − 1
)
x exists uniformly for t in every fixed
subinterval of I. Moreover, the limit is bounded and continuous in t.
Then there exists a strongly continuous, bounded propagator U(t, s) such that
t 7→ U(t, s)x solves the nonautonomous Cauchy problem (2.2) for all initial values
x ∈ D.
Proof. The operators A(t) are maximally dissipative, hence Kato-stable. By
assumption they are isomorphisms from D → X . The conditions (ii) and (iii)
imply the continuous differentiability of t 7→ A(t) as a mapping with values in
B(D,X). So we can set Q(t) = A(t) and apply Theorem 2.30 with B(t) = 0.
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In the case of a Hilbert space X the assumptions are fulfilled if for instance
A(t) = −iH(t) = −i(H0 + V (t)), H0 is self-adjoint, V (·) : R → B(X) and V (t)
maps D(H0) into D(H0), [H0, V (t)] is a bounded operator and t 7→ ‖[H0, V (t)]‖
is locally bounded, see [71].
2.2.5.1 Application: The Theorem of Kisyn´ski
As an application of the existence theorem for time-independent domains, we
present a theorem due to Kisyn´ski [52] which gives conditions of solvability for
the nonautonomous Cauchy problem (2.2) in a Hilbert space if the form domain
of H(t) is constant. Note that the domain of definition of H(t) as an operator
in H may well depend on time. The price we have to pay for the improvement
over Theorem 2.31 is that the solution of the evolution equation takes its value
in a much larger space than the original Hilbert space. We present a simplified
version of Kisyn´ski’s Theorem, which nevertheless shows the underlying idea.
Theorem 2.32. Let H be a positive self-adjoint operator in a Hilbert space H
and H+1 ⊂ H ⊂ H−1 the scale of spaces with respect to H. For t ∈ [0, T ], T > 0,
let H(t) be a symmetric bilinear form on H+1 ×H+1 such that
c−1(H + 1) ≤ H(t) + 1 ≤ c(H + 1) (2.10)
for a constant c > 0. Suppose further that H(t) ∈ B(H+1,H−1) is continuously
differentiable in norm and ±H˙(t) ≤ c(H+1). Then there is a unitary propagator
U(t, s) on H such that for x ∈ H+1, t 7→ U(t, s)x ∈ H+1 is continuous in t and
such that for x ∈ H+1 one has ddtU(t, s)x = −iH(t)U(t, s)x.
Proof. The main idea is contained in [52, Chapter 7]. The space H+1 is a Hilbert
space; it equals D(H1/2) together with the scalar product (·, ·)+1 = (·, (H + 1)·)
which induces a norm ‖ · ‖+1. By equation (2.10), the bilinear form (·, ·)t =
(·, (H(t)+1)·) induces a norm ‖·‖t onH+1 which is equivalent to ‖·‖+1. Hence the
bilinear form H(t) is closed as it gives an equivalent scalar product on H+1. The
associated operator H(t) : H+1 → H−1 has the domain of definition D(H(t)) =
{x ∈ H+1 : y 7→ (y, x)t is continuous in H−1}. Again by (2.10) we conclude that
D(H(t)) = H+1, because by definition H−1 consists of the conjugate linear forms
on H+1. By the form representation theorem, H(t) is a self-adjoint, positive
operator which maps H+1 → H−1.
Now set X = H−1, D = H+1, A(t) = −iH(t), then the assumptions on the
differentiability of H(t) as a bounded operator from H+1 to H−1 imply that the
assumptions of Theorem 2.31 are fulfilled and the assertions follow.
In [18], J. Dimock investigates the (ϕ4)2 model with a coupling of the form g =
g0+g1(t, x), where g0 is a positive coupling constant and g1 ∈ C∞c (R2) is small and
localized: It is assumed that (diam(supp g1)+1)‖g1‖∞ is sufficiently small. With
this assumption it is possible to use Kisyn´ski’s Theorem in the aforementioned
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formulation to prove the existence of the time evolution. Dimock uses this fact
to establish the time evolution for the (ϕ4)2 model on a two-dimensional, curved
spacetime. We return to this topic in Section 3.3.2.
The crucial point about the splitting of the coupling into a constant and a
small, localized term is that the scale of spaces H+1 ⊂ H ⊂ H−1 is built with
respect to the Hamiltonian H = H0+g0
∫
: ϕ4(x) : dx which describes a fixed ϕ4
background. The background Hamiltonian is understood either to be contained
in a sufficiently large box or it may result from a Euclidean construction, hence
the underlying Hilbert space is not the Fock space of the free fields. In any case,
the approach is not well-suited to tackle the existence question of local scattering
operators. It is not possible to choose g0 = 0 and to use Kisyn´ski’s Theorem with
the space triple corresponding to the free Hamiltonian. The problem is that the
bilinear form H(t) = H0 +
∫
g1(t, x) : ϕ
4(x) : dx is not closed on H+1 = D(H0).
Furthermore, we did not succeed in performing the limit g0 → 0 in a way which
would allow to patch together the time evolution inside of supp g0 and the free
time evolution outside. A similar problem occurs in Section 4.1, where we are
in fact able to make the interacting background arbitrarily small, but it remains
impossible to connect to the case of a vanishing background in a continuous way.
We overcome these difficulties in Section 3.3 and Section 4.3 by applying a
new wellposedness result. It is this result which enables us to show the existence
of the time evolution for P (ϕ)2 for curved spacetimes without the restrictions on
g1 as well as to prove the existence of the local scattering operators for P (ϕ)2
models.
Chapter 3
Evolution Semigroups
Kato’s approach to the Cauchy problem for hyperbolic nonautonomous evolution
equations is inspired by the theory of ordinary differential equations. The strategy
is to approximate the evolution equation by a sequence of equations which are
easy to solve. Then the convergence of the solution operators is investigated.
There is a different approach to the present problem. Similar to the abstract
methods for the study of the existence of weak solutions which are developed by
Lions (see e.g. [12]), the evolution equation (2.2) is considered as a functional
equation involving an operator sum.
In [13], DaPrato and Grisvard investigate the sum − d
dt
+A(·) as an operator
on the function spaces Ep = L
p([0, T ], X) or C([0, T ], X) with a suitable domain
of definition. They derive conditions for the operator sum being densely defined
and closable and apply their theory to parabolic and hyperbolic evolution equa-
tions. These ideas were improved in a paper by DaPrato and Iannelli [14]. Here
the inhomogeneous Cauchy problem, u˙(t)−A(t)u(t) = f(t), u(0) = x, is mapped
on the equation Gu := {u˙−A(·)u, u(0)} = {f, x} and conditions implying invert-
ibility of G are studied. The results extend Kato’s theory in some respects, but
the main restrictions which limit the usefulness of Kato’s results in the context
of quantum field theory do persist.
In this chapter we consider the so-called evolution semigroups. By functional
methods similar to the aforementioned, it is possible to relate the nonautonomous
Cauchy problem to an autonomous one. This idea goes back to J. Howland [47]
for the study of scattering theory. It was generalized by D. Evans [24] and others,
see [79]. The attractive feature of evolution semigroups is that the powerful the-
ory of strongly continuous operator semigroups applies. From this one is enabled
to derive results for the time-dependent situation. In recent years evolution semi-
groups have attracted new interest: They turned out to be useful for the study of
spectral and asymptotic properties of propagators. The reader is again referred
to [79] for a survey.
However, most of the results deal with the parabolic situation, and the ques-
tion of existence of solutions has not been the subject of the main efforts. This
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is the starting point for the present work.
In the following, we define evolution semigroups and describe their proper-
ties. We show that the existence theory for solutions of the nonautonomous
Cauchy problem (2.2) can be related to properties of generators of evolution
semigroups. In Section 3.2 we see that the generator property of the closure of
the operator G0 = − ddt+A(·) implies the existence of unique mild solutions of the
nonautonomous Cauchy problem (2.2), and we investigate their relation to weak
solutions. In the Hilbert space case, Section 3.2.2 contains sufficient requirements
for this theory of solvability. In Section 3.3 we generalize these considerations to
the situation where the closure of G0 is not necessarily a generator. Under quite
general assumptions, G0 has an extension which is an evolution generator and
which corresponds to a certain limit of bounded operators. For Hilbert spaces,
the evolution groups associated to this extension lead to unique approximative
solutions of the nonautonomous Cauchy problem (2.2). This is a new existence
and uniqueness result for approximative solutions. It is this approach which we
will find applicable to the quantum field theoretical problem we have in mind.
The main results of this chapter are obtained in collaboration with
R. Schnaubelt and can be found in [77].
3.1 Definition and properties
For the definition of evolution semigroups as well as for their basic properties we
follow the presentation in [78, 77].
Given an arbitrary interval I ⊂ R and a Banach space X , we define the
function spaces Ep = L
p(I,X), 1 ≤ p < ∞, with the usual Lp-norm as well as
E∞ = C(I,X) with the sup-norm. For details on this kind of spaces of Banach-
space-valued functions see [17, 100].
Now let {U(t, s)}(t,s)∈DI be a strongly continuous, exponentially bounded
propagator according to Definition 2.10. The evolution semigroup (T (σ))σ≥0 on
Ep is the strongly continuous semigroup formally defined by
(T (σ)f)(t) =

U(t, t− σ)f(t− σ) if t, t− σ ∈ I,0 if t ∈ I, t− σ /∈ I. (3.1)
We denote its generator by G.
The semigroup property of (T (σ))σ≥0 is obvious. In the following we show
strong continuity. To this end we consider p < ∞ and p = ∞ separately. It
is sufficient to consider left half-open intervals: Assume that I is left closed and
denote its left endpoint by a. Set I ′ = I \{a} if I is bounded from below and I ′ =
R if I = R. Given an exponentially bounded propagator on DI , its restriction on
DI′ induces the same evolution semigroup. But in general a propagator onDI′ has
no continuous extension to DI′ = DI , as seen in the example X = C, I = (0,∞)
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and U(t, s) = p(t)/p(s) for p(t) = 2 + sin(1/t) [70]. We denote by Cc,I′(I,X) the
set of continuous functions compactly supported in I ′.
Theorem 3.1. Equation (3.1) defines a strongly continuous semigroup on Ep,
the evolution semigroup (T (σ))σ≥0 = (eσG)σ≥0.
Proof. First we consider the case p = ∞. Let f ∈ Cc,I′(I,X). Boundedness of
the propagator U(t, s) in norm (by Meω(t−s)) implies ‖T (σ)f‖σ ≤Meωσ‖f‖∞, so
(T (σ))σ≥0 is a family of bounded operators. Furthermore, we see that ‖T (σ)f −
f‖ → 0 for σ → 0 because of the uniform continuity of the function (t, s) 7→
U(t, s)x on compact sets. We conclude that (T (σ))σ≥0 is a strongly continuous
semigroup. This extends to C0,I′(I,X).
Second, let 1 ≤ p <∞ and f ∈ Ep . We observe that Cc,I′(I,X) is dense in Ep.
Denote by τσ the semigroup of right translations on Ep: (τσf)(t) = χI(t−σ)f(t−
σ). The function T (σ)f is measurable and ‖(T (σ)f)(t)‖X ≤ Meωσ‖(τσf)(t)‖X .
So T (σ)f ∈ Ep and ‖T (σ)‖ ≤ Meωσ. Furthermore we find that T (σ) converges
to 1 on Cc,I′(I,X) for σ → 0. Hence, T (σ)→ 1 as an operator on Ep and strong
continuity follows.
Note that the translations τσ constitute the evolution semigroup on Ep which
is associated with the trivial propagator U(t, s) = 1.
We remark that the spaces Ep = L
p(I,X) are not the most general function
spaces which are admissible for the definition of evolution semigroups. For a
given Banach function space F over a measure space (Ω,Σ, µ), we define the space
F (X) as the set of strongly measurable functions f : Ω → X with the property
that ‖f(·)‖X ∈ F with the Banach space norm ‖f‖F (X) = ‖‖f(·)‖X‖F . The
conditions we have to impose on F are translation invariance, strong continuity
of the semigroup of translations τσ and order continuity of the norm on Ep. For
details see [69]. Examples for admissible spaces F are Lp(R)∩Lq(R), 1 ≤ p, q <∞
or the Lorentz spaces Lp,q(R), 1 < p <∞, 1 ≤ q <∞.
We state several simple properties of evolution semigroups which follow easily
from the definition (3.1). The operator norm of the evolution semigroup can be
obtained via the propagators
‖T (t)‖B(E) = sup
s,s−t∈I
‖U(s, s− t)‖B(X) (3.2)
for t ≥ 0. Hence, by the exponential boundedness of the propagators, we conclude
λ ∈ ρ(G) if Reλ > ω for the exponent ω ∈ R in (2.10). If I is a bounded interval,
the choice ω = 0 is possible and it follows ρ(G) = C. This fact will be of
importance later.
The Laplace transform of T (·) is the resolvent of G. Thus, by a change of
variables, we get the formula
(R(λ,G)f)(t) =
∫ t
a
e−λ(t−s)U(t, s)f(s) ds, t ∈ I, Reλ > w, f ∈ E. (3.3)
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We recall that a strongly continuous semigroup S(·) with generator B can
be embedded in a strongly continuous group if some operator S(t), t > 0, is
invertible, see e.g. [67, §1.6]. Moreover, (S(t)−1)t≥0 is then generated by −B.
An evolution semigroup on a function space on a bounded interval I is never
invertible because of the boundary condition. For the case of an unbounded time
interval, we get the following relation between the propagator and the evolution
semigroup.
Lemma 3.2. Let U(·, ·) be a propagator with time interval I = R and let T (·)
be the associated evolution semigroup on Ep, 1 ≤ p ≤ ∞. Then the following
assertions hold.
(i) T (t) is an isometry for some t > 0 if and only if U(s, s− t) is an isometry
for s ∈ R and any t > 0.
(ii) T (t) is invertible for some (and hence for all) t > 0 if and only if U(·, ·) is
invertible. Then (T (t)−1f)(s) = U(s, s+ t)f(s+ t), s ∈ R.
(iii) Let p = 2 and X be a Hilbert space. Then T (t) is unitary if and only if
U(s, s− t) is unitary for s ∈ R.
Proof. We observe that assertion (iii) follows from (i) and (ii). In (i) and (ii)
the implications ‘⇐’ are easy to check. The converse implications are shown for
p ∈ [1,∞); the case p =∞ can be established in a similar way.
Assume that T (τ) is an isometry for some τ > 0. Take x ∈ X , s ∈ R, and
ε > 0. Set f = χ[s−τ,s−τ+ε]x with the characteristic function χJ of an interval
J ⊂ R. Then we obtain
‖x‖p = 1
ε
‖f‖pp =
1
ε
∫
R
‖(T (τ)f)(σ)‖p dσ = 1
ε
∫ s+ε
s
‖U(σ, σ − τ)x‖p dσ. (3.4)
In the limit ε→ 0, we arrive at ‖x‖ = ‖U(s, s− τ)x‖. Thus (i) holds.
Assume that T (τ) is invertible for some τ > 0. There are constants M ′ ≥ 0
and w′ ∈ R such that ‖f‖p ≤M ′ew′τ‖T (τ)f‖p for f ∈ Ep. As in (3.4), one verifies
that ‖x‖ ≤M ′ew′τ‖U(s, s−τ)x‖ for s ∈ R and x ∈ X . Observe that T (τ)D(G) =
D(G). As stated below in Proposition 3.5, D(G) is dense in C0(R, X). Hence,
T (τ)D(G) is dense in C0(R, X) so that U(s, s − τ) has dense range for s ∈ R.
Therefore we have established assertion (ii).
To address the question of wellposedness of evolution equations with evolu-
tion semigroups as our main tool, we need an abstract characterization of these
special semigroups without referring to a propagator. The idea for this abstract
characterization goes back to the original paper of Howland [47]. Let X be a
Hilbert space and ϕ ∈ C1(R) be a continuously differentiable function. Assume
that there is a skew-adjoint operator G on L2(R, X) such that ϕD(G) ⊂ D(G)
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and G(ϕf) − ϕGf = −ϕ˙ for all f ∈ D(G). Moreover, let Q be the multipli-
cation operator which is induced by the variable t, that is (Qf)(t) = tf(t) for
f ∈ D(Q). Clearly, Q is self-adjoint. Howland observes that G has the same com-
mutation relation with Q as − d
dt
. Hence iG and Q constitute a representation of
the canonical commutation relations. In the Weyl form this means
eσGe−iσ
′Q = eiσσ
′
e−iσ
′QeσG
for σ, σ′ ∈ R, see e.g. [21]. By uniqueness of the Schro¨dinger representation of
the CCR, there is a unitary multiplication operator U on L2(R, X) such that
UQU∗ = Q and eσG = UτσU∗. Setting U(t, s) := U(t)U(s)∗, we find
(eσGf)(t) = U(t, t− σ)f(t− σ),
thus, according to Theorem 3.1, (eσG)σ≥0 is an evolution semigroup. Further
generalizations of this idea can be found in [24, 60, 69].
Crucial for this characterization is the notion of a multiplication operator.
For p = ∞, a bounded operator M ∈ B(Ep) is a multiplication operator if and
only if Mϕf = ϕMf for all ϕ ∈ Cb(R) and f ∈ Ep, see [24]. For p < ∞ and
without assuming separability of X , we need special subspaces [60, 69].
Definition 3.3. Let M ∈ B(Ep), 1 ≤ p < ∞. A subspace F of Ep is called
M-determining if
(i) F and MF consist of continuous functions,
(ii) F 2 = {f(s) : f ∈ F} is dense in X ,
(iii) F is dense in Ep.
Now we can characterize multiplication operators in a similar way as in the
situation of spaces of continuous functions.
Theorem 3.4. Let I ⊂ R be an interval. Consider M ∈ B(Ep), 1 ≤ p < ∞.
ThenM = M(·) ∈ Cb(I,B(X)) is an operator-valued function, continuous in the
strong topology if and only if there is an M-determining subspace F ⊂ Ep such
that M(ϕf) = ϕM(f) for all f ∈ F and ϕ ∈ L∞(I).
For the proof see [69]. Now, Howland’s idea for the characterization of evo-
lution semigroups should be compatible with the Definition 2.10 of propagators.
Therefore, one has to include a condition which leads to strong continuity of
(t, s) 7→ U(t, s). A suitable requirement for this purpose is that G generates a
strongly continuous semigroup not only on Ep, but also on E∞.
Theorem 3.5. Let G generate a C0–semigroup T (·) on Ep for some 1 ≤ p ≤ ∞.
Then the following assertions are equivalent.
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(i) T (·) is an evolution semigroup given by an evolution family U(·, ·).
(ii) T (σ) (ϕf) = (τσϕ) T (σ)f for f ∈ E, ϕ ∈ Cb(I), t ≥ 0. D(G) is densely
and continuously embedded in C0(I,X).
(iii) For all f contained in a core of G and ϕ ∈ C1c (I) we have ϕf ∈ D(G)
and G(ϕf) = ϕGf − ϕ˙f . D(G) is densely and continuously embedded in
C0(I,X).
For the proof see [70]. This theorem relates the characterisation of evolution
semigroups to properties of multiplication operators: The evolution semigroup
behaves like a semigroup of multiplication operators, up to a translation. In
the last theorem, D(G) is endowed with the graph norm of G. Notice that the
second condition in (ii) and (iii) is trivially satisfied if p = ∞. However, if
p < ∞, (ii) does not imply (i). Consider for example a function p such that p
and 1/p are discontinuous elements of L∞(R), but p(s) → p(t) as s ր t for a.e.
t ∈ R. Then set X = C, E = L1(R) and use U(t, s) = p(t)/p(s) to define a
strongly continuous semigroup which satisfies (ii) without the second condition,
but which does not lead to an evolution semigroup associated with a strongly
continuous propagator [70]. However, dropping the inclusion D(G) ⊂ C0(I,X)
in (ii) and (iii) still allows for the characterization of an evolution semigroup
associated with a strongly measurable propagator, see [47, 24]. In the context of
the next section this gives no additional freedom, but in Section 3.3 the use of
evolution semigroups which do not fulfill the second condition in (ii) and (iii) will
be crucial.
For the application of our results to models of quantum field theory, the
following result will be useful:
Theorem 3.6. Let R = R(·) ∈ Cb(I,B(x)) be a bounded, invertible multipli-
cation operator with bounded inverse. If (T (σ))σ≥0 is an evolution semigroup
with generator (G,D(G)), then the similar semigroup (T˜ (σ))σ≥0, defined by
T˜ (σ) = RT (σ)R−1, is an evolution semigroup with generator (G˜, D(G˜)) given
by D(G˜) = RD(G), G˜ = RGR−1.
Proof. Clearly, (T˜ (σ))σ≥0 is an evolution semigroup. Observe that R−1 is also
a multiplication operator, hence it commutes with scalar multiplications. For
ϕ ∈ Cb(I) we have T˜ (σ) (ϕf) = RT (σ)R−1(ϕf) = (τσϕ) T˜ (σ)f for f ∈ E. The
continuous embedding of D(G˜) in C0(I,X) follows by boundedness of R and
continuity of t 7→ R(t).
In the course of this chapter, we will need a technical result concerning cores
of the generator G of an evolution semigroup.
Lemma 3.7. Let T (·) be an evolution semigroup with generator G on Ep, 1 ≤
p ≤ ∞, with I = R. Let D be a core for G such that ϕf ∈ D for f ∈ D and
3.2 Wellposedness and mild solutions 49
ϕ ∈ C1c (R). Then Dc = D∩Cc(R, X) is also a core for G. If f ∈ D(G)∩Cc(R, X),
then we can take approximating functions fn ∈ Dc whose supports are contained
in a bounded interval J ⊃ supp f .
Proof. Choose ϕn ∈ C1c (R) with 0 ≤ ϕn ≤ 1, ϕn = 1 on [−n, n], and ‖ϕ˙n‖∞ ≤ 2
for n ∈ N. Let f ∈ D and set fn = ϕnf ∈ Dc. Then fn → f and Gfn =
ϕnGf − ϕ˙nf → Gf in Ep as n → ∞. Thereby we have used that Gf is the
limit of (T (τ)f − f)/τ as τ → 0 for f ∈ D(G) by definition, and that we obtain
ϕu ∈ D(G) and G(ϕu) = −ϕ˙u + ϕGu if u ∈ D(G) and ϕ ∈ C1c (I). So we have
shown the first assertion. To verify the second one, take f ∈ D(G) ∩ Cc(R, X).
Then there are gn ∈ D, n ∈ N, converging in D(G) to f . Let ϕ ∈ C1c (R) be equal
to 1 on the support of f . Then the supports of the functions fn = ϕgn ∈ Dc,
n ∈ N, are contained in J := suppϕ. Moreover, fn → f and Gfn → Gf as
n→∞, analogously to above.
3.2 Wellposedness and mild solutions
For I = R and p =∞, G. Nickel has investigated the relation between wellposed-
ness of the nonautonomous Cauchy problem (2.2) and properties of evolution
semigroups in [62, 63]. Let C1 = {f ∈ C(R, X) : f, d/dtf ∈ C0(R, X)}.
Theorem 3.8. Let X be a Banach space and let {A(t)}t∈R be a family of linear
operators. The nonautonomous Cauchy problem (2.2) is wellposed if and only
if there exists a unique evolution semigroup T (·) on E∞(R) = C0(R, X) with
generator (G,D(G)) and an invariant core D ⊂ C1 ∩ D(G) such that Gf =
− d
dt
f + A(·)f for f ∈ D.
For the proof see [62].
Assuming the hypotheses of the Theorem of Kato (Theorem 2.29), Nickel uses
the preceding theorem to prove wellposedness in the hyperbolic case, thereby
giving a simplified proof of Kato’s theorem using evolution semigroups. In doing
so, he utilizes an approximating evolution semigroup. A similar strategy leads to
Theorem 3.10.
The last Theorem 3.8 is remarkable as it allows us to characterize wellposed-
ness of the nonautonomous Cauchy problem (2.2) by properties of the generator G
of an evolution semigroup. It establishes a close analogy to the time-independent
situation. Unfortunately, for an application to concrete examples we again need
assumptions of Kato type.
For the general case p < ∞ and I ⊂ R an analogous equivalence result is
not known. But there is a theorem giving the implication in one direction: If the
nonautonomous Cauchy problem (2.2) is wellposed, the generator of the evolution
semigroup is the closure of − d
dt
+ A(·).
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Theorem 3.9. Assume the nonautonomous Cauchy problem (2.2) is wellposed
in the sense of Definition 2.9 with regularity subspaces Yt and bounded propagator
U(t, s). Moreover, let (G,D(G)) be the generator of the evolution semigroup T (σ)
on Ep(I) = L
p(I,R) associated with U(t, s). Then
Fp = {f ∈ W 1,p0 (I,X) : f(t) ∈ D(A(t)) for a.e. t ∈ I, A(·)f(·) ∈ Lp(I,X)}
(3.5)
is a core for G and Gf = − d
dt
f + A(·)f for all f ∈ Fp.
For the proof see [79, 78].
Our strategy proceeds in the opposite way. We define an operator G0 and
investigate under which assumptions it has extensions that are the generators of
evolution semigroups. With regard to Howland’s characterization of evolution
semigroups in Hilbert spaces, we could paraphrase our strategy in the following
way: We start with an incomplete Weyl pair {iG0, Q}, and the construction of
the evolution semigroup amounts to complete {iG0, Q} to a Weyl pair {iG,Q}
with G0 ⊂ G, see for example [49]. This point of view is advocated in Neidhardt’s
article [61], where he uses von Neumann’s theory of defect indices to classify the
self-adjoint extensions of iG0. This interesting analysis unfortunately does not
lead to conditions which meet the concreteness requirements needed to obtain
wellposedness results for nonautonomous evolution equations.
Given the nonautonomous Cauchy problem (2.2), we endow the multiplication
operator f 7→ A(·)f(·) on Ep with the maximal domain
D(A(·)) = {f ∈ Ep : f(t) ∈ D(A(t)) for a.e. t ∈ I, A(·)f(·) ∈ Ep}. (3.6)
We define the sum
G0 = − ddt + A(·), D(G0) = Fp,
in Ep on the maximal domain from equation (3.5).
As remarked above, wellposedness of the nonautonomous Cauchy problem
(2.2) would imply that the closure of G0 generates an evolution semigroup (anal-
ogous to [79, Prop. 4.1]).
We want to prove the opposite implication, saying that G0 possesses a clo-
sure G which generates a semigroup T (·). The following theorem is due to
R. Schnaubelt. It is formulated in a rather general way in order to make clear
under which circumstances a Kato-stable family of generators A(t) on X ‘gen-
erates’ an evolution semigroup on Ep. The idea of this theorem can already be
found in [79].
Theorem 3.10. Let A(t), t ∈ I, be Kato-stable generators on X with constants
(M,w) such that t 7→ R(w′, A(t)) is strongly continuous for some w′ > w. Let
1 ≤ p ≤ ∞. Assume that the space (w′ − G0)Fp is dense in Ep and that Fp is
dense in Ep and E∞. Then G0 with domain Fp possesses a closure G in Ep which
generates an evolution semigroup T (·), given by an evolution family U(·, ·) on X.
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Proof. The proof is closely related to Nickel’s treatment of the hyperbolic evolu-
tion equations in the p = ∞–situation [62]. Consider the Yosida approximation
An(t) = nA(t)R(n,A(t)) = n
2R(n,A(t)) − n for n > w and t ∈ I. Notice that
t 7→ An(t) is strongly continuous and that An(·) is the Yosida approximation
of the generator A(·) on Ep, see for instance Theorem III.4.8 and Paragraph
III.4.13 in [22]. Because An(·) is a bounded perturbation of − ddt , it is then clear
that Gn = − ddt+An(·) with domainW 1,p0 (I,X) generates an evolution semigroup
Tn(·) on Ep which is given by the evolution family Un(·, ·) generated by An(·).
For u ∈ Fp we have Gnu → Gu in Ep. Due to the Kato stability of A(·), there
are norms ‖ · ‖t on X satisfying the conditions of Lemma 2.26. In particular,
‖R(λ,A(t))‖t ≤ (λ− w)−1 for λ > w. This fact yields
‖eτAn(t)‖t = e−nτ‖ exp(τn2R(n,A(t)))‖t ≤ e−nτ exp(τn2(n− w)−1) ≤ ew1τ
for w1 := (w + w
′)/2, all n ≥ n0, and some n0 ≥ w. Hence the operators An(t),
t ∈ I, satisfy Lemma 2.26 with the same norms and the exponent w1. Thus they
are Kato-stable with uniform constants M and w1. Kato’s existence theorem
(Theorem 2.29) then shows that
‖Un(t, s)‖ ≤Mew1(t−s), (t, s) ∈ DI ; hence ‖Tn(r)‖ ≤Mew1r, r ≥ 0. (3.7)
The Trotter–Kato theorem now implies that the closure G of G0 exists and
generates a semigroup T (·) on Ep, see [22, Thm. III.4.9] or [67, Thm. 3.4.5].
Observe that the first condition of Theorem 3.5(iii) holds on the core Fp of G
on Ep. To check the second condition, it suffices to consider u contained in
the core Fp ⊂ C0(I,X) and to show that ‖u‖∞ = ‖R(w′, G)f‖∞ ≤ c ‖f‖p
where f := R(w′, G0)u. Recall that D(G) is dense in C0(I,X) by assump-
tion. We use the approximation Gn once more. Due to (3.3) and (3.7), we
have ‖R(w′, Gn)g‖∞ ≤ c ‖g‖p for g ∈ Ep and a constant c > 0. This estimate
implies that
R(w′, Gn)f − R(w′, G)f = R(w′, Gn)(Gn −G0)u = R(w′, Gn)(An(·)− A(·))u,
and
‖R(w′, Gn)f − R(w′, G)f‖∞ ≤ c ‖(An(·)− A(·))u‖p −→ 0
as n → ∞. As a result, ‖R(w′, G)f‖∞ ≤ c ‖f‖p. Theorem 3.5 thus shows that
T (·) is an evolution semigroup.
If one wants to apply the above result, the Kato stability can possibly be
checked using dissipativity of A(t), hence it is not problematic in the Hilbert
space situation with a self-adjoint Hamiltonian. The density of Fp in L
p(I,X) and
C0(I,X) can be established in two situations. First, if the resolvents R(λ,A(t)),
λ > w, are strongly continuously differentiable in t. Second, if there is a dense
subset Y of X contained in all D(A(t)) and A(·)y is continuous for y ∈ Y (then
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C1c (I, Y ) ⊂ Fp). Later on we will work in the latter setting. In this case,
R(λ,A(·)) is strongly continuous if in addition Y is a core for all A(t). The
most difficult problem is the verification of the range condition:
(w′ −G0)Fp is dense in Lp(I,X). (3.8)
Before giving sufficient conditions leading to the range condition to be fulfilled
in Theorem 3.15, in the next result we establish differentiability properties on
spaces Y as above.
Theorem 3.11. Suppose that the assumptions of Theorem 3.10 hold. Let Y ⊂
D(A(t)) for all t ∈ I and let A(·)y be continuous in X for y ∈ Y . Then the
derivatives
∂
∂s
U(t, s)y = −U(t, s)A(s)y, (3.9)
∂+
∂t
U(t, s)y|t=s = A(t)y, (3.10)
exist for (t, s) ∈ DI and y ∈ Y . (In (3.9) one has to take the one–sided derivative
if t = s.) If U(·, ·) is invertible and I = R, then one may take t, s ∈ R in (3.9)
and two-sided derivatives at t = s.
Proof. Take t, s, s′ ∈ I with t ≥ s, t ≥ s′, s 6= s′, y ∈ Y , and ϕ ∈ C1c (I) which
is equal to 1 on an interval containing s and s′. Set f = ϕy. Then f ∈ Fp and
Gf = −ϕ˙y + ϕA(·)y. Thus standard semigroup theory yields
U(t, s)y − U(t, s′)y = (T (t− s)f)(t)− (T (t− s′)f)(t) =
∫ t−s
t−s′
(T (τ)Gf)(t) dτ
=
∫ t−s
t−s′
U(t, t− τ)(−ϕ˙(t− τ)y + ϕ(t− τ)A(t− τ)y) dτ
= −
∫ s
s′
U(t, r)A(r)y dr.
Multiplying by (s − s′)−1 and letting s − s′ → 0 we deduce (3.9). Using this
result, we conclude
U(t, s)y − y = −
∫ t
s
∂
∂τ
U(t, τ)y dτ =
∫ t
s
U(t, τ)A(τ)y dτ,
which implies (3.10). The final assertions are verified in the same way.
If we knew that U(t, s)Y ⊂ Y , then wellposedness of the nonautonomous
Cauchy problem (2.2) would follow from the above proposition and the equality
U(t+h, s)y−U(t, s)y = (U(t+h, t)−1)U(t, s)y. Unfortunately, the invariance of
Y is hard to verify. Again one has to impose the restrictive conditions necessary
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in Kato’s theory. It seems that this problem is not tackled more easily in the
framework of evolution semigroups, see [62].
It turns out to be fruitful to attenuate the notion of solvability and to ask
for mild solutions in the sense of Definition 2.11. The next theorem due to
R. Schnaubelt shows that mild solutions arise naturally in the context of Theo-
rem 3.10. They coincide with the orbits u = U(·, s)x for every x ∈ X . In the
following we will use cut-off functions of the following form: For s ∈ I = (a, b]
and ε ∈ (0, b− s] we take a function ϕε ∈ C1c ((a, b]) such that 0 ≤ ϕε ≤ 1, ϕε = 0
on (a, s] and ϕε = 1 on [s+ ε, b]. For I = R and d > |s|, we take ψd ∈ C1c (R) such
that 0 ≤ ψd ≤ 1 and ψd = 1 on [−d, d]. Set Is = I ∩ [s,∞).
Theorem 3.12. Suppose that the assumptions of Theorem 3.10 hold. Let s ∈ I,
x ∈ X, and define ϕε and ψd as above.
(i) Let I = (a, b]. Then u = U(·, s)x ∈ C([s, b], X) is the unique (Ep)-mild
solution of (2.2), where one may take un ∈ Fp in Definition 2.11. Moreover,
u is the only function in C(Is, X) such that u(s) = x, ϕεu ∈ D(G), and
G(ϕεu) = 0 on [s + ε, b] for all ε ∈ (0, b− s].
(ii) Let I = R and U(·, ·) be invertible. Then u = U(·, s)x ∈ C(R, X) is the
unique (Ep)-mild solution on R of (2.2). Moreover, u is the only function
in C(R, X) such that u(s) = x, ψdu ∈ D(G), and G(ψdu) = 0 on [−d, d] for
all d > |s|.
Proof. Set
U˜(t, s) =

U(t, s) (t, s) ∈ DI ,0 t < s, t, s ∈ I.
Since Gf is the limit of (T (t)f−f)/t as t→ 0 for f ∈ D(G), we obtain ϕu ∈ D(G)
and
G(ϕu) = −ϕ˙u+ ϕGu, if u ∈ D(G) and ϕ ∈ C1c (I), (3.11)
G(ϕu) = −ϕ˙u, if ϕ ∈ C1c (I) with ϕ(t) = 0, a < t ≤ s, and u = U˜(·, s)x,
(3.12)
where x ∈ X and s ∈ I in the second line. In the invertible case, (3.12) also
holds for v(t) = ϕ(t)U(t, s)x, t ∈ I, with ϕ ∈ C1c (I). Now consider case (i).
Let u = U(·, s)x and set vn = ϕ˜n U˜(·, s − 1n)x for a function ϕ˜n ∈ C1(I) with
0 ≤ ϕ˜n ≤ 1, ϕ˜n = 1 on [s, b] and ϕ˜n = 0 on (a, s− 1n ]. Then
sup
s≤t≤b
‖u(t)− vn(t)‖ ≤ c ‖x− U(s, s− 1n)x‖ −→ 0
as n → ∞. Moreover, vn ∈ D(G) and Gvn(t) = 0 for t ≥ s, due to (3.12).
There are wn ∈ Fp such that ‖vn − wn‖p + ‖Gvn −Gwn‖p ≤ 1/n. Since D(G) is
continuously embedded in C0(I,X), we obtain
‖vn−wn‖L∞([s,b],X) ≤ cn and ‖Gwn‖Lp([s,b],X) = ‖− w˙n+A(·)wn‖Lp([s,b],X) ≤ 1n .
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Hence u is a mild solution of the nonautonomous Cauchy problem (2.2).
Let v be another mild solution with approximating functions vn as in Defini-
tion 2.11. Take s < t − r < t ≤ b and a function ϕ ∈ C1c (I) which is equal to 1
on [t− r, t] and equal to 0 on (a, s]. Then ϕvn ∈ Fp and
G(ϕvn) = −ϕ˙vn + ϕ(−v˙n + A(·)vn).
This identity implies that
U(t, t− r)vn(t− r)− vn(t) = (T (r)ϕvn)(t)− (ϕvn)(t) =
∫ r
0
[T (τ)G(ϕvn)](t) dτ
=
∫ t
t−r
U(t, σ)(−v˙n(σ) + A(σ)vn(σ)) dσ. (3.13)
Since vn → v uniformly and the integrand converges to 0 in Lp as n → ∞, we
arrive at v(t) = U(t, t − r)v(t − r) for all t > t − r > s. We thus obtain u = v
taking the limit r → t− s.
The function u = U(·, s)x satisfies G(ϕεu) = 0 on [s + ε, b], due to (3.12).
Conversely, let v ∈ C(Is, X) be given with v(s) = x and G(ϕεv) = 0 on [s+ ε, b].
We can approximate ϕεv in the graph norm of G by vn ∈ Fp. As in (3.13), this
fact implies that v(t) = U(t, s + ε)v(s+ ε) so that again u = v.
The assertions in the invertible case (ii) can be shown in a similar way. Here
one starts with vn(t) = ψn(t)U(t, s)x for n ≥ |s| and t ∈ R.
Under some additional assumptions we can also prove that u = U(·, s)x is the
unique, strongly continuous weak solution of the nonautonomous Cauchy problem
(2.2). As we have seen in Section 2.12, weak solutions exist in a rather general
setting. We point out that uniqueness and continuity are the crucial results which
are not guaranteed in the general situation. We now assume that X is reflexive,
that 1 < p < ∞, and that the operators A(t) and their adjoints A(t)∗, t ∈ I,
satisfy the assumptions of Theorem 3.10. Let q = p/(p − 1). Replacing −d/dt
and the right shift by +d/dt and the left shift, one can repeat the above proofs
for G′0 = d/dt+ A(·)∗ defined on
F ′q = {f ∈ W 1,q(I,X) : f(t) ∈ D(A(t)) for a.e. t ∈ I,
A(·)f(·) ∈ Lq(I,X), f(b) = 0}.
If I = R the condition f(b) = 0 has to be dropped. In particular, G′0 has a closure
G′ in Lq(I,X∗) = E∗p which generates a strongly continuous semigroup. Since G
is the closure of G0, it is straightforward to check that G
′
0 ⊂ G∗. Consequently,
G′ ⊂ G∗, and thus G∗ = G′.
Theorem 3.13. Under the above assumptions, let s ∈ I and x ∈ X.
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(i) Let I = (a, b]. Then u = U(·, s)x is the only function in C(Is, X) with
u(s) = x such that∫ b
s
(
u(τ), v˙(τ) + A(τ)∗v(τ)
)
dτ =
(
x, v(s)
)
for all v ∈ F ′q. (3.14)
(ii) Let I = R and U(·, ·) be invertible. Then u = U(·, s)x is the only function
in C(R, X) with u(s) = x such that∫ b
s
(
u(τ), v˙(τ) + A(τ)∗v(τ)
)
dτ = 0 for all v ∈ F ′q ∩ Cc(R, X∗).
Proof. (i) Let v ∈ F ′q, u = U(·, s)x, and un be the approximating functions from
Definition 2.11. Integrating by parts we then obtain∫ b
s
(
u(τ), v˙(τ) + A(τ)∗v(τ)
)
dτ = lim
n→∞
∫ b
s
(
un(τ), v˙(τ) + A(τ)
∗v(τ)
)
dτ
= lim
n→∞
∫ b
s
(−u˙n(τ) + A(τ)un(τ), v(τ)) dτ + (un(s), v(s))
=
(
x, v(s)
)
.
Conversely, assume that u ∈ C(Is, X) with u(s) = x satisfies (3.14) for all v ∈ F ′q.
Take ϕε ∈ C1(I) as above. Using (3.14) for ϕεv ∈ F ′q, we deduce∫ b
a
(
ϕε(τ)u(τ), v˙(τ) + A(τ)
∗v(τ)
)
dτ = −
∫ b
a
(
ϕ˙ε(τ)u(τ), v(τ)
)
dτ,
because ϕε(t) = 0 for a < t ≤ s. Since F ′q is a core for G∗, this equality yields(
ϕεu,G
∗v
)
Ep
= − (ϕ˙εu, v)Ep for all v ∈ D(G∗).
This implies ϕεu ∈ D(G) and G(ϕεu) = −ϕ˙εu. Theorem 3.12 then shows that
u = U(·, s)x.
(ii) This assertion can be established in the same way, now using the functions
ψd. One only has to verify that F
′
q ∩ Cc(R, X∗) is a core of G∗, proceeding as in
the proof of Lemma 3.7.
3.2.1 Perturbations of evolution semigroups
The simplest examples for evolution semigroups are obtained if the generator
A(t) = A does not depend on time. Provided that the corresponding autonomous
Cauchy problem (2.1) is wellposed, the generator G of the associated evolution
semigroup is the closure of − d
dt
+A. One might ask wether it is possible to obtain
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new evolution semigroups as perturbations of these or other evolution semigroups
belonging to solvable nonautonomous evolution equations.
In [78, 69, 70] bounded perturbations and Myadera perturbations (see [22])
are investigated. The latter formulation of perturbation theory applies in the
parabolic situation.
For Hilbert spaces Howland gives a perturbation result suitable for the appli-
cation to the time-dependent Schro¨dinger equation in [47]. In the following we
discuss the Theorem resulting from his approach.
Recall that, if S is a closed, densely defined operator with σ(S) ⊂ R, then a
closed, densely defined operator A is S-smooth if and only if D(S) ⊂ D(A) and
sup
ǫ>0
∫ ∞
−∞
‖A(Sr ± iǫ)−1f‖2 dr <∞
for all f ∈ E. For properties of such operators see for instance [72].
Theorem 3.14. Let X be a Hilbert space and E = L2(R, X). Let G be the
skew-adjoint generator of an evolution group on E. Assume that A and B are
closed, densely defined operators on E which are iG-smooth. Moreover, assume
that ϕA ⊂ Aϕ and ϕB∗ ⊂ B∗ϕ for every bounded scalar function t 7→ ϕ(t) and
that (Af,Bg) = (Bf,Ag) for all f, g ∈ D(A) ∩ D(B). Let Rλ := −R(G, λ) for
λ ∈ C with Imλ 6= 0 and let there be a constant c such that
‖ARλB∗f‖ ≤ c‖f‖
for all f ∈ D(B∗). Then the unique bounded extension Q(λ) of ARλB∗ has strong
non-tangential boundary values Q(r ± i0) for almost every r ∈ R. Assume that
Q(r±i0) is quasi-nilpotent almost everywhere and that there is a finite increasing
function t 7→ ρ(t) such that
‖(I + κQ(λ))−1‖ ≤ ρ(|κ|)
for real κ and uniformly in λ. Under these assumptions, the bounded operator
R˜(λ, κ) := Rλ − κ(BRλ)∗(I + κQ(λ))−1ARλ
is the resolvent of a self-adjoint extension iG˜(κ) of iG + κB∗A which is the
generator of a unitary evolution group.
Howland applies this theorem to the time-dependent Schro¨dinger equation
(2.2) with A(t) = −i(−∇ + κq(x, t)) on X = L2(Rn), where q(t, x) is a potential
such that for some ∞ > p > n/2 and ǫ > 0,
vp(t) := (
∫
R
n
|q(t, x)|p dnx)1/p
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is an element of Lr+ǫ(R)∩Lr−ǫ(R), r := 2p
2p−n . However, this perturbation result is
clearly not applicable in a quantum field theoretical context. The iG-smoothness
of the perturbation implies relative iG-boundedness with arbitrarily small bound
[72][Theorem XIII.22]. Even for the (ϕ4)2 model, the interaction Hamiltonian
is not bounded relative to H0, and on the level of the evolution semigroups the
situation does not improve. This can be seen in the following way: AssumeH0 > 0
is self-adjoint, V (t) is symmetric, D(V (t)) ⊃ D(H0) and it is relatively H0-
bounded with bound smaller than 1, that is ‖V (t)x‖ ≤ a(t)‖H0x‖+b(t)‖x‖, where
0 < a(t) < 1 uniformly in t, 0 ≤ b(t). Then H(t) = H0 + V (t) is self-adjoint on
D(H(t)) = D(H0). Let I = (a, b] be a bounded interval and E = L
2(I,X). With
additional smoothness conditions for t 7→ a(t) and t 7→ b(t), one might conjecture
that on E, the dissipative multiplication operator iV (·) is relatively G-bounded
with bound smaller than 1, where G is the closure of G0 := − ddt − iH0. Thus
G−iV (·) with domainD(G) would be the generator of an evolution semigroup [67,
Corollary 3.3.3]. Now the autonomous Cauchy problem with respect to A = −iH0
is wellposed, hence the generator G of the evolution semigroup associated with
the propagator U(t, s) = e−i(t−s)H0 is indeed the closure of G0. Hence we would
like to deduce boundedness of the operator iV (·)R(λ,G) from the boundedness
of V (·)(H0 + c)−1. This would be possible if iH0R(λ,G) is a bounded operator
on E. But, in general, this is wrong: In the special case under consideration,
formula (3.3) yields
(R(λ,G)f)(t) =
∫ t
a
e−λ(t−s)e−i(t−s)H0f(s) ds,
and we see that R(λ,G) in general does not map arbitrary f ∈ E into the domain
of H0 considered as a multiplication operator on E. The reason is the lack of
an appropriate smoothing property of the Schro¨dinger group (e−itH0)t∈R. This
expresses the fact that G0 is not closed on Fp=2. These difficulties are typical
for the hyperbolic context. In contrast, in the parabolic case one can find the
situation where G0 is already closed on F2, hence boundedness of iH0R(λ,G)
follows. The Schro¨dinger semigroup (e−tH0)t≥0 is smoothing [84].
However, also in the hyperbolic context the domain of a Hamiltonian obtained
from a small, relatively H0-bounded perturbation equals D(H0) and this is in-
dependent of time. Hence, with suitable smoothness assumptions, we can apply
Theorem 2.31 to show wellposedness of the time-dependent Schro¨dinger equation
and we obtain the evolution semigroup from the associated propagator. Thus we
find perturbation techniques not to be promising for the topic of our work. In
the next Section, we return to a more direct approach.
3.2.2 The Theorem of Sohr
In [86] H. Sohr develops a link between parabolic and hyperbolic evolution equa-
tions for Hilbert spaces X . In the parabolic context it is possible to define G0
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as an operator sum on the intersection of the domains of the time derivative and
the generators. The sum is closed and accretive on this domain. Then it is pos-
sible to recover the hyperbolic evolution equation by a perturbation argument
and a strategy similar to ‘Konrady’s trick’ [71]. We present a simplified version
of Sohr’s theorem, but for this setting we extend the result showing unitarity for
the propagators.
Theorem 3.15. Let H(t), t ∈ R, be self-adjoint operators on a Hilbert space
X. Set A(t) = −iH(t). We assume that for every r > 0 there are positive
constants β = β(r) and k = k(r) such that H(t) is bounded from below by 1− β,
t 7→ (β +H(t))−1 is weakly continuously differentiable, and
1
2
d
dt
(x, (β +H(t))−1x) + k(x, (β +H(t))−1x) ≥ 0 (3.15)
for all x ∈ X and |t| ≤ r. Then the conditions of Theorem 3.10 and Theorem 3.13
with p = 2 are fulfilled. In particular, there exists a unitary evolution family
U(t, s), t, s ∈ R, such that U(·, s)x is the unique mild, thus unique, continuous
weak solution of the nonautonomous Cauchy problem (2.2) on I = R.
Proof. Since A(t) is skew-adjoint, the family {A(t)}t∈R is Kato-stable. Let r > 0,
t ∈ I := (−r, r], and λ > 0. We first observe that t 7→ (β(r)+H(t))−1 is Lipschitz
on [−r, r] since∣∣∣∣∣
([
(β(r) +H(t))−1x− (β(r) +H(s))−1x
]
, y
)∣∣∣∣∣
=
∣∣∣∣
∫ t
s
∂
∂τ
((β(r) +H(τ))−1x, y) dτ
∣∣∣∣ ≤ c |t− s| ‖x‖ ‖y‖
for −r ≤ t, s ≤ r and x, y ∈ X , where c = c(r) does not depend on x and y by
the principle of uniform boundedness. We further compute
R(λ,A(t)) = i(iλ− β(r) + β(r) +H(t))−1
= i[1 + (iλ− β(r))(β(r) +H(t))−1]−1(β(r) +H(t))−1
using [22, Thm.IV.1.13]. After multiplication with β(r) +H(t), the above equa-
tion implies that the operators [· · · ]−1 are uniformly bounded for t ∈ I. Hence
t 7→ R(λ,A(t)) is Lipschitz on [−r, r]. We take p = 2. For f ∈ C1c (I,X)
and n ∈ N, we define fn = nR(n,A(·))f . Then fn is Lipschitz and thus
fn ∈ F (I) = W 1,20 (I,X) ∩ D(A(·)). Moreover, fn → f in E(I) and C0(I,X)
as n → ∞, see the proof of Theorem 3.10. Hence F (I) is dense in E(I) and in
C0(I,X).
The derivative d
dt
is a maximally accretive operator on W 1,20 (I,X). Its adjoint
is d
dt
∗
on D( d
dt
∗
) = {f ∈ W 1,2(I,X) : f(r) = 0}. Using the assumptions, we
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calculate
Re
(
(
d
dt
+ k)∗f, (β +H(·))−1f
)
=
Re
∫ r
−r

(− d
dt
f(t), (β +H(t))−1f(t)
)
+ k
(
f(t), (β +H(t))−1f(t)
) dt ≥
∫ r
−r

1
2
(
f(t),
d
dt
(β +H(t))−1f(t)
)
+ k
(
f(t), (β +H(t))−1f(t)
) dt ≥ 0
(3.16)
for f ∈ D(( d
dt
+ k)∗). By Lemma B.1 we conclude maximal accretivity of d
dt
+
H(·) + β + k on F = W 1,20 (I,X) ∩ D(H(·)). Using the transformation f˜(t) =
ektf(t), we see that the constant k can be arbitrarily adjusted and so also d
dt
+
H(·) + β on F is maximally accretive.
Positivity and self-adjointness of β + H(t) imply Re
(
d
dt
f, (β +H(·))f
)
≥
1
2
(
(β +H(·))f, d
dt
(β +H(·))−1(β +H(·))f
)
. Assumption (3.15) now implies
Re
(
(
d
dt
+ iH(·) + k)f, (β +H(·))f
)
≥ 0,
and we conclude∥∥∥∥∥∥
(
d
dt
+H(·) + iH(·) + β + k
)∥∥∥∥∥∥
2
≥ ‖(β +H(·))f‖2
for all f ∈ F . Consequently, −(β+H(·)) is bounded relative to d
dt
+H(·)+iH(·)+
β + k with bound 1. By a semigroup version of Wu¨st’s Theorem ([67, Corollary
3.3.5]), we conclude that −
(
d
dt
+ iH(·) + k
)
defined on F has a closure which is
maximally dissipative and generates a strongly continuous semigroup, hence it is
surjective. This ensures the range condition for G0 = − ddt+A(·) defined on F (I),
and Theorem 3.10 shows that its closure GI exists and generates an evolution
semigroup TI(·) on L2(I,X) corresponding to a propagator UI(t, s), (t, s) ∈ DI .
Since G0 is dissipative, TI(τ) and UI(t, s) are contractive.
Using the uniqueness result from Theorem 3.12, we can define the propagator
U(t, s) = UI(t, s) for (t, s) ∈ DR, where (t, s) ∈ DI . The corresponding evolution
semigroup T (·) with generator G satisfies T (τ)f(s) = TI(τ)f(s) for 0 ≤ τ ≤ 1
and s ∈ I = [−r, r], if f has compact support in [−r + 1, r] for some r > 1. This
shows that (the restriction of) f ∈ D(G) ∩ Cc(R, X) belongs to D(GI) for some
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I whose interior contains the support of f , and Gf = GIf on I. Thus there are
fn ∈ F (I) such that G0fn → Gf in L2(I,X) and fn → f in C0(I,X) as n→∞.
Take ϕ ∈ C1c ((−r, r)) with ϕ = 1 on the support of f , and extend the functions
ϕfn by 0 on the complement of supp f . Then ϕfn ∈ Fc(R) = F (R) ∩ Cc(R, X).
Since G0(ϕfn) = −ϕ′fn + ϕG0fn on I, the functions G0(ϕfn) converge to Gf in
L2(R, X). On the other hand, D(G)∩Cc(R, X) is a core of D(G) by Lemma 3.7.
As a result, Fc(R) is a core for G and Gf = G0f for f ∈ Fc(R). Moreover, G0
is skew-symmetric on Fc(R), so that G is skew-adjoint. Therefore the assertions
follow from Lemma 3.2, Theorem 3.12, and Theorem 3.13.
3.2.2.1 Application: Quantum mechanics
Define the Rollnik class by
R = {V : R3 → C : V is measurable,
‖V ‖2R :=
∫∫
|V (x)V (y)| |x− y|−2 dx dy <∞}.
It is a Banach space with the norm ‖V ‖R, and it contains physically reasonable
potentials which are not covered by the Kato class. The main significance of the
Rollnik condition is that it assures the Kato-smallness of |V |1/2 with respect to
H
1/2
0 and the Hilbert-Schmidt property for operators as (H0 + β)
−1/2|V |(H0 +
β)−1/2 or |V |1/2(H0 + β)−1|V |1/2 for suitable constants β. We refer to [83] for
further properties of R. In quantum mechanics one would allow potentials V ∈
R + L∞(R3). For simplicity we restrict ourselves to the Rollnik class, but the
example can easily be modified to include an L∞-part.
Theorem 3.16. Let V : R × R3 → R be a measurable function such that
t 7→ V (t, x) is continuously differentiable for a.e. x ∈ R3 with partial derivative
∂
∂t
V (t, x) = V˙ (t, x). Suppose that |V (t, x)|, |V˙ (t, x)| ≤ W (x) for t ∈ (a, b) and a
function W ∈ R possibly depending on the interval (a, b). Then the assertions of
Theorem 3.15 hold.
Proof. Let H0 = −∆ with D(H0) = W 2,2(R3). Since |V (t)| ≤ W , |V (t)|1/2 is
a small perturbation of H
1/2
0 locally uniformly in t, that is, we find a constant
b1 > 0, uniformly on compact intervals [−r, r], such that
‖ |V (t)|1/2x‖2 ≤ 1
4
‖H1/20 ‖2 + b1‖x‖2
for all x ∈ D(H1/20 ) and |t| ≤ r, see the proof of [83, Thm. I.21]. So we conclude
from the KLMN theorem [71, Thm. X.17] that there is a self-adjoint operator
H(t) such that D(|H(t)|1/2) = D(H1/20 ) and H(t) = H0 + V (t) as a quadratic
form on D(H
1/2
0 ). Moreover, H(t) ≥ −b1 is semibounded from below. Since also
V˙ (t) ∈ R, we can repeat this argument to define a self-adjoint operator H˜(t)
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with D(H˜(t)1/2) = D(H
1/2
0 ) and H˜(t) = H0 + V (t) − V˙ (t) + b1 as a quadratic
form on D(H
1/2
0 ). There is a b2 = b2(r) > 0 such that H˜(t) ≥ −b2 for |t| ≤ r.
Choosing a sufficiently large c ≥ 1, we set β = β(r) = b1 + b2 + c. Then we find
H(t) ≥ 1−β and H(t)+β ≥ V˙ (t)+c for |t| ≤ r. Moreover, Tiktopoulos’ formula
[83, Thm. II.12(a)] shows that
(H(t) + β)−1 = (H0 + β)−1/2(1 +B(t))−1(H0 + β)−1/2, (3.17)
where B(t) = (H0 + β)
−1/2V (t)(H0 + β)−1/2 is a bounded operator with 0 ≤
‖B(t)‖ ≤ q < 1 for |t| ≤ r and sufficiently large β = β(r). We observe that then
(1 + B(t))−1 is uniformly bounded for |t| ≤ r. Our assumptions and Lebesgue’s
Theorem imply the differentiability of t 7→ (f, B(t)g) for f, g ∈ L2(R3). There-
fore, t 7→ B(t) is Lipschitz continuous on [−r, r] by the principle of uniform
boundedness. It follows from
(1 +B(t))−1 − (1 +B(s))−1 = (1 +B(t))−1(B(s)− B(t))(1 +B(s))−1
that also (1 +B(·))−1 is Lipschitz-continuous. Furthermore, the equation
(t− s)−1([(1 +B(t))−1 − (1 +B(s))−1]f, g)
= ([B(s)− B(t)](1 +B(s))−1f, (t− s)−1 [(1 +B(t))−1 − (1 +B(s))−1]g)
+ ((t− s)−1 [B(t)− B(s)](1 +B(s))−1f, (1 +B(s))−1g)
implies the weak differentiability of t 7→ (1+B(t))−1, as the first term on the right-
hand side vanishes and the second one converges in the limit t → s . By (3.17)
we conclude that (H(t) + β)−1 is weakly continuously differentiable. Finally, we
calculate
− d
dt
(x, (H(t) + β)−1x) ≤ ((H(t) + β)−1x, (V˙ (t) + c)(H(t) + β)−1x)
≤ (x, (H(t) + β)−1x),
so that the assumptions of Theorem 3.15 with k = 1
2
are fulfilled.
3.2.2.2 Application: (ϕ4)2 with spatial localization
We apply Theorem 3.15 to the (ϕ4)2 model. For the notation and some basic facts
see Appendix A. In the context of this chapter we consider the case P (λ) = λ4,
that is the interaction Hamiltonian is formally given as
V (t; g) =
∫
g(t, x) : ϕ(x)4 : dx
Under some additional assumptions on the localization function g in the interac-
tion, we can show the existence of the time evolution with Theorem 3.1
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Set Y = D(H0) ∩ D(N2). We allow localization functions which are not
compactly supported in t and choose them from the set S˜(R2), where
S˜I = {g ∈ S : x 7→ g(t, x) ∈ C∞c,I(R)},
and C∞c,I(R) are the smooth functions with support in a fixed compact interval I.
Theorem 3.17. Let g ∈ S˜I be given in such a way that for every r > 0 there
exists a k > 0 such that
kg(t, x)− 1
2
g˙(t, x) ≥ 0 (3.18)
for all x ∈ R, |t| ≤ r. Then the time-dependent Schro¨dinger equation with
H(t) = H0 + V (t; g) has a unique mild solution with corresponding evolution
family U(t, s).
We remark that compactly supported localization functions do not fulfill
(3.18) in general. An example for an admissible localization gα ∈ S˜I is ob-
tained by starting with g ∈ C∞c (R2), supp g ⊂ I × I, and convoluting it with a
smooth, fast decreasing approximation of the δ distribution in time, for example
gα(t, x) = (δα ∗t g)(t, x) where δα(t) = 1α√πe−
t2
α2 for α > 0.
For the proof of the Theorem, we need two Lemmas.
Lemma 3.18. Let g, h ∈ S˜
R
. For β > 0 sufficiently large,
(β +H(t))−1V (t; h)(β +H(t))−1
extends to a bounded operator for every t.
Proof. Fix t ∈ R and set H := H(t) = H0 + V (t; g), V (g) = V (t; g) and V (h) =
V (t; h). H is self-adjoint on D(H0)∩D(V (g)), so in particular it is closed. Notice
that this fact is not yet proved for interactions with higher powers of ϕ than 4. In
this case only essential self-adjointness on the aforementioned domain is proved
in the literature.
Choose β > E > 0 with a lower bound E of H , which exists according to
Lemma A.9. From closedness of H it follows that there is a constant c1 such that
H20 + V (g)
2 ≤ c1(β +H2) (3.19)
as a quadratic form on Y × Y . So (β + H0)2 ≤ c1((β + H)2 + β). Moreover,
by Theorem A.1, there is another constant c2 such that V (h) ≤ c2(H0 + β)2. It
follows that
V (h) ≤ 2c1c2(β +H)2.
Because Y is a core for H , the set Z = (β +H)Y is dense. This implies that the
operator (β +H)−1V (h)(β +H)−1 is bounded on a dense set and thus extends
to a bounded operator.
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Lemma 3.19. Let I ⊂ R be a compact interval. The mapping t 7→ H(t)y on I
is differentiable for all y ∈ Y . The derivative is given by the Wick polynomial
H˙(·) = V (·; g˙) with Y ⊂ D(H˙(·)). Moreover, (β+H(t))−1 is weakly differentiable,
and
d
dt
(
x, (β +H(t))−1x
)
= −
(
x, (β +H(t))−1H˙(t)(β +H(t))−1x
)
for all x ∈ X and β > 0 sufficiently large. The function t 7→
d
dt
(
x, (β +H(t))−1x
)
is bounded.
Proof. We show that the first assertion is implied by the smoothness of g in the
standard way, using Theorem A.1: Let w(t, k1, . . . , k4) be the scalar kernel as
defined in equation (3.3.1). We estimate ‖V (t; g)y‖ ≤ c‖w(t, ·)‖L2(R4)‖(N +1)2x‖
for y ∈ Y , and thus H(t)↾Y is uniformly bounded as an operator from Y → X .
Choose β to be larger than the locally uniform lower bound E of H(t), ac-
cording to Lemma A.9. The difference H(t+h)−H(t) is defined on Y , as well as
V (t; g˙). The latter operator has the same structure as V (t; g), but g is replaced
by its time derivative. For y ∈ Y and s > 0 we find
‖
(
1
s
(H(t+ s)−H(t))− V (t; g˙)
)
y‖
≤ ‖
(
1
s
(V (t + s; g)− V (t; g))− V (t; g˙)
)
(N + 1)−2‖‖(N + 1)2y‖
≤ c‖1
s
(w(t+ s, ·)− w(t, ·)− ∂
∂t
w(t, ·)‖L2(R4)‖(N + 1)2y‖
Now we turn to the second assertion. Using Lemma 3.18 with h = g˙, one sees
that it is sufficient to show weak differentiability of (β +H(t))−1 on a dense set.
Let y ∈ Y . By the differentiability of H(t) on Y and the continuity of its
resolvent in y, one has
lim
s→0
−1
s
(βH(t+ s))−1
(
H(t+ s)−H(t)) y = −(β +H(t))−1H˙(t)y.
For all x ∈ Z = (β +H(t))Y it follows
lim
s→0
−1
s
(
x, (β +H(t+ s))−1(H(t+ s)−H(t))(β +H(t))−1x
)
−
(
x, (β +H(t))−1H˙(t)(β +H(t))−1x
)
= 0,
and this implies differentiability on X . Local boundedness of
t 7→ d
dt
(
x, (β +H(t))−1x
)
follows from its continuity, which is clear for x ∈ Z and extends to x ∈ X by
boundedness.
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Proof of Theorem 3.17. Fix r > 0 and g ∈ S˜I which satisfies (3.18). By
Lemma A.9 we can find an E = E(r) locally uniformly on intervals [−r, r],
such that H(t) ≥ −E for |t| ≤ r. Thus we set β = 1 + E + c with a constant
c > 0 which will be fixed in a moment. The weak continuous differentiability of
t 7→ (β + H(t))−1 is fulfilled according to Lemma 3.19. Because of (3.18) and
by eventually increasing k, it is possible to plug g − 1
2k
g˙ instead of g into the
interaction term V (t; g). Lemma A.9 assures the existence of a c > 0 such that
H0 +
∫
: ϕ4(x) :
(
g(t, x)− 1
2k
g˙(t, x)
)
dx = H(t) + V (t;− 1
2k
g˙) ≥ c (3.20)
as a quadratic form on a core of H(t) and t ∈ [−r, r]. Representing this core as
the image of a dense set under (β +H(t))−1 and using the formula for the weak
derivative of t 7→ (β +H(t))−1, we can reformulate this equation as
k(β +H(t))−1 +
1
2
d
dt
(β +H(t))−1 ≥ 0
on a dense set and this extends to all of X by boundedness. Hence the assump-
tions of Theorem 3.15 are satisfied.
Unfortunately, we are not able to localize the interaction also in time. We will
see in Section 4.1 that we can already get scattering operators in this situation,
but this is not sufficient for a proof of the existence of local scattering operators.
The problem is due to the condition (3.18), which was necessary to ensure the
range condition (3.8) in the context of Theorem 3.15. This motivates us to go
further on to avoid the range condition.
3.3 Wellposedness and approximative solutions
Up to this point, we have considered a notion of solvability which leads to unique,
continuous solutions of the nonautonomous Cauchy problem. If quantum field
theory comes into play, one would not expect to have complete control over the
time evolution for every moment, due to particle creation and annihilation. Only
scattering situations, where the time evolution asymptotically equals the free time
evolution, are considered as being meaningful. Hence we can abandon some regu-
larity properties of the solutions and we attenuate the conditions on a solution of
the nonautonomous Cauchy problem (2.2) further. In the language of Section 3.2
this means that G0 is allowed to have several extensions which are generators
of evolution semigroups. We choose the one which can be approximated in a
certain way. For Kato-stable generators on a separable Banach space we obtain
operator families U(t, s) fulfilling the properties (i) and (iii) of Definition 2.10.
In the special case of the time-dependent Schro¨dinger equation in a separable
Hilbert space we obtain also weak continuity and strong continuity up to a null
set, hence approximative solutions in the sense of Definition 2.15.
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Theorem 3.20. Let I = (a, b],−∞ < a < b < ∞, be a bounded interval.
Assume that there is a family of Kato-stable generators with constants (M,ω) on
a separable, reflexive Banach space X such that
(i) t 7→ R(λ,A(t)) and t 7→ R(λ,A(t)∗) are strongly continuous for some λ ≥ 0;
(ii) there are Banach spaces Y and Y ′ which are densely embedded in X resp.
X∗ such that Y →֒ D(A(t)) and Y ′ →֒ D(A(t)∗), where the embeddings are
uniformly bounded in t;
(iii) the mappings t 7→ A(t)y and t 7→ A(t)∗y∗ are strongly continuous on I for
all y ∈ Y and y∗ ∈ Y ′.
Then there exists an operator family U(t, s), (t, s) ∈ DI such that
‖U(t, s)‖ ≤Meω(t−s), U(s, s) = 1.
Moreover,
U(t, r)U(r, s) = U(t, s) (3.21)
for (t, s) ∈ DI and r ∈ [t, s] \N for a set N = N(I) of measure 0. The mapping
DI ∋ (t, s) 7→ U(t, s) is weakly continuous and strongly measurable, s 7→ U(t, s)
is strongly continuous uniformly in t and U(t, s)→ 1 as (t, s)→ (r, r) in I.
Furthermore, we find
∂
∂s
U(t, s)y = −U(t, s)A(s)y, (3.22)
∂+
∂t
U(t, s)y|t=s = A(t)y (3.23)
for (t, s) ∈ DI and y ∈ Y . The operators U(t, s) are weak limits of the propagators
Unl(t, s) which are generated by an admissible bounded approximation Anl(t) of
A(t).
The operator G0 = − ddt + A(·) defined on F˜ = W 10 (I,X) ∩ L2(I, Y ) has an
extension G which generates a strongly continuous semigroup (T (σ))σ≥0 defined
by
(T (σ)f)(t) =

U(t, t− σ)f(t− σ) t, t− σ ∈ I,0 t ∈ I, t− σ /∈ I, (3.24)
in analogy to an evolution semigroup.
Proof. Choose an admissible bounded approximation An(t) of A(t) such that, at
the same time, −An(t)∗ is an admissible bounded approximation of−A(t)∗ onX∗,
for example as in Lemma 2.14. We organize the proof in several steps. Starting
from weak limit points, we use evolution semigroup techniques to establish (3.21)
and the other assertions.
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Step 1. For i, j, k ∈ N we start with a numbering of the pairs of rational
times (ti, sj) ∈ DI∩Q and a dense sequence {xk} in X . Let q ∈ N be a numbering
of N3. We fix (i, j, k) and consider the sequence {zn(q)}n∈N = {Un(ti, sj)xk}n∈N.
This sequence is bounded, hence we can choose a weakly convergent subsequence
{zνm(q)(q)}m∈N. Now we define the diagonal sequence {nl}l∈N = {νl(l)}l∈N and
conclude that Unl(ti, sj)xk converges weakly for l → ∞ and every (i, j, k). We
denote the limit by U(ti, sj)xk. By boundedness, we extend U(ti, sj) to all x ∈ X
and conclude w-liml→∞ Unl(ti, sj)x = U(ti, sj)x as well as ‖U(ti, sj)‖ ≤Meω(ti−sj)
for all x ∈ X, i, j ∈ N.
Step 2. For the propagators associated with the admissible bounded ap-
proximation An(t) we have
Unl(t, s)y − Unl(t, r)y = −
∫ s
r
Unl(t, τ)Anl(τ)y dτ. (3.25)
It follows that
‖Unl(t, s)y − Unl(t, r)y‖ ≤ c|s− r|‖y‖Y (3.26)
with a constant c which can be chosen uniformly in t and independent of l, r, s
and y. To obtain an estimate involving the weak limit of Unl(t, s), we take
ti, sj , sk ∈ Q, sj ≤ ti and sk ≤ ti and find
‖U(ti, sj)y − U(ti, sk)y‖ ≤ lim sup
l→∞
‖Unl(ti, sj)y − Unl(ti, sk)y‖ ≤ c|sj − sk|‖y‖Y .
For fixed ti this estimate enables us to extend s 7→ U(ti, s)y from s ∈ (a, ti] ∩ Q
to a continuous function on (a, ti], which is bounded by Me
ω(ti−s)‖y‖. Hence we
can extend U(ti, s) by linearity to an operator on X , bounded byMe
ω(ti−s). Next
we show the strong continuity of s 7→ U(ti, s)y on (a, ti], uniformly in ti. To this
end, we estimate
(y, Unl(ti, s)x− U(ti, s)x) ≤ (y, Unl(ti, sj)x− U(ti, sj)x)
+ (‖Unl(ti, s)x− Unl(ti, sj)x‖+ ‖U(ti, s)x− U(ti, sj)x‖)‖y‖
for rational sj such that |s − sj| < ǫ. Thus we see that Unl(ti, s)x → U(ti, s)x
weakly in the limit l → ∞. Since, by assumption, An(τ)y → A(τ)y for y ∈ Y
and n → ∞, we find Unl(ti, τ)Anl(τ)y → U(ti, τ)A(τ)y weakly for l → ∞ and
τ ∈ (a, ti]. Hence (3.25) leads to
U(ti, s)y − U(ti, r)y = −
∫ s
r
U(ti, τ)A(τ)y dτ (3.27)
for y ∈ Y and s, r ∈ (a, ti]. This implies
‖U(ti, s)y − U(ti, r)y‖ ≤ c|s− r|‖y‖Y . (3.28)
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Step 3. Up to this point, we have considered rational t. To define U(t, s)
for t /∈ Q, we use a solution of the backward Cauchy problem associated with the
admissible bounded approximation of A(t)∗ on X∗:
v˙(s) = −An(s)∗v(s), s ∈ (a, t], v(t) = x∗.
The solution of this Cauchy problem is given by v(s) = Un(t, s)
∗x∗ =: Vn(t, s)x∗
with (t, s) ∈ DI . The equality
Unl(t, s)
∗y∗ − Unl(r, s)∗y∗ =
∫ t
r
Unl(τ, s)
∗Anl(τ)
∗y∗ dτ
for y∗ ∈ Y ′ together with the observation that Unl(ti, s)∗ → U(ti, s)∗ weakly
allows us to apply the argument of Step 2 with t and s interchanged. Using
the assumptions on A(t)∗, we extend the propagator U(t, s)∗ to an exponentially
bounded propagator V (t, s) on X∗ defined on DI . Furthermore, the mapping
t 7→ V (t, s) is strongly continuous and Vnl(t, s)→ V (t, s) weakly for l → ∞ and
(t, s) ∈ DI .
This enables us to define U(t, s) := V (t, s)∗ for (t, s) ∈ DI with t ∈ R\Q. So we
have U(t, s) = V (t, s)∗, ‖U(t, s)‖ ≤ Meω(t−s), t 7→ U(t, s) is weakly continuous,
Unl(t, s) → U(t, s) weakly as l → ∞ on DI . For coinciding times U(t, t) = 1 for
t ∈ I. Our last norm estimate extends to real t,
‖U(t, s)y − U(t, r)y‖ ≤ c|s− r|‖y‖Y , (3.29)
for (t, s), (t, r) ∈ DI and y ∈ Y . The constant c remains independent of t. Using
the density of Y in X and again an ǫ/3 argument, we show that s 7→ U(t, s) is
strongly continuous uniformly in t. From our previous considerations for rational
ti we deduce
U(t, s)y − U(t, r)y = −
∫ s
r
U(t, τ)A(τ)y dτ (3.30)
for y ∈ Y and a < s, r ≤ t ≤ b. This formula enables us to conclude that
U(t, s) → 1 strongly for (t, s) → (r, r) and (3.22), (3.23) hold. The latter fact
follows analogous to the proof of Theorem 3.11.
Step 4. As we have seen in Step 1 to Step 3, it is possible to deduce some
properties of U(t, s) from its weak approximants Unl(t, s). But one crucial prop-
erty of the propagators does not survive the weak limit: The causal factorization
Unl(t, s) = Unl(t, r)Unl(r, s), t ≥ r ≥ s, does not imply a similar property for
U(t, s), as the multiplication of operators is not continuous in the weak topology.
However, we are able to prove the causal factorization using an extension of
G0 which generates a strongly continuous semigroup (T (σ))σ≥0. This semigroup
has a similar relation to U(t, s) as an evolution semigroup has to a strongly
continuous propagator: The difference to the definition of an evolution semigroup
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is that U(t, s) lacks not only the causal factorization, but also strong continuity
in t.
Let λ ∈ C and f ∈ E = L2(I,X). For t ∈ I we define the operator Rλ by
(Rλf)(t) =
∫ t
a
e−λ(t−s)U(t, s)f(s) ds. (3.31)
Fubini’s theorem assures strong measurability of Rλf , so Rλ : E → E and it is
bounded.
By assumption, the operators A(t) are Kato-stable. By Lemma 2.26, there is
a monotone family of norms ‖ · ‖t such that
‖x‖ ≤ ‖x‖t ≤ ‖x‖s ≤ M‖x‖ and ‖R(λ,A(t))x‖t ≤ (λ− w)−1‖x‖t (3.32)
for (t, s) ∈ DI , λ > ω and x ∈ X .
We now introduce an equivalent norm on E which is constructed in such a
way that one has dissipativity of A(·) and − d
dt
and hence of G0 with respect to
this norm. Let f be a simple function, then α(t) = ‖f(t)‖t is measurable as
a sum of decreasing functions with disjoint supports. By approximation, α is
measurable for each f ∈ E and we are able to introduce the norm
|‖f‖| =
(∫
I
‖f(t)‖2t dt
)
which fulfills ‖f‖ ≤ |‖f‖| ≤ M‖f‖. As in the proof of Kato’s Theorem in [67,
Theorem 5.3.1], we have
Un(t, s)x = lim
k→∞
edkAn(tk)edkAn(tk−1) · . . . · edkAn(t0)x,
where dk = (t− s)/k and tj = s + j(t− s)/k for j = 0, 1, · · · , k. With (3.32) we
estimate
‖edlAn(tl)‖tl ≤ e−ndl‖ exp(dln2R(n,An(tl)))‖tl ≤ edlnω(n−ω)
−1
.
This implies that ‖Un(t, s)x‖t ≤ ewn(t−s)‖x‖s with wn = nω(n − ω)−1 → w as
n→∞, and thus ‖U(t, s)x‖t ≤ ew(t−s)‖x‖s for (t, s) ∈ DI . As a result we obtain
|‖Rλf‖| ≤ (λ− w)−1 |‖f‖|, λ > w, f ∈ E, (3.33)
by use of Young’s inequality.
Step 5. On E and E∗ = L2(I,X∗) we define
G0 = − d
dt
+ A(·) and G′0 =
d
dt
+ A(·)∗ (3.34)
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withD(G0) = F˜ =W
1
0 (I,X)∩L2(I, Y ) andD(G′0) = F˜ ′ := {f ∈ W 1((a, b), X∗)∩
L2(I, Y ′) : f(b) = 0}, respectively. Since F˜ ′ is dense in E∗ by our assumptions,
we can further set
G1 = (G
′
0)
∗. (3.35)
Clearly, G0 ⊂ G1. By Step 3 of this proof, equation (3.22) holds which implies
Rλ(λ−G0)u = u for u ∈ F˜ . (3.36)
Define Gn = − ddt + An(·) on D(Gn) = W 10 (I,X). Its resolvent R(λ,Gn), λ ∈ C,
can be described as the Laplace transform of the corresponding evolution semi-
group, leading to a formula analogous to (3.3). Using the Theorem of Domi-
nated Convergence we verify that R(λ,Gnl) → Rλ weakly as l → ∞. Moreover,
An(t)
∗y∗ → A(t)∗y∗ for y∗ ∈ D(A(t)∗) and t ∈ I as n → ∞. For v ∈ F˜ ′ and
f ∈ E we thus obtain
(GnlR(λ,Gnl)f, v) = (R(λ,Gnl)f,G
∗
nl
v) −→ (Rλf,G′0v) as l→∞,
|(Rλf,G′0v)| ≤ c ‖f‖E ‖v‖E∗.
These facts imply that RanRλ ⊂ D(G1) and
(λ−G1)Rλf = f for f ∈ E. (3.37)
From these equations we can easily check that the kernel of Rλ is trivial, hence Rλ
is injective. We define Dλ = RanRλ and the operators Bλ = R
−1
λ with domain
D(Bλ) = Dλ. The operators Bλ are closed as the inverses of bounded operators.
Then we see that (λ−G0) ⊂ Bλ ⊂ (λ−G1) because of (3.36) and (3.37).
Step 6. Our strategy is to define G by inverting Bλ for λ = 0. This is
possible if Dλ does not depend on λ. Aiming at a proof of this assertion, we show
that multiplication with α ∈ C1([a, b]) maps Dλ into itself.
The extrapolation space Eλ,−1 is the closure of E with respect to the norm
‖f‖λ,−1 = ‖Rλf‖. The operator Bλ : Dλ → E can be extended to an isometric
operator Bλ,−1 : E → Eλ,−1 which is isomorphic to Bλ. The crucial fact about
extrapolation spaces which will be used in the following is that u ∈ Dλ if and
only if Bλ,−1u ∈ E. Details can be found in [22, §II.5].
The density of F˜ in E implies the density of BλF˜ in Eλ,−1. For u ∈ F˜ ,
f = Bλu, and α ∈ C1([a, b]), we find the following equation
Bλ(αu) = (λ−G0)(αu) = α˙u+ αBλu,
which enables us to estimate
‖αf‖λ,−1 = ‖αu− Rλ(α˙u)‖ ≤ c ‖u‖ = c ‖Rλf‖ = c ‖f‖λ,−1.
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We see that multiplication with α, regarded as an operator on BλF˜ , is bounded.
So the operator f 7→ αf can be extended to a bounded operator Mα : Eλ,−1 →
Eλ,−1. By approximation, we deduce
Bλ,−1(αu) = α˙u+MαBλ,−1u
for all u ∈ E. In particular, if u ∈ Dλ, then the right-hand side belongs to E and
hence αu ∈ Dλ. This completes the intermediate step.
Step 7. Set eλ(t) = e
−λt. For given f ∈ E and λ 6= µ ∈ C we have
Rλf = eλ−µRµ(eµ−λf).
Due to this equation and Step 6, every g = Rλf ∈ Dλ is also an element ofDµ and
vice versa. Therefore Dλ =: D is independent of λ ∈ C. We define G = −Bλ=0
with D(G) = D. Hence G0 ⊂ G ⊂ G1 so that λ−G = Bλ and Rλ = (λ− G)−1
by (3.37). With estimate (3.33) we deduce |‖(λ− G)−1f |‖ = (λ − w)−1|‖f‖ for
λ > w. Application of the Theorem of Hille and Yosida (Theorem 2.4) shows
that G generates a semigroup S(·) on (E, |‖ · ‖|) and hence on E, as the norms
are equivalent.
On the other hand, we define
(T (τ)f) (t) =

U(t, t− τ)f(t− τ) t, t− τ ∈ I,0 t ∈ I, t− τ /∈ I, (3.38)
for f ∈ E and τ ≥ 0. The continuity properties of U(t, s) enable us to check that
τ 7→ T (τ)f ∈ E is continuous and that the Laplace transform of T (·)f is equal
to Rλf . But the Laplace transformation is unique, so T (τ) = S(τ) for all τ ≥ 0.
Hence T (·) is a semigroup with generator G.
The semigroup property of (T (σ))σ≥0 has its counterpart on the level of the
weak limits U(t, s) of the sequence of propagators Unl(t, s)—it corresponds to the
causal factorization which we want to prove. However, (T (σ))σ≥0 acts on an L2
space and we obtain the causal factorization only up to a set of measure zero.
Notice that (T (σ))σ≥0, as defined in (3.38), is already an evolution semigroup
in the sense of Howland’s definition by construction, but the additional condition
about the continuous embedding of D(G) in C0(I,X), necessary in Theorem 3.5,
is not clear. However, we are able to derive more properties of T (·) and the
propagators U(t, s) associated with it. Thereby we establish regularity of the
solutions of the nonautonomous Cauchy problem (2.2), which is not accessible in
Howland’s original approach.
Let {xk} be a dense sequence in X and set t 7→ fk(t) := xk ∈ E. The weak
limit U(t, s) is weakly continuous in (t, s), hence weakly measurable and strongly
measurable by Pettis’ Theorem. For 0 ≤ τ, σ ≤ n the semigroup property of T (·)
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states T (τ)T (σ)fk(t) = T (τ + σ)fk(t) in L
2([0, n]2 × I,X). We evaluate this as
an equation in X . Thus for the propagator
U(t, t− τ)U(t − τ, t− τ − σ)xk = U(t, t− τ − σ)xk (3.39)
for all k ∈ N and all (t, τ, σ) belonging to a set Ω ⊂ {(t, τ, σ) ∈ I × R+ × R+ :
t− τ − σ > a} =: ∆ so that N ′′k := ∆ \ Ω has measure 0. This is the set, where
(3.39) fails to hold. Equation (3.39) can be extended for fixed (t, τ, σ) ∈ Ω to
all x ∈ X by approximation. We obtain an exceptional set ⋃k∈NN ′′k = N ′′ of
measure 0 as a countable union of null sets. We transform the set of variables in
a linear way by setting r = t − τ . As the image of a null set under a Lipschitz
continuous function is again a null set [1, Theorem IX.5.9], the image of N ′′
under this transformation is again a set of measure 0. In the following, we need
another fact about null sets: Let M ⊂ Rn be a set of Lebesgue measure zero.
Then there exists a set M ′ ⊂ Rn−1 such that for all x ∈ Rn−1 \ M ′ the sets
{y ∈ R : (x, y) ∈ M} have measure zero. For the proof, see [54, Lemma VI.8.3].
Applied to N ′′, we conclude that there is a set N ′ ⊂ DI of measure 0 such that
U(t, r)U(r, r − σ)x = U(t, r − σ)x (3.40)
for all x ∈ X , (t, r) ∈ DI \N ′, and a.e. σ ∈ [0, r − a]. Varying σ for fixed (t, r),
we then obtain
U(t, r)U(r, s) = U(t, s) (3.41)
for all a ≤ s ≤ r. As above, we conclude that there is a set N ⊂ I of measure 0
such that (3.41) holds for all r /∈ N and for a.e. t ≥ r. Using the weak continuity
of t 7→ U(t, s), we extend (3.41) to all (t, s) ∈ DI and r ∈ [s, t] \N .
Finally, if (t′, s′) ∈ DI converges to (t, s) with t > s, we fix r /∈ N between
min{s, s′} and max{t, t′}. The continuity results from Step 3 then show that the
difference
U(t′, s′)− U(t, s) = U(t′, r)(U(r, s′)− U(r, s)) + (U(t′, r)− U(t, r))U(r, s)
tends weakly to 0.
Notice that in all arguments involving the admissible bounded approximations
it would be possible to use the alternative definition of an admissible bounded
approximation on Y , see the remark after Definition 2.13.
For the special case of X being a Hilbert space with skew-adjoint A(t), we
obtain a better result. We can show that in this situation U(t, s) is indeed
independent of the choice of the approximating sequence Unl(t, s). Moreover, we
derive continuity properties and unitarity of U(t, s) up to a set of measure 0.
We do need the assumption of a bounded time interval no longer and thus
assume I = R in the following. This is no loss of generality: Given operators
H(t), t ∈ [a, b], fulfilling the assumptions of the next theorem, we can extend
this operator family by H(t) = H(a) if t < a and H(t) = H(b) if t > b.
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Theorem 3.21. Let H(t), t ∈ R, be self-adjoint operators on a separable Hilbert
space X and let Y be a Banach space densely embedded in X. Assume that
(i) Y →֒ D(H(t)) locally uniformly in t,
(ii) t 7→ (i+H(t))−1 is strongly continuous,
(iii) t 7→ H(t)y is continuous for y ∈ Y .
Then there are contractive propagators U(t, s) with U(t, s)∗ = U(s, t) , (t, s) ∈ R2,
on X which fulfill the causal factorization property,
U(t, r)U(r, s) = U(t, s), (3.42)
for all t, s ∈ R and r ∈ R \N for a set N of measure 0. Moreover,
(a) these operators are surjective for all t ∈ R and s ∈ R \ N , isometric for
all t ∈ R \ N and s ∈ R, hence unitary with U(t, s) = U(s, t)−1 for all
t, s ∈ R \N ;
(b) (t, s) 7→ U(t, s) is weakly continuous on R2;
(c) (t, s) 7→ U(t, s) is strongly continuous at (r, r) and on (R \N)× R;
(d) these operators have the differentiability properties
∂
∂s
U(t, s)y = −U(t, s)A(s)y, (3.43)
∂+
∂t
U(t, s)y|t=s = A(t)y (3.44)
for t, s ∈ R and y ∈ Y .
The generator of the strongly continuous semigroup (T (σ))σ≥0, given by
(T (σ)f)(t) = U(t, t− σ)f(t− σ) (3.45)
on E := L2(R, X), is an extension of G0 = −d/dt + A(·) defined on F˜ :=
W 10 (R, X) ∩ L2(R, Y ). Moreover, for all self-adjoint admissible bounded ap-
proximations Hn(t) of H(t) with generated evolution family Un(t, s) one has
Un(t, s) → U(t, s) weakly for (t, s) ∈ R2 and strongly for (t, s) ∈ (R \ N) × R
as n→∞.
The function u = U(·, s)x is the unique approximative solution of the nonau-
tonomous Cauchy problem (2.2) with s ∈ R and x ∈ X.
Proof. Set A(t) = −iH(t). Again we organize the proof in several steps.
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Step 1. Let An(t), t ∈ R, n ∈ N, be skew-adjoint admissible bounded
approximations of A(t), e.g. as obtained in Lemma 2.14(ii). Let Un(t, s), (t, s) ∈
R
2, be the unitary evolution family generated by An(·). Step 1–Step 3 of the
proof of Theorem 3.20 work also for our present operators An(t) and Un(t, s)
with (t, s) ∈ R2, M = 1 and w = 0. The constants c are uniform on compact
time intervals. Thus we obtain a subsequence nl and contractive operators U(t, s),
(t, s) ∈ R2, such that Unl(t, s)→ U(t, s) weakly as l →∞ for (t, s) ∈ R2. This fact
implies that U(t, s)∗ = U(s, t) for t, s ∈ R. We further have the differentiability
properties (3.43) and (3.44) for t, s ∈ R and y ∈ Y . By Step 4–Step 7 of the proof
of Theorem 3.20, U(t, s) satisfies the continuity properties stated in this theorem
for all −n < s ≤ t ≤ n and n ∈ N, hence for all (t, s) ∈ D
R
. In particular, the
causal factorization (3.21) holds for all t, s ∈ R and r ∈ R \ N for a set N of
measure 0.
Now we want to examine the case t ≤ s. For this reason, we introduce the
skew-adjoint operators B(t) = −A(−t) for t ∈ R and take the skew-adjoint ad-
missible bounded approximation Bn(t) = −An(−t) of B(t). Consequently, Bn(·)
generates the evolution family Vn(τ, σ) = Un(−τ,−σ), (τ, σ) ∈ DR. Repeating
our argument, we see that the operators U(t, s), −∞ < t ≤ s < ∞, also satisfy
the causal factorization (3.21) up to an exceptional null set N and the continuity
properties stated in Theorem 3.20. These facts imply that R2 ∋ (t, s) 7→ U(t, s)
is weakly continuous and strongly measurable, and it is strongly continuous at
(r, r), r ∈ R.
Step 2. To establish the invertibility properties of U(t, s), we define
T (τ)f(s) = U(s, s − τ)f(s − τ) for τ ≥ 0, a.e. s ∈ R and f ∈ E. Due to
the properties obtained in Step 1, T (·) is a contractive, strongly continuous semi-
group. Its generator is denoted by G. By reflexivity, its adjoint G∗ is also the
generator of a strongly continuous semigroup which coincides with (T (σ)∗)σ≥0,
see [67, §1.10]. Moreover, by S(τ)g = U(·, · − τ)g(· − τ), τ ≤ 0, we define an-
other contractive strongly continuous semigroup on L2(R, X) with time interval
R− generated by an operator Gˆ. This is seen in a similar way as in the case of
T (σ). Note that we do not yet know that S(−τ) = T (τ)−1, τ ≥ 0.
We calculate
(T (−τ)∗g)(s) = U(s− τ, s)∗g(s− τ) = U(s, s− τ)g(s− τ) = (S(τ)g)(s)
for τ ≤ 0 and a.e. s ∈ R. This means that −G∗ = Gˆ. Hence G∗ generates
a contractive C0–group, see [22, §II.3.11] or [67, §1.6]. Therefore, this group is
isometric and thus unitary. As a consequence, G is skew-adjoint and
T (−τ) = T (τ)−1 = T (τ)∗ = S(−τ), τ ≥ 0.
The map R ∋ s 7→ U(s, s− τ)x is weakly continuous, hence strongly measur-
able, for all τ ∈ R and x ∈ X . We take a dense sequence {xk} in X . For ε > 0
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set f = χ[s−τ,s−τ+ε]xk. Then we obtain
‖x‖2 = 1
ε
‖f‖22 =
1
ε
∫
R
‖(T (τ)f)(σ)‖2 dσ = 1
ε
∫ s+ε
s
‖U(σ, σ − τ)x‖2 dσ. (3.46)
Now, sending ε→ 0, we obtain
‖U(s, s− τ)xk‖ = ‖xk‖
for τ ∈ Q, k ∈ N and s ∈ R \N ′1 with a null set N ′1. Forming the countable union
of these null sets, we get a null set N1 such that this equality holds for all τ ∈ Q,
x ∈ X and s ∈ R \N1. The strong continuity of r 7→ U(s, r) further implies that
U(s, r) is an isometry for s ∈ R \ N1 and all r ∈ R. Therefore, t 7→ U(t, s) is
strongly continuous on R \ N1 for all s ∈ R and Unl(t, s) converges strongly to
U(t, s) as l →∞ for t ∈ R \N1 and s ∈ R.
Take functions fk,n ∈ Cc(R, X) equal to xk on [−n, n]. Then the equality
[T (τ)T (−τ)fk,n](·+ τ) = fk,n(·+ τ) for τ ∈ R yields
xk = U(s+ τ, s)U(s, s+ τ)xk
for all τ ∈ Q, k ∈ N and s ∈ R \N2 with a null set N2. Varying τ and using the
density of {xk}, we thus obtain
x = U(r, s)U(s, r)x
for all x ∈ X , r ∈ R and s /∈ N2. Hence, U(r, s) is surjective for r ∈ R and
s ∈ R \ N2. Consequently, U(t, s) is unitary and U(t, s)−1 = U(s, t) = U(t, s)∗
for t, s /∈ N , where we may assume without loss of generality that we have the
same null set as in Step 1. It is then easy to check that U(t, r)U(r, s) = U(t, s)
for t, r, s ∈ R \ N . Using the continuity properties of U , this equation holds for
all t, s ∈ R and r ∈ R \N .
Let (t′, s′)→ (t, s) in R2 with t /∈ N . We fix r /∈ N and write
U(t′, s′)− U(t, s) = U(t′, r)(U(r, s′)− U(r, s)) + U(t′, s)− U(t, s).
Thus (t, s) 7→ U(t, s) is strongly continuous on (R \N)× R.
Step 3. We now check the uniqueness of U(t, s). Let A
(1)
l (t) and A
(2)
l (t)
be skew-adjoint admissible bounded approximations of A(t) generating unitary
evolution families U
(i)
l (t, s) which converge weakly to U
(i)(t, s) (i = 1, 2, l ∈ N,
t, s ∈ R). These approximations may result from different subsequences in Step 1
of the proof of Theorem 3.20 or from different approximations of A(t). The
operators U (i)(t, s) have the properties established so far, in particular, they are
unitary up to a set of measure 0. Let G(i) be the generators of the corresponding
‘evolution semigroups’ on E(I) = L2(I,X) given as in (3.38) for some I = (a, b].
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We now define U(t, s) = 1
2
U (1)(t, s) + 1
2
U (2)(t, s) for t, s ∈ R. Observe that
U(t, s)∗ = U(s, t) and that U(·, ·) satisfies the continuity properties stated in
Theorem 3.20.
We show that U(·, ·) is a unitary evolution family almost everywhere, proceed-
ing as above and as in Theorem 3.20. This fact will lead to the desired equality
U(t, s) = U (1)(t, s) = U (2)(t, s). Equation (3.30) implies that
U(t, s)y − U(t, r)y = 1
2
(
U (1)(t, s)y − U (1)(t, r)y + U (2)(t, s)y − U (2)(t, r)y
)
= −1
2
∫ s
r
U (1)(t, τ)A(τ)y dτ − 1
2
∫ s
r
U (2)(t, τ)A(τ)y dτ
= −
∫ s
r
U(t, τ)A(τ)y dτ
for t ≥ r, s and y ∈ Y . Thus (3.43) holds for U(t, s) and A(t). Now we can
deduce (3.36) as in Step 5 of the proof of Theorem 3.20, defining Rλ, G0, G
′
0 and
G1 on E = L
2(I,X) as before. We define analogously R
(i)
λ , and we recall that
R
(i)
λ = R(λ,G
(i)) for λ ∈ C and G(i) ⊂ G1 by the proof of Theorem 3.20. We thus
obtain
(λRλf, v) =
1
2
(λR
(1)
λ f, v) +
1
2
(λR
(2)
λ f, v)
= (f, v) +
1
2
(G1R
(1)
λ f, v) +
1
2
(G1R
(2)
λ f, v)
= (f, v) + (Rλ, G
′
0v)
for f ∈ L2(I,X) and v ∈ F˜ . Therefore also (3.37) holds. Now we can repeat
Step 6 and Step 7 in order to construct G = GI on E(I) such that Rλ = R(λ,G)
and GI generates a semigroup TI(τ) given as in (3.38). Moreover, U(t, s) satisfies
U(t, r)U(r, s) = U(t, s) and U(s, s) = 1 for (t, s) ∈ DI , r ∈ [s, t]\N(I), and some
null set N(I). This property then holds for I = R. By duality, it also valid for
(s, t) ∈ D
R
and r ∈ [t, s] \N .
Reasoning as in Step 2, we derive that the ‘evolution semigroup’ T (τ), τ ≥ 0,
associated to U(t, s) on L2(R, X) can be embedded into a unitary group given by
operators U(t, s), (t, s) ∈ R2, which are unitary for t, s ∈ R \ N . But then we
have,
4‖x‖2 = 4(U(t, s)x, U(t, s)x)
= 2 ‖x‖2 + (U (1)(t, s)x, U (2)(t, s)x) + (U (2)(t, s)x, U (1)(t, s)x),
for x ∈ X and t, s ∈ R \ N . This means that the numerical range, and hence
the spectrum, of the unitary operator U (2)(t, s)∗U (1)(t, s) = U (2)(t, s)−1U (1)(t, s)
is contained in the line Reλ = 1, so that U (2)(t, s)−1U (1)(t, s) = 1. As a result,
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U(t, s) = U (1)(t, s) = U (2)(t, s) for t, s ∈ R \ N , and this equality extends to
t, s ∈ R by the continuity properties of U(t, s) and U (i)(t, s). Thus we have shown
that U(t, s) does not depend on the approximation, as asserted. Consequently,
the sequence Un(t, s) from Step 1 of this proof converges strongly to U(t, s) as
n→∞ for all t, s ∈ R \N and weakly for t, s ∈ R.
Step 4. We set u(t) = U(t, s)x for t ∈ R and some s ∈ R and x ∈ X . Take
the sequence Un(t, s) from Step 1 of this proof. It is clear from the properties of
(t, s) 7→ Un(t, s) that u is an approximative solution on R of the nonautonomous
Cauchy problem (2.2). If v is another approximative solution corresponding to
some skew-adjoint admissible bounded approximations An(t), then the calcula-
tion
U(t, s)v(s)− v(t) = lim
n→∞
Un(t, s)vn(s)− vn(t)
= lim
n→∞
∫ t
s
Un(t, σ)
(−v˙n(σ)− An(σ)vn(σ)) dσ = 0 (3.47)
shows that u = v.
Also in this theorem, the use of admissible bounded approximations on Y
according to the remark after Definition 2.13 would be possible.
We want to point out that there might be other extensions of G0 which gen-
erate evolution groups. But the corresponding evolution families give no approx-
imative solutions. If G0 is essentially skew-adjoint on F , there exists exactly one
extension of G0 that is an evolution generator with the range condition (3.8)
fulfilled. In this case the approximative solution is actually a mild solution.
For the proof of the independence of the construction of the admissible
bounded approximation we use the fact that only the trivial convex combina-
tion of unitary operators is again unitary. One might have the impression, that a
similar argument works yet on the level of the semigroups. This would allow for a
generalization of the theorem to the context of dissipative generators. However,
the conjecture that only the trivial convex combination of strongly continuous
semigroups is again a strongly continuous semigroup is wrong. There is a coun-
terexample due to R. Schnaubelt. Consider the Banach space X = C2 and the
strongly continuous semigroups (S(τ))τ≥0 and (T (τ))τ≥0, given by
S(τ) := 1 and T (τ) :=
(
1 τ
0 1
)
for τ ≥ 0. Then pT (τ) + (1 − p)S(τ), p ∈ (0, 1), is again a strongly continuous
semigroup in τ . Hence, our argument does apply only to the self-adjoint context.
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3.3.1 Application: Time evolution of the P (ϕ)2 model
We fix a real, semibounded polynomial of degree 2n,
P (λ) =
2n∑
j=0
ajλ
j,
and choose a real test function g ∈ C∞c (R2) with 0 ≤ g(t, x) ≤ 1. Define the
interaction Hamiltonian localized in a compact spacetime region by
V (t) = V (t; g) =
∫
g(t, x) : P (ϕ(x)) : dx.
The Hamiltonian of the P (ϕ)2 model, given by H(t) = H0 + V (t; g), is
densely defined (according to the perturbation theory predictions mentioned in
Section 1.1.3). It is essentially self-adjoint on D(H0)∩D(V (t; g)). For details and
references to the literature see Appendix A. For the P (ϕ)2 model, we can prove
the existence of the time evolution by the existence theorem for approximative
solutions.
Theorem 3.22. Let H(t), t ∈ R, be the Hamiltonian of the massive P (ϕ)2
model with localized interaction, defined as above with V (t; g) for a test function
g ∈ C∞c (R2), 0 ≤ g ≤ 1 and a polynomial P (λ) of order 2n, n ∈ N with a2n > 0.
Then the time-dependent Schro¨dinger equation (2.2) with A(t) = −iH(t) has a
unique approximative solution given by operators U(t, s) with the properties stated
in Theorem 3.21.
Proof. Denote by Y the intersection D(H0) ∩ D(Nn) endowed with the sum of
the graph norms of H0 and N
n. This space is a core for H(t), t ∈ R, see for
example the proof of [36, Thm. 3.2.1].
Consider the term of highest order in the interaction V (t):
V2n(t) = a2n
∫
g(t, x) : ϕ(x)2n : dx.
For y ∈ Y the the interaction term is dominated by a power of the number
operator, see Theorem A.1,
‖V2n(t)y‖ ≤ ‖V2n(t)(N + 1)−n‖‖(N + 1)ny‖
≤ c‖w(t, ·)‖L2(R2n)‖(N + 1)ny‖,
where c is a t-independent constant and w(t, k1, . . . , k2n) denotes the numeric
kernel of the expansion of V2n(t) into Wick monomials. It is given by
w(t, k1, . . . , k2n) = gˆ(t, k1 + · · ·+ k2n)ω(k1)−1/2 · · · · · ω(k2n)−1/2,
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where gˆ denotes the Fourier transform of g with respect to x, and the L2-norm
is evaluated with respect to (k1, . . . , k2n) ∈ R2n, see [16, §6.1] By repeated use of
Young’s inequality, we estimate
‖w(t, ·)‖L2(R2n) ≤ c‖g(t, ·)‖2L2(R)
(cf. [16, Lem. 6.1]). The other summands of V (t) can be treated in the same
way. These inequalities imply the uniform boundedness of the embedding Y →֒
D(H(t)). Similarly one checks the continuity of t 7→ H(t)y for all y ∈ Y .
Because Y is a core for H(t), the strong continuity of t 7→ −R(−i, H(t)) =
(i+H(t))−1 follows. Now we can apply Theorem 3.21 to this problem.
3.3.2 Application: Time evolution in curved spacetime
We generalize the former result about the existence of the time evolution for
the P (ϕ)2 model on a two-dimensional Lorentzian manifold. This extends a
result of J. Dimock [18], who considers P (λ) = λ4 and has to restrict himself to
interactions with a localization which is ‘small’ compared to a given background,
see Section 2.2.5.1.
Assume (M, g) is a d-dimensional Lorentzian manifold. Consider the covariant
field equation in local coordinates,
(|g|−1/2∂µgµν |g|1/2∂ν +m2)ϕ+ 2nλϕ2n−1 = 0,
where |g| = | det{gµν}| and λ > 0. The coordinates are chosen such that the
hypersurfaces x0 = t = const are spacelike. Define the canonical conjugate field
π to be the normal derivative density
π = |g|1/2gνµ∂µϕ.
With the notation α = (g00)−1/2, βj = gj0(g00)−1, γij = −gij and γ = det{γij},
the field equation can be written as a Hamiltonian system
∂ϕ
∂t
= αγ−1/2π + βi∂iϕ, (3.48)
∂π
∂t
= ∂iγ
ijαγ1/2∂jϕ− αγ1/2(m2 + 2nλϕ2n−1) + ∂jβjπ, (3.49)
where 1 ≤ i, j ≤ d− 1. The corresponding Hamiltonian is given by
H(t, ϕ, π) =
1
2
∫
x0=t
(
αγ−1/2π2 + αγ1/2(γij∂iϕ∂jϕ+m2ϕ)
+ αγ1/2λϕ2n + πβj∂jϕ
)
.
(3.50)
Now we specialize to d = 2. For a two-dimensional manifold one can al-
ways choose local coordinates in such a way that gµν = Ληµν , where ηµν
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the Minkowskian metric and Λ = Λ(t, x) is a smooth function on R2. Hence,
|g|1/2 = Λ and gµν = Λ−1ηµν . The field equation becomes
(+ Λm2)ϕ+ 2nλΛϕ2n−1 = 0,
the normal derivative is π = ∂ϕ
∂t
, and the Hamiltonian is
H(t, ϕ, π) =
1
2
∫
x0=t
(
π2 + (∇ϕ)2 +m2Λϕ2 + λΛϕ2n
)
.
Proceeding in the same way as Dimock in [18], we assume that Λ = Λ0 +Λ1 > 0
with Λ0 > 0 a constant and Λ1 ∈ C∞0 (R2). Defining H0 and the Wick product
with respect to Λ
1/2
0 , we obtain the formal expression for the Hamiltonian which
contains a non localized term. To define the Hamiltonian as an operator on the
Fock space of the free field, we introduce an ultraviolet cut-off by restricting the
space integration in the corresponding term to a compact interval. Denote by χl
the characteristic function of the interval [−l, l], l ∈ N. The Hamiltonian is given
by
H(t) = H0 +
∫
λ(Λ0χl(x) + Λ1(t, x)) : ϕ
2n(x) : dx
+
∫
m2
2
Λ1(t, x) : ϕ
2(x) : dx.
(3.51)
Theorem 3.23. The time-dependent Schro¨dinger equation with the Hamiltonian
(3.51) has an approximative solution given by an almost everywhere unitary evo-
lution family Ul(t, s), depending on the localization l.
Proof. We verify the prerequisites of Theorem 3.21 analogous to the preceding
section. As before, the Hamiltonian is an essentially self-adjoint operator on
D(H0) ∩D(V (t)), where
V (t) =
∫ (
λ(Λ0χl(x) + Λ1(t, x)) : ϕ
2n(x) : +
m2
2
Λ1(t, x) : ϕ
2(x) :
)
dx.
Again, we set Y = D(H0) ∩ D(Nn) ⊂ D(H(t)) ∀ t. The continuity of t 7→
H(t)y for y ∈ Y is verified as in the proof of Theorem 3.22, as well as the
other requirements of Theorem 3.21. Thus there exists a propagator Ul(t, s)
associated with an approximative solution of the time-dependent Schro¨dinger
equation describing the time evolution associated with H(t).
The propagator depends on the ultraviolet cut-off l. But we can use [18,
Theorem 2.3] to show that the time evolution induced on local observables is
independent of l if l is chosen large enough. Clearly, all the critical comments by
Dimock concerning this construction apply to our setting as well, in particular
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covariance with regard to coordinate dependence is unclear. Moreover, the results
of Torre and Varadarajan [91] show that it is not possible to generalize a similar
result to curved spacetimes of dimension larger than two, even for free fields.
Nevertheless, it might be interesting to reexamine the free field setting with
regard to the existence result of Theorem 3.21.
3.3.3 Application: Goldstein’s example
For a direct application of Theorem 3.21 we need a sufficiently large intersection
of the domains of the time-dependent generators. As we have seen, this is the
case for P (ϕ)2 models. But for models which require an infinite renormalization,
we do not expect this to be fulfilled. As a testing ground for a situation, where
the intersection of the domains of the generators is trivial, we examine again
Goldstein’s example.
As in Section 2.2.1, we define the operators S, T, L and U1 as well as the test
functions ϕ, η and ψ and the Hamiltonian H(t) of equation (2.5). Moreover, we
choose a smooth function κ ∈ C∞(R) such that κ(t) = 0 for 0 ≤ t < 1 and
κ(t) = 1 for 2 ≤ t <∞.
Consider the Hamiltonian
H˜(t) := (ϕ(t) + ψ(t))S + (η(t) + κ˙(t))L
with H˜(t) = H˜(0) for t ≤ 0. It is self-adjoint for all t ∈ R and Y := D(S) →֒
D(H˜(t)). Continuity of t 7→ H˜(t)y for y ∈ Y and strong continuity of t 7→
(i + H(t))−1 follow easily from the continuity of the test functions and their
support properties. Hence, by Theorem 3.21, there is a unique approximative
solution u˜(t) = U˜(t, s)x for all x ∈ X with a unitary propagator (up to a set of
measure zero). Associated with it there is an evolution semigroup (T˜ (σ))σ≥0 with
generator G˜ which is an extension of G˜0 = − ddt−iH˜(·) with domain W 1,20 (R, X)∩
L2(R, Y ). Now set R(t) = eiκ(t)L and notice thatR(t) = 1 for t ∈ (0, 1) andR(t) =
U1 for t ≥ 2. It corresponds to a unitary operator R = R(·) on E = L2(R, X).
By Theorem 3.6, T (σ) = RT˜ (σ)R−1 is an evolution semigroup with generator
G = RG˜R−1. As a result (t, s) 7→ U(t, s) = R(t)U˜(t, s)R(s)−1 is again a propa-
gator with the same properties as U˜(t, s). We transform G˜0 correspondingly and
find formally
G0 = RG˜0R
−1 = − d
dt
− i(ϕ(·)S + η(·)L+ ψ(·)T ) = − d
dt
− iH(·).
In this sense U(t, s) is the propagator associated with the nonautonomous Cauchy
problem of Goldstein’s example. For x ∈ C∞(S) u(·) coincides with the solution
of Theorem 2.16 by uniqueness.
Chapter 4
Existence of Local Scattering
Operators
In Section 3.3 we have developed a new wellposedness theorem for the time-
dependent Schro¨dinger equation. Furthermore, we have seen that this wellposed-
ness result is suitable to show the existence of the time evolution for P (ϕ)2 models
with localized interaction.
The main result of the present chapter is the proof of existence of local scat-
tering operators for the P (ϕ)2 model. However, before we address this topic,
we indicate to which extent scattering theory is covered by the approach of Sec-
tion 3.2.2.2 for (ϕ4)2 with spatially localized interaction. After this, we show the
existence of the local scattering operators for general P (ϕ)2 models of which the
(ϕ4)2 interaction is a special case. This result enables us to give an easy construc-
tion of the algebra of local observables for massless bosons in two dimensions, a
theory without a ground state. We hereby demonstrate the advantage of the local
construction: the disentanglement of the infrared and the ultraviolet behavior of
a theory.
In this chapter, we switch back to the notation of Chapter 1 and work in the
setting of a Hilbert space H.
4.1 Scattering operator for the spatially local-
ized (ϕ4)2 model
To establish the existence of local scattering operators, we would like to exhibit
the existence of a solution of the time-dependent Schro¨dinger equation with an
interaction which is compactly supported in space and time. In a first step, we
investigate the example of Section 3.2.2.2. According to Theorem 3.17, there
exists a unique propagator U(t, s) associated with a mild solution, but the inter-
action is not localized in a compact spacetime region. Therefore, in the context
of Theorem 3.17 and using the notion of mild solutions, we are not able to define
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the local scattering operators: in general, the condition (3.18) in Theorem 3.17
is not satisfied for compactly supported localization functions.
We investigate what amount of information about the scattering operator
can be gathered from the approach in Theorem 3.17. In a first step, we can
overcome the difficulty with (3.18) by convoluting g in time with an approximated
δ distribution.
Example. Given a rapidly decaying approximation of the δ-distribution,
δα(t) =
1
α
√
π
e−
t2
α2 , (4.1)
converging weakly in D′(R) to δ(t) as α→ 0. Let g ∈ C∞c (R2), and set gα(t, x) =(
δα ∗t g
)
(t, x). Then we can choose k > 0 such that the positivity condition
(3.18) is satisfied, uniformly in t ∈ [−r, r], r > 0. We calculate
kgα(t, x)− 1
2
g˙α(t, x) =
∫
g(s, x)δα(t− s)
(
k − 1
α2
(t− s)
)
ds
and find that the choice k := 1
α2
(r − s′) is sufficient, where s′ := inf{s ∈ R :
(s, x) ∈ supp g}.
In the following, let gα be chosen according to the preceding example for a
g ∈ C∞c (R2). Denote by Ugα(t, s) the propagator solving the Schro¨dinger equation
to H(t) = H0+V (t; gα) depending on gα. The Hamiltonian is an operator on the
Hilbert space H, the Fock space of the free, massive, scalar field.
Our first result states that outside of the time support of g, the evolution
family Ugα(t, s) is close to the evolution family of the free Hamiltonian U0(t, s) =
e−iH0(t−s).
Theorem 4.1. Let ρ > 0 and suppose supp g ⊂ [−ρ, ρ]× [−ρ, ρ]. Let ψ ∈ H and
t ≥ ρ. Then
‖(Ugα(t+ s, t)− U0(t + s, t))ψ‖ → 0 for α→ 0 (4.2)
and arbitrary s > 0.
Proof. Choose a function s 7→ f(s) = u(s)ψ ∈ D = C∞c (R) ⊗ Y with u(t) = 1.
On these functions we can write the difference of the propagators by evaluating
the image of f under the difference of the evolution groups at the point t + s:
(Ugα(t+ s, t)− U0(t+ s, t))ψ =
((
Tgα(s)− T0(s)
)
f
)
(t+ s)
= i
(∫ s
0
Tgα(σ)(G0 −Ggα)T0(s− σ)f dσ
)
(t+ s),
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where G0, Ggα are the generators of T0, Tgα respectively. Observe that T0 maps
D to D, thus the difference of the evolution generators G0 −Ggα is given by the
interaction Hamiltonian. For the norm we get the estimate
‖(Ugα(t + s, t)− U0(t+ s, t))ψ‖ ≤
∫ s
0
‖
(
Tgα(σ)V (·; gα)T0(s− σ)f
)
(t+ s)‖ dσ.
The integrand can be calculated,
‖
(
Tgα(σ)V (·; gα)T0(s− σ)f
)
(t+ s)‖
≤ |u(t+ s− 2σ)|‖V (t+ s− σ; gα))(N + 1)−2‖‖(N + 1)2ψ‖. (4.3)
Thus, we may estimate
‖(Ugα(t+ s, t)− U0(t+ s, t))ψ‖
≤ sup
t′∈R
|u(t′)| sup
t′∈[t,t+s]
‖V (t′; gα))(N + 1)−2‖‖(N + 1)2ψ‖.
Application of the estimate (A.2) shows,
sup
t′∈[t,t+s]
‖V (t′; gα)(N + 1)−2‖ ≤ C sup
t′∈[t,t+s]
‖gˆα(t′,
4∑
l=1
kl)‖L2(R4) (4.4)
−→ 0 for α→ 0, (4.5)
because with gα → g also gˆα → gˆ and t′ is outside of the support of g.
The next result shows that the scattering operators exist.
Theorem 4.2. For fixed α, the scattering operator
S(gα) = lim
t→∞
s→−∞
eitH0Ugα(t, s)e
isH0 (4.6)
exists as a strong limit.
Proof. According to [47], the existence of the scattering operator for the time-
dependent Schro¨dinger equation is equivalent to the scattering problem for the
evolution group. To show the existence of the wave operators for the evolution
generator, it is convenient to use Cook’s method [72, Theorem XI.4].
As above, let f ∈ D = C∞c (R)⊗Y . We have e±iσG0Y ⊂ Y , thus it is sufficient
to show that ∫ ∞
σ0
‖V (·; gα)e±σG0f‖ dσ <∞. (4.7)
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To this end, observe that t 7→ g˜(t) = ‖gˆα(t,
∑
ki)‖L2(R4) is fast decreasing and u
is compactly supported:∫
‖V (t; gα)(e±σG0f)(t)‖2 dt =
∫
‖V (t; gα)e±iσH0ψ‖2|u(t± σ)|2 dt
≤ c
∫
g˜2(t)|u(t± σ)|2 dt
= c(g2 ∗ |uˇ|2)(±σ) (4.8)
is fast decreasing, and thus its square root is integrable. Hence
‖V (·; gα)e±σG0f‖ = (
∫ ‖V (t; gα)(e±σG0f)(t)‖2 dt)1/2 is integrable as a function
of σ and (4.7) holds.
Thus the dynamics Ugα(t, s) is asymptotically free in the sense of scattering
theory, for t → ∞, s → −∞. With respect to (4.2), one sees that the dynamics
is also asymptotically free in the limit α → 0 on arbitrary time intervals not
intersecting the time support of g.
Although we have a fair amount of information on the propagators Ugα(t, s),
it is not possible to define the local scattering operators by a limit gα → g.
For smooth, compactly supported functions the condition (3.18) is not satisfied,
as such a function can not dominate its time derivative on the boundary of its
support. To perform the limit limα→0 Ugα(t, s) in the strong sense, one would need
Kato-type assumptions. Weak limit points exist, but then the causal factorization
is lacking. Here we could envisage a similar strategy as in Section 3.3, but then
we arrive at approximative solutions. In view of this, it is much simpler and
more general to use admissible bounded approximations. Thus we start directly
from the wellposedness theory leading to approximative solutions. We obtain the
(ϕ4)2 model as a special case.
4.2 The existence theorem
We give an existence theorem for local scattering operators. The underlying
spacetime is the d-dimensional Minkowski space, 2 ≤ d ≤ 4, with its symmetry
group O(1, d − 1). The proper, orthochronous Lorentz group is the connection
component of the identity SO+(1, d− 1). We denote its universal covering group
by G. As in Definition 1.5, we consider scalar theories.
Theorem 4.3. Let H be a separable Hilbert space which carries a unitary,
irreducible representation P → B(H), (a, α) 7→ U(a, α) of the universal cov-
ering group P = Rd ⋊ G of the Poincare´ group on d-dimensional spacetime,
2 ≤ d ∈ N. Let V (t; g) be a self-adjoint operator with domain D(V (t; g)), de-
pending on t = x0 ∈ R, and g ∈ C∞c (Rd) such that
(i) V (t, g) = 0 if g(t, ~x) = 0 for all ~x ∈ Rd−1,
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(ii) t 7→ R(i, V (t; g)) is strongly continuous,
(iii) there is a Banach space Y , dense in H and continuously embedded in
D(V (t; g)), locally uniformly in t, such that t 7→ V (t, g)ψ is continuous
for all ψ ∈ Y ,
(iv) the time translations U((t,~0), id) = e−iH0t fulfill e−iH0tY ⊂ Y and
(e−iH0t)t∈R is strongly continuous in Y ,
(v) eiH0tV (t; g〈a,Λ(α)〉)e−iH0t = U(a, α)∗eiH0tV (t; g)e−iH0tU(a, α), where Λ(α) ∈
SO+(1, d− 1), α ∈ G, a ∈ Rd and g〈a,Λ(α)〉(x) = g(Λ(α)−1(x− a)).
Then the local scattering operators S(g) exist.
Proof. We organize the proof in two steps. In the first one we consider the
solution of the time-dependent Schro¨dinger equation in the interaction picture.
The second step deals with the local scattering operators.
Step 1. We transform the interaction to the Dirac (or interaction) picture,
V D(t; g) := eitH0V (t; g)e−itH0 with domain D(V D(t; g)) := eitH0D(V (t; g)),
where H0 is the generator of the time translations, e
−itH0 = U((t,~0), id). It is easy
to see that V D(t; g) is self-adjoint on D(V D(t; g)): Let θ ∈ H be arbitrary and set
θ˜ := e−itH0θ. Because of the self-adjointness of V (t; g) there is a ψ˜ ∈ D(V (t; g))
such that θ˜ = (V (t; g) + i)ψ˜. Thus ψ := eitH0ψ˜ ∈ D(V D(t; g)) is the pre-image
of θ under V D(t; g) + i. A similar argument shows Ran(V D(t, g)− i) = H. Be-
cause of condition (iv), Y ⊂ D(V D(t; g)). Furthermore, condition (iii), together
with the unitarity of e±itH0 , implies that the embedding of Y in D(V D(t; g))
is also continuous, locally uniformly in t. The mapping t 7→ R(i, V D(t; g)) =
eitH0R(i, V (t; g))e−itH0 is strongly continuous as a product of strongly continuous
functions of bounded operators. Moreover, we find continuity of t 7→ V D(t; g)ψ
for ψ ∈ Y . We calculate
‖(V D(s; g)− V D(t; g))ψ‖ ≤ ‖eisH0V (s; g)(e−isH0 − e−itH0)ψ‖
+ ‖eisH0(V (s; g)− V (t; g))e−itH0ψ‖+ ‖(eisH0 − eitH0)V (t; g)e−itH0ψ‖.
In the limit s → t, the first term on the right-hand side vanishes because Y
is continuously embedded in D(V (t; g)) locally uniformly in t and (e−itH0)t∈R is
a group in Y , strongly continuous with respect to the norm ‖ · ‖Y . The second
term converges to 0 because of the invariance of Y under e−itH0 and the continuity
properties of V (t; g). The third term obviously vanishes too.
By Theorem 3.21, there exists an approximative solution of the Cauchy
problem of the time-dependent Schro¨dinger equation with respect to A(t) =
−iV D(t; g), given by a propagator UDg (t, s), which is unique as well as strongly
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continuous and unitary almost everywhere in t, s ∈ R. Furthermore, UDg (t, s)
is the weak limit of a sequence of propagators {UDg,n(t, s)}n∈N, where each ele-
ment solves the time-dependent Schro¨dinger equation with respect to a bounded
admissible approximation V Dn (t; g) of V
D(t; g).
Step 2. Now we define the local scattering operators. Choose arbitrary, but
fixed test functions f, g, h ∈ C∞c (Rd) and an arbitrary Poincare´ transformation
(a,Λ(α)). Moreover, we choose σ, τ ∈ R such that σ < min Ig ∪ Ig〈a,Λ(α)〉 ∪ If ∪ Ih
and τ > max Ig ∪ Ig〈a,Λ(α)〉 ∪ If ∪ Ih where we set Ig := {t ∈ R : (t, ~x) ∈ supp g}
for arbitrary test functions g ∈ C∞0 (Rd). We define
S(g) := UDg (τ, σ),
and we verify the conditions of Definition 1.5. Note, that UDg (t, s) = 1 if [t, s] ∩
Ig = ∅. Thus, by uniqueness of the propagator, the definition of S(g) does not
depend on τ and σ as long as Ig ⊂ [σ, τ ]. Moreover, it is clear that the null set
N is a subset of Ig ∪ Ig〈a,Λ(α)〉 ∪ If . Hence S(g)−1 = S(g)∗ and S(g) = 1 if g = 0.
With a similar argument, involving uniqueness, we verify the causality con-
dition. Clearly, if two Hamiltonians H(t) and H ′(t) coincide for t ∈ I ⊂ R, then
the admissible bounded approximation H ′n(t) is an admissible bounded approxi-
mation of H(t) at the same time. By uniqueness of the approximative solution
and the calculation (3.47) we find U(t, s) = U ′(t, s) for t, s ∈ I. Now suppose
that there exists a t0 ∈ R such that max Ig < t0 < min If . Then t0 6∈ N and,
using V D(t; g + f) = V D(t; g) for t < t0 as well as V
D(t; g + f) = V D(t; f) for
t > t0, we see that U
D
g+f (t, s) = U
D
g (t, s) if t, s ≤ t0 and UDg+f(t, s) = UDf (t, s) if
t, s ≥ t0. Hence
S(g + f) = UDg+f (τ, t0)U
D
g+f (t0, σ) = U
D
f (τ, t0)U
D
g (t0, σ) = S(f)S(g),
where UDg (t, s) and U
D
f (t, s) are extended by 1 outside the time support of g
respective f . Moreover we establish the causality condition (1.6) using the same
argument. The test function h ∈ C∞c (Rd) has arbitrary time support Ih. By
possibly varying t0 in an open neighborhood between max Ig and min If , we
achieve t 6∈ N , where N is the exceptional null set of the propagator UDh (t, s)
where the causal factorization fails to hold. With this assumtion, again the
uniqueness of the approximative solution results in
UDf+h+g(τ, t0)U
D
h (t0, σ) = U
D
f+h(τ, σ).
Using this relation and an analogous one, we see that
S(f + h+ g) = UDf+h+g(τ, σ)
= UDf+h+g(τ, t0)U
D
h (t0, σ)(U
D
h (t0, σ))
∗(UDh (τ, t0))
∗UDh (τ, t0)U
D
f+h+g(t0, σ)
= UDf+h(τ, σ)(U
D
h (t0, σ))
∗(UDh (τ, t0))
∗UDh+g(τ, σ)
= S(f + h)S(h)∗S(h+ g).
4.2 The existence theorem 87
Now, we consider covariance. By assumption (v),
V D(t; g〈a,Λ(α)〉) = U(a, α)
∗V D(t; g)U(a, α).
We can repeat the argument of Step 1 for V D(t; g〈a,Λ(α)〉) and end up with an
approximative solution of the time-dependent Schro¨dinger equation, given by a
propagator UDg〈a,Λ(α)〉(t, s), which is unique as well as strongly continuous and uni-
tary almost everywhere in t, s ∈ R. As above, UDg〈a,Λ(α)〉(t, s) is the weak limit of a
sequence of propagators {UDg〈a,Λ(α)〉,n(t, s)}n∈N, where each element is strongly dif-
ferentiable in t and solves the time-dependent Schro¨dinger equation with respect
to an admissible bounded approximation V Dn (t; g〈a,Λ(α)〉) of V
D(t; g〈a,Λ(α)〉). But,
considering U(a, α)∗UDg,n(t, s)U(a, α), we find
i
∂
∂t
U(a, α)∗UDg,n(t, s)U(a, α)θ =
U(a, α)∗V Dn (t; g)U(a, α)U(a, α)
∗UDg,n(t, s)U(a, α)θ
for every θ ∈ H. If we show that U(a, α)∗V Dn (t; g)U(a, α) is an admissible
bounded approximation of V D(t; g〈a,Λ(α)〉), then uniqueness of the approximative
solution implies
UDg〈a,Λ(α)〉(t, s) = U(a, α)
∗UDg (t, s)U(a, α)
and hence covariance of the local scattering operators,
S(g〈a,Λ(α)〉) = U(a, α)∗S(g)U(a, α).
The strong continuity of t 7→ U(a, α)∗V Dn (t; g)U(a, α) is clear, as well as the
boundedness of the corresponding propagators. We establish the conditions on
U(a, α)∗V Dn (t; g)U(a, α) in the following calculations: Let ψ ∈ D(V D(t; g〈a,Λ(α)〉)),
then
‖(U(a, α)∗V Dn (t; g)U(a, α)− V D(t; g〈a,Λ(α)〉))ψ‖ ≤ ‖(V Dn (t; g)− V D(t; g))ψ˜‖ → 0
for n→∞, where ψ˜ = U(a, α)ψ ∈ D(V D(t; g)), because V Dn (t; g) is an admissible
bounded approximation of V D(t; g). With the same argument,
‖U(a, α)∗V Dn (t; g)U(a, α)ψ‖ ≤ c(‖V D(t; g)ψ˜‖+ ‖ψ˜‖)
≤ c(‖V D(t; g〈a,Λ(α)〉)ψ‖+ ‖ψ‖).
So the family of unitary operators {S(g) : g ∈ C∞c (Rd)} satisfies the requirements
of Definition 1.5 and the statement follows.
For the definition of the local scattering operators S(g) we use the time evo-
lution UDg (t, s), generated by the Hamiltonian V
D(t; g) in the interaction picture.
However, if also the Hamiltonian H(t) = H0 + V (t; g) satisfies the requirements
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of Theorem 3.21, we could start with the propagator Ug(t, s) in the Schro¨dinger
picture and define the local scattering operators with its transformation
U˜Dg (t, s) := e
itH0Ug(t, s)e
−isH0.
But this is not a good choice: Let Ug,n(t, s) be the propagator associated with
an admissible bounded approximation Hn(t) of H(t). Then U˜
D
g,n(t, s)θ is not
differentiable for arbitrary θ ∈ H. On a suitable subspace we find
i
∂
∂t
U˜Dg,n(t, s)ψ = e
itH0(Hn(t)−H0)e−isH0U˜Dg,n(t, s)ψ,
but in general Hn(t)−H0 is not an admissible bounded approximation of V (t; g).
Nevertheless, it is possible to establish the equivalence of both strategies if we
require D(Hp0 ) ⊂ D(V (t; g)) for a p ∈ N and specialize to Y := D(Hp0). Then
we could choose the admissible bounded approximation on Y by Hn(t) = H0,n+
Vn(t; g) with H0,n, and Vn(t; g) being admissible bounded approximations on Y
of H0 and V (t; g) respectively, see the remark after Definition 2.13. Then it
is easy to see that the propagator in the interaction picture coincides with the
transformed time evolution operator in the Schro¨dinger picture. But we do not
go into further detail here, because we prefer the definition of the local scattering
operators starting with the propagator UDg (t, s) generated by V
D(t; g). In the
following, we will see that it is advantageous to work directly in the interaction
picture.
4.3 Local scattering operators for the P (ϕ)2
model
We establish the existence of the local scattering operators S(g) for the P (ϕ)2
model. As far as we know, this is the first proof of the existence of local scattering
operators for a quantum field theory with nonlinear field equations. The (φ4)2
model of Section 4.1 is a special case.
According to Theorem 3.22, there exists a unique approximative solution of
the time-dependent Schro¨dinger equation for the P (ϕ)2 model with interaction
localized in the support of a test function g ∈ C∞c (R2), 0 ≤ g ≤ 1, and P a
semibounded polynomial. Associated with this solution, there is an almost ev-
erywhere unitary and strongly continuous propagator Ug(t, s). For the definition
of the local scattering operator we could transform the propagator to the inter-
action picture, as indicated in the last section: Choose an interval [σ, τ ] large
enough such that Ig ⊂ [σ, τ ], where Ig := {t ∈ R : (t, ~x) ∈ supp g}. In this case
we would define
S(g) := eiτH0Ug(τ, σ)e
−iσH0 . (4.9)
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However, if we aim at the local algebras, as defined in Section 1.2.2, the positivity
requirement on the test function g is problematic. The condition arises from the
proof of essential self-adjointness of the total Hamiltonian H(t) = H0 + V (t; g).
We can avoid this kind of restriction on the choice of the test function by working
directly in the interaction picture, see Theorem 4.3. Moreover, we do not need
the restriction to semibounded polynomials P and positive coupling constants
any longer. These conditions, ensuring stability, are not necessary in a local
construction.
Let H be the Fock space of a free, massive boson field as in Appendix A. We
consider the interaction of the P (ϕ)2 model,
V (t; g) =
∫
g(t, x) : P (ϕ(x)) : dx,
where P (λ) is a real polynomial. The test function g ∈ C∞c (R2) is assumed to
be real, but there are no restrictions in other respects. With Theorem 4.3 we
demonstrate the existence of the local scattering operators.
The existence question for these operators in the special case (ϕ4)2 was for-
merly addressed in the work of W. Wreszinski. In [95], the Cauchy problem
of the time-dependent Schro¨dinger equation for the localized (ϕ4)2 model with
factorizing test function is solved, using Kato’s theory for the case of time-
independent domains (Theorem 2.31). The restriction to factorizing test func-
tions g(t, x) = u(t)v(x), u, v ∈ C∞c (R) is necessary to achieve time-independence
of the domains of the Hamiltonians. This is a considerable loss of generality: For
the approximation of an arbitrary compactly supported test function, one needs
linear combinations of such factorizing functions. But for these linear combi-
nations, the Hamiltonians do not have time-independent domains anymore. Re-
cently, the question of existence of local scattering operators for the (ϕ4)2 model is
addressed [96], using the Theorem of Kisyn´ski (see Theorem 2.32). In this article,
a scale of Hilbert spaces F+2 ⊂ H ⊂ F−2 with respect to the free Hamiltonian H0
is considered. The space F+2 equals D(H0) with the norm ‖ψ‖+2 = ‖(H0+1)ψ‖.
In the course of the argument, closedness of the sesquilinear form
S(θ, ψ) =
(
(H(t) +M)1/2θ, (H(t) +M)1/2ψ
)
on F+2 is assumed, where M > 0 is a constant such that H(t) +M ≥ 0, see [96,
Equation 2.21]. But if S(θ, ψ) would be closed with respect to F+2, this would
imply that S(ψ, ψ) induces an equivalent norm on F+2. Or in other words, there
would exist a constant c > 0 such that
c−1(H0 + 1)2 ≤ (H(t) +M) ≤ c(H0 + 1)2.
While the inequality on the right-hand side can be fulfilled using Theorem A.1,
the left-hand inequality is not satisfied for arbitrary t in the localized (ϕ4)2 model.
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Hence, S is not closed and Kisyn´ski’s Theorem is not applicable. Notice that this
problem does not arise in Dimock’s application [18], as in this case the scale of
Hilbert spaces is constructed with respect to the interacting Hamiltonian.
As we will see in the following, the notion of approximative solutions is ap-
propriate to discuss the existence question for local scattering operators. This
setting results in a considerable simplification compared to previous attempts.
Theorem 4.4. Let H be the Fock space of a free, massive boson field ϕ in two
spacetime dimensions. Consider the interaction Hamiltonain of the P (ϕ)2 model,
V (t; g) =
∫
g(t, x) : P (ϕ(x)) : dx,
where P (λ) =
∑n
i=0 aiλ
i is a real polynomial, not necessarily semibounded, and
g ∈ C∞c (R2) is a real test function. Then the local scattering operator S(g) exists.
Proof. The spacetime under consideration is the hyperbolical plane, that is R2
with the Lorentzian metric gµν . Its homogeneous isometry group is O(1, 1) and
the proper Lorentz group is SO+(1, 1). The latter group is simply connected and
has the one-parameter form
R→ SO+(1, 1), η 7→
(
cosh η sinh η
sinh η cosh η
)
,
as a group isomorphism, see [44]. Hence the universal covering group G equals
SO+(1, 1) itself, and the Poincare´ group is P = R2 ⋊ SO+(1, 1). The Fock
space H over the one-particle space L2(R) for the theory of a scalar, massive
quantum field carries a unitary representation P → B(H), 〈a,Λ〉 7→ U(a,Λ)
of the Poincare´ group, see [11]. The interaction Hamiltonian is a sum of Wick
monomials of the free time-zero fields ϕ(x) = ϕ(0, x), which we denote by the
same symbol. Transformed to the time t by the free time evolution, the Wick
monomials transform covariantly,
U(a, α)∗eiH0t : ϕn(x) : e−iH0tU(a, α) = U(a, α)∗ : ϕn(t, x) : U(a, α) =
: ϕn(Λ(t, x) + a) : .
This implies the transformation property (v) in Theorem 4.3.
The interaction Hamiltonian V (t; g), g = g ∈ C∞c (R2), is essentially self-
adjoint on D, the set of Fock space vectors with finite particle number and
Schwartz wavefunctions (see [37] and Theorem A.3). Notice that neither pos-
itivity of g nor semiboundedness of P are necessary. Hence, using Theorem A.1,
we see that V (t; g) is essentially self-adjoint on Y := D(Nm), where m ∈ N is
larger or equal to n/2. Clearly, V (t; g) vanishes outside the time support of g.
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The free Hamiltonian H0 and the particle number operator N commute, thus
e−itH0Y = Y and (e−itH0)t∈R is strongly continuous in the Banach space norm of
Y .
Consider the term of highest order in the interaction V (t; g):
Vn(t; g) = an
∫
g(t, x) : ϕ(x)n : dx.
For ψ ∈ Y the interaction Hamiltonian is dominated by a power of the number
operator, see Theorem A.1,
‖Vn(t; g)ψ‖ ≤ ‖Vn(t; g)(N + 1)−m‖‖(N + 1)mψ‖
≤ c‖w(t, ·)‖L2(Rn)‖(N + 1)mψ‖,
where c is a t-independent constant and w(t, k1, . . . , kn) denotes the numeric
kernel of the expansion of Vn(t; g) into Wick monomials. It is given by
w(t, k1, . . . , kn) = gˆ(t, k1 + · · ·+ kn)ω(k1)−1/2 · · · · · ω(kn)−1/2,
where gˆ denotes the Fourier transform of g with respect to x, and the L2-norm
is evaluated with respect to (k1, . . . , kn) ∈ Rn, see [16, §6.1]. By repeated use of
Young’s inequality, we estimate
‖w(t, ·)‖L2(Rn) ≤ c‖g(t, ·)‖2L2(R)
(cf. [16, Lem. 6.1]). The other summands of V (t; g) can be treated in the same
way. These inequalities imply the uniform boundedness of the embedding Y →֒
D(V (t; g)). Similarly we verify the continuity of t 7→ V (t; g)ψ for all y ∈ Y .
Strong continuity of t 7→ R(i, V (t; g)) follows, because Y is a core for V (t; g).
Hence, by Theorem 4.3, the local scattering operators exist.
4.3.1 The massless boson field in two dimensions
For the massless boson field in two dimensions, the two-point function is diver-
gent. The theory has no vacuum state. Thus, the massless boson field in d = 2
is not a field theory in the sense of Wightman’s axioms in Section 1.1.1.1.
However, it is possible to define the theory in the algebraic sense, hence to
construct the algebras of local observables. Problems do not arise until the state
space is analyzed.
In Wightman’s Carge`se lectures [94] he addresses the massless boson in two
dimensions by using spaces with indefinite metric, similar to Schroer’s treatment
of the derivative coupling model [81]. The algebra of observables is constructed
by Streater and Wilde in [88].
By our results on the existence of the local scattering operator for P (ϕ)2
models, it is possible to get the algebra of local observables for the massless boson
field in two dimensions in an easier way, using the formalism of Section 1.2.2.
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The classical Hamiltonian in the theory of a free massive boson field ϕ with
mass m > 0 is given by
H0 =
1
2
∫
π(x)2 + (∇ϕ(x))2 +m2ϕ(x)2 dx. (4.10)
The field π(x) = d
dt
ϕ(t, x)↾t=0 is the canonically conjugate object to the time-zero
field ϕ(x). We consider the formal interaction term
Vλ(t; g) =
1
2
λ
∫
g(t, x)ϕ(x)2 dx
with g ∈ C∞c (R2) and λ ∈ R. If we choose λ := −m2 and g(t, x) = 1 for (t, x) in
an open, contractible region O of spacetime, the density of the Hamiltonian H0+
Vλ(t; g) coincides with the Hamiltonian density of the massless theory inside of O.
On H, the Fock space over L2(R), belonging to a free, massive, scalar quantum
field ϕ, we apply the unitary transformation Rg, which transforms the interacting
Hamiltonian H0+Vλ(t; g) of the theory into the free one with modified dispersion
relation. That such a transformation exists is shown by Rosen in [74] for λ =
−m2+ ǫ, ǫ > 0. After addition of a vacuum energy renormalization constant, the
Hamiltonian is transformed into H(g) =
∫
a∗(k1)µg,t(k1, k2)a(k2) dk1 dk2 with the
dispersion relation µ2g,t = −∆ +m2 + λg(t, x) = µ2 + λg(t, x). Hence, for g → 1
and ǫ→ 0, the dispersion relation approaches the (m = 0)-case µ2 = −k2.
Since the existence result for the local scattering operator of the P (ϕ)2 model
(Theorem 4.4) gives no restriction on the sign of the coupling constant respective
the localization function, we can apply it to the special case P (ϕ) = −m2ϕ2. The
local scattering operators generate the algebra of observables of a massless boson
field in two dimensions according to the formalism of Section 1.2.2.
Indeed we might even choose λ < −m2. The local scattering operators exist
by Theorem 4.4 and the associated relative scattering operators generate the local
algebras of a bosonic field theory with negative squared mass. As in the massless
case, for these theories there are no vacuum states. But they are well defined
theories in the algebraic sense. By coupling of another field or addition of a
suitable selfinteraction, these tachyonic fields with imaginary mass may acquire
a stable vacuum state. This process is often called tachyon condensation.
4.3.2 Going further
Up to this point, we have established the existence of the local scattering op-
erators for a quantum field theory with nonlinear field equation, but without
infinite renormalization (apart from Wick ordering). The next step would be to
investigate models which require this technique.
The simplest model which shows a UV divergence is the exactly solvable van
Hove model [15]. The question of the existence of propagators for time-dependent
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van Hove models was addressed in [76]. The strategy is similar to our approach
to Goldstein’s example in Section 3.3.3 and uses dressing transformations.
Consider a 3-dimensional spacetime and the theory of a free, massive, scalar
field ϕ(~x) on the Fock space H. The Hamiltonian of the time-localized van Hove
model is formally given as
H(t) = H0 + g(t)ϕ(~0),
with g ∈ C∞c (R) and the time-zero field ϕ. To get a meaningful expression, we
choose test functions ρl ∈ C∞c (R2), l ∈ N, such that ρˆl → 1 for l → ∞. The
function ~k 7→ ρˆl(~k) serves as a UV cut-off. We define Hl(t) = H0 + Vl(t), where
Vl(t) := g(t)
∫
ρl(~x)ϕ(~x) d
2x.
In the limit l → ∞, it turns out that Hl(t) is not defined as an operator on H.
It is necessary to renormalize the Hamiltonian by addition of a c-number El(t),
Hren,l(t) := Hl(t) + El(t),
where El(t)→∞ but Hren,l(t) is a well defined operator for l →∞. Perturbation
theory suggests El(t) := g(t)
2
∫
(2µ(~k))−2|ρl(~k)| d2k.
The renormalized Hamiltonian is unitarily equivalent to the free Hamiltonian.
There exists a unitary dressing transformation Rl(t), such that
R−1l (t)Hren,l(t)Rl(t) = H0.
The dressing transformation is exact. It is defined by Rl(t) = e
−ΓVl(t), involving
the inverse adjoint action of H0, that is ΓVl(t) is the operator which satisfies
[H0,ΓVl(t)] = Vl(t). The Γ operation produces an additional factor µ(~k)
−1 in
the numerical kernel of Vl(t), hence it leads to a faster decrease of the kernel for
large |~k|. Thus, R(t) := liml→∞Rl(t) is well defined as a unitary operator and
we define Hren(t) := R(t)H0R
−1(t) with domain D(Hren(t)) = R(t)D(H0). The
intersection of the domains of H0 and Hren(t) is trivial.
To discuss the time evolution, we formally define the candidate for the gener-
ator of an evolution group by iG0 := Hren(t)− i ddt on E = L2(R,H) and use the
dressing transformation as an operator on E to calculate
iG0 = R
(
H0 − iΓV˙ − i d
dt
− E˜
)
R−1,
where E˜ is a bounded, c-number-valued function. In [76] we discussed essential
self-adjointness of iG˜0 = H0 − iΓV˙ − i ddt − E˜. This is possible due to the simple
structure of the model. But our results of Section 3.3 show that it is sufficient
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to deal with approximative solutions which belong to a self-adjoint extension of
iG˜0, which exists under more general assumptions. The existence theorem for ap-
proximative solutions (Theorem 3.21) and hence Theorem 4.3 make it possible to
envisage a similar strategy for the proof of existence of local scattering operators
for more complicated models. Locality of the interaction ensures R(t) = 1 for
sufficiently large t, thus it is sufficient to investigate existence of local scattering
operators for the regularized interaction H0 − iR(t)−1( ddtR(t)). We obtain a reg-
ularization procedure similar to the one developed by Mickelsson and Langmann
in [55]. They work on the level of the one-particle space and then discuss the
implementability of the scattering operators in Fock space. This is possible for
models with linear field equations, but the quantization of the scattering operators
leaves a phase factor undefined. Our Theorem 4.3 allows for a direct discussion
of the existence question of the local scattering operators in Fock space, thereby
avoiding the mentioned ambiguity and extending the scope of application of the
regularization procedure to models with non-linear field equations.
Possible candidates for a further investigation of models with linear field equa-
tions are fermions in external fields with a dressing transformation as in [27] or
massive bosons with a localized ϕ2 interaction in four dimensions [33, 74]. Let H
be the Fock space over L2(R3) and let ϕ(~x) be a scalar, massive time-zero field.
For a real test function g ∈ C∞c (R4) we consider formally H(t) := H0 + V (t),
where
V (t) :=
∫
g(t, ~x) : ϕ2(~x) : d3x.
The interaction term is the sum of terms with zero, one and two creation oper-
ators. We introduce an ultraviolet cut-off σ > 0 in the numerical kernel by the
characteristic function χσ of the set [−σ, σ]3 ⊂ R3 and define
V0,σ(t) = V2,σ(t)
∗ =
∫
gˆ(t,~k+~k′)χσ(~k)χσ(~k′)√
µ(~k)µ(~k′)
a(~k)a(~k′) d3k d3k′,
V1,σ(t) = 2
∫
gˆ(t,~k−~k′)χσ(~k)χσ(~k′)√
µ(~k)µ(~k′)
a∗(~k)a(~k′) d3k d3k′,
where gˆ(t, ·) is the Fourier transform of g with respect to ~x. To define the Hamilto-
nian, a counter term is necessary. By AB
n
we denote the term with n contractions
in the product of two Wick monomials A and B. Perturbation theory predicts
that addition of
Eσ(t) := V0,σ(t)ΓV2,σ(t)
2
to H(t) leads to a renormalized Hamiltonian,
Hren,σ(t) := H0 + V0,σ(t) + V1,σ(t) + V2,σ(t) + Eσ(t) = H0 + Vσ(t) + Eσ(t),
which is well-defined as an operator in the limit σ →∞. Notice that in this limit
the counter term Eσ(t) diverges. As above, Γ = ad
−1
H0
.
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We define the dressing transformation in the following way: By Nelson’s
theorem of analytical vectors, we can establish essential skew-adjointness of
Wσ(t) := Γ(V0,σ(t) + V2,σ(t)) and set Rσ(t) := e
−Wσ . This dressing transforma-
tion is unitary. We investigate the candidate for an evolution generator, which
we obtain by the transformation of iG0,σ := Hren,σ(·)− i ddt on E, and calculate
R−1
(
Hren,σ − i d
dt
)
R = H0 − i d
dt
+
∞∑
n=1
1
n!
(
adWσ
)n−1 adWσ(Vσ)− V0,σ − V2,σ − i adWσ
(
d
dt
) ,
again using analytical vectors. The counter term as well as the interaction term
containing two creators but no Γ-factor cancel exactly. Expanding the terms up
to second order explicitly, we find
R−1
(
Hren,σ − i d
dt
)
R = H0 − i d
dt
+ V1,σ
+ ΓV0,σV2,σ
1
− V0,σΓV2,σ
1
+
1
2
V0,σΓV2,σ
1
− 1
2
ΓV0,σV2,σ
1
+ V0,σV1,σ
1
− V1,σΓV2,σ
1
+ iΓV˙0,σ + iΓV˙2,σ
+
1
2

(ΓV0,σ + ΓV2,σ),

ΓV0,σV2,σ
1
− V0,σΓV2,σ
1
− V1,σΓV2,σ
1




+
1
2
[ΓV0,σ,ΓV˙2,σ] +
1
2
[ΓV2,σ,ΓV˙0,σ]
+
∞∑
n=1
1
n!
(
adWσ
)n−1 adWσ(Vσ)− V0,σ − V2,σ − i adWσ
(
d
dt
) . (4.11)
There are no dangerous terms left and one could envisage the discussion of the
existence of local scattering operators for the regularized interaction of the right-
hand side. To this end, we first notice that the right-hand side is symmetric.
All terms have at most two external creators or annihilators which are not con-
tracted. The higher orders can be discussed in terms of connected Friedrichs’
graphs [29]. For superrenormalizable models, the results of Hepp [45, Theo-
rem 4.5] and Glimm [34, Theorem 2.2.1] indicate that, as the number of vertices
in a graph increases, the kernel decreases more rapidly. Therefore, because there
are no dangerous terms left in lower orders, the situation becomes even better
in higher orders and we could envisage an analysis of summability of (4.11) by
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similar arguments as in [80]. Then applicability of Theorem 4.3 for the existence
of local scattering operators could be investigated and we conjecture an affir-
mative outcome. Furthermore, we expect that this strategy can be extended to
cover other superrenormalizable models like Y2 or even (ϕ
4)3. However, it might
be possible to choose the dressing transformation in a more convenient way. As
it is important to retain unitarity of the dressing transformation, constructions
similar to Federbush’s in [25, 26] or a Pade´ approximation of the formal wave
operator may be interesting starting points. Unfortunately, we are not able to
present results in this direction in the present work.
Conclusions and Outlook
In this thesis, we have established the existence of local scattering operators for
P (ϕ)2 models. To this end, we investigated the Cauchy problem for the time-
dependent Schro¨dinger equation in a general context. We used the theory of
evolution semigroups to attack the wellposedness problem. The strategy is as
follows: We investigated the extensions of a certain operator and found suffi-
cient conditions that an extension exists which is the generator of an evolution
semigroup. For Hilbert spaces and self-adjoint Hamiltonians we saw that this ex-
tension corresponds to a unique approximative solution of the Cauchy problem of
the time-dependent Schro¨dinger equation. This is a new wellposedness result re-
quiring considerably less assumptions than Kato’s classical wellposedness theory.
We sacrifice some regularity of the solution.
In future investigations, it may be possible to eliminate the exceptional set
N of measure 0, where strong continuity of t 7→ U(t, s) fails to hold. One may
have the impression that this set is a technical artefact. If it can be ruled out,
the notion of approximative solutions may be modified to involve strong instead
of weak convergence of the approximating solutions to an admissible bounded
approximation of the generators.
However, at the moment we do not see if it is possible to develop an even more
general wellposedness theory without requiring fundamentally new concepts. In
special situations it is possible to use similarity transformations to extend the
scope of application of our wellposedness result, as we demonstrated with Gold-
stein’s example.
In the course of our discussion, we investigated the time evolution of a ϕ4
theory on a two-dimensional, curved spacetime and extended a result of Dimock.
We do not expect that it is possible to extend similar results to higher dimen-
sions because of the results of Torre and Varadarajan [91]: It is problematic to
formulate the concept of time evolution from Cauchy surface to Cauchy surface
even for free theories. But there are various other fields of physics where our
solvability result for the time-dependent Schro¨dinger equation may be useful: In
applications to quantum optics [82], a formal method due to Lewis and Riesenfeld
[57] is used. In the context of general relativity, the influence of an expanding
universe on a quantum system is investigated in [56]. Yajima uses techniques
close to Howland’s ideas to investigate the Stark effekt [97], compare also [98].
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The approach of Asch et.al. [2] for the examination of the adiabatic properties
of a Landau Hamiltonian correspond to the mild solutions in the present work,
an extension to approximative solutions might give a considerable simplification.
Our main application aims at quantum field theory. We establish the existence
of local scattering operators for P (ϕ)2 models. To our knowledge, this is the first
proof of existence of these in a quantum field theoretical model with nonlinear
field equation. The local scattering operators enable us to access the algebras of
local observables by the general construction of R. Brunetti and K. Fredenhagen
[7], even for models having no ground state. This demonstrates the disentan-
glement of the ultraviolet and the infrared problem, the main advantage of the
approach. Examples are models with a non-semibounded polynomial P (λ) or the
case of a massless boson in two dimensions. For future investigations, we find it
interesting to examine the isomorphy of the algebra of local observables in this
case as constructed using local scattering operators or by the indefinite-metric
approach of Streater and Wilde explicitly. Furthermore, the direct and easily
accessible construction of the local algebras via local scattering operators may
have some benefit for the investigation of other properties of interacting fields as
for example nuclearity in the sense of Buchholz and Wichmann [10].
Evidently, future investigations should focus on local scattering operators for
models with infinite renormalizations. We conjecture that our approach together
with the technique of dressing transformations is sufficiently general to include
superrenormalizable models which are accessible via a Hamiltonian construction,
for example Y2. However, we also see the limitations of the approach: On the
side of the existence result, a further generalization seems to be out of reach.
From a quantum field theoretical point of view, it is the manifestly Hamiltonian
formulation which makes it difficult to use advanced methods from constructive
quantum field theory. We think that an attempt to analyze the existence of local
scattering operators for renormalizable models, as the Gross-Neveu model in two
dimensions, may show whether the approach to the local net via local scattering
operators is powerful enough to revitalize the interest in constructive quantum
field theory.
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Appendix A
Scalar quantum field theory in
two dimensions
We give a short summary of some basic facts about polynomial self-interacting,
scalar massive quantum field theory in two dimensional spacetime, mainly to fix
our notation. The proofs of all results which are not mentioned explicitly can be
found in the standard reference [37]. We follow the exposition given there.
Let H0 = C and Hn = {ψ ∈ L2(Rn) : ψ(k1, . . . , kn) is symmetric}. The
Fock space is defined as H = ⊕∞n=0Hn. The subspace Hn is the “n-particle
subspace” of H, the vector Ω = 1 ⊂ H0 is called the “vacuum”. For ψ =
{ψ0, ψ1, . . . , ψn, . . . } ∈ H, the number operator N is defined by
ψ 7→ Nψ = {0, ψ1, 2ψ2, . . . , nψn, . . . }
on the domain D(N) = {ψ ∈ H :∑∞n=0 ‖nψn‖22 <∞}.
Let µ(k) = (k2+m2)1/2 for k ∈ R and m > 0. The free Hamiltonian H0 maps
ψ on H0ψ given by
ψ 7→ H0ψ = {0, µ(k1)ψ1, (µ(k1) + µ(k2))ψ2, . . . ,
∑n
i=1 µ(ki)ψn, . . . } (A.1)
for ψ in D(H0) = {ψ ∈ H :
∑∞
n=1 ‖
∑n
i=0 µ(ki)ψn‖22 <∞}.
Denote by Sn the projection of L
2(Rn) on its symmetric part Hn. The finite
linear combinations of Ω and of vectors of the form Snf1(k1) . . . fj(kj) for fi ∈
S(R) span the dense subset D of H. It is an invariant domain for the annihilation
operator a(k), k ∈ R, defined by
(a(k)ψ)n(k1, . . . , kn) = (n+ 1)
1/2ψn+1(k, k1, . . . , kn).
The operator a(k) is not closable, its formal adjoint a∗(k) is defined as a quadratic
form on D × D. The commutation relations of a and a∗ are [a(k), a∗(k′)] =
δ(k − k′). For ψ1, ψ2 ∈ D, (ψ1, a∗(k1) . . . a∗(km)a(k′1) . . . a′(kn)ψ2) is a function in
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S(Rm+n). Therefore, every distribution w ∈ S ′(Rm+n) defines a bilinear form W
on D ×D by
W =
∫
a∗(k1) . . . a∗(km)w(k1, . . . , km; k′1, . . . , k
′
n)a(k
′
1) . . . a(k
′
n) d
mk dnk′.
It is called a Wick monomial of order (m,n).
An important property of Wick monomials is that they can be dominated by
powers of N if their kernels are sufficiently regular.
Theorem A.1. Let W be a Wick monomial with kernel w which is a bounded
operator from SnL
2(Rn)→ SmL2(Rm) with norm ‖w‖. Then (N +1)−m/2W (N +
1)−n/2 is a bounded operator and
‖(N + 1)−m/2W (N + 1)−n/2‖ ≤ ‖w‖. (A.2)
Moreover, let a + b ≥ m+ n. Then
‖(N + 1)−a/2W (N + 1)−b/2‖ ≤ (1 + |m− n|)|a−m|/2j−(a+b)/2‖w‖.
Corollary A.2. With the same assumptions on the kernel of W , the bilinear
form defines an operator in the domain D(N (m+n)/2).
Denote by V(S ′) the set of bilinear forms on D ×D which are given as
V =
p∑
j=0
(
p
j
)∫
v(k1, . . . , kp)a
∗(k1) . . . a∗(kj)a(−kj+1) . . . a(−kp) dpk
with v ∈ S ′ symmetric with real Fourier transform. These are special Wick
monomials. For X ⊂ S ′ let V(X ) be the subset of V(S ′) with kernels restricted
to X .
There is a different realization of H as square-integrable functions on a finite
measure space (Q, dq), the so-called Schro¨dinger or Q-space. From L2(Q, dq),
Fock space is recovered as a Hermite expansion. The advantage of the Q-space
realization is that every V ∈ V(L2) is represented by a multiplication operator:
Theorem A.3. Let V ∈ V(L2). Then V is essentially selfadjoint on D. More-
over, V ∈ Lr(Q, dq) for all r <∞. If v = ker V is the integral kernel of V , then
‖V ‖r ≤ ‖v‖2.
The free Hamiltonian H0 from (A.1) can be written as a Wick mono-
mial H0 =
∫
µ(k)a∗(k)a(k) dk with a kernel from S ′(R2). Nevertheless,
it is an operator in contrast to the free field, which is defined by ϕ(x) =
(4π)−1/2
∫
e−ikxµ(k)−1/2(a∗(k) + a(−k)) dk for x ∈ R as a bilinear form.
The free Hamiltonian and the free field are the building blocks for the P (ϕ)2
model. Let P (λ) :=
∑n
i=0 aiλ
i be a real polynomial. The Hamiltonian is formally
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given as H(t) := H0 + V (t; g) with V (t; g) :=
∫
g(t, x) : P (ϕ(x)) : dx. The
function g : R2 → R is chosen such that the Wick monomials in V (t; g) are
elements in V(L2). In particular, the choice g ∈ C∞c (R2) is possible. In the
following, we concentrate on the special case P (λ) = λp, p ∈ N, for simplicity.
Then the interaction Hamiltonian is given by
V (t; g) =
∫
g(t, x) : ϕp(x) : dx
= (4π)−p/2
p∑
j=0
(
p
j
)∫
gˆ(t,
∑p
i=1ki)
∏p
i=1µ(ki)
−1/2×
× a∗(k1) . . . a∗(kj)a(−kj+1) . . . a(−kp) dpk,
(A.3)
where gˆ(t, k) =
∫
e−ikxg(t, x) dx is the Fourier transform of g with respect to x.
For x 7→ g(t, x) ∈ L2(R) the Hamiltonian V (t; g) is an element from V(L2(Rp)).
This is seen by writing the kernel as a convolution and using Young’s inequality
[71]. Hence, by Corollary A.2, V (t; g) is a densely defined operator on H and
Theorem A.3 implies essential self-adjointness on D.
To deal with the operator sum H(t) = H0 + V (t; g), further assumptions are
necessary. In the following, let p be even and g ≥ 0. Introducing the free field
with an ultraviolet cut-off κ by
ϕκ = (4π)
−1/2
∫
|k|≤κ
e−ikxµ(k)−1/2(a∗(k) + a(−k)) dk,
we define the cut-off interaction Hamiltonian: Vκ(t; g) =
∫
: ϕpκ(x) : g(t, x) dx. It
has an expansion in Wick monomials similar to (A.3) with the numerical kernels
replaced by
vκ(k1, . . . , kp) =
∏p
i=1 χκ(ki)µ(ki)
−1/2gˆ(t,
∑p
i=1 ki),
where χκ is the characteristic function of the interval [−κ, κ]. For fixed t ∈ R
and κ > 0, Vκ(t; g) is essentially self-adjoint on D. This follows directly from the
above result on Wick monomials with L2-kernels.
Whereas V (t; g) is an unbounded operator, Vκ(t; g) is semibounded from be-
low.
Lemma A.4. Given a function g ≥ 0 on R2 such that g(t, ·) ∈ L1(R)∩L2(R) and
supt∈R ‖g(t, ·)‖1 < ∞, the operator Vκ(t; g) is semibounded from below uniformly
in t. The lower bound is O((log κ)p/2).
Proof. Let cκ := (4π)
−1 ∫
|k|≤κ µ
−1(k) dk = O(log κ). Wick’s theorem states
: ϕpκ(x) :=
[p/2]∑
j=0
(−1)j p!
(p− 2j)!j!2j c
j
κϕ
p−2j(x)
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as an operator identity on D, see [37]. Since p is even, the right-hand side is
a semibounded polynomial in ϕ. Therefore : ϕpκ(x) :≥ −Mcp/2κ and HgI (t; κ) ≥
−Mcp/2κ supt∈R ‖g(t, ·)‖1
The semiboundedness of Vκ(t; g) enables one to prove the next theorem.
Theorem A.5. Hκ(t) := H0 + Vκ(t; g) is essentially self-adjoint on D(H0) ∩
D(Vκ(t; g)). Moreover, Ran e
−rH(t;κ) ⊂ D(H0) ∩ D(V˜ ) for every r > 0 and V˜ ∈
V(L2(Rp)).
By this theorem Vκ(t; g) fullfills the prerequisites for the application of the
following theorem in Q-space.
Theorem A.6. Let V ∈ Lr(Q, dq) for some r ≥ 1 such that H0+V is essentially
self-adjoint on D(H0) ∩ D(V ). Suppose that −M ≤ V for some M ≥ 0. Then
the integral kernels fulfill
0 ≤ ker e−r(H0+V ) ≤ ker erMe−rH0. (A.4)
The proof uses the Trotter product formula. The Duhamel formula,
e−rHκ(t) = e−rHκ′(t) −
∫ r
0
e−sHκ′(t)(Hκ(t)−Hκ′(t))e−(r−s)Hκ(t) ds, (A.5)
can be used to generate an expansion of e−rHκ(t) in κ. This expansion gives
essential self-adjointness and a lower bound for H(t).
Theorem A.7. H(t) = H0 + V (t; g) is essentially self-adjoint on D(H0) ∩
D(V (t; g)) and semibounded from below. Moreover, Ran e−rH(t) ⊂ D(H0)∩D(V˜ )
for r > 0 and V˜ ∈ V(L2(Rp)).
Remark. Other cores for H(t) are D(H0)∩D(Np/2) and C∞(H0) =
⋂∞
n=0D(H
n
0 ),
see [36].
Theorem A.8. Let 0 ≤ g ≤ 1 and let (t, x) 7→ h(t, x) be a real function with
‖h‖∞ ≤ 1. Set D = diam supp h <∞. Then there exists a constant M , indepen-
dent of g and h, such that
| inf σ(H0 + V (t; g + h))| ≤ MD.
For the proof, see [38].
The full Hamiltonian is defined by H(t) = H0 + V (t; g) + E for every t ∈ R,
where E > 0 is a finite renormalization constant. As we see in the following, it
can be chosen in such a way that H(t) is positive on compact time intervals.
Lemma A.9. Let I = [a, b] ⊂ R be an arbitrary compact interval. Then there is
a constant E > 0 such that H(t) > 0 for all t ∈ I.
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Proof. By [16, Theorem 5.8], there are c > 0 and p ∈ N independent of the
interaction Hamiltonian such thatH(t) is semibounded. Set H˜(t) := H0+V (t; g).
Explicitly one finds
H˜(t) ≥ −c− ln ‖e−V (t;g)‖Lp(Q,dµ),
where the measure space Q refers to the Q-space representation of the Fock
space, see above or [16, Section 5]. For λ > 0 sufficiently large, the resolvent
R(λ, H˜(t)) of H˜(t) is defined and, as Y is a core, we conclude norm continuity of
t 7→ R(λ, H˜(t)). In turn we have norm continuity of the semigroup eiλ′H˜(t) in the
parameter t (which is not the semigroup parameter). The formula
inf σ(H˜(t)) = λ′−1 ln ‖eiλ′H˜(t)‖
shows that the infimum of the spectrum of H˜(t) is continuous in t. As we have t in
a compact interval, we can define E = 1+|mint inf σ(H˜(t))| and getH(t) > 0.

Appendix B
Maximal accretivity of an
operator sum
For the proof of the Theorem of Sohr we need a lemma which goes back to
[86]. This lemma shows in particular the closedness of the sum B+C on D(B)∩
D(C) provided that the maximally accretive operators B and C satisfy the ‘angle
condition’ (B.1).
Lemma B.1. Let B and C be maximally accretive operators on a Hilbert space
X such that C−1 ∈ B(X). Let D be a core of B∗. If there exists 0 ≤ a < 1 such
that
Re(B∗x, C−1x) + a‖x‖2 ≥ 0 (B.1)
for every x ∈ D, then B+C is maximally accretive on D(B+C) = D(B)∩D(C).
With respect to our application we remark that in general the angle condi-
tion is violated for B being the time derivative and C being the generator of a
hyperbolic evolution equation.
Proof. On Hilbert spaces maximal accretivity of an operator A is equivalent to
accretivity and RanA + β = H for β > 0. Clearly, the sum B + C is accretive,
so it remains to prove RanB + C + β = H.
Given y ∈ H, we are looking for x ∈ D(B) ∩D(C) with (B + C + β)x = y.
The Yosida approximants Bn = B(1+
1
n
B)−1 and Cn = C(1+ 1nC)
−1 are bounded
and maximally accretive operators for every n ∈ N, which converge strongly on
D(B) respectively D(C).
Assume that
‖Bnx+ Cnx‖ ≥ (1− a)‖Cnx‖ (B.2)
for all x ∈ H and n ∈ N. By the boundedness and accretivity of Bn + Cn, there
exists for every n an xn such that (Bn+Cn+β)xn = y. The sequences {Bnxn}n∈N,
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{Cnxn}n∈N and {xn}n∈N are bounded. This follows from
‖y‖2 = ‖Bnxn + Cnxn‖2 + β2‖xn‖2 + 2β Re(Bnxn + Cnxn, xn)
≥ (1− a)‖Cnxn‖.
Without loss of generality we can assume the sequence itself to be weakly con-
vergent. Let x be the weak limit of {xn}n∈N. One shows x ∈ D(B∗∗) = D(B).
For z ∈ D(B∗) one finds
| lim
n→∞
(xn, (B
∗
n −B∗)z| ≤ sup
n∈N
‖xn‖ lim
n→∞
‖(B∗n − B∗)z‖ = 0
because of the strong convergence of B∗nz to B
∗z. Therefore, one has
lim
n→∞
(Bnxn, z) = lim
n→∞
(xn, B
∗z) = (x,B∗z)
and it follows |(x,B∗z)| ≤ supn∈N ‖Bnxn‖‖z‖. This is the continuity of the
linear functional z 7→ (x,B∗z), so x ∈ D(B∗∗) = D(B) and the equation
limn→∞(Bnxn, z) = (Bx, z) extends to all z ∈ H. With the same reasoning
one shows x ∈ D(C) and limn→∞(Cnxn, z) = (Cx, z) for all z ∈ H. One con-
cludes from y = (Bn + Cn + β)xn for every n that y = (B + C + β)x and
x ∈ D(B) ∩D(C) = D(B + C).
It remains to prove the estimate (B.2): ‖Bnx+ Cnx‖ ≥ (1− a)‖Cnx‖.
Let yn := Cnx and zn := (1 +
1
n
B∗)−1yn. By the accretivity of Bn, B∗ and
C−1, we find
Re(Bnx, Cnx) = Re(BnC
−1
n yn, yn) = Re(Bn(C
−1 + 1
n
)yn, yn)
≥ Re(BnC−1yn, yn) = Re(C−1(1 + 1nB∗)zn, B∗zn)
≥ Re(C−1zn, B∗zn).
Besides we have ‖yn‖2 ≥ ‖zn‖2 and conclude
‖(Bn + Cn)x‖‖Cnx‖ ≥ Re((Bn + Cn)x, Cnx) = Re(Bnx, Cnx) + ‖Cnx‖2
= Re(Bnx, Cnx) + a‖yn‖2 + (1− a)‖Cnx‖2
≥ Re(C−1zn, B∗zn) + a‖zn‖2︸ ︷︷ ︸
≥0 by assumption
+(1− a)‖Cnx‖2
≥ (1− a)‖Cnx‖2.
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