We estimate the Cox, Ingersoll, and Ross model with a rolling sample to forecast zero-coupon yields from 1994 to 2007. We use these forecasts to test the model as both a candidate return generating process and to assess its efficacy as part of a forecasting method. The model is soundly rejected. Since our empirical design maintains the model's stochastic singularity, the affine term structure model's poor empirical performance cannot be blamed on an unfortunate choice of an auxiliary error model. Unlike earlier studies, the traditional expectations hypothesis holds in our sample, and the model cannot reproduce this feature of the data.
Introduction
We demonstrate an out-of-sample forecasting approach to inference for arbitrage models that does not break these models' stochastic singularity. To this end, we estimate one-and twofactor Cox, Ingersoll, and Ross (1985) (CIR) models (which are members of the class of affine term structure models (ATSM)), using the same number of yields as factors. We use a rolling sample design to evaluate out-of-sample forecasts from the model at 1-, 4-and 13-week horizons, for individual yields, as well as spreads between pairs of yields. Our sample comprises weekly yields on 3-month, 6-month, 5-year, 15-year, and 25-year zero coupon US Treasury securities from the period June 1989 through June 2007. This period is characterized by a single Federal Reserve operating policy and increased policy transparency relative to earlier periods.
An important feature of this sample, which distinguishes it from earlier periods, is that the traditional expectations hypothesis holds. That is, the coefficient on the 3-month forward rate three months hence, in predicting the future 3-month spot rate three months in the future, is statistically indistinguishable from one.
We conduct formal inference with a four-stage procedure that does not add an error model to the arbitrage model-for either estimation or inference. Stage 1 is a standard encompassing test of the model, wherein we reject the hypothesis that the model is the data generating process.
We also use this encompassing regression in our Stage 2 tests of whether the model contains any incremental information for forecasting the properties of future yield curves. We find that CIR provides significant incremental information for forecasting only the 3-month and 5-year yields at the 1-week horizon. For future yield spreads, of all the 30 pair-wise, forecast horizon combinations, the CIR model provides significant incremental information only for the spread between 25-and 15-year yields at the 4-week horizon.
Our Stage 2 analysis has two features that hinder our ability to assess the usefulness of the ATSM as part of a forecasting method. First, the CIR forecasts may be correlated with other variables (forecasts) in the regression, and second, the regression coefficients are estimated within the sample. Our Stage 3 test relies on the asymptotic results of Giacomini and White (2006) to evaluate the out-of-sample predictive ability of the arbitrage model relative to other models using the root-mean-square error (RMSE) criterion. We show that CIR's RMSE is, in general, unconditionally and conditionally statistically significantly higher than the martingale's. In our Stage 4 test we ask whether there are market conditions under which the CIR model performs relatively better as part of a forecast method. Here we find that there are no 1 conditions in which CIR beats the martingale. In sum, this four stage procedure allows us to analyze the model's efficacy in a variety of contexts, and we uniformly reject the ATSM in all four dimensions.
Estimation and testing of ATSMs are complicated by these models' stochastic singularity. That is, these are models of the absence of arbitrage in financial markets, where pricing errors are universally zero. Table I shows that this complexity has not stifled attempts to assess the model's fit to the data. For the most part, empirical analysis has added an auxiliary error model at the estimation stage, the inference stage, or both. 1 The estimation methods across the columns in Table I are listed in order of their performance ranking in Duffee and Stanton's (2012) simulation study of estimator properties. Cheridito, Filipović, and Kimmel (2007) note that adding an error term for estimation and/or inference purposes means that inference formally entails a joint test of the ATSM and the chosen model for errors. The addition of an arbitrary error model has important implications for empirical design, and has been analyzed by Renault (1997) , Jacquier and Jarrow (2000) , and Pastorello, Patilea, and Renault (2003) . Moreover, Sims (2003) and Johannes and Polson (2003) warn of the econometric and decision-theoretic difficulties created by adding an auxiliary error model, in light of the high dimensionality of the error space and the fact that the underlying arbitrage pricing theory provides no guidance on constructing these errors.
Even if we ignore this joint hypothesis problem, Christoffersen and Jacobs (2004) caution that adding an error model gives rise to the need to maintain consistency between the role that errors play in estimation and inference when testing arbitrage-free models. They show that out-of-sample tests of option pricing models may perform poorly when the auxiliary model and estimator used at the estimation stage are not congruent with the quantity being forecast in the inference stage. So, while it is salutary to avoid distorting parameter estimates and implied state variables with an error model at the estimation stage, introducing an error model at the inference stage gives rise to this asymmetric loss function problem. Piazzesi (2010, esp. p.726) makes clear that this criticism applies to many classical studies. 2 This paper side-steps both the joint-hypothesis and loss function alignment problems by first 1 An alternative empirical strategy is to test the martingale restriction implied by the absence of arbitrage. Buraschi and Jackwerth (2001) demonstrate this strategy in equity options. Goldstein and Collin-Dufresne (2005) conduct similar analysis in the fixed income setting. This approach also is a direct test of the restrictions that the absence of arbitrage imposes on the data.
2 Since we use only a subset of the cross-section of interest rates in estimation, we do not claim that our empirical design is superior to alternatives that add an auxiliary error model at the estimation stage.
estimating the model without adding errors and then testing the model in an out-of-sample time-series context. As noted by Lamoureux and Lastrapes (1993) the errors in this context are fully identified under the ATSM's restrictions on the absence of arbitrage. This procedure allows us to assess the model's ability to predict future yields, as well as the restrictions that it places on yields in the cross-section by considering yield spread forecasts. Aside from this paper, Hong and Li (2005) is the only paper in Table I The remainder of the paper is organized as follows. The next section presents our data and the derivation of the alternative forecasts used in evaluating the ATSMs. Section 3 contains our results as we move sequentially through the four stages of inference. Section 4 concludes the paper.
Empirical Analysis

DATA
We hand collect zero-coupon yields from the Wall Street Journal and Bloomberg. We record the closing ask yields-to-maturity on 3-month and 6-month Treasury bills, and approximately 5-, 15-, and 25-year principal STRIPS at a weekly frequency, on Wednesdays over the 942 week period starting on June 14, 1989 and ending on June 28, 2007. For those instances when Christmas and the following New Year fall on Wednesdays we use data from the preceding Tuesday. The US Treasury auctions 3-and 6-month bills every week, so the terms on these two yields are constant throughout our sample. Our 5-year STRIPS are derived from 5-year notes, which tend to be auctioned on a monthly basis, so the terms on these yields varies slightly throughout the sample. The 25-and 15-year STRIPS are derived from 30-year Treasury bonds whose availability is more restricted. This is especially true for the 15-year yield in the first half of our sample. There are two dates when we reset the term on the 15-year yield by more than one year: February 28, 1996 and December 3, 1997. In light of this, all forecasts that involve the 15-year yield exclude these two dates. Principal components analysis on these five yields show that the first eigenvalue accounts for 82.3% of the total variation, and the second 3 accounts for 17%; the first two eigenvalues account for 99.3% of the total variation across the five yields. 3
Our choice of time frame (a single operating policy regime at the Fed) and use of rolling regressions is motivated by past analysis of interest rate behavior. For example, Duffee (2006) finds evidence of a structural break in inflation dynamics and the term structure between 1952 between and 1994 between , and Piazzesi (2005 stresses the importance of Fed policy in modeling the yield curve. Bansal and Zhou (2002) show that a two-factor CIR model with regime switches could cause the documented violations of the expectations hypothesis, over the period 1964 -1995 . Furthermore, Longstaff (2000 finds that the pure expectations hypothesis fits general collateral repo rates, at up to the three month term, during the period May 1991 through October 1999.
Longstaff attributes the sharp contrast with earlier rejections of the expectations hypothesis to his use of repo rates instead of yields on US Treasury securities, since the latter are influenced by liquidity and other security-specific features.
Similarly, Downing and Oliner (2007) test the expectations hypothesis in the commercial paper market. They control for a year-end seasonal effect and find that from January 1998 to August 2003, yields on commercial paper largely conform to the expectations hypothesis. Adding this to Longstaff's results, Downing and Oliner suggest that a change in Federal Reserve operating policy in 1994-toward increased transparency-may be a reason for the dramatically improved performance of the expectations hypothesis. Poole and Rasche (2000, 2003) , also suggest that our sample period covers a transparent Federal Reserve policy regime that has made it easier for the market to anticipate policy changes.
Our data end on June 28, 2007-before the onset of the financial crisis
VARIABLES AND MODELS USED IN FORECASTS
CIR
Appendix A provides a summary of the CIR model. For the purpose of estimating a K-factor CIR model we use the most recent 250 (weekly) observations on the yields on K zero-coupon securities. As noted by Pearson and Sun (1994) , this design implies a deterministic mapping from the yields to the factors. So by including the Jacobian term in the likelihood we obtain maximum likelihood estimates of the parameters governing factor dynamics and the risk premia associated with the factors.
Armed with the parameters and implied factor(s) on date t, we construct the τ −step ahead forecast of factor z j (j = 1, · · · , K) by:
Where, κ j and θ j are parameters that govern the dynamics of factor j (in the physical measure, as shown in Appendix A). Under the model the factors evolve independently and, as shown in Appendix A, yields at time t are linear functions of the factors. Note that the forecasted yields are priced without error on every date in the estimation period. Under the model's assumptions we construct the expected future yield(s) conditional on the model and rolling sample using (A.4). 4
The likelihood function is neither smooth nor unimodal, making global optimization problematic. We use an optimization algorithm that starts with simulated annealing (following Goffe, Ferrier, and Rogers 1994) . After the simulated annealing procedure converges, we use a gradient-based optimization in the neighborhood of this optimum. We repeat this procedure using three different starting conditions and parameter bounds, and take the maximum.
Nonparametric Forecasts
At the 1-week horizon for the 3-month yield we also include forecasts from the nonparametric (short-rate) models of Aït-Sahalia (1996) and Stanton (1997) . Stanton (1997) uses the Nadaraya-Watson kernel estimator as follows:
Here, µ(ξ i ) is the expected change in yield from t to t+1, evaluated at ξ i , i = 1, . . . N which is an equally spaced grid over the support of yields over the past 250 weeks. The x t are the observed yields (in levels) over the sample. We use N = 18 grid points. We follow Stanton (as described in Chapman and Pearson 2000, p.360) and set the bandwidth, h = 4σT T is the length of the period used in estimating the model (250 weeks), andσ is the sample standard deviation of the changes in yields over this estimation period. φ(·) is the standard unit normal probability density function. The 1-week ahead forecast is obtained by estimating the 18 grid pointsμ(ξ i ), and then using linear interpolation to pin down the yield at date t within the range of ξ 1 to ξ N , and adding the forecast change to this last yield in the estimation period.
Aït-Sahalia (1996) posits an alternative nonparametric diffusion estimator. Since our focus is only on forecasting the future rate, we use the µ function that he chose:
where µ(x t ) is the expected change in yield from t to t+1, and x t represents the level of the yield at time t.
Note that both Aït-Sahalia and Stanton's estimators resemble Dickey-Fuller regressions: We project changes in rates on the lagged level. Both nonparametric methods are single factor models of short rate dynamics that allow for non-linear mean reversion.
Litterman and Sheinkman State Variables
We include the traditional yield curve factors as conditioning state variables in our analysis.
These are the level, slope and curvature of the yield curve. We measure the level as the 3-month yield; the slope as the spread between the 25-year yield and the 3-month yield; and curvature as the difference between the sum of the the 3-month and 25-year yields and twice the 5-year yield. These variables were identified as yield curve factors by Litterman and Sheinkman (1991) . Diebold and Li (2006) show that these state variables have predictive content for yields at horizons of two to four quarters.
The Forward Rate
Under the expectations hypothesis the yield on the 6-month bill is the average of the 3-month spot rate and the expected 3-month rate, 90-days ahead. Fama (1976 ), Fama (1984 , and Campbell and Shiller (1991) all show the inability of forward rates extracted from contiguous 6 rates along the yield curve to predict future spot rates. Dai and Singleton (2002) summarize these studies noting that a regression of the realized rate change on the change predicted under the expectations hypothesis at the three month horizon generates a coefficient of −0.428, with a standard error of 0.48. Under the expectations hypothesis this coefficient would be 1; (we follow Longstaff (2000) and make no distinction between the different forms of the expectations hypothesis). 5 We extract the 3-month forward rate from the 3-month and 6-month spot rates and treat it as the expected 3-month spot rate in 90 days. We regress the actual change in the 3-month spot rate from day t to day t+90 on the 3-month forward rate at t less the 3-month spot rate at t, for the 693 weeks in our "out-of-sample" data, as in Campbell and Shiller (1991) . are a significant driver of 3-month yields, and that forward rates are a noisy proxy for these changes. Figure 1 shows the behavior of the 3-month yield over our out-of-sample period, along with the predictions from the two-factor CIR model, the nonparametric models of Aït-Sahalia and Stanton, and the Federal Reserve's stated target federal funds rate. This figure shows that all models do a good job at forecasting 3-month interest rate levels, and these levels closely follow the target Federal Funds rate. To avoid the well-known problems associated with forecasting persistent series we focus on yield changes.
Results
ENCOMPASSING REGRESSIONS
Inference at our first two stages relies on encompassing regressions (Fair and Shiller 1990) . The
5 Campbell (1986) shows that the empirical differences between alternative versions of the expectations hypothesis are imperceptible at short maturities. 6 We measure the "3-month forward rate three months hence" on date t as follows:
is the 6-month yield on date t, R 3m t is the 3-month yield on date t, τ3m and τ6m are the terms, in years, of the 3-and 6-month yields, respectively.) Under the traditional pure expectations hypothesis, this corresponds to the expected value of the 3-month rate in three months.
250-week rolling estimation period means that our out-of-sample analysis covers the 693 weeks from week 251 (March 31, 1994) through the end of the sample. We conduct all inference at three forecast horizons: 1-week, 4-week, and 13-week. Since the residuals in these regressions are neither normally distributed nor independent under the null hypothesis in either Stage 1 or Stage 2, we estimate the Newey-West (1987) heteroskedasticity and autocorrelation consistent (HAC) variance-covariance estimators. For all regressions we also report the bandwidth from Andrews' (1991) procedure, which is the lag length used in adjusting the autocorrelations in the standard errors.
Yield Changes
Encompassing regression results for changes in all individual yields are reported in Table II. The baseline encompassing regressions are:
where: R i t is the i−period spot rate observed at time t.R i,CIR t+τ is the CIR model's forecast conditional on information available at time t of the i−period spot rate at time t+τ ,R 3m,m t+τ is the similarly defined forecast from the nonparametric models of Aït-Sahalia (1996) and Stanton (1997) at the 1-week forecast horizon. Note that these latter two models are only used to forecast the 3-month yield. The additional (exogenous) state variables introduced in the preceding section, are: the level, l t , slope, s t , and curvature, c t , of the yield curve on date t;
andf t = F 3m t − R 3m t , the difference between the 3-month forward rate, three months hence and the 3-month spot rate on date t.
Stage 1 and Stage 2 inference may be formalized as:
To avoid introducing an error, our research design requires that the forecasted rate be used in estimating the model, so when estimating a two-factor model we must choose a (single) companion rate. In this case, each of the possible pairs provides a distinct forecast, and the 8 optimal use of the information in these forecasts is a topic for future research. To preserve space, we report results using the companion yield that provides the highest t-statistic on the CIR model's slope coefficient at the one week ahead forecast horizon (τ = 1) encompassing regression. 7 For formal inference we use Monte Carlo to construct the density of the maximum of four t−statistics under the null hypothesis. 8
The dependent variable in Table II , Panel A is the change in the 3-month yield. For ease of interpretation the t−statistics are for the Stage 2 null hypothesis that the coefficient equals zero. Nevertheless, it is obvious that we reject the Stage 1 hypothesis that the intercept is zero and the coefficient on CIR is one. The model's Stage 1 orthogonality restriction is also uniformly rejected as the coefficient on the alternative exogenous variables, the level and the difference between the forward rate and spot rate are uniformly statistically significant. For this yield the only case where the CIR model contains incremental information in the encompassing regression (i.e., Stage 2 inference) is when the one-factor model is used to construct a forecast at the 1-week horizon. Overall, the method of Aït-Sahalia provides useful forecasting information at the 1-week horizon, although the sign is negative. Here we also see that the coefficient on the forward rate minus the spot rate at the 13-week horizon is not statistically different from unity-even in the presence of the other state variables and CIR forecast. This reinforces the empirical support for the traditional expectations hypothesis in our sample period.
The results for the 6-month yield, shown in Table II , Panel B, are very similar to those for the 3-month yield. The main exceptions are that the coefficient on the CIR model is never statistically significant, curvature is significant at the 1-week horizon, and the difference between the 3-month forward rate and the spot rate is only significant at the 13-week horizon.
Turning to the three STRIPS yields in Table II , Panels C, D and E, we see that the only case where the two-factor model is a significant predictor (with a positive coefficient) is for the 5-year yield at the 1-week horizon (Panel C). Unlike the two shorter-term rates, the level 7 Another implication of the ATSM's stochastic singularity is that all choices of companion rate would result in identical forecasts. Our focus is on whether CIR produces unbiased forecasts, whose errors are orthogonal to anything in the available information set. Since we are integrating over the unexplained heterogeneity we allow the data to choose the optimal companion rate. Of course, in addition to stochastic singularity, there are identification issues that inform this procedure. For example, if we estimated the two-factor model using only the two T-Bill yields, the likelihood surface tends to be flatter than in cases where the model is estimated using yields on a bill and a STRIPS. Longer term rates are especially informative in terms of identifying the risk premia.
8 These distributions are constructed with 10 million draws. We construct the p−values for one-sided tests. The 5% critical value for the maximum of four t-statistics is 2.24 for a one-tailed test (and 2.50 for the corresponding two-tailed test). We also use these critical values for the 4-and 13-week forecast horizons. In all analysis, we use a one-tail test (that the coefficient is significantly positive) for CIR and two-tail tests for all other exogenous forecasts. and the forward minus spot are not significant (at the 5% level) in any of these encompassing regressions. The slope is never statistically significant. Indeed for the 15-and 25-year yields none of the exogenous regressors is significant at any horizon.
Changes in Term Spreads
Cheridito, Filipović and Kimmel (2007) and Duarte, Longstaff, and Yu (2007) suggest that ATSMs may do a better job at forecasting the dynamics of a cross-section of yields than a single yield. So in this sub-section we evaluate forecasts of the spreads between all of the yield pairs in our sample. Forecasting a function of two yields removes the question of which yield pair should be used to estimate the model; both yields are used to ensure that the model fits the data without error on the date the forecast is constructed. We report the following encompassing regressions in Table III :
Where all variables are as defined above. Here the variable being forecast is the spread between two rates at a τ − step ahead horizon. Stage 1 inference soundly rejects the model as the only case (of the 30 considered) where the coefficient on the CIR forecast spread is statistically larger than zero, and not distinguishable from one is the spread between the 25-year and 15-year yields at the 4-week horizon. But in this case, the coefficient on the curvature is also significant. As for Stage 2, the only other case where the coefficient on the CIR forecast is statistically larger than zero is for the spread between the 5-year and 6-month yields at the 1-week horizon, and this coefficient is significantly smaller than one. Also the coefficients on the slope and curvature are statistically significant in this regression.
Since we saw in Table II that the difference between the forward rate and the spot rate predicts the 3-month yield it is not surprising that this variable has significant predictive content when forecasting the spreads between longer yields and this short rate. In Panel D, for example, which considers the spread between the 25-year yield and the 3-month yield, if the forward rate is 100 basis points above the spot rate, then we expect that the spread between the 25-year and 3-month yields will decline by 102 basis points over the next 13 weeks. The convexity of the yield curve as measured by curvature also has predictive content for several of our pairwise yield spreads. Define ∆L t+τ as the difference in the squared error of the two models' forecasts of the yield or spread at time t+τ , conditional on the information set at time t, F t . The null hypothesis is that, conditional on F t the difference between the predictability of the two models is zero: E [∆L t+τ |F t ] = 0. As Giacomini and White (2006) 
CONDITIONAL PREDICTIVE ABILITY OF FORECASTING METHODS
where n is the number of (overlapping) observations, m is the size of the rolling estimation window, and Ω is the estimated covariance matrix of the sample conditional moment restriction,
The test statistic is asymptotically distributed as chi-square with q degrees of freedom. As with the encompassing regressions, we construct Ω using Andrew's (1991) bandwidth procedure to identify the lag length used to calculate the Newey-West (1987) covariance estimator.
The performance of this χ 2 test statistic depends on the choice of h t . We specify h t = 1, l t , s t , c t ,f t , and report the statistic for both the unconditional, (h t = {1}) and conditional tests.
Table IV contains all of the RMSEs for forecasts of the change in each interest rate from all of the models discussed above and the martingale. For each yield, at each horizon, the forecast with the lowest RMSE is in bold face. We test the null hypothesis that the model produces a forecast that is no more accurate than the martingale using the Giacomini and White conditional χ 2 test statistic. We report the unconditional test statistic in parentheses and the conditional test statistic in brackets below the RMSE.
The ATSM fares poorly in our Stage 3 tests. A CIR model produces a lower RMSE than the martingale in only one of the 15 yield/horizon cases-the 13-week horizon forecast of the 25-year yield (Panel E). Combining the 25-year yield with either the 6-month or 5-year yield results in a lower RMSE than the martingale, but neither of these differences is statistically The martingale's RMSE is significantly smaller than that from all CIR forecasts for the 3-month (Panel A) and 6-month (Panel B) yields. The 3-month forward rate at the 13-week forecast horizon has a significantly larger RMSE than the martingale for the 3-month yield, but significantly smaller than any CIR model. At the 1-week horizon the CIR models also produce forecasts with significantly lower RMSEs than either nonparametric forecast. For these two short rates the one-factor CIR model forecasts have smaller RMSEs than those from all two-factor CIR models at all three horizons. Amongst the three longer-term yields the one-factor model has a lower RMSE than all two-factor models only for the 1-and 4-week horizon forecasts of the 25-year yield.
Turning again to the models' cross-sectional restrictions, in Table V Interestingly there is only one case in Table V , and ten cases in Table IV where qualitative inference is affected by the choice of h t (assuming a critical value of 5%). Generally, adding the four state variables to h t reduces the test's power-so we reject the null unconditionally, but fail to reject conditionally. The exception-where the state variables increase the test's power-is for the comparison between the squared forecast errors from the martingale and difference between the forward rate and spot rate for the 3-month yield forecast at the 13-week horizon.
CONDITIONAL PREDICTIVE ABILITY: DECISION RULE ASSESSMENT
Giacomini and White (2006, p.1569) suggest using the state variables in a decision rule assessment to enhance the information contained in the test. Since Stage 3 is like Stages 1 and 2 in soundly rejecting the ATSM, we now ask whether there are any conditions under which the arbitrage model does better than the martingale. We follow Giacomini and White (2006) and project ∆L t onto h t to ascertain the conditions under which one model is preferred to another.
In general, we find that the ATSM does relatively better in periods when the level variable (i.e., the short rate) and slope are relatively high and when the curvature and spread between the forward and spot rates are relatively low. However, the overarching conclusion is that the 13 martingale beats the CIR model uniformly. In Figure 3 , Panel B, we see that CIR forecasts are much worse than those from the martingale when the spread between the 3-month forward exceeds the 3-month yield by more than 75 basis points. We can see from Figures 1 and 2 that this occurs most commonly in the first year of our out-of-sample period, when both the 3-month yield and the target Federal Funds Rate are generally rising, whereas the CIR model is forecasting a drop in the short rate. In Panel C we see that the CIR forecast of the 6-month yield in 13 weeks is better than the martingale when curvature is highest. CIR does worse when the yield curve is linear (i.e., curvature is zero), and when there is negative convexity. In Panel D we see that both the CIR and martingale forecasts of the spread between the 15-year and 5-year yields exhibit a high variance when the 3-month yield is less than 2%. In Figure 1 , we see that this is the period following the September 11, 2001 disruptions through early 2005. By contrast, CIR tends to outperform the martingale forecast of this portion of the yield curve's slope when the 3-month yield exceeds 5%.
Conclusion
Formal inference for an arbitrage-free asset pricing model is complicated by stochastic singularity. We demonstrate a four-stage estimation and test procedure that is not a joint test of the arbitrage model and an auxiliary error model with the one-and two-factor CIR models.
In Stage 1 where the residuals are consistent with the absence of arbitrage and the model's restrictions, we reject the hypothesis that the CIR model generated the sample data. In our encompassing regressions there is never a case where the coefficient on the model's forecast is one, and the intercept and coefficients on the alternative forecasts are zero. In Stage 2 we test whether the asset pricing model contains incremental information above that contained in the yield curve level, slope, and curvature, and the spread between the 3-month forward and the 3-month spot rate. It does for forecasting only two of our 15 cases (being three horizons for five yields). These cases are the one-factor model for the 1-week forecast of the 3-month yield and the two-factor model for the 1-week forecast of the 5-year yield. The model fares equally poorly at forecasting spreads between two yields. Of the 30 cases considered, the model adds significant incremental information for the 4-week ahead forecast of the spread between the 6-month and 3-month yields; the 1-week ahead forecast of the spread between the 5-year and 6-month yields; and the 4-week ahead forecast of the spread between the 25-year and 15-year yields.
Inference in our Stages 3 and 4 uses the Giacomini and White (2006) analysis to statistically compare our use of the CIR model as part of a forecasting method with the naive martingale model. These tests are truly out-of-sample, and are conditional on contemporaneous state variables. In 14 of the 15 forecasts, the RMSE from the martingale is lower than that from all CIR models. In most of these cases, the difference is statistically significant. Only in the case of the 13-week forecast of the 15-year yield does a CIR model beat the martingale-but this difference is not statistically significant. Turning to the 30 spreads, the CIR model produces a significantly smaller RMSE than the martingale in only one case-the 4-week ahead forecasts of the spread between the 25-year and 15-year yields. By contrast, the RMSE from the martingale is significantly smaller than that from the CIR model in 22 of these cases.
Our Stage 4 inference uses the three traditional state variables of the yield curve's level, slope, and curvature, along with the spread between the 3-month forward and spot rates to gauge the conditions under which the CIR model does a better job than the martingale. Here we find that while the CIR model underperforms the naive martingale regardless of the values of our state variables, its relative performance is correlated with the shape of the yield curve.
The CIR model does relatively better forecasting changes in individual yields when the level is relatively large and the slope is relatively small. In cases where we estimate the model using a short-term (3-or 6-month) yield and a long (5-, 15-, or 25-year) yield, the affine term structure model does better when the curvature is high. By contrast, when the CIR model is estimated using two short-term yields or two long-term yields, it does better when the curvature is low.
The forward rate, on the other hand, is an informative predictor of changes in the 3-month yield-in a manner consistent with the expectations hypothesis. Many studies that span several Fed policy regimes have rejected the expectations hypothesis. In fact Duffee (2002) suggests that the poor empirical fit of affine term structure models is due to their failure to reproduce the failure of the expectations hypothesis in the data. Since we find support for the expectations hypothesis, the failure of the CIR model in this study complements Duffee's result. Here the CIR model fails at the short-end of the yield curve because it cannot reproduce the success of the traditional expectations hypothesis in our data.
In sum, our results add to the growing literature on the empirical performance of affine term structure models by formally testing the model's cross-sectional and time-restrictions without adding an error model, at either the estimation or inference stages, during a single transparent monetary policy regime. As such, the model's rejection cannot be blamed on an unfortunate choice of auxiliary error model, nor is it due to a misalignment between the loss functions used in estimation and inference, nor can it be attributed to the use of data from multiple Federal Reserve policy regimes.
Appendix A. The CIR Model
Cox, Ingersoll, and Ross (1985) model an equilibrium, no-arbitrage economy, with a representative agent. From a theoretical point of view, the model links the data on yields to one or more latent independent factors. The model posits that the time series evolution of this latent factor is a mean-reverting, square-root process: Feller (1951) shows that the transition density for any z j at time t + τ conditional on its realization at time t is given by: (suppressing the j subscript)
where:
I q is a modified Bessel function of the first kind of order q.
Bond prices depend on the current value of the state variable, as well as its expected evolution, along with a risk premium, λ. Specifically, the price of a τ -year bond, at time t is:
(κ j +λ j +γ j )(e τ γ j −1)+2γ j 2κ j θ j /σ 2 j β j,t,τ = 2(e τ γ j −1) (κ j +λ j +γ j )(e τ γ j −1)+2γ j γ j = ((κ j + λ j ) 2 + 2σ 2 j ) 1/2 . For zero coupon bonds, the continuously compounded yield to maturity is: (2000) DeJong (2000) CFK: Cheridito, Filipović, & Kimmel (2007) PS: Pearson and Sun (1994) . CP: Current Paper. 
Yield Change Encompassing Regressions
This table contains encompassing regressions projecting changes in market yields on 3-month, 6-month Treasury bills and approximate 5-year, 15-year and 25-year STRIPS, at the 1-, 4-, and 13-week horizons onto exogenous forecasts.
Where: R i t is the yield on an i-period 0-coupon Treasury security at time t;R i,CIR t+τ is the forecast of the i-period 0-coupon Treasury security at time t+τ , from the CIR model, conditional on information available at time t; l t is the level of the yield curve at time t, (i.e., the 3-month yield); s t is the slope of the yield curve at time t, (i.e., the spread between the 25-year and 3-month yields); c t is the curvature of the yield curve at time t, (i.e., the difference between the spread between the 25-year and 3-month yields and the squared 5-year yield);f t is the difference between the 3-month forward rate, three months hence on date t and the 3-month spot rate on date t; andR 90,m t+τ is the forecast of the 3-month yield at time t+τ , from model m-the nonparametric models of Aït-Sahalia and Stanton for the 1-week ahead forecast.
At each forecast horizon, τ , two separate encompassing regressions are reported. Both regressions include the level, slope, and curvature of the yield curve and the difference between the 3-month forward rate, three months hence and the 3-month spot rate, as independent variables. The first regression adds the forecast yield change from a one-factor CIR model, while the second regression includes the forecast change from a two-factor CIR model. For the 3-month yield at the one week horizon both regressions also include the forecast change predicted by Aït Sahalia's (1996) model and Stanton's (1997) model. When estimating the CIR model, we always include the yield being forecast. For the two-factor CIR model, we report only regression results for the combination of yields that results in the highest t-statistic on the two-factor CIR model, at the 1-week horizon. Thus, the t-statistic on the coefficient on the two-factor CIR forecast should be thought of as the maximal t-statistic among the 4 combinations that could be used in estimation, meaning that standard tables should not be used for statistical inference. Statistical significance tests are one-tail (i.e., > 0) for CIR forecasts, and two-tail (i.e., = 0) for all other exogenous variables. We denote statistical significance at the 10%, 5%, and 1% levels as *, **, and ***, respectively. The bandwidth is the lag length used in calculating the Newey-West (1987) autocovariance matrix. The yields are forecast beginning on 24 March 1994 and ending on 28 June 2007 (693 weeks). We use a rolling sample with 250 weekly observations to estimate the model parameters. This table contains the encompassing regressions for changes in the ten pair-wise term spreads amongst the five yields in our sample at the 1-, 4-, and 13-week horizons.
Where: R i t is the yield on an i-period 0-coupon Treasury security at time t;R i,CIR t+τ is the forecast of the i-period 0-coupon Treasury security at time t+τ , from the CIR model, conditional on information available at time t; l t is the level of the yield curve at time t, (i.e., the 3-month yield); s t is the slope of the yield curve at time t, (i.e., the spread between the 25-year and 3-month yields); c t is the curvature of the yield curve at time t, (i.e., the difference between the spread between the 25-year and 3-month yields and the squared 5-year yield); andf t is the difference between the 3-month forward rate, three months hence and the 3-month spot rate on date t. The two yields that define the term spread being forecast are used to estimate the CIR model. The yields are forecast beginning on 24 March 1994 and ending on 28 June 2007 (693 weeks). We use a rolling sample with 250 weekly observations to estimate the model parameters. Statistical significance tests are one-tail (i.e., > 0) for CIR forecasts, and two-tail (i.e., = 0) for all other exogenous variables. The bandwidth is the lag length used in calculating the Newey-West (1987) autocovariance matrix, obtained using Andrews' (1991) procedure. 
Where: ∆L t+τ is the difference in the squared error of the two models' forecasts of the change in the yield from time t to time t+τ , conditional on the information set at time t. We report this statistic for two different values of h t : the unconditional test statistic with h t = {1} in parentheses, and the conditional test statistic with h t = 1, l t , s t , c t ,f t in square brackets below the corresponding RMSE. Where: l t is the level of the yield curve at time t, (i.e., the 3-month yield); s t is the slope of the yield curve at time t, (i.e., the spread between the 25-year and 3-month yields); c t is the curvature of the yield curve at time t, (i.e., the difference between the spread between the 25-year and 3-month yields and the squared 5-year yield); andf t is the difference between the 3-month forward rate, three months hence and the 3-month spot rate on date t. The covariance matrix, Ω is the Newey-West (1987) estimator, with the lag length (or bandwidth) selected using the procedure of Andrews (1991) . The null hypothesis is that the expected difference in the forecast methods from the martingale and the estimated model is zero, and orthogonal to the state variables in h t . 
Where: ∆L t+τ is the difference in the squared error of the two models' forecasts of the change in the yield spread from time t to time t+τ , conditional on the information set at time t. We report this statistic for two different values of h t : the unconditional test statistic with h t = {1} in parentheses, and the conditional test statistic with h t = 1, l t , s t , c t ,f t in square brackets below the corresponding RMSE. Where: l t is the level of the yield curve at time t, (i.e., the 3-month yield); s t is the slope of the yield curve at time t, (i.e., the spread between the 25-year and 3-month yields); c t is the curvature of the yield curve at time t, (i.e., the difference between the spread between the 25-year and 3-month yields and the squared 5-year yield); and f t is the difference between the 3-month forward rate, three months hence on date t and the 3-month spot rate on date t. The covariance matrix, Ω is the Newey-West (1987) estimator, with the lag length (or bandwidth) selected using the procedure of Andrews (1991) . The null hypothesis is that the expected difference in the forecast methods from the martingale and the estimated model is zero, and orthogonal to the state variables in h t .
We indicate statistical significance of the conditional test of this null hypothesis with *, **, and ***, for significance at the 10%, 5%; and 1% levels, respectively. The lowest RMSE forecast for each yield is in boldface. ∆L t+τ = γ 0 + γ 1 l t + γ 2 s t + γ 3 c t + γ 4ft + t (A.5)
Where: ∆L t+τ is the difference in the squared error of the two models' forecasts of the change in the yield from time t to time t+τ , conditional on the information set at time t; l t is the level of the yield curve at time t, (i.e., the 3-month yield); s t is the slope of the yield curve at time t, (i.e., the spread between the 25-year and 3-month yields); c t is the curvature of the yield curve at time t, (i.e., the difference between the spread between the 25-year and 3-month yields and the squared 5-year yield); andf t is the difference between the 3-month forward rate, three months hence and the 3-month spot rate on date t.
FIGURE 1 Forecasting the 3-Month Yield Using a 2 Factor CIR Model at a 1 Week Horizon
This figure plots the 1-week ahead 3-month yield against the predicted 1-week ahead 3-month yield from a two factor Cox, Ingersoll, and Ross (1986) term structure model which is estimated using the 3-month and 25-year yields. Also plotted are the predicted yields from the nonparametric models of Ait-Sahalia (1996) These figures plot the difference in the squared forecast error of the CIR and martingale models as a function of the level, slope, and curvature of the yield curve, as well as the forward rate minus the level. Level is defined as the 3-month yield on the day the forecast is constructed, while slope is the difference in the 25-Year yield and the 3-Month yield, and curvature is the 25-Year yield plus the 3-Month yield minus twice the 5-Year yield. The forward rate is the implied 3-month rate in 3 months. 
