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Abstract A trust region interior point algorithm for infinite dimensional nonlinear
problem, which is motivated by the application of black-box approach to the dis-
tributed parameter system optimal control problem with equality and inequality con-
straints on states and controls, and with bounds on the controls is formulated. By
introducing a proper functional which is analogous to the Lagrange function, both
equality and inequality constraints can be treated identically and the first order opti-
mality condition is given, then based on the works of Coleman, Ulbrich and Heinken-
schloss, the trust region interior point algorithm which is employed to solve the opti-
mization problem under consideration is presented.
Keywords Infinite dimensional nonlinear programming · Trust region method ·
Interior point method · Optimal control
Mathematics Subject Classification (2000) 49N35 · 49N10
1 Introduction
Problems in various areas of applications of optimization where differential equations
are involved lead to formulations as infinite dimensional optimization problems. This
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class of problems belongs to optimal control problems, parameter identification prob-
lems and optimal shape design problems. In this paper, we discuss a class of nonlinear
optimization problems in function space where the solution is restricted by pointwise
upper and lower bounds and by finitely many equality and inequality constraints of
functional type, which arises when the black-box approach is applied to optimal con-
trol problems governed by differential equations. It is well known the infinite dimen-
sional optimization problem is studied much less comparing to the finite dimensional
setting. Maurer and Zowe [1] presented an abstract optimality condition for infinite
dimensional programming problems with cone constraints. Further Maurer investi-
gated the first and second order sufficient conditions [2]. But all the mentioned works
do not involve the algorithm to solve this kind of problems.
Trust region approaches for unconstrained and constrained optimization have been
proven to be very successful both theoretically and practically at the finite dimen-
sional setting. Different strategies combining with trust region method are developed
rapidly to deal with various optimization problems with special structure. Minimiza-
tion problems with simple bound constraints in Rn space form an important and
common class of problems [3, 4]. Chen and Han [5] give a new non-monotone trust
region algorithm using the active strategy to deal with these problems. The trust re-
gion interior point algorithm for bound constrained is introduced by Coleman and
Li [4], the idea of this algorithm is based on the reformulation of the KKT necessary
optimality conditions as a system of nonlinear equations using affine scaling matrix,
the advantage of this approach is that the scaling matrix is determined by the distance
of the iterate to the bounds and by the direction of the gradient, the nonlinear system
is then solved by an affine scaling interior method. These methods enjoy strong theo-
retical convergence properties as well as a good numerical behavior. It is well known
that the values of control function are restricted by a bounded constraints, according
to this special structure, the trust region interior point method introduced by Coleman
and Li had been applied to solve a discretized optimal control problem with bound
constraints on the control by Dennis et al. [6]. But the infinite dimensional cases are
studied much less comparing to the finite dimensional setting. Kelley and Scachs [7]
and Toint [8] investigated the infinite dimensional optimization problem with simple
bound constraints, they combined the trust region strategy with the projected gradient
method to solve the optimal control problem with bound constraints only on controls
in L2 Hilbert space. In a recent paper, Ulbrich, Ulbrich and Heinkenschloss [9] ex-
tended the ideas introduced by Coleman and Li [4] to the corresponding infinite di-
mensional problem with simple bound constraints only. The trust region method was
also be employed to solve a simple distributed parameter identification problem by
Wang and Yuan [10], but they did not include constraint for the identified parameters.
Besides the above works mentioned, the infinite dimensional optimization problem
dealt with trust region strategy has seldom been, as far as we know, reported by the
open literature.
Of course, the numerical solution of the infinite dimensional problems requires
a discretization and allows the application of the previous mentioned algorithms to
the resulting finite dimensional problems. We know that the convergence speed of
iterative methods applied to a discretized problem may depend strongly on their con-
vergence rate for the underlying infinite-dimensional problem, and although the algo-
rithm in infinite dimensional spaces is only conceptual and not implementable, it can
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serve as a tool to predict the convergence behavior of finite dimensional implemen-
tations. If the algorithm can be applied to the infinite dimensional problem and the
convergence can be proved asymptotically in the infinite dimensional setting, then the
same convergence behavior can be expected if the algorithm is applied to the finite
dimensional discretized problems.
In this paper, we consider a trust region interior point algorithm for infinite di-
mensional nonlinear problem which is motivated by optimal control problems with
equality and inequality constraints on states and controls, and with bounds on the
controls, our algorithm is based on the application of Newton-like iteration to affine
scaling formulation of the first order necessary optimality condition, and then we use
trust-region interior point technique to guarantee global convergence and to handle
the bound constraints.
The main idea of the algorithm presented in this paper comes from the trust region
interior-point algorithm for bound constrained problem in Rn introduced by Cole-
man and Li [4], and it is an extension of the previous works by Ulbrich and Heinken-
schloss [9]. However, we consider here the much more difficult issue incorporating
the entire structure into an algorithm that handles equality and inequality constraints
of functional type.
This paper is organized as follows. In Sect. 2, we formulate the general infinite di-
mensional nonlinear programming problem, and introduce a proper functional which
is analogous to the Lagrange function and an affine scaling functional. Based on these
two functionals we present in detail the first-order necessary conditions which will
be needed to build the algorithm. In Sect. 3, the Newton-like strategy is used to deal
with the above optimality conditions. Finally, the trust-region subproblems are built
and the trust region interior point algorithm is presented.
2 Formulation of problem and optimality condition
Optimal control problem can be formulated as an abstract optimization problem in
infinite dimensional space [11]. In this paper we will study the following optimization
problem, which is motivated by the application of black-box approach to the optimal
control problem with equality and inequality constraints on states and controls, and







s.t. Gj (u) = 0 1 ≤ j ≤ m1
Gj(u) ≤ 0 m1 + 1 ≤ j ≤ m
u ∈ Uad
where Uad is a nonempty, closed, convex and bounded subset of L∞(X), and
J,Gj : L2(X) → R1 are given functionals with differentiability properties to be fixed
later. For convenience and simplicity, we consider only the following simpler model
throughout this paper.
Uad = {u ∈ L2(X) | a(x) ≤ u(x) ≤ b(x), a.e x ∈ X; a(x), b(x) ∈ L∞(X)}
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We introduce the following notations. L(Y,Z) is the space of linear bounded
operators from a Banach space Y into a Banach space Z. By ‖ · ‖q we denote
the norm of the Lebesgue space Lq(X),1 ≤ q ≤ ∞, and we write (·, ·)2 for the
inner product of the Hilbert space H = L2(X). For (v,w) ∈ (Lq(X),Lq(X)),
with Lq(X) denoting the dual space of Lq(X), we use the canonical dual pairing
〈v,w〉 = ∫
X






q ′ = 1(in the case q = 1 this means q ′ = ∞). Especially, if q = 2, we
have L2(X) = L2(X) and 〈·, ·〉 coincides with (·, ·)2.
Finally, set U ′ = Lp′(X), 1
p
+ 1
p′ = 1, which is the same as U if p < ∞. More-
over, it is easily seem that w → 〈·,w〉 defines a linear norm preserving injection from
L1(X) to L∞(X). Therefore, we may always interpret U ′ as subspace of U. Then
we can get the following chain of continuous imbeddings:
V ↪→ U ↪→ H = H ↪→ U ′ ↪→ U ↪→ V 
Throughout this paper, we will work with differentiability in the Fréchet sense.
We can write ∇J (u),∇Gj(u) ∈ U, j ∈ {1,2, . . . ,m} for the gradient and ∇2J (u),
∇2Gj(u) ∈ L(U,U), j ∈ {1,2, . . . ,m} for the second Fréchet derivative of J,Gj at




U δ,U δ = {u ∈ U | a(x) + δ ≤ u(x) ≤ b(x) − δ, x ∈ X}
Definition 2.1 A point u ∈ Uad is a local solution of (P) if, for every feasible point
u of (P), there exist a real number of r > 0 such that ‖u − u‖L∞(X) ≤ r , we have
J (u) ≤ J (u)
In order to discuss the optimality conditions of problem (P), introduce the follow-
ing notations and assumptions.
Firstly, for arbitrary  > 0, denote set of −inactive constraints by
X = {x ∈ X | a(x) +  ≤ u(x) ≤ b(x) − }
Then make the following regularity assumption which is equivalent to the inde-
pendence of the derivatives {Gj }j∈I0 in L∞(X).
(A1) ∃u > 0 and {hj }j∈I0 ⊂ L∞(X), with supphj ⊂ Xu such that G′i (u)hj =
δij , i, j ∈ I0 where
I0 = {j ≤ m | Gj(u) = 0}
I0 is the set of indices corresponding to active constraints, we also denote the set of
non-active constraints by I−
I− = {j ≤ m | Gj(u) < 0}
Under the regularity assumption, we can derive the following first order necessary
conditions for optimality satisfied by u which is completely analogous to the finite
dimensional problem with simple bounds.
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Theorem 2.1 Assume that (A1) holds, let u be local optimal solution of problem (P),
the objective functional J and the constraint functionals {Gj }mj=1 are of class C1 in





(∇J (u) + ∑mj=1 λj∇Gj(u) + μb − μa)h = 0 ∀h ∈ L∞(X)
(a(x) − u)μa + (u − b(x))μb = 0
μa ≥ 0, μb ≥ 0
λj ≥ 0, m1 + 1 ≤ j ≤ m, λj = 0 if j ∈ I−
λjGj (u) = 0
(1)
Now introduce the following functional








ϑ2j Gj (u) (2)
We can obtain the following first order optimality necessary condition of (P).
Theorem 2.2 Assume that (A1) holds, J and {Gj }mj=1 are of class C1 in a neighbor-














≥ 0, ∀u ∈ Uad (3)
For the proof of this theorem, we can referred to Clark [12].
Be similar to Theorem 2.1, we can obtain an equivalent first order necessary opti-
mality conditions of problem (P).
Theorem 2.3 Assume that the regularity condition (A1) holds, let u be the local
optimal solution of (P). Then there exist real numbers {λj }m1j=1, {ϑj }mj=m1+1,μb ≥ 0











+ μb − μa)h = 0, ∀h ∈ L∞(X)
(u − a(x))μa + (b(x) − u)μb = 0
μa ≥ 0, μb ≥ 0
Gj(u) = 0, j ∈ {1,2, . . . ,m1}
ϑjGj (u) = 0, j ∈ {m1 + 1, . . . ,m}
(4)
The proofs of preceding Theorems 2.1 and 2.3 are almost similar to the finite
dimensional situation.
In order to use the Coleman-Li affine scaling method and the interior-point method
to solve the problem (P), we have to impose some additional assumptions on the
objective functional J (u) and the constraint functionals Gj(u), j ∈ {1,2, . . . ,m}.
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(A2) J,Gj are twice continuously Fréchet differentiable on N respectively with




p′ , where N is an open neighborhood N ⊂ Uad ;
Moreover, there is a constant C > 0 such that ‖∇J (u)‖∞ < C, ‖∇Gj(u)‖∞ < C
for all u ∈ Uad and there exist functions f,gj ∈ L2(X), j ∈ {1,2, . . . ,m}, such that








gj (u)(x)h(x)dμ(x) j ∈ {1,2, . . . ,m}


























j gj (u)(x) (5)
According to the above assumptions and notations, another first order optimality
condition of problem (P) can be presented as follows.
Theorem 2.4 Assume that conditions (A1)–(A3) are valid, and let u be a local so-
lution of problem (P), J (u) and {Gj(u)}mj=1 are Fréchet differentiable at u with





= 0 for a.e. x ∈ X where a(x) < u < b(x)
≤ 0 for a.e. x ∈ X where u(x) = b(x)
≥ 0 for a.e. x ∈ X where u(x) = a(x)
(6)



































d(u)(x)(u − u)dμ(x) ≥ 0 for all a(x) ≤ u(x) ≤ b(x)
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and then
d(u)(x)(u − u) ≥ 0 for a.e. x ∈ X where a(x) ≤ u(x) ≤ b(x) (7)
Obviously, if a(x) < u(x) < b(x), then we can conclude that d(u)(x) = 0; if u =
a(x), then by (7) d(u)(x) ≥ 0; analogously if u = b(x), then d(u)(x) ≤ 0. 





= 0 if u(x) = a(x) and d(u)(x) ≥ 0
= 0 if u(x) = b(x) and d(u)(x) ≤ 0
> 0 otherwise
(8)
for all x ∈ X.
Then (u,λ,ϑ) satisfy first order necessary conditions for optimality of prob-




qt (u)d(u) = 0
Gj(u) = 0, j ∈ {1,2, . . . ,m1}
ϑjGj (u) = 0, j ∈ {m1 + 1, . . . ,m}
(9)
where t > 0 is arbitrary.
Remark 2.1 Since qt , t > 0, also satisfy (8), we may restrict ourselves to the case
t = 1. First of all, assume that Theorem 2.3 holds. If a(x) < u(x) < b(x), then in
terms of the complementary conditions, we can derive that μa = μb = 0 which im-
plies d(u)(x) = 0 for a.e. x ∈ X; if u(x) = a(x), then μb = 0 and μa ≥ 0, we can
conclude that d(u)(x) ≥ 0 for a.e. x ∈ X; Finally, in the case where u(x) = b(x), we
can derive that d(u)(x) ≤ 0. On the other hand, let q(u)d(u) = 0 hold. If we assume
that d(u) < 0, which must result in q(u) = 0, according to the definition of q(u)(x),
it can be shown that u = b(x), then let μa = 0 and μb = −d(u)(x) > 0; Analo-
gously, assume that d(u)(x) > 0, we can derive that u(x) = a(x), hence, let μb = 0
and μa = d(u)(x) > 0. Finally if d(u)(x) = 0, then let μa = μb = 0, therefore, the
equivalence is valid.
Remark 2.2 According to the above conclusions, if we can figure out all the points
(u,λ,ϑ) which satisfy the system of equation (9), then the local solutions of (P) must
belong to the set which consists of the first component u of all (u,λ,ϑ) satisfying (9).
3 Newton step and affine scaling functional
In this section, we concentrate our efforts on solving the nonlinear system (9) by
means of Newton method. The bound constraints on u are enforced by a scaling of
Newton step, but there exists a difficulty pointed out in [9]. In general it is not possible
to find a functional q satisfying the condition (8) that depends smoothly on u, hence
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it is crucial to choose the affine scaling functional q in such a way that q is as smooth
as possible in a neighborhood of a KKT-point of problem (P). Based on this idea and




u(x) − a(x) if d(u)(x) > 0 or d(u)(x) = 0, u(x) ≤ 12 (a(x) + b(x))
b(x) − u(x) if d(u)(x) < 0 or d(u)(x) = 0, u(x) > 12 (a(x) + b(x)).
(10)
It is easily to verify that qI satisfies (8) as mentioned in [13] that the functional qI
is discontinuous at a KKT-point u since | qI (u)− qI (u) |= b(x)− a(x)− | u−u | on




1 if d(u)(x) > 0 or d(u)(x) = 0 and u(x) ≤ 12 (a(x) + b(x))
−1 if d(u)(x) < 0 or d(u)(x) = 0 and u(x) > 12 (a(x) + b(x)).
(11)
As it is well known that it is indispensable to find a suitable substitute for the
derivation of qtd , when the Newton method is employed to solve the non-smooth
nonlinear system (9) with t = 1. Such as mentioned in [14], we can choose an approx-
imate derivative Qu(u)w ∈ L(U,U ′) to replace the generally nonexistence derivative
of u ∈ Uad → U ′ at u, here and in the equality, the linear operator Q(u) denotes the
pointwise multiplication operator associated with q(u), i.e.,
Q(u) : v → q(u)v.
Now we discuss this problem mentioned above. Obviously, it can be shown that a





















gj (u)u = −Gj(u) j = 1,2, . . . ,m1
ϑjgj (u)u + Gj(u)ϑj = −ϑjGj (u) j = m1 + 1, . . . ,m
(12)
Multiplying throughout on the left of the first equation by Q−1, the above system











+ Q− 12 Qu(u)d(u)Q− 12
)
u
+ ∑m1j=1 gj (u)λj +
∑m
j=m1+1 ϑjgj (u)ϑj = −d(u)
gj (u)u = −Gj(u) j = 1,2, . . . ,m1
ϑjgj (u)u + Gj(u)ϑj = −ϑjGj (u) j = m1 + 1, . . . ,m
(13)
A trust region interior point algorithm for infinite dimensional 191
Now we adopt the following notations, let










Dj = gj (u) j = 1,2, . . . ,m1, Ej = ϑjgj (u) j = m1 + 1, . . . ,m
D = (D1,D2, . . . ,Dm1), E = (Em1+1,Em1+1, . . . ,Em)
Gλ = (G1,G2, . . . ,Gm1), Gϑ = (Gm1+1,Gm1+2, . . . ,Gm)































where S,Tj (1,2, . . . ,m) denote the symmetric approximation of ∇2J (u), ∇2Gj(u)
respectively, and their corresponding norms ‖S‖L(U,U ′),‖Tj‖L(U,U ′) are uniformly
bounded respectively.
We are now able to formulate the following Newton-like iteration for the solution
of system of equation (9). Give lk = (uk, λk,ϑk)T ∈ U × Rm1 × Rm−m1 , here uk ∈
U0ad , the new iterate lk+1 = lk + sk ∈ U0ad × Rm1 × Rm−m1 can be solved by
Mksk = −ξk (14)
Introducing the scaled step uˆk = Q−
1
2





































juˆk + Gkjϑkj = −ϑkj Gkj j = m1 + 1, . . . ,m
(15)












k, Qˆku = QkuQ−
1
2







k . Then the system of equations (15) can be formulated by the following
form






Bˆk + Qˆkudˆk Dˆk Eˆk
(Dˆk)T 0 0
























Obviously, since Mˆk is symmetric, sˆk is a solution of (16) if and only if it is a
stationary point of the quadratic functional
ψˆk(sˆ) = 〈sˆ, ξˆk〉 + 12 〈sˆ, Mˆksˆ〉. (17)
Remark 3.1 Using the freedom provided by (8) to choose a proper affine scaling
functional q(u), we can prove that ψˆk(sˆ) is convex and admits a global minimum at
sˆ = 0 if uk = u is the local solution of (P), and λk = λ,ϑk = ϑ are the corresponding
multipliers.
4 Formulation of the algorithm
In the previous section, we have transformed the first optimality necessary condi-
tion of (P) into a hybrid Newton equation which can be solved by classical Newton
method. It is known that the Newton method has high rate of convergence, but it is
guaranteed to converge only in the local vicinity of solution. One of the possibilities
to enlarge the region of its convergence is line search algorithm, and such a algorithm
obtains a search direction in each iteration, and search along this directions to ob-
tain a better point. The search direction is a descent direction, normally computed by
solving a subproblem that approximates the original optimization problem near the
current iterate. In this paper, we use a relatively new strategy–trust region algorithm,
the key content of a trust region algorithm are how to compute the trust region trial
step and how to decide whether a trial step be accepted or not.
To globalize the iterate, the corresponding trust region subproblem based on the
above Newton steps should be constructed. Before doing this, we present the follow-
ing assumption and adopt some notations.
(A4) If approximation to the Hession matrices is used, then we require that all
of them be uniformly bounded, namely, the symmetric approximation Sk,T kj , (j =
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Nˆkvˆk + Dˆkλk = −ηˆk
(Dˆk)T vˆk = −ζˆ k
(18)
Now the above system of equations (18) suggests the following trust region SQP
subproblem in terms of the scaled step vˆk .









k uˆ ∈ Uad
(19)
where vˆ = (uˆ,ϑ) ∈ U ×Rm−m1 , and we define the norm of the space L2(X)×
Rm−m1 as |‖vˆ|‖p = ‖uˆ‖p + ‖ϑ‖2.
Subproblem (19) is equivalent to the following problem in the original variable
space.





+ (ϑk)T diag(Gϑk )ϑ + 12ϑT diag(Gϑ
k
)ϑ




k u‖p + ‖ϑ‖2 ≤ k, uk + u ∈ Uad
(20)
Obviously the above subproblem does not actually give us a step in λ ∈ Rm1 , so










where these notations f (u),D,E are consistent with the ones in above section.
Taking λ at each iteration to be the least squares solution of
Q(u)Dλ = −
(
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In the rest of this section, we will formulate the algorithm. First of all, for the
update of the trust-region radius k and the acceptance of the step, we use a very
common strategy. We know whether a step is accepted or not is based on the accuracy
of the actual decrease in a merit functional which is relative to the predicted decrease.
Now introduce the following merit functional.
L(u,λ,ϑ;ρ) = J (u) +
m1∑
j=1
λjGj (u) + 12
m∑
j=m1+1




where ρ is a positive number bounded below and is updated at each iteration.
Then the actual reduction of the merit functional in moving from (uk, λk,ϑk) to
(uk + uk,λk+1, ϑk + ϑk) is defined to be
aredk = L(uk, λk,ϑk;ρk) −L(uk + uk,λk+1, ϑk + ϑk;ρk)
and this can be written as
aredk = L(uk,λk,ϑk) − L(uk + uk,λk+1, ϑk + ϑk) −
m1∑
j=1





‖Gj(uk)‖2p − ‖Gj(uk + uk)‖2p
)
(23)
Considering the quadratic model L˜k of L(uk, λk,ϑk;ρk) − L(uk + uk,λk+1,
ϑk + ϑk;ρk). Since
L(uk, λk,ϑk;ρk) −L(uk + uk,λk+1, ϑk + ϑk;ρk)
= L(uk,λk,ϑk) − L(uk + uk,λk,ϑk + ϑk)
+
[






























































∇J (uk) + Dkλk + 12E
kϑk,uk
〉
+ (ϑk)T diag(Gϑk )ϑk
+ 1
2















〈dk,uk〉 + 12 〈uk,Bkuk〉 + 〈E















‖Gj(uk)‖2p − ‖Gj(uk) + 〈∇Gj(uk),uk〉‖2p
)
Based on the above result and the subproblem (20), the predicted reduction has
the following form:
predk = −ϕk(uk,ϑk) +
1
2






‖Gj(uk)‖2p − ‖Gj(uk) + 〈∇Gj(uk),uk〉‖2p
)
Then define the decrease ratio as
γk = aredkpredk
.
Now adopt the following strategy which is similar to that in [15] for the update of
the trust-region radius.
Algorithm 4.1 (Update of the trust-region radius k)
Give the constants: 0 < β1 < β2 < β3, and 0 < α1 < 1 < α2 < α3.
1. If γk ≤ β1, then reduce the trust-region radius, and choose k+1 ∈ (0, αk).
2. If β1 < γk < β2, then accept the step uk+1 = uk + uk , and choose k+1 ∈
[α1k,k]
3. If β2 ≤ γk < β3, then accept the step uk+1 = uk + uk , and choose k+1 ∈
[k,α2k]
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4. If γ ≥ β3, then accept the step uk+1 = uk + uk , and increase the trust-region
radius, choose k+1 ∈ [α2k,α3k].
For updating the penalty parameter ρk at each iteration, we use a scheme proposed
by El-Alem [16] which was employed to deal with the equality constraints in finite
dimensional setting.
Algorithm 4.2 (Update of the penalty parameter)
Step 1. Initialization
Given ρ−1 and choose a small constant ρˆ > 0;
Step 2. At the current iterate uk , after uk has been chosen. Set ρk = ρk−1.
If predk ≥ 12ρk
∑m1
j=1(‖Gj(uk)‖2p − ‖Gj(uk) + 〈∇Gj(uk),uk〉‖2p),














〈dk,uk〉 + 12 〈uk,Bkuk〉 + 〈E
kϑk,uk〉





As mentioned in [16], the initial choice of the penalty parameter ρ−1 is arbitrary.
However, it should be chosen such that it is consistent with the scale of the problem
under consideration. Assuming that the trust region subproblem (20) is solvable and
all the approximations to the Hession matrixes or operators of the functionals J and
Gj are uniformly bounded. Now we present the trust region interior point algorithm
for solving problem (P), and this algorithm is similar to that introduced by Dennis,
El-Alem and Maciel [17] for the equality constrained optimization in the finite di-
mensional setting.
Algorithm 4.3 (Trust-region interior-point algorithm)
Given u0 ∈ U0ad ,ϑ0 ∈ Rm−m1, λ0 ∈ Rm1,0 > 0, ρ−1 > 0,B0 ∈ L(U,U ′),Q0.
Choose α1, α2, α3, β1, β2, β3, ε such that 0 < β1 < β2 < β3,0 < α1 < 1 < α2 <
α3 and ε > 0;
Let k = 0.
Step 1. Compute the gradients f (uk), gj (uk), (j = 1,2, . . . ,m), d(uk), the scaling
qk and its associated scaling multiplication operator Qk .
Step 2. If the following condition is satisfied, then terminate the algorithm and let
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Step 3. Solve the trust-region subproblem (20) to determinate the trial step
(uk,ϑk)
Step 4. Calculate the value of λk ∈ Rm1 based on the formula (21) and set λk =
λk+1 − λk ;
Step 5. Update the penalty parameter ρk−1 to obtain ρk by using Algorithm 4.2;
Step 6. Evaluate the step and update the trust-region radius k using Algorithm 4.1,
if the step is accepted, then update Bk , set k = k + 1, and go to Step 1, else
go to Step 3.
The algorithm presented in this paper is based on the reformulation of the first
order necessary optimality condition of the problem (P) using the affine scaling
method [4], and this algorithm is only a model algorithm which refers to infinite
dimensional optimization.
Open Access This article is distributed under the terms of the Creative Commons Attribution Noncom-
mercial License which permits any noncommercial use, distribution, and reproduction in any medium,
provided the original author(s) and source are credited.
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