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ABSTRACT 
Internal erosion is a major safety concern for embankment dams and flood embankments and is the 
focus of much research internationally. Suffusion is a mechanism of internal erosion which affects 
gap-graded or broadly graded cohesionless soils and is characterised by selective removal of fine 
material, leaving behind a coarse material with increased hydraulic conductivity. Early studies on 
suffusion proposed design criteria based on laboratory testing, and presented conceptual models to 
explain the results in terms of grain-scale behaviour. The study by Kenney & Lau (1985) identified 
three criteria for suffusion: 1 – Fine particles must be free to move (mechanical criterion); 2 – Fine 
particles must be small enough to fit through the void space between coarse particles (geometric 
criterion); 3 – Fluid flowing through the void space must have sufficient velocity to transport the fine 
particles (hydraulic criterion).  
Recent studies have examined the first two criteria using grain-scale models with idealised particles, 
including analytical models and discrete element models (DEM) with circular or spherical particles. 
This thesis presents a new methodology, using non-destructive 3D imaging (micro-CT) to characterise 
the internal microstructure in physical specimens of sands and glass beads. This methodology 
involved the development of innovative image processing and numerical techniques to quantify 
unstable particle assemblies and to measure particle size distributions and void constriction size 
distributions. The new method was validated and was shown to produce good agreement with existing 
methods for idealised particle configurations, however the results for real sand specimens provided 
new insights into the effects of particle shape, particle size distribution and density on void 
constriction sizes. Furthermore, the 3D images of real specimens have provided new insights into the 
appropriateness of existing conceptual models for gap-graded particle structures. These results were 
used to critically examine and evaluate existing mechanical and geometric criteria for suffusion.     
The 3D images showed, qualitatively, that the void structures in sands varied significantly from those 
in porous rocks – which had been the basis for the majority of existing grain-scale fluid flow models. 
To examine this issue quantitatively, computational fluid dynamics (CFD) simulations were 
performed within the 3D images of sands and glass beads, in parallel to laboratory permeameter tests 
on the same materials. The results presented in this thesis provided entirely new insights into the 
patterns of fluid flow in sands, they allowed correlations to be made between fluid flow and void 
constriction sizes and also showed how local velocities varied from volume-average discharge and 
seepage velocities.        
This study provides new information to support, clarify and improve upon the current understanding 
of suffusion, filtration and seepage flows in sands. The detailed methodology and results also 
highlight issues of great importance to future micro-scale modelling of these phenomena.      
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CHAPTER 1: INTRODUCTION 
 
1.1 Background 
Internal erosion is the removal of soil particles from within an embankment dam or flood 
embankment due to seepage through the dam, as opposed to external erosion due to reservoir water 
overtopping the dam crest. Internal erosion can ultimately lead to large settlements or collapse and it 
accounted for roughly half of all dam failures and incidents at dams constructed between 1800 and 
1986 (Foster et al., 2000). Internal erosion can occur by one of four mechanisms (ICOLD, 2013): 
concentrated leak erosion (concentrated flow through a construction defect or at the edge of a concrete 
structure); contact erosion (at the interface between layers of coarse and fine grained materials); 
backward erosion piping (where erosion initiates downstream of the dam, forming a pipe which 
develops into the dam); and suffusion, sometimes referred to as internal instability, which is the loss 
of fine grained material from a mixture of fine and coarse material. While the first three mechanisms 
occur as a result of the dam’s design and construction, suffusion is dependent on the fundamental 
properties of the material and the seepage flow. 
Kézdi (1979) performed laboratory tests on gap-graded materials (with a mixture of coarse and fine 
sands) and suggested that suffusion occurs when the coarse particles are unable to act as a filter to 
retain the fine particles. Kenney & Lau (1985) tested a wider range of material gradations and 
expanded on this suggestion, stating that suffusion can only occur when three distinct criteria are met: 
1 – fine particles must be under low effective stress and hence free to move (referred to herein as the 
‘mechanical criterion’); 2 – fine particles must fit through constrictions in the void space between 
coarse particles (‘geometric criterion’); and 3 – there must be sufficient seepage forces to move the 
fine particles through the void space (‘hydraulic criterion’). These three criteria have formed the basis 
for subsequent studies on suffusion and now appear in many forms, such as the Venn diagram shown 
in Figure 1-1.  
Studies examining the mechanical criterion (by Vaughan (1994), Skempton & Brogan, (1994) and 
Thevanayagam et al. (2002), amongst others) used simple conceptual models to explain their 
experimental observations, describing several possible arrangements formed by mixtures of coarse 
and fine particles. However they were unable to observe or measure real particle arrangements and so 
these conceptual models represent merely an educated guess, rather than an accurate depiction of the 
particle arrangements.  
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Figure 1-1: Venn diagram of suffusion criteria (modified from Brown and Bridle (2009)) 
Likewise, the geometric criterion has always been discussed in terms of the size of constrictions in the 
void space, but these could not be measured directly and have been inferred from laboratory filter 
tests (Terzaghi and Peck, 1948), analytical models (Locke and Indraratna, 2000; Silveira, 1993, 1965) 
and numerical models with spherical particles (O’Sullivan et al., 2014; Reboul et al., 2010; Shire and 
O’Sullivan, 2016). Recent advances in 3D imaging, specifically x-ray micro-Computed Tomography 
(micro-CT), have provided a means to observe and measure individual soil particles (Andò et al., 
2012; Fonseca et al., 2012; Hall et al., 2010) and have also allowed researchers to develop methods to 
discretise and quantify the void space between particles (Binner et al., 2010; Dong and Blunt, 2009; 
Homberg et al., 2014).          
The hydraulic criterion relates to seepage velocities within the void space and studies as far back as 
Hazen (1892) discussed the importance of void sizes and geometry on seepage flows. However these 
studies were unable to observe or measure flow at the scale of individual particles or voids. Hazen 
(1892) used particle size as an indicator of void size to predict hydraulic conductivity, while Kozeny 
and Carman (Carman, 1937) introduced analytical methods to estimate the void geometry based on 
particle sizes and void ratios. Over the last decade researchers continue to explain seepage flows in 
terms of void constriction sizes, but rely on sizes estimated from indirect laboratory measurements 
(Rezaee et al., 2006) or estimated from analytical models with greatly simplified particle geometry 
and configurations (Indraratna et al., 2012). In the study of oil and gas extraction from porous rocks, 
Computational Fluid Dynamics (CFD) has been used to examine the magnitudes and patterns of fluid 
velocity within the void space (Andrew et al., 2015b; Raeini et al., 2012), but there has been only 
limited application to granular materials (Yazdchi and Luding, (2013) studied 2D flow through a 
synthesised fibrous material). 
26 
 
This thesis examines the mechanical and geometric criteria for suffusion in detail and also provides 
information on fluid flows locally within the void space, which is important when considering the 
hydraulic criterion. The results advance the work of previous studies by performing a combination of 
laboratory testing, micro-CT imaging and CFD simulations on samples with varying particle sizes, 
particle shapes and void ratios.     
1.2 Aims and Objectives 
This research aims to advance the fundamental understanding of the mechanical, geometric and 
hydraulic suffusion criteria by supplementing the assumptions and simplifications used in previous 
studies with detailed measurements from real materials. The specific objectives of the research were 
to: 
 Select an appropriate range of materials, with varying particle sizes, particle shapes and 
void ratios.  
 Produce specimens for micro-CT imaging and also develop appropriate laboratory 
seepage and filtration tests to perform on the same materials.   
 Develop appropriate methods to obtain micro-CT images of real soils, to process the 
digital image data and to extract detailed 3D measurements of particle and void geometry. 
 Examine the mechanical criterion by identifying loose particles in materials containing 
different proportions of fine and coarse particles. 
 Examine the geometric criterion by measuring void constrictions between coarse particles 
with varying particle sizes, particle shapes and void ratios.  
 Investigate fluid velocities and pressures within the void space, using Computational 
Fluid Dynamics (CFD), in relation to the hydraulic criterion. 
1.3 Research Methodology 
Figure 1-2 presents a flow chart of the laboratory activities and computational processes involved in 
this research study. Different particle size distributions (PSDs) were produced in the laboratory by 
mixing batches of commercially supplied Leighton Buzzard Sand and Aluminium Borosilicate glass 
beads. 38 mm diameter triaxial samples were prepared by dry deposition and the samples were 
impregnated with epoxy resin (as described in Fonseca et al., (2012)) to preserve their fabric. Sub-
samples were then scanned using a laboratory micro-CT scanner at Queen Mary University London. 
Laboratory data were obtained for representative samples using a 75mm constant head permeameter 
and also a modified laboratory filter test as part of this study.    
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Figure 1-2: Flow chart showing research methodology and thesis outline 
The micro-CT images of resin impregnated samples underwent several stages of image processing to 
produce measurements relevant to suffusion. These included median filtering, binary and watershed 
segmentation, to identify individual particles. A method to partition the void space and identify the 
constrictions between adjacent voids was developed and validated using synthesised images of 
spherical particles from Discrete Element Models (DEM).  
The processed images were used to assess the mechanical, geometric and hydraulic suffusion criteria. 
The mechanical criterion was assessed by examining coarse-coarse and fine-coarse coordination 
numbers (the number of contacts between coarse and fine particles) in the gap graded images and 
using this data to identify whether fine particles are free to move. To assess the geometric criterion, 
constriction size distributions (CSDs) and also the spatial frequency of constrictions were determined 
for the micro-CT images and correlated to the PSD, particle shape and void ratio. The constriction 
data from the micro-CT images were also compared against laboratory filter results. Direct 
assessment of the hydraulic criterion was not possible, however CFD simulations on the micro-CT 
allowed the fluid flow within the void space to be investigated in detail. CFD results were compared 
against laboratory permeameter results to examine the effects of geometry on hydraulic conductivity, 
as well as the relationship between area-averaged and local velocities.         
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As well as improving understanding of the mechanics of internal instability, this research has 
provided fundamental insights into particle arrangements, void geometry and fluid flow in 
cohesionless soils. These results have broader implications in a range of research areas including 
seepage, filtration and contaminant transport.   
1.4 Thesis Outline 
Following this introductory chapter (Chapter 1) the technical content of this thesis is presented in 
Chapters 2 to 6, as outlined in Figure 1-2 and summarised as follows: 
 Chapter 2 describes sample selection and all laboratory testing, including permeameters, filter 
tests and preparation of resin impregnated samples for micro-CT scanning. 
 Chapter 3 outlines the procedure for x-ray micro-CT scanning and describes all image 
processing and analyses required to measure individual particles and voids.    
 Chapter 4 provides the background to the mechanical criterion and uses image-based results 
of coordination numbers in gap-graded materials to examine fine and coarse particle 
configurations.    
 Chapter 5 discusses the geometric criterion and presents relationships between constriction 
sizes measured from micro-CT images and particle size, particle shape and void ratio. 
 Chapter 6 considers the hydraulic criterion and outlines the development and validation of 
CFD simulations on micro-CT images. Local velocities from CFD simulations are analysed to 
examine flow through void constrictions. Local pressure gradients are also analysed to 
understand the effect of constriction geometry on hydraulic conductivity.    
Conclusions from the research are presented in Chapter 7, along with suggested applications and 
recommendations for future research work. This research covers a wide range of topics and, rather 
than cover all of the background information in a single ‘literature review’ at the start of the thesis, the 
relevant background information is given within each chapter.   
Appendices A to D provide reference information and images including: Permission to reproduce 
figures (App A), parameters for all lab tests and micro-CT scans (App B), sample images of all micro-
CT scans and measured vs target PSDs (App C) and product data sheets for epoxy resin (App D).       
1.5 Definitions 
There are a number of technical terms used in this thesis which have different meanings or 
connotations within different research areas, or their meaning may be disputed among recent authors. 
Throughout this thesis, the following definitions are used: 
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 ‘gap-graded’ refers to a particle size distribution (PSD) which contains two distinct 
material sizes, with a lack of intermediate sized material (e.g. a mixture of 60% gravel and 
40% fine sand). 
 ‘broadly graded’ refers to a PSD with a wide range of material sizes, but with a non-
uniform distribution (e.g. a 80% gravel, with a 20% ‘tail’ of material containing some 
sand, silt and clay).  
 ‘well graded’ refers to a PSD with a linear or nearly linear distribution, i.e. no gaps or tails 
in the distribution.   
 ‘Fine material’, ‘fine-grained material’ or ‘fines’ simply refers to the finer of two 
materials, or the finer portion of a gap-graded material. In this study, ‘fines’ are typically 
fine sands or cohesionless silts, as opposed to the traditional definition of ‘fines’ as 
material smaller than 63 μm which cannot be measured by sieve testing (e.g. Head, 2006) 
and which is generally cohesive. ‘Fines content’ refers to the percentage (by mass) of fines 
in a gap-graded material.     
 ‘Cohesionless’ here refers to a material where the particles (sand, silt or glass beads) are 
not bound together by electrostatic forces (i.e. the material is ‘not cohesive’ and there is no 
‘cohesion’ between particles). In the context of this study, it is assumed that cohesionless 
particles are free to move if they are subject to zero effective stress.        
 ‘Internal erosion’ refers to a erosion of material due to seepage flow through a 
geotechnical structure, e.g. fine material being washed out by water seeping through an 
embankment dam. The word ‘internal’ is used to differentiate from external, or surface 
erosion of dams when water overtops the crest of the dam. Several mechanisms of internal 
erosion exist were listed in Section 1.1 and are clearly defined in ICOLD (2013). This 
thesis is concerned only with the mechanisms of filtration, suffusion and suffusion as 
defined below. 
 ‘Filtration’ refers to the behaviour at the interface between a layer of fine material and an 
adjacent layer of coarse material, as shown schematically in Figure 1-3. ‘Filter 
performance’ refers to the ability of the coarse material to retain the fine material, as 
depicted by the ‘effective filter’ and ‘ineffective filter’ in Figure 1-3.  
 ‘Suffusion’ is one mechanism of internal erosion, which occurs in gap-graded or broadly 
graded materials when the fine material is able to move through the void space between 
the coarse particles, as shown schematically in Figure 1-3. Based on the definitions given 
by Fannin and Slangen (2014), the term suffusion also implies that the loss of fine material 
does not result in an overall volume change, i.e. the coarse particle structure is unaffected.   
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Figure 1-3: Schematic of filtration and suffusion in an embankment dam 
  ‘Suffosion’ is similar to suffusion, but refers to a case where the loss of fine material results 
in overall volume change, due to collapse of the coarse particle structure.  
 ‘Hydraulic conductivity’ refers to the ratio of fluid discharge velocity to hydraulic gradient 
across a porous medium, assuming that the fluid is water. It is important to note that hydraulic 
conductivity is a relative property and depends on the material geometry (the ‘intrinsic 
permeability’), but also on the viscosity and density of the fluid. In geotechnical engineering 
the fluid of interest is typically water, hence it is common to use the terms ‘permeability’ and 
‘hydraulic conductivity’ interchangeably, however this study also involved epoxy resin (with 
a much higher viscosity and a slightly higher density than water). Hence, the term hydraulic 
conductivity is used here in all discussions of CFD results and laboratory permeameter tests 
using water, but the flow of epoxy resin is described in terms of permeability.       
1.6 Publications 
Many of the methods and results described in this thesis have been published, or submitted for 
publication, by the author (Taylor et al., 2016, 2015a, 2015b, 2014). Any figures in this thesis which 
are similar to those published are cited accordingly. Where methods, results or sections of the text 
relate directly to these published works this is noted in the introduction to the relevant chapters 
(Chapters 5 and 6) but, to improve clarity, citations are not given at all instances within the text.      
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CHAPTER 2: LABORATORY TESTING 
2.1 Introduction 
This chapter considers the various laboratory techniques used in this study to produce appropriate 
samples for micro-CT imaging and also to obtain data to validate and interpret the image-based 
analyses. As the majority of existing criteria for suffusion are based on the results of laboratory 
testing, Section 2.2 considers previous laboratory investigations of suffusion. Descriptions are given 
of the materials tested in this study (Section 2.3), prior to describing the various laboratory techniques 
used, which include resin impregnation to produce samples for imaging (Section 2.4), filter tests 
(Section 2.5) and constant head permeameter tests (Section 2.6). While the basic test results are 
summarised in this chapter, analysis and interpretation of the test results are discussed in subsequent 
chapters.         
2.2 Background to Suffusion   
Use of the term ‘suffusion’ in the literature is somewhat ambiguous; a summary of different uses and 
alternative terminology can be found in Fannin and Slangen (2014). As defined in section 1.5, in this 
thesis the term suffusion is taken to mean “seepage-induced mass loss without change in volume, 
accompanied by an increase of hydraulic conductivity” (Fannin and Slangen, 2014) and is associated 
with the loss of loose fine particles while the structure formed by the coarser particles remains intact 
(Kézdi, 1979). Where seepage results in a volume change, due to collapse of the coarse particle 
structure a different term, ‘suffosion’, is applicable (Fannin and Slangen, 2014).  
Terzaghi’s classic filter criterion considered a layer of fine (‘base’) material upstream of a layer of 
coarser (‘filter’) material. The criterion states that the filter will be able to retain the finer material if 
𝐷15 𝑑85⁄  < 4 𝑡𝑜 5  (Terzaghi et al., 1996), where 𝐷15 represents the finer portion of the filter 
particles and 𝑑85 represents the larger portion of the base particles, as shown in Figure 2-1(a). The 
values of 4 to 5 were determined empirically from filter tests, where water was passed through 
adjacent layers of base and filter materials by Terzaghi (1922), for which a typical test set-up is shown 
in Figure 2-2(a) and discussed in more detail in Section 2.5. Further experimental work by Bertram 
(1940) confirmed that this criterion is safe but somewhat conservative, with filters remaining effective 
up to 𝐷15 𝑑85⁄  values greater than 6. Terzaghi stated that the values of 4 to 5 have a physical 
significance because “the pore size [void constriction size] of a broadly-graded filter comprises at 
maximum 1/5th of the diameter of the biggest grain of the finest fraction of the filter materials” 
(Fannin, 2008). 
Kézdi (1979) presented particle size distributions (PSDs) of dam materials which had exhibited 
suffusion and noted that these materials were ‘poorly graded’, meaning that they were mixed from 
two components (today these gradations would be referred to as ‘gap-graded’ (ICOLD, 2013)), as 
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shown schematically by the black line in Figure 2-1(a). Kézdi suggested that these gap-graded 
materials could be considered as two separate coarse and fine components and the combined material 
is susceptible to suffusion if the two components do not satisfy Terzaghi’s filter criterion. When used 
to assess suffusion, the criterion 𝐷15 𝑑85⁄  < 4  is commonly referred to as the Kézdi criterion (Li and 
Fannin, 2008; Shire and O’Sullivan, 2012). Kézdi supported Terzaghi’s justification of the 𝐷15 𝑑85⁄   
values of 4 to 5 by considering the idealised loosest and densest states achievable by uniform 
spherical particles. As shown in Figure 2-3, Kézdi indicated that the size of fine particles which can fit 
between coarse particles of size D (i.e. the void constriction diameter, Dc) is between 𝐷 2.4 ⁄ and 
𝐷 4.5 ⁄ with a mean value of 𝐷 3.4⁄ . Other analytical studies of idealised circular particles with loose 
packings (Locke, 2001; Silveira et al., 1975) and dense packings (Silveira, 1965) suggested limiting 
constriction sizes of 0.414 D (roughly 𝐷 2.4⁄ ) and 0.155 D (roughly 𝐷 6.5⁄ ) and respectively. It is 
important to note that applying Terzaghi’s filter criterion to suffusion introduces two implicit 
assumptions. Firstly, if the 𝑑85 of the finer material is retained then this in-turn will act as a filter to 
retain the smaller fine particles (a process called ‘self-filtration’ (Honjo et al., 1996; Lafleur et al., 
1989)). Secondly  the governing constriction size is related to the 𝐷15 of the coarse particles, but in 
fact there will be many larger constrictions in the material and hence there will be some degree of 
movement of fines before they are retained (Burenkova, 1993; Witt, 1993).       
Figure 2-1(b) shows an alternative PSD shape, referred to as broadly graded (ICOLD, 2013) and 
containing a range of fine to coarse material without a clear gap across the intermediate sizes; this 
PSD shape is typical of glacial tills which are commonly used in dam construction. A limitation of the 
Kézdi criterion is that it requires the PSD to be divided into fine and coarse fractions but for broadly 
graded materials there is no clear distinction. In such cases Kézdi (1979) suggested assessing a range 
of possible arbitrary split points and determining the maximum 𝐷15 𝑑85⁄  ratio. Kenney and Lau 
(1985) performed laboratory seepage tests on a range of broadly graded sands and gravels, where 
water was passed downwards through the broadly graded material and any eroded material was 
collected in a sedimentation tank, as shown in Figure 2-2(b). They noted that even in cases where 
suffusion (which they referred to as ‘internal instability’) did occur, ‘severe’ hydraulic gradients and 
tapping of the apparatus with a rubber hammer were required before suffusion was observed. Based 
on their test results, Kenney and Lau (1985) identified the three criteria required for suffusion:  
 There must be a ‘primary fabric’ of coarse particles, which transmit the majority of effective 
stress through the material and are therefore ‘fixed in place’, with loose fine particles 
occupying the void space – referred to herein as the ‘mechanical criterion’. 
 The loose particles within the void space must be transported by seepage flows – this is the 
‘hydraulic criterion’.  
 Constrictions in the void space must be larger than the loose fine particles – this is the 
‘geometric criterion’. 
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However Kenney and Lau (1985) noted that of the three factors which were varied in their tests, PSD 
(geometric), relative density (mechanical) and hydraulic loading (hydraulic), it was the PSD which 
had the greatest impact on the results. Hence they proposed a method to identify the potential for 
suffusion based solely on the PSD, as shown in Figure 2-1(b). For any particle size, D, their approach 
checks that there is a significant mass of particles with sizes between D and 4D (denoted as H) 
relative to the mass of particles smaller than D (denoted as F); it is assumed that particles between D 
and 4D would produce constrictions capable of retaining material with size D. Their results indicated 
that a 1:1 line plotted on a graph of H vs F (as shown in Figure 2-4) acts as a boundary between stable 
and unstable materials. The Kenney and Lau method has the advantage over the Kézdi method that it 
does not require an arbitrary division between fine and coarse material as the full PSD can be 
checked, however Kenney and Lau (1985) noted that only the potentially loose (i.e. fine) particle sizes 
need to be assessed and suggested 0 ≤ 𝐹 ≤ 20% if the coarser material is widely graded, or 0 ≤ 𝐹 ≤
30% if the coarser material is narrowly graded, as shown in Figure 2-4.   
The tests by Kenney and Lau (1985) considered suffusion of sands and gravels using a downward 
flowing seepage test. Subsequent studies have used a range of other test methods and materials, 
including downward seepage tests on silts and sands (Wan and Fell, 2008), upward seepage tests on 
sands and gravels (Crawford-Flett, 2014; Ke and Takahashi, 2012; Li, 2008; Moffat and Fannin, 
2011; Skempton and Brogan, 1994), modified triaxial tests with downward flow in sands and gravels 
(Chang et al., 2012; Ke and Takahashi, 2015, 2012) and in clayey-sands (Bendahmane et al., 2008). 
Of particular note are the contributions of Skempton and Brogan (1994), who studied the mechanical 
criterion in terms of the confinement of fine particles at varying fines contents (discussed further in 
Chapter 4) and Li (2008) and Moffat and Fannin (2011) who studied the hydraulic criterion in terms 
of the hydraulic gradient to initiate suffusion at varying effective stress levels (disscussed further in 
Chapter 6). Burenkova (1993) proposed an entirely different laboratory test method using sequential 
filling, as shown in Figure 2-5. The material is divided into several fractions by size and the volume 
occupied by the largest fraction is measured. Smaller fractions are then added, the material is mixed 
and the volume is measured again. If finer fractions can be added without an increase in volume then 
these are not forming part of the primary fabric and must be loose within the void space. Based on the 
test results, Burenkova (1993) proposed an alternative criterion based on two ratios: 𝐷90 𝐷60⁄ , 
describing the range of coarse sizes and 𝐷90 𝐷15⁄ , describing the overall range of sizes, which 
produced zones of suffusive and stable zones as shown in Figure 2-6. Wan and Fell (2004) noted that 
the Burenkova (1993)  criterion may fail to identify suffusion in broadly graded materials with a wide 
range of sizes in the finest 20% of particles and they proposed an additional check of 𝐷20 𝐷5⁄ . The 
sequential filling method was subsequently used by Ghafghazi and Azhari (2012) and Salehi 
Sadaghiani et al. (2012) to identify the splitting size between loose fines and coarse particles in 
broadly graded materials for use with the Kézdi criterion.   
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Li and Fannin (2008) compiled laboratory results including a total of 57 PSDs, of which 25 were gap-
graded and 32 broadly graded materials, with 22 stable test results and 33 unstable. They compared 
the results with both the Kézdi and the Kenney and Lau suffusion criteria and found that Kenney and 
Lau was accurate for F values <15%, but was overly conservative at higher F values. Conversely they 
found the Kézdi criterion was accurate at F values >15% but was overly conservative at lower values. 
Hence Li and Fannin (2008) proposed a combined criterion, as shown by the light blue line in Figure 
2-4.  
Ronnqvist (2015) assessed the PSDs of 36 glacial tills, for which either laboratory suffusion tests had 
been performed, or the materials had been used in real dams with or without the occurrence of 
suffusion. The results were compared with the criteria proposed by Kenney and Lau (1985) with and 
without the Li and Fannin (2008) adaptation, as well as Burenkova (1993) with and without the Wan 
and Fell (2004) adaptation. As shown in Table 2-1, the Kenney and Lau method appeared to be more 
reliable than the Burenkova method as it correctly predicted more suffusive PSDs (72-78%, with and 
without the Li and Fannin adaptation) . However the Kenney and Lau method was conservative, with 
only 54% of those PSDs identified as suffusive actually exhibiting suffusion, although the Li and 
Fannin adaptation improved this this to 68%.  
 
2.3 Material and sample selection 
Based on the suffusion studies discussed in the previous section, the current study selected a range of 
materials to evaluate three key variables, which will be discussed in turn in this section:  
1. Particle Size Distribution – identified as the governing variable for suffusion by Kenney and 
Lau (1985) and forming an integral part of all other suffusion and filtration criteria (e.g. 
Burenkova (1993); Kézdi (1979) etc), 
2. Particle shape – Wu et al. (2012) noted a difference in the shape of constriction size 
distribution (CSDs) for angular sands as opposed to glass beads or DEM simulations with 
spherical particles. The majority of existing models used to estimate constriction sizes or to 
justify empirical criteria are based on either analytical models (e.g. Indraratna et al., 2007; 
Kenney et al., 1985; Kézdi, 1979; Locke et al., 2001; Silveira et al., 1975) or numerical 
models (e.g. Reboul et al., 2010; Shire, 2014; Sjah and Vincens, 2013) which assume 
spherical particles, 
3. Void ratio – Kenney and Lau (1985) noted that relative density will affect the confinement 
of fine particles and the size of constrictions, but suggested that this variable is less 
important than PSD.  
35 
 
2.3.1 Particle Size Distributions (PSDs) 
Two basic types of PSDs were considered in this study: gap-graded fine to coarse sands representing 
dam materials with varying potential for suffusion; and well graded medium to coarse sands 
representing either the coarse fraction of a suffusive material, or a sand filter. Some of the specific 
PSD shapes were selected based on PSD shapes from previous studies which produced interesting 
results (in particular Shire, 2014 and Slangen, 2015) and the remainder were selected to provide clear 
data for parametric analyses, i.e. gradually varying fines content or uniformity coefficients within a 
practical range of values. The range of particle sizes which could be accurately examined was 
severely limited by the available micro-CT hardware, as will be discussed in more detail in Chapter 3. 
It is important to note that the well graded PSDs studied here were all more uniform than the materials 
commonly used in real dam construction (ICOLD, 2013; Shire, 2014) and so future studies with more 
advanced scanning hardware would be needed to confirm that the pattern of results presented here is 
applicable to the full range of materials used in practice.   
The gap-graded materials were selected to have a 𝐷15 𝑑85  ≈ 5⁄ , so that they should just be on the 
suffusive side of the boundary between suffusive and non-suffusive behaviour, based on the Kézdi 
(1979) criterion. A wider gap could not be achieved due to the relationship between sample size and 
voxel size in micro-CT images (Cnudde and Boone, 2013). If the size of the fine particles were to be 
reduced there would not be sufficient voxels to characterise these particles and if the size of the coarse 
particles were to be increased the number of coarse particles in the image would be too low to 
produce statistically reliable results. The fines contents (percentage of the total mass made up by the 
fine fraction) were selected based on the studies by Skempton and Brogan (1994) and Shire et al. 
(2014) which showed that below approximately 24-29% the fine particles can occupy the void space 
between coarse particles (referred to as an ‘underfilled’ condition (ICOLD, 2013)), at fines contents 
above 35% the coarse particles will be completely separated by a matrix of fine particles (an 
‘overfilled’ condition (ICOLD, 2013)) and between these limits there is a transition zone, in which 
Shire et al. (2014) found that the extent of suffusion depends on relative density. Based on these 
considerations three gap-graded PSDs were produced with 18% fines (underfilled, denoted as UF18), 
30% fines (transition, TR30) and 45% fines (overfilled, OF45), along with one additional gap-graded 
PSD which was a intended to replicate the ‘Gap-Med-35’ PSD used in DEM simulations by Shire 
(2014), which is denoted as ‘Gap-35-Medium’ here. All four gap-graded PSDs are shown in Figure 
2-7(a). Based on the Kenney and Lau (1985) criterion the UF18 PSD is potentially suffusive, the 
OF45 PSD is not suffusive and both the TR30 and Gap-35-Medium PSDs are close to the boundary of 
suffusive/non-suffusive behaviour.  
Shire (2014; 2016) used DEM simulations with spherical particles to measure CSDs for well graded 
materials (linear PSDs on a semi-log plot) with coefficients of uniformity, Cu, varying from 1.2 to 6. 
When the results were normalised by the minimum particle size (D0), the CSD curves became 
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collinear for Cu > 3, which agrees with analytical estimates by Kenney et al. (1985) who indicated 
normalised CSDs were similar for materials up to Cu = 12. In the current study linear PSDs were 
considered with Cu values of 1.5 to 4, as shown in Figure 2-7(b). Cu = 4 is at the upper limit of the 
size range which can be accurately captured with micro-CT imaging. 
Terzaghi’s filter criterion (Terzaghi et al., 1996) uses the D15 of the filter particles to estimate the 
smallest constriction sizes and this proposition was supported by Kenney et al. (1985). To examine 
the importance of D15 for constriction sizes, two PSDs were selected with gradients equivalent to Cu = 
3 for the finest particles, but changing to a steeper curve (approximately Cu = 1.5) at 15-25% passing 
and 50-60% passing respectively, as shown in Figure 2-7(c). Hence these two PSDs have identical D15 
sizes but varying significantly at larger sizes. These two ‘bi-linear’ PSDs are referred to as BL15 and 
BL50 respectively. This type of bi-linear grading was also considered by Shire (2014). 
While the potential for suffusion in broadly graded materials has been studied extensively (e.g. 
Burenkova, 1993; ICOLD, 2013; Kenney and Lau, 1985; Ronnqvist, 2015), the gradations typically 
include a curved PSD for the fine particles, but a relatively steep, linear distribution for the coarse 
particles, as shown schematically in Figure 2-1. To examine the effect of PSD curvature in the coarse 
fraction, two further PSDs were selected with non-linear curves, as shown in Figure 2-7(d). The PSDs 
have coefficient of curvature, Cc, values of 0.8 and 1.5 and are referred to as Cc0.8 and Cc1.5 
respectively, noting that the well graded PSDs have Cc values close to 1.                                     
2.3.2 Material types 
To examine the effect of particle shape on suffusion and filtration, two material types were studied: 
sub-angular sand and glass beads. The majority of the sand used was Leighton Buzzard Sand, which 
was commercially supplied in sizes ranging from 0.3 to 2.0 mm and had previously been used in 
similar micro-CT studies (Fonseca et al., 2014; Ní Bhreasail, 2013). Where finer sands were required, 
commercially supplied Fuse Sand (David Ball Group Ltd, 2016) was used with sizes from 0.15 to 0.3 
mm. The glass beads were intended to provide samples with perfectly spherical particles to allow 
comparison with analytical and DEM models. Cavarretta et al. (2012) indicated that aluminium 
borosilicate glass beads were more spherical and provided a better comparison with DEM studies than 
soda-lime glass beads, but noted that the shape of all mass-produced glass beads smaller than 0.5 mm 
diameter was typically poorly controlled. In the current study aluminium borosilicate beads, supplied 
by SiLi (Sigmund Lindner GmbH, 2010), were used with sizes ranging from 0.5 to 2.1 mm but were 
not available in smaller sizes. In order to match the PSDs of the sand samples, soda-lime glass beads 
with sizes from 0.15 to 0.5 mm were used (also supplied by SiLi). In all filter tests, the base material 
comprised a combination of Fuse Sand (down to 0.15 mm) and HPF5 silt (0.045 to 0.15 mm).  
The PSDs and shape properties of all commercially supplied materials were tested using a QicPic 
automatic shape analyser, produced by Sympatec GmbH and described in Witt et al. (2004), 
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Sympatec (2008) and Altuhafi et al. (2013). The procedure for measuring particle size and shape with 
the QicPic apparatus is shown schematically in Figure 2-8(a). A small mass of dry material (≈ 10g) is 
placed into a hopper which releases the material gradually onto a vibrating chute; the material falls 
from the end of the chute into a dispersing unit, which aligns the falling particles into a plane 
perpendicular to a pulsing laser and a detector screen. 2D silhouettes of the falling particles are 
captured and each individual particle is analysed to measure the shape and size properties defined in 
Figure 2-8(b). The PSDs and distributions of shape properties for all commercially supplied material 
batches are shown in Figure 2-9 and Figure 2-10. All sizes measured from QicPic reported in this 
study refer to Feret-Min diameters (as defined in Figure 2-8(b)), based on the results of Cavarretta et 
al. (2009) which showed that the Feret-Min diameter provides the closest agreement with sizes 
measured in the laboratory using sieves.  
Sand samples were produced for all the PSDs described in Section 2.3.1 with the exception of Gap-
35-Medium, while glass beads samples were produced for the Cu1.5, Cu2 and Cu3 and Gap-35-
Medium PSDs.       
2.3.3 Sample preparation 
The objectives of sample preparation were to produce 38 mm triaxial specimens of dry material, with 
the ability to achieve a range of void ratios. Dry deposition is commonly used to prepare samples of 
silts and sands for cyclic testing (e.g. Ishihara, 1993; Lade and Yamamuro, 1997; Zlatovic and 
Ishihara, 1997) and involves placing the dry material through a funnel with minimal drop height, 
gradually raising the funnel to fill the mould, then densifying the sample (if required) by 
symmetrically tapping the outside of the mould until the required density is reached. Mixed dry 
deposition is a dry version of the slurry deposition method proposed by (Kuerbis and Vaid, 1988), 
where the material is thoroughly mixed in a separate container, which is then lowered into the mould 
and the container is removed. Air pluviation (Miura and Toki, 1982; Rad and Tumay, 1987; Vaid and 
Negussey, 1984) involves pouring the material through a distributer at some distance above the 
sample, where the density of the final specimen is governed by the drop height to the sample. 
Yamamuro and Wood (2004) produced resin impregnated samples, for thin section SEM imaging, 
using a range of wet and dry sample preparation techniques, including the three techniques shown in 
Figure 2-11. Yamamuro and Wood (2004) concluded that, while the mixed dry deposition method 
produced the most homogeneous samples, the dry deposition method provided the most control of 
density, over a wide range of densities. Furthermore, the dry deposition method allowed loose 
samples to be constructed containing fine and coarse particles, where the fine particles form part of 
the soil skeleton, whereas other techniques tended to form a skeleton of coarse particles, with loose 
fines.        
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Based on the results of Yamamuro and Wood (2004) discussed in the previous section, the dry 
deposition method was selected to prepare samples for resin impregnation and permeameter tests. 2 
kg batches of oven-dried material were mixed to the target PSD then quartered (as described in Head 
(2006)) to produce the required mass of material. The material was placed into the sample mould or 
permeameter cell through a funnel, ensuring minimal drop height to produce a very loose sample, then 
the sample density was increased (if required) by tapping the outside of the mould with a nylon mallet 
(Ishihara, 1993). A small (≈20 g) sub-sample of the material placed into the funnel was retained and 
analysed with the QicPic apparatus to confirm the PSD was within +10% of the target PSD at all sizes 
(if not, the mould was emptied and the preparation repeated with new material). 
2.3.4 Void ratio testing (‘tap tests’) 
To determine the range of void ratios achievable by this method, samples for each PSD and material 
type were prepared by dry deposition in a 38 mm diameter triaxial mould (as shown in Figure 
2-12(a)), a nominal load (≈ 4 kPa) was applied by a brass weight to maintain a level top surface on the 
sample, then the samples were tapped a total of 120 times with a nylon hammer, taking measurements 
of vertical deformation after every 10 taps, as shown in Figure 2-12(b). This ‘tap test’ was repeated at 
least three times for each material; results for Cu3 sand and glass beads are shown in Figure 2-13(a) 
and Figure 2-13(b) respectively. Void ratio results for all materials at 0, 20 and 120 taps are presented 
in Table 2-2. For sands 0, 20 and 120 taps were defined as ‘loose’, ‘medium’ and ‘dense’ states, 
however for glass beads the range of achievable void ratios was much narrower, hence glass beads 
samples were prepared to either loose (0 taps) or dense (120 taps) states only. For all materials the 
deformations were small between 100 and 120 taps and hence the void ratio at 120 taps was deemed 
to be the minimum achievable by this method.      
To evaluate the relative densities of the samples, the absolute maximum and minimum void ratios 
(emax and emin) were required. Maximum void ratios were determined for sand PSDs Cu1.5, Cu3 and 
Cu4  using the method developed by Kolbuszewski (1948) and specified as the standard test by Head 
(2006), BS 1377:1990 (British Standards Institute, 1990) and ASTM D4254-test C (ASTM, 2006a), 
which is valid for particles between 0.063 and 2.0 mm (Head, 2006). 1 kg of oven-dried sand was 
placed in a 2 litre graduated cylinder, which was shaken to separate the sand particles, inverted, then 
re-inverted so that the sand fell freely to the base of the cylinder forming a loose arrangement, then 
the volume occupied by the sand was measured to calculate void ratio. The minimum void ratios for 
the sand Cu3 material were determined using a modified version of the vibrating table method 
described in ASTM D4253 (ASTM, 2006b), as shown in Figure 2-14. A standard proctor compaction 
mould (with approximately 1/3 of the mould volume used in the ASTM test) was filled with oven-
dried sand, the mould was placed on a large sieve shaker, a collar was attached and a brass weight was 
added to achieve a 14 kPa surcharge (as in the ASTM test). The mould and weight were restrained 
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vertically by a cross bar and vibrated at 60 Hz with 0.33 mm amplitude for 8 minutes (as in the ASTM 
test). On dismantling the test a crust of very dense material was evident at the surface, appearing to 
contain some broken sand particles, while material deeper in the mould appeared looser. The 
maximum and minimum void ratios for Cu3 sand are shown in Figure 2-13(a) and it is evident that 
the maximum void ratio is similar to the loosest state (0 taps) from the tap test, while the tap test was 
able to achieve void ratios lower than the ‘minimum’ void ratio from the vibrating table test. Based on 
these observations, all emax and emin values quoted in this study refer to the void ratios obtained by tap 
tests at 0 taps and 120 taps respectively.           
2.3.5 Segregation testing 
Segregation is a potential issue when testing gap-graded materials. Milligan (1986), in a discussion on 
Kenney and Lau (1985), suggested that those materials which the Kenney and Lau criterion found to 
be unstable also tend to segregate readily. Milligan (2003) also stated that “indeed, all materials that 
do not have sufficient fines to provide some degree of cohesion, tend to segregate”. Based on these 
observations, it was necessary to check the extent to which the materials in the current study 
segregated during dry deposition.     
Kenney and Westland (1993) developed a laboratory test to quantify the extent of segregation in 
granular filter materials, as shown in Figure 2-15(a), where either dry or wet sands and gravels were 
placed in a rotating metal drum. The rotation causes the upper ‘active’ layer of material to move down 
the slope, with the finer material falling into the void spaces in the interior material, while the coarser 
particles remain at the surface and fall all the way down the slope to the outside of the drum. The 
particle size distributions in the inner 25% and outer 25% of the drum volume were measured and 
compared with the ‘perfect segregation’ case, where the inner 25% of volume is made up of the 
smallest 25% of particles by mass, and vice-versa for the outer 25%. The segregation index (SI) and 
the relative segregation index (RSI) are given by the following formulae (Kenney and Westland, 
1993): 
𝑆𝐼 = log (𝑑𝑐 𝑑𝑓⁄ )                         (Equation 2-1) 
𝑅𝑆𝐼 =  𝑆𝐼𝑡𝑒𝑠𝑡 𝑆𝐼𝑝𝑒𝑟𝑓𝑒𝑐𝑡⁄       (Equation 2-2) 
where dc and df are the d50 of the coarse and fine zones respectively, as shown in Figure 2-15(b).   
Kenney and Westland (1993) concluded that dry sands and gravels all exhibit a similar degree of 
segregation (RSI ≈ 0.6-0.7) irrespective of mean particle size or the shape of the PSD curve. This 
form of segregation occurs due to fine particles falling through voids between coarse particles. 
Blekhman et al. (2014) used simulations and laboratory tests to discuss vibration-induced segregation 
of gap-graded materials. They concluded that coarser particles move upwards through a medium of 
finer particles because the coarse particles have a higher density than the surrounding medium (fine 
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particles plus voids) and hence oscillate more than the surrounding medium when vibration is applied. 
This phenomenon is commonly referred to as the ‘Brazil nut effect’. Referring to Figure 2-16, 
Blekhman et al. (2014) hypothesised that the coarse particle oscillates relative to the medium, 
allowing fine particles to fall beneath the coarse particle, which then moves above these fine particles 
and so rises incrementally. Blekhman et al. (2014) also noted that during vibration fine particles tend 
to move towards the sample boundaries, where they fill large voids formed between coarse particles 
and the wall (this phenomenon of enlarged voids near rigid boundaries was also identified by 
Marketos and Bolton (2010) in DEM simulations).  
Fonseca et al. (2014) prepared triaxial samples of gap-graded and well graded sands by dry pluviation, 
followed by resin impregnation (with resin flowing in the upward direction) and micro-CT scanning. 
Qualitative observations of the micro-CT images and PSD analysis of sub-samples from the top, 
middle and bottom of the samples showed higher fines contents towards the base of the gap-graded 
samples, suggesting segregation during sample preparation rather than upward suffusion during resin 
impregnation.  The greatest degree of segregation occurred in a gap graded material with 12% overall 
fines content. A gap-graded material with the same size range and 24% fines content exhibited less 
segregation, but some local heterogeneity of fines content, while a well graded material with a 
narrower size range and an approximately linear PSD showed no signs of segregation and some local 
heterogeneity.          
Based on these previous studies, there was potential for segregation during sample preparation by dry 
deposition, both while pouring dry sand into the mould and also during vibration to densify samples. 
In preliminary tests, two materials were tested to quantify the extent of segregation. The Cu4 sand 
was selected as it was the well graded PSD with the widest range of particle sizes. A prototype gap-
graded sand, with PSD as shown in Figure 2-7(a), was also tested: based on the results of segregation 
tests and suffusion checks (discussed in Section 2.4.2) this PSD was later adjusted to the final ‘TR30’ 
PSD. 
Tap tests were performed on the two materials, as described in Section 2.3.4, but the tests were 
terminated at either 0, 20 or 120 taps. After the required number of taps, the sand was carefully 
removed from the mould using a spoon and material from approximately the upper, middle and lower 
thirds of the mould were collected separately. The material from the upper and lower zones was 
analysed with the QicPic apparatus, producing the PSDs shown in Figure 2-17 and relative 
segregation indices (RSI) were calculated using Equations 2-1 and 2-2, with results as presented in 
Figure 2-18. The PSD results show clear vertical segregation in the gap-graded material, with higher 
fines contents in samples from the lower zone than the upper zone and the extent of segregation (RSI 
values) increases with number of taps. In the Cu4 material there is a similar trend, with increasing 
segregation at a higher number of taps, but at zero taps the negative RSI value indicates more fine 
material in the upper one, which suggests heterogeneity in the material rather than segregation. Based 
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on these results it was concluded that at < 20 taps there may be limited segregation, but it is within the 
inherent variability of the material. At 120 taps the RSI values were similar for both the gap-graded 
(potentially suffusive) material and the well graded material, which agrees with the observation by 
Kenney and Westland (1993) that segregation is not dependent on PSD. However, it is clear from 
Figure 2-17(a) that the Kenney and Westland method of comparing the 𝐷50 of the top and bottom 
zones indicates a much smaller difference between the zones than is evident from the difference in 
fines content (e.g. the percentage passing 1mm).       
Micro-CT scans were performed on a seven 38 mm diameter triaxial samples of sand with Cu1.5, Cu3 
and TR30 PSDs, to provide a graphical assessment of heterogeneity within the samples. Details of the 
scanning procedure are discussed in Chapter 3, but an example 3D image for Cu3 Sand is shown in 
Figure 2-19. Horizontal slices at intervals of 1 voxel can easily be extracted and these slices were used 
to assess vertical heterogeneity here. Each horizontal slice was subdivided into four zones (Figure 
2-19(b)) and coloured by the mean x-ray attenuation within that zone (Figure 2-19(c)). X-ray 
attenuation is proportional to density (discussed in more detail in Chapter 3) and the attenuation 
values in Figure 2-19(c) have been scaled so that red colours represent higher densities than blue 
colours. Attenuation data for six different samples are presented in Figure 2-20. The medium density 
Cu3 sample has a higher overall density than the loose Cu3 sample, with a zone of higher density 
material at the top of the sample in both cases. This high density zone may be caused by higher 
effective stresses immediately under the brass weight or sample top-cap. The Cu3 dense sample 
shows the opposite pattern, with denser material towards the base of the sample, with attenuations 
varying by approximately +10% from the mean. The Cu1.5 material, being more uniform, shows an 
increase in density from medium to dense states and shows the dense zone at the top of both samples, 
but does not show the segregation or heterogeneity evident in the Cu3 dense sample. The dense TR30 
sample in Figure 2-20(d) indicates a higher density at the top of the sample, as seen in the majority of 
the well graded materials, even though vertical segregation should result in a coarser material with 
higher void ratios at the top of the sample. On the basis of these results, sub-samples for higher 
resolution scans were all taken from the centre of the 38 mm samples, vertically and horizontally, as 
this position was deemed most likely to represent the average void ratio and PSD of the samples.        
2.4 Resin impregnation 
The majority of laboratory work in this study involved the production of resin impregnated samples 
for micro-CT scanning. The resin impregnation procedure used here based on the work of Fonseca 
(2011)  and the methodology is briefly outlined in this section, along with additional considerations 
for suffusive materials based on the observations of Fonseca et al. (2013b). The resin used was a two 
part epoxy resin, EPO-TEK 301, which was the same resin used by Fonseca (2011) and Fonseca et al. 
(2013b), which cures fully in approximately 1-2 hours and has a viscosity approximately 100-200 
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times that of water at 20
o
C. The full Product Data Sheet with chemical properties for EPO-TEK 301 is 
presented in Appendix D.       
2.4.1 Background 
Small samples were required to produce high quality images and one option would be to scan samples 
of loose material in a small cylindrical cell, however Ní Bhreasail (2013) demonstrated significant 
boundary effects in such small samples. An alternative is to produce samples with the required 
properties using conventional geotechnical laboratory techniques with rigorous controls, then to 
stabilise the material, preserving the internal structure, and to extract smaller sub-samples. The most 
common method to stabilise geo-materials is impregnation with some form of resin (FitzPatrick, 
1993), which is forced into the void space in liquid form and then allowed to solidify, preserving the 
particle and void geometry.  
The use of microscopic imaging to study soil fabric and morphology was pioneered by the soil 
scientist Kubiëna, who impregnated a range of soils with a natural resin called Canada Balsam and 
produced thin sections for 2D microscope analysis (Kubiëna, 1938). While acknowledging the 
contribution of Kubiëna, FitzPatrick (1993) notes that one of the most important subsequent advances 
in soil microscopy was the development of synthetic resins, which are less viscous and more stable 
once set. In the 1960’s a methodology using polyester resin was developed by Kawai and Oyama 
(1962) and was used in a number of studies using 2D thin sections, including the classical work on 
soil fabric by Oda (1972). Since the 1980’s polyester resin has been replaced by epoxy resin; epoxy 
resin was used in 2D fabric studies of sands including observation of locked sands (Barton et al., 
1986) and liquefiable sands (Yamamuro and Wood, 2004). A methodology for impregnation and 
serial sectioning is presented in Jang et al. (1999). Epoxy resin will not set effectively in the presence 
of water and so natural samples for resin impregnation must be dried by oven drying, freeze drying or 
acetone replacement (Murphy, 1982). Reconstituted samples can be prepared dry, however the 
requirement for dry samples limits the available sample preparation methods (as discussed in Section 
2.3.3).  
Since the advent of 3D imaging (notably micro-CT scanning, discussed in more detail in Chapter 3) it 
has been possible to scan whole samples non-destructively, i.e. without the need for serial sectioning. 
Micro-CT has been used to obtain images of samples during laboratory tests, referred to as ‘in-situ’ 
scanning, including triaxial shear tests on sands (e.g. Ando et al., 2013; Desrues et al., 1996; Fonseca 
et al., 2013; Hall et al., 2010) and oedometer tests on sands and glass beads (Ni Bhreasail et al., 2012). 
These in-situ scans do not require resin impregnation, however they require customised x-ray 
transparent apparatus and they are typically small in size, which introduces significant boundary 
effects (Ní Bhreasail, 2013). Samples which are deforming during the course of the test require a very 
powerful x-ray source so that the scanning time can be reduced from several hours to <20 minutes (Ní 
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Bhreasail, 2013) to minimise deformation of the samples during the scan. For these reasons it is still 
common to produce resin impregnated samples for use in 3D micro-CT imaging and this type of 
‘static’ micro-CT scanning has been used to study shear bands (Fonseca, 2011; Oda and Kazakma, 
1998) as well as pore geometry and internal stability in sands (Binner et al., 2010; Fonseca et al., 
2014; Homberg et al., 2012). In the current study, access to high powered x-ray sources was not 
available and rigorous controls of sample quality were required, so all micro-CT scans was performed 
on static, resin impregnated samples. 
In their summary of micro-CT applications for geo-materials, Cnudde and Boone (2013) highlight the 
need to compromise between sample size and image resolution; small samples are required in order to 
achieve sufficiently fine resolution to observe individual particles, but samples must be large enough 
to forma representative elementary volume (REV). A major benefit of resin impregnated samples is 
that they are robust enough to be divided into smaller sub-samples, either by cutting with a water jet 
technique (Binner et al., 2010) or coring with a diamond-tipped drill (Fonseca, 2011), without risking 
damage to the soil fabric. 
2.4.2 Seepage and suffusion checks  
Prior to any resin impregnation, triaxial tests with upward seepage were performed to assess three key 
issues: (i) to determine an appropriate head differential to draw resin through the sample within the 
curing time (<1 hour), (ii) to ensure that this head differential does not cause suffusion or other 
sample disturbance and (iii) to estimate degree of saturation as a measure of impregnation quality. 
Tests were performed on Cu1.5 Sand to determine upper bound (fastest) wetting rates for well graded 
material and also on the prototype gap-graded sand to check for suffusion.  
Stokes law suggests that the critical vertical fluid velocity, 𝑣𝑐𝑟𝑖𝑡, required to cause uplift of a spherical 
particle, is given by: 
𝑣𝑐𝑟𝑖𝑡 = 
𝐷2  𝑔 (𝜌𝑠− 𝜌𝑓)
18 𝜇
       (Equation 2-3) 
where D is the sphere diameter, g is gravitational acceleration, ρs is particle density, ρf is the fluid 
density and μ is the dynamic viscosity of the fluid. The density of the mixed epoxy resin is less than 
10% higher than that of water (specific gravity values for EPO-TEK 301 are presented in Appendix 
D), hence the force components due to buoyancy (𝜌𝑠 −  𝜌𝑓) were deemed to be generally similar for 
water and epoxy resin, with only slightly higher uplift forces on the particles in resin, than in water. 
However, the viscosity of the resin is 100-200 times higher than that of water, which implies a large 
difference in viscous drag forces, with Equation 2-3 indicating the velocity required to initiate 
suffusion is 100-200 times lower during resin impregnation than in suffusion tests with water. The 
velocity is related to the applied hydraulic gradient by the hydraulic conductivity of the material. 
44 
 
Geotechnical engineers are typically interested in the flow of water and hence use the term ‘hydraulic 
conductivity’ interchangeably with permeability, however chemical engineers and petroleum 
geologists define permeability in the following form (e.g. Chelton, 1967): 
𝐾 = 
𝑄 .  𝜇
𝑖 .  𝐴
        (Equation 2-4) 
Where K is the permeability, Q is the volume flow rate, i is the hydraulic gradient and A is the cross 
sectional area. The lower viscosity of resin will produce velocities (Q/A) roughly 100-200 times lower 
than water for the same hydraulic gradient, which negates the effect of the lower critical velocity and 
hence the likelihood of suffusion at a given hydraulic gradient is theoretically the same for resin and 
water.  
The 38 mm triaxial samples of oven-dried sand were prepared by dry deposition, as described for ‘tap 
tests’ in Section 2.3.4, in the loose state. A porous stone separated the base of the sample from the 
pedestal, to prevent fine particles entering the back pressure system and a customised top cap was 
placed at the top of the sample, as shown in Figure 2-21, designed to allow suffusion to occur freely 
and to be observed during the test. Once the sample and top cap had been installed, the triaxial cell 
was closed, filled with water and a 30 kPa cell pressure applied. Figure 2-22 shows the applied 
hydraulic conditions: A back pressure of approximately 2 kPa was applied at the base of the sample, 
equivalent to a column of water with its surface at the top of the triaxial cell, while the top cap was 
connected to the atmosphere via a nylon tube. A head differential could then be produced either by 
increasing the back pressure, or by lowering the outflow pipe to reduce the elevation head, with the 
latter providing more stable conditions for small head differentials. The two porous stones and the 
narrow gauge tubing produced significant head losses and hence the hydraulic gradient within the 
sample was significantly lower than ∆𝐻 divided by the length of the sample. These conditions were 
deemed to replicate the conditions during resin impregnation, so that the head differential for resin 
impregnation could be selected by considering the head differentials from these seepage tests. 
Samples were wetted by applying a head differential of 0.1 m (1 kPa pressure differential) and the 
times taken for water to reach the top of the samples were recorded. Wetting times are presented in 
Table 2-3 and, based on a resin viscosity ≈100 times greater than water, suggested resin impregnation 
times of up to 6 hours for Cu1.5 and more than 10 hours for the gap-graded material, which were 
significantly longer than the resin curing time. After wetting was complete, the head differential was 
maintained until water was flowing steadily from the outflow pipe and into a conical flask on a 
balance, where the rate of change of mass was used to determine the volume flow rate. The head 
differential was then increased to 0.5m for the Cu1.5 material and 1.0m for the gap-graded material, 
by a combination of applied back pressure and lowering the outflow elevation. Flow rates are 
presented in Table 2-3 and were used to estimate the discharge velocity (Q/A) through the sample and 
hence the time taken for water to travel the length of the sample, i.e. the wetting time. The movement 
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of the wetting front is affected by surface tension and capillarity effects so the steady state discharge 
velocity gives only an approximate estimate of the wetting rate, but the estimates presented in Table 
2-3 seem plausible as the head differentials were increased by factors of 5 and 10 while the wetting 
times reduced by factors of roughly 4 and 15.    
Following the seepage tests, the outflow tube was closed with a clamp, so that the degree of saturation 
could be estimated by measuring Skempton’s pore pressure parameter B (the change in pore pressure 
relative to a change in cell pressure). Cell pressures were increased from 30 kPa to 80 kPa in 10 kPa 
increments, however the resulting changes in back pressure were small, producing a B value of 
approximately 0.2 in all materials tested. While incomplete saturation was inevitable, this value seems 
unreasonably low and is likely to be influenced by the presence of air in the porous stones and tubing 
and hence cannot provide an accurate estimate of the degree of saturation within the soil samples.        
Tests on the gap-graded material with a 1.0 m head differential exhibited no signs of suffusion and, on 
dismantling the samples after the tests, there was no evidence of fine material in the PVC annulus 
between the nylon mesh and the upper porous stone. Furthermore, PSDs for sub-samples from the 
upper and lower regions of the samples were measured using the QicPic apparatus and showed no 
signs of the upward movement of fine material and hence it was concluded that suffusion did not 
occur at this relatively high head differential. While suffusion should be avoided during resin 
impregnation, the aim of this study is to examine potentially suffusive materials and so the prototype 
gap-graded PSD was altered to increase the D15/d85 ratio, producing the TR30 PSD shown in Figure 
2-7(a). A head differential of 0.5 m was deemed appropriate for resin impregnation, with the option to 
increase this to as high as 1.0 m if wetting rates are slower than estimated.       
2.4.3 Resin impregnation procedure  
The modified triaxial apparatus used to produce resin impregnated samples is shown in Figure 2-23(a) 
and represented schematically in Figure 2-23(b). Prior to constructing the samples, filter paper was 
glued to the base pedestal and top cap as shown in Figure 2-24, to cover any holes and prevent loss of 
particles from the sample. A silicone release agent was then applied to the base pedestal and top cap 
to prevent adhesion of resin to these brass components. 38 mm diameter samples were prepared by 
dry deposition and densified to loose, medium or dense states, exactly as described for ‘tap tests’ in 
Section 2.3.4. To prevent deformation of the sample during impregnation, an effective stress of 30kPa 
was applied as follows: the top cap was placed on the sample, the inflow tube was temporarily 
blocked and an air suction was applied to the top cap using a Venturi system, increasing the suction 
from 0 to 30 kPa gradually over 60 seconds. The triaxial cell was assembled and the cell air pressure 
of 30 kPa was applied while simultaneously reducing the air suction on the top cap to 0 kPa. To check 
for any air leaks into the sample, the inflow tube was unblocked and connected via a long silicon tube 
to a beaker of water. The long silicon tube was required to ensure that, if water was drawn into the 
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tube by suction, the silicon tube could be disconnected before any water reached the nylon tube which 
would later come into contact with resin. If cell air was leaking into the sample through the 
membrane, bubbles would be observed in the beaker of water, in which case the test would be aborted 
and a new sample prepared. If no bubbles were observed the silicon tube was removed and the sample 
was deemed ready for resin impregnation. 
The two-part epoxy resin was mixed in accordance with the manufacturers specifications to produce a 
total of 40 g of mixed resin, taking care not to entrain any air when stirring to mix the two 
components. The container of mixed resin was held at an elevation approximately 0.5m above the 
base of the sample and the inflow tube placed into the resin container. A suction of approximately 1 
kPa was applied to the top cap to initiate the flow of resin. The permeation of resin through the 
sample was monitored and the suction was increased or decreased to maintain a rise in the resin level 
of approximately 3-5 minutes per centimetre in well graded materials and 6-8 minutes per centimetre 
in gap-graded materials. When the resin level reached 5 mm below the top cap the suction was 
stopped and the outflow tube was disconnected from the Venturi system and inserted into a disposable 
plastic container. Resin continued to flow into the sample, due to the elevation difference between the 
resin container and the outflow tube, until the resin container was emptied. 
Resin impregnated samples were allowed to cure for 18-24 hours before the cell pressure was 
removed and the triaxial cell was dismantled. After removing the resin-impregnated sample, the 
apparatus was prepared for the next test by drilling out the brass pedestal and top cap to remove cured 
resin and any inflow or outflow tubes which had come into contact with resin were discarded and 
replaced.                             
Small samples are required for micro-CT scanning, to achieve adequate resolution for grain-scale 
analysis (Cnudde and Boone, 2013); based on the PSDs and scanning equipment used in this study, 
samples with maximum dimension < 10 mm were required. Micro-CT scans of whole samples 
(shown in Figure 2-20) indicated a zone of higher density material extending approximately 1-2 cm 
below the top cap and either zones of lower density or evidence of segregation within 1 cm of the 
base. Based on these observations, sub-samples were produced as shown in Figure 2-25: a section was 
cut from the top of the sample with a tile-cutting saw; a 9 mm internal diameter, diamond tipped 
coring bit was used to core 5 cm into the centre of the sample; finally the base was cut to release the 9 
mm core. A summary of all the samples and sub-samples produced for micro-CT scanning is 
presented in Appendix B.       
2.4.4 Impregnation quality 
Fonseca et al. (2014) performed micro-CT scans on central 9 mm diameter cores from a 38 mm 
diameter sample of gap-graded sand which had been resin impregnated using a 50 kPa pressure 
differential (applied by suction at the top cap). As part of the current study a 12 mm diameter sub-
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sample was cut from the annulus of the same resin impregnated sample and scanned to produce the 
images shown in Figure 2-26, which were also discussed by Taylor et al. (2014). The grey-scale in 
these images represents x-ray attenuation and hence the black regions represent air, having a lower 
density and hence lower attenuation than resin or particles. The images indicate that voids within 
approximately 6 mm (half of the sub-sample diameter) from the edge of the 38 mm samples have not 
been fully impregnated by the resin. Similar qualitative assessments were performed on all micro-CT 
images of samples impregnated in the current study and representative images are presented in Figure 
2-27. Resin flowed into the samples through a single port in the brass pedestal, which was offset by 
approximately 3mm from the centre and the image in Figure 2-27(a) shows relatively poor resin 
impregnation (i.e. large air pockets) at the edge furthest from the resin inlet port, in particular near the 
base of the sample. Generally the region with the least air pockets was in the centre of the sample, 
however some air was present in all scans of central sub-samples. In well graded materials, such as 
the Cu3 sand shown in Figure 2-27(b) some small air bubbles could be observed, which were most 
likely due to the entrainment of air when the two-part epoxy resin was mixed. In the gap-graded 
materials some larger air pockets were observed, most clearly in the UF18 sample shown in Figure 
2-27(c). The small voids between fine particles were generally well impregnated and the air pockets 
tended to form in larger voids between coarse particles. This phenomenon may be the result of a 
‘shadow’ effect, where resin fails to reach a void immediately above a zone of reduced hydraulic 
conductivity produced by finer particles. Air pockets only pose a problem if they allow particles to 
move after resin impregnation and, on this basis, the impregnation of all samples was deemed to be 
acceptable.                
2.5 Filter testing 
Filter tests were performed to provide data on the size and volume of fine particles which can pass 
through filters with varying thickness (i.e. passing varying number of constrictions), while preventing 
self-filtration by the fine material (discussed in more detail below). As part of this study a set of 
apparatus was developed which, while following the basic principles of an existing method (Soria et 
al., 1993), addressed a number of practical issues. Following the development of the apparatus, a 
validation study and the performance of a small number of tests by the author of this study, the 
majority of the raw data was collected by Mr Rodrigo Nogues-Herrero as part of an MSc Dissertation 
(Nogues-Herrero, 2015) under supervision by the author. All data analysis to produce the result 
presented here was performed by the author of the current study. 
2.5.1 Background 
Terzaghi’s filter criterion was developed and validated using laboratory filter tests where water was 
passed through adjacent layers of base and filter soils (Terzaghi, 1922), similar to that shown in 
Figure 2-2(a). Subsequent studies used similar test set-ups, with layered base and filter soils, to 
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validate Terzaghi’s criterion for different materials (Bertram, 1940; Sherard et al., 1984) and all 
studies found the criterion to be valid, but slightly conservative. Kenney et al. (1985) performed tests 
with the apparatus shown in Figure 2-28(a), in which any base particles which passed through the 
filter were collected and measured. The tests were used to determine the ‘controlling constriction 
size’, 𝐷𝑐
∗, of sand filters and the results indicated that 𝐷𝑐
∗  ≤  𝐷15 5⁄ , which corroborates the 
suggestion that Teraghi’s criterion is conservative. A variation of this test set-up is the ‘no erosion’ 
apparatus, described by Vaughan and Bridle (2004), based on the apparatus and methodology 
developed by Sherard and Dunnigan (1989) as shown in Figure 2-28(b). The test uses a layered set-
up, similar to Terzaghi’s filter tests, but a hole is formed through the base material to represent a leak, 
then high water pressures are applied to determine whether the leak will close or open further due to 
mass loss through the filter. This type of test is used by dam engineers in the ‘critical filter’ design 
method (Sherard and Dunnigan, 1989; USDA Soil Conservation service, 1986) where a range of 
possible filter materials are tested for a given core material and filters are deemed to be acceptable if 
the water flowing out of the filter is clear (Vaughan and Bridle, 2004).  
As discussed in Section 2.2, Terzaghi’s filter criterion implicitly assumes that only the larger portion 
of the base material (particles >𝑑85) will be retained by the filter and that the base material will then 
self-filter to retain finer material. It is also implicitly assumed that there will be some movement of 
base particles through the filter before they encounter the smallest constrictions (formed by particles 
<𝐷15). Kenney et al. (1985) used analytical models and laboratory tests to show that the controlling 
constriction size is encountered after approximately 10 ‘layers’ (i.e. passing 10 constrictions). Soria et 
al. (1993) introduced an alternative method of filter testing, shown schematically in Figure 2-28(c), 
with the aim of measuring the constriction size distribution (CSD) experimentally. There are two key 
differences from the filter tests described above: firstly, only a small mass of base material is passed 
through the filter in suspension, so that self-filtration by base particles is unlikely to occur; and 
secondly the filter layer is very thin (3.3 to 14.5 mm, or 4 to 17 times the mean filter particle 
diameter) so that the larger constrictions in the filter material are more relevant than in standard tests 
with filters hundreds of millimetres in thickness, where the base particles will all encounter the 
smaller constrictions. The constriction size distribution is determined by analysing the PSDs of base 
particles which pass varying thicknesses of filter. The probability that a particle will pass through a 
filter is given by: 
(1 − 𝑃𝑆
′) =  𝑃𝑛           (Equation 2-5) 
where 𝑃𝑆
′ is the probability that a filter of thickness ST retains the particle, P is the probability that the 
particle fits through a single constriction and n is the number of constrictions encountered over the 
distance ST. Silveira (1993) assumed that the number of constrictions passed could be estimated by the 
total thickness, S, divided by the mean spacing between constrictions, s, and hence Equation 2-5 can 
be rewritten as follows (Silveira, 1993): 
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log𝑃 = log(1 −  𝑃𝑆
′) . (𝑠 𝑆𝑇⁄ )   (Equation 2-6) 
The PSDs of the base material passing through different filters are analysed as shown in Figure 2-29. 
𝑃𝑆
′ is selected somewhat arbitrarily (Silveira (1993) recommended a value “quite near 100%” and 
Soria et al. (1993) used 98%) and a corresponding diameter, d, is read off the graph. In Figure 2-29 
d98 represents the diameters for which there is a 98% probability of being retained by a filter with 
given thickness.  ST  is known for each test and a value for s is assumed for the filter material, so a 
single value of P can be calculated using Equation 2-6 and represents the probability that a particle of 
diameter d will fit through a single constriction, i.e. the percentage of constrictions larger than d. 
Combining the results for filters of varying thickness produces a constriction size distribution (CSD), 
as shown by the coloured circles and black line in Figure 2-29. 
A major limitation of this method is that the spacing between constrictions, s, is not known and must 
be assumed (Silveira, 1993; Soria et al., 1993). Based on simple analytical models with uniform 
particles in a regular arrangement (as shown in Figure 2-30) the constriction spacing can be assumed 
to be equal to the spacing between layers of soil particles, hence Soria et al. (1993) proposed s values 
equal to the ‘average’ particle diameter and considered the median (D50), the geometric mean and also 
the weighted mean of diameters and percent passing. Subsequent analytical studies suggested that the 
constriction spacing can be more accurately estimated as D50 from a PSD plotted by particle surface 
area (Indraratna et al., 2007) rather than the PSD plotted by mass. Sjah and Vincens (2013) produced 
DEM models with spherical particles found that none of the estimates for s proposed by Indraratna et 
al. (2007) Locke et al. (2001) or Soria et al. (1993) give a good approximation of the mean spacing 
between constrictions. Wu et al. (2012) performed additional filter tests on glass beads, rounded sands 
and angular sands and, based on comparison with DEM models (the results of which were later 
published in Sjah and Vincens, (2013)) proposed the following formulae for s, which produced good 
agreement between CSDs from laboratory filter tests and DEM simulations: 
𝑠max𝑠𝑝ℎ𝑒𝑟𝑒𝑠 ≈ 0.5 𝐷50 𝑆          (Equation 2-7) 
𝑠 =  √
𝑒
𝑒max 𝑠𝑝ℎ𝑒𝑟𝑒𝑠
3   . 𝑠max 𝑠𝑝ℎ𝑒𝑟𝑒𝑠     (Equation 2-8) 
where 𝐷50 𝑆 is the 𝐷50 value from the PSD by surface area and 𝑒max 𝑠𝑝ℎ𝑒𝑟𝑒𝑠  is the maximum void 
ratio estimated for spherical particles (e.g. estimated based on coefficient of uniformity as described 
in Kovács (1981)). Wu et al., (2012) also noted differences in the shape of the CSD for spherical and 
angular particles with angular sands tending to form more small constrictions, which were attributed 
to plane-to-plane contacts and the polyhedral shape of particles.   
Soria et al. (1993) and Wu et al. (2012) provided guidance on the PSD of the filter and base materials 
for use in filter tests. The filter material should have a non-uniform PSD and a maximum particle size 
smaller than half of the minimum filter thickness (Soria et al., 1993). The base material should contain 
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no particles smaller than 0.037mm to prevent “non-geometrical effects” (Soria et al., 1993), i.e. 
agglomeration and cohesion, and Wu et al. (2012) recommended a minimum base particle size equal 
to D0 of the filter divided by 6.5, as this represents the smallest likely constriction. The largest base 
particle should correspond to the smallest filter particle (Soria et al., 1993; Wu et al., 2012). In terms 
of the mass of base material, Wu et al. (2012) recommended that the maximum cross sectional area of 
the base particles should cover between 75% and 150% of the surface area of the filter, to minimise 
the potential for self-filtration.      
2.5.2 Modifications to apparatus and procedure  
The apparatus proposed by Soria et al. (1993) and shown schematically in Figure 2-28(c) has two 
practical limitations: (i) Very thin filters must be constructed to an accuracy of approximately +0.1 
mm; and (ii) the filters are constructed from sands with high hydraulic conductivity and hence 
maintaining a head of water above the filter requires very high flow rates. In preliminary experiments 
using apparatus similar to that shown in Figure 2-28(c), with 15 cm internal diameter, the flow rate 
necessary to fill the apparatus produced turbulent flows and severely damaged the filter layer, despite 
the use of a mesh and perforated plate to protect the top of the filter. The perforated plate also retained 
a significant amount of base material.  
The modified apparatus shown in Figure 2-31 was designed with a smaller internal diameter (12 cm, 
tapering to 9.5 cm at the filter) to reduce the flow rate required to maintain 8 cm head above the filter. 
To provide better control of the filter thickness, the filter was constructed within a chamber of known 
thickness using the procedure shown in Figure 2-32(a to e) and described as follows: (a) The cylinder 
was inverted; (b) a nylon mesh was held tightly across the cylinder; a chamber of known thickness 
(3.7, 6.0, 9.0 or 15.7 mm) was connected to the cylinder by screws, holding the nylon mesh taut; the 
filter material was mixed in a large bowl, submerged under water; (c) a support was placed under the 
mesh and the filter material was placed in thin layers and tamped (if dense samples were required) 
until the chamber was filled; (d) a standard sieve was placed over the filter and lateral restraint was 
provided by a flexible rubber tube between the sieve tray and the cylinder; (e) a rigid perforated plate 
was placed over the sieve to provide vertical support; (f) finally the whole apparatus was re-inverted, 
ready for testing.  
Once the filter had been constructed the apparatus was placed over a bucket, with the rubber bung 
removed (see Figure 2-31(b)), then the cylinder was filled. Water was supplied directly from the 
mains water supply tap and the flow was spread evenly around the cylinder, using a flat metal spatula 
(Figure 2-31(c)), to minimise damage to the filter by localised flow or turbulence. Once a stable head 
had been reached at 8 cm above the filter, 6 g of the base material was mixed into suspension in 
approximately 50 cm
3
 of water. The PSD of the base material was in accordance with the 
recommendations of Soria et al., (1993) and Wu et al. (2012), with 𝑑100 of the base material equal to 
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𝐷0 of the filter and 𝑑0 of the base material equal to 0.155 × 𝐷0 of the filter. The rubber bung was 
inserted into the bucket, so that all water and base particles passing through the filter were re tained, 
then the base suspension was poured evenly over the water surface in the cylinder. The water supply 
was stopped and the water and base material were allowed to percolate through the filter until there 
was no significant flow of water into the bucket.   
To obtain dry base material for PSD analysis, the material in the bucket was allowed to settle for at 
least 2 hours, which was significantly longer than the settling time estimated for the finest material (≈ 
10 minutes), then the rubber bung was carefully removed, allowing the majority of the water to be 
removed. The remaining water, containing the base material, was placed in a metal dish of known 
mass and dried overnight in an oven at 105
O
C. The dry base material was then scraped from the dish, 
weighed and placed in a 106 μm sieve, using a soft nylon brush to break up any agglomerations of 
fine particles. Material retained on the 106 μm sieve was analysed using the QicPic apparatus, 
however this apparatus is not suitable for dry material smaller than 106 μm. The dish was re-weighed 
and any change in mass was attributed to very fine particles (<106 μm) which adhered to the dish 
during evaporation. By combining the percentage passing the 106 μm sieve and the detailed PSD of 
the larger material from QicPic, a full PSD was produced for the base material passing the filter. 
Figure 2-33 presents PSDs for a Cu3 sand filter as well as base material passing filters of varying 
thickness and shows a sudden change in gradient in the post-filter PSDs at 106 μm, but this is an 
erroneous result and is due to a discrepancy between the smallest particles observed in the QicPic 
analyses and the stated opening size of 106 μm for the sieve. As these PSD curves may be misleading, 
the PSDs for post-filter base materials are reported here only in terms of the percentage passing the 
106 μm sieve and the 𝑑98 value. The total mass of base material passing each filter was also recorded.         
Nogues-Herrero (2015) made additional modifications to the testing apparatus as shown in Figure 
2-34. The tapered cylinder was replaced with a straight cylinder due to concerns that some base 
material may be retained on the tapered section and a purpose-built flow distributor was developed to 
further reduce the risk of damage to the filter on first filling of the cylinder. All other test procedures 
were as described above.                                        
2.5.3 Validation 
To validate the modified apparatus and procedure, tests were performed on filter and base materials 
similar to those tested by Soria et al. (1993). The materials were matched in terms of PSDs, with a 𝐶𝑢 
value of 2.4 for the filter, but there was also a good match in terms of particle shape characteristics, as 
Soria et al. (1993) reported sphericity values for the filter and base materials, estimated by visual 
inspection (as described by Krumbein and Sloss (1964)), which were similar to the values for 
Leighton Buzzard Sand and Fuse Sand as shown in Figure 2-10(a) as well as roundness values which 
were similar based on visual inspection. The results of the validation tests are presented in Figure 2-35 
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and it should be noted that the filter thicknesses used in the validation were not identical to those used 
by Soria et al. (1993), however the results generally agree well for similar filter thicknesses and the 
apparatus was deemed acceptable based on this validation.       
2.5.4 Results 
Results of all filter tests are presented in Table 2-4 and selected results are shown in Figure 2-36 and 
Figure 2-37. Referring to Figure 2-36(a), within the range of thicknesses tested, an increase in filter 
thickness causes a reduction in the total mass of base material passing the filter. The three blue lines 
represent Cu3 sand and it is clear that more material passed the loose sand filter than the dense. The 
Cu3 Glass Beads filter produced results approximately between the loose and dense sand filters, 
which corresponds to the void ratio of the glass beads lying between the loose and dense sands 
however, unlike the sand filters, the mass passing did not reduce significantly for thicker filters with 
glass beads. This difference is attributed to the influence of particle shape on constriction sizes and 
will be discussed in more detail in Chapter 5. There is a reduction in mass passing from Cu3 sand to 
Cu2 sand (solid blue line to red line) and a further reduction can be seen for Cu1.5 (orange line), 
which corresponds to a decrease in the D15/d85 value from 1.9 to 1.8 to 1.5 for Cu3, Cu2 and Cu1.5 
respectively. It should be noted that the D15/d85 values of all materials tested were less than 4 and 
hence the filters should retain all base material if the filter were sufficiently thick and the base 
material were allowed to self-filter. 
Figure 2-36(b) presents the percentage of mass passing the filter which also passed a 106 μm sieve, 
with a high value indicating that only very fine material passed through the filter and a low value 
indicating that significant numbers of large particles passed through the filter. For all the Cu3 
materials an increase in filter thickness resulted in increase in the proportion of fine (<106 μm) 
material, i.e. less large particles passed through the filter. A greater proportion of large particles 
passed the loose Cu3 sand, while the results for the dense sand and glass beads were similar. The 
results for Cu2 and Cu1.5 filters show a reduction in percentage passing 106 μm for the thickest 
filters, which is illogical and may be due to errors in the testing such as a failure to break up 
aggregations of fine material on the 106 μm sieve, resulting in an overestimation of the mass of large 
particles. When comparing the results it should be noted that the size of the base materials used was 
linked to the D0 of the filter (which varied from Cu3 to Cu2, but was the same for Cu2 and Cu1.5) and 
hence 106 μm corresponds to a different position on the base PSDs. Likewise in Figure 2-36(c) the 
result for the D98 of the passing material with Cu2 and Cu1.5 filters are offset from the Cu3 results due 
to a difference in base PSDs. The results in Figure 2-36(c) show a general trend of reducing D98 with 
increasing thicker filters, indicating that less large particles pass through thicker filters. However the 
plots for any individual material are highly unstable and hence the method proposed by Soria et al. 
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(1993), which estimates the constriction size distribution based on D98 for varying filter thicknesses, 
will produce results which are difficult to interpret and may be unreliable.      
Terzaghi’s filter rule uses D15 as a characteristic size to represent the filter and the dense Cu3 sand, 
BL15 sand and BL50 sands all possess the same D15 value and have approximately similar void ratios. 
Figure 2-37 presents results for these materials in terms of mass passing, percentage passing the 106 
μm sieve and the D98 of the passing material and it is clear that the BL15 and BL50 filters produced 
very similar results in terms of all three measures. The Cu3 filters produced similar results to BL15 
and BL50 in terms of mass passing, but indicated a higher proportion of large particles passing the 
filters for low filter thicknesses. The difference between the Cu3 and the BL15 and BL50 PSDs is a 
significant increase in the maximum particle size, which provides the possibility for the formation of 
larger constrictions. The implications of these results in terms of constriction sizes are discussed in 
more detail in Chapter 5. 
                                  
2.6 Constant head permeameter testing 
Constant head permeameter tests were performed to determine hydraulic conductivity values for 
comparison with constriction sizes and filtration properties. Tests were performed on sands covering 
the majority of the PSDs discussed in Section 2.3.1, at loose, medium and dense states. As with the 
filter tests discussed in Section 2.5, the apparatus and methodology were checked and a small number 
of tests were performed by the author of this study, then the majority of the raw data was collected by 
a student, Mr Quanwei Dai, as part of an MSc Dissertation (Dai, 2014) under supervision by the 
author. Additional tests were performed by the author of the current study using glass beads with 
varying PSD and density.    
2.6.1 Background 
Darcy (1856) measured the volume flow rate and head differential across sand beds of varying 
thickness and developed the classic equation for hydraulic conductivity (often referred to as 
permeability in geotechnical engineering): 
𝑘 =  
𝑄
𝑖 .  𝐴
        (Equation 2-9) 
where k  is the hydraulic conductivity, Q is the volume flow rate of fluid, i is the hydraulic gradient 
(head differential per unit length, ∆H ∆L⁄ ) and A is the cross sectional area perpendicular to flow. 
Darcy’s law has subsequently been evaluated in laboratory testing and found to be valid where flow 
rates are sufficiently low to ensure laminar flow (Head, 2011; Mitchell and Soga, 2005).  
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Hydraulic conductivity is an important parameter in geotechnical engineering as it governs seepage 
and transport phenomena, as well as the rate of consolidation settlement and modes of shearing 
(drained or undrained). The standard method for laboratory determination of hydraulic conductivity in 
sands and gravels is the constant head permeameter test, while for finer materials falling head 
permeameter or in-situ tests are preferable (Head, 2011; Tavenas and Leroueil, 1987). The constant 
head permeameter test is described in most soil mechanics textbooks (e.g. Atkinson, 2007; Lambe and 
Whitman, 1969; Mitchell and Soga, 2005; Terzaghi et al., 1996) and engineering standards (ASTM, 
2006c; British Standards Institute, 1990) and can be performed for flow in the horizontal, upward or 
downward directions, as shown schematically in Figure 2-38. While the downward flow test is more 
commonly presented as a method for determining hydraulic conductivity (e.g. ASTM, 2006; 
Atkinson, 2007; Lambe and Whitman, 1969; Terzaghi et al., 1996), the upward flow test has the 
added advantage of enabling measurement of the critical hydraulic gradient, ic, as described by 
Terzaghi (1939) and presented in Terzaghi et al. (1996) in the following form: 
𝑖𝑐 =  
𝛾′
𝛾𝑤
           (Equation 2-10) 
where ϒ’ is the buoyant unit weight of the soil and ϒw is the unit weight of water. In the upward flow 
test, the input head is held constant for several minutes during the measurement of flow rate but is 
raised incrementally to obtain flow rates (and hence hydraulic conductivity using Equation 2-9) at 
increasing hydraulic gradients, where the hydraulic gradient is measured between manometers 
connected to the soil at different heights (as shown in Figure 2-38(c)). The input head is increased 
until the critical hydraulic gradient is observed, either as a sudden increase in calculated hydraulic 
conductivity or by the visual observation of particle movement, localised piping or global boiling of 
the material (Head, 2011). In the current study all permeameter tests were performed with upward 
flow.  
Head (2011) outlines a detailed methodology for the constant head test and provides a summary of 
specifications based on BS1377 (British Standards Institute, 1990) and ASTM D2434 (ASTM, 
2006c). The apparatus should have an internal diameter at least 8 to 12 times the maximum particles 
size and standard apparatus diameters are 75 mm for sands finer than 2.0 mm and 114 mm for coarse 
sands and gravels up to 9.5 mm. For fine sands the water used in the test should be fully de-aired by 
vacuum, boiling or sand filtration to prevent air bubbles becoming trapped in the sand and reducing 
hydraulic conductivity. For higher hydraulic conductivity materials allowing the water to stand in a 
header tank for at least one hour is deemed to provide sufficient de-airing. 
The constant head permeameter test remains the standard test for hydraulic conductivity in sands and 
gravels and has been used in recent studies, including the evaluation of analytical hydraulic 
conductivity predictions (Chapuis et al., 2015) and examining the effect of void constrictions on 
hydraulic conductivity (Indraratna et al., 2012). Constant head permeameters, with upward flow, have 
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been used to study suffusive materials (Crawford-Flett, 2014; Ke and Takahashi, 2012; Moffat and 
Fannin, 2011; Skempton and Brogan, 1994) and identified critical hydraulic gradients significantly 
lower than that suggested by Equation 2-10 due to lower effective stresses on fine particles (discussed 
in more detail in Chapter 4). A significant advancement to the constant head permeameter test is the 
use of flexible walled permeameters within a triaxial loading cell (Bandini and Sathiskumar, 2009; 
Chang and Zhang, 2013; Slangen, 2015) which allow hydraulic conductivity (or suffusion) to be 
examined under controlled stress states.      
2.6.2 Apparatus and procedure  
All permeameter testing was performed using a standard 75 mm diameter, constant head permeameter 
with upward flow, as shown in Figure 2-39(a) and represented schematically in Figure 2-39(b), which 
was in accordance with the recommendations by Head (2011) and ASTM D2434 (ASTM, 2006c). 
Samples were prepared by dry deposition, as discussed in Sections 2.3.3 and 2.4.3, using 1.2 kg of dry 
material. Void ratio tests were performed by preparing loose samples in the 75 mm permeameter then 
tapping the side of the Perspex cell with a nylon mallet and recording the vertical deformation after 
every 10 taps, similar to the ‘tap tests’ discussed in Section 2.3.4. The results for Cu3 sand are shown 
as grey lines in Figure 2-13(a) and show good agreement with the tap tests performed on 38 mm 
diameter triaxial samples. As a result, permeameter tests were performed at the same density states: 
loose (0 taps), medium (20 taps) and dense (120 taps) for sands, while glass beads were only tested at 
loose and dense states.  
After preparing dry samples to the required density, the samples were wetted from the base by raising 
a reservoir connected to the inflow above the level of the top of the cell. The applied head differential 
was increased incrementally, by raising the inflow reservoir then waiting 60 seconds for the flow to 
stabilise, until localised piping or global boiling of the material was observed indicating that the 
critical hydraulic gradient had been reached. Hydraulic conductivity was calculated at every sub-
critical head differential using Equation 2-9, where the cross sectional area of the sample, A, was 
known, the hydraulic gradient within the sample, i, was measured by the change in head between 
adjacent manometers divided by the vertical spacing between the connections to the sample (50 mm) 
and the volume flow rate, Q, was measured by the time taken for the overflow water to fill a 
graduated cylinder.  
Head (2011) noted the importance of using de-aired water and saturated samples, however preparing 
samples by dry deposition and wetting from the base may produce unsaturated samples. The water 
used in the test was partially de-aired by allowing it to rest overnight in a tank, which Head (2011) 
suggests should be sufficient for high hydraulic conductivity, granular materials. To quantify the 
effect of trapped air on hydraulic conductivity results, an additional test was performed in which a 
sample of loose Cu2 sand was prepared and wetted as discussed above, then the top of the cell was 
56 
 
closed and all inflow and manometer connections were tightly blocked with rubber bungs or nylon 
tubing filled with epoxy resin, as shown in Figure 2-39(c). The top of the cell was then connected to a 
venturi system and a vacuum was applied and increased up to 1 atmosphere (101 kPa) to remove any 
air. The cell was then carefully re-opened and the remainder of the test was performed as standard.             
2.6.3 Results  
Figure 2-40 presents all hydraulic conductivity results from constant head permeameter testing. Tests 
performed by Dai (2014) on sands are presented as two coloured crosses at each void ratio, 
representing the maximum and minimum values from all sub-critical stages of the tests, as well as 
coloured lines representing the average values from all sub-critical stages. All results for sands show a 
clear increase in hydraulic conductivity with void ratio but there is no clear pattern between different 
Cu values, as there was also a variation in D0 between the samples. The results for glass beads are 
shown as light and dark green circles, representing values for all sub-critical stages, and the hydraulic 
conductivities are significantly higher than sands with the same Cu and void ratio. The complex 
relationship between hydraulic conductivity and particle size, PSD, void ratio and particle shape is 
discussed in more detail in Chapter 6. 
The red triangles on Figure 2-40 represent the test on Cu2 sand after de-airing by suction. A test was 
performed on exactly the same batch of Cu2 sand but without de-airing and produced the results 
shown by the red circles. The de-aired results are consistent with the trend of results for Cu2 sand 
tests by Dai (2014) and also the additional test without de-airing, suggesting that any air present in the 
sample due to the wetting process does not have significant impact on the measured hydraulic 
conductivity.            
2.7 Summary 
Based on previous laboratory studies of suffusion, a range of materials were selected with varying 
particle shapes and particle size distributions (PSDs). The PSDs were divided into two distinct 
categories: gap-graded PSDs, containing mixtures of coarse and fine particles with varying fines 
contents; and well graded PSDs, with a continuous distribution of particle sizes (i.e. fine, intermediate 
and coarse sizes) but with varying PSD shapes including log-linear, bi-linear and non-linear 
distributions.  
38 mm diameter, dry specimens of the different materials were prepared in a triaxial apparatus and 
were densified to different void ratios. The method of densification was assessed in detail to 
determine the range of achievable void ratios, to confirm repeatability and to quantify the amount of 
segregation occurring. The dry samples were impregnated slowly with epoxy resin (to avoid 
suffusion) and, once the resin had cured, the samples were either scanned whole at a low resolution, 
57 
 
or 9 mm cores were drilled from the centre of the samples for higher resolution scanning. Micro-CT 
scanning of the samples and subsequent image analysis will be discussed in detail in Chapter 3. 
Other laboratory tests were performed on the same materials, to provide data for comparison with 
image-based analyses in later chapters. A variation on an existing filter test apparatus (Soria et al., 
1993) was developed and calibrated, before performing a small number of filter tests. Additional test 
results were produced with this apparatus by an MSc student and the results were summarised here. 
The filter test results will be compared against image-based measurements of void constrictions in 
Chapter 5.  
Constant head permeameter tests were performed, using a standard test set-up. Again, the apparatus 
was checked and a small number of tests were performed as part of this study, then additional test 
results were produced by an MSc student. The permeameter results were summarised here and will be  
used to validate computational fluid dynamics (CFD) simulations on micro-CT images in Chapter 6.           
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TABLES 
Table 2-1: Performance of various suffusion criteria for glacial tills (Ronnqvist, 2015) 
 
Table 2-2: Void ratio results from tap tests 
Material PSD 
Mean void ratio from tap tests  
Loose (0 taps) Medium (20 taps) Dense (120 taps) 
Sand Cu1.5 0.71 0.62 0.55 
Sand Cu2 0.64 0.58 0.51 
Sand Cu3 0.63 0.54 0.46 
Sand Cu4 0.65 0.50 0.42 
Sand BL15 0.70 0.61 0.56 
Sand BL50 0.66 0.56 0.51 
Sand Cc0.8 0.68 0.55 0.48 
Sand Cc1.5 0.72 0.56 0.48 
Sand UF18 0.58 0.51 0.43 
Sand TR30 0.59 0.44 0.36 
Sand OF45 0.51 0.42 0.37 
Glass 
Beads Cu1.5 0.65 - 0.59 
Glass 
Beads Cu2 0.60 - 0.52 
Glass 
Beads Cu3 0.52 0.48 0.45 
  
Criterion % of unstable gradations 
identified as unstable 
% of gradations identified as 
unstable where suffusion 
occurred 
Kenney and Lau (1985) 78 54 
Li and Fannin (2008) adaptation 72 68 
Burenkova (1993) 67 55 
Wan and Fell (2004) adaptation 39 70 
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Table 2-3: Results of triaxial suffusion tests on sands 
*L = Loose (0 taps), M = Medium (20 taps), D = Dense (120 taps) 
  
PSD Density* ∆𝑯 (m) Wetting 
time 
(min) 
Approx 
resin time 
(hours) 
B  Flow 
rate 
(m3/s) 
Approx 
wetting 
time (min) 
Approx 
resin time 
(hours) 
Cu1.5 L 0.1 1.5 2.5 - - - - 
Cu1.5 M 0.1 1.2 2.0 0.2 - - - 
Cu1.5 D 0.1 3.8 6.3 0.2 - - - 
Cu1.5 L 0.5 - - - 3.2E-06 0.3 0.5 
Cu1.5 M 0.5 - - - 2.8E-06 0.4 0.6 
Cu1.5 D 0.5 - - - 2.7E-06 0.4 0.6 
Gap L 0.1 6.9 11.5 0.2 - - - 
Gap M 0.1 6.5 10.8 0.2 - - - 
Gap D 0.3 2.3 3.8 - - - - 
Gap L 1 - - - 3.0E-06 0.4 0.7 
Gap M 1 - - - 3.6E-06 0.4 0.6 
Gap D 1 - - - 3.5E-06 0.4 0.6 
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Table 2-4: Results for all laboratory filter tests 
Tested 
by 
Material PSD Density 
state 
D15/
d85 
e* Filter ST 
(mm) 
mass 
passing 
(%) 
passing 
106micron 
(%) 
D98 passing 
(mm) 
Taylor Sand Cu2.4 dense 3.5 - 3.7 29 77 0.19 
- 3.7 28 78 0.19 
- 9 9 93 0.18 
- 9 7 90 0.18 
- 15.7 6 97 0.16 
- 15.7 8 96 0.16 
Taylor Sand Cu3 dense 1.9 0.45 3.7 27 86 0.26 
0.47 9 6 89 0.24 
0.45 15.7 4 94 0.2 
Nogues-
Herrero 
Sand Cu3 loose 1.9 0.66 3.7 47 78 0.26 
0.7 6 26 88 0.26 
0.7 9 29 85 0.24 
0.74 15.7 9 93 0.1 
0.74 19.9 8 93 0.23 
Nogues-
Herrero 
Sand Cu3 dense 1.9 0.49 3.7 24 89 0.25 
0.52 6 11 94 0.25 
0.52 9 14 93 0.25 
0.46 15.7 6 95 0.19 
0.46 19.9 7 97 0.15 
Nogues-
Herrero 
Sand Cu1.5 loose 1.5 0.73 3.7 11 88 0.34 
0.73 6 6 92 0.37 
0.71 9 4 94 0.34 
0.71 15.7 3 92 0.33 
0.71 19.9 3 90 0.28 
Nogues-
Herrero 
Sand Cu1.5 dense 1.5 0.6 3.7 8 80 0.38 
0.6 6 5 94 0.36 
0.6 9 5 93 0.32 
0.55 15.7 3 88 0.36 
0.55 19.9 2 87 0.35 
Nogues-
Herrero 
Sand Cu2 loose 1.8 0.63 3.7 12 81 0.39 
0.63 6 7 90 0.33 
0.63 9 8 91 0.33 
0.63 15.7 6 86 0.35 
0.63 19.9 6 94 0.19 
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Tested 
by 
Material PSD Density 
state 
D15/
d85 
e* Filter ST 
(mm) 
mass 
passing 
(%) 
passing 
106micron 
(%) 
D98 passing 
(mm) 
Nogues-
Herrero 
Sand Cu2 dense 1.8 0.53 3.7 13 80 0.38 
0.53 6 9 91 0.3 
0.53 9 9 92 0.32 
0.53 15.7 4 90 0.3 
0.53 19.9 3 90 0.3 
Nogues-
Herrero 
Glass 
beads 
Cu3 loose 1.9 0.58 3.7 36 85 0.25 
0.58 6 20 93 0.24 
0.58 9 27 91 0.23 
0.58 15.7 16 96 0.18 
0.58 19.9 10 96 0.18 
Nogues-
Herrero 
Glass 
beads 
Cu3 dense 1.9 0.53 3.7 21 92 0.25 
0.53 6 12 94 0.23 
0.53 9 15 95 0.19 
0.53 15.7 18 94 0.2 
0.53 19.9 9 97 0.15 
Nogues-
Herrero 
Sand BL15 dense 2.0 0.55 3.7 14 94 0.19 
0.55 6 9 95 0.18 
0.55 9 9 97 0.15 
0.55 15.7 5 94 0.16 
0.55 19.9 5 93 0.17 
Nogues-
Herrero 
Sand BL50 dense 2.0 0.56 3.7 8 96 0.17 
0.56 6 10 94 0.17 
0.56 9 8 94 0.17 
0.56 15.7 4 92 0.2 
0.56 19.9 5 95 0.16 
*Void ratios were calculated for batches of material which were used in multiple filter tests. Values in 
black are as reported by Nogues-Herrero (2015), values in red are from the same batch and are 
assumed to be equal.    
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FIGURES 
 
Figure 2-1: Schematic PSDs, showing: a) Terzaghi’s filter rule and the Kézdi (1979) criterion for a 
gap-graded materials, b) the Kenney and Lau (1985) criterion for a broadly graded material. 
 
Figure 2-2: Schematic seepage apparatus, a) Filter test with separate filter and base layers (after 
Sherard et al. (1984)), b) Downward flow suffusion test (after Kenney and Lau (1985)) 
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Figure 2-3: Dense and loose idealised configurations for uniform spherical particles 
 
Figure 2-4: Kenney and Lau (1985) criterion for internal instability  
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Figure 2-5: Schematic of sequential filling test (after Salehi Sadaghiani et al. (2012)) 
 
Figure 2-6: Burenkova (1993) criterion, a) schematic PSD showing characteristic diameters, b) zones 
of stable and unstable materials. 
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Figure 2-7: PSDs of all materials studied, a) Gap-graded, b) Well graded, log linear, b) Well graded 
bi-linear, c) Well graded 𝐶𝑐  ≠ 1.  
 
Figure 2-8: QicPic particle analyser, a) Schematic of scanning process, b) Definitions of 2D particle 
size and shape characteristics.  
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Figure 2-9: Supplier specified PSDs and Feret-min diameters from QicPic, a) All sands, b) All glass 
beads 
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Figure 2-10: Shape characteristics from QicPic, a) All sands, b) All glass beads 
 
Figure 2-11: Wet and dry sample preparation techniques (from Ishihara, 1993, pg 410, reproduced 
with permission from ICE Publishing) 
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Figure 2-12: Schematic of void ratio ‘tap test’ apparatus, a) Forming sample by dry deposition, b) 
Tapping and measurement of vertical deformation  
 
Figure 2-13: Tap test results and 𝑒𝑚𝑎𝑥 , 𝑒𝑚𝑖𝑛 values, a) Sand Cu3, b) Glass beads Cu3 
 
Figure 2-14: Photographs showing modified vibrating table method to determine 𝑒𝑚𝑖𝑛 for Cu3 sand 
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Figure 2-15: Segregation testing, after Kenney and Westland (1993), a) Schematic of laboratory test, 
b) Characteristic diameters to determine Relative Segregation Index 
 
Figure 2-16: Upward movement of coarse particle, horizontal vibration (after Blekhman et al. (2014)) 
 
 
Figure 2-17: PSDs from the top and bottom of 38 mm diameter samples after 0, 20 and 120 taps, a) 
Prototype gap-graded Sand, b) Cu4 Sand 
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Figure 2-18: Relative Segregation Indices for prototype gap-graded and Cu4 sands  
 
Figure 2-19: Visualisation of density variations, a) 3D image from micro-CT scan, b) Horizontal 2D 
slice showing 4 areas to calculate mean attenuation, c) 3D visualisation of mean attenuation values  
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Figure 2-20: Density variations for whole samples of: Cu3 Sand a) Loose, b) Medium, c) Dense; d) 
TR30 Sand, Dense; and Cu1.5 Sand e) Medium, f) Dense  
 
Figure 2-21: Top cap set-up to permit suffusion, a) Photograph of top of sample, b) Photograph of 
completed top cap set-up, c) Schematic  
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Figure 2-22: Photograph of suffusion test set-up 
 
Figure 2-23: Resin impregnation apparatus, a) Photograph, b) Schematic, c) Photograph of sample 
during test 
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Figure 2-24: Photograph of pedestal and top cap, prepared for resin impregnation 
 
Figure 2-25: Sub-sampling, a) Cut top from resin impregnated, 38 mm ϕ sample, b) Drill central core, 
9 mm internal ϕ, 50 mm length, c) Cut base to release central sub-sample 
 
Figure 2-26: Horizontal 2D slices from a microCT image showing resin impregnation quality at the 
edge of a 38 mm diameter sample of gap-graded sand (after Taylor et al. (2014)), Top of sub-sample, 
b) 6 mm below top, c) 10 mm below top, d) sub-sample position. 
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Figure 2-27: Vertical 2D slices from microCT images showing resin impregnation quality, a) Whole 
sample of TR30 sand, b) 9 mm sub-sample of Cu3 sand , c) 9 mm sub-sample of UF18 sand, d) Sub-
sample positions 
 
Figure 2-28: Schematics of filter tests, a) 2 layer downward filter test (from Kenney et al., 1985, pg 
35, reproduced with permission from NRC press), b) ‘No-erosion’ filter test (from Sherard and 
Dunnigan, 1989, pg 928, reproduced with permission from ASCE), c) Base suspension method(after 
Soria et al. (1993)) 
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Figure 2-29: Determining CSD from PSDs of base passing filters with varying thickness ST  (after 
Soria et al. (1993)) 
 
Figure 2-30: Idealised configuration of layered, uniform, spherical particles 
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Figure 2-31: Modified filter test apparatus, a) Photograph, b) Schematic, c) Deflecting water flow 
 
 
Figure 2-32: Procedure to construct filter, a) invert cylinder, b) attach mesh and sample chamber of 
known thickness with screws, c) Support mesh and fill sample chamber with soil, d) attach sieve, e) 
attach rigid perforated plate, f) re-invert cylinder and place over bucket  
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Figure 2-33: PSDs for Cu3 sand filter, initial base material and base material after passing filters of 
varying thickness 
 
  
Figure 2-34: Further modifications to filter test apparatus, after Nogues-Herrero (2015) 
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Figure 2-35: Validation results for material as tested by Soria et al. (1993) 
 
Figure 2-36: Properties of base material passing filters of varying thickness and material type, a) Mass 
of base material passing, b) Percentage of passing material <106 μm, c) D98 size of passing material 
 
Figure 2-37: Properties of material passing BL15 and BL50 filters, a) Mass of base material passing, 
b) Percentage of passing material <106 μm, c) D98 size of passing material 
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Figure 2-38: Schematic constant head permeameter tests, a) Horizontal flow (after Head (2011)), b) 
Downward flow (after Terzaghi et al. (1996)), c) Upward flow (after Terzaghi et al. (1996)) 
 
 
Figure 2-39: 75 mm constant head permeameter apparatus, a) Photograph, b) Schematic, c) De-airing 
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Figure 2-40: Hydraulic conductivity results. HT refers to test performed by Howard Taylor (the author 
of the current study), DQ refers to results presented by Quanwei Dai (Dai, 2014)  
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CHAPTER 3: X-RAY MICRO-CT 
3.1 Introduction  
This chapter describes the hardware, software and techniques used to produce the micro-CT images 
used in this study. Several excellent summaries from a geomechanics perspective exist in the 
literature, notably Ketcham and Carlson (2001) and Fonseca (2011) which provide thorough 
descriptions of the underlying physics and historical development of micro-CT imaging, as well as 
Cnudde and Boone (2013) and Viggiani et al. (2015) which provide detailed summaries of the latest 
developments in micro-CT technology as well as the range of applications for geo-materials. Hence 
this chapter includes only a brief overview of micro-CT technology, providing sufficient background 
information to explain the equipment used and the decisions made in this study. Figure 3-1 
summarises the procedure to obtain a segmented micro-CT image, where individual objects (e.g. sand 
particles) are identified. The procedures for scanning, reconstruction and image processing are 
described in detail in this chapter, while further analyses of the results are discussed in Chapters 4, 5 
and 6.          
3.2 Background  
3.2.1 Micro-CT imaging of geo-materials 
Since the development of methods to generate and detect x-rays, attributed to Roentgen in 1895 
(Flower, 2012), 2D x-ray images have been used extensively in diagnostic medicine. These 2D 
images are referred to as ‘radiographs’ and map the attenuation (loss) of x-ray intensity along 
different paths through an object. The attenuation is a function of the thickness, density and chemical 
composition of materials through which the x-rays pass. The main limitation of 2D radiographs is that 
the measurements reflect the total attenuation along a given x-ray path, but it is not possible to 
determine the combination of thickness and material properties which caused this total attenuation.  
In 1917, Radon proposed a mathematical model to reconstruct a map of attenuation at points within an 
object, based on a series of 2D radiographs of the object scanned from different orientations (Radon, 
1986), however it was not until the 1960’s that a reconstruction algorithm was presented by Cormack 
(1963, 1964) with sufficient computational efficiency to reconstruct large, complex images. 
Hounsfield (1973) developed the first complete system of scanning hardware, where the x-ray source 
and detector are rotated around a live patient, combined with reconstruction software to produce 3D 
images of attenuation in a process referred to as ‘Computerised transverse axial scanning 
(tomography)’, now more commonly referred to as ‘Computed Tomography’ or ‘CT’ and for which 
Hounsfield and Cormack shared a Nobel prize in 1979.  
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The true resolution of a CT scan describes the smallest object which can be clearly defined, but it is 
more common to discuss the level of detail in terms of digital resolution, which describes the size of 
an individual pixel in a 2D image, or an individual ‘voxel’ (volume pixel) in a 3D image (NRC and 
IoM, 1996). Henceforth the term ‘resolution’ in this thesis refers to digital resolution and the phrase 
‘higher resolution’ refers to a higher level of detail, i.e. a smaller voxel size. Modern medical CT 
scanners produce resolutions as low as 0.5 mm, which is limited by the scanning hardware but also by 
the safe x-ray energy and exposure time which can be applied to live subjects.  In the 1980’s CT 
scanning began to be used by medical researchers to study bones and other inanimate objects rather 
than live patients, permitting the use of much higher energy levels and longer exposure times (Elliot 
and Dover, 1982) which allowed images to be produced with resolutions as low as a few microns. 
Scans at the micron scale are referred to as ‘micro-CT’ and, aside from the higher resolution, the key 
difference from medical CT scanning is that in micro-CT scanning the x-ray source and detector 
typically remain stationary while the object is rotated or moved. A typical micro-CT scanning set-up 
is shown schematically in Figure 3-2(a) and Figure 3-2(b) shows a photograph inside the Nikon XT-
H-225 scanner at Queen Mary University London, which was used to produce all the images for this 
study.     
As discussed in Chapter 2 (Section 2.4.1), the micro-structure of soils and rocks had been studied 
using serial sectioning and 2D microscopic imaging since the 1930’s. The development of micro-CT 
scanning has provided a non-destructive method to observe the 3D micro-structure of geo-materials 
with particles as small as a few hundred microns (i.e. fine sands or larger) and is particularly suited to 
the study of non-homogenous processes (Viggiani et al., 2015). Early studies were able to observe the 
density variations associated with shear bands (Desrues et al., 1996; Otani et al., 2000) and, with 
improvements in scanning technology, later studies were able to examine individual particles, in terms 
of soil fabric (Fonseca et al., 2012; Oda et al., 2004) and particle interactions during shearing (Andò et 
al., 2012; Fonseca et al., 2013b; Hasan and Alshibli, 2010). Micro-CT scanning has been used 
extensively to examine the porosity and permeability of oil-bearing rocks (Andrew et al., 2015a; Arns 
et al., 2004; Lindquist et al., 2000) as well as a limited number of studies on void geometry in sands 
(Homberg et al., 2012; Smith and Augarde, 2014) including recent publications from the current study 
(Taylor et al., 2015a, 2015b, 2014).     
3.2.2 X-ray generation 
For the purposes of micro-CT scanning, there are two main types of x-ray source. A synchrotron 
particle accelerator can be used to generate x-rays with very high energy levels and high intensity. 
This type of x-ray source is only necessary for particularly challenging samples such as dense 
materials, samples which are deforming and hence require very short scan times, or where there is a 
requirement to quantify the attenuation values within the sample accurately. In the current study the 
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materials have relatively low density, the resin impregnated samples cannot deform and the aim of the 
scanning is to determine particle and void geometry, so the exact attenuation values are not important 
provided there is a clear contrast between particles and voids. As such, a synchrotron x-ray source 
was not required and synchrotron x-rays will not be discussed further here – details of synchrotron x-
ray production can be found in Fonseca, (2011), Ni Bhreasail (2013) or Diamond Light Source (DLS, 
2013).  
All scans in this study used a second type of lower energy x-ray source, commonly referred to as a 
‘laboratory x-ray source’ and shown schematically in Figure 3-3. An electrical current is applied 
between the positive anode and negative cathode within a vacuum tube. A thin filament at the cathode 
is heated, causing the release of electrons, which travel through the vacuum at high velocity and 
impact a metal target on the anode. Electrons impacting the target generate x-rays at the molecular 
scale by the two processes shown in Figure 3-4. Some high velocity electrons will collide with 
electrons from inner orbits (shells) around the target molecule, as shown in Figure 3-4(a), causing 
these electrons to be ejected. To restore the stability of the molecule, an electron from an outer shell 
will be ‘promoted’ to the inner shell resulting in a loss of energy, some of which is emitted in the form 
of x-rays. This process is referred to as characteristic radiation as it produces x-rays with energy levels 
characteristic of the different orbital shells in the target molecule, forming peaks at fixed energy levels 
in Figure 3-4(c). Figure 3-4(b) shows a different mechanism, where the high speed electron does not 
collide with any electrons, but passes close enough to a nucleus to be deflected and slowed by its 
mass. There is a loss of energy as the electron slows and, again, some of this energy is emitted as x-
rays. This process is referred to as Bremsstrahlung radiation (Bremsstrahlung meaning ‘braking’ in 
German) and produces x-rays with a broad spectrum of energy levels, making up approximately 80% 
of the x-rays in the beam (RadiologyMasterclass, 2016). Both the characteristic and Bremsstrahlung 
processes generate large amounts of heat so the target material should have good thermal dissipation 
properties as well as a high atomic mass to increase the electron interaction and so metals such as 
copper or tungsten are typically used (Fonseca, 2011).              
The velocity of the electrons crossing the vacuum governs the range of possible x-ray energies and is 
controlled by the voltage between anode and cathode. Higher energy x-rays possess a higher 
frequency and hence a shorter wavelength than lower energy x-rays. The energy of the x-ray beam is 
typically discussed in terms of voltage or ‘electron voltage’ (eV) where 1 kV (or 1 keV) indicates the 
maximum energy of x-rays produced with a 1 kV voltage between the anode and cathode. Increasing 
the voltage also increases the total ‘number of x-rays’ produced, which is quantified as a number of 
photons (packets of x-rays) and measured as the intensity, I, of the x-ray beam. The number of 
photons produced per second can also be increased by maintaining a constant voltage and increasing 
the current in the circuit, as this controls the number of electrons transmitted through the circuit per 
second. It should be noted that the x-ray beam contains a range of energy levels, i.e. a range of 
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frequencies and hence this type of x-ray beam is referred to as ‘polychromatic’. If the beam were 
filtered so that only a single energy level (frequency) of x-rays was applied to the image this would be 
referred to as a ‘monochromatic’ x-ray beam. The voltage and current used in this study are given in 
Table 3-1 and will be discussed in more detail in Section 3.3.1.      
3.2.3 X-ray attenuation 
As shown in Figure 3-2(a), the image produced during an x-ray scan represents the spatial distribution 
of x-ray intensity after the x-rays have passed through the sample. As they pass through the sample, 
the x-rays are attenuated (lose intensity) due to interaction with matter by the two processes shown 
schematically in Figure 3-5. Photoionisation, or ‘photo-electric absorption’ occurs when a low energy 
x-ray interacts with an inner shell electron (Figure 3-5(a)), causing the electron to be ejected and 
resulting in complete loss of all energy from that x-ray. In Figure 3-5(a) the two green x-ray lines can 
be thought of as 2 photons, which is reduced to only 1 photon after the interaction. It is important to 
note that the direction and energy level of the remaining photon is unchanged. Figure 3-5(b) shows 
the process of Compton scattering, where a high energy x-ray interacts with an outer shell electron 
causing ejection and some loss of x-ray energy. Here the x-ray passes the matter but, as well as losing 
some intensity there is also a change in energy level and direction. This will have a major impact on 
the quality of the resulting image, as the scattered x-rays take random paths through the sample and 
hence introduce random noise in the image (Barrett and Swindell, 1981). A third process known as 
pair production, where x-rays interact with the nucleus to produce positrons and electrons, is 
described in Fonseca (2011) is but is less prevalent and is not discussed further here.   
At energy levels below 100kV photo-electric absorption dominates, while the amount of Compton 
scattering increases at higher energy levels, up to 10 MV (Ketcham and Carlson, 2001). The 
attenuation during Compton scattering is proportional to the atomic number, Z, while photo-electric 
absorption is proportional to 𝑍4 to 𝑍5 (Fonseca, 2011) and hence lower energy x-rays should provide 
a clearer contrast between different materials (Ketcham and Carlson, 2001) and less noise due to 
Compton scattering.  
For a monochromatic x-ray source (constant energy level) and a uniform material, the attenuation can 
be quantified in terms of measured intensity using Beer’s law: 
𝐼 =  𝐼0 𝑒
−𝜇𝑎𝑥                             (Equation 3-1)    
where 𝐼0 and 𝐼 are the initial and measured intensities respectively, 𝜇𝑎 is the linear attenuation 
coefficient and x is the distance travelled along the x-ray path. If the x-ray path travels through 
multiple materials, as shown schematically in Figure 3-6(a), then Equation 3-1 is adapted to sum up 
the attenuation in each material, i, from 1 to N as follows:  
𝐼 =  𝐼0 𝑒
 ∑ (−𝜇𝑎𝑖 𝑥𝑖)
𝑁
𝑖=1         (Equation 3-2) 
85 
 
For a polychromatic x-ray beam, the attenuation will vary along the same path for x-rays with 
different energy levels, e.g. the green and blue lines in Figure 3-6(a), with lower energy x-rays 
attenuating much more rapidly in the same material. Equation 3-2 can be further adapted to produce 
the following complete solution:  
𝐼 =  ∫ 𝐼0(𝐸) 𝑒
 ∑ (−𝜇𝑎𝑖(𝐸) 𝑥𝑖)
𝑁
𝑖=1           (Equation 3-3) 
where the initial intensity and the attenuation coefficients are functions of energy level, E (Ketcham 
and Carlson, 2001). In laboratory micro-CT scanning there is insufficient information to solve 
Equation 3-3 and so image reconstruction is based on Equations 3-2 and measures are taken to 
minimise or correct for errors associated with energy variations (discussed in Section 3.2.5).       
3.2.4 Tomographic imaging 
Figure 3-6(b) shows a 1D profile of intensity, or attenuation, values measured across a detector 
screen, where the attenuation is determined by rearranging Equation 3-2 to consider the measured 
intensity relative to the intensity at the x-ray source: 
ln
𝐼0
𝐼
=  ∫ 𝜇𝑎(𝑥) 𝑑𝑥
 
𝑥        (Equation 3-4) 
The measured values (blue dots) relate to different x-ray paths through the sample (blue lines) for a 
simple case with parallel x-rays. Scanning the same sample at a different orientation produces an 
additional profile of attenuation (red lines and dots) referred to as a ‘view’ and ‘tomography’ refers to 
the process of determining attenuation coefficients at locations within the sample by combining data 
from multiple views. Intersections between the red and blue lines in Figure 3-6(b) represent locations 
where multiple pieces of information are available and, theoretically, scans from many orientations 
could be used to develop a system of simultaneous linear equations with an unknown for each 
intersection point, however the solution would be too computationally expensive to be practical 
(Smith, 2011).  
A simpler method to determine attenuation values at points within the sample is ‘back projection’, 
which is shown schematically in Figure 3-6(c). The measured attenuation values have been projected 
across the sample, producing grey strips with lighter shading corresponding to higher attenuation. The 
projections from the two orientations are superimposed and, even with only two orientations, regions 
of high attenuation are easily identified, however there are two major issues with this reconstruction 
method. Firstly, there are clear ‘streaks’ of lighter shading emanating from the high attenuation zone. 
If a sufficiently large number of scan orientations is used these streaks will no longer be visible, but 
they will combine to generate a blurred zone of gradually reducing attenuation extending radially 
from the high attenuation zone. This second issue of radial blurring can be corrected by filtering the 
attenuation profiles before superimposition, in a process known as ‘filtered back projection’. The filter 
must produce an attenuation profile as shown in Figure 3-7, where peaks in attenuation are 
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accompanied by troughs which negate the radial blurring effect when superimposed. The 
mathematical form of the filter is described in detail by Smith (2011), but is based on the 
mathematical solution proposed by Cormack (1964, 1963), in which a Fourier transform is applied to 
each attenuation profile, these are then superimposed in the frequency domain and the inverse Fourier 
transform of the superimposed image produces the image in the spatial domain. As shown in Figure 
3-7(b), with a sufficiently large number of views the filtered back projection method produces an 
exact solution for the spatial attenuation map. Typically the number of projections (scan orientations) 
should be greater than 𝜋
2
𝑁 where N is the number of pixels across the detector, although in general a 
larger number of projections will improve image quality (Fonseca, 2011). Scanning can be performed 
for projection angles from 0 to 360
o
 or from 0 to 180
o
 and both options should produce identical 
images. In the current study, 1571 projections were used, from 0 to 180
o
, as presented in Table 3-1 
and discussed in Section 3.2.5.          
Filtered back projection uses a series of 1D attenuation profiles to produce a 2D cross section, referred 
to as a ‘slice’, which are shown in the context of a 3D cylindrical sample in Figure 3-8. Each scan 
produces a 2D radiograph (Figure 3-8(b)) for a given orientation angle, θ. To produce a slice across 
the sample at a vertical position, z, a 1D profile is taken across the radiograph (red line) and a series of 
these 1D profiles are collected for each θ position to create a ‘sinogram’, as shown in Figure 3-8(c). 
The complete sinogram provides the input for the filtered back projection to create the 2D slice in 
Figure 3-8(d). 
It should be noted that the simple example in Figure 3-6(b&c) showed parallel x-ray beams, whereas 
laboratory micro-CT systems typically use a cone beam, emanating from a point (technically a ‘spot’ 
with a known size) at the x-ray source. The reconstruction process for a cone beam is essentially 
identical, the only difference being that the measured attenuation values are projected along lines 
which converge at the source, rather than parallel lines and so cone beam reconstruction may 
introduce errors at the vertical top and bottom of the sample, where the x-ray path is at a significant 
angle from the 2D slice being reconstructed (Cnudde and Boone, 2013). A cone beam was used in the 
current study and the issues associated with this are discussed in the following section.   
3.2.5 Image artefacts 
As discussed in the proceeding sections, the x-ray source, interaction between the x-rays and the 
sample and the reconstruction algorithms used can all introduce errors to the resulting image. Many of 
these errors exhibit easily recognisable defects, referred to as ‘artefacts’, which can be limited by 
appropriate hardware selection or mitigated by processing the digital image after the scan.       
It was noted in Section 3.2.3 and Figure 3-6(a) that lower energy x-rays attenuate more rapidly than 
higher energy x-rays. Figure 3-9(a) represents an x-ray beam with a mixture of high and low energy 
x-rays passing through a uniform sample and shows that lower energy x-rays (blue) are fully 
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attenuated after only a short distance through the material, while higher energy x-rays (green) pass 
through the whole sample with little attenuation. This preferential loss of low energy electrons is 
referred to as ‘beam hardening’ as the energy level increases as the beam passes through the sample; 
beam hardening has a major impact on the reconstructed image. Referring to Figure 3-9(a), the 
measured intensities will be very similar for x-rays passing along the two paths, however 𝑥𝑒𝑑𝑔𝑒 ≪
 𝑥𝑐𝑜𝑟𝑒  and so, based on Equation 3-2, the reconstruction will indicate that material at the edge of the 
sample has a higher attenuation coefficient, producing the lighter shaded region in Figure 3-9(b). This 
effect is even more pronounced in samples which are not axisymmetric, e.g. for a uniform sample 
with a rectangular cross section the reconstruction will indicate very high attenuation at the corners, 
but also a difference in attenuation along the short and long axis. Beam hardening can be minimised 
by passing the x-ray beam through a filter between the x-ray source and the sample, typically 
comprising a thin layer of metal such as copper or aluminium which attenuates (filters out) the lower 
energy x-rays before they reach the sample. Alternatively, the image can be processed after scanning 
to correct for beam hardening by reducing the attenuation values towards the edges of the image, 
although the magnitude of the correction is typically determined based on visual observation rather 
than rigorous mathematical approaches and these corrections are not suitable for complex samples 
with several different materials (Cnudde and Boone, 2013). 
Samples containing small regions with significantly higher atomic number, such as metal inclusions 
within soil particles, produce the distinctive ‘star artefacts’ visible in the scan of Cu3 Sand shown in 
Figure 3-10(a), with light streaks emanating from the region of high attenuation. Figure 3-10(b) shows 
the same sample, scanned with a higher number of projections (1571 as opposed to 1000) and 
demonstrates how these artefacts can be minimised by appropriate selection of scanning parameters.  
As well as these obvious artefacts, the main issue for image quality is the ability to resolve individual 
objects clearly. The detector hardware used in micro-CT scanning can be either: a pixelated, flat panel 
x-ray detector; or a screen of scintillating material which produces light where it is impacted by x-
rays, then this pattern of light is captured by a conventional visible light detector such as a charge 
coupled device (CCD, as used in digital cameras) which produces a pixelated digital image. For either 
system, the intensity measured in each pixel represents the total number of x-ray photons impacting 
that pixel over a given exposure time. The interactions between x-rays and matter (as discussed in 
Section 3.2.3) are random processes and so the pattern of x-ray attenuation measured at the detector 
screen will always include some degree of random variation, which is referred to as ‘noise’ in the 
image. Increasing the number of x-ray photons hitting the detector over the exposure time will reduce 
the statistical significance of the random variation, which is typically referred to as the ‘signal to noise 
ratio’ (SNR) where a lower SNR describes a better quality image. The SNR can be improved by 
increasing either the voltage (i.e. the energy level) or the current of the x-ray source to increase the 
initial beam intensity or, alternatively, by increasing the exposure time for the detector. With long 
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exposure times the detector pixels can become saturated (reach a maximum intensity) and so rather 
than just increasing the exposure time, several frames (images) can be obtained consecutively at the 
same orientation and the results averaged. Figure 3-10(a) shows an image with a 1415 ms exposure 
time where 2 frames were averaged and exhibits a significant amount of noise, visible as varying 
lighter and darker pixels within regions of the same material. In Figure 3-10(b) the exposure time 
remained at 1415 ms but 8 frames were averaged, resulting in an image with much more consistent 
attenuation levels (grey shades) within regions of the same material. An exposure time of 1415 ms 
was used for all scans in the current study.            
The number of photons hitting each pixel could be increased by increasing the physical size of the 
pixels, however small pixel sizes are required in order to distinguish small objects in the image. With 
a cone beam, the sample can be moved between the x-ray source and the detector to vary the physical 
size within the sample which is represented by one pixel. In Figure 3-10(b) each pixel represents a 10 
μm square in the sample, so that there are about 30 to 200 pixels across each particle diameter which 
is sufficient to observe the shape of the particles to a high level of detail. However some features 
within the image are much smaller, for example the gap between two particles near a contact may be 
only 10 to 20 μm wide, as shown by the higher magnification image in Figure 3-10(c). Near the 
contact individual pixels contain both particle and void in varying proportions and so their attenuation 
value lies between the two materials. This issue of pixels with intermediate attenuation values extends 
around the perimeter of the particles and is referred to as the ‘partial volume effect’ (Fonseca, 2011) 
or ‘mixels’ (mixed pixels) (Kitamoto and Takagi, 1999).  
Damaged or defective pixels on the detector screen will produce erroneous intensity measurements, 
however it is likely that the error for a particular pixel will be consistent throughout the scanning 
process. As a result, pixel defects appear in the reconstructed image as rings of relatively high or low 
attenuation, as shown in Figure 3-11. These ‘ring artefacts’ can be minimised by calibrating the 
detector before scanning, e.g. by checking detector readings for a scan with no sample or with a solid, 
uniform sample. Ring artefacts can also be identified and corrected during reconstruction, as they 
form vertical lines in the sinogram images (Ketcham and Carlson, 2001). 
As discussed in Section 3.2.4, in a cone beam set-up the x-rays emanate from a small ‘spot’ at the 
source and the spot size governs the smallest pixel size, as no object smaller than this could be 
observed. If the spot size is large or if very small objects are positioned close to the x-ray source, the 
difference in the path travelled between x-rays from different points across the spot can lead to a 
blurring effect around the edges of objects, which is referred to as ‘unsharpness’ or ‘penumbra’ 
(Fonseca, 2011) and which can appear in images to be an extension of the partial volume effect 
around particles.                             
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3.3   Micro-CT scans 
3.3.1 Scanning hardware and parameters  
All the micro-CT images produced in this study were scanned using a Nikon XT-H-225 scanner, 
located in the Centre for Micromorphology at the School of Geography, Queen Mary University of 
London. The selection of suitable scanning parameters was based on the physical principles discussed 
in Section 3.2, the recommendations of previous studies (Fonseca, 2011; Ní Bhreasail, 2013) and trial 
scans on representative samples.  
The Nikon XT-H-225 scanner uses an x-ray source with variable power up to 225 W, which gives an 
upper bound limit for the product of voltage and current which can be applied. However, the system is 
also limited by the heat produced at the target and, depending on the voltage and focussing of the 
beam, this can limit the applied power to values well below 225 W. As discussed in Section 3.2.3, 
attenuation by photo-electric absorption (dominant below 100 kV) produces less noise and a clearer 
contrast between different materials than Compton scattering, which increases from 100 kV to 10 
MV. However higher energy levels produce improved signal to noise ratios and, with the application 
of a filter, a reduction in beam hardening artefacts. A trial scan on a 9 mm diameter sample of Cu3 
sand, with a 1415 millisecond exposure time (averaging 4 frames), 100 kV voltage, a 200 μA current 
and no filter, produced the histogram of pixel intensities shown in Figure 3-12(a). Applying a 1 mm 
thick copper filter reduced the measured intensities to those shown in Figure 3-12(b), with only a 
narrow range of intensity values.      
The scanning set-up included a Perkin Elmer XRD 0820 CN3 flat panel detector, which produces 
intensity readings ranging from 0 to 60,000 (non-dimensional) but achieves the highest accuracy 
within the range 20,000 to 40,000. To better fill this range, the current was increased to 400 μA (the 
maximum allowed by the system) producing the increase in intensity shown in Figure 3-12(c), 
however this still only covers a portion of the optimal range from 20,000 to 40,000. Figure 3-12(d & 
f) show further increases in intensity which were achieved by increasing the voltage to 150 and 200 
kV and adjusting the current to best fill the 20,000 to 40,000 intensity range at each voltage. Based on 
the sample geometry, the intensity histogram should show a sharp peak at the highest intensity, 
representing the air gap at either side of the sample as well as a broad, smooth peak representing the 
varying thickness of the cylindrical specimen. This ideal shape is exhibited more clearly at 150 kV 
(Figure 3-12(d)) than at 200 kV (Figure 3-12(f)) and the 200 kV histogram also showed a number of 
intermediate peaks which fluctuated over time and which may be an indication of noise due to 
Compton scattering. Based on these trial results the combination of a voltage of 150 kV and a current 
of 265 μA was used for all scans, along with other scanning parameters as shown in Table 3-1, but the 
intensity histogram was checked for every sample to ensure an appropriate intensity range.  
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To prevent ring artefacts, pixel measurements were normalised before scanning the sample, a process 
referred to as a ‘shading correction’. The sample was moved out of the field of view (the copper filter 
was left in place) and three intensity levels were applied: full power (150 kV, 265 μA); half power 
(half the voltage); and no power (x-ray source switched off). The shading corrections were averaged 
over 16 frames to minimise noise and any defective pixel measurements were normalised so that all 
pixels recorded intensities of 60,000, 30,000 and 0 respectively for the three power levels.                               
3.3.2 Sample size and resolution 
In order to capture the shape of an object in a voxelised image, the object must have a minimum 
length of approximately 10 voxels (Fonseca, 2011; Ní Bhreasail, 2013). The spot size of the x-ray 
source was 5 μm, which gives the lower bound limit for voxel size. The lowest possible voxel size 
will produce the clearest image, but the voxel size is linked to the dimensions of the sample and 
detector (Cnudde and Boone, 2013) as demonstrated in Figure 3-13(a). The voxel size can be 
estimated using the following simple formula:  
𝑉𝑜𝑥𝑒𝑙 𝑠𝑖𝑧𝑒 [𝜇𝑚
𝑣𝑜𝑥
] =  
𝐿𝑠𝑎𝑚𝑝𝑙𝑒  [𝜇𝑚]
𝑁𝑠𝑐𝑟𝑒𝑒𝑛− 2𝑁𝑔𝑎𝑝
         (Equation 3-5) 
where 𝑁𝑠𝑐𝑟𝑒𝑒𝑛  is the number of pixels in one dimension on the detector screen, 𝐿𝑠𝑎𝑚𝑝𝑙𝑒 is the 
physical length of the sample in that dimension and 𝑁𝑔𝑎𝑝 is the number of voxels across the gap 
between the sides of the sample in the image and the edge of the screen. A compromise must be 
reached between achieving a small voxel size and ensuring a representative sample size, i.e. a 
representative number of particles or constrictions for use in further analyses. 
Gaps are left at the sides of the image to allow for lateral travel of the sample in the image (as seen in 
the sinogram in Figure 3-8(c)), which is due to the centre of the sample not being located at the centre 
of the rotating stage. If the gaps are not sufficiently large and the sample travels beyond the edge of 
the image at some orientations then the total measured attenuation will be reduced for these 
projections, leading to significant errors in the reconstruction. Some lateral travel is inevitable, but 
reducing the extent of the centre offset allows 𝑁𝑔𝑎𝑝 to be reduced and hence reduces the voxel size of 
the image. In this study a customised sample holder was constructed so that 9 mm diameter samples 
could be placed at a minimal offset from the centre of rotation and 𝑁𝑔𝑎𝑝 values were roughly 5 to 
10% of 𝑁𝑠𝑐𝑟𝑒𝑒𝑛 (40 to 120 pixels out of 1024) on either side of the image. This produced voxel sizes 
ranging from 9.5 to 11.5 μm/vox for scans of 9 mm diameter cores, which equates to approximately 
15 voxels across the smallest particle diameters (150 μm) and 200 voxels across the largest particles 
(2 mm), as shown in Figure 3-13(b). For scans of whole, 38 mm diameter, triaxial samples, voxel 
sizes of approximately 70 to 80 μm/vox were achieved, equating to only 2 voxels across the smallest 
particles but 25 to 30 voxels across the largest particle diameters (2 mm). Resolution values for every 
scan are presented in Appendix B, along with the number of whole particles identified in each image.              
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3.3.3 Reconstruction software 
Images were reconstructed using the software CT Pro 3D (NikonMetrology, 2013) which utilises 
filtered back projection, as described in Section 3.2.4 and incorporates several image correction 
algorithms. As discussed in the previous section, if the centre of the sample is not located at the centre 
of the rotating stage the sample will travel laterally in the image. Furthermore, if the centre of the 
rotating stage is not located centrally relative to the x-ray source and detector then the filtered back 
projection will be distorted. While the centre of the rotation stage was professionally calibrated at 
regular intervals (as part of routine maintenance), the reconstruction software performs an additional 
check by iteratively varying the centre of rotation to identify the sharpest possible image, as shown in 
Figure 3-14(a&b). The centre of rotation was found to vary by 1 to 4 voxels (≈10 to 40 μm) and this 
was corrected accordingly for each scan during reconstruction. 
The CT Pro 3D reconstruction software also includes a simple beam hardening correction which 
allows the user to select an appropriate level of correction. Referring back to Figure 3-9(b), beam 
hardening produces increased attenuation towards the edges of the image. The software corrects for 
this by identifying an approximate limit of solid material and applying a reduction in attenuation 
towards the edges of this object. The user then selects from a range of corrections, as shown in Figure 
3-14(c&d) to produce an image where the attenuation values for a given material are approximately 
constant on a profile across the sample (represented by the dashed horizontal lines in the attenuation 
profiles). In these scans the samples were cylindrical and a copper filter was used to remove low 
energy x-rays and hence Figure 3-14(c) shows that there was no significant beam hardening. In this 
case applying a beam hardening correction would over-correct the image, produces a region of lower 
attenuation around the edge of the sample, as shown in Figure 3-14(d). This check was performed for 
each scan but, based on the observed attenuation profiles, no beam hardening corrections were applied 
for any scans. 
The reconstruction process generates quantitative values of linear attenuation coefficient at each voxel 
(with units of mm
-1
, based on Equation 3-4) and if the attenuation value for quartz sand or epoxy resin 
was known then the values could be scaled accordingly. The aim of these scans was to identify solid 
and void geometry and attenuation values were not needed, hence the attenuation values were scaled 
to an arbitrary scale which produced visually clear images and was amenable to further processing. 
An unsigned 16 bit scale was used, containing 216 positive integers from 0 to 65535, where 0 equated 
to a measured attenuation of 0 mm
-1
 and 65535 equated to 0.07 mm
-1
. The same scale was used for all 
scans, but in each case was checked to ensure images were clear and could be processed successfully.              
3.4 Image processing 
The scanning procedure discussed in the previous sections produces 3D images containing x-ray 
attenuation values at each voxel location. Despite careful selection of scanning hardware and 
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reconstruction software, the images still contain artefacts and noise to some degree which must be 
further reduced by the process of ‘filtering’. The images can then be discretised into regions of solids 
(particles) and voids by the process of ‘thresholding’. A wide range of filtering and thresholding 
techniques have been developed to deal with specific materials and objects, e.g. for medical scans 
involving different features of the human body (described in Flower (2012)), observing ice lenses in 
soils (Ní Bhreasail, 2013) and generally applicable statistical methods (summarised in Gonzalez and 
Woods (2008)). Only those methods used in the current study are described in this section.    
3.4.1 Filtering 
As shown in Figure 3-10, noise is present in all images due to the random nature of x-ray interaction 
with matter and the accuracy of the detector system. Noise appears as individual voxels which are 
lighter or darker than the surrounding material. Filtering is a process which assesses the value 
recorded in each voxel and adjusts this value based on a mathematical analysis of the neighbouring 
voxels. In three dimensions there are several alternative definitions of the ‘neighbourhood’ around a 
voxel and the most common definitions are the ‘6-connectivity’ (‘6c’), ’18-connectivity’ (‘18c’) and 
’26-connectivity’ (‘26c’) neighbourhoods described by Toriwaki and Yonekura (2002) and depicted 
in Figure 3-15 (a), (b) and (c) respectively, where the numbers 6, 18 and 26 refer to the number of 
voxels deemed to neighbour the central voxel. In two dimensions, Figure 3-15(a) becomes a 4-
connectivity (4c) neighbourhood and Figure 3-15(c) becomes an 8-connectivity (8c) neighbourhood 
around the central voxel. The size of the neighbourhood can also be increased to extend more than 
one voxel away from the central voxel and this is typically referred to as a ‘+ n’ neighbourhood, so 
the examples in Figure 3-15 would all be referred to as ‘+1’ neighbourhoods. Figure 3-16(a) shows a 
simple example of a dataset similar to a 2D image, where each pixel has been shaded based on its 
value and the blue and orange regions each represent an 8c neighbourhood of size +1 pixel around a 
particular pixel.    
The objectives of image filtering in this study were to reduce noise, i.e. reduce fluctuations in 
attenuation within particles or voids, but also to preserve clear edges between the particle and void 
regions. In cases requiring edge preservation, the simplest and most common filter is the ‘median 
filter’ (Fonseca, 2011; Gonzalez and Woods, 2008), which replaces the value in each voxel with the 
median value from its neighbourhood. Figure 3-16(b) shows the results of applying a median filter to 
all the interior pixels in Figure 3-16(a). Within a material (e.g. the blue neighbourhood) noise is 
removed because locally high or low values will be extreme within the range of values, while the 
median value will be typical of the surrounding material. Edge preservation is ensured because the 
median filter cannot generate values which did not exist in the original image and so there should be 
no blurring between the solid and void attenuations. It should be noted that the median filter will not 
always remove intermediate attenuation values at boundaries (due to partial volume effects or 
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penumbra, discussed in Section 3.2.5) as demonstrated by the orange neighbourhood in Figure 
3-16(a&b), however this intermediate zone will not be extended and may be somewhat reduced by the 
median filter.  
For comparison, Figure 3-16(c) shows the results for all interior pixels in Figure 3-16(a) after 
applying a ‘mean filter’, where each voxel is now assigned the mean of its neighbourhood rather than 
the median (Gonzalez and Woods, 2008) and the results show a blurring of the boundary and the 
creation of new attenuation values which were not measured in the original image. More sophisticated 
alternatives to the mean filter include the Gaussian filter, which fits values to a Gaussian distribution 
of the neighbouring values (Deng and Cahill, 1993) however, despite adaptations to minimise edge 
distortion these filters cannot ensure edge preservation and are only recommended for use with 
images where median filters are ineffective (Fonseca, 2011). 
All images in this study were processed with a 3D median filter (26c, +2 neighbourhood), as 
implemented in the open source image analysis software ImageJ (Rasband, 2012). Part of a 2D slice 
from the Cu3 sand image is shown in Figure 3-17(a) before filtering, along with a histogram of 
attenuation values in Figure 3-17(b). Ideally the histogram should contain two narrow peaks, with the 
lighter peak (higher attenuation) representing particles and the darker peak representing voids, but 
there will inevitably be some intermediate values due to partial volume effects. Figure 3-17(c) shows 
the same image after median filtering and there is a noticeable reduction in the amount of noise within 
the particles and voids. Figure 3-17(d) shows the attenuation histogram after median filtering, 
demonstrating narrower peaks, a reduction in extreme values beyond the peaks and some reduction in 
the frequency of intermediate values.                             
3.4.2 Thresholding 
Visually, particles can be identified in Figure 3-17(c) as regions with lighter grey-scale shading, i.e. 
higher attenuation, and the darker regions represent the void space. By selecting a threshold 
attenuation value, those voxels with higher attenuation can be labelled as particles and those with 
lower attenuation can be labelled as voids, however the histogram of attenuation values in Figure 
3-17(d) contains a continuous range of intermediate values between the two peaks and hence the 
selection of the threshold attenuation value is subjective. Figure 3-18(a&b) shows a sub-set from a 
scan of UF18 sand along with its attenuation histogram, where there is a wide ‘valley’ between the 
lighter (solid) and darker (void) peaks. The blue and red lines in Figure 3-18(b) represent the upper 
and lower bounds of possible thresholds and these thresholds produce Figure 3-18(c) and (d) 
respectively. These black and white images are referred to as ‘binary images’ as they containing voxel 
values of either 0 (void) or 1 (solid). The difference between the two images relates to the partial 
volume and penumbra regions around the perimeter of particles which, in this image, only extends a 
few voxels and hence the large particles appear similar in the two images, however there are 
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significant differences between the finer particles in the two images. At the lower (blue) threshold the 
fine particles become merged together and it becomes difficult to distinguish the limits of individual 
particles, while at the higher (red) threshold the particles are easier to distinguish but some of the 
contacts between particles no longer exist. These differences will have significant impact on 
subsequent measurements, such as particle sizes or the orientation of particle contacts, and so manual 
threshold selection is not recommended. Instead an automated threshold selection should be used, 
which should be consistent between images of different materials, repeatable and in agreement with 
visual observations.  
Prewitt and Mendelsohn (1966) proposed that the threshold value should be selected as the lowest 
point in the valley between the two peaks, which has been implemented in ImageJ as the ‘Minimum’ 
automatic threshold, as shown for Cu3 sand in Figure 3-19(a). This method is simple and logical 
however the threshold selection may be unreliable in images where the valley is wide and flat (as in 
Figure 3-19(a)) or where more than two peaks are present due to noise (Otsu, 1979). Chow and 
Kaneko (1972) suggested a statistical approach, fitting two Gaussian distributions to the two peaks 
and identifying the threshold as the point of overlap between the two Gaussian curves. This method 
was used by (Fonseca, 2011) but may still produce unreliable results due to noise or a wide, flat 
valley. The mostly widely adopted automatic threshold method (Sezgin and Sankur, 2004) is that 
proposed by Otsu (1979), which assesses all possible threshold values and identifies the threshold 
position with the maximum between-class variance. The Otsu method is available as an automatic 
threshold option in ImageJ, as shown in Figure 3-19(b) and provides a consistent, repeatable method 
which agreed well with visual observations in most cases in this study and which was been found to 
be reliable for a range of images by Sezgin and Sankur (2004). Visual observations were made of all 
images during and after thresholding and in a small number of cases an alternative threshold method 
was applied where the Otsu method did not produce a reasonable binary image. Processing parameters 
for all images are summarised in Appendix B and 3D visualisations of the images for all scans are 
presented in Appendix C.                            
3.5 Particle and Void Segmentation 
The binary images produced by thresholding provided the 3D topography of the interconnected void 
space, which was used as an input to Computational Fluid Dynamics simulations (discussed in 
Chapter 6) and the total volume of solid material was used to calculate void ratios for each image, for 
which results are presented in Appendix B. Thresholding represents the first stage of sub-dividing an 
image into smaller units (a process referred to as ‘segmentation’) and for more detailed analyses it 
was necessary to segment the image further to identify individual particles and also to discretise the 
void space into separate regions. As with image processing, a wide range of image segmentation 
methods have been developed to deal with images of particular materials (e.g. anatomical features 
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(Flower, 2012) or metallic coatings (Gillibert et al., 2012)). The watershed segmentation method was 
used in this study as it has been implemented successfully in numerous studies on soil particles (e.g. 
Fonseca, 2011; Ni Bhreasail, 2013) and a limited number of studies on soil voids (e.g. Piller et al., 
2014; Smith and Augarde, 2014) and is applicable for a wide range of objects with irregular 
geometry.                   
3.5.1 Watershed Segmentation 
Watershed segmentation was originally proposed by Beucher and Lantuejoul (1979) to identify 
separate rainfall catchment basins, where the boundary between basins is referred to as the 
‘watershed’ boundary. The original method analysed the valley topography to determine downhill 
gradients and hence to determine the path of water, as indicated by the grey arrows in Figure 3-20(a), 
where all the water falling in one basin will flow towards one local minimum of elevation. Modern 
numerical implementations of the watershed algorithm (e.g. Meyer (1994)) typically identify all local 
minima then ‘flood’ upwards until contact is made with another valley, as shown in Figure 3-20(b). 
Watershed algorithms will identify one basin relating to each local minimum, however this may 
produce misleading results where there are small perturbations within a basin as shown in Figure 
3-20(c), as the basin will be subdivided to reflect the two local minima. Figure 3-20(d) shows how 
this issue can be resolved by use of a merging parameter, which floods the basin by a small amount 
from each local minimum and merges those regions which come into contact to form new local 
minima.               
The examples in Figure 3-20 represent 1D profiles of ground elevation (i.e. elevation = f(x)) and 
provide the horizontal positions of watershed boundaries. The same algorithm is equally applicable to 
2D elevation surfaces (elevation = f(x,y)) to determine 2D outlines of watershed boundaries, however 
identifying watershed boundaries around 3D objects requires a measurement with a higher dimension 
(elevation ≠ f(x,y,z)). Danielsson (1980) proposed a morphological property referred to as the 
‘distance map’ which records the Euclidian distance from all white voxels in a binary image (voxels 
with value ≠ 0) to the nearest black voxel (value = 0). Figure 3-21(a) represents a simple, 2D binary 
image and the distance map values for the solid (white) pixels are presented in Figure 3-21(b). Figure 
3-21(c) and (d) show 2D slices through a 3D image of two overlapping spherical particles and the 
corresponding distance map, computed using the ‘distxxx’ function in the image analysis software 
Avizo Fire 7.0 (FEI Visualization Sciences Group., 2012). The two lightest grey points in Figure 
3-21(d) are the local maxima of the distance map and represent the points furthest from the edges of 
the particles. The watershed algorithm starts at these local maxima and floods outwards in three 
dimensions.  
The watershed algorithm was applied to the distance map using the ‘fast-watershed’ function in Avizo 
Fire 7.0. Overlapping spheres, similar to those shown in Figure 3-21(c), are depicted as a solid 3D 
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volume in Figure 3-22(a) and are shown partially transparent in Figure 3-22(b) to observe the 
watershed boundary, which appears to correctly capture the contact between the two overlapping 
particles. The user-defined inputs to the watershed algorithm are the merging parameter (which was 
zero in this case, as the local maxima were well defined) and the neighbourhood connectivity, as 
exemplified in Figure 3-15, which was set to 26c in this case.                                      
3.5.2 Parametric Sensitivity 
Even for this simple case of overlapping spheres, it was found that the voxelised surface representing 
the watershed boundary varied significantly for different neighbourhood connectivity, for different 
voxel resolutions and also for different spatial orientations. Hence a simple parametric study was 
performed to determine the sensitivity of the method. 
Figure 3-22(c) presents the watershed boundary (26c, no merging) after rotating the overlapping 
spheres by 45
o
 in the horizontal plane and the inset detail clearly shows the stepped nature of the 
voxelised watershed boundary. The total number of voxels making up the boundary in Figure 3-22(c) 
was approximately double that in Figure 3-22(b) and hence the number of voxels cannot be used as a 
measure of area for the watershed boundary. Figure 3-22(d) shows a further rotation of 45
o
 vertically 
downwards, resulting in a watershed boundary with a similar number of voxels to Figure 3-22(c) but 
the inset detail in Figure 3-22(d) shows significant and irregular distortions which create a voxelised 
surface approximately 4 voxel lengths thick perpendicular to the plane of the boundary (shown in red 
in Figure 3-22(d). Based on these results, any features of watershed boundaries smaller than 
approximately 4 voxels were deemed to be a product of voxelisation and should not be interpreted as 
features of the particle or void geometry.  
Watershed boundaries were identified for the sphere positions shown in Figure 3-22(d) with varying 
neighbourhood connectivity and also varying the image resolution, in terms of the number of voxels 
across the sphere diameter. Figure 3-23 shows 2D projections perpendicular to the plane of the sphere 
overlap (i.e. the plane which the watershed boundary should occupy). To quantify the error associated 
with gaps in the watershed boundary any overlapping boundary voxels were removed (by rounding 
the coordinates on the projection plane to integer values) and the remaining number of voxels was 
compared against the theoretical area of the sphere overlap. The gaps in the watershed boundary with 
6c connectivity were equivalent to 56% of the area at low resolution, improving slightly to 44% at 
high resolution, while the 26c connectivity produced gaps of only 8% at low resolution and 3% at 
high resolution. The position and quality of the watershed boundaries were found to be approximately 
similar using the ‘fast-watershed’ function in Avizo Fire 7.0 and also the ‘watershed’ function in 
MATLAB 2013a (The MathWorks Inc., 2013), using the algorithm by Meyer (1994)) however the 
MATLAB function also produced watershed boundary voxels extending around the full perimeter of 
the particles, which were not required here, while Avizo Fire provided easier implementation of the 
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merging parameter. Based on this assessment, all watershed segmentation in this study was performed 
with the ‘fast-watershed’ function in Avizo Fire, using 26c connectivity.                       
3.5.3 Particle Segmentation  
Watershed segmentation was performed on the solid phase of all images to identify individual 
particles. For the solid phase, the watershed boundaries represent the contacts between adjacent 
particles and deleting the contacts form the image produces gaps between the particles, allowing them 
to be labelled as separate objects using the ‘label’ function in Avizo Fire. For each image the merging 
parameter was varied and a large number of 2D slices were inspected visually to determine the 
optimal result.  
Figure 3-24 shows typical examples of a 2D slice from an image of Cu3 Sand at different merging 
values, where different colours represent separate particles identified by the watershed algorithm. 
Figure 3-24(a) represents no merging and clearly demonstrates ‘over-segmentation’, where large 
particles with concave surfaces have been incorrectly divided into multiple objects. Increasing the 
merging parameter to 3 (Figure 3-24(b)) appears to result in correct segmentation of the individual 
particles, as the separate regions of large particles have become merged together. A very high merging 
parameter (Figure 3-24(c)) produces ‘under-segmentation’, where neighbouring particles are 
incorrectly merged together. It should be noted that 2D slices of highly irregular 3D objects can be 
misleading and the visual assessment of the merging parameter (or any other variable) must consider a 
large number of consecutive slices rather than just a single slice.  
Based on visual inspection of a large number of images, the optimal merging parameter was typically 
found to be approximately 10% of the length of the smallest meaningful object (Taylor et al., 2015a), 
e.g. if the smallest sand particle has a diameter of 30 voxels then an initial merging parameter of 3 is 
recommended, however visual inspection is still required to assess the quality of the segmentation. 
The merging parameters applied for all images in this study are summarised in Appendix B.  
 Physical defects in particles, or defects created during micro-CT imaging can result in segmentation 
errors, as exemplified by the large cavity within a particle in Figure 3-24(d), which has resulted in 
over-segmentation. Here the merging parameter of 3 correctly segments the majority of particles and 
changing the merging parameter to fix this defective particle would create far more errors. If the 
number of erroneous particles is small, segmentation errors can be corrected manually; in this case the 
simplest solution is to manually reinstate some or all of the contact voxels between the green and 
yellow objects so that they are not labelled as separate objects by the ‘label’ function.  
In images with a broad range of particle sizes it may be impossible to select a merging parameter 
which correctly segments both the coarse and fine particles. In Figure 3-25(a) an image of a gap 
graded sand has been segmented with a high merging parameter, resulting in extensive under-
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segmentation (merging) of the fine particles. However, reducing the merging parameter to correctly 
segment the fine particles causes over-segmentation of the coarse particles, as shown in Figure 
3-25(b). In either case the number of incorrectly segmented particles was large (>>100) making 
manual correction impractical and so a two-stage segmentation method was developed as part of this 
study and presented in Taylor et al. (2014). Firstly the image is segmented using a low merging 
parameter (≈10% of the fine particle diameter), which will result in over-segmentation of the coarse 
particles, however in gap-graded materials it was found that the maximum dimensions of the split 
coarse particles were still larger than the fine particles. Hence, the maximum dimensions of all 
segmented objects were measured and the fine particles were distinguished from the split coarse 
particles. The fine particles (shown in orange in Figure 3-25(c)) were then deleted from the image, 
leaving the split coarse particles. Contact voxels between the split coarse particles were then 
reinstated to re-recreate the whole coarse particles, as shown in blue in Figure 3-25(c). Finally the 
watershed segmentation was performed on the whole coarse particles, using a much higher merging 
parameter.  
The two-stage segmentation method significantly reduces the number of segmentation errors, but two 
main sources of errors still occur. The fine particles are made up of a relatively small number of 
voxels and hence their contacts, especially between a fine and a coarse particle, can be poorly defined. 
While the initial merging parameters were very low, in all images there were a small number of fine 
particles which could not be segmented and remained attached to coarse particles, as highlighted in 
red in Figure 3-25(c). Based on manual counting for the TR30 sand images, these errors occurred for 
<0.5% of all fine particles and are not deemed to adversely affect any statistics. The second possible 
error is that initial segmentation may split a coarse particle into sub-regions which are small enough to 
be classified as fine particles. The number of occurrences was very low and hence this error was 
corrected manually during visual inspections. A major limitation of this two-stage segmentation is 
that it requires a clear distinction between the fine and coarse particles, hence it is only applicable to 
gap-graded materials. For ‘broadly graded’ materials containing large proportions of fine, coarse and 
intermediate sized material (i.e. the Cu4, Cc0.8 and Cc1.5 PSDs) a similar process was applied, but 
three stages were required rather than two, however the process was less effective and a significant 
amount of manual correction was required to produce satisfactory segmentation.                                             
3.5.4 Void Segmentation  
The void space was segmented into individual void regions using the watershed algorithm as 
discussed for particles in the previous section, however it is important to recognise major conceptual 
differences between the solid and void phases. Figure 3-26(a) represents a conceptual model of soil 
particles (grey areas) enclosing a continuous void space (white area). The particles represent separate 
physical objects and it is easy to visualise the separate particles in this conceptual model. Figure 
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3-26(b) is an attempt to visualise the 3D geometry of the void space if the particles are removed and, 
although the void space is continuous, the convex nature of the particles creates ‘constrictions’ 
(narrow regions) in the void space which form natural boundaries between the larger regions of the 
void space. On this basis, the void space in Figure 3-26(b) can be interpreted as two separate void 
regions, separated by planar boundaries, however it is essential to acknowledge that this interpretation 
is subjective. Various methods exist in the literature to identify the largest and narrowest points in the 
void space (e.g. triangulation based methods for use with discrete element models, DEM, (O’Sullivan 
et al., 2014; Reboul et al., 2010) and image based methods (Dong and Blunt, 2009; Homberg et al., 
2012)). Results for the same images analysed using different methods (described in Chapter 5) 
demonstrated that watershed segmentation of the void space produced similar quantitative results to 
all other methods, while also providing greatly improved 3D visualisation of 3D void geometry and 
hence watershed segmentation was used in this study.  
A simple validation of the watershed method was performed on the void space between a regular 
packing of 3D ellipsoids, as shown in Figure 3-27. The steps in the segmentation process were exactly 
as for particles in the previous section, namely computation of the distance map, identifying local 
maxima in the distance map, applying a merging parameter, applying the watershed algorithm, 
removing the boundary voxels and finally labelling the separate objects. The individual void regions 
shown in Figure 3-27(c) were logical (it should be noted Avizo Fire only uses 8 colours for labelling, 
hence two adjacent regions may be correctly separated, but may have the same colour e.g. purple) and 
the boundaries between void regions formed planar surfaces at the narrowest points between the 
particles, as expected. 
Figure 3-28 presents a typical example for the watershed segmentation of voids in a micro-CT image, 
showing the binary image (Figure 3-28(a)), the distance map within the void space (Figure 3-28(b)) 
and the resulting void regions (Figure 3-28(c)). As with the particle segmentation visual inspections 
were performed on each image to ensure the merging parameter was selected appropriately, however 
the 3D geometry of the void regions is extremely complex and the definition of ‘correct’ segmentation 
of the void space is subjective. Homberg et al. (2012) identified the centres of voids (the points where 
the void space is widest) and also the constrictions (narrowest points) based on a medial axis analysis 
of the distance map, which is shown schematically in Figure 3-29 and discussed in more detail in 
Chapter 5. If the distance map value at a constriction (orange circle) is similar to that of its closest 
void centre (red circle) then this represents only a slight narrowing near the middle of the void due to 
irregularities in the particle shapes, rather than a much narrower constriction where several particles 
are close together (blue circles). In these cases they proposed to ignore the constriction (orange) and 
hence merge the voids either side of it together. A similar philosophy was applied for visual 
inspection of void segmentation by the watershed method: initially the merging parameter was set at 
the same value used for particle segmentation, but the merging value was reduced if watershed 
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boundaries appeared to be crossing wide void spaces due to particle irregularities. Typically the 
merging parameters applied to the void space were typically 1/2 to 2/3 of the value used for the 
particles in the same image and these values are summarised in Appendix B.             
3.6 Summary 
X-ray micro-CT scanning can provide detailed 3D images at sufficiently high resolution to examine 
objects a few hundred microns in size, e.g. individual particles of fine sand. However it is crucial to 
understand how the choice of micro-CT apparatus and scanning parameters affect the final image. 
Figure 3-1 summarises the key stages in the procedure and this chapter has provided details of how 
the micro-CT hardware and software were selected and applied, to obtain 3D images of the resin 
impregnated samples described in Chapter 2. 
Access to a high energy x-ray source was not available and so the scans in this study were performed 
with a laboratory micro-CT device, using a cone beam and a relatively small detector. These hardware 
constraints governed the selection of sample size (to achieve suitable resolution) and sensitivity 
studies were performed to ascertain the optimal scanning parameters, including voltage, current, 
filters, number of projections and frame averaging. Imaging artefacts such as noise, beam hardening, 
ring artefacts and other distortions were mitigated by a combination of hardware settings (filters, 
frame averaging etc.) and post-scanning corrections applied in the reconstruction software. The 
hardware and software settings used were summarised in Table 3-1.  
Once 3D images had been produced, a range of software packages were used for image processing. 
This included: filtering to reduce noise; thresholding to produce binary images, where each voxel is 
labelled as either solid or void; and watershed segmentation to identify individual particles or voids 
within the images. Again, sensitivity studies were performed to select optimal parameters, i.e. those 
which produced clear images which were representative of the physical specimens. The resulting 
images will provide the inputs for the quantitative analyses discussed in Chapters 4, 5 and 6.           
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TABLES 
Table 3-1: Scanning parameters used for all scans 
Parameter / option Setting 
Voltage 150 kV 
Current 265 μA 
No. of projections 1571 (over 0 to 180
o
) 
Exposure time 1415 ms 
Frame averaging 4 frames 
Filter 1 mm Cu 
Reconstruction:  Beam hardening correction None 
Reconstruction:  min attenuation (= 0) 0.00 mm
-1
 
Reconstruction:  max attenuation (= 65535) 0.07 mm
-1
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FIGURES 
 
Figure 3-1: Flowchart showing the key stages to produce a segmented micro-CT image  
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Figure 3-2: X-ray micro-CT system, a) Schematic, b) Photograph inside Nikon XT-H-225 scanner 
 
 
Figure 3-3: Schematic of laboratory x-ray source (after RadiologyMasterclass (2016)) 
 
 
Figure 3-4: X-ray generation (after RadiologyMasterclass (2016)), a) Characteristic x-ray generation, 
b) Bremsstrahlung x-ray generation, c) Typical x-ray energy spectrum 
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Figure 3-5: X-ray interaction with matter, a) Photoionisation (the photoelectric effect), b) Compton 
scattering 
 
Figure 3-6: X-ray intensity after passing through matter, a) Single x-ray path, varying energy, b) 
Varying paths and scan orientations, c) Back projection of attenuation zones 
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Figure 3-7: Filtered back projection, showing the improvement in image quality with increased 
number of views (from Smith, 2011, reproduced with permission from California Technical 
Publishing) 
 
Figure 3-8: Tomographic reconstruction for Cu3 Sand, a) Schematic 3D geometry, b) 2D Radiograph 
(as seen on detector screen), c) Sinogram on centre slice, d) 2D reconstruction for centre slice   
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Figure 3-9: Schematic of beam hardening in cylindrical sample, a) Attenuation at edge and core of 
sample, b) Resulting attenuation map 
 
Figure 3-10: Effect of frame averaging on noise and artefacts, a) Part of 2D slice from scan of sand at 
10μm/voxel, 1000 projections, averaging 2 frames, b) 1571 orientations, averaging 8 frames, c) Blow-
up showing partial volume effect 
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Figure 3-11: Ring artefacts in micro-CT scan of sand (Fonseca, 2011) 
 
Figure 3-12: Histograms of detector pixel intensity for varying x-ray parameters, a) No filter, b) 1 mm 
copper filter, c) Maximum current, d) Increase voltage, maximum current e) 2D radiograph for 
scanning conditions as in (d), f) Further increased voltage, maximum current.      
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Figure 3-13: Relationship between sample size and resolution, a) Schematic geometry, b) 2D sub-
volume from scan of Cu4 sand at 10μm/voxel, showing size of largest and smallest particles 
 
Figure 3-14: Image corrections during reconstruction, a) Centre of rotation – not sharp, b) Centre of 
rotation - sharp, a) Beam hardening - no correction, b) Beam hardening – correction applied 
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Figure 3-15: Voxel neighbourhoods (after Toriwaki and Yonekura (2002)), a) 6-connectivity, b) 18-
connectivity, c) 26-connectivity 
  
 
Figure 3-16: Data filtering, a) Example 2D matrix shaded by cell values, showing +1 neighbourhoods 
(blue/orange), b) After median filter, c) after mean filter   
 
Figure 3-17: Median filtering, a) 2D sub-volume from scan of Cu3 sand at 10μm/voxel, b) Histogram 
of attenuation values, c) Image after median filter, d) Histogram after median filter  
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Figure 3-18: Manual threshold selection, a) 2D sub-volume from scan of UF18 sand, b) Histogram 
showing range of thresholds, c) Binary image, low threshold, d) Binary image, high threshold. 
 
Figure 3-19: Automated thresholding in ImageJ (Rasband, 2012), a) Minimum, b) Otsu  
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Figure 3-20: 1D Conceptual example of watershed segmentation (after Taylor et al. (2015)), a) Single 
basin, b) Divided basin, c) Merge parameter  
 
 
Figure 3-21: Distance map algorithm in 2D, a) Simple example of binary image, b) Distance map 
values, c) 2D slice through binary image of overlapping spheres, d) Distance map shown as greyscale  
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Figure 3-22: Watershed segmentation of overlapping spheres (after Taylor et al. (2015)), a) Outline of 
spheres, aligned parallel to x axis, b) Transparent view showing watershed boundary, c) Rotated 45
o
 
in horizontal plane, d) Rotated 45
o
 in vertical plane   
 
Figure 3-23: Perpendicular projections of watershed boundaries, (a-c) Low resolution, varying 
connectivity, (d-f) High resolution, varying connectivity.  
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Figure 3-24: 2D slices from Cu3 sand image, coloured by particle ID value, a) No merging, b) Merge 
parameter = 3 voxels, c) Merge parameter = 8 voxels, d) Blow up showing particle with large defect 
 
Figure 3-25: 2-stage segmentation of gap-graded sand, a) 2D slice showing under-segmentation of 
fine particles, b) Over-segmentation of coarse particles, c) 3D image showing separation of fine and 
coarse particles   
114 
 
 
Figure 3-26: Conceptual model of solids and voids, a) Individual particles, b) Individual voids 
 
Figure 3-27: Void segmentation validation, a) Regular packing of ellipsoids, b) Continuous void 
space, c) Individual voids after watershed segmentation.  
 
Figure 3-28:  2D slices showing segmentation of voids in well graded sand (after Taylor et al. (2015)), 
a) Binary image, b) Distance map of void space, c) Individual voids after watershed segmentation.  
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Figure 3-29: Schematic of void merging in the Medial Axis method (after Homberg et al. (2012)) 
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CHAPTER 4: MECHANICAL CRITERION 
4.1 Introduction  
As discussed in Chapter 2, Kenney and Lau (1985) identified three criteria which must be met for 
suffusion to occur, namely that the fines must be loose (the mechanical criterion), the fines must fit 
through the voids between coarse particles (the geometric criterion) and the velocities in the pore fluid 
must be sufficient to transport the fine particle (the hydraulic criterion). This chapter examines the 
mechanical criterion by analysing micro-CT images of sands and glass beads. The physical specimens 
were prepared as described in Chapter 2 and images were generated and processed as described in 
Chapter 3. 
The basis of the mechanical criterion is that, in an internally unstable material, the coarser particles 
form a primary fabric (Kenney and Lau, 1985),  i.e. a structure which extends throughout the material 
and which is capable of transferring the majority of the effective stresses applied to the material. In 
this structure the fine particles play a secondary role, residing within the void space between the 
coarse particles and not experiencing any significant effective stress. Due to the low effective stresses 
on the fines, they are not mechanically constrained and hence can be moved easily by the pore fluid.  
For a primary fabric of coarse particles to form, there must be a significant difference in size between 
the coarse and fine particles. Suffusion criteria based on particle sizes were discussed at length in 
Chapter 2 and here only materials with potentially unstable PSDs (based on the Kézdi (1979) and 
Kenney and Lau (1985) criteria) are considered. The formation of a primary coarse fabric also 
requires the proportion of fine particles to be relatively low, so that the fines do not completely fill the 
voids between coarse particles. In this chapter the proportion the ‘fines content’ (proportion of the 
total mass made up by fine particles) is varied and a range of qualitative and quantitative measures are 
used to determine whether the coarse particles form a primary fabric and also whether the fine 
particles are physically constrained.  
The micro-CT images analysed here represent static particle arrangements, so there is no measure of 
particle movement and there is no measurement of forces or stresses acting on particles. However the 
3D particle geometry provides extensive information on the structures formed at the particle scale. In 
this chapter a background is given by considering previous studies, which include laboratory-scale 
studies on sands which were used to develop conceptual models, as well as grain-scale studies on 
spherical particles. The current study aims to provide a bridge between the two studies, providing 
grain-scale 3D images of real sands to compare against existing conceptual models, while also 
providing quantitative data for real sands to compare against existing data for spherical particles.                             
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4.2 Gap-graded Particle Structures  
4.2.1 Background  
Issues of segregation and erosion associated with gap-graded or ‘bimodal’ materials have long been 
recognised in rockfills (e.g. Marsal (1973)). Vaughan (1994) proposed a simple conceptual model to 
describe rockfill for embankment dams, as shown schematically in Figure 4-1. Where there is 
insufficient fine material to fill the voids between coarser particles (Figure 4-1(a)) the material is 
referred to as ‘underfilled’ and this situation clearly represents the primary coarse fabric discussed by 
Kenney and Lau (1985). Figure 4-1(b) is defined by Vaughan (1994) as ‘filled’ and, although the 
coarse particle arrangement has not changed, the fine particles are unlikely to be loose and may begin 
to transfer significant effective stresses, hence there is no longer a true primary fabric. At very high 
fines contents (i.e. where fines make up the majority of the material) the coarse particles simply 
become inclusions within a matrix of fine particles and, based on Vaughan’s descriptors, this structure 
is commonly referred to as ‘overfilled’ (e.g. Shire and O’Sullivan (2012)) and is represented in Figure 
4-1(c).  
At fines contents between the filled and overfilled cases, the role of the coarse and fine particles in the 
structure is less clearly defined. Several studies have examined the stress-strain behaviour of gap-
graded materials in triaxial laboratory tests and developed additional stages in the conceptual model to 
describe the transitional fines contents. Vallejo (2001) assessed the triaxial shear strengths of gap-
graded glass beads with varying fines contents and noted that the shear strength transitioned gradually 
from the properties of the coarse grains to those of the fine grains. In Figure 4-2(a) the coarse grains 
clearly dominate shearing and in Figure 4-2(d) the fine grains dominate, while Figure 4-2(b&c) 
represent a gradual transition with increasing fines content. Figure 4-2(b) is described as ‘transitional, 
coarse grain supported’ as shearing involves contacts between the coarse grains, while Figure 4-2(c) is 
‘transitional, fine grain supported’ as the coarse-to-coarse contacts play a lesser role in the shear 
behaviour.  
Thevanayagam et al. (2002) also performed triaxial tests on gap-graded materials and considered the 
theoretical transition in void ratio with increasing fines content, but they suggested that, between the 
filled and overfilled fines contents, a range of different structures could occur at a constant fines 
content depending on how the material was placed or compacted. Figure 4-3(a) to (c) show schematic 
representations of structures where the fine particles play different roles, even though they all share 
the same fines content (the same as Figure 4-2(b) and the ‘filled’ situation in Figure 4-1(b)). In Figure 
4-3(b) there are still contacts between coarse particles and they will transfer effective stresses, but the 
fine particles are supporting the coarse particles and the total volume has increased (i.e. there is a 
higher overall void ratio). In Figure 4-3(c) the fine particles are separating the coarse particles and 
there is a further increase in volume and void ratio. Thevanayagam et al. (2002) note that the 
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structures in Figure 4-3(b&c) have increased ‘fragility’ relative to Figure 4-3(a) and may collapse 
during shearing or under dynamic loading, however they also suggest that the stable structure shown 
in Figure 4-3(a) is unlikely to occur in practice.  
The micro-structural models presented by Vallejo (2001) and Thevanayagam et al. (2002) are only 
conceptual and were produced to explain the behaviour observed in the laboratory. Yamamuro and 
Wood (2004) prepared samples of gap-graded sand and non-plastic silt using different sample 
preparation techniques, performed undrained triaxial shear tests and also produced resin impregnated 
specimens for serial sectioning and SEM analysis. Figure 4-4 shows a schematic representation of two 
different contact types which were observed by Yamamuro and Wood (2004) at 20% fines content in 
samples prepared by wet sedimentation (a) and dry deposition (b). An increase in the number of 
Large-Small-Large (L-S-L) contacts in Figure 4-4(b) corresponded to an unstable response during 
monotonic shearing and an increase in potential for liquefaction, as the structures collapsed 
temporarily before reaching peak strength. This instability was not observed in cases where Large-
Large (L-L) contacts dominated (Figure 4-4(a)) and these observed contact structures are consistent 
with the conceptual structures proposed by Thevanayagam et al. (2002) and shown in Figure 4-3(a to 
c).   
As well as the potential for collapse during shearing, Slangen (2015) proposed that the conceptual 
structures shown in Figure 4-3(b&c) could cause the structure to collapse if the fine particles are 
removed by internal erosion due to fluid flows. As noted in Chapter 2, this mechanism is referred to 
as ‘suffosion’, where the removal of fine particles leads to a change in sample volume, as opposed to 
‘suffusion’ where fine particles are removed without affecting the primary fabric of coarse particles 
(Fannin and Slangen, 2014). Suffusion can only occur when fine particles are loose and not 
supporting the coarse particles, hence suffusion could affect some loose particles in transitional 
structures such as Figure 4-2(b) or Figure 4-3(a), but is more likely to be observed in underfilled 
structures (Figure 4-1(a)).                           
4.2.2 Limiting Fines Contents  
The conceptual models discussed in the previous section are a useful tool for understanding the role of 
fines in gap-graded materials, but to make use of these models it is necessary to estimate the fines 
contents at which the behaviour changes. Skempton and Brogan (1994) presented simple analytical 
models for the relationship between fines content and the total sample volume, or the porosity, as 
shown in Figure 4-5(a) and (b) respectively. Referring to Figure 4-5(a), at zero fines content the total 
volume is made up of coarse particles (blue arrow) and voids (red arrow). As the fines content 
increases the volume of coarse particles decreases and, assuming the porosity of the coarse fraction 
remains constant (shown at 40% in Figure 4-5(b)), the void volume and total volume also decrease. 
The volume of fines (green arrow) begins to increase and fill the voids, leading to a reduction in 
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overall porosity in Figure 4-5(b). At some point the fines completely fill the void space, where the 
green line meets the red line in Figure 4-5(a), and this is referred to as the critical fines content, S*. 
Assuming that the porosity of the fine material is higher than that of the coarse material, a further 
increase in fines content leads to a gradual increase in total volume and overall porosity beyond this 
point. Skempton and Brogan (1994) proposed the following formulae to determine S* (adapted from 
an earlier formula by Kenney and Lau (1985)): 
𝑆∗ =  
𝐴
1+𝐴
       (Equation 4-1) 
𝐴 =  
𝑛𝑐 (1−𝑛𝑓)
(1−𝑛𝑐)
      (Equation 4-2) 
where 𝑛𝑓 is the porosity of the fine fraction and 𝑛𝑐 is the porosity of the coarse fraction, which can be 
related to the overall porosity, n and fines content, Sf, as follows (Kovács, 1981):     
𝑛𝑐 = 𝑛 + 𝑆𝑓(1 − 𝑛)     (Equation 4-3) 
Assuming typical porosity values of 35-45% for the coarse particles (𝑛𝑐) and 40-50% for the fine 
particles (𝑛𝑓), Skempton and Brogan (1994) indicated S* values of approximately 24-29% fines 
content. S* represents the upper limit where an underfilled structure (Figure 4-1(a)) can occur. As 
shown by the dashed blue line in Figure 4-5(b), at fines contents above S* there is an increase in 𝑛𝑐. 
Once this value reaches a maximum value (typically 45%, as above) there can no longer be a 
continuous structure of coarse particles and the structure becomes overfilled. Based on a minimum 
overall porosity of approximately 20%, Equation 4-3 indicates an overfilled structure will occur at 
fines contents >35%, which is typically referred to as Smax (e.g. Shire et al. (2014)). Vallejo (2001) 
suggested a similar value of 30% fines as the lower bound for transitional behaviour (i.e. S*) but 
indicated a higher value of 60% for Smax, above which the matrix of fine particles dominate the 
behaviour. Thevanayagam et al. (2002) did not recommend specific values for S* or Smax, but 
suggested that at fines contents below Smax the structure may be any of Figure 4-3(a) to (c), while 
above Smax the structure will be as shown in Figure 4-3(d).     
To confirm the potential for suffusion below S*, Skempton and Brogan (1994) performed upward 
flow permeameter tests (as in Figure 2-12) on sand and gravel mixtures with fines contents of 15%. 
They found that in materials with internally stable PSDs (according to the Kenney and Lau criterion) 
the critical hydraulic gradient, ic, was close to 1, as predicted by Terzaghi (Equation 2-10) and at this 
gradient there was global piping of the sand and gravel mixture. However, in materials with internally 
unstable PSDs, the gravel particles remained stable but the fine sand particles could be seen moving at 
hydraulic gradients as low as 0.2. They associated this lower critical hydraulic gradient with the fact 
that the effective stress on the fine particles was lower and hence they proposed a ‘stress reduction 
factor’, denoted as α in the following formulae: 
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𝑖𝑐 =  𝛼 
𝛾′
𝛾𝑤
              (Equation 4-4) 
𝜎𝑓𝑖𝑛𝑒𝑠
′ =  𝛼 𝛾′𝑧     (Equation 4-5) 
where z is the depth within the soil. Shire (2014) examined the effect of fines content on internal 
stability using a Discrete Element Model (DEM) using random packings of gap-graded spheres. The 
DEM models did not include fluid flows and so suffusion could not be observed directly, but the 
potential for suffusion was assessed based on the mechanical constraint of the fine particles, in terms 
of Skempton and Brogan's  α  parameter. Figure 4-6 shows results for a material with PSD similar to 
Gap-35-Medium but with varying fines content. The DEM results agree well with Skempton and 
Brogan (1994), as low α values indicate loose fines below 24% fines (S*) and high α values above 
35% (Smax) indicate a matrix of fine particles. It should be noted that Shire (2014) calculated α as the 
mean stress in the fine particles divided by the mean stress in all particles, which resulted in some α 
values slightly above 1. These values just indicate that the stresses on the coarse particles were (by 
coincidence) slightly below the overall mean. In the transition zone (24-35% fines) Shire’s results 
show a gradual increase in α with fines content (in agreement with Vallejo (2001)), but also show the 
importance of packing density in this transition zone. This result is visualised in Figure 4-7, where the 
DEM particles have been coloured by their α values. In the loose transitional sample (Figure 4-7(a)) 
the majority of the fines are loose (dark blue), while in the dense sample (Figure 4-7(b)) there are 
zones of loose fines, but many of the fine particles carry equal or higher stresses than the coarse 
particles.                    
Slangen (2015) performed upward flow permeameter tests on a range of gap-graded sands and glass 
beads and the failure modes are summarised in Table 4-1, noting that materials with 𝐷15 𝑑85⁄ > 4 
should be unstable based on the Kézdi (1979) criterion. Results for glass beads showed suffusion at 
low hydraulic gradients (0.2-0.4) in all unstable materials with fines contents <25%. Glass beads tests 
at fines contents 25-35% exhibited suffosion, however the hydraulic gradients required to cause 
suffosion were typically very high (>1). With sub-angular sands, suffusion occurred at low hydraulic 
gradients for all tests with fines contents ≤25%, however at fines contents ≥30% the tests were either 
internally stable (‘NO’ in Table 4-1) or the failure mode was reported as suffusion (i.e. no collapse or 
volume change) with critical hydraulic gradients >1. The samples were prepared by the slurry 
deposition method (Kuerbis and Vaid, 1988) and the preparation method will influence the role of the 
fine particles, but these results suggest that the unstable structures suggested by Thevanayagam et al. 
(2002) are more likely to occur in glass beads (spherical particles) than in sands.            
4.2.3 Materials for micro-CT scanning 
Based on the prior research discussed above, materials were selected in the current study to represent 
the underfilled (fines content 18% < S*), transitional (S* < 30% < Smax) and overfilled (45% > Smax) 
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material types, producing the 3 materials UF18, TR30 and OF45 respectively. UF18 and OF45 were 
prepared at their densest possible states, while TR30 was prepared at both loose (0 taps) and dense 
(120 taps) states, as described in Chapter 2 (Section 2.3.4). The void ratios of the dense and loose 
TR30 samples, measured from the micro-CT images, were almost identical at 0.47 which was closer 
to the laboratory value for the dense material. The most likely explanation is that the ‘loose’ sample 
was accidentally knocked during sample preparation. An additional TR30 sample was prepared at the 
loose state, referred to as ‘TR30-Loose(repeat)’, producing an image with a slightly higher void ratio 
of 0.49.  One further sample, Gap-35-Medium, was prepared using glass beads and had a PSD very 
similar to the ‘4.8GB35’ material tested by Slangen (2015) and the ‘Gap-Med-35’ DEM sample by 
Shire (2014). Image resolutions and porosities for all gap-graded samples are summarised in Table 
4-2.         
Once the physical specimens had been prepared and resin impregnated (as discussed in Chapter 2), 9 
mm diameter cores were micro-CT scanned and individual particles were identified within the images 
using the two-stage watershed segmentation process discussed in Chapter 3. Void ratios were 
calculated for each image as the number of void voxels divided by the number of solid voxels 
(𝑒 =  𝑉𝑣 𝑉𝑠⁄ ) and the individual particles in the images were measured to separately identify coarse 
and fine particles. Determining the full particle size distribution from 3D images is not trivial and will 
be discussed in detail in Chapter 5, but the basic process of measuring individual particles is 
summarised in Figure 4-8. A voxelised sand particle is shown in Figure 4-8(a), with an arbitrary 
orientation relative to the Cartesian (x, y, z) axes. The 3D orientation of the particle was determined 
by principal component analysis of the voxel coordinates, using the ‘princomp’ function in 
MATLAB, which identifies three orthogonal vectors representing the major, intermediate and minor 
directions of the particle (red, purple and blue lines in Figure 4-8(a)). The angular positions of the 
major principle component were determined (as shown schematically by the angles α, β and γ in 
Figure 4-8(b)) and the voxelised particle was rotated so that the principle component directions were 
aligned with the Cartesian axes. In this configuration the maximum, minimum and intermediate 
dimensions of the particle are easily measured by counting the number of voxels in the x, y and z 
directions. Note that these maximum and minimum dimensions are not necessarily equal to the Feret-
max and Feret-min lengths because the Feret dimensions are not required to be orthogonal to each 
other.                    
Because there was an obvious gap between the sizes of fine and coarse particle in all the gap-graded 
PSDs, each particle could be defined as either fine or coarse based on its maximum dimension. 2D 
slices from images of all the gap-graded samples are presented in Figure 4-9, with coarse particles 
coloured blue, fine particles coloured white and incomplete particles at the edges of the image shaded 
grey. These images provide clear, qualitative, evidence of the types of structures formed at different 
fines contents, for example the underfilled and overfilled structures presented conceptually in Figure 
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4-1(a) and (c) can be observed throughout Figure 4-9(a) and (d), while the transitional samples 
(Figure 4-9(b) and (c)) appear to produce more heterogeneous structures. To better understand the 
change in structure with increasing fines content the number and type of inter-particle contacts was 
measured, as described in the following section.             
4.3 Coordination Number 
As noted in Section 4.1, the micro-CT images in this study are static and no particle movements or 
forces can be measured from the images. However the static images can provide qualitative 
information on the types of structures formed in real specimens with irregularly shaped particles. The 
images can also provide quantitative information on the physical confinement of each individual 
particle by measuring the number of inter-particle contacts experienced, which is referred to as the 
particle’s ‘coordination number’. In gap-graded images a distinction can be made between coarse-
coarse particle contacts, which help to identify a primary fabric of coarse particles; and fine-coarse 
particle contacts, which highlight the role of the fine particles.      
4.3.1 Background 
Particle coordination numbers are routinely measured for all particles in Discrete Element Modelling 
(DEM) to classify the role of individual particles, while the mean coordination number for a large 
number of particles can be used as an indicator of material fabric (O’Sullivan, 2011; Thornton, 2015). 
Coordination numbers have also been measured in image-based studies of well graded sands to 
quantify fabric (e.g. (Al-Raoush, 2007; Fonseca, 2011) and in particular to identify in-homogeneities 
such as the evolution of shear bands in sands (Andò et al., 2012; Fonseca et al., 2013b; Muir Wood, 
2007). DEM simulations can be performed in 2D or 3D and both produce meaningful coordination 
numbers however, for images of physical specimens, coordination numbers must be measured from 
3D images as 2D slices can appear to show particles with no contacts (e.g. several blue particles in 
Figure 4-9(a)) but recording a coordination number of zero would be misleading. However relative 
values can be obtained from 2D images, for example Yamamuro and Wood (2004) presented relative 
numbers of Large-Large and Large-Small-Large contacts counted from 2D SEM images.          
Fonseca et al. (2013a) and Hasan and Alshibli (2010) analysed micro-CT images of well graded sands 
and demonstrated a trend between the mean coordination number and void ratio. Fonseca et al. 
(2013b) presented mean coordination numbers and void ratios for both well graded and gap-graded 
materials and, while there was a trend for the well graded materials, there was no clear trend for the 
gap graded materials. They concluded that the mean coordination number for all particles may not be 
a useful indicator of fabric in gap-graded materials. They also noted discrepancies between mean 
coordination numbers from micro-CT images of gap-graded sands and DEM simulations by Shire and 
O’Sullivan (2012).  
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Pinson et al. (1999) prepared laboratory samples of gap-graded ball bearings, flooded the samples 
with shellac (a fluid which stains the surface of the ball bearings) then drained and dried the samples. 
The ball bearings were individually removed and inter-particle contacts were identified by gaps in the 
shellac staining, distinguishing between fine-coarse contacts and fine-fine contacts based on the size 
of the contacts. Their results showed clear trends between these partial coordination numbers and 
fines content (from 28-72% fines), with both the mean fine-fine and mean fine-coarse coordination 
numbers increasing with fines content.  
Shire (2014) performed DEM simulations on gap-graded materials with varying fines contents and 
measured partial coordination numbers based on the number of coarse-coarse contacts for each coarse 
particles and the number of fine-coarse contacts for each fine particle. Figure 4-10 and Figure 4-11 
present results from Shire (2014) for materials similar to those used in this study, showing the 
relationships between mean coarse-coarse and mean fine-coarse coordination number respectively 
against the mean α value in the fine particles. Referring to Figure 4-10, an increase in fines content 
(circles → squares → stars) causes a monotonic reduction in coarse-coarse coordination number and a 
monotonic increase in α. In Figure 4-10, increasing the fines content causes a monotonic increase in α. 
While increasing fines content from <20 to 30% (circles → squares) increases the fine-coarse 
coordination number, a further increase in fines content (squares → stars) causes a reduction in fine-
coarse coordination number. In both Figure 4-10 and Figure 4-11 an increase in sample density (green 
→ blue) causes an increase in coordination number and α. Based on these results, coarse-coarse and 
fine-coarse coordination number were measured in this study, as they both produced clear trends with 
effective stress in the fines, while the fine-coarse coordination number was indicating unusual 
behaviour over the transitional fines contents which required further investigation.     
4.3.2 Coordination Number Measurements  
Inter-particle contacts were identified in the micro-CT images based on the method described by 
Fonseca (2011), which is depicted in Figure 4-12. Figure 4-12(a) shows a sub-volume from the binary 
image of Cu3 sand, where all solid voxels are shaded grey. Performing the watershed segmentation 
produces Figure 4-12(b), where voxels within the two particles are now labelled by their particle 
identification values (red ≡ ID=1, blue ≡ ID=2). As well as the separate particles, the watershed 
segmentation also identifies voxels at the watershed boundary, which are shown in green in Figure 
4-12(b) and which represent the contact between the two particles. 
Each contact was associated with a pair of particles, in terms of the particle ID values from the 
watershed segmentation. This was achieved by analysing voxels at the contact and listing the ID 
values of neighbouring particle voxels. Theoretically every contact voxel could be analysed, but 
almost all the voxels in one contact would return the same pair of particle ID values, hence this is not 
computationally efficient. To minimise the number of voxels analysed, the voxels representing the 
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‘middle’ of the contact were identified by applying a 3D thinning algorithm to the voxelised contact 
(as defined by Lee et al. (1994) and further described in Homann (2007)). Thinning algorithms 
incrementally remove voxels from the edges of a voxelised object until the minimum number of 
voxels is achieved while still maintaining the connectivity of the object (i.e. a voxel will not be 
removed if it would cause an object to split into two or if it would cause any holes through the object 
or hollow cavities within the object to be lost (Lee et al., 1994)). The remaining voxels after thinning 
are referred to as the ‘medial axis’ or the ‘skeleton’ of the original object. In this study the thinning 
algorithm was applied using the ‘Skeletonise 3D’ function in the open-source ImageJ plugin ‘BoneJ’ 
(Doube et al., 2010), which is based on the algorithm by Lee et al. (1994). In Figure 4-12(c) the 
particles have been made transparent to show all the contact voxels (green) as well as the voxels 
representing the skeleton of the contact (red) after thinning.  
Figure 4-13(a) shows a simple 2D example of a voxelised contact. Each contact skeleton voxel is 
analysed by listing all the voxel ID’s within a neighbourhood extending 1 voxel in each direction 
from the skeleton voxel. In the example shown the ID values recorded would be 1, C, C, and 2. Any 
duplicate values are ignored and any values of C (a contact voxel) or SK (a contact skeleton voxel) 
are also ignored, so in this case this contact would be associated with the particles 1 and 2. This 
information is then recorded in an ‘adjacency matrix’, as shown in Figure 4-13(b), where a value of 1 
would be recorded in the two cells corresponding to this particle pair (i.e. row1-column2 and row2-
column1). The coordination number is determined for each particle by summing across each row (or 
down each column).  
As shown schematically in Figure 4-13(c), particles at the edges of the image (e.g. particle 1, in blue) 
are incomplete and hence the total number of contacts cannot be accurately determined. As a result 
the coordination numbers for these edge particles were not considered in further analyses, hence the 
red line through row 1 in Figure 4-13(b). However contacts between these edge particles and interior 
particles must be included in the contact count for interior particles (e.g. particle 2, in green in Figure 
4-13(c)). Once all contacts had been identified, the rows and columns in the adjacency matrix were 
labelled as either fine or coarse particles, coloured red and blue respectively in Figure 4-13(b). The 
coarse-coarse and fine-coarse coordination numbers were then summed up for each particle, as shown 
by the C-C and F-C columns in Figure 4-13(b). 
It is important to note that the number of contacts identified from micro-CT images is sensitive to the 
image processing, in particular the threshold value (discussed in Section 3.4.2). Figure 4-14(a) shows 
a 2D slice from the UF18 image thresholded using the Otsu (1979) method, while Figure 4-14(b) 
shows the same image using a manual threshold at the upper bound of plausible values (i.e. the red 
line in Figure 3.18). Figure 4-14(b) shows significantly less inter-particle contacts than Figure 4-14(a) 
and hence will produce lower coordination numbers. As discussed in Section 3.4.2, the Otsu (1979) 
method was used to determine threshold values as this provides a repeatable method with consistency 
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between different samples. To confirm that the coordination numbers produced after Otsu 
thresholding were reliable, coordination numbers were calculated from a micro-CT image of Cu3 
glass beads, prepared in a dense state with a void ratio value of 0.46 and the image was thresholded 
using Otsu’s method. The results were then compared against coordination numbers from a DEM 
model by Shire (2014) for spherical particles with a Cu value of 3 and with identical void ratio to the 
physical glass beads sample (0.46), noting that the coordination number in DEM is not dependent on 
any image processing parameters. The results are plotted in terms of the coordination number and 
diameter for each particle in Figure 4-15, where the DEM diameters have been scaled linearly to 
match the maximum diameter of 2000μm. The coordination number results are very similar, 
indicating that the Otsu threshold provides meaningful results for coordination number.                               
Coordination number results may also be affected by the watershed merging parameter if several 
particles are merged or if individual particles are split. As discussed in Section 3.5.3, every effort was 
made to ensure correct segmentation of particles, but approximately 0.5% of fine particles suffered 
from segmentation errors, most commonly merging between fine and coarse particles. Fine particles 
becoming merging onto coarse particles will effectively result in an extension of the coarse particles 
and hence could cause a slight increase in both the coarse-coarse and fine-coarse coordination 
numbers measured from the micro-CT images.          
4.3.3 Results: Coarse-Coarse Coordination Number 
Forces or stresses on particles cannot be measured from micro-CT images, however it is possible to 
understand how individual particles are supported based on their coordination number. A minimum 
number of contacts (i.e. supporting forces) is required for a particle to satisfy static stability and if 
there are additional contacts then there is some redundancy in the system (O’Sullivan, 2011). For 2D 
DEM models Maeda (2009) defined coordination numbers greater than 3 as ‘hyper-static’, i.e. 
redundant, and Rothenburg and Kruyt (2004) showed that static stability in 2D requires 4 normal 
contacts or 3 contacts with shear resistance. In 3D the critical number of contacts (with normal and 
shear forces) to ensure static stability is 4 (Thornton, 2015). These considerations are shown 
schematically for spherical particles in Figure 4-16. In both of the configurations in Figure 4-16(a) the 
red particles have 3 contacts and, while the upper configuration might be stable in 2D, in 3D the red 
particle is free to move under an applied force, e.g. gravity or fluid drag forces. This condition is 
described herein as ‘not kinematically constrained’. Figure 4-16(b) shows red particles with 4 contacts 
and in the upper configuration the 4 contacts are sufficient to constrain the red particle, while in the 
lower configuration the red particle is not kinematically constrained, despite having 4 contacts. For a 
random arrangement of the grey particles around the red particle, the lower configuration in Figure 
4-16(b) is far less likely to occur than the upper, but it is still possible. As such, it is deemed in this 
study that a particle with a coordination number of 4 or higher is likely to be kinematically 
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constrained, while particles with coordination numbers lower than 4 are not kinematically 
constrained.  
In the case of gap-graded soils, the coarse-coarse coordination number indicates the stability of the 
coarse particles if the fine particles are ignored. In Figure 4-17 all fine particles and edge particles 
have been removed from the micro-CT images and the coarse particles have been coloured based on 
coarse-coarse coordination number. Red particles have coarse-coarse coordination numbers of 4 or 
greater and hence are likely to be in static equilibrium without any support from fine particles. In 
Figure 4-17(a), at 18% fines content, the red particles form a continuous structure throughout the 
image and hence the coarse particles can form a primary fabric, transferring the majority of effective 
stresses without including the fine particles. In Figure 4-17(b) the fines content has increased to 30% 
and, while there are still some red coarse particles, they do not extend throughout the image. Yellow 
green and blue particles do not have sufficiently high coordination numbers to be stable and hence 
these coarse particles must be partially supported by the fine particles, indicating some effective stress 
in the fines. Figure 4-17(c), at 35% fines, shows fewer red particles than Figure 4-17(c), but it should 
be noted that this change is influenced by both a difference in fines content and also a difference in 
void ratio between the sand and glass beads. At 45% fines, Figure 4-17(d) shows a only a few red 
particles (in the interior of the volume) and hence the coarse particles are almost all supported by a 
matrix of fine particles.       
All four images in Figure 4-17 appear to show the lowest coordination numbers in particles at the 
edges of the image, which may be due to incorrect classification of incomplete coarse particles at the 
edge of the image as fine particles. Even ignoring these external particles, it is interesting to note that 
the transitional structures (Figure 4-17(b&c)) appear much more heterogeneous than the underfilled 
(a) and overfilled (d) structures. This suggests that the role of the fine particles can vary significantly 
not only for different compaction techniques at the same fines content (as discussed in Figure 4-3(a to 
c) and by Thevanayagam et al. (2002)) but also spatially within a material. 
These images provide qualitative evidence, from real physical specimens with irregular partic les, 
which support the underfilled, transitional and overfilled structures assumed in previous conceptual 
models. The effect of fines content on coarse-coarse coordination number is presented quantitatively 
in Figure 4-18, showing the distribution of coordination numbers in terms of relative frequency, i.e. 
the number of coarse particles with a given coordination number as a percentage of the total number 
of coarse particles. The underfilled material (black line) shows a clear peak at a coordination number 
well in excess of 4, indicating not only a primary fabric but significant redundancy in the structure. 
The images TR30-Loose and TR30-Dense, although originally intended to have different densities, 
actually had almost identical void ratios and the results in Figure 4-18 (red solid and red dashed lines) 
show that coordination numbers are very similar for samples with the same fines content and void 
ratio. The plots for these two images show two peaks, one at a coordination number of 4 and another 
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close to 0, which is indicative of the heterogeneous structure observed in Figure 4-17(b), with local 
zones of tightly packed coarse particles and zones where coarse particles are separated by fines. The 
TR30-Loose(repeat) sample with a slightly higher void ratio (0.49 as opposed to 0.47) produced a 
more even distribution (red dotted line in Figure 4-18) with a peak at a coordination number of 2, 
indicating significant separation of the coarse particles by fine particles. The Gap-35-Medium and 
OF45 images produced similar results, with peaks at coordination numbers of 0 to 1, indicating almost 
complete separation of coarse particles.  
The size of the samples used for imaging was limited by the micro-CT scanning apparatus and the 
numbers of coarse particles analysed were relatively low (75 to 203 particles, summarised in Table 
4-2). The close similarity between the quantitative results for TR30-Loose and TR30-Dense (with 
matching fines content and void ratio) suggests that the method is repeatable but also suggests that the 
images were large enough to capture the heterogeneity of the material. The mean coarse-coarse 
coordination values from the gap-graded images are presented as coloured arrows at the base of 
Figure 4-10 and are consistent with the results of DEM analyses by Shire (2014), showing the same 
trend (reduction in coordination number with increasing fines content, for the sand images) and also 
the mean values are similar to the values measured by Shire (2014) for similar fines contents. The 
only notable difference is that the loosest TR30 sample produced a higher mean coordination number 
than the densest, while Shire (2014) indicated the opposite trend with density. This discrepancy may 
be due to the fact that Shire (2014) varied density by altering the inter-particle friction for all particles, 
whereas in this study the density was controlled by tapping the sample more times with a mallet, 
resulting in a more heterogeneous structure. As α could not be measured in the micro-CT images it is 
not clear whether the reduction in coarse-coarse coordination number for the denser TR30 sample 
corresponds to higher or lower effective stresses in the fines.                                 
4.3.4 Results: Fine-Coarse Coordination Number 
The coarse-coarse coordination numbers presented in the previous section demonstrated a primary 
fabric of coarse particles at 18% fines (UF18), suggesting low effective stresses on the fine particles. 
At 45% fines (OF45) the coarse particles were completely separated by fines and hence the fines must 
carry significant effective stresses. Transitional structures formed at 30-35% fines (TR30 and Gap-35-
Medium) and in these images the role of the fine particles was less clear. The impact of the fine 
particles on the coarse particle structure was determined by measuring the fine-coarse coordination 
number for fine particles. 
Figure 4-19 shows the range of likely fine-coarse coordination numbers with schematic examples. In 
Figure 4-19(a) the fine particles are residing within a large void between coarse particles and may be 
either touching one coarse particle (light blue, fine-coarse coordination number = 1) or supported by 
fines (dark blue, coordination number = 0). None of these fine particles are likely to be carrying 
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significant effective stress and hence they are susceptible to suffusion (erosion of fines with no overall 
volume change (Fannin and Slangen, 2014)). Figure 4-19(b) represents two common configurations 
with fine-coarse coordination numbers of 2. In the upper case in Figure 4-19(b) the fine particle is 
likely to transmit effective stress between the coarse particles, however this configuration cannot be 
statically stable without additional support from other fine particles. In this case removal of this fine 
particle, or other fines supporting it, would lead to a local collapse of the coarse structure and hence 
this configuration is susceptible to suffosion (erosion of fines leading to volume change (Fannin and 
Slangen, 2014)) and also unstable behaviour during shearing (as described by Yamamuro and Wood 
(2004)). However the lower case in Figure 4-19(b) demonstrates that, in 3D, fine-coarse coordination 
numbers of 2 can occur in particles which are adjacent to several coarse particles but which are not 
transmitting effective stress between the coarse particles. Similarly Figure 4-19(c) shows that particles 
with a fine-coarse coordination number of 3 may be transmitting effective stress between coarse 
particles with additional support from fines (upper case), but can also occur without significant 
transfer of effective stress (lower case). Hence fine-coarse coordination numbers of 3 also suggest 
potential for suffosion.  
Where there is a large difference in size between the fine and coarse particles, fine-coarse 
coordination numbers greater than 3 are unlikely to occur, for example it would be difficult to add 
another coarse particle to the upper case in Figure 4-19(c) which was in contact with the fine particle, 
especially in the presence of additional fine particles. It is also important to note that, at high fines 
contents, coarse particles can become separated by multiple layers of fine particles, as shown in 
Figure 4-19(d). This will produce fine-coarse coordination numbers of 1 or 0, although it is likely that 
these fine particles are transmitting significant effective stresses, hence a higher fine-coarse 
coordination number is not necessarily an indicator of higher effective stresses in the fine particles.  
Fine-coarse coordination numbers from micro-CT images are presented as 3D images in Figure 4-20, 
where coarse particles are shaded grey and fine particles are coloured by coordination number. The 
results are also presented as relative frequency distributions in Figure 4-21(a) and normalised 
frequency in Figure 4-21(b). Frequencies in Figure 4-21(b) were normalised to account for slight 
differences in image resolution, so that the frequency values reflect the number of fine particles if all 
of the images represented the same physical volume as the UF18 image. The Gap-35-Medium results 
were not included in Figure 4-21(b) because the lower void ratio for spherical particles results in a 
much higher number of fine particles and hence the frequency distribution is not comparable. The 
numbers of fine particles analysed are summarised in Table 4-2 and it should be noted that incomplete 
particles touching the edges of the image were not analysed.    
The qualitative results in Figure 4-20(a) clearly show an underfilled structure, where fine particles 
reside within large voids between coarse particles. The black line in Figure 4-21(a) shows that UF18 
had a higher proportion of fine-coarse coordination numbers of 2 or 3 than the other materials, 
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however Figure 4-20(a) indicates that these yellow and red particles are touching several coarse 
particles but not separating them (i.e. the lower cases in Figure 4-19(b&c)). Furthermore, Figure 
4-21(b) shows that the total number of particles with fine-coarse coordination numbers of 2 and 3 is 
much lower in UF18; the relative frequency was only higher for UF18 because there were much fewer 
fine particles.  
In the transitional materials (Figure 4-20(b & c)) there is a visible increase in the number of yellow 
and red fine particles compared to Figure 4-20(a & d) and many of these fine particles now appear to 
be separating the coarse particles, suggesting significant effective stress in these particles, but also 
indicating the potential for suffosion if these particles were eroded. Based on visual inspection, these 
potentially suffosive particles were more common in the glass beads sample (Figure 4-20(c)) than in 
the transitional sands (e.g. Figure 4-20(b)). This phenomenon may be due to the fact that the contacts 
between spherical particles are much smaller and are open from all sides, whereas the sand particles 
can form larger, flat or interlocked contacts (see the coarse particles in Figure 4-20(a)) into which the 
fine particles cannot easily intrude. This difference would explain the experimental results of Slangen 
(2015) in Table 4-1, which showed suffosion in all glass beads samples at transitional fines contents, 
while suffosion was only observed in one sand sample.      
Figure 4-21(b) shows that there is not a gradual transition between underfilled (black line) and over-
filled (blue line); instead the transitional fines contents (red lines) produce a distinct structure, 
characterised by a higher number of fine-coarse coordination numbers of 2 and 3. It is interesting to 
note that the three red lines are similar in both Figure 4-21(a) and Figure 4-21(b), suggesting that the 
fine-coarse coordination numbers in transitional materials were less dependent on sample density, 
while coarse-coarse coordination numbers were more dependent (as shown in Figure 4-18).     
In Figure 4-20(d) the majority of coarse particles are separated by multiple layers of fine particles, as 
suggested in Figure 4-19(d), producing more light blue and dark blue particles even though the 
effective stresses in the fines are expected to be highest in this material. The blue line in Figure 
4-21(a) shows that OF45 had the lowest proportion of fine-coarse coordination numbers 2 - 3 and the 
highest proportion of 0 values. In fact Figure 4-21(a) shows a gradual reduction in the mean fine-
coarse coordination number with increasing fines content and these values are presented as coloured 
arrows at the base of Figure 4-11. Although the range of mean coordination numbers was quite 
similar, there are two major differences between the micro-CT results and the DEM results by Shire 
(2014): Firstly, UF18 had the highest mean coordination number (black arrow in Figure 4-11), 
whereas the DEM indicated values of almost zero at low fines contents. It should be noted that the 
DEM simulations were performed without gravity and hence it was possible for fine particles to 
‘float’ within large voids. The most likely explanation for the discrepancy is that in the physical 
specimens the fine particles fell to the bottom of the voids, coming into contact with coarse particles 
and hence producing non-zero fine-coarse coordination numbers. The second discrepancy is that 
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densifying the TR30 material produced a slightly lower mean coordination number, while the DEM 
data suggested an increase in coordination number for denser samples. As discussed in Section 4.3.3, 
this discrepancy may relate to the difference between the physical densification by tapping the sample 
with a mallet and the DEM densification by reducing inter-particle friction. Physical densification of 
the TR30 material appeared to produce a more heterogeneous structure with clusters of coarse 
particles and clusters of fine particles, which will result in lower mean fine-coarse coordination 
number than a homogeneous structure where coarse and fine particles interact consistently throughout 
the image. Again, α could not be measured in the micro-CT images so it is not clear whether the 
reduction in fine-coarse coordination number for the denser TR30 sample corresponds to higher or 
lower effective stresses in the fines.               
The number of fine particles used in these analyses ranged from 4406 to 26392, which was 
significantly higher than the number of coarse particles and hence the results are deemed more 
reliable than the coarse-coarse coordination numbers. Furthermore, there was good agreement 
between the three results for TR30, suggesting that the repeatability of the method is acceptable. The 
relative frequency distributions for TR30 and Gap-35-Medium were also consistent with experimental 
results by Pinson et al. (1999) for ball bearings with approximately similar fines content (28%) and 
size ratio between coarse and fine particles (4:1).      
4.4 Summary 
Micro-CT images of gap-graded materials, with varying fines contents, have been used to confirm if 
previous conceptual models are realistic, but also to provide quantitative data for real sand particles 
which was only previously available for spherical particles.  
The qualitative results provide clear evidence to support the underfilled and overfilled structures 
which had been presented conceptually in the literature (Shire et al., 2014; Vaughan, 1994). The fines 
contents of the underfilled and overfilled samples in the current study were in agreement with the 
limiting fines contents suggested by Skempton and Brogan (1994) and Shire (2014), namely <24-29% 
for underfilled and >35% for overfilled. Measurements of the coarse-coarse coordination number 
produced evidence of a ‘primary structure’ in underfilled materials, as proposed conceptually by 
Kenney and Lau (1985), and showed how this primary structure breaks down at higher fines contents. 
The results support the previous suggestion (Shire et al., 2014; Skempton and Brogan, 1994) that 
underfilled structures are susceptible to suffusion.  
At transitional fines contents (between the underfilled and overfilled limits), qualitative images 
showed that fine particles can adopt a range of roles within the structure. The images suggest that not 
only fines content (as suggested by Vallejo (2001)) but also the material density and preparation 
technique affect the interaction between fine and coarse particles, supporting the previous 
experimental observations and conceptual models by Thevanayagam et al. (2002) and Yamamuro and 
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Wood (2004). Coarse-coarse coordination number distributions were found to vary with void ratio, 
however the trends between density and mean coordination numbers (both coarse-coarse and fine-
coarse) did not agree with the trends observed by Shire (2014) for DEM models. This discrepancy is a 
consequence of the method used to densify physical samples, which can result in segregation and a 
heterogeneous micro-structure which does not occur in the DEM simulations. The consequence of this 
result is that for a given fines content, preparation technique and overall void ratio, the role of the fine 
particles in the structure can vary spatially within the material.               
Measurements of fine-coarse coordination numbers showed a monotonic reduction in mean 
coordination number with increasing fines content. However the frequency distributions of fine-
coarse coordination number showed that transitional structures can be defined as a unique structure, as 
opposed to a gradual transition between underfilled to overfilled structures. The transitional structure 
is characterised by an increased number of fine particles with fine-coarse coordination numbers of 2 
or 3, which indicates individual fine particles separating coarse particles. Some of these particles will 
be transferring effective stress, and hence are less susceptible to suffusion, but these particles are not 
statically stable if the surrounding fine particles are eroded and they can lead to suffosion (erosion of 
fines, leading to collapse of the coarse structure). These potentially suffosive particles were observed 
more commonly in glass beads than in sands, which agrees with the experimental results of Slangen 
(2015) which suggested that suffosion was more common in glass beds than sands.               
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TABLES 
Table 4-1: Summary of laboratory test results by Slangen (2015), in flexible walled permeameter 
Designation Material 
𝑫𝟏𝟓
𝒅𝟖𝟓
⁄  
Confining 
pressure 
range (kPa) 
Fines 
content 
(%) 
Failure 
mode* 
Approx. ic 
3.3GB20 Glass beads 3.3 50 20 NO - 
4.8GB20 Glass beads 4.8 50-150 20 SU 0.2 
4.8GB35 Glass beads 4.8 50-150 35 SO 1.5-2.8 
6.0GB20 Glass beads 6.0 50-150 20 SU 0.2-0.4 
6.0GB25 Glass beads 6.0 50-150 25 SO 0.7-1.4 
6.0GB30 Glass beads 6.0 50-150 30 SO 3.4-4.5 
6.0GB35 Glass beads 6.0 50-150 35 SO 1.2-2.7 
5.1BT20 Sand** 5.1 50-150 20 SU 0.3 
5.7BT20 Sand** 5.7 50-150 20 SU 0.2-0.3 
5.7BT35 Sand** 5.7 100 35 NO - 
7.0BT20 Sand** 7.0 50-150 20 SU 0.2-0.3 
7.0BT35 Sand** 7.0 50 35 NO - 
8.6BT20 Sand** 8.6 50 20 SU 0.4 
8.6BT35 Sand** 8.6 50 35 SU 5.3 
10.4BT25 Sand** 10.4 50 25 SU 0.3 
10.4BT30 Sand** 10.4 50 30 SU 2.0 
10.4BT35 Sand** 10.4 50-150 35 SO 0.8-1.1 
  *NO = No internal erosion, SU = Suffusion, SO = Suffosion 
**Sub-angular sand, from WAC Bennett dam Transition (hence designation ‘BT’) 
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Table 4-2: Summary of gap-graded micro-CT images. Note that all materials have the same 𝐷15 𝑑85⁄  
ratio equal to 5.1 
Material Density 
Resolution 
(μm/vox) 
Image 
porosity, 
n 
Fines 
content 
(%) 
nc 
No. 
coarse 
particles 
No.  
fine 
particles 
Mean 
C-C 
coord 
no.* 
Mean 
F-C 
coord 
no.** 
UF18 Dense 10.15 0.36 18 0.47 116 4405 6.58 0.63 
TR30 Dense 10.22 0.32 30 0.52 203 26392 1.88 0.40 
TR30 Loose 10.22 0.32 30 0.52 178 22743 2.41 0.48 
TR30 
Loose 
(repeat) 
9.54 0.33 30 0.53 109 16946 2.50 0.54 
OF45 Dense 10.34 0.31 45 0.62 75 25006 1.63 0.32 
Gap35 
Medium 
Loose 9.54 0.29 35 0.54 185 17958 1.40 0.38 
  *C-C = Coarse-Coarse coordination number  
**F-C = Fine-Coarse coordination number 
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FIGURES 
 
Figure 4-1: Schematic showing conceptual gap-graded structures (after Vaughan (1994)), a) 
Underfilled, b) Filled, c) Overfilled 
 
Figure 4-2: Schematic showing transitional structures with increasing fines content from (a) to (d), 
with descriptors by Vallejo (2001)  
 
Figure 4-3: Schematic showing transitional structures with constant fines content from (a) to (c), with 
descriptors by Thevanayagam et al. (2002). d) Higher fines content 
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Figure 4-4: Inter-particle contact types (after Yamamuro and Wood (2004)) producing a) Stable 
response, b) Unstable response in undrained triaxial shear 
 
Figure 4-5: Effect of fines content (after Skempton & Brogan (1994)) on, a) Volume components, b) 
Porosity 
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Figure 4-6: Relationship between fines content and stress reduction factor (data from Shire (2014)) 
 
Figure 4-7: Discrete Element Models showing stress reduction factor for individual particles (data 
from Shire (2014)), a) Transition (30% fines), loose, b) dense 
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Figure 4-8: Particle rotation to measure principle component dimensions, a) 3D image of a voxelised 
particle, b) Example showing rotation angle 𝛼, 𝛽 𝑎𝑛𝑑 𝛾, c) Particle before and after rotation, d) 
Measurement of maximum, minimum and intermediate dimensions 
 
Figure 4-9: 2D slices from gap-graded samples, blue = coarse particles, white = fine particles, grey = 
particles touching edges: a) UF18-Dense, b) TR30-Dense, c) Gap-35-Med-Loose, d)OF45-Dense  
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Figure 4-10: Relationship between mean Coarse-Coarse coordination number and stress reduction 
factor (data from Shire (2014)) 
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Figure 4-11: Relationship between mean Fine-Coarse coordination number and stress reduction factor 
(data from Shire (2014)) 
 
 
Figure 4-12: Contact identification, a) 3D sub-volume from binary image, b) Particles and contact 
after watershed segmentation, c) Contact voxels and contact skeleton voxels  
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Figure 4-13: Simple 2D examples showing coordination number measurement, a) Identifying pairs of 
particle IDs at contacts, b) Adjacency matrix, c) Schematic particle configuration 
 
Figure 4-14: Effect of thresholding on contacts, a)UF18 with Otsu threshold, b) same image at upper 
bound manual threshold 
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Figure 4-15: Coordination number validation, data from micro-CT analysis of Cu3 glass beads vs 
DEM results (Shire, 2014) for spherical particles with Cu = 3.  
 
Figure 4-16: 3D schematics showing particle arrangements with and without kinematic constraint, a) 
Red particle has coordination number = 3, b) Coordination number = 4   
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Figure 4-17: 3D sub volumes showing coarse particles coloured by Coarse-Coarse coordination 
number, a) UF18-Dense, b) TR30-Dense, c) Gap-35-Medium-Loose, d) OF45-Dense  
 
Figure 4-18: Relative frequency distributions of Coarse-Coarse coordination number 
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Figure 4-19: 3D schematics showing Fine-Coarse coordination numbers: a) 0 and 1, b) 2, c) 3, d) 
Multiple layers of fine particles between coarse particles 
 
Figure 4-20: 3D sub volumes showing fine particles coloured by Fine-Coarse coordination number, a) 
UF18-Dense, b) TR30-Dense, c) Gap-35-Medium-Loose, d) OF45-Dense 
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Figure 4-21: Frequency distributions of Fine-Coarse coordination number, in terms of: a) Relative 
frequency, b) Frequency normalised by volume  
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CHAPTER 5: GEOMETRIC CRITERION 
5.1 Introduction 
As discussed in Chapter 2, Kenney and Lau (1985) identified three criteria which must be met for 
suffusion to occur, namely that the fines must be loose (the mechanical criterion), the fines must fit 
through the voids between coarse particles (the geometric criterion) and the velocities in the pore fluid 
must be sufficient to transport the fine particle (the hydraulic criterion). This chapter examines the 
geometric criterion by analysing micro-CT images of sands and glass beads. The physical specimens 
were prepared as described in Chapter 2 and images were generated and processed as described in 
Chapter 3. 
To examine the geometric criterion two sets of information are required: the detailed geometric 
properties of the coarse particles and the size of fine material which can fit between the coarse 
particles. The governing properties of the coarse particles are the particle size distribution (PSD), the 
sample density or void ratio and the shape of the particles. Existing criteria for suffusion (e.g. Kenney 
and Lau, 1985; Kézdi, 1979) were developed empirically and identified PSDs of sands and gravels 
which did and did not exhibit suffusion. More recent laboratory studies (e.g. Crawford-Flett, 2014; Ke 
and Takahashi, 2012; Slangen, 2015) have considered the effects of particle shape, void ratio and 
stress conditions, but again the tests only identified whether or not a material exhibits suffusion and 
the underlying mechanisms could only be inferred. To understand the fundamental question of 
whether or not the fine particles fit between the coarse particles, the authors of empirical suffusion 
criteria have typically tried to reconcile their results with the likely size of ‘constrictions’ in the void 
space between the coarse particles.   
Early estimates of constriction size were based on analytical models, applying basic trigonometry to 
ideal packings of spherical particles (e.g. Kézdi, 1979; Silveira, 1965; Silveira et al., 1975; Terzaghi 
and Peck, 1948). Discrete Element Models (DEM) have been used to measure constrictions in random 
packings of spherical particles with varying PSDs and void ratios (O’Sullivan et al., 2014; Reboul et 
al., 2010; Shire, 2014) and image-based methods have been developed to measure constriction sizes in 
porous rocks (Dong, 2007; Lindquist et al., 2000). In this study a new image-based method was 
developed to locate and measure constrictions. This method also provides visualisation tools to 
improve qualitative understanding of void constrictions.  
The aim of this Chapter is to relate void constrictions to the particle geometry, in terms of PSD, void 
ratio and particle shape. Shape characteristics were obtained for all materials using the QicPic 
apparatus, with results as presented in Chapter 2 (Figure 2-10). Void ratios for the micro-CT images 
were determined simply by counting the number of void and solid voxels in the binary images, with 
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results as presented in Appendix B. Measuring PSDs from the micro-CT images was not trivial and is 
discussed in detail in Section 5.2.  
It is important to note that suffusion tests in the laboratory involve millions of fine particles, some of 
which may be kinematically constrained (as discussed in Chapter 4) and the mobile fines interact with 
each other, bridging across constrictions and self-filtering. An ideal experiment would perform 
imaging continuously during a suffusion test to observe the movement of fine particles over time. 
This is not possible using current 3D imaging technology, however attempts have been made to 
observe suffusion during permeameter tests with transparent particles (Hunter and Bowman, 2015). In 
the current study it was assumed that in an underfilled material (as discussed in Chapter 4) there is 
little interaction between the fine and coarse particles and hence the coarse particles can be considered 
independently. Static micro-CT images were produced for well graded, coarse materials with different 
PSDs, void ratios and particle shapes. The size and frequency of constrictions were then measured to 
understand the fundamental relationship between coarse particle geometry and the size of fine 
particles which can move between the coarse particles. By comparing these results with laboratory 
tests it is possible to examine the underlying factors of safety in the current suffusion criteria and the  
extent to which they rely on fine particle interactions. An improved understanding of constriction 
sizes and frequencies also has broader applicability to granular filtration and seepage phenomena.  
Some of the background, methodology and validations discussed in this chapter (Sections 5.3.1, 5.3.2 
and 5.3.3) are similar to those published in Taylor et al. (2015) but, for clarity, Taylor et al. (2015) is 
only cited directly in relation to modified figures or tables.                     
5.2 Particle Size Distributions 
Before each physical specimen was produced and resin-impregnated, the PSD of the material was 
checked against the target PSD using the QicPic apparatus, as discussed in Chapter 2. However, as 
highlighted in Chapter 2, samples were subject to vertical segregation and random inhomogeneity, 
hence the PSD within the micro-CT images did not necessarily match the average PSD for the whole 
sample. To determine accurate PSDs from the micro-CT images an existing method was adopted 
(Fonseca, 2011) however a systematic error was identified with this method and a statistical 
correction was developed to compensate for this error.      
5.2.1 Size measurements 
Fonseca (2011) presented a methodology for measuring the dimensions of voxelised 3D particles in 
micro-CT images of sands, including the same Leighton Buzzard sand used in the current study. This 
method was subsequently used by Ní Bhreasail (2013) for Leighton Buzzard and Reigate sands and, 
based on its prior application to similar materials, the method was adopted in the current study. The 
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basic methodology was introduced in the previous chapter (see Figure 4-8) and is described in more 
detail in this section.         
Individual particles were identified within the micro-CT images by watershed segmentation, as 
described in Chapter 3 (Section 3.5.3), producing 3D images where each voxel was labelled with a 
particle ID value, or zero for void voxels. A single particle was thus defined as a group of voxels with 
the same ID value (the grey object in Figure 4-8(a)) and this particle can also be represented by a list 
of its voxel coordinates. Principal Component Analysis (PCA) is a statistical technique which 
analyses a list of 3D coordinates and identifies the three orthogonal vectors giving the best fit to the 
data set (Ní Bhreasail, 2013) and PCA has been recommended by Yue et al. (2010), Fonseca, (2011) 
and Ní Bhreasail (2013) as a means to identify the 3D orientation of voxelised particles. PCA was 
performed in this study by defining a new Cartesian coordinate system with the origin (x, y, z 
coordinate = 0,0,0) at the centroid of the particle, where the centroid was located using the function 
‘centroid.regionprops’ in MATLAB (The MathWorks Inc., 2013). Then PCA vectors were produced 
using the MATLAB function ‘princomp’, which returns a 3×3 matrix containing x, y and z 
components for the major, intermediate and minor principle component vectors. An example of these 
three vectors is shown in Figure 4-8(a) as red, purple and blue lines respectively.  
In order to measure the particle, it was rotated so that the principle components were parallel to the 
Cartesian axes. The major principle component defines the orientation of the particle’s longest axis 
and this orientation can be defined in terms of rotations about each of the Cartesian axes, which are 
shown in Figure 4-8(b) as angles α, β and γ about the x, y and z axes respectively. To rotate the 
particle, the coordinates of every voxel were multiplied the following rotation matrices (Fonseca, 
2011): 
[
𝑥𝛼
𝑦𝛼
𝑧𝛼
] =  [
1 0 0
0 cos𝛼 −sin 𝛼
0 sin 𝛼 cos𝛼
] × [
𝑥
𝑦
𝑧
]         (Equation 5-1) 
[
𝑥𝛽
𝑦𝛽
𝑧𝛽
] =  [
cos𝛽 0 sin 𝛽
0 1 0
−sin 𝛽 0 cos𝛽
] × [
𝑥
𝑦
𝑧
]             (Equation 5-2) 
[
𝑥𝛾
𝑦𝛾
𝑧𝛾
] =  [
cos𝛾 −sin 𝛾 0
sin 𝛾 cos𝛾 0
0 0 1
] × [
𝑥
𝑦
𝑧
]         (Equation 5-3) 
Once the particle voxels were rotated (as shown in Figure 4-8(c&d)) the dimensions could be easily 
measured in each Cartesian direction as the difference between the largest and smallest voxel 
coordinates in this direction (x, y or z).   
Cavarretta et al. (2009) showed that PSDs based on the Feret-min dimension from 2D QicPic images 
agreed well with PSDs determined by sieve testing. However Fonseca et al. (2012) showed that, for 
3D measurements from micro-CT images, the intermediate dimension produced better agreement with 
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sieve results than the minimum. Fonseca et al. (2012) suggested the discrepancy was because the 2D 
silhouette images in QicPic would not necessarily capture the smallest dimension of the 3D object. In 
the current study the intermediate dimension was taken as the particle diameter. 
It is important to note that in almost all image analyses, the image is a sub-set of the whole object. 
Hence the edges of the image usually include partial objects (e.g. half of a soil particle), due to cutting 
of the physical specimen or cropping of the image to avoid edge defects or to reduce computation 
times. Some global properties (e.g. void ratio) can be calculated including these partial objects and in 
the case of counting the number of objects in the image there are various methods to include a partial 
count for incomplete objects at the edge (e.g. cell counting as described by Wahlby (2003)). However 
measuring the 3D dimensions of particles requires the full particle geometry to be known. Attempting 
to measure incomplete particles would not produce meaningful results for these particles and would 
skew the overall PSD, hence these edge particles are typically deleted before performing the PSD 
analysis (e.g. Atkinson, 2011; Fonseca, 2011; Ní Bhreasail, 2013). In the current study it was 
observed that this removal of partial particles at the edges of the image will introduce systematic 
errors in the PSD, which had not previously been recognised or corrected for.    
5.2.2 Partial particle errors 
While the PSD measurement described in the previous section appeared to give accurate results for 
well graded sands (Fonseca, 2011; Ní Bhreasail, 2013), Fonseca et al. (2014) performed similar 
analyses on micro-CT images of gap-graded materials and their results indicate significant 
discrepancies between the micro-CT measurements and sieve tests. In particular, the image-based 
PSDs showed fines contents more than 20% higher than the sieve results and the pattern was not 
consistent with segregation of the physical specimen. This discrepancy is easily explained by 
considering Figure 5-1. Figure 5-1(a) shows a gap-graded material with roughly equal proportions of 
coarse and fine particles, where partial particles touching the edges of the image are outlined in red. If 
these edge particles are deleted, the volume of deleted material is as shown in Figure 5-1(b) and it is 
clear that the volume of coarse particles is significantly greater than the volume of fine particles. This 
occurs because the partial coarse particles can extend further into the image than the fine particles. 
The consequence is that the PSD calculated from only the whole particles will suggest a lower 
proportion of coarse particles, hence the apparent increase in the fines content in the results by 
Fonseca et al. (2014).  
This error is most obvious in gap-graded materials but the same principle is true for images of all 
materials, that deletion of edge particles will remove relatively larger volumes of large particles than 
smaller particles. To quantify the magnitude of this error, a simple study was carried out to compare 
the ‘true PSD’ of an image with the PSD without edge particles. One method to determine the true 
PSD was to measure the dimensions of the whole particles in an image (i.e. deleting the edge 
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particles) but then to extract a smaller sub-image. As shown schematically in Figure 5-2(a), there are 
particles which are incomplete in the sub-image (outlined in red) but which are complete in the full 
image, hence the PSD can be calculated for the sub-image with and without these particles. This 
assessment can be applied to any image, but the size of the sub-images is limited. A more accurate 
assessment can be performed by generating voxelised images with spherical particles, based on sphere 
centres and diameters from DEM results. Each particle has a unique ID value, as depicted by different 
colours in Figure 5-2(b), and so the true diameter of edge particles can be determined from the 
original DEM data.  
The second method was used to analyse three materials from DEM simulations by Shire (2014), 
namely a well graded material (𝐶𝑢 ≈ 3), a gap-graded material (‘Gap-Med-35’) and a broadly graded 
material (‘broad 1’), for which voxelised images measuring 600×600×600 voxels are shown in 
Figure 5-3. Figure 5-4 shows PSDs including edge particles (black lines) and without edge particles 
for decreasing image sizes (blue lines). While the error is much more significant for the gap and 
broadly graded materials, there is still a significant error (≈10% vertical discrepancy) in the well 
graded material (Figure 5-4(a)), even for the largest image size. In this study accurate PSDs were 
required for all well graded images, so that constriction results could be related to PSD properties (Cu, 
Cc etc.) and hence a correction was required to address this partial particle error.                             
5.2.3 Partial particle correction (window sampling) 
Following conversations with Dr Ed Cohen from the Department of Mathematics at Imperial College 
London, a statistical correction was developed as part of this study, which makes an allowance for 
partial particles in the determination of the PSD. The method, referred to herein as ‘window 
sampling’, is based on the concept shown in Figure 5-2(a) where sub-images (or ‘windows’) can 
include partial particles but the true size of these partial particles is known from the larger image. For 
every partial particle around the edges of the window, two values are recorded: the partial volume of 
the particle within the window and the size (intermediate principle component) of the full particle. 
The window is then moved incrementally around the image to collect data for a large number of 
partial particles.  
The quality of the statistical data depends on a number of user-defined variables. The basic window 
variables are shown schematically in Figure 5-5 and are the window size and the window positioning. 
Considering the two red squares in Figure 5-5, large windows will produce more data (more edge 
particles around the window) and are better able to capture data for large particles than smaller 
windows. Hence larger windows are generally preferable, but will require longer computation times. 
As shown by the blue squares in Figure 5-5, the start position, end position and number of 
intermediate steps must also be assigned. Only particles which are whole in the full image are 
included in this method and so the start and end positions should be far enough into the image to 
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capture whole particles. A greater number of window steps will increase the total amount of data, but 
will also increase computation time. It should be noted that the windows are 3D cubes and are stepped 
incrementally in three directions, hence doubling the number of steps in each direction produces an 
eight-fold (2
3
) increase in the computation time.   
The window sampling data provides statistical relationships between the partial volume and the true 
size for edge particles. For example an edge particle with a very large partial volume is likely to 
correspond to a large particle and is unlikely to correspond to a smaller particle. A small partial 
volume could indicate either a small particle or a small portion of a medium or large particle and the 
likelihood of each will depend on the PSD. The observed partial volumes and true sizes were divided 
into bins to simplify analysis and an example of the statistical data is shown in Figure 5-6(a) (using a 
window size 20% of the original image, start and end positions 10% from the edge of the image and 
10 window steps in each direction). Each of the four graphs represents a summary of data for one 
partial volume bin. Each blue circle on the graphs represents the probability (vertical axis) that edge 
particles in this partial volume bin will have a given true size (horizontal axis). Clearly each partial 
volume bin can correspond to a wide range of sizes and the mean and standard deviation are indicated 
by the solid and dashed blue lines. Figure 5-6(b) presents the same window sampling results, but the 
number of bins has been doubled for both partial volume and true size, providing a more gradual 
transition in the peak values from small to large particles. The numbers of bins represents two more 
user-defined variables which will affect the quality of the analysis (discussed in Section 5.2.4).   
Each incomplete particle around the edges of the image had a known partial volume and, based on the 
partial volume bin which it lay within, its true size could be approximated. Rather than trying to 
estimate the ‘most likely’ true size for each edge particle, its volume was distributed over a range of 
sizes, based on the relative likelihood of each size. For one partial volume bin, the conditional 
probability equation produces the following relationship: 
𝑃(𝑠𝑖𝑧𝑒 = 𝑖  ∩  𝑉𝑜𝑙𝑝𝑎𝑟𝑡 = 𝑛) = 𝑃(𝑠𝑖𝑧𝑒 = 𝑖  |  𝑉𝑜𝑙𝑝𝑎𝑟𝑡 = 𝑛)  × 𝑃(𝑉𝑜𝑙𝑝𝑎𝑟𝑡 = 𝑛)        [Equation 5-4] 
and combining all partial volume bins gives: 
 𝑃(𝑠𝑖𝑧𝑒 = 𝑖)  = ∑ 𝑃
𝑛𝑜.𝑜𝑓𝑏𝑖𝑛𝑠
𝑛=1
(𝑠𝑖𝑧𝑒 = 𝑖  |  𝑉𝑜𝑙𝑝𝑎𝑟𝑡 = 𝑛) × 𝑃(𝑉𝑜𝑙𝑝𝑎𝑟𝑡 = 𝑛)        [Equation 5-5]  
where 𝑃(𝑠𝑖𝑧𝑒 = 𝑖  ∩  𝑉𝑜𝑙𝑝𝑎𝑟𝑡 = 𝑛) is the probability of encountering edge particles with true size i 
and partial volume n; 𝑃(𝑠𝑖𝑧𝑒 = 𝑖  |  𝑉𝑜𝑙𝑝𝑎𝑟𝑡 = 𝑛) is the probability that an edge particle has true size i 
given that it has partial volume n; 𝑃(𝑉𝑜𝑙𝑝𝑎𝑟𝑡 = 𝑛) is the probability of an edge particle with partial 
volume n occurring; and 𝑃(𝑠𝑖𝑧𝑒 = 𝑖) is the probability of a particle with true size i occurring. In the 
context of the window sampling method, Equation 5-5 can be summarised as follows [Equation 5-6]: 
151 
 
                                                          
where the blue item is determined from the window sampling data (as in Figure 5-6) and the green 
item is determined from the distribution of partial volumes for the edge particles around the original 
image. The red item allows the results to be assigned to the PSD. For example, if the size bin i 
represented 1.0-1.2 mm, if the red item in the above formula was calculated as 0.2 and if the total 
volume of edge particles was 1000 voxels, then this would indicate that the edge particles contain 200 
voxels (0.2×1000) of particles between 1.0-1.2mm diameter. This calculation is performed for all size 
bins and the resulting volumes are added to the volumes of whole particles before generating the PSD.            
5.2.4 Sensitivity analysis 
As noted in the previous section the window sampling method has a number of user-defined 
parameters, namely: the numbers of bins for partial volume, the number of bins for whole particle 
size, the window size, the window start and end positions and the number of window steps. Sensitivity 
analyses were performed to identify optimum values for these parameters for images of Cu3 sand and 
the gap-graded OF45 sand. The ‘true PSDs’ for the images were determined as shown in Figure 
5-2(a), first measuring the whole particles within the full image (at least 600×600×920 voxels in 
size), then analysing sub-images 500×500×500 voxels in size, accounting for edge particles in the 
sub-image. The difference between true PSD and PSD after edge particle correction was quantified 
using the root mean squared deviation (RMSD), defined as follows:     
𝑅𝑀𝑆𝐷 =  √
∑ (𝐹− 𝐹𝑡𝑟𝑢𝑒)2
𝑛
𝐷=1
𝑛
                                               (Equation 5-7) 
where Ftrue and F are the percentage passing values for the true PSD and the PSD after edge particle 
correction respectively, D is the particle diameter (i.e. the horizontal position on the PSD curve) and 
the sum is performed for n particle diameters (n was set at 100, with D values distributed 
logarithmically over the range of particle sizes).  
Figure 5-7 presents contour plots of RMSD for the two materials with varying numbers of bin, for a 
window size 20% of the sub-image, edge offsets of 10% and 10 window steps in each direction. 
Darker regions on the contour plots indicate smaller errors and Figure 5-7(a) indicates that the well 
graded Cu3 material was relatively insensitive to the number of partial volume bins, but there is 
significant sensitivity to the number of size bins, with an optimum between roughly 50 and 100 bins. 
Figure 5-7(b) shows the corrected PSD (red line) with bin numbers corresponding to the blue star in 
Figure 5-7(a). The correction should reduce the error, i.e. produce a PSD between the green line 
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(uncorrected) and black line (true PSD), however in this case there is an over-correction, i.e. the red 
line has moved below the black line. If the number of size bins is very low the statistical distributions 
(as in Figure 5-6) form sharp spikes rather than smooth distributions, which in turn leads to large 
vertical steps in the corrected PSD. If the number of bins is very high there is not sufficient data to 
produce smooth distributions, again leading to spiked distributions and steps in the corrected PSD. 
Increasing the size or number of windows will provide more data and hence will increase this upper 
limit on the number of bins.    
Conversely Figure 5-7(c), for the gap-graded material, shows less sensitivity to the number of size 
bins but greater sensitivity to partial volume bins. As shown in Figure 5-7(d) the error in this case is 
due to under-correction, although the corrected PSD (red line) is still a significant improvement on the 
uncorrected PSD (green line). If the number of partial volume bins is too small then there will not be 
clear definition of intermediate sized edge particles, producing a poor correction at the transition 
between fine and coarse particles, shown by the stepped region in the red line at around 10
3
 micron. 
Again, if the number of bins is too high there will be insufficient data to produce smooth distributions.                  
Based on the results in Figure 5-7, the number of bins used in all further analyses was 50 size bins and 
30 partial volume bins, as this produced values close to optimum for both well graded and gap-graded 
materials. The window size and number of steps were then varied to identify optimal parameters, 
producing the contour plot in Figure 5-8. The results were relatively insensitive to the number of steps 
above a value of 10. There was significant reduction in error (RMSD) with increasing window size 
and the upper value of 0.6 (60% of the image width) was limited by the computation time, with the 
analysis at window size = 0.6 and 20 steps taking more than 24 hours to run on a desktop computer 
with 144 GB of RAM and 2 × 2.66 GHz  processors. Increasing the absolute size of the window 
increases the total amount of data but also provides more information on the largest particles. Figure 
5-9 shows RMSD values when window size was normalised by the diameter of the largest particle 
and suggests that the correction is poor when this ratio was less than 2 and there was some further 
improvement from ratios of 2 to 3. Based on this information, the number of window steps was set at 
10 and the window size was set at 0.6 (60%), which produces sub-volume width/largest particle 
diameter ratios of 2 to 3 while maintaining reasonable computation times. The start and end window 
positions were set at 10% offset from the edges of the image, based on visual observation of a large 
number of images to determine the minimum offset which still encountered predominantly whole 
particles.     
Using these optimised parameters, the correction procedure was applied to the voxelised DEM images 
shown in Figure 5-3 and the results are presented in Figure 5-10. For the well graded and gap-graded 
samples the correction provided a very good match to the true PSD. The broadly graded material 
showed some over-correction, which could have been improved by increasing the number of size 
bins, but the corrected PSD still represented a significant improvement from the uncorrected PSD.       
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5.2.5 Results 
PSDs were determined for all well graded materials, applying the window sampling correction 
discussed in the previous section. Hence it was assumed that any image-based PSDs which deviated 
from the target PSDs represented a physical difference in the specimens, rather than an error in the 
PSD calculation. The results are presented in Figure 5-11. 
Generally, all the sands and glass beads with linear PSDs (Cu1.5, Cu2, Cu3 and Cu4) were close to 
their target PSDS. The largest discrepancy was for Cu3 sand (Loose), which was more uniform than 
the target PSD, producing a Cu value around 2.1. Cu and Cc values for all PSDs are presented in 
Appendix B. In all cases the glass beads (dotted lines) indicated fewer of the finest particles than the 
sands.  
The BL15 and BL50 samples (presented in Figure 5-11(c)) showed significant deviation from their 
target PSDs. However these samples still served their original purpose, which was to produce PSDs 
which are similar to Cu3 over the finest 15%, but which deviate at larger sizes. The Cc0.8 sand 
produced a close match to the target PSD, while the Cc1.5 showed some deviation from its target but, 
with a Cc value of 1.3, still represented a significant curvature relative to the Cu4 material.      
5.3 Measuring void constrictions 
The size of constrictions in the void space is the key factor determining whether fine particles can 
move between course particles. Hence constriction sizes govern the geometric criterion for suffusion, 
but they are also crucial in understanding other filtration and seepage phenomena in soils. A major 
part of this study was the development of a new method, using watershed segmentation of the void 
space to locate, measure and visualise constrictions from micro-CT images. Various analytical, 
numerical and image-based methods already existed to measure constrictions but all suffer from major 
limitations: either because they involve simplification of the particle geometry; they are difficult to 
adjust to cope with different material types; or they do not provide the visualisation tools necessary to 
validate and interpret the results. The new method was found to successfully address these issues.  
The method presented here involves analysis of the boundaries between void regions, which were 
determined by watershed segmentation of the void space (as discussed in detail in Chapter 3, Section 
3.5.4). Void boundaries and constrictions are presented qualitatively, using 2D and 3D visualisations, 
while quantitative data on the size and frequency of constrictions is compared against existing 
methods and is related to the geometric properties of the particles, as discussed in Section 5.2. Filter 
test results are used to show how the constriction size distributions relate to the behaviour observed in 
the laboratory and to empirical suffusion criteria.                        
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5.3.1 Background 
Before discussing the measurement of constrictions, it is important to understand the definition of a 
constriction conceptually in relation to the void geometry. Figure 5-12(a) is a schematic 3D 
representation of soil particles (grey) and voids (white). The particles are relatively easy to visualise 
as separate physical objects in contact with each other, however the voids form a continuous space 
between the particles and it is more difficult to visualise discrete ‘voids’ within this continuous space. 
Figure 5-12(b) shows the geometry of the void space if the particles are removed and it is now 
possible to interpret the void space as two void ‘blocks’ or volumes, separated from adjacent volumes 
by boundaries (grey surfaces) at the narrowest points. In Figure 5-12(c) the centres of the void 
volumes are shown as small black circles and are linked directly to their neighbours by black arrows. 
Each black arrow represents a possible path taken by fluid or fine particles, moving from one void to a 
neighbouring void. One possible definition of a ‘void constriction’ is the narrowest points along these 
pathways, i.e. the grey surfaces in Figure 5-12(c). An alternative definition is presented in Figure 
5-12(d), where the dark grey circles represent the largest particles which can pass from one void to 
another across each void boundary. Each of these circles represents a constriction and the diameters of 
these circles indicate the ‘constriction sizes’. In the study of suffusion, this latter definition is more 
relevant than the narrowest point along a given path (as in Figure 5-12(c)) as particles with diameters 
larger than these circles will not be able to travel through the void space. 
A range of methods have been proposed in the literature for the estimation or measurement of 
constriction sizes. Constriction sizes can be estimated from laboratory filter tests (Kenney et al., 1985; 
Soria et al., 1993; Wu et al., 2012) by passing fine material through filters of varying thickness and 
applying simple statistical relationships (e.g. the method proposed by Silveira (1993), as discussed in 
Section 2.5). In these tests the actual size of constrictions is inferred, rather than measured. Some 
attempts have been made to physically measure constriction sizes by impregnating samples of dry 
gravel with silicon rubber, then manually segmenting the resulting cast of the void space (Kézdi, 
1979; Witt, 1993), however application of this method to finer materials is not practical.  
Terzaghi considered simple analytical models with regular packings of spherical particles to estimate 
the constriction size relative to particle sizes, concluding that “the pore size of a broadly-graded filter 
comprises at maximum 1/5
th
 of the diameter of the biggest grain of the finest fraction of the filter 
materials”(Fannin, 2008). A more detailed analytical model was proposed by Silveira (1965) as 
shown in Figure 5-13(a) for planar, circular particles in the densest possible 2D configuration. The 
constriction size (diameter of the red circle) can be calculated for different combinations of particle 
sizes, based on the PSD of the coarse particles. An addition to this model was the four particle 
configuration representing the loosest possible case (Silveira et al., 1975), as shown in Figure 5-13(b). 
For uniformly sized particles, the dense and loose configurations indicate constriction sizes of 0.155 
(≈1/6.5) and 0.414 (≈1/2.4) times the particle diameter, respectively. Locke and Indraratna (2000) and 
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Locke (2001) adopted the same idealised particle configurations shown in Figure 5-13, but  proposed 
calculating the range of constriction sizes based on the PSD by surface area, as opposed to the 
standard PSD by mass or volume, and to use relative density to predict constriction sizes between the 
dense and loose cases. These analytical models for constriction sizes have subsequently been applied 
to a range of engineering problems including filtration (Indraratna et al., 2007; Locke et al., 2001), 
internal erosion (Indraratna et al., 2015) and estimation of hydraulic conductivity (Indraratna et al., 
2012). The key limitation of these analytical estimates is their reliance on assumed particle shapes 
(circles, or spheres) and assumed particle configurations.  
To overcome the limitation of idealised particle configurations, various numerical algorithms have 
been proposed to measure constriction sizes for random packings of spheres produced in DEM 
simulations. The weighted Delaunay triangulation method (described by Reboul et al. (2010) and 
Shire (2014), as presented Figure 5-14(a)) forms tetrahedral void cells by triangulation between the 
centroids of adjacent particles. A user-defined merging criterion is used to merge adjacent tetrahedra 
if there is sufficient overlap of the constrictions (red circles in Figure 5-14(a)). This produces void 
volumes made up of one or more tetrahedra and a constriction is assigned to each external triangular 
face and its size is calculated by trigonometry. This user-defined merging parameter introduces a level 
of subjectivity to the definition of constrictions by this method. Referring to Figure 5-14(b), Li and Li 
(2009) proposed an alternative method, using triangulation between particle contacts to define void 
regions. Li and Li (2009) presented implementation for a 2D case and this was adapted by O’Sullivan 
et al. (2014) to identify constrictions in 3D DEM simulations. In the 3D implementation, valid 
constrictions are defined by closed loops of either 3 or 4 contacts. This method avoids the user-
defined merging required in the Reboul et al. (2010) method  and gives equivalent results (O’Sullivan 
et al., 2014).  
In the study of porous rocks, the size of void constrictions (referred to as ‘pore throats’) is related to 
fluid flow properties, such as hydraulic conductivity (e.g. Mostaghimi et al., 2013) and oil extraction 
issues associated with multi-phase flows (e.g. Andrew et al., 2015) The Maximal Ball (MB) method 
was proposed by Dong (2007) to determine equivalent pipe diameters from 3D images of voids in 
sandstones and carbonate rocks. As depicted in Figure 5-15(a), the MB method computes the largest 
sphere which can fit at every voxel in the void space, just touching the particles (the “maximal balls”). 
These maximal balls are then examined to find the largest sphere in each void and a sequence of 
smaller spheres representing a pathway to a neighbouring void. As discussed in Figure 5-12(c), the 
smallest sphere along a pathway represents the constriction and its diameter is taken as the 
constriction size.  
Lindquist et al. (2000) proposed a similar, image-based, method to measure pore throat characteristics 
in sandstones. Their method, referred to as the ‘Medial Axis’ (MA) method, defines the void centres 
and pathways between voids based on the ‘medial axis’ or ‘skeleton’ of the void space, as introduced 
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in Section 4.3.2. Various algorithms are available to locate the medial axis of a 3D object (e.g. 
Homann, 2007; Lee et al., 1994) and in this study all  the medial axes were located using the 
‘Skeletonise 3D’ function in the open-source imaging software BoneJ (Doube et al., 2010), which was 
developed to analyse solid and void structures in vesicular (porous) bone. The Skeletonise 3D function 
in BoneJ uses an implementation of the 3D thinning algorithm by Lee et al. (1994). The distance map 
values along the medial axis were calculated, then local maxima were defined as void nodes and 
minima were defined as constrictions, as shown in Figure 5-15(b). Lindquist et al. (2000) included a 
method to visualise constrictions by expanding the medial axis cylindrically in the vicinity of the 
constrictions, thus identifying a constriction surface perpendicular to the medial axis.  
Homberg et al. (2014) applied the medial axis method to soils and noted several issues which were 
more challenging for soil than porous rock, notably the need to merge large, open voids and the 
sensitivity of the model to the choice of skeleton algorithm. Figure 5-16 presents conceptual void 
structures, highlighting the differences between sandstones and sand, along with examples from 
micro-CT images. Doyen (1988) suggested that the void structures in sandstones can be approximated 
as a network of tubes (as demonstrated in Figure 5-16(a)) and Lindquist et al. (2000) noted that as the 
porosity of sandstone is increased (ultimately becoming a sand) the pore throats become wider, 
shorter and less clearly defined. This is depicted in Figure 5-16(b), where there is no longer a tube-
like ‘throat’ between adjacent voids. In Figure 5-16(c) the porosity has been increased further and the 
void boundaries are no longer constrained by a closed loop of particle contacts. In this case the 
method proposed by Lindquist et al. (2000) to visualise constrictions cannot be applied, as cylindrical 
expansion of the medial axis does not produce a closed outline of the local void space, as it would in a 
tube-like throats. Both the maximal ball and medial axis methods can be applied to any voxelised 
image of void geometry and hence they could be used to generate constriction size data for the images 
in the current study. However, given the major differences in void structure between the sands in this 
study and the porous rocks for which these methods were developed, the results could not be relied 
upon without visualisation tools to interpret the results, i.e. to see what the methods were defining as 
constrictions.    
All of these existing methods were applied to selected images in this study, to provide quantitative 
validations and qualitative comparisons between methods. A key criterion in the development of the 
new, watershed-based, method was the need for visualisation tools to confirm that the method was 
working as intended, but also to provide new insights into the highly complex 3D geometry of voids 
and constrictions.        
5.3.2 Watershed-based method 
A flow chart outlining the watershed-based method is presented in Figure 5-17 and involves four main 
steps. The initial inputs were 3D, voxelised, binary images of void geometry, which were produced 
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either by micro-CT imaging of physical samples (as described in Chapter 3) or synthesised based on 
sphere centres and radii from DEM models. The binary images were then segmented to identify 
individual void regions, using the watershed method as described in Chapter 3, Section 3.5.4. It is 
important to note that the image processing parameters (e.g. threshold value and watershed merging 
parameter) will affect the final constriction measurements to some extent. As discussed in Chapter 3, 
these imaging parameters had to be carefully selected to ensure consistency between different 
materials and to produce meaningful results on visual inspection. As such, the sensitivity of the 
constriction results to varying imaging parameters was not examined in detail, however several 
validations were performed to confirm that the quantitative results were reasonable.    
Once the void space had been segmented into individual void regions, the crucial piece of information 
for constriction analysis was the boundaries between void regions (i.e. the grey surfaces in Figure 
5-12(b)). For all images these boundaries were visually inspected to confirm that the segmentation 
was producing plausible results, but also to gain a better understanding of void geometry in real 
materials. To facilitate visual inspection, a graphical user interface (GUI) was developed, as shown in 
Figure 5-18, which allowed the user to change quickly between different void boundaries using a 
slider (bottom right). The orientation of each void boundary was determined by principal component 
analysis (as discussed in Section 5.2.1) and the user could choose between a 2D projection 
perpendicular to the void boundary or a 3D view, either of which could be shaded by distance map 
values. During early development of the method, it was assumed that one ‘constriction size’ could be 
assigned for each void boundary, based on the largest distance map value on the void boundary (i.e. 
the brightest shaded voxel in Figure 5-18), however visual inspections quickly highlighted the 
complex nature of the void boundaries in 3D. 
Figure 5-19(a) shows a typical sub-volume from Cu3 sand and Figure 5-19(b) shows the void 
boundaries after watershed segmentation of the void space. The colours in Figure 5-19(b) indicate 
separate objects, i.e. all the blue boundaries are conjoined. These conjoined void boundaries were 
consistent with the conceptual model in Figure 5-16(d) and occur because there is not a closed loop of 
particle contacts in 3D. These conjoined surfaces were sub-divided into individual void boundaries 
based using the definition that one void boundary is the boundary between one pair of void regions, 
e.g. void boundary number 1 is made up of all the boundary voxels which are in contact with void 
number 1 and void number 2. This definition produced void boundaries as shown in Figure 5-19(c), 
and the many of these boundaries were approximately similar to the three particle and four particle 
configurations suggested by analytical models (Figure 5-13).  
When observed in 3D, the boundary surfaces were more complex, as shown in Figure 5-20, indicating 
that as well as the contacts not forming a closed loop, the contacts forming a void boundary were 
typically not co-planar, as assumed in analytical models. Rather than a single flat plane, the void 
boundaries appeared to be made up of multiple planar surfaces, as seen in Figure 5-20(d), which 
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indicates that a fine particle crossing this void boundary will experience a different constriction size 
depending on its direction and position when it crosses the boundary. The white circles in Figure 5-21 
represent the largest spherical particles which can cross this void boundary and each circle represents 
an individual constriction. The constriction sizes are defined as the diameter of these circles, where 
the radius is equal to the distance map value at the centre of each circles since the distance map value 
gives the distance to the surface of the nearest particle. Each white circle relates to a local maximum 
in the distance map values and hence, to find all the constrictions in the image, an algorithm was 
developed to identify all local maxima of the distance map values on all void boundaries.     
Figure 5-22(a) shows a 3D view of the voxels making up a typical void boundary. In Figure 5-22(b) 
the boundary voxels have been coloured by their distance map values and two local maxima are 
visible as the two red areas. Conventional mathematical approaches to identify local maxima, such as 
finding zero values in the second derivative of a function or conjugate gradient analysis, are difficult 
to apply to these void boundaries as they contain discrete values distributed across an irregular 3D 
surface. Instead, local maxima were found numerically by checking if the distance map values at a 
particular voxel was greater than its neighbouring voxels. Assessing every voxel would be 
computationally expensive for large images and so only the voxels most likely to be local maxima 
were considered. The skeleton (medial axis) of the void boundary is overlain in Figure 5-22(c) and 
this skeleton should include the local maxima, as the medial axis algorithm incrementally removes 
voxels from the edges of the object. Distance map values along the skeleton are shown in Figure 
5-22(d) and the dark red voxels represent the local maxima. In this example the full image contained 
1.6 million void boundary voxels but only around 150,000 were on the boundary skeleton. Hence, in 
this example, analysing only the skeleton reduced the computation time by approximately 90% 
relative to analysing all the boundary voxels.  
It is important to distinguish between ‘boundary skeleton voxels’, which are used in this method to 
reduce computation time, and ‘void skeleton voxels’ which are the medial axis of the whole void 
space and would be used in the medial axis method. Figure 5-22(d) shows part of the void skeleton 
which crosses this void boundary and appears similar to the conceptual model shown in Figure 
5-12(c). This highlights a major limitation of the medial axis method, that the point identified as the 
constriction is governed by the path taken by the medial axis. Some medial axis algorithms may 
correctly identify multiple constrictions on this void boundary, but the medial axis algorithms are 
difficult to check graphically and they cannot be easily adapted if the results are not as required. In 
contrast, using the watershed-based method developed in this study, 3D images of the void boundaries 
(as shown in Figure 5-22(b)) were automatically generated for all boundaries and the constriction and 
provide a conceptually easy tool to visualise the ‘holes’ which fine particles must pass through to 
travel from one void to the next. Additional information and alternative visualisation tools are 
presented in the following sections.              
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As discussed above, all constriction centres occur at local maxima of the distance map on void 
boundaries, however some local maxima occur which do not represent constriction centres. Based on 
visual inspection of a large number of void boundaries, three main types of local maxima were 
identified, as shown in Figure 5-23. The ‘peak’ maximum in Figure 5-23(a) would represent the 
centre of a constriction and hence is deemed to be a valid local maximum. The ‘plateau’ maximum in 
Figure 5-23(b) has two voxels with equal distance map values. The algorithm must only identify one 
of these voxels as a valid local maximum. The ‘ridge’ maximum (Figure 5-23(c)) has several equal 
maxima, but none are considered to be a valid constriction centre. Referring to Figure 5-24, the 
following procedure was followed to identify which local maxima were valid constriction centres: 
 Stage 1 – All local maxima were identified, based on the definition that a local maximum has 
a distance map value greater than or an equal to the voxels immediately surrounding it. In 
Figure 5-24(a), the central voxel (x, y, z) satisfied this criterion. Figure 5-24(e) shows a 
typical void boundary with black dots at any local maximum satisfying this criterion. 
 Stage 2 – In Figure 5-24(a) there were two voxels with values of 12.4 and both would be local 
maxima after Stage 1. If the central value was equal to any adjacent voxel, then the distance 
map values for adjacent voxels were reduced by a small value (0.01), as shown in Figure 
5-24(b). Hence, when the second of the equal voxels is analysed it will not register as a local 
maximum, but the reduction is small enough that the distance map values are unaffected 
relative to other neighbours. Figure 5-24(f) shows local maxima after applying Stage 2. 
 Stage 3 – Based on a large number of visual inspections, plateau maxima very rarely extended 
more than 1 voxel from their centre, irrespective of material type or image resolution. On this 
basis, equal maxima extending further than 1 voxel were considered to be ‘ridge’ maxima and 
were not valid. Referring to Figure 5-24 (c), the central value was greater than all values in 
the region + 2 voxels in each direction, hence this was not a ridge. Figure 5-24(g) shows local 
maxima after removing all those which failed the Stage 3 criterion. 
 Stage 4 – Voxels which passed Stages 1 to 3 were checked to ensure that they had the highest 
distance map value in a neighbourhood with extents equal to the central distance map value; 
this criterion is explained as follows, with reference to Figure 5-25: In micro-CT images, 
particle surfaces may exhibit small defects due to voxelisation issues or noise in the x-ray 
data. These defects can produce local peaks in the void distance map, as shown in Figure 
5-25(a&b). The distance map profile for line A-A (Figure 5-25(b), shows three peaks with 
distance map values of 11.2, 10.2 and 12.2 respectively. Peak1 and Peak3 are higher than all 
other points within a horizontal distance of +11.2 and +12.2 respectively from the peaks. 
Peak2, which is a result of the surface defect, is not higher than all points within +10.2 
horizontally from the peak and hence is deemed to be erroneous. Figure 5-24(g) shows local 
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maxima after applying the Stage 4 criterion and now includes only meaningful constriction 
centres.   
It should be noted that the same result would be obtained by applying Stages 1, 2 and 4, as any voxel 
which passes the Stage 4 criterion must also pass Stage 3. However the neighbourhoods to be 
analysed in Stage 4 are large, hence it is computationally efficient to perform Stage 4 only on the 
reduced number of voxels which passed Stage 3. 
Based on visual observations, it was noted that unusually large constrictions could form between the 
outermost particles and the edges of the image. These edge constrictions were not deemed to be 
realistic and were not included in subsequent analyses. A similar observation was made by Shire 
(2014) for DEM simulations, who suggested to delete all constrictions within 10% of the edges of the 
DEM model. This 10% zone appeared to include all the unrealistic edge constrictions and hence this 
criterion, of deleting all constrictions within 10% of the edges of images, was applied for all cases in 
the current study.    
The algorithm described above was implemented in MATLAB and was used to analyse the Cu3 sand 
image and also a synthesised image from DEM data by Shire (2014), with Cu≈1.5. Based on visual 
inspection, the constriction centres produced by this method all occurred at the correct locations on 
the void boundaries. However it was necessary to perform validations against several existing 
methods, to ensure that void boundaries from the watershed segmentation were located correctly to 
produce meaningful constriction data.       
5.3.3 Validations and minimum size cut-offs 
(a) Validation against DEM results   
Constriction sizes were measured for a voxelised 3D image of spherical particles, synthesised from 
DEM results (shown in Figure 5-26(a)) using four different methods: the watershed-based method, 
Delaunay triangulation (performed by Shire (2014)), contact triangulation (performed by O’Sullivan 
et al. (2014)) and the maximal ball method (using a C++ script produced by Dong, (2007)). The 
results are presented in Figure 5-26(b) as cumulative frequency distributions, referred to as 
‘constriction size distributions’ (CSD’s). The Delaunay triangulation method (red lines) produces a 
range of results depending on the user-defined merging parameter and both the watershed method 
(black points) and the maximal ball method (green line) produce good agreement with the ‘no 
merging’ Delaunay result. The intent of the watershed method was to capture multiple constrictions 
on each void boundary, rather than merging them together, so this agreement with the ‘no merging’ 
Delaunay result is as expected. The contact triangulation method (blue line) shows closer agreement 
with the ‘max merging’ Delaunay results, due to its built-in merging criterion, but in general the 
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agreement between all methods is good, considering that the methods used to measure constrictions 
vary so significantly.  
Figure 5-27 shows a 3D image of void boundaries, coloured by the distance map, as well as 
constriction centre coordinates obtained from the watershed method (black dots) and also the 
Delaunay triangulation method in DEM (red dots). The constriction centre positions are consistent 
within a few voxels and it is also important to note that the DEM results lie close to the watershed 
boundaries, which is a useful validation that the watershed segmentation is producing meaningful 
boundary surfaces and that the selection of image processing parameters is appropriate.  
(b) Minimum size cut-offs                
Having produced good agreement with existing methods for spherical particles, the watershed method 
was applied to the Cu3 sand micro-CT image. Unlike the case with spherical particles, the results 
included a significant number of very small constrictions (less than 4 voxels across), for which the 
shape of the constrictions was not clearly defined at this resolution. Analytical models (Figure 
5-13(a)) indicate the minimum constriction size for spherical particles is 0.155 × 𝐷0 (the smallest 
particle size) and the CSD results for the spherical particle validation agreed with this value. Wu et al. 
(2012) produced CSDs by DEM analysis as well as by laboratory filter tests on sands and they 
suggested to use 0.155 × 𝐷0 as a cut-off value for the minimum constriction size. Figure 5-28 shows 
the CSD for the Cu3 sand image without a cut-off (blue line) and with a 0.155 × 𝐷0 cut-off (purple 
line), indicating that approximately 10-15% of the measured constrictions fell below this cut-off. 
Many of these small constrictions will be caused by defects in the voxelised images and so some form 
of cut-off is necessary. One option would be to ignore all constrictions below a certain voxel size, 
where it becomes difficult to confirm visually if these constrictions are meaningful. For example a ‘3 
voxel radius’ cut-off is shown on Figure 5-28 (red line) but this would remove a significant portion of 
the smaller constrictions, so further visual investigation was carried out to examine the smaller 
constrictions.  
Figure 5-29 presents constrictions from the Cu3 Glass Beads micro-CT image and, rather than 
observing the constriction voxels, the particles forming the constrictions are shown. Again, this type 
of visualisation is straightforward in the watershed-based method, but would be difficult to obtain for 
the maximal ball or medial axis methods. Constrictions with sizes close to 0.155 × 𝐷0 (at the bottom 
of Figure 5-29) were similar to the three particle configuration used in analytical models, although the 
particles forming the constrictions were not all uniformly sized. Only a small number of constrictions 
fell below 0.155 × 𝐷0 and these typically corresponded to image defects, such as gaps of a few voxels 
near particle contacts as shown on the left of the Figure 5-29. Generally the results confirmed that the 
smallest meaningful constriction was close to the dense analytical configuration (0.155 × 𝐷0) 
however the maximum constriction size was significantly smaller than the 0.414 × 𝐷100 suggested by 
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the loose analytical case. Furthermore, none of the largest constrictions (on the right of Figure 5-29) 
were formed by closed loops of particle contacts, as suggested by the analytical model.  
The equivalent results for the Cu3 sand image are presented in Figure 5-30. In this case some of 
constrictions smaller than 0.155 × 𝐷0 did relate to meaningful constrictions, but the angularity of the 
particles allowed them to form smaller constrictions than spherical particles. However, many of these 
small constrictions did correspond to imaging defects. It is interesting to note that many of the 
constrictions close to 0.155 × 𝐷0 (shown at the bottom of Figure 5-30) were made up of three 
particles but, due to the irregular shapes of the particles, small constrictions could be formed by very 
large particles, which is not possible in idealised spherical particles. Again the largest constrictions 
were smaller than the  0.414 × 𝐷100 suggested by the loose analytical case and were not formed by 
closed loops of particle contacts.     
While it was acknowledged that sands can form meaningful constrictions smaller than 0.155 × 𝐷0, a 
large number of small constrictions related to imaging defects and a cut-off was required to remove 
them. It should also be noted that applying a minimum size cut-off will produce a CSD with generally 
larger constrictions, hence the CSD with a cut-off will be conservative in terms of suffusion or filter 
design. As such, a minimum size cut-off at 0.155 × 𝐷0 was adopted, as this the physical justification 
for this value is well understood and this is consistent with the recommendations of Wu et al. (2012). 
This 0.155 × 𝐷0 cut-off was applied for all CSDs in this study.  
(c) Additional validation against image-based methods                 
The same Cu3 sand image was analysed using the maximal ball method (using a C++ script produced 
by (Dong, 2007)) and also with a version of the medial axis method, written in MATLAB as part of 
this study and based on the recommendations of Homberg et al. (2014), including a void merging 
parameter. The CSD results are presented in Figure 5-31 and there was good agreement between the 
watershed and maximal ball methods. The medial axis result was very sensitive to the merging 
parameter, but produced good agreement with the other methods using a merging parameter of 0.6. 
This value suggests that two voids were merged together if the size of the constriction between them 
was >60% of the size at either void node, i.e. if the constriction was not much narrower than the 
widest part of the void. This merging parameter was deemed to be plausible for this material and 
hence this validation suggests that the three image-based methods produce generally similar results.                         
Table 5-1 presents the number of constrictions found by different methods for the two validation cases 
and the numbers are generally similar for different methods. Another factor in selecting a method is 
the computational efficiency and computation times for the image based methods are given in Table 
5-2. The watershed method was significantly faster than the maximal ball method and was similar to 
the medial axis method. Overall the quantitative results of the new, watershed-based, method were 
consistent with existing methods and the advantages of the watershed method, in terms of the ability 
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to visualise complex geometric information in 3D, were successfully demonstrated. Following these 
validation cases, the watershed method was applied to all the micro-CT images of well graded 
materials.      
5.3.4 Results – Constriction Size Distributions  
Figure 5-32 presents CSD results for all the well graded materials, where constriction sizes have been 
normalised by the smallest particle diameter (D0) and equivalent results are presented in Figure 5-33 
normalised by D15. Shire (2014) and Shire and O’Sullivan (2016) presented CSDs from DEM 
simulations and suggested that normalising by D15 produced the narrowest band of CSD curves, while 
normalising by D0 produced clearer trends in the CSD with material properties, such as Cu and 
density. Likewise for the micro-CT results, normalising by D15 (Figure 5-33) produced a narrower 
range of CSDs, however the results normalised by D0 (Figure 5-32) will be discussed in more detail 
here, because they demonstrate important trends with other variables.       
The effect of Cu value on constriction sizes is shown in Figure 5-32(a), where higher Cu values 
indicate a wider range of particle sizes which results in a wider range of constriction sizes. Samples 
denoted with ‘(REP)’ were repeat samples, where a separate physical specimen was prepared from the 
same batch of material, densified with the same number of taps (see Chapter 2, Section 2.3.4), 
impregnated, then scanned and processed with the same imaging parameters. The repeat samples 
showed very close agreement, indicating that the overall method is repeatable. Noting that a 0.155 ×
𝐷0 minimum size cut-off was applied, the CSDs for Cu1.5, Cu2 and Cu3 are approximately linear up 
to 80% passing, however the shapes of the Cu4 CSDs (purple lines) are very different.  
Based on DEM analyses, Shire (2014) showed that, when normalised by D0, increasing the Cu value 
above 3 did not produce a further increase in constriction sizes, because the likelihood of several large 
particles coming together to form a constriction was small. Based on the micro-CT results the Cu4 
sand produced much larger constrictions than the Cu3 sand, however the Cu4 results indicate much 
smaller proportions of small constrictions than in the other images. As discussed in Chapter 3, the 
micro-CT scanning process limits the resolution for a given sample size and in the Cu4 images the 
wide range of particle sizes meant that the resolution of the smallest particles was relatively poor (≈15 
voxels across the smallest particle diameter). While the particle segmentation for Cu4 sand was 
checked visually and found to be acceptable, it is possible that the watershed segmentation of the 
smallest voids was not accurate. For this reason, the CSDs for the Cu4 sands are not deemed to be 
reliable, but are useful for comparison with the Cc0.8 and Cc1.5 samples, which shared the same 
smallest particle size and hence suffered similar resolution issues.               
The effect of sample density on CSD is presented in Figure 5-32(b). Increasing the density (moving 
from dotted, to dashed, to solid lines) typically produced smaller constrictions, which is logical, but 
the change in constriction size was small relative to the effect of a change in Cu value. Changing the 
164 
 
particle shape, from sub-angular sand to glass beads, had a more significant effect, as shown in Figure 
5-32(c). Glass beads samples produced less small constrictions and also less large constrictions than 
sands, producing CSDs with a steep central portion, with long ‘tails’ at the upper and lower extremes. 
As shown in Figure 5-29 and Figure 5-30, this discrepancy between sands and glass beads occurs 
because the irregular sand particles are able to interlock, increasing the likelihood of small 
constrictions, and are also more likely to form large open voids, increasing the likelihood of very 
large constrictions. The purple dots in Figure 5-32(c) are CSD results obtained by watershed analysis 
on a voxelised image of a DEM sample, with Cu=3 and similar void ratio to the dense Cu3 glass beads 
sample. The CSD results for the DEM and glass beads samples show very good agreement, indicating 
that the physical specimens of glass beads were comparable with idealised spherical particle 
arrangements used in DEM simulations.                    
The CSD results for materials with non-linear PSDs (BL15, BL50, Cc0.8 and Cc1.5) are presented in 
Figure 5-32(d). CSDs for BL15 (black crosses) and BL50 (light blue lines) were similar to each other 
and lay between the Cu3 and Cu1.5 lines, closest to the Cu3 (dark blue line). Considering the PSD 
curves in Figure 5-11(c), BL15 and BL50 materials were all similar to Cu3 for the smallest ≈15% of 
particles, then deviated significantly from Cu3 at larger particle sizes. The fact that the CSD results 
were very similar for BL15, BL50 and Cu3 suggests that the smallest 15% of particles dominate the 
CSD. This is a very useful result, as it supports the use of D15 as the characteristic particle size in 
Terzaghi’s filter rule (Terzaghi et al., 1996) and the Kézdi (1979) suffusion criterion. 
As noted for the Cu4 sand, the CSD results for Cc0.8 and Cc1.5 sands may not be reliable due to poor 
image resolution of the smallest particles and voids, however the results can be compared against the 
Cu4 results. The Cc1.5 CSD (solid red line in Figure 5-32(d)) was very similar to the Cu4 result 
(purple line), while the Cc0.8 CSD indicated significantly smaller constrictions. Referring to Figure 
5-11(d), the range of particle sizes are identical for the Cu4, Cc0.8 and Cc1.5 materials, however the 
Cc0.8 PSD represents a greater proportion of smaller particles, whereas the Cc1.5 PSD represents a 
greater proportion of large particles. Hence the CSD results in Figure 5-32(d) suggest that increasing 
the proportion of small particles significantly alters the CSD, while increasing the proportion of large 
particles does not significantly alter the CSD. This supports the conclusion from the BL15 and BL50 
results, that the CSD is governed by the smaller particles, but this also supports the suggestion by 
Shire (2014) that at a Cu value above 3 the addition of large particles his little impact on the CSD.                   
5.3.5 Review of existing Geometric criteria 
Chapter 2 (Section 2.2) presented two commonly used criteria for suffusion, namely the Kézdi  (1979) 
and Kenney and Lau (1985) criteria, which apply simple checks to the PSD and which were based on 
laboratory testing. The Kézdi (1979) criterion was based on Terzaghi’s filter rule, which states that the 
𝐷15 of the coarse material must be less than 4 times the 𝑑85 of the fine material. The value of 4 was 
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justified as an approximate ratio between particle sizes and constriction sizes. The Kenney and Lau 
(1985) criterion also uses a ratio of 4 between the size of coarse particles and the size of fine particles 
which can fit between them, but considers a wider portion of the PSD, rather than selecting 
characteristic particle sizes (𝐷15 and 𝑑85).  
Laboratory studies by Bertram (1940) and later by Fannin and Moffat (2006) indicated that materials 
were stable up to 𝐷15 𝑑85⁄  values of 5 to 6 and suggested that Terzaghi’s filter rule was conservative 
and that the value of 4 included a factor of safety. However determining whether Terzaghi’s filter rule 
(and hence the Kézdi criterion) is conservative depends not only on the ratio of 4 between particles 
and constrictions, but also on the two implicit assumptions: that 𝐷15 is characteristic of the full coarse 
PSD and that retaining the d85 sized material will result in retention of all the fine material. These 
three separate issues can be assessed using the data collected in the current study.  
Figure 5-34 presents CSDs (solid grey lines) and PSDs (solid black lines) for the Cu3 sand, Cu3 glass 
beads and Cu1.5 sand images. It should be noted that the percentage passing is presented ‘by mass’ 
for PSDs and ‘by number’ for CSDs, as constrictions do not have a volume or mass. To examine the 
physical significance of the Kézdi (1979) and Kenney & Lau (1985) criteria, dashed lines are shown 
in Figure 5-34 representing particle diameters divided by 4. 
One possible interpretation of the  Kézdi criterion is that D15/4 gives an estimate of a representative 
constriction size for the whole material. On this basis Kenney et al. (1985) combined analytical 
estimates of constriction sizes with laboratory results and suggested that the ‘controlling constriction 
size’ for a filter, 𝐷𝑐
∗, was approximately equal to 𝐷15/5. The results in Figure 5-34 show that D15/4 
corresponds to approximately the 50th percentile of the constriction sizes (i.e. the median constriction 
size) for all three materials, which is in good agreement with results found by Shire et al. (2012) and 
Shire and O’Sullivan (2016) for DEM simulations. The CSD results for non-linear PSDs (Figure 
5-32(d)) confirmed that the smallest 15% of the PSD governs the whole CSD, giving further support 
to the use of D15 as the characteristic parameter to represent the whole material.    
An alternative way to interpret the criterion is to assume that D15/4 is intended to represent the 15th 
percentile of the CSD (Dc15), but includes a factor of safety. The measured ratios between D15 and Dc15 
ranged from approximately 5.5 to 6.5. These values are in good agreement with experimental studies  
(Bertram, 1940; Fannin and Moffat, 2006). Using this interpretation, the CSD results clearly show 
that using a value of 4 in the Kézdi (1979) criterion gives a the factor of safety of roughly 1.5.   
The Kenney & Lau criterion is applied over a wider portion of the PSD and hence the full shape of the 
CSDs relative to the PSDs should be considered. The CSD for the Cu3 sand (Figure 5-34(a)) is 
roughly parallel to the PSD, with a size ratio of approximately 1:6.5 relating a point on the PSD to the 
same percentile in the CSD.  Comparing the solid and dotted grey lines in Figure 5-34(b), the Cu3 
glass beads produce a more uniform distribution of constriction sizes than the Cu3 material (sub-
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angular sand, shown as a dashed line). For the glass beads the size ratio between constrictions and 
particles ranges from around 1:5 to 1:6.5. In Figure 5-34(c), the dotted grey line shows the CSD for 
Cu3 sand, normalised to have the same minimum constriction size as Cu1.5 sand. While Cu1.5 clearly 
produces a narrower range of constriction sizes than Cu3, the CSD is not parallel to the PSD and the 
largest constriction sizes have a ratio of almost 1:4 to the particle sizes. Again, if the factor of 4 in the 
Kenney & Lau criterion is interpreted as the ratio of particle to constriction sizes, with a factor of 
safety, then that factor of safety is typically around 1.3 to 1.6, but may be as low as 1.0 for the largest 
constrictions in uniform materials.   
As noted in the previous section, Shire (2014) suggested that CSDs, normalised by D0, remain the 
same for all Cu values greater than 3. Hence for Cu values higher than those studied here, the ratio 
between the smallest particle size and smallest constriction sizes should remain constant at around 
6.5. The ratio between the largest particle and largest constriction will gradually increase above 6.5, 
indicating higher factors of safety for the Kenney & Lau criterion.      
The ratio between particle and constriction sizes should not be thought of as giving a unique 
constriction size. Instead multiplying a particle size by this factor indicates that somewhere in the 
material there will be constrictions of this size, but there will also be many larger than this size. 
Laboratory filter tests (as described in Chapter 2, Section 2.5) can provide information on how far fine 
particles travel before being retained by a suitably small constriction. Figure 5-35 presents selected 
filter test results for Cu3 sand, Cu3 glass beads and Cu1.5 sand, with the CSD results superimposed as 
blue lines. Results for these filter tests were presented in Table 2-4 but key information is summarised 
in Table 5-3. It is important to note that the test procedure was developed to capture the ‘first pass’ of 
fine particles through the filter, i.e. there should be insufficient fine material to produce self-filtering 
(Soria et al., 1993), hence the results can provide an indication of whether the Kézdi (1979) criterion 
is valid if the fine material is not able to self-filter. As shown in Table 5-3, the D15/d85 values for these 
materials were 1.5 to 2, which is significantly less than 4 and hence the fine material should be 
retained according to Terzaghi’s filter rule and the Kézdi criterion.         
For the Cu3 Sand with 4 mm and 9 mm filters, there was significant movement of fine material (29-
47% in Table 5-3). Figure 5-35(a) shows that the range of constriction sizes (blue line) is roughly the 
same as the range of base particle sizes (solid black line) and the PSDs for material passing the filters 
(grey lines) indicate there was movement of particles across the whole size range, despite the filter-
base combination having a D15/d85 value of only 2. The 16 mm filter was sufficient to retain over 90% 
of the base material, proving that the filter-base combination would definitely be stable in a practical 
application, where granular filters may be several meters thick. For the Cu1.5 filter, which had a 
D15/d85 value of only 1.5, there are some base particles larger than the maximum constriction size in 
the CSD Figure 5-35(b) and both the mass and post-filter PSDs indicate that the movement of fine 
particles has been almost completely arrested, even for the 4mm filter. 
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Referring to Figure 5-35(c) and Table 5-3, at first glance the 4 mm and 9 mm results for the Cu3 glass 
beads suggest that it is a more effective filter than Cu3 Sand, in terms of both the mass passing and 
the post-filter PSDs, even though the D15/d85 value is the same for Cu3 beads and sand. This 
improvement corresponds to a difference at the upper end of the CSDs (the glass beads had less large 
constrictions than the sand in Figure 5-34(b)). However closer inspection of the 16mm results shows 
that 16% of the base material is still passing the filter. Referring to Figure 5-35(c), the CSD for the 
glass beads has a ‘tail’ at the lower end, i.e. a lack of very small constrictions. The red star in Figure 
5-35(c) indicates the smallest 16% of the base material by mass and this corresponds with the position 
of the tail in the CSD, suggesting that this very fine material may be moving freely through the filter, 
as it is smaller than the smallest constriction size. Given that this material has passed 16mm (roughly 
50 constrictions, as determined in the following section) through the filter, it is likely that it will 
continue to move freely through any length of filter. 
These results for the glass beads sample have two important implications. Firstly they show that the 
distance travelled by fine particles before they are retained can be very different for two cases with the 
same D15/d85 value (e.g. Cu3 sand and glass beads). Secondly they show that without self-filtering by 
the fine particles, filter instability or suffusion could occur at D15/d85 values as low as 2 and hence 
self-filtration is absolutely necessary for the Kézdi (1979) criterion to give safe results. The Kenney & 
Lau (1985) method automatically checks for self-filtering of fine particles so this should not be an 
issue.         
5.3.6 Results - Constriction Frequency 
As discussed in Chapter 2 (Section 2.5), various analytical models have been used to estimate the 
average spacing between constrictions. This spacing is useful because it determines the distance fine 
material is likely to travel through the void space before being captured by a sufficiently small 
constriction. Simple analytical estimates suggest values for the average constriction spacing, s, will be 
similar to the ‘average’ particle size (Soria et al. (1993) suggest either a weighted mean size or the 
median size, D50) based on a simple cubic packing of uniform particles, as shown in Figure 2-11. 
More sophisticated analytical models, accounting for non-ideal packings and non-spherical particles, 
suggest s values smaller than D50 and that the cube of the constriction spacing (s
3
) is proportional to 
void ratio and D50 (see Equations 2-7 and 2-8, based on Wu et al. (2012)). 
The watershed-based method described above identifies centre coordinates for individual 
constrictions and Figure 5-36 shows an example of all the constriction centres in a 400×400×400 
voxel sub-volume of Cu3 sand. It is then straightforward to count the number of constrictions 
occurring within a given volume. As noted in the Section 5.3.2, constrictions in the outermost 10% of 
the image were deleted to ignore edge effects, then the number of constrictions in the remaining 
volume was counted. Comparing the measured number of constrictions between different materials 
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was challenging, as the PSDs had varying D0 values, i.e. as well as different PSD shapes, some 
materials contained generally larger particles than others. Given that several existing models have 
related constriction spacing to D50 , the number of constrictions identified in a given volume was 
normalised by the 𝐷50
3  value.  
The results for all the images are presented in Figure 5-37 in terms of void ratio versus number of 
constrictions, normalised by 𝐷50
3 . The same results are presented in Figure 5-38 versus Cu values. 
Figure 5-39 and Figure 5-40 show similar plots, but with the number of constrictions normalised by 
the total volume of the image (in millions of μm3) and normalised by the number of particles in the 
images respectively. Normalising by volume (Figure 5-39) did not produce any clear trend with either 
void ratio or Cu. Likewise, normalising by number of particles (Figure 5-40) did not produce any clear 
trends, however it is interesting to note that the number of constrictions per particle was between 5 
and 8 for the majority of the materials. Normalising by 𝐷50
3  (Figure 5-37 and Figure 5-38) produced 
much clearer trends and so only these plots are discussed in more detail here.   
Referring to Figure 5-37, for the overall data set the samples with lower void ratios (i.e. denser 
samples) had more constrictions. However, observing any one material type (e.g. the three green 
markers, representing Cu1.5 sand at different densities) there is not such a clear trend. In Figure 5-38, 
again there is a general relation for all the data, with lower Cu values (i.e. more uniform material) 
producing less constrictions than material with a wider range of particle sizes, which is logical. It is 
also interesting to note that the Cu values were measured from the image-based PSDs (Figure 5-11) 
and it was possible for samples with the same target Cu to have slightly different Cu values. For 
example the three green markers for Cu1.5 sand (the lowest points in Figure 5-38) had slightly 
different Cu values, but demonstrate the same trend shown by the data set as a whole. This indicates 
that the shape of the PSD (the Cu value) is the independent variable which governs the number of 
constrictions, whereas the relationship between the number of constrictions and the void ratio is due 
to the fact that void ratio is also a function of the Cu value (as shown in Figure 5-41), i.e. void ratio is 
a dependent variable. 
When considering distinct material types, the trends in Figure 5-38 become even more pronounced. 
The black and grey symbols represent spherical particles, either physical specimens of glass beads or 
voxelised DEM simulations, and these lie above the other data and form an approximately linear 
relationship between Cu and normalised number of constrictions. The results for Cu1.5, Cu2, Cu3 and 
Cu4 sands lie slightly lower on the plot, but also show an approximately linear relationship. The 
difference arises because the spherical particles are able to form a more efficient packing (and hence a 
greater number of constrictions) than the irregular sand particles. The majority of the non-linear PSDs 
(BL15 and BL50 – shown as light blue symbols; Cc0.8 sand – red star; and Cc0.8 DEM – black star) 
typically fall below the other sands on the plot. Again, this pattern can be explained by the non-linear 
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PSDs forming less efficient packings than the linear PSDs, because the non-linear PSDs contained, by 
definition, disproportionate amounts of either fine or coarse particles rather than an even distribution. 
The exception to this trend was the Cc1.5 sample which had the highest number of constrictions of all 
materials. As noted in Section 5.3.4, this material suffered from poor resolution of the finest particles 
and constrictions and hence the image-based results may not be reliable. Additional tests would need 
to be performed on the same material to confirm if this result was meaningful and no conclusions 
have been drawn from it here.             
The data presented in Figure 5-37 and Figure 5-38 consider the total number of constrictions for a 
given volume. Determining the spacing between constrictions in one direction is not trivial and 
depends on two important factors: 
1 - There is no clear definition for the direction or alignment along which the spacing should be 
measured. In practical terms, the spacing of interest may be the linear spacing in the direction straight 
through the filter, so that the total thickness of a filter can be divided by the spacing to obtain the 
number of constrictions passed. Alternatively, the spacing may be the physical distance, in 3D, 
travelled by fluid or fine particles between one constriction and the next. This distance (and its 
measurement) will be discussed in detail in Chapter 6 but here the former definition (linear spacing 
across the thickness of the filter) is more relevant to geometric suffusion criteria.   
If the spacing between constrictions in one direction, e.g. the x direction, were to halve then, for an 
isotropic, homogeneous material, the spacing in the y and z directions is also expected to halve. Hence 
if the constriction spacing decreases by a factor of 2, the number of constrictions per unit volume will 
increase by a factor of 2
3
. As such, a simple estimate of the constriction spacing in one direction can 
be obtained from the cube root of the number of constrictions per unit volume, producing results as 
shown in Figure 5-42. The results are presented as number of constrictions per unit length (i.e. the 
inverse of spacing) and are normalised by D50 length, with hollow blue circles for sands and solid blue 
circles for glass beads. Red circles represent values calculated from e and D50 using equations 2-7 and 
2-8 (Wu et al., 2012). The green line represents the simple analytical assumption that the spacing is 
similar to D50 (Soria et al., 1993) and is well below the measured values, however extrapolation of the 
micro-CT data would support the use s=D50 at a Cu value of 1 (uniform material). The red values give 
a closer approximation to the measured results than the green line does, but the micro-CT results show 
a clear trend with Cu value which was not predicted by either of the analytical estimates.          
2 – The second major issue affecting constriction spacing is the orientation of constrictions. Some of 
the constrictions in a given volume may be facing in directions perpendicular to the direction travelled 
by the fine particles or fluid, hence these constrictions may be irrelevant to the filtration mechanism. 
It is important to note that the movement of fluid through the void space in sands has significant 
tortuosity, i.e. the flow is not in a constant direction and hence constrictions at different orientations 
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may be relevant to filtration mechanisms. This will be examined in more detail in Chapter 6, but here 
the overall trend in constriction orientations was examined.   
Oda (1972; 1977) proposed that the ‘orientation fabric’ of soil could be characterised by the 
magnitude and orientation of particles, in terms of the major axes of the particles and also the 
direction of inter particle contacts. Furthermore, Oda et al. (1985) used particle shape and orientation, 
particle contacts as well as the shape and orientation of voids to characterise fabric. To measure 
orientation fabric in micro-CT images of sands, Fonseca (2011) and Ní Bhreasail (2013) used these 
same parameters and quantified them in terms of a second order ‘fabric tensor’, defined by Satake 
(1982) as follows: 
Φ𝑖𝑗 =  
1
𝑁
 ∑ 𝑛𝑖
𝑘 . 𝑛𝑗
𝑘𝑁
𝑘=1         (Equation 5-8)           
where Φij is a fabric tensor, N is the number of vectors analysed, ni
k and nj
k are the components of the 
vector k in the i and j directions respectively. Hence for 3D vectors described by Cartesian 
compenents (x,y,z) a symmetrical 3D fabric tensor is produced as follows : 
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]  (Equation 5-9) 
In this form, the values Φ𝑥𝑥 , Φ𝑦𝑦 and Φ𝑧𝑧 indicate the tendency for the vectors to be oriented 
towards the x, y and z directions respectively. For example, if particle orientations produced tensor 
values Φ𝑥𝑥 = 0.25 , Φ𝑦𝑦 = 0.25 and Φ𝑧𝑧 = 0.50, this would indicate an anisotropic material where 
the particles are tending to align in the z direction, but there is no preference between the x and y 
directions. Values of Φ𝑥𝑥 = 1/3 , Φ𝑦𝑦 = 1/3 and Φ𝑧𝑧 = 1/3 would indicate a perfectly isotropic 
material.  
Figure 5-43 shows a schematic of a 3D surface (grey rectangle) and its three principle component 
vectors (red arrows). The minor principle component is perpendicular to the face of the rectangle, as 
the thickness of the rectangle is its minor dimension. For selected micro-CT images, principle 
component analysis was performed on the void boundary voxels in the neighbourhood of each 
constriction centre and the minor principle components were used to represent a vector perpendicular 
to the face of the constriction, producing the vector arrows shown in Figure 5-36. The results were 
sensitive to the number of voxels considered to make up the ‘neighbourhood’ around the constriction 
centre and too small a number of voxels produced unreliable results, typically oriented exactly in the 
x, y or z directions. The extent of the neighbourhood around each constriction centre was taken as the 
distance map value at the constriction centre, hence the neighbourhood extended from the constriction 
centre to the nearest particle surface. If this neighbourhood produced less than 5 voxels then the 
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orientation was ignored from further analyses. Based on a large number of visual inspections, this 
method produced meaningful results for the vectors perpendicular to the constriction surfaces.  
Fabric tensor values for a number of micro-CT images are presented in Table 5-4. In the Cu3 sand and 
Cu1.5 sand materials there was a small degree of anisotropy, with constrictions tending more towards 
the vertical (z) direction than the horizontal directions, especially in the Cu1.5 sample. However, 
many of the other materials exhibited similar differences between the two horizontal directions (x and 
y). Given that the sample preparation method should not introduce any bias towards one horizontal 
direction, this may indicate that the samples were too small to provide a representative elementary 
volume for the measurement of constriction fabric tensors. For comparison, an image of similar size 
and resolution was synthesised from DEM data by Shire (2014) and the constriction fabric tensor 
values (given in Table 5-4) were much closer to an isotropic condition (values of 1/3). 
The constriction orientations are also presented graphically in Figure 5-43(b & c). Here the 3D 
vectors have been projected onto 2D planes, as shown schematically in Figure 5-43(a), and presented 
as radial frequency distributions, or ‘rose diagrams’, with 20o bins. As discussed in Chapter 3 (see 
Figure 3-22), voxelisation of curved objects results in stepped surfaces, which causes the principal 
component vectors to align more towards the x, y or z directions, especially for small constrictions, 
hence the rose diagrams all show three distinct peaks around 0
o
, 90
o
 and 180
o
. As with the fabric 
tensor values, the plots show a slight increase in frequency of constrictions oriented in the z (vertical) 
direction, however this small difference may be due to sample size issues, rather than the formation of 
an anisotropic fabric. 
If some of the constrictions are not encountered by fluid or fine particles due to their orientation, then 
the number of active constrictions over a given length will be less than the value estimated from the 
cube root of the number per unit volume (Figure 5-42). Whether or not fluid passes through 
constrictions with different orientations will be examined in detail in Chapter 6, using pore scale fluid 
simulations.                                        
5.4 Summary 
The geometric criterion for suffusion describes whether or not fine particles can fit through the void 
space between coarse particles. This mechanism is governed by the size of the narrowest points in the 
void space, referred to as constrictions. Micro-CT images of materials with varying PSDs, densities 
and particle shapes have been used to examine how the particle characteristics relate to the size and 
frequency of void constrictions.  
Quantifying density (void ratio) and particle shape was relatively simple using existing methods, 
however it was found that the existing method for measuring particle sizes from micro-CT images 
introduced a systematic error due to the deletion of edge particles. While this error will be more 
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pronounced in smaller images, there will be systematic skewing of the PSD results for any size of 
image and hence a correction is recommended. A new statistical method to correct for this error was 
developed and validated. 
While several methods exist to measure the size of void constrictions, many of these methods are only 
applicable to idealised spherical particles. Those methods which are applicable to images with 
irregular particles do not provide tools to visualise the constrictions in 3D and hence it is difficult to 
confirm if the results are meaningful, or to gain any deeper understanding of how the constrictions 
form between particles. A new method was developed in this study using watershed segmentation of 
the void space and providing 3D images which were crucial in validating the model and interpreting 
the final results. While the watershed method may be sensitive to image processing issues, results for 
several images were validated against a range of existing models and the new model was found to be 
accurate. Repetitions of the same materials showed that the overall method used in this study 
(including physical preparation, micro-CT scanning, image processing and constriction analysis) was 
repeatable.  
Constriction size distributions (CSDs) were found to be highly dependent on Cu value and particle 
shape, while the effect of a change in void ratio was less significant. Unfortunately the results for 
materials containing very fine particles (namely the Cu4, Cc0.8 and Cc1.5 sands) produced unusual 
results and were not deemed to be reliable. This issue was due to the physical limitations of the x-ray 
scanning set-up, as the wide range of particle sizes meant that the resolution of the smallest particles 
was poor. Scanning a smaller sample with the same scanner would improve the resolution, but would 
significantly reduce the number of large particles, making the results unreliable. As technology 
improves in the future, it would be valuable to re-assess these materials as well as other PSDs with 
wider ranges of particle sizes, to confirm whether the results presented here are generally applicable, 
or are unique for materials with Cu values of 1.5 to 3.  
The CSD results were used to evaluate existing geometric criteria for suffusion. Combining CSDs and 
laboratory filter tests, it became apparent that the Kézdi (1979) criterion relies heavily on the self-
filtration of fine material. If fine material does not self-filter there can be significant movement of fine 
material at D15/d85 values as low as 2, even though the criterion suggests stability for 𝐷15 𝑑85⁄ ≤ 4. 
With self-filtering fines, the criterion was found to have a factor of safety of approximately 1.5 on the 
size of constrictions produced by the smaller coarse particles. The Kenney and Lau (1985) criterion 
was shown to produce varying factors of safety for different materials, with Cu values of 3 or more 
suggesting factors of safety >1.5, while the Cu1.5 sand indicated factors of safety as low as 1.0-1.5 in 
terms of the size of the largest constrictions. 
The number of constrictions per unit volume was measured and, when normalised by D50, showed a 
clear correlation with Cu. Spherical particles were found to produce more constrictions than sands 
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with the same Cu value and non-linear PSDs (BL15, BL50, Cc0.8, Cc1.5) tended to produce less 
constrictions than linear PSDs (Cu1.5, Cu2 etc.). The cube root of the number of constrictions gave an 
indication of the constriction frequency in one direction. While analytical methods to estimate 
constriction frequency produced some similar results, they did not predict the strong dependency on 
Cu value.              
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TABLES 
Table 5-1: Number of constrictions for validation cases (data as presented in Taylor et al. (2015))  
Material 
Particle 
sizes 
(vox) 
Constriction 
sizes (vox) 
Number of constrictions 
Watershed 
method 
Maximal 
Ball 
Medial Axis 
Delaunay 
triangulation 
Voxelised 
DEM 
50 to 75 8 to 32 2492 1760 / 
2000 to 
3000* 
Cu3 sand 
micro-CT 
image 
30 to 200 5 to 36 4449 5110 2000 to 7000* / 
*Number of constrictions sensitive to merging parameter. Values reflect range of merging parameters shown for 
CSDs in Figure 5-26(b) and Figure 5-31. 
 
Table 5-2: Computation time for Cu3 sand image by different methods (data as presented in 
Taylor et al. (2015)). Times rounded up to nearest minute; Image size = 600×600×900 voxels; 
Computer specifications: Intel® Xeon® CPU X5650 @ 2.66GHz (x2 processors), 144GB 
RAM   
Method Step 1 Step 2 Step 3 Total time 
Maximal Ball 
MB algorithm
1
 
215 mins 
 
→ → 215 mins 
Medial Axis 
Skeletonise 
voids
2
 
9 mins 
 
Locate 
constrictions
4
 
2 mins 
 
Merge voids 
(optional)
4
 
2 mins 
 
11-13 mins 
Watershed method 
Watershed 
segmentation
3
 
6 mins 
 
Skeletonise 
boundaries
2
 
3 mins 
 
Locate 
constrictions
4
 
2 mins 
 
11 mins 
Software used: 
1
C++ code by Dong, (2007),  
2
ImageJ 1.47e,  
3
Avizo Fire 7.0,  
4
In-house Matlab code 
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Table 5-3: Percentage of fine particles passing through filters 
Filter 
material 
D15 / d85 
Filter thickness 
4mm 9mm 16mm 
Mass of base passing filter (%) 
Cu3 Sand 2 47 29 9 
Cu3 Glass 
beads 
2 36 27 16 
Cu1.5 Sand 1.5 11 4 3 
 
Table 5-4: Fabric tensor values for minor principle components of constrictions 
Material 
(Density) 
Fabric Tensor Components 
Φxx Φyy Φzz 
Cu3 Sand (M) 0.331 0.318 0.351 
Cu1.5 Sand (M) 0.311 0.327 0.362 
Cu3 DEM 0.336 0.338 0.326 
Cu2 Sand (M) 0.338 0.342 0.320 
Cu3 Glass 
Beads (D) 
0.352 0.316 0.332 
Cu1.5 Glass 
Beads (D) 
0.324 0.341 0.335 
BL15 (M) 0.339 0.344 0.317 
BL50 (M) 0.333 0.358 0.309 
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FIGURES 
 
Figure 5-1: Schematic of incomplete particles at the edges of an image, a) Edge particles identified by 
red outline, b) Relative volumes of fine and coarse edge particles 
 
Figure 5-2: Methods to determine true size of edge particles, a) Sub-image, b) Known particle sizes 
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Figure 5-3: Voxelised 3D images, synthesised from DEM results by Shire (2014), a) Cu3, b) Gap-
Med-35, Broad 1 
 
Figure 5-4: Effect of image size on PSD for voxelised DEM samples, a) Cu3, b) Gap-Med-35, Broad1  
 
Figure 5-5: Schematic of window sampling method 
178 
 
 
Figure 5-6: Examples of window sampling results, a) 10 bins for partial volume (only 4 shown), 10 
bins for true size, b) 20 bins for each  
 
Figure 5-7: Sensitivity results for bin sizes, a) Contours of RMSD for Cu3 sand, b) PSD with lack of 
size bins, c) Contours of RMSD for OF45sand, b) PSD with lack of partial volume bins    
179 
 
 
Figure 5-8: Contours of RMSD for varying size and number of window steps, OF45, optimal binning 
 
Figure 5-9: Effect of relative window size on RMSD, with optimal binning 
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Figure 5-10: PSDs for voxelised DEM samples with and without statistical correction, a) a) Cu3, b) 
Gap-Med-35, Broad 1 
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Figure 5-11: PSD results for all well graded materials, a) Cu1.5 and 3 (sand and glass beads), b) Cu2 
and 4 (sand and glass beads), c) BL15 and BL50 (sand), d) Cc0.8 and Cc1.5 (sand) 
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Figure 5-12: Conceptual representation of voids and constrictions (after Taylor et al. (2015)), a) 
Particles (grey) and voids (white), b) Voids (white) and void boundaries (grey); c) Void 
centres (nodes) and links, d) void constrictions (dark grey circles)  
 
Figure 5-13: Constrictions in idealised particle configurations (after Silveira et al. (1975)), a) Dense, 
b) Loose 
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Figure 5-14: Schematics of triangulation methods (after Taylor et al. (2015)): (a) Centre-centre, 
(Delaunay method), (b) Contact-contact  
 
Figure 5-15: Schematics of image-based methods (after Taylor et al. (2015)), a) Maximal Ball, b) 
Medial Axis 
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Figure 5-16: Conceptual void structures and micro-CT examples, a) Sandstone (S1 sandstone, scan by 
Dong (2007)), b) Dense sand (F42A, scan by Dong (2007)), c) Loose sand (Cu3 Sand, this study)  
 
 
Figure 5-17: Flow chart for watershed method (after Taylor et al. (2015)) 
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Figure 5-18: Graphical User Interface (GUI) developed for watershed method 
 
Figure 5-19: Watershed void boundaries for Cu3 sand (after Taylor et al. (2015)), a) 3D sub-
volume of particles, (b) Watershed boundaries, coloured by separate objects; (c) 2D 
projections watershed boundaries, showing distance map 
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Figure 5-20: Void boundary geometry, a&c) 2D projections showing distance map, b&d) 3D views  
 
Figure 5-21: Largest spherical particles crossing boundary (after Taylor et al. (2015)), a) 2D, b) 3D  
 
Figure 5-22: 3D views of a void boundary (after Taylor et al. (2015)), a) Boundary voxels, b) 
Distance map, c) Boundary skeleton voxels, d) Distance map on skeleton, e) Void skeleton  
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Figure 5-23: Schematic distance maps showing types of maxima (after Taylor et al. (2015)), a) 
‘Peak’, b) ‘Plateau’, c) ‘Ridge’ 
 
Figure 5-24: Stages in identifying valid local maxima (after Taylor et al. (2015)) with typical 
example from Cu3 sand: a&e) All local maxima, b&f) Remove plateau duplicates, c&g) 
Remove ridges, d&h) Remove erroneous maxima  
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Figure 5-25: Erroneous maximum due to surface defect (after Taylor et al. (2015)), a) Distance 
map for a schematic void boundary, with particle defect, b) Distance map profile on line A-A   
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Figure 5-26: Validation case (after Taylor et al. (2015)), a) Voxelised image from DEM results 
by Shire (2014), b) CSDs by Delaunay, Contact triangulation, Maximal Ball and watershed methods   
 
Figure 5-27: 3D image showing constriction centre locations by DEM and watershed methods 
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Figure 5-28: PSD for Cu3 sand and CSD with varying minimum size cut-offs (after Taylor et al. 
(2015))  
 
Figure 5-29: CSD for Cu3 glass beads and examples of particle configurations forming constrictions 
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Figure 5-30: CSD for Cu3 sand and examples of particle configurations forming constrictions 
 
 
Figure 5-31: Comparison of CSD for Cu3 sand by image-based methods (after Taylor et al. (2015)) 
192 
 
 
Figure 5-32: CSD results for all well graded materials, normalised by D0 a) Varying Cu, b) Varying 
density, c) Varying particle shape, d) Non-linear PSDs (BL15, BL50, Cc0.8, Cc1.5)  
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Figure 5-33: CSD results for all well graded materials, normalised by D15 a) Varying Cu, b) Varying 
density, c) Varying particle shape, d) Non-linear PSDs (BL15, BL50, Cc0.8, Cc1.5) 
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Figure 5-34: Comparison of PSDs and CSDs, a) Cu3 sand, b) Cu3 glass beads, c) Cu1.5 sand 
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Figure 5-35: CSDs overlain on lab filter test results, a) Cu3 sand,  b) Cu1.5 Sand, c) Cu3 Glass beads 
 
Figure 5-36: Constriction centres in 3D sub-volume of Cu3 sand. Arrows show constriction 
orientations and colours indicate the maximum component (x, y or z) of the orientation vectors  
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Figure 5-37: Normalised number of constrictions versus void ratio for all samples  
 
Figure 5-38: Normalised number of constrictions versus Cu value for all samples 
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Figure 5-39: Number of constrictions in micro-CT images normalised by image volume (in million 
μm3), a) versus void ratio, b) versus Cu value 
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Figure 5-40: Number of constrictions in micro-CT images normalised by number of particles in the 
image, a) versus void ratio, b) versus Cu value 
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Figure 5-41: Void ratio versus Cu value for micro-CT images 
 
Figure 5-42: Number of constrictions per unit length, normalised by D50 (median particle diameter) 
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Figure 5-43: 3D constriction orientations, a) Schematic showing principle components and planar 
projections, b) Constriction orientations for Cu3 and Cu1.5 sands, projected on the ZX plane, b) 
projected on the ZY plane 
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CHAPTER 6: FLUID FLOW IN VOIDS  
6.1 Introduction 
Chapters 4 and 5 examined whether fine particles are constrained or are free to move (the mechanical 
criterion) and whether loose fines can fit through the void space between coarse particles (the 
geometric criterion). Even if a material is susceptible to suffusion, based on the mechanical and 
geometric criteria, suffusion will only occur if the fluid flowing through the void space applies 
sufficient forces to move and transport the fine particles (this is the hydraulic criterion). The resin-
impregnated samples used in this study were static and hence it was not possible to examine the 
velocities or hydraulic gradients at which suffusion occurs. Instead, computational fluid dynamics 
(CFD) simulations were performed on the micro-CT images described in Chapters 2 and 3. The 
results were used to examine local velocities and pressures within the void space.  
The CFD data provided a means to examine two important issues: Firstly, how are local velocities and 
pressures affected by changes in particle and void geometry? And secondly, how are local velocities 
and pressures related to macro-scale velocities and pressures, averaged over the sample volume? The 
CFD results have provided new insights into the behaviour of fluid within the void space and in 
particular the flow directions and head losses in the vicinity of void constrictions. 
A brief background is presented, summarising approaches in the literature to examine the hydraulic 
criterion. While it is commonly acknowledged that fluid velocities and drag forces control the 
transport of fine particles, existing criteria are typically base on macro-scale hydraulic gradient (the 
head differential per unit length across the material) because local velocities cannot be easily 
measured. Macro-scale hydraulic gradient is related to the area averaged fluid velocity by the 
hydraulic conductivity (k) of the material, however the measurement or prediction of hydraulic 
conductivity is not straightforward. The CFD data, once validated against laboratory results, allowed a 
quantitative evaluation of existing models for predicting hydraulic conductivity.        
Some of the methodology and results presented in this chapter (Sections 6.3.1, 6.3.2 and 6.3.3) are 
similar to those published by the author in Taylor et al. (2016) but, for clarity, Taylor et al. (2016) is 
only cited directly in relation to modified figures or tables.       
6.1.1 Background  
In a saturated soil deposit, the movement of unrestrained soil particles occurs when drag forces 
imposed by the pore fluid are large enough to overcome the weight of the particles and any contact 
forces with neighbouring particles. In 1851 Stokes produced an analytical expression to calculate the 
drag force imposed by laminar flow around a perfect sphere, which is commonly referred to as 
Stokes’ law (Head, 2006): 
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𝐹𝑑 = 6𝜋 𝜇 𝑟 𝑣       (Equation 6-1) 
where 𝐹𝑑 is the drag force, μ is the dynamic viscosity of the fluid, r is the sphere radius and v is the 
flow velocity relative to the sphere. The viscosity is a fixed material property and hence, for a given 
sphere radius, the drag force is governed entirely by the velocity of the fluid. Flow around a perfect 
sphere is a very simplified case and various analytical and empirical formulae have been proposed to 
determine the velocity at which particles at the surface of a soil layer will be entrained (picked up) 
and transported by a fluid flow, e.g. Bagnold (1941) for wind-blown desert sands or Slingerland 
(1977) for river channel erosion, which introduce variables for soil bed geometry and fluid turbulence. 
Drag forces for fluid flowing through assemblies of particles have been examined using experimental 
measurements (e.g. Ergun, 1952) and numerical models (e.g. Di Felice, 1994), linking drag force, 
velocity (or flow rate) and particle characteristics.  
In many areas of internal erosion these relationships between velocity and drag forces form the basis 
of hydraulic criteria, i.e. determining the hydraulic conditions at which erosion initiates. For contact 
erosion (the movement of fines at the boundary between layers of fine and coarse soils) the ICOLD 
bulletin on internal erosion (ICOLD, 2013) presents several criteria for critical fluid velocity as a 
function of particle size, as shown in Figure 6-1. Here the velocities considered are the ‘Darcy 
velocity’, which represents the flow rate through the coarse layer averaged over the cross sectional 
area, as opposed to the local fluid velocity around a particle. 
As discussed in Chapter 4, Skempton & Brogan (1994) performed laboratory suffusion tests with 
upward flow, in which they measured the hydraulic gradient required to cause suffusion. The onset of 
suffusion was based on the observation of fine particle movement, or a sudden change in hydraulic 
conductivity. In materials which were unstable in terms of the mechanical and geometric criteria, they 
identified critical hydraulic gradients as low as 20-30% of the critical hydraulic gradient for heave 
(𝛾′ 𝛾𝑤⁄ ), which provides a simple hydraulic criterion in terms of hydraulic gradient. Flow rates (and 
hence Darcy velocities) were measured however these were only used to help identify sudden 
increases in hydraulic conductivity, which indicated the onset of suffusion. No hydraulic criterion was 
developed to relate flow velocity to suffusion. Instead, the hydraulic gradients were considered in 
terms of pressures acting on the particles and these were related to effective stresses and the 20-30% 
factor on the critical hydraulic gradient (compared to non-suffusive material) was assumed to relate to 
a stress reduction factor, 𝛼 , of 0.2 to 0.3 (i.e. 20-30%).  This represents a mechanical criterion based 
on hydraulic measurements and the notion that the stress reduction factor is exactly equal to the 
reduction in critical hydraulic gradient is an assumption, which has never been verified. It is 
interesting to note that Skempton & Brogan's (1994) results showed small increases in k  at 𝛼 values 
even lower than the 0.2 – 0.3 required for suffusion throughout the samples, possibly indicating local 
suffusion in regions with higher local velocities.         
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Subsequent suffusion studies developing on Skempton & Brogan’s hydro-mechanical method include 
Wan & Fell (2004, 2008), who performed similar suffusion tests and suggested 𝛼 values ranging from 
0.8 to <0.3, with lower values corresponding to looser (higher porosity) samples. Large, upward flow, 
permeameter tests were performed at the University of British Columbia on a range of soils with 
varying susceptibility for suffusion (Crawford-Flett, 2014; Fannin & Moffat, 2006; Li, 2008; Li & 
Fannin, 2008; Moffat & Fannin, 2011a, 2011b), which indicated clear relationships between the 
critical hydraulic gradient, the applied effective stresses and the internal stability (potential for 
suffusion) of the material, as shown in Figure 6-2. Chang et al. (2012) showed that the critical 
hydraulic gradient could also decrease when deviatoric stresses were applied in triaxial seepage tests. 
These empirical studies (and also simple analytical models by Li & Fannin (2011)) propose hydro-
mechanical criteria based on Skempton & Brogan’s 𝛼 parameter, however no methods to predict the 
value of 𝛼 are given. ICOLD (2013) includes the following expression to estimate 𝛼 (from Li, 2008), 
however this is not recommended as the same bulletin also states that “as there are no generalized 
methods for accurately predicting the critical seepage gradient laboratory tests should be carried 
out which carefully simulate the field conditions”:  
𝛼 = 3.85 (𝑑85 𝑂50⁄ ) − 0.616     (Equation 6-2) 
where  𝑑85 is the 85
th
 percentile of the fine particle diamters and 𝑂50 is the median void constriction 
size in the coarse material (after Kovács (1981)).     
6.1.2 Hydraulic conductivity modelling 
It is recognised that the fluid velocity governs the movement of particles and yet the existing 
hydraulic (or hydro-mechanical) criteria for suffusion are based on hydraulic gradient, presumably 
because this can be easily controlled in laboratory tests and can (with some assumptions) be related to 
effective stresses. The material property linking the hydraulic gradient with the fluid velocity is the 
‘hydraulic conductivity’, commonly denoted as k . Hydraulic conductivity is notoriously challenging 
to measure and predict, due to spatial variability and large differences between laboratory and in-situ 
measurements (Terzaghi et al., 1996) and the fact that values vary by more than 10 orders of 
magnitude between coarse and fine grained soils (Head, 2011). Mitchell and Soga (2005) summarised 
these issues with the following statement: “In many instances, more attention is directed at the 
analysis than at the value of k. This is unfortunate because no other property of importance in 
geotechnical problems is likely to exhibit such a great range of values … or show as much variability 
in a given deposit as does the hydraulic conductivity”. The current study offers an opportunity to 
examine how fundamental changes in the particle and void geometry effect fluid flows and to 
consider the implications for measurement and prediction of hydraulic conductivity values.  
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Seepage in sands is governed by the geometry of the void space (Head, 2011), however void 
geometry cannot be measured in conventional laboratory or in-situ tests. Hence, seepage is often 
related to four particle characteristics which can be determined at the laboratory scale: particle size, 
gradation, void ratio and particle shape. As shown in Figure 6-3, varying any one of these 
characteristics has a predictable effect on hydraulic conductivity (k) however if multiple 
characteristics are varied then the resultant effect on k  is not clear. An accurate hydraulic conductivity 
model should account for all four of these particle characteristics.   
Figure 6-4 shows alternative conceptual models used to quantify hydraulic conductivity. Figure 6-4(a) 
represents the basic Darcy model, where the material is treated as a continuum with a constant 
hydraulic conductivity, k , throughout. In this model there is assumed to be a constant gradient of head 
loss with distance through the material (shown in the graph on the left of Figure 6-4(a)) and this 
hydraulic gradient, i , is determined by measuring the head at several locations points along the flow 
path; k  values are then calculated based on i , the flow rate and the cross sectional area, as in Equation 
2-9 (Chapter 2). Hazen (1892) performed tests on a range of sands and proposed an empirical 
relationship between k  and a characteristic particle size, D10, as follows:     
𝑘 = 𝐶𝐻𝐷10
2           (Equation 6-3) 
where CH is an empirical fit parameter. CH values recommended in the literature are typically between 
100 and 150, where k  and D10 have units of cm/s and cm (Carrier, 2003). The Hazen formula is crude 
and implies that particle size is the only variable effecting hydraulic conductivity, neglecting the 
effects of Cu, void ratio or particle shape. Furthermore it is based solely on empirical evidence and 
makes no attempt to explain the properties of the void space which control hydraulic conductivity. 
A more sophisticated model is provided by the Kozeny-Carmen equation  (Carman, 1937), which was 
originally developed to estimate specific surface (surface area per unit mass), S, for industrial powders 
with known hydraulic conductivity, because S could not be measured directly (Chapuis and Aubertin, 
2003). The equation considers a group of capillary tubes to be an appropriate analogue to the 
connected void space in a packed particle assembly, as shown in Figure 6-4(b). The velocity:head loss 
relationship for a single tube is given by Poiseuille’s law:  
𝑣 =  
𝜌𝑤 𝑅
2
8 𝜇𝑤
 𝑖       (Equation 6-4) 
where v is the average velocity, 𝜌𝑤 is the fluid density, R is the tube radius and 𝜇𝑤 is the dynamic 
viscosity of the fluid. The Kozeny-Carman equation is derived by using geometric properties of the 
soil to determine a value for R to represent the void space. The version of the Kozeny-Carman 
equation, described by Mitchell & Soga (2005) is as follows: 
𝑘 = [ 1
𝑘0
]   
𝛾𝑤
𝜇𝑤 
 
𝑒3
𝑇2 𝑆0
2 (1+𝑒)
 =  [ 1
𝑘0 𝑇
2 ]    
𝑔
𝜇𝑤 𝜌𝑤 
 
𝑒3
 𝑆2 𝐺𝑠
2 (1+𝑒)
       (Equation 6-5) 
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where k0 is an empirical fit parameter, 𝛾𝑤 is the unit weight of the fluid, T is the tortuosity (fluid path 
length divided by distance travelled in the main flow direction, 𝐿𝑒 𝐿⁄  (Guo, 2015)), S0 is surface area 
per unit volume and 𝐺𝑠 is the specific gravity of the soil.  
On first glance Equation 6-5 can capture the relationship between k  and void ratio, as well as particle 
size and gradation (linked to S). Some authors have suggested that it is valid for estimating hydraulic 
conductivity in sands, although not in clays (Carrier, 2003; Chapuis and Aubertin, 2003; Lambe and 
Whitman, 1969). However calculating k  using Equation 6-5 requires values for S, T and k0 which 
cannot be measured. Chapuis & Aubertin (2003) presented a simple, approximate, analytical method 
to estimate S based on the PSD, which assumes spherical particles and is examined further in Section 
6.5. Guo (2015) presented upper and lower bound estimates of T for various porous media, giving 
values of approximately 1.2–1.7 for the porosity range of the materials in this study, while Mitchell & 
Soga (2005) suggest T values of √2.  
There is also uncertainty around the measurement of k0. Mitchell & Soga (2005) suggest k0=2.5 and 
Chapuis & Aubertin (2003) suggest combining k 0 and T into an empirical parameter CKC, producing 
the following equation: 
𝑘 = 𝐶𝐾𝐶  
𝑔
𝜇𝑤 𝜌𝑤
 
𝑒3
𝑆2 𝐺𝑠
2 (1+𝑒)
         (Equation 6-6) 
Again, CKC is an empirical fit parameter and should be determined for a given material from 
laboratory tests, but Chapuis & Aubertin (2003) and Carrier (2003) suggest a value of 0.2 for 
spherical particles.     
Capillary tubes of constant radius may not be an appropriate model for the void space in soils, as it 
has long been recognised that pipes with varying radius produce large head losses at the constrictions 
(narrowest points).  This is commonly referred to as the ‘Venturi effect’ and the magnitude of the 
head loss is related to the size of the constriction relative to the wider pipe (defined in Figure 6-5(a)) 
using the following formulae (Douglas et al., 1995): 
𝑣𝑐𝑜𝑛𝑠𝑡𝑟𝑖𝑐
2 −  𝑣𝑝𝑖𝑝𝑒
2 = 2𝑔∆𝐻     (Equation 6-7) 
And because 𝑣𝑐𝑜𝑛𝑠𝑡𝑟𝑖𝑐.𝐴𝑐𝑜𝑛𝑠𝑡𝑟𝑖𝑐 =  𝑣𝑝𝑖𝑝𝑒 .𝐴𝑝𝑖𝑝𝑒 This can be re-written as: 
2𝑔∆𝐻
𝑣𝑐𝑜𝑛𝑠𝑡𝑟𝑖𝑐
2 = 1 −  
𝐴𝑐𝑜𝑛𝑠𝑡𝑟𝑖𝑐
2
𝐴𝑝𝑖𝑝𝑒
2        (Equation 6-8) 
where ∆𝐻 is the head loss between pipe and constriction, 𝑣𝑐𝑜𝑛𝑠𝑡𝑟𝑖𝑐and 𝑣𝑝𝑖𝑝𝑒are the mean velocities 
across the constriction and the pipe respectively, while 𝐴𝑐𝑜𝑛𝑠𝑡𝑟𝑖𝑐 and 𝐴𝑝𝑖𝑝𝑒are the corresponding cross 
sectional areas, as shown in Figure 6-5(a). For constrictions in sands it is expected that smaller 
constrictions will produce larger head losses, however Equation 6-8 cannot be applied, because the 
geometry of the entry and exit to the constrictions is highly irregular and the fluid passing the wider 
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part of a void will be divided between several constrictions (as shown in Figure 6-5(b)), hence 
𝑣𝑐𝑜𝑛𝑠𝑡𝑟𝑖𝑐.𝐴𝑐𝑜𝑛𝑠𝑡𝑟𝑖𝑐 is not equal to 𝑣𝑝𝑟𝑒𝑐𝑒𝑑𝑖𝑛𝑔 𝑣𝑜𝑖𝑑 .𝐴𝑝𝑟𝑒𝑐𝑒𝑑𝑖𝑛𝑔 𝑣𝑜𝑖𝑑.     
Indraratna et al. (2012) proposed that the hydraulic conductivity of sands can be predicted from void 
constriction sizes. They estimated constriction sizes for sands analytically, assuming spherical 
particles and ideal packing geometries (as discussed in Chapter 5, Section 5.3.1). They then compared 
these CSD estimates with hydraulic conductivity data for 60 samples of sands and gravels and 
proposed the following empircal correlation:  
𝑘𝐼𝑛𝑑𝑟𝑎𝑟𝑎𝑡𝑛𝑎 = 36.91 (𝐷𝑐
𝑚)1.644     (Equation 6-9)   
   
where 𝐷𝑐
𝑚 is the mean constriction diameter.   
6.1.3 Pore-scale modelling 
As discussed in Chapter 3, developments in SEM (2D) and micro-CT (3D) have allowed detailed 
characterisation of the void geometry in porous materials. This has led to the development of 
conceptual models for hydraulic conductivity which more accurately represent the void geometry at 
the pore-scale (i.e. sub grain-scale).     
Pore-scale modelling has received particular attention in petroleum engineering; as explained by 
Patzek (2001), pore-scale modelling of fluid flow has provided crucial insight into the mechanisms 
that control oil recovery and various pore-scale models of flow in sandstone are proposed by Doyen 
(1988); Patzek & Silin (2001), amongst others. As shown in Figure 5-16 (Chapter 5), the void space 
in porous rocks can be approximated as a network of tubes. Figure 6-4(c) shows a schematic network 
model for hydraulic conductivity, where the profile of head loss (left graph) depends on the path taken 
through the network and the radii of the tubes. Network models have been used to study hydraulic 
conductivity in porous rocks (Arns et al., 2004; Gormaly et al., 2012; Idowu and Blunt, 2010; Jang et 
al., 2011) and in cement pastes and mortars (Wong et al., 2012), using detailed void measurements 
from images to provide geometric parameters for idealised network models. Lock et al. (2002) noted 
that the pores in sandstones are not cylindrical and suggested applying a ‘constriction factor’ to treat 
the pore tubes as sinusoidal or stepped. Wong et al. (2012) used a similar approach (with sinusoidally 
constricted pores) but noted that deriving an appropriate constriction factor for irregular pores would 
be difficult.  As discussed in Chapter 5, the void space in sands has a more open structure and cannot 
be accurately represented by a network of tubes, however network models for flow in sands, spherical 
particles or other granular media have been proposed (e.g. Chareyre et al. (2012); Kress et al. (2012); 
Neethirajan and Jayas (2006)).  
Rather than idealising the void space as a network of tubes, an alternative is to model fluid flow using 
the full void geometry obtained from images. Figure 6-4(d) shows a schematic model where the blue 
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arrow represents a flow path, or ‘streamline’, through a collection of spherical particles. Referring to 
the graph on the left of Figure 6-4(d), models of this type are useful in quantifying the importance of 
constrictions to the overall head loss. As well as images of the void geometry, these models also 
require some form of ‘computational fluid dynamics’ (CFD) to simulate fluid flows within the void 
space. In pore-scale models, CFD simulation typically uses a finite volume approach, where the void 
space is sub-divided into a mesh, then the flow between adjacent mesh cells is determined by solving 
the Navier-Stokes equations for mass and momentum conservation (Chareyre et al., 2012; Narsilio et 
al., 2009; Raeini et al., 2014; Zaretskiy et al., 2010). A common numerical implementation is the 
‘semi-implicit method for pressure linked equations’ or ‘SIMPLE’ algorithm proposed by Patankar 
and Spalding (1970), which is performed as follows (described in more detail in (OpenFOAM 
Foundation (2014)): 
1. Define boundary conditions, initial pressures and initial velocities for each cell, 
2. Solve the momentum conservation equation to determine new velocities, 
3. Apply mass fluxes between adjacent cells, 
4. Solve for pressure changes at each cell and apply, with ‘under-relaxation’ (apply 
only a fraction of the pressure change, to prevent numerical oscillations), 
5. Correct the mass fluxes, 
6. Correct the velocities at each cell, 
7. Update pressures and velocities at the boundaries. 
8. Repeat 2-7 until the boundary values converge to the user-specified conditions 
Masad et al. (2000) applied CFD using the SIMPLE algorithm to micro-CT images of voids in glass 
beads and sands, then compared the results to laboratory measurements of hydraulic conductivity. 
They found that CFD solutions for 3D images were within approximately 30% of the laboratory 
results, while CFD solutions using 2D slices from the micro-CT images differed from the laboratory 
results by up to 120%. Narsilio et al. (2009) performed a similar study glass beads and, again, 
concluded that area-averaged velocities (and hence hydraulic conductivity) from CFD simulations 
were similar to laboratory results. Both studies also described their qualitative results, noting 
preferential pathways in the fluid flows which indicated that local velocities could vary significantly 
from average values.        
Numerous studies have used micro-CT images and CFD to determine hydraulic conductivity in oil-
bearing rocks (Mostaghimi et al., 2013; Piller et al., 2014; Zaretskiy et al., 2010) and recent studies 
have used similar methods in conjunction with DEM models of non-contacting circular particles (e.g. 
Yazdchi and Luding, 2013) and spherical particles (Abdelhamid, 2015; Abdelhamid and Shamy, 
2016), so that fluid and inter-particle behaviour can be coupled. The numerical study by Yazdchi and 
Luding (2013) observed a relationship between the hydraulic conductivity and void constriction sizes, 
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supporting the empirical observation by Indraratna et al. (2012) that hydraulic conductivity was 
governed by constrictions. 
As well as studying hydraulic conductivity, pore-scale conceptual models are important for examining 
other filtration phenomena. The geometric criteria discussed in Chapter 5 assume that a fine particle 
with diameter d can pass through any constrictions with size greater than d, however multiple fine 
particles can form bridges across constrictions larger than d. Valdes and Santamarina (2008) 
performed simple laboratory tests as shown in Figure 6-6(a), where approximately uniform materials 
with different particle shapes were placed in a cylinder, then a plug was removed from the base to 
open an aperture. If a particle bridge formed, the whole apparatus was vibrated in an attempt to 
destabilise the bridge and the test was repeated with different aperture sizes, producing the results 
shown in Figure 6-6(b). The sand and glass beads formed stable bridges for apertures 3 to 4 times 
larger than d, and vibration-sensitive bridges up to 5 times larger than d. Gibson et al. (2010) 
performed tests in large vibrating flumes, where sands were poured through gravel beds (Cu≈1.5), to 
determine the maximum 𝐷15 𝑑85⁄  ratio where the sand could be captured by bridging. The results 
indicated that some bridging could occur up to 𝐷15 𝑑85⁄  ratios of 12 to 14, which is approximately 3 
times the classical value of  𝐷15 𝑑85⁄ ≤ 4 used in geometric criteria (see Chapter 5), hence there is 
agreement between these results and Valdes and Santamarina (2008).       
Particle bridging and fluid flow behaviour are both important issues in the management of extraction 
wells for water and hydrocarbons. Sand production is the erosion of loose sand or weak sandstone due 
to high flow rates around extraction wells (described in more detail in Carlson et al. (1992) and Mann 
et al. (1962) for oil wells, or (Cashman and Preene, 2001) for water wells). This is problematic 
because the sand must be separated from the fluid (water or oil), but it can also damage pumping 
equipment and leads to clogging of the well casing, resulting in less efficient extraction. Palmer et al. 
(2003) and  Acock et al. (2004) acknowledge that the initiation of sand production and the amount of 
sand produced are governed by fluid viscosities and drag forces, however they state that this is poorly 
understood. Rather than limiting fluid flow rates (which would reduce well productivity) it is typically 
assumed that sand production will occur and should be mitigated mechanically, using gravel packs 
around the well casing (Carlson et al., 1992; Preene et al., 2016) or by other techniques such as water 
recirculation (Pretto et al., 1994) or the use of advanced nano-composite gels (Genolet et al., 2009). 
Lolon et al. (2004) noted that sand production involves more complex fluid phenomena, such as 
multiphase flows (e.g. water, oil and gases) and turbulence. These issues have been the focus of recent 
pore-scale modelling (e.g. Andrew et al., 2015; Deng and Cardenas, 2013; Idowu and Blunt, 2010; 
Raeini et al., 2014). Several of these recent studies used the open source CFD solver ‘OpenFOAM’ 
(OpenFOAM Foundation, 2015), which was also used in the current study and which will be 
described in more detail in Section 6.2.      
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6.2 Computational fluid dynamics (CFD) simulations  
The aim of this Chapter is to simulate pore-scale fluid behaviour within the micro-CT images, then to 
examine how the fluid behaviour relates to geometric properties discussed in Chapter 5 and to 
consider implications for hydraulic suffusion criteria. First this required the selection of a reliable 
CFD solver, identification of appropriate input parameters and validation of the results.     
6.2.1 Software 
The CFD solver used in this study was OpenFOAM (OpenFOAM Foundation, 2015), which uses the 
SIMPLE algorithm and which was selected because it has been used successfully in a number of 
similar studies on micro-CT images of porous media (e.g. Mostaghimi et al., 2013; Pereira Nunes et 
al., 2015; Piller et al., 2014; Raeini et al., 2012). Converting voxelised micro-CT images into a finite 
volume mesh for CFD analysis is not trivial and in this study an open-source graphical user interface, 
Helyx-OS (Engys, 2015), was used to generate the mesh and also to manage the boundary conditions 
and numerical parameters for input into the OpenFOAM CFD solver. 
Figure 6-7 summarises the procedure to generate CFD results data within the micro-CT images. The 
mesh generator in Helyx-OS was not able to recognise voxelised image formats (e.g. ‘.tif’ or ‘.raw’ 
file formats) so the voxelised, binary images produced in Chapter 3 were converted into 
Stereolithographic surfaces (‘.stl’ format), which record the boundary between solid and void voxels 
as a 3D mesh of nodes and edges. This conversion was performed using the ‘3D viewer’ plugin in 
ImageJ (Rasband, 2012) to generate the 3D surface mesh, then exporting the data in ‘.stl’ format. The 
surface mesh was then smoothed using the 3D modelling software Rhinoceros 3D (Robert McNeel & 
Associates, 2015), which will be discussed in more detail in Section 6.2.2. 
The smoothed 3D surface mesh was imported into the Helyx-OS graphical user interface (GUI) and 
the region representing the void space was identified by manually locating a point on the correct side 
of the 3D surface. A polyhedral mesh was generated using the Helyx-OS mesh generator, then fluid 
properties, numerical parameters, boundary conditions and initial pressure and velocity values were 
assigned in the Helyx-OS GUI. The OpenFOAM CFD solver applied the SIMPLE algorithm 
iteratively until the solution converged within a user-defined tolerance, thus producing steady state 
fluid properties (velocity and pressure) at the centre of each mesh cell. The SIMPLE algorithm 
requires a discretisation method to solve for pressures and velocities: the solution involves velocity 
and pressure gradients and the discretisation method defines how these gradients are determined, i.e. 
many values to use in the forward and backward direction and what weighting to apply to these 
values. In this study a second order upwind linear model was used, based on the recommendations of 
Piller et al. (2014).                      
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The required outputs were velocity and pressure values at the centre of each voxel, so that fluid 
properties could be easily visualised and compared with other geometric information from the images, 
e.g. constriction locations, void ID values from watershed segmentation, etc. The OpenFOAM results 
were imported into MATLAB (The MathWorks Inc., 2013) as comma separated value files (‘.csv’ 
format), listing x, y and z coordinates, x, y and z components of velocity and pressure values for each 
cell centre. These values were then interpolated using the ‘griddata’ function in MATLAB to produce 
values at each voxel centre.    
6.2.2 Sensitivity analyses 
Before performing CFD analyses on micro-CT images, tests were performed on voxelised images 
with simple geometry, to determine the sensitivity to basic imaging and numerical parameters. The 
simplest geometry considered was a gradually narrowing box, as shown in Figure 6-8(a). Two 
opposite sides of the box sloped inwards at an average gradient of 3:1 and the number of steps on the 
voxelised surfaces was varied by adjusting the total number of voxels to cover length of the box: 
lengths of 20, 40 and 100 voxels were modelled. The Helyx-OS mesh generator starts with a regular 
grid of cubic cells, with user-defined size, then deletes or re-shapes cells iteratively to capture the 
required surface geometry. Initial mesh sizes were considered from 1× to 3× the voxel size and 
Figure 6-8(b) shows an example of a mesh at 1× the voxel size.  
A ‘no slip’ boundary condition was applied along the sloping surfaces (i.e. the stepped faces of the 
grey objects in Figure 6-8(a)), meaning that there was no flow across these boundaries and also the 
velocities along the boundary are zero. A no-slip boundary condition was also applied on the 
remaining two sides, parallel to the flow direction (the x-z planes in Figure 6-8(a)). A constant 
pressure was applied across the inlet boundary and a lower constant pressure was applied across the 
outlet, producing a pressure differential and hence flow from inlet to outlet. Fluid properties were set 
at standard values for water (𝜌𝑤 = 1.0
𝑔
𝑐𝑚3
, 𝜇𝑤 = 1.0 𝑚𝑃𝑎. 𝑠). Figure 6-8(c) shows, qualitatively, a 
contour plot of velocity values and, according to the principle of mass conservation, velocities 
increase as the cross sectional area of the box decreases, producing the red area (higher velocities) on 
the right of Figure 6-8(c). Once the CFD results had been imported into MATLAB and interpolated 
onto the original voxel grid, the volume flux was calculated across slices orthogonal to the flow 
direction, by summing the z components of velocity (i.e. the component in the main flow direction) 
for all voxels on the slice. It was found that volume fluxes were not constant for every slice, as shown 
in Figure 6-9 and Figure 6-10, and parametric studies were carried out to consider the sensitivity of 
the simulation results to key parameters. 
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(a) Sensitivity to numerical parameters   
The CFD solver requires three numerical parameters: a tolerance value to define convergence of the 
SIMPLE algorithm; and two ‘relaxation factors’ for pressures and velocities (see point 4 of the 
description of the SIMPLE algorithm in Section 6.1.3). The relaxation factors are equivalent to the 
‘time step’ in other numerical solvers and are applied to prevent sudden changes in velocity or 
pressure between iterations, as these can lead to oscillations and numerical instability. Tolerance 
values were varied by 5 orders of magnitude and relaxation factors were varied between 0.4 and 0.7 
(the limits recommended in the Helyx-OS guidelines (Engys, 2015)), however none of these changes 
resulted in a significant improvement to the mass conservation errors.  
(b) Sensitivity to Reynold’s number  
The maximum Reynold’s number for the model was <1, calculated as the average velocity, multiplied 
by the average cross sectional width, divided by the fluid viscosity. This Reynold’s number suggest 
laminar flow, but to ensure that errors were not associated with turbulence, the inlet and outlet 
pressures were adjusted to vary the Reynold’s number. Reducing the Reynold’s number (more 
laminar flow) did not produce any noticeable improvement to the mass conservation error, while 
increasing the Reynold’s number (more turbulent flow) had no significant impact until Re>>10, after 
which the errors became even larger.  
(c) Sensitivity to image and mesh resolution  
The data presented in Figure 6-9 are for three different image resolutions: coarse (red line, box length 
= 20 voxels), medium (blue line, 40 voxels) and fine (black line, 100 voxels). The plots for coarse and 
medium have been scaled in both the horizontal and vertical axes for qualitative comparison against 
the fine results. The obvious peaks in the red and blue lines correspond to voxel steps in the images 
and it is clear at these resolutions there is a mass conservation error. However, while the fine 
resolution (black line) produces much smaller errors, there is still a gradual loss of mass over the 
length of the model, visible as the gradual deflection of the black line relative to a horizontal line 
(green dashed line).  
The results in Figure 6-9 are for models where the initial mesh sizes were approximately 2 times 
larger than the voxels. In Figure 6-10, the green line shows results for the medium image resolution, 
with a mesh size of approximately 3 voxels. The blue line represents the same image, but with mesh 
cells approximately the same size as the voxels (cell sizes were marginally smaller due to a rounding 
error). The peaks and troughs in the green and blue lines coincide, indicating that these are caused by 
voxel steps in the image, however the blue line shows a significant improvement and the gradual loss 
of mass over the length of the model is less noticeable. Based on these results, initial mesh sizes were 
set equal to the voxel sizes. It is important to note that the computation time and the memory 
requirement for mesh generation increase cubically with a decrease in mesh size, and hence this 
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requirement for small mesh sizes proved to be a major limitation on the size of images for which CFD 
simulations could be performed.                
(d) Sensitivity to stepped surfaces in voxelised images 
It was shown in Figure 6-9 and Figure 6-10 that the stepped nature of voxelised images can cause 
mass conservation errors. Furthermore, the voxelisation of smooth objects results in a significant 
increase in the total surface area: Rajon et al. (2002) showed that voxelised spheres produce a 50% 
overestimation of surface area, irrespective of the voxel resolution. Due to the no slip condition at the 
solid/void boundary, this increase in surface area will lead to an overall reduction in flow rates and 
hence a reduction in the measured hydraulic conductivity.   
To minimise this error the void geometry was smoothed before generating the mesh for fluid 
simulations. Smoothing was achieved using the ‘smooth’ function in Rhinoceros 5.0 (Robert McNeel 
& Associates, 2015), as shown for a single particle in Figure 6-11. Test images of voxelised spheres 
were generated, containing whole and partial spheres (an example is shown in Figure 6-12) and the 
surface area was measured using the ‘Analyze > Mass Properties > Area’ function in Rhinoceros 5.0. 
It was found that the smoothing process reduced the error in surface area from 10-20% down to <5%. 
To determine the sensitivity of the OpenFOAM results to smoothing, simulations were performed for 
a group of ‘spheres’ (actually polyhedral, as shown in Figure 6-13(a)) generated in the HelyxOS GUI 
and also for voxelised spheres with the same centres and radii, before and after smoothing (Figure 
6-13(c&d) respectively). Relative to the polyhedral ‘spheres’, the mean velocity in the flow direction 
was 7% lower for the voxelised spheres and smoothing reduced this error to 4%. Based on these 
results, all micro-CT images were smoothed before running CFD simulations.   
6.2.3 Analytical validation 
To validate the velocities produced by the OpenFOAM solver, a voxelised image of a periodically 
constricted tube (PCT) was generated, as shown in Figure 6-14(a), for which a closed-form analytical 
solution was proposed by Sisavath et al. (2001). The voxelised image was smoothed and the CFD 
mesh size was similar to the voxel size, based on the results of simple validation cases. The velocity 
outputs from the CFD solution were interpolated to give values at the centre of each voxel and the 
errors relative to the analytical solution are presented as a contour plot in Figure 6-14(b). Velocity 
values were typically within +1% of the analytical solution, which was deemed acceptable. Some 
larger errors were observed near voxel steps at the edges of the tube, which are reasonable because the 
analytical solution assumes a perfect sinusoidal tube, rather than a voxelised version. Values within 5 
voxels of the inlet boundary had errors up to +10% from the analytical solution due to a conflict 
between the constant pressure inlet condition and the no slip wall condition (this boundary error will 
be discussed in more detail in Section 6.2.4). Figure 6-14(c) shows pressure values along the tube 
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centreline and supports the conceptual model (Figure 6-4(d)) where there is a significantly steeper 
gradient of head loss at the constrictions. 
6.2.4 CFD simulations on micro-CT images 
CFD simulations were performed on the six images shown in Figure 6-15, including two samples of 
Cu3 Sand (denoted as [1] and [2]) to test repeatability, Cu1.5 Sand, Cu3 Glass beads, Cu1.5 Glass 
beads and a synthesised image from a Cu3 DEM sample by Shire (2014). These images were selected 
to represent variations in the four variables affecting hydraulic conductivity: particle size, Cu value 
(i.e. PSD shape), void ratio and particle shape. The DEM sample was included to compare idealised 
particles with real glass beads and sands. The numerical parameters for all the OpenFOAM 
simulations were set as: tolerance = 10
-5
, pressure relaxation factor = 0.4 and velocity relaxation factor 
= 0.4.  
The fluid properties were set as the standard properties for water and the boundary conditions were as 
shown in Figure 6-16, with constant pressures at the inlet and outlet boundaries of 0.001 kPa and 0 
kPa respectively. A no-slip condition was applied to all particle surfaces (i.e. velocities were zero at 
the particle surfaces) and a ‘symmetry’ boundary condition was applied at the four side boundaries. 
The symmetry condition simulates a reflection of the velocities near the boundary outside the 
boundary, hence if velocity vectors suggest flow out across the boundary, then this outward flow from 
the model is cancelled out by a symmetrical inward flow. The result is that there is no flow across the 
side boundaries, but velocities are not required to be zero along (parallel to) the boundary. It should be 
noted that model was not set to generate hydrostatic pressures (pressures related to vertical position), 
hence the total head at any point in the model was equal to the pressure head (the pressure divided by 
the fluid density), without the need to consider elevation head. The pressure gradient of 0.001 kPa 
across the sub-volume is equivalent to a hydraulic gradient of 0.025. This low gradient was selected to 
ensure laminar flow (Reynolds number <<1) and a repeat of the Cu3 Sand simulation where this 
pressure gradient was doubled showed a negligible difference in the observed flow field.  
As discussed in Section 6.2.2, a small mesh size is required to minimise mass continuity errors, 
however this small mesh size greatly increases computational demands. Figure 6-17(a) shows volume 
fluxes (the sum of velocities across an image slice) for a 500 × 500 × 500 voxel image with mesh 
cell lengths of approximately three times the voxel size. The volume flux varies by almost 10% from 
the mean value, which was not deemed to be acceptable. When the mesh size was reduced to ≈1 
voxel, it was necessary to reduce the size of the image to 400 × 400 × 400 voxels in order for the 
mesh generation to run successfully on a desktop computer with 144GB of RAM. Figure 6-17(b) 
shows the volume flux for the smaller image and the error has reduced to <1%. Figure 6-17(c&d) 
show the differential volume flux between adjacent slices with the same vertical scale and in Figure 
6-17(d) the plot fluctuates rapidly about zero, which is due to small voxelisation errors in the image 
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which were not removed by smoothing. In Figure 6-17(c) there are longer period fluctuations, with 
several consecutive points above or below zero, indicating an accumulation of errors as the void space 
widens or narrows, resulting in the large errors seen in Figure 6-17(a). Based on these results (and the 
hardware limitation of 144GB RAM), sub-volumes 400 × 400 × 400voxels in size were analysed, as 
shown by the white-outlined cubes in Figure 6-15. Figure 6-18 depicts all of the stages in the 
procedure from binary image to CFD results for the Cu3 Sand image, indicating computation times 
for each stage.  
The length of the sub-volumes used was relatively small, approximately 5-7 times D50 (median 
particle diameter) and so to assess whether the sub-volumes were representative elementary volumes 
(REVs), void ratio variations were measured in cubic sub-volumes with varying sizes and at varying 
locations within the images. The variation in void ratio reduced as the sub-volume size increased from 
100
3
 to 400
3
 voxels, but no significant improvement was achieved by a further increase to 500
3
 
voxels, supporting the use of 400
3
 voxel sub-volumes as REVs. For four of the five sub-volumes used 
in CFD analyses the void ratios were within +0.01 (≈ +2%) of the average for the full image, while for 
Cu3 Sand the difference was +0.03 (≈ +6%). Mostaghimi et al. (2013) found the REV for hydraulic 
conductivity measurements to be larger than that required to capture void ratio and comparison with 
laboratory permeameter measurements (discussed in Section 6.2.5) was used to demonstrate that the 
small sub-volumes were representative.             
As in the validation case, velocities at the input and output boundaries contained some unusual values 
or patterns of behaviour, as demonstrated in Figure 6-19. The constant pressure applied across the 
inlet boundary is unnatural: Figure 6-19(a) shows the constant pressure at the boundary (constant 
brown colour), but Figure 6-19(b) shows that only 1 voxel away from the inlet boundary the pressures 
already vary significantly to reflect the void geometry. The no-slip condition imposes zero velocities 
at all particle surfaces and implies that the largest velocities should be furthest away from the particle 
surfaces. Figure 6-19(c) shows velocities at the boundary, with dark blue representing low velocities 
and lighter shades representing higher velocities. The high velocities (lighter shaded regions) close to 
particle surfaces occur as a result of the sudden change in pressure between the constant boundary 
condition (Figure 6-19(a)) and the more natural condition a short distance away from the boundary 
(Figure 6-19(b)). These erroneous velocities occurred at the boundary for all images, but graphical 
inspection showed that the velocities stabilised to the anticipated behaviour within approximately 5 
voxels of the inlet and outlet boundaries. This is demonstrated in Figure 6-19(d), 5 voxels from the 
inlet boundary, where the velocities are zero (dark blue) at the particle surfaces and increase 
monotonically into the void space. Based on these results, pressures and velocities within 5 voxels of 
the inlet and outlet boundaries were ignored in all further analyses.    
215 
 
6.2.5 Empirical validation 
Masad et al. (2000) and Narsilio et al. (2009) extracted area-averaged velocities from CFD 
simulations for comparison against laboratory permeameter tests. The same method was used here; 
the CFD results were compared with the constant head permeameter tests described in Chapter 2. 
Figure 6-20 shows a 3D view of velocity results for the Cu3 Sand image. As discussed in Sections 
6.2.2 and 6.2.3, the volume flux is the sum of the velocities across a perpendicular slice (i.e. across the 
white plane in Figure 6-20) and this flux should be a constant for any slice. The area-averaged 
velocity, commonly referred to as the ‘discharge velocity’ or ‘Darcy velocity’, was calculated as 
follows: 
𝑣𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 =  
𝑄
𝐴⁄             (Equation 6-10) 
where Q is the volume flux and A is the cross sectional area (i.e. the area of the slice). The hydraulic 
conductivity for the images was then determined from the discharge velocity and the applied 
hydraulic gradient (𝑘 = 𝑣𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 𝑖⁄ ) and the results for the micro-CT images are compared with the 
constant head permeameter results in Figure 6-21. The CFD results (solid symbols) generally compare 
well with the laboratory results (hollow symbols and shaded areas). The CFD result for Cu3 Sand[1] 
is approximately 25% higher than the laboratory range. There will always be some discrepancy 
between permeameter results and measurements in a small sub-volume, due to physical boundary 
effects such as increased void ratio near the cell wall (Marketos and Bolton, 2010) and incomplete 
saturation (Head, 2011). Figure 6-21 also includes estimates of hydraulic conductivity for the Cu3 
Sand using the Hazen and Kozeny-Carman methods, shown as red lines. As the CFD result for Cu3 
Sand[1] is within the range of uncertainty of typical predictive methods, the CFD results are deemed 
to be plausible.   
6.2.6 Results 
The discharge velocities used to plot results in Figure 6-21 represent the volume flow rate averaged 
over the cross section of the CFD models. As some of this cross section is made up of solid materials, 
many text books (e.g. Harr, 1990; Cedergren, 1989) suggest that the actual velocity in the voids can 
be approximated by the  ‘seepage velocity’ defined as follows.  
𝑣𝑠𝑒𝑒𝑝𝑎𝑔𝑒 =  
𝑣𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒
𝑛⁄          (Equation 6-11) 
where n is the porosity, i.e. the proportion of volume (or area) occupied by voids. This seepage 
velocity, rather than discharge velocity, has been recommended for the assessment of engineering 
phenomena, e.g. the Eurocode7 working group recommend a critical seepage velocity for erosion 
(Vogt et al., 2015). 
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Figure 6-22(a) shows discharge and seepage velocities for Cu3 Sand, compared with the cumulative 
distribution of velocities from the CFD simulation. The range for the seepage velocities (green dashed 
lines) represents the range of porosities calculated by area for 2D slices and the solid green line 
represents the porosity by volume for the whole sample. As the CFD velocity results contain 3 
Cartesian components, in the X, Y and Z directions, the local velocities are plotted in Figure 6-22(a) 
as both the component in the flow (Z) direction (solid red line) and the magnitude of the combined 3D 
vector (dashed red line).  
The seepage velocity in Figure 6-22(a) corresponds approximately to the median (50
th
 percentile) of 
velocity magnitude and the 60
th
 to 70
th
 percentiles of velocity in the flow (Z) direction. Velocity 
magnitudes normalized by seepage velocity are shown in Figure 6-22(b) for all five specimens and all 
five normalise to a similar curve, with the seepage velocity crossing the CFD data close to the median 
point. However, in all five materials there are velocities 6-8 times larger than the seepage velocity at 
some locations within the void space. This has two important implications for suffusion studies: firstly 
the seepage velocity is a good indicator of the median local velocity, while the discharge velocity is a 
significant underestimate. Secondly, some areas of the void space will experience velocities 6-8 times 
higher than the seepage velocity, hence there will be some locations where drag forces and the 
potential for movement of fine particles are significantly higher than indicated by the seepage 
velocity. Continuous transport of fine material would require sufficiently large velocities and drag 
forces throughout the void space and hence a few local regions of higher velocities may not be 
significant. However it should be noted that the onset of suffusion causes a rapid increase in hydraulic 
conductivity (Fannin and Moffat, 2006; Skempton and Brogan, 1994; Slangen, 2015), so local 
suffusion could lead to an increase in velocities nearby and hence could trigger more widespread 
suffusion. Understanding the importance of local high velocities for suffusion would require coupled 
analysis (e.g. coupled DEM and CFD as attempted by Abdelhamid and Shamy (2016), amongst 
others) to determine how the movement of fine particles affects the nearby fluid velocities.  
Based on the CFD results, relating hydraulic gradients (as used in existing hydraulic criteria) to local 
velocities requires three steps: firstly the hydraulic conductivity must be measured or estimated to 
relate hydraulic gradient to discharge velocity; secondly the discharge velocity should be converted to 
a seepage velocity (based on porosity), which gives an estimate of the median local velocity 
magnitude; and thirdly the maximum local velocity should be estimated, as a multiple of the seepage 
velocity (×6 to ×8 for the materials considered in this study). The CFD results have also highlighted a 
number of important qualitative issues, which were investigated in this study.        
Previous studies using CFD simulations on images of granular media (e.g. Narsilio et al. (2009); 
Zaretskiy et al. (2010)) have highlighted the formation of preferential flow paths within CFD models 
as demonstrated in Figure 6-23, which presents qualitative 2D images of pressures and velocity 
magnitudes from the CFD simulation for DEM Cu3. Different paths from the base to the top of Figure 
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6-23(a or b) will encounter very different pressure gradients and velocities. Figure 6-24(a&b) presents 
local head (pressure / 𝛾𝑤) and velocity magnitudes at an even smaller scale (at the ‘pore-scale’, 
between individual particles). The head contours shown in Figure 6-24(a) support the earlier 
hypothesis that constrictions govern hydraulic conductivity: contours are closer together in the 
vicinity of constrictions, indicating a steeper hydraulic gradient. This will be discussed in more detail 
in Section 6.4.  
The velocities shown in Figure 6-24(b) are local velocity magnitudes, but the CFD results can also be 
visualised as velocity components in the Cartesian directions, producing velocity vectors as shown (in 
2D) by the black arrows in Figure 6-24(c). Due to the conservation of mass, velocities increase 
significantly in the constrictions where the flow is forced through a narrower cross sectional area, 
producing local maxima visible as the red colours in Figure 6-24(b). These local velocity maxima 
represent the locations where the fluid is most constrained and are referred to herein as ‘hydraulic 
constrictions’ (defined in more detail in Section 6.3). It is important to note that these velocity 
maxima occurred close to the geometric constrictions (shown approximately as black lines in Figure 
6-24)  but did not necessarily occur at the centre of the geometric constriction, nor was the flow 
orientation exactly perpendicular to the geometric constriction (Figure 6-24(c)). 
6.3 Velocities at void constrictions  
Previous studies using CFD models (e.g. Yazdchi and Luding (2013)) and empirical testing (e.g. 
(Indraratna et al., 2012) have suggested that constriction sizes govern hydraulic conductivity. The 
qualitative results presented in Section 6.2.6 supported this hypothesis, but also highlighted how the 
maximum velocities did not necessarily coincide with the geometric locations of constrictions (i.e. the 
narrowest points in the void space, as defined in Chapter 5). Furthermore the directions of the velocity 
vectors within constrictions were complex. In the current study, a distinction was made between the 
locations where the void space is the most constrained physically (referred to as ‘geometric 
constrictions’) and the locations where the fluid flow is the most constrained (referred to as ‘hydraulic 
constrictions’). Additional analysis was performed on the CFD velocity results, to identify these 
hydraulic constrictions and to examine the differences between hydraulic and geometric constrictions 
in terms of location, orientation and size.  
6.3.1 Geometric vs hydraulic constrictions  
As discussed in Chapter 5 (see Figure 5-16), constrictions in sandstones form tube-like throats 
(Doyen, 1988). It seems reasonable to consider flow through this type of constriction as shown 
schematically in Figure 6-25(a) and it can be assumed that the fluid velocity (red arrow) will align 
roughly perpendicular to the geometric constriction. Sands have a higher porosity and hence a more 
open structure (Lindquist et al. 2000), as shown schematically in Figure 6-25(b). In this case the 
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velocities may align perpendicular to the geometric constriction (red arrows) or, alternatively, the 
fluid may retain its original direction and cross the geometric constriction at an angle (blue arrow). 
There is no simple way to determine which of these cases will occur, or if in fact the result is 
somewhere between these two extreme cases. In Figure 6-25(c) a possible intermediate flow direction 
is indicated by the blue arrows and the most constrained point along the fluid’s path defines the 
‘hydraulic constriction’. A plane perpendicular to the velocity direction at the hydraulic constriction is 
depicted as a blue line in Figure 6-25(c).   
In Figure 6-24(b), the darkest red zones represent the highest velocities and these maxima occured 
where the particles were close together, i.e. near to the geometric constrictions. Based on mass 
continuity, the product of velocity and area is constant and so the highest velocities occur where the 
cross sectional area, perpendicular to the flow, is smallest. This location is the hydraulic constriction. 
The position of the local maximum velocity gives the constriction centre and the hydraulic 
constriction plane is a surface perpendicular to velocity vector, extending across the void space to the 
particle surfaces, as shown in Figure 6-25(c). It is interesting to note that a common definition used in 
petroleum geology (Hartmann and Beaumont, 1999) states that the “absolute size of a pore throat 
[void constriction] is the radius of a circle drawn perpendicular to fluid flow and fitting within its 
narrowest point”. This notion of an orientation perpendicular to fluid flow is consistent with the new 
definition of a hydraulic constriction, however the notion of the ‘narrowest point’ is more consistent 
with the definition of a geometric constriction.  
For tube-like voids and for simple, symmetrical geometry the two constriction definitions should 
produce similar results and this was demonstrated using  two validation cases, as shown in Figure 
6-26. Figure 6-26(a) shows a voxelised, periodically constricted tube (as discussed in Section 6.2.3), 
Figure 6-26(b) identifies the positions of geometric constrictions from watershed analysis and Figure 
6-26(c) shows contours of velocity magnitude, where the lightest shaded points are the local maxima, 
i.e. the hydraulic constriction. The locations of hydraulic constrictions (local velocity maxima) were 
identical to the geometric constrictions and the maximal velocity vectors were perpendicular to the 
geometric constriction surfaces (i.e. the orientations were also identical). Figure 6-26(d, e & f) show 
similar results for a simple cubic packing of spheres, which represents a greatly simplified, 
symmetrical example of a granular material, and again the location and orientations were identical for 
geometric and hydraulic constrictions. To perform similar comparisons for the micro-CT and DEM 
samples, an algorithm was developed to locate local velocity maxima (hydraulic constriction centres) 
and to visualise 3D planes perpendicular to the maximal velocity vectors (hydraulic constriction 
surfaces).    
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6.3.2 Locating hydraulic constrictions  
The procedure for identifying geometric and hydraulic constrictions from voxelised images is 
summarised in Figure 6-27. Watershed analysis to identify geometric constrictions was described in 
Chapter 5 and the procedure for CFD analysis was described in Section 6.2. Hydraulic constrictions 
were analysed for six of the CFD simulations: Cu3 Sand and Cu1.5 Sand, with flow in the vertical (Z) 
direction; and four simulations on the DEM Cu3 image, with flow in the x (horizontal), y (horizontal), 
Z+ (upward vertical) and Z- (downward vertical) directions. It should be noted that, because no 
hydrostatic pressures were applied, the flow conditions for the upward (Z+) and downward (Z-) cases 
were essentially identical and any differences between the results were attributed to the asymmetric 
nature of the void geometry. To confirm whether hydraulic constrictions were sensitive to the 
magnitude of the applied hydraulic gradient, the DEM-Cu3 z+ simulation was repeated with the input 
boundary pressure doubled, however this resulted in negligible change to the hydraulic constriction 
results and hence the results from of this simulation are not presented.  
Velocity results from the CFD simulations were interpolated onto the image voxels, as discussed in 
Section 6.2.1.  Local velocity maxima were then identified as any voxel with velocity magnitude 
greater than all those in the surrounding 26-connectivity neighbourhood (i.e. a 3 × 3 × 3 voxel cube, 
centered on the voxel of interest). Rather than simply identifying all local maxima in the whole 
model, hydraulic constrictions were identified locally in the vicinity of geometric constriction, so that 
corresponding pairs of geometric and hydraulic constrictions could be compared. Figure 6-28 shows a 
schematic of a search region around a geometric constriction (solid red circle). Searching over too 
large a region may generate multiple velocity maxima (blue crosses), some of which will be 
associated with other geometric constrictions (hollow red circles). The size of the search region was 
selected to extend in each direction by approximately half of the mean particle radius (15-25 voxels) 
and, if multiple velocity maxima were identified in this region, then the velocity maximum closest to 
the geometric constriction was recorded as its corresponding hydraulic constriction. 
Once local velocity maxima (i.e. hydraulic constriction centres) had been identified, a surface 
perpendicular to the maximal velocity vector was generated, using the procedure shown in Figure 
6-29. Firstly, a large circular disk was created perpendicular to the maximal velocity vector, as shown 
in Figure 6-29(a) and any voxels within the particles was removed (red voxels), leaving only voxels in 
the void space (blue voxels). Due to the open nature of void space, this plane often extended into 
neighbouring voids and constrictions and so further sub-division was required. The magnitude of 
velocities perpendicular to the plane are shown in Figure 6-29(b) and separate void regions could be 
identified because each had a separate velocity maximum, identified by the numbers 1 to 4. 
Watershed segmentation (performed using the ‘watershed’ function in MATLAB) was used to sub-
divide the plane, in this example creating four separate sub-regions relating to the four maxima, as 
shown in Figure 6-29(c). Finally, the hydraulic constriction plane was defined as the region 
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containing the hydraulic constriction centre (zone 1 in this example), leaving only the blue voxels in 
Figure 6-29(c). Figure 6-29(d) shows these voxels in 3D (blue dots), compared against the voxels 
forming the geometric constriction (hollow black dots).  
This procedure was applied to every geometric constriction within the CFD sub-volume and visual 
inspection of a large number of constriction pairs identified four distinct scenarios, examples of which 
are shown in Figure 6-30, for the Cu3 Sand image. Schematic versions are provided to the right of 
each example, to explain why these constrictions form between the particles. In Figure 6-30(a) the 
geometric and hydraulic constrictions are coincident (within a few voxels), the only difference being 
that the hydraulic constriction surface is required to be planar, while the geometric constriction 
surface (from the watershed segmentation, as discussed in Chapter 5) is not planar. In Figure 6-30(b) 
the constriction pair appear similar in shape and size, but they are offset. As shown in the schematic 
version, the geometric constriction forms two separate planes with a sharp angle between them due to 
the presence of other nearby, however the fluid flow merged across these constrictions, forming a 
single hydraulic constriction (a single velocity maximum). A similar situation can be seen in Figure 
6-29(d). Based on visual inspections for all the six simulations analysed, the majority of hydraulic 
constrictions are represented by these two cases.  
In Figure 6-30(c), the geometric constriction was oriented at approximately 50
o
 to the flow direction 
(Z+ direction). In this case the fluid crossed the geometric constriction at a significant angle, rather 
than changing direction and aligning orthogonally to it, producing a hydraulic constriction with 
different position, size and orientation to the geometric constriction. Figure 6-30(d) presents an 
extreme case of this phenomenon, where the geometric constriction being analysed was at 
approximately 90
o
 to the flow (Z+) direction. The algorithm identified local velocity maxima, 
however the closest hydraulic constriction clearly corresponds to a neighbouring geometric 
constriction. This indicated that there was no velocity maximum (i.e. no significant concentration of 
flow) across this geometric constriction. In these cases the geometric constriction was deemed to have 
‘no valid hydraulic constriction’. It is important to note that in Figure 6-30(d) the same hydraulic 
constriction will be identified twice (once for this geometric constriction and again for the 
neighbouring constriction). After all geometric:hydraulic constriction pairs had been identified, any 
duplicate hydraulic constrictions were removed, retaining only the pair with the smallest distance 
between geometric and hydraulic constriction centres.   
6.3.3 Results 
The qualitative examples shown in Figure 6-30 indicated that, while some geometric:hydraulic 
constriction pairs were very similar, certain configurations produced significant differences between 
geometric and hydraulic constrictions. The results were analysed further to quantify the differences 
between the two types of constrictions, in terms of orientations, centre locations and constriction size.  
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(a) Constriction Orientations 
 Table 6-1 presents the numbers of geometric constrictions within the CFD sub-volumes, along with 
the number of these constrictions which generated a valid hydraulic constriction. The results were 
fairly consistent for all materials, with approximately 60% of geometric constrictions forming 
hydraulic constrictions (i.e. there was no significant flow across ≈40% of geometric constrictions).    
The 3D orientations of hydraulic constrictions were defined by the X, Y, Z components of the 
velocity vector at each constriction centre and these orientations are presented in Figure 6-31 as rose 
diagrams in terms of 2D angles on the ZX and ZY planes. The blue bars in Figure 6-31(a) show the 
relative frequencies of different angular orientations for the DEM Cu3 Z+ image, with 20
o
 bins and 
presented as percentage of the total number of hydraulic constrictions. The blue dashed line represents 
the same data, plotted as an outline rather than bars (for easier comparison of multiple results) and 
reversed horizontally. The blue bars and outline are similar, suggesting that there was no preferential 
orientation of hydraulic constrictions towards the X+ or X- directions, with small differences between 
the two results due to heterogeneity caused by the small sample size. However there was a much 
greater trend towards the Z+ direction (the flow direction) than the x direction, with more than 50% of 
the hydraulic constrictions oriented within 30
o
 either side of the Z+ axis and approximately 85% were 
within 60
o
 either side of the Z+ axis. For the same image, but with the flow direction reversed, (Z- 
flow, shown as a red dashed line in Figure 6-31(a)) the constriction orientations were very similar to 
the Z+ results rotated by 180
o 
(shown as a solid red line), however visual inspections showed that the 
locations of hydraulic constrictions changed noticeably when the flow was reversed (discussed in mor 
detail later in the section).      
Orientation results are shown for all the six CFD simulations in Figure 6-31(b&c). In Figure 6-31(b) 
the simulations for DEM-Cu3 Z+ (solid blue), Z- (dashed blue) and X (blue with crosses) produced 
similarly shaped distributions, oriented towards their respective flow directions. This figure represents 
orientations on the ZX plane, hence the Y direction is out of the page. As such, the results for Y flow 
(blue with triangles) are distributed evenly over the full 360
o
 range, with no significant trend towards 
the X or Z directions. This suggests no significant anisotropy between the vertical (Z) and horizontal 
(X) directions. Figure 6-31(c) shows a similar pattern of results in the ZY plane. The red and green 
lines in Figure 6-31(b&c) represent Sand-Cu3 and Sand-Cu1.5 respectively and both showed a trend 
towards the Z+ direction, but with wider spread than the DEM-Cu3 results (approximately 45% of 
hydraulic constrictions within 30
o
; and 80% within 60
o
 either side of the Z+ axis).  
The orientation of geometric constrictions was measured using Principal Component Analysis (PCA) 
in Chapter 5 (Section 5.3.6) and the fabric tensor components (Table 5-4) indicated that geometric 
constriction orientations were approximately isotropic for the images analysed. The orientations of 
geometric constrictions in Cu3 Sand are shown by the solid red line in Figure 6-32(a&b), with 
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frequency as a percentage of the total number of geometric constriction and using a 20
o
 bin size. 
These orientations have no meaningful ‘forward’ and ‘backward’ directions (unlike the velocity 
vectors used for hydraulic constrictions), hence the orientation angles only range from 0 to 180
o
. The 
dashed red lines in Figure 6-32(a&b) represent only those geometric constrictions with valid hydraulic 
constrictions and there was a clear reduction in the frequency of these constrictions at angles greter 
than ≈45o from the Z axis. This suggests that geometric constrictions oriented >45o from the flow 
direction were less likely to form hydraulic constrictions. However, the relative frequencies from 0-
20
o
 and 160-180
o
 are still significantly higher in Figure 6-32  than for hydraulic constrictions in 
Figure 6-31(b&c), proving that that some geometric constrictions at angles >45
o
 do form hydraulic 
constrictions, but that these hydraulic constrictions must be oriented at a significant angle to the 
geometric constriction. 
(b) Distance between Geometric and Hydraulic Constrictions 
The examples presented in Figure 6-30(b&c) show that there may be an offset between the geometric 
and hydraulic constrictions. In the simple, schematic cases shown in Figure 6-25(c) and Figure 6-28, 
hydraulic constrictions are expected to lie within the same ‘throat’ in the void space between particles. 
This was assessed for the six CFD simulations by measuring the distance between each hydraulic 
constriction centre and its corresponding geometric constriction centre, then normalising the results by 
the minimum particle diameter, D0, producing the relative frequency distribution shown in Figure 
6-33. The peaks in Figure 6-33 varied from 0.05 to 0.07 × D0 (5-7% of D0, i.e. 10-14% of the smallest 
particle radius), which represents a spacing of approximately 2 voxels between constriction pairs in 
the 3D images. Approximately 80% of constriction pairs were within 0.15 × D0 (30% of the smallest 
particle radius) and hence these constriction pairs are likely to lie within the same throat. Visual 
inspection suggested that pairs with distances of more than 0.5 × D0 were due to either: Constriction 
pairs within the same throat, but between particles much larger than D0; major differences in 
orientation between the geometric and hydraulic constrictions; or hydraulic constrictions that span 
two or more geometric constrictions, as in Figure 6-29(d) & Figure 6-30(b).    
Figure 6-34(a) presents a typical 3D example of hydraulic constrictions for Z+ flow (blue dots) and Z- 
flow (red dots) through the same geometric constriction in the DEM Cu3 image, seen from two 
different orientations. Both the blue and red hydraulic constriction surfaces were similar in shape and 
size to the geometric constriction and are offset by only a few voxels. However this offset was not 
random as both hydraulic constrictions form slightly ahead of the geometric constriction in terms of 
their flow directions (Z+ and Z-). Figure 6-34(b) shows an example of a geometric constriction from 
the DEM Cu3 image which produced different hydraulic constrictions for the Z+ (blue), X (red) and 
Y (green) flow directions. The geometric constriction surface was approximately parallel to the Y 
axis, hence the Y hydraulic constriction (green) was at a significant angle from the geometric 
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constriction (black), while the Z+ and X hydraulic constrictions were more similar to the geometric 
constriction.              
(c) Constriction Size Comparison 
The size of a geometric constriction was defined in Chapter 5 as the distance map value at the 
constriction centre, i.e. the radius of a sphere with its centre at this point which just touches the 
nearest particle surface. The hydraulic constriction ‘centre’ is defined by velocity rather than 
geometry and hence defining the size of a hydraulic constriction is subjective. Figure 6-35(a) shows a 
3D view of distance map values across a hydraulic constriction plane and the same distance map data 
is shown as 2D contours in Figure 6-35(b), with the maximum distance map value marked by a white 
cross (the same position is also marked by a white cross on Figure 6-35(c)). Velocity magnitudes 
perpendicular to the hydraulic constriction plane are shown in Figure 6-35(c) and the maximum (i.e. 
the hydraulic constriction centre) is marked with a white circle, which is also shown on Figure 
6-35(b). It is clear in Figure 6-35(c) that the maximum velocity (white circle) is not at the physical 
centre of the constriction (white cross) and hence the size of a sphere or cylinder centred at the 
velocity maximum would be smaller than one centred geometrically within the constriction. On this 
basis, hydraulic constrictions are smaller than geometric constrictions. This was shown schematically 
in Figure 6-25(b), where fluid crossing a geometric constriction at an angle was concentrated though a 
channel smaller than the geometric constriction and offset from its centre. To examine this 
phenomenon, the ‘size’ of hydraulic constrictions was defined as the distance map value at the point 
of maximum velocity (i.e. the value at the white circle Figure 6-35(b)) and these sizes were compared 
against the corresponding geometric constriction sizes.  
Hydraulic and geometric constriction sizes for Cu3 Sand are plotted in Figure 6-36(a). The data show 
a clear correlation, with larger geometric constrictions forming larger hydraulic constrictions, but 
hydraulic constrictions tended to be slightly smaller (as explained by Figure 6-35). A linear 
regression, shown by the red line in Figure 6-36(a) indicated a hydraulic:geometric constriction size 
ratio of 0.88, with a coefficient of determination (R
2
 value) of 0.8 indicating a reliable correlation. 
Figure 6-36(b) presents relative frequency distributions for all six simulations, where the difference in 
size is expressed as a percentage of the geometric constriction size and shows good agreement for all 
the materials analysed. All simulations produced a peak at approximately +10%, i.e. geometric 
constrictions were on average 10% larger than their corresponding hydraulic constrictions. A large 
standard deviation was observed (≈40%), indicating that hydraulic constrictions regularly ranged from 
50% smaller to 30% larger than geometric constrictions. Based on visual inspections, relatively 
smaller hydraulic constrictions occured where the fluid crossed the geometric constriction at a 
significant angle, while relatively larger hydraulic constrictions occured where the flow merged across 
several geometric constrictions, producing a hydraulic constriction further out in the void throat (as 
shown by the examples in Figure 6-29(d) & Figure 6-30(b). 
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These results have important implications for the use of void constriction sizes in understanding 
hydraulic conductivity (e.g. empirical relations suggested by Indraratna et al. (2012)). Firstly, ≈40% 
of geometric constrictions did not form hydraulic constrictions (i.e. there was little flow across these 
constrictions) and secondly the size of hydraulic constrictions appeared to be ≈10% smaller than 
geometric constrictions because flow crosses the constrictions at an angle. To assess the impact of 
these issues, Constriction Size Distributions (CSDs) are presented in Figure 6-37 including: all 
geometric constrictions (solid lines); only geometric constrictions with valid hydraulic constrictions 
(dotted lines); and all hydraulic constrictions (dashed lines with crosses).  For each of the three 
materials (Cu3 Sand, Cu1.5 Sand and DEM Cu3) the solid and dotted lines were similar to each other, 
hence the CSDs were not significantly impacted by removing the 40% of constrictions with little 
flow. It should be noted that these samples were roughly isotropic and further studies of anisotropic 
materials would be needed to confirm if there was a greater impact of valid hydraulic constrictions on 
CSD. The CSDs based on hydraulic constriction sizes (dashed lines with crosses) typically plot to the 
left of the geometric constriction sizes, corresponding to the earlier observation of a 10% difference in 
size on average. These CSDs with 10% smaller constrictions may be more appropriate for examining 
relationships between CSD and hydraulic conductivity or other fluid behaviour but, again, hydraulic 
constrictions would need to be analysed for a wider range of materials.                     
6.4 Head loss at void constrictions  
As discussed in Section 6.1.2, previous studies have suggested that void constrictions cause large head 
losses and hence govern hydraulic conductivity, from recognition of the ‘Venturi’ effect in pipe flows 
to empirically and numerically derived correlations between constriction size and hydraulic 
conductivity (Indraratna et al., 2012; Yazdchi and Luding, 2013). However the magnitude of head 
losses at individual constrictions has not been quantified for granular materials. The constriction 
measurements and CFD results in the current study provided an opportunity to examine the head loss 
behaviour at individual constrictions, with two main aims: firstly to quantify what proportion of the 
total head loss per unit length occurs at the constrictions; and secondly to quantify the relationship 
between constriction size and head loss at an individual constriction. These analyses required profiles 
of head loss versus distance travelled through the void space (along streamlines) and also required a 
practical method to define where constrictions begin and end. These analyses were performed on the 
five images for which CFD and laboratory permeameter data were available, namely: two samples of 
Cu3 Sand (denoted as [1] and [2]), Cu1.5 Sand, Cu3 Glass beads and Cu1.5 Glass beads.                    
6.4.1 Streamlines 
Streamlines have been used in a number of studies on porous rocks (e.g. Pereira Nunes et al. (2015); 
Zaretskiy et al. (2010)) to identify the paths taken by fluid through the void space. Pereira Nunes et al. 
(2015) presented a simple method to generate streamlines from discretised (e.g. voxelised) 3D 
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velocity fields, which is outlined in Figure 6-38. The velocity vector at any location (x, y, z) can be 
estimated by interpolating the between known values at discrete locations and Pereira Nunes et al. 
(2015) suggested to interpolate each of the three velocity components (u, v and w; in the x, y and z 
directions) linearly and independently from each other using the following simple formulae:     
𝑢(𝑥,𝑦, 𝑧) =  𝑢𝑖 +  
(𝑢𝑖+1−𝑢𝑖)
(𝑥𝑖+1−𝑥𝑖)
(𝑥 − 𝑥𝑖)     (Equation 6-12) 
𝑣(𝑥, 𝑦, 𝑧) =  𝑣𝑖 +  
(𝑣𝑖+1−𝑣𝑖)
(𝑦𝑖+1−𝑦𝑖 )
(𝑦 − 𝑦𝑖)     (Equation 6-13) 
𝑤(𝑥, 𝑦, 𝑧) =  𝑤𝑖 +  
(𝑤𝑖+1−𝑤𝑖)
(𝑧𝑖+1−𝑧𝑖)
(𝑧 − 𝑧𝑖)    (Equation 6-14) 
In the current study, velocity vectors were assigned to each voxel centre, hence the known values (ui, 
ui+1 etc.) are as shown in Figure 6-38(a). Depending on the position of the point (x, y, z) within a 
voxel, the linear interpolation was performed between the centre of the voxel containing the point and 
the relevant neighbouring voxels. For example, the green point in Figure 6-38(a) is at coordinates 
(1.1, 1.1, 1.9), hence the interpolation for velocity component u would be between u1 and u2, while the 
w component would be interpolated between w2 and w3.  
A streamline was generated by selecting a start position (red star in Figure 6-38(b)), following the 
local velocity vector over a short distance to obtain a new position, then interpolating to find the new 
velocity vector at this position (blue arrows); and so on to produce a series of points along a 
streamline (red dots). In terms of the starting point, one option is to randomly select a point at the 
inflow boundary of the CFD model, then to follow streamlines until the reach the outflow boundary, 
generating a streamline as shown by the grey dots in Figure 6-24(c). This is referred to herein as a 
‘forward’ streamline as it follows the direction of flow. An alternative is to start at a point in the 
middle of the model, generate a forward streamline, then apply the same process to generate a 
‘backward’ streamline by interpolating the velocity vectors at each point, then extrapolating these 
vectors in the negative direction to find the next point. However this assumes that the velocity vectors 
arriving at a point are similar to the velocity vectors leaving the point, which may not be true. For 
example, in Figure 6-38(b)) the velocity vectors at discrete locations (grey arrows) are changing 
direction and the backward streamline (green arrows) require several steps to capture the change in 
vector direction. This error can be minimised by using very short distances between adjacent 
streamline points.  
In this study the velocity vectors were followed over 1 voxel length and the resulting forward and 
backward streamlines were compared against streamlines generated directly from the OpenFOAM 
CFD results in the visualisation software Paraview 5.0 (Ahrens et al., 2005). Approximately 20 
streamlines were compared graphically and, in all but one case, the ends of the streamlines were 
within approximately 3 voxels of the paraview results (an example is shown in Figure 6-24(c). The 
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erroneous case is shown in Figure 6-24(d) and the deviation was due to very sudden changes in the 
direction of flow but, interestingly, the error occurred in the forward streamline. The errors for the 
backward streamlines (difference between the end of the generated streamline and the Paraview 
streamline) were similar to the errors for the forward streamlines, suggesting that the step length of 1 
voxel was sufficiently short to minimise the extrapolation errors described in Figure 6-38(b). It should 
be noted that using Paraview for all streamline generation was not feasible, as it required manually 
clicking in a Graphical User Interface and could not be automated to produce a large number of 
streamlines.                   
At each point along the streamlines a head value was assigned by linear interpolation between voxel 
values and similar interpolation was used to assign distance map values. The cumulative distance 
along the streamline was recorded at each point, to allow profiles of head loss to be plotted and also to 
calculate the tortuosity, T (as described by Bayesteh and Mirghasemi (2015) and Guo (2015)). The 
void ID values (from the watershed void segmentation discussed in Chapters 3 and 5) of the voxel 
containing each streamline point were recorded and the points at which the void ID changed indicated 
that the streamlines had crossed a geometric constriction, as the constrictions occur on the watershed 
boundaries.   
For each of the five specimens, 1000 streamlines were generated, starting at a random location near 
the inflow boundary and continuing until they reached the outflow boundary. In some cases the 
streamlines did not reach the end of the model because they entered a zone of zero velocity (near a 
particle surface) or became trapped in a flow loop. These cases were ignored and the streamline 
generator was run repeatedly until 1000 successful streamlines had been generated. Figure 6-39(a) 
shows head profiles along twenty streamlines, clearly demonstrating that the hydraulic gradient is not 
constant at the sub-grain-scale, rather the head profile forms a stepped shape. Figure 6-39(b) shows a 
single streamline with geometric constrictions marked as red crosses, supporting the hypothesis that 
the vertical steps in the profile (i.e. rapid loss of head) occur at the constrictions, while the head loss 
between constrictions was relatively small. 
6.4.2 Sub-division of voids and constrictions  
To quantify the proportion of head loss occurring at constrictions, a rational approach was needed to 
differentiate flow in the main voids from flow in the constrictions. To achieve this, the head loss 
profiles were simplified to a series of linear segments, as shown in Figure 6-39(c). The hydraulic 
gradient (∆Head ∆Length along streamline⁄ ) was measured at each constriction, then the gradient at 
the mid-point between neighbouring constrictions was measured to give an indication of the hydraulic 
gradient in the larger parts of the voids. Finally these gradients were extrapolated linearly and their 
intersections found, forming the red line in Figure 6-39(c). While this linearised profile provides a 
very simple, efficient and repeatable method to partition head loss in constrictions from head loss in 
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voids, it systematically overestimates the head loss at constrictions, producing errors (denoted by ε in 
Figure 6-39(c)) which were typically less than 5% of the head loss in the constriction. In some cases 
small fluctuations in the head profiles (due to inaccuracies in the streamline generation) produced 
erroneous results, e.g. steep hydraulic gradients at the void centres which prevent the red line 
segments in Figure 6-39(c) from intersecting between the void centre and the constriction. In cases 
where the intersection points were not between the void centre and the constriction, the data for this 
step was ignored from further analyses. Any ratios or averages, e.g. the average proportion of 
constriction head losses over total head loss, were calculated for successful line steps only and were 
not distorted by the erroneous steps which had been ignored.      
The streamlines used in the above analyses do not necessarily pass through the centre of the 
constrictions and hence the head profiles may not be representative of the constrictions. To address 
this, and the subjectivity of defining constrictions, an alternative method was also used, based on the 
hydraulic constrictions. In this method, streamlines were started at the velocity maxima and were 
advanced forwards and backwards a short distance into the voids. The hydraulic gradient representing 
the larger voids was defined at the point of inflection in the head loss profile, as shown in Figure 
6-39(d). To explain this decision, the hydraulic gradient (∆𝐻 ∆𝐿⁄ ) is steepest at the constriction and it 
becomes less steep (∆2𝐻 ∆𝐿2⁄ > 0) as the void space becomes wider. When the streamline passes the 
centre of the void, it will start to move towards the next constriction and so the hydraulic gradient 
becomes steeper again (∆2𝐻 ∆𝐿2 ⁄ <0). Hence the centre of the void can be defined as the point of 
inflection, where ∆2𝐻 ∆𝐿2⁄  changes sign.  
6.4.3 Results 
Section 6.4.2 presented two simplified methods to quantify head losses in constrictions and voids. The 
first method, based on geometric constrictions (Figure 6-39(c)), was applied to 1000 full length 
streamlines (from inlet to outlet boundaries) for each of the five materials. The second method, based 
on forward and backward streamlines from the hydraulic constriction centres (Figure 6-39(d)) was run 
for every hydraulic constriction in each of the five materials. The results are summarised as follows.  
(a) Proportion of head loss at constrictions 
Table 6-2 and Table 6-3 present the relative proportion of head loss in constrictions, quantified using 
the methods described in Figure 6-39(c&d), as well as the approximate length of constrictions relative 
to the wider voids spaces. Table 6-4 presents the spacing between constrictions (first column, in blue), 
measured along streamlines and normalised by median particle size (D50). In all specimens, whether 
full length or local stream lines were considered, approximately 65-75% of the total head loss 
occurred in the constrictions, even though they accounted for less than 40% of the total length along 
streamlines. Analyses using hydraulic constrictions and short streamlines (Table 6-3) showed similar 
results for all materials, however streamlines running the full length of the simulation (Table 6-2) 
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indicated some dependence on material type. Increasing the Cu value from 1.5 to 3 resulted in a 
noticeable increase (3-7%) in the proportion of head loss in constrictions, while changing from sand 
to glass beads resulted in a 1–5% increase. These increases in the proportion of head loss at 
constrictions are due to a combination of two factors: The higher Cu material contained smaller 
particles (D0 = 0.3 mm for Cu3, compared to 0.425 mm for Cu1.5) and hence contained more small 
constrictions; but the dominant factor appears to be a reduction in the spacing between constrictions 
which occurs with an increase in Cu and also with a change in particle shape (sand to beads), as shown 
in Table 6-4. Figure 6-21 showed a significant difference in the hydraulic conductivity between Cu3 
Sand[1] and [2], even though they had very similar CSDs, suggesting that the difference was caused 
by a small difference in constriction spacing (Table 6-4).  It is important to note that the standard 
deviations are quite high for all head loss and distance values, indicating that the behaviour for one 
particular constriction or streamline may vary significantly from the average for the whole material.  
(b) Constriction spacing 
As discussed in Chapter 5, several previous studies have suggested that the spacing between 
constrictions is close to the median particle size, D50 (Silveira, 1993; Soria et al., 1993) while Wu et 
al. (2012) proposed alternative analytical methods which indicate constriction spacings less than half 
of D50. The results in Table 6-4 suggest that while relatively uniform materials can have constriction 
spacing roughly equal to D50, the spacing reduces for higher Cu values and also reduces for spherical 
particles relative to sands. None of the values measured were as low as those suggested by Wu et al. 
(2012), however Wu et al. tried to estimate the spacing between soil layers, rather than the distance 
between constrictions accounting for the tortuosity of flow.  
The number of geometric constrictions per unit volume was measured from micro-CT images in 
Chapter 5 and these numbers were presented normalised by a characteristic volume, 𝐷50
3 . Assuming 
that the constrictions are homogenously distributed, then the cube root of this number gives an 
estimate of the frequency of constrictions per unit length, normalised by D50. The reciprocal of this 
frequency gives the spacing between constrictions, normalised by D50, and these values are presented 
in the third column (in red) in Table 6-4. The spacings estimated from the total number of 
constrictions differ from the streamline results (second column, in blue) by a factor of ≈2. This 
difference occurs for two reasons: Firstly the blue spacings were measured along streamlines, rather 
than per unit length in the main flow direction (Z). To obtain constriction spacing per unit length in 
the Z direction, values were divided by the average tortuosity, T, producing the values in the fourth 
column (in blue), which now differ by a factor of only ≈1.5 from the values estimated from the total 
number of constrictions (in red). The second difference is that some of the constrictions will not 
experience any significant flow (as demonstrated in Section 6.3) and only the relevant constrictions 
should be considered in calculating the constriction spacing. The results from Section 6.3 indicated 
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that approximately 60% of constrictions were relevant to the fluid flow, the reciprocal of this value, 
1/0.6 ≈ 1.6, corresponds to the difference of ≈1.5 seen in the data.        
(c) Head loss versus Constriction size 
Relating the head loss at a constriction to its size is challenging, because local heterogeneity in the 
flow can result in two constrictions with the same size, but different orientations, experiencing very 
different velocities and hence very different head losses. To account for this heterogeneity in the flow, 
Figure 6-40(a) shows head loss values at each hydraulic constriction in the Cu3 Sand[1] material, 
normalised by the average velocity across that constriction; the data are plotted against (Constriction 
diameter)
-1
 as this was found to produce a clear trend with head loss. The constriction diameter is the 
diameter of the largest sphere, centred at the constriction centre, which can fit in the void space.  
While there was significant scatter in the data in Figure 6-40(a), smaller constrictions produced a 
greater head loss per unit velocity than large constrictions, which agrees with the results of Yazdchi & 
Luding (2013) and Indraratna et al. (2012) for flow and constriction properties averaged over larger 
volumes. In Figure 6-40(a) a linear fit (based on the mean ratio of head/velocity : 1/diameter) 
produced a relatively poor r
2
 value of 0.5, however quadratic and cubic spline regressions were also 
attempted and produced r
2
 values of only 0.52 and 0.53 respectively. As an alternative, the head losses 
are plotted in Figure 6-40(b) based on the left and right sides of Equation 6-8, where the cross 
sectional areas were approximated by the square of the distance map values (i.e. the radius of the void 
space) at the constrictions and at the largest point in the preceding voids. Smaller voids (where 
1 − 𝐴𝑐𝑜𝑛𝑠𝑡𝑟𝑖𝑐
2 𝐴𝑣𝑜𝑖𝑑
2⁄  tends to 1) produced much higher head losses but, as noted earlier, there was not 
a clear trend due to the complexity of the void geometry and there was definitely not a linear 
relationship as suggested by Equation 6-8 for flow in pipes.               
Despite the low r
2
 values, linear fits for all five materials are presented in Figure 6-40(c), in terms of 
the mean and +1 standard deviation and enable a general overview of the data for all the samples. 
While results for the glass beads samples were similar, the angular sand particles produced higher 
head losses per unit velocity, with the highest head losses in the more uniform Cu1.5 Sand sample. 
The specific surface values were higher for angular particles than for spheres (shown in Table 6-5 in 
terms of S.Gs rather than S, to eliminate the effect of differing Gs between sands and glass beads), 
however these differences were small compared to the difference in hydraulic conductivity (Figure 
6-21). These results indicate that, while the head loss was largely controlled by the size of 
constrictions, the shape of constrictions (governed by the angularity of the particles) also had an 
impact on hydraulic conductivity. 
6.5 Evaluating existing hydraulic conductivity models  
The results presented in Section 6.2.6 demonstrated that seepage velocities give a useful indication of 
local velocities within the void space. As discussed in Section 6.1.1, existing hydraulic criteria for 
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suffusion are typically defined in terms of hydraulic gradients and these hydraulic gradients can be 
related to seepage velocity based on two material properties: hydraulic conductivity, k , and porosity. 
Section 6.1.2 presented existing methods to estimate k  from a combination of empirical fit parameters 
and material properties such as specific surface, S, and tortuosity, T, however many of these material 
properties are difficult to measure and must be estimated or extracted from the literature.  
In the current study, detailed analysis of micro-CT images and CFD simulations has provided an 
opportunity to measure these parameters accurately, in samples with known (and empirically 
validated) hydraulic conductivity. These results were then used to evaluate existing hydraulic 
conductivity models by back calculating empirical fit parameters, but also to determine how well 
existing models capture variations in hydraulic conductivity with changes in particle size, PSD shape, 
void ratio and particle shape.             
 
6.5.1 Results from CFD 
Table 6-5 summarises geometric and flow properties for the five micro-CT samples with laboratory 
permeameter results and streamline analyses, namely two samples of Cu3 Sand ([1] and [2]), Cu1.5 
Sand, Cu3 Glass beads and Cu1.5 Glass beads. Figure 6-21 shows that k  values determined from CFD 
analyses were consistent with laboratory results and only the CFD-based results (kCFD) are presented 
in Table 6-5, as these represent exactly the same sub-volumes for which the other properties in Table 
6-5 were measured.  
The void ratio, e, was calculated from the numbers of void and solid voxels in the 400 × 400 × 400 
voxel binary images used to generate CFD models. D10 values were obtained from the PSDs measured 
from micro-CT images, after edge particle corrections as discussed in Chapter 5 (Section 5.2). To 
determine specific surface (surface area per unit mass), S, the surface area was measured in Rhino 5.0 
using the ‘Analyze > Mass Properties > Area’ function, applied to the .stl files after smoothing. Care 
was taken to ensure that this surface area measurement did not include any external surfaces along the 
edges of the model and the procedure was validated for spheres as discussed in Figure 6-12. Surface 
area values were divided by the volume of solid material in the sub-volumes (i.e. the number of solid 
voxels multiplied by resolution
3
) rather than mass, thus producing the values of S.Gs presented in 
Table 6-5, rather than S values. S.Gs values are preferable in this study because they ignore the 
differences in material density between sands and glass beads, which are irrelevant to the fluid 
behaviour but which would lead to large differences in S values. Table 6-5 also includes S.Gs values 
estimated using a simple analytical model proposed by Chapuis and Aubertin (2003), which assumes 
spherical particles. Tortuosity, T, was calculated as the total length of streamlines divided by the 
distance travelled in the Z direction (defined as the ‘hydraulic tortuosity factor’ by Guo (2015)) and 
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the T values presented in Table 6-5 represent the average of 1000 T values calculated for streamlines 
extending from the inlet to the outlet boundaries of the CFD models (as discussed in Section 6.4.1).                
6.5.2 Comparison of hydraulic conductivity models 
(a) Hazen (1892) 
The Hazen (1892) prediction was presented in Equation 6-3 and relates k  to a characteristic particle 
size (D10) and an empirical fit parameters, CH. The CH values presented in Table 6-5 were back 
calculated using the measured kCFD and D10 values and show no observable pattern with Cu, void ratio 
or particle shape, confirming Carrier's (2003) observation that CH does not have a useful physical 
significance. However, CH values recommended in the literature are typically between 100 and 150, 
where k  and D10 have units of cm/s and cm (Carrier, 2003) and all the results in Table 6-5 fall within 
these limits, suggesting that the Hazen prediction gives a reliable range of k  values for fairly uniform 
(Cu ≤ 3), sand-sized materials.      
(b) Kozeny-Carman (1937) 
The Kozeny-Carman equation was presented in two formats in Equations 6-5 and 6-6 and one issue 
with the Kozeny-Carman equation is the need to estimate S and T.  Referring to Table 6-5, S.Gs values 
estimated using the method by Chapuis & Aubertin (2003) were within +5% of the values measured 
from the micro-CT generated data, even for non-spherical sand particles, indicating that this analytical 
estimate is reasonable fairly uniform, sand-sized materials. Guo (2015) presents upper and lower 
bound estimates of T for various porous media, with values of approximately 1.2–1.7 for the porosity 
range discussed here, while Mitchell & Soga (2005) suggest T values of √2 and, referring to Table 
6-5, these estimates of T are not unreasonable. 
The second issue with the Kozeny-Carman equation is the need to assign an empirical fit parameter, 
CKC or k 0. For the back calculated CKC values shown in Table 6-5, values for the sands are lower than 
the suggested values of 0.2 (Carrier, 2003; Chapuis and Aubertin, 2003) while 0.2 appears to be a 
good estimate for the two glass spheres specimens, but there are significant differences between glass 
spheres and sands. This is evidence that, while the Kozeny-Carman equation can account for particle 
size, PSD and void ratio, it does not account for particle shape. Back calculated k0 values are higher 
than the value of 2.5 suggested by Mitchell & Soga (2005) and there is no clear pattern with Cu or 
particle shape. As such, it appears that accounting for tortuosity does not improve the accuracy of the 
Kozeny-Carman equation. These results suggest that if hydraulic conductivity data is available for a 
particular sand it may be possible to use the Kozeny-Carman equation to account for small changes in 
PSD or void ratio, but selecting appropriate CKC or k0 values in the absence of laboratory permeameter 
data is challenging.   
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(c) Indraratna et al. (2012) 
Values for mean constriction size, 𝐷𝑐
𝑚, were determined from the CSDs produced in Chapter 5 and 
Equation 6-9 was used to calculate the hydraulic conductivity estimates, k Indraratna, given in Table 6-5. 
These estimates differ from the CFD results and lab tests by a factor of approximately 2. Given that 
Equation 6-9 was based on a large dataset of materials similar to those examined here (sands and 
gravels), the most likely explanation for this discrepancy is the difference between the CSD measured 
from images of real specimens and the analytical approximation used by Indraratna et al. (2012).      
6.6 Summary 
Hydraulic criteria for suffusion describe the hydraulic conditions at which suffusion initiates. Many of 
the existing criteria are based on applied stresses and critical hydraulic gradients, rather than limiting 
velocities, even though it is commonly acknowledged that the movement of fine particles is governed 
by local velocities and drag forces acting on the individual particles. The micro-CT images obtained 
in the current study were static (set in epoxy resin) and hence it was not possible to examine the 
hydraulic criterion directly, however CFD simulations on micro-CT images allowed fluid velocities 
and pressures to be investigated locally within this void space. 
Previous studies had demonstrated that CFD simulations could be performed on void geometry from 
micro-CT images and the CFD software OpenFOAM was adopted in the current study based on its 
previous applications in porous rocks and granular media with spherical particles. A procedure was 
developed, combining existing software packages and new algorithms, to prepare micro-CT images 
for CFD simulations and to process the output data. Simple validation cases were used to optimise the 
procedure, then CFD results were obtained for six images (5 micro-CT images and 1 image 
synthesised from DEM results) and the results were successfully validated against laboratory 
permeameter tests. 
The CFD results showed that local velocities at the sub-grain-scale vary significantly from volume-
averaged velocity (discharge or seepage velocity), with velocities 6 to 8 times larger than the seepage 
velocity occurring locally within the void space. This should be taken into account when modelling 
suffusion, but also for other hydro-mechanical processes including seepage and contaminant transport. 
As imaging hardware develops it will become possible to carry out similar studies on a wider range of 
Cu values but, for the range studied here, the seepage velocity gave a reasonable estimate of the 
median local velocity.   
Hydraulic gradients (as used in existing suffusion criteria) can be related to seepage velocities if data 
are available on the material’s porosity and hydraulic conductivity. The CFD data were used to 
evaluate existing methods to estimate hydraulic conductivity, which were developed using grain-scale 
conceptual models. Back calculation of constants from the Kozeny-Carman equation produced values 
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which differed from those in the literature by roughly 30-60%. While the Kozeny-Carman equation 
accounts for particle size, gradation and void ratio, it does not account for changes in particle shape. 
For the Hazen equation, the range of parameters suggested in the literature gave a reasonable upper 
and lower bound for the measured data, but it could not provide more accurate results because it does 
not account for changes in PSD shape, void ratio or particle shape. The empirical relationship between 
constriction size and hydraulic conductivity proposed by Indraratna et al. (2012) did not agree with 
the CFD data.       
As well as quantifying local velocities and hydraulic conductivities, the pore-scale CFD results were 
analysed in more detail to examine local velocities and pressure changes in the vicinity of void 
constrictions, with implications for suffusion and filtration behaviour. It was shown that void 
constrictions can be defined in two very different ways: ‘geometric constrictions’ represent the 
narrowest locations within the void space; while ‘hydraulic constrictions’ represent the positions (and 
orientations) where the fluid is most constrained. Due to the complex patterns of velocities within the 
void space, these two definitions identified constrictions at similar locations, but often with very 
different orientations and apparent sizes. In all the materials analysed, there was little or no flow 
across ≈40% of the geometric constrictions due to their orientation relative to the flow direction and 
in the remaining 60% the fluid often crossed the geometric constrictions at a significant angle and the 
maximum velocities did not occur at the physical centre of the constrictions.                 
Streamlines were generated from the CFD results, tracing the pathways taken by the fluid through the 
void space. Profiles of head loss along these streamlines clearly indicated that the majority (≈70%) of 
the total head loss occurred at void constrictions, even though >60% of the length of the streamlines 
were located in wider void spaces. Smaller constrictions produced greater head losses than large 
constrictions, although the relationship between head loss and constriction size was not 
straightforward and varied with particle shape (angular particles produced higher head losses for the 
same constriction size). The spacing between constrictions was measured along flow paths, which 
differed from the spacings predicted by analytical models and which demonstrated that the spacing 
can be estimated from the total number of constrictions per unit volume (measured in Chapter 5), but 
only if the ≈40% of constrictions with no flow are accounted for.                
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TABLES 
Table 6-1: Number of geometric and hydraulic constrictions for the six CFD simulations considered 
in hydraulic constriction analyses. 
Material 
CFD flow 
direction 
No. Geometric 
Constrictions in 
400 × 400 × 400 
voxel sub-volume 
No. Geometric 
Constrictions with 
valid Hydraulic 
Constrictions 
Proportion of Geometric 
Constrictions with valid 
Hydraulic Constrictions 
DEM Cu3  
Z(+) 
1830 
1072 0.59 
Z(-) 1079 0.59 
X 1078 0.59 
Y 1084 0.59 
Cu3 Sand Z 1647 959 0.58 
Cu1.5 Sand Z 1448 905 0.63 
Table 6-2: Summary of head loss and distance properties from full length streamlines 
Material 
Proportion of 
head loss in 
constrictions 
Proportion of 
length in 
constrictions 
MEAN (STANDARD DEV.) 
Cu3 Sand[1] 71% (12%) 38% (9%) 
Cu3 Sand[2] 70% (11%) 38% (9%) 
Cu1.5 Sand  64% (13%) 38% (11%) 
Cu3 Glass 
Beads  
72% (11%) 39% (10%) 
Cu1.5 Glass 
Beads 
69% (13%) 39% (10%) 
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Table 6-3: Summary of head loss and distance properties from streamlines at hydraulic constrictions  
Material 
Proportion of 
head loss in 
constrictions 
Proportion of 
length in 
constrictions 
MEAN (STANDARD DEV.) 
Cu3 Sand[1] 77% (12%) 37% (8%) 
Cu3 Sand[2] 77% (11%) 37% (8%) 
Cu1.5 Sand  76% (12%) 37% (8%) 
Cu3 Glass 
Beads  
77% (12%) 39% (8%) 
Cu1.5 Glass 
Beads 
77% (11%) 39% (7%) 
Table 6-4: Constriction spacing measurements 
Material 
Constriction spacing 
along streamlines 
/ D50 
Spacing /D50 from 
micro-CT image* 
= 
1
√
#𝑐𝑜𝑛𝑠𝑡𝑟𝑖𝑐
𝐷50
3
3⁄
 
Mean spacing in z 
direction / D50 
=  
(along stream. /D50)   
/ T 
MEAN 
(STANDARD DEV.) 
Cu3 Sand[1] 0.8 (0.4) 0.4 0.60 
Cu3 Sand[2] 0.7 (0.3) 0.4 0.53 
Cu1.5 Sand 1.2 (0.6) 0.6 0.94 
Cu3 Glass 
Beads 
0.6 (0.3) 0.4 0.47 
Cu1.5 Glass 
Beads 
0.9 (0.5) 0.5 0.73 
* 
#𝑐𝑜𝑛𝑠𝑡𝑟𝑖𝑐
𝐷50
3   is the number of constrictions per unit volume, normalised by𝐷50
3  (see Chapter 5)  
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Table 6-5: Comparison of CFD results with existing hydraulic conductivity models 
Material e 
kCFD 
cm/s 
D10 
mm 
CH 
cm
-1
s
-1
 
S . Gs 
m
2
/kg 
S.Gs 
est.* 
m
2
/kg 
T CKC k0 
kIndraratna 
cm/s 
Cu3 
Sand[1] 
0.54 0.25 0.42 142 8.3 8.7 1.34 0.17 3.2 0.11 
Cu3 
Sand[2] 
0.56 0.21 0.39 138 8.6 8.7 1.31 0.14 4.1 0.11 
Cu1.5 
Sand  
0.60 0.24 0.44 124 9.9 9.9 1.28 0.18 3.4 0.13 
Cu3 
Glass 
Beads  
0.46 0.20 0.42 113 8.3 8.7 1.28 0.21 2.9 0.12 
Cu1.5 
Glass 
Beads 
0.60 0.29 0.48 126 9.8 9.9 1.24 0.21 3.1 0.12 
*Estimated using the method proposed by Chapuis and Aubertin (2003) 
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FIGURES 
 
Figure 6-1: Hydraulic criteria for contact erosion (after ICOLD (2013)) for a coarse layer above a fine 
layer. 
 
Figure 6-2: Summary of laboratory results by Li (2008) 
238 
 
 
Figure 6-3: Factors effecting hydraulic conductivity: a) Slice from microCT image of sand, Cu=4, b) 
Same image, but particles scaled down, c) Same max particle size, Cu reduced to 1.5, d) Same PSD, 
void ratio reduced, e) Same PSD/void ratio, spherical particles 
 
Figure 6-4: Schematic representations of soil models: a) Darcy, b) Capillary bundle, c) Capillary 
network, d) Granular material 
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Figure 6-5: Schematic showing parameters of the Venturi effect, a) Constricted pipe, b) Soil voids 
 
 
Figure 6-6: Experimental study of bridge formation (after Valdes & Santamarina (2008)), a) 
Schematic of test set-up, b) Summary of results 
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Figure 6-7: Flowchart showing CFD procedure and software used. 
 
Figure 6-8: Simple validation model, a) Voxelised walls (in ImageJ), b) Finite volume mesh (in 
Helyx-OS), c) Central 2D slice showing velocity results (from OpenFOAM). 
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Figure 6-9: Mass conservation results for varying image resolution, mesh size ≈ 3 × voxel size. 
 
Figure 6-10: Mass conservation results for varying mesh size, using ‘medium’ image resolution.  
 
Figure 6-11: Individual sand particle, a) From voxelised binary image, b) after smoothing in 
Rhinoceros 3D 
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Figure 6-12: Surface area validation for voxelised spheres 
 
Figure 6-13: Sensitivity analysis for voxel smoothing: a) Spheres generated in HelyxOS, b) 
OpenFoam void mesh, c) Blow up of voxelised spheres before smoothing, d) After smoothing 
 
Figure 6-14: Analytical validation for periodically constricted tube 
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Figure 6-15: Binary images showing sub-volumes used for CFD analyses (white outlines), a) Cu3 
Sand [1], b) Cu3 Sand [2] (Repeat), c) Cu1.5 Sand, d) DEM Cu3 (based on sphere data from Shire 
(2014)), e) Cu3 Glass beads, f) Cu1.5 Glass beads 
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Figure 6-16: Boundary conditions for CFD simulations, flow in Z+ (upward) direction 
 
 
Figure 6-17: Mass continuity errors, a) Volume flux (mesh size=3voxels), b) Volume flux (mesh 
size=1voxel), c) Differential volume flux (3voxels), b) Differential volume flux (1voxel)  
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Figure 6-18: Example of CFD procedure for micro-CT image, showing computation times 
 
Figure 6-19: Boundary errors, a) Constant pressure at inlet boundary, b) Variable pressure 1 voxel in 
from boundary, c) Erroneous velocities at inlet boundary, d) Stabilised velocities 5 voxels in from 
boundary 
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Figure 6-20: 3D sub-volume from Cu3 Sand CFD results, shading indicates velocity magnitude, white 
plane represents perpendicular slice 
 
Figure 6-21: Comparison of hydraulic conductivity from laboratory tests and CFD simulations 
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Figure 6-22: Area averaged and local velocities, a) cumulative distributions for Cu3 Sand, b) 
Cumulative distributions for 5 materials, normalised by seepage velocity 
 
Figure 6-23: 2D slices from DEM Cu3 CFD results, showing qualitative contour maps of: a) Pressure, 
b) Velocity magnitude 
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Figure 6-24: 2D slices from Cu3 Sand CFD results at the sub-grain scale, showing qualitative contour 
maps of: a) Head, b) Velocity magnitude, c) 2D velocity vectors 
 
Figure 6-25: Schematic fluid flow through geometric constrictions (after Taylor et al. (2016))  in a) 
Rock and b) Sand, c) Possible hydraulic constriction plane. 
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Figure 6-26: Periodically Constricted Tube and Simple Cubic Packing. (a & b) 3D images showing 
solid geometry, (c & d) 3D cut-aways showing void constrictions, (e & f) Central 2D sections 
showing fluid velocities. After Taylor et al. (2016) 
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Figure 6-27: Flow chart outlining algorithm to locate hydraulic constrictions (after Taylor et al. 
(2016)) 
 
Figure 6-28: Typical section showing local velocity maxima in search region around 
geometric constriction (after Taylor et al. (2016)) 
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Figure 6-29: Identifying Hydraulic constriction plane (after Taylor et al. (2016)): a) Remove 
particle voxels, b) Segment based on velocities, c) Result of velocity segmentation, d) 
Hydraulic vs geometric constrictions in 3D 
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Figure 6-30: 3D examples of geometric (black) and nearest hydraulic (grey) constrictions in 
Sand-Cu3 (after Taylor et al. (2016)), along with schematics showing particles (orange): a) Good 
match, b) Offset, c) Different orientation, d) no valid hydraulic constriction 
 
Figure 6-31: Distribution of hydraulic constriction velocity vectors (after Taylor et al. (2016)): a) 
Example of data divided into 20
o
 bins and resulting outline, b) Results for all simulations, on ZX 
plane, c) Results for all simulations, on ZY plane 
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Figure 6-32: Distribution of geometric constriction orientations in Sand-Cu3:  a) ZX plane, b) ZY 
plane. Bin size 20
o
. After Taylor et al. (2016). 
 
Figure 6-33: Distance between corresponding geometric and hydraulic constriction centres, as a 
proportion of smallest particle diameter (D0), bin size is 1 voxel (0.025 to 0.035 × D0). After Taylor et 
al. (2016). 
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Figure 6-34: Hydraulic constriction positions for DEM-Cu3 (after Taylor et al. (2016)), a) Z+ and Z- 
flow, b) Z+, X and Y flow. 
 
 
Figure 6-35: Typical hydraulic constriction in Sand-Cu3 (after Taylor et al. (2016)): a) 3D view 
shaded by distance map values, b) Distance map values on constriction plane, c) Velocities on 
constriction plane 
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Figure 6-36: Distance map values at constriction centres (after Taylor et al. (2016)): a) Hydraulic vs 
geometric constrictions in Sand-Cu3, b) Relative frequency of difference between geometric and 
hydraulic distance map values. 
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Figure 6-37: Geometric and hydraulic Constriction Size Distributions (after Taylor et al. (2016)) for:  
a) Sand-Cu3 and Sand-Cu1.5, b) DEM-Cu3 
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Figure 6-38: Streamline generation, a) Velocity parameters in 3D voxelised system, b) Schematic of 
forward and backward streamlines, c) Streamline from Cu3 Sand, in agreement with Paraview 
streamline, d) Deviation from Paraview streamline. 
 
Figure 6-39: Head loss in Sand-Cu3[1]: a) Results from 20 streamlines, b) single streamline c) 
“geometric constriction” linearisation, d) “hydraulic constriction” linearisation 
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Figure 6-40: Head loss in individual constrictions: a) Head loss (normalised by velocity) vs 
1/constriction size for Sand-Cu3[1] and b) Normalised head loss vs area ratio, c) Normalised head 
loss vs 1/constriction size for 5 materials 
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CHAPTER 7: CONCLUSIONS  
7.1 Summary 
The aim of this research was to extract a range of information from micro-CT images to improve our 
understanding of suffusion in cohesionless materials. Previous studies have either focussed on 
laboratory testing, in which it was not possible to observe individual particles, or on grain-scale 
models with idealised spherical particles, such as DEM modelling (Shire et al., 2014; Shire,  2014) or 
analytical modelling (Indraratna et al., 2015; Silveira et al., 1975). The micro-CT images in this thesis 
allowed physical specimens of sands and glass beads to be examined at the grain-scale and hence this 
research provides a vital link between laboratory tests on real materials and grain-scale models with 
idealised particles. The results have helped to validate and improve upon previous assumptions about 
suffusion, but the ability to visualise the void space in 3D has also provided new insights into the 
formation of constrictions in the void space and how these constrictions influence fluid flows.  
A range of laboratory equipment and techniques were employed to select appropriate materials, to 
produce physical specimens for imaging and to obtain experimental hydraulic conductivity and 
filtration data, all of which were discussed in Chapter 2. Chapter 3 described each stage in the 
imaging procedure, starting with a physical specimen and ending with a segmented 3D image, where 
individual objects, e.g. sand particles or void regions, had been identified and labelled. At every stage, 
care was taken to identify and minimise errors, to produce high quality images for use in detailed 
investigations of suffusion.               
After presenting the research methodology, the subsequent analyses in this thesis were divided into 
three key areas, based on the three suffusion criteria proposed by Kenney & Lau (1985): the 
mechanical criterion, the geometric criterion and the hydraulic criterion. For a gap-graded material 
(containing a mixture of coarse and fine particles), the mechanical criterion determines whether or not 
the fine particles are free to move, or are held in place by other particles. Previous studies examined 
this criterion in terms of effective stress and had proposed a series of conceptual structures which may 
form at different fines contents. In Chapter 4, micro-CT images of gap-graded materials were 
analysed to determine the kinematic constraint of fine particles. While the forces or stresses could not 
be measured in the micro-CT images, the likelihood of fine particles being constrained was 
determined by measuring coordination numbers (the number of contacts of different types between 
particles). Previous studies relied on schematic sketches to explain the different particle structures, 
e.g. underfilled, transitional and overfilled structures. This research provided 3D images of the 
structure formed in real samples, along with additional quantitative data to help explain the transition 
between different structures.  
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The geometric criterion relates to the ability of loose fine particles to move freely through the void 
space between coarse particles. This criterion is governed by the size of the narrowest points in the 
void space; the constrictions. Chapter 5 outlined a new method to identify and measure these 
constrictions in micro-CT images. The results were validated using 3D images synthesised from DEM 
samples and also by analysing micro-CT images using a range of existing methods, which were 
developed for porous rock, rather than granular materials. The new method was found to produce 
similar quantitative results to the existing methods, but also provided new ways to visualise the 
constrictions in 3D, allowing for a much clearer physical interpretation of the results. Constriction 
size distributions (CSDs) were used to examine relationships between the material characteristics 
(PSD, void ratio, particle shape) and the constriction sizes. The micro-CT images also provided new 
data on the frequency of constrictions, which is an important factor in the ability of loose fines to 
move through the void space. The results, in conjunction with laboratory filter data, were used to 
examine existing geometric criteria for suffusion, but the findings are also relevant to other 
applications of granular filtration, such as sand filters for water treatment or powders and grains in 
chemical engineering. Chapter 5 also proposed a statistical corrections method to remedy systematic 
errors in PSD measurements from micro-CT images (due to deletion of partial particles at the edges of 
the image).  
The hydraulic criterion describes the fluid pressures or velocities required to transport loose fines 
within the void space. The micro-CT images were produced from static, resin impregnated, samples 
and hence it was not possible to examine the hydraulic criterion directly (as neither the particles nor 
the fluid could move). However, computational fluid dynamics (CFD) simulations were performed at 
the pore scale, using the void geometry from the micro-CT images and the methodology and results 
were presented in Chapter 6. The CFD results were validated against laboratory tests and the pore 
scale data provided new insights into the relationships between macro and micro-scale velocities, the 
influence of PSD, particle shape and void ratio on fluid behaviour and, in particular, how hydraulic 
conductivity is affected by the size and frequency of void constrictions. The results also helped to 
improve fundamental understanding of flow through void constrictions, leading to an alternative 
definition of a void constriction based on fluid velocities (the ‘hydraulic constriction’, as opposed to 
the traditional ‘geometric constriction’).                    
7.2 Key observations 
The results presented in this thesis have highlighted a number of important findings, including 
improvements to methodologies for laboratory testing and image analysis, as well as new data which 
have important implications for future studies of suffusion, filtration and seepage flows in sands. The 
key findings are summarised as follows: 
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(a) Methodology 
 Adaptations were made to the laboratory filter apparatus proposed by Soria et al. (1993), 
including an interchangeable sample chamber, a narrower head reservoir and input flow 
dispersion to reduce damage to the sample on initial wetting.       
 Watershed segmentation of materials with a wide range of particles sizes was shown to be 
problematic and a two-stage approach (segmenting coarse and fine particles separately) was 
found to produce greatly improved results for gap-graded materials. 
 Deleting partial particles at the edge of micro-CT images was found to introduce significant, 
systematic errors in PSD measurement, especially in gap-graded materials. A new statistical 
correction was developed to correct for this error.  
 A watershed-based void partitioning algorithm was developed, which produced Constriction 
size distributions (CSDs) which agreed with those obtained by existing methods, but which 
also provided new tools for qualitative visualisation.    
 Smoothing of voxelised particle surfaces was found to reduce the over-estimation of surface 
area and is recommended prior to CFD simulations on micro-CT images.  
 CFD analyses of fluid flow in the void space of micro-CT images gave a reasonable match to 
analytical solutions and experimental measurements.  
    
(b) Mechanical criterion for suffusion (Chapter 4) 
 The fines contents of the underfilled and overfilled samples in the current study agreed with 
the limiting fines contents suggested by Skempton and Brogan (1994) and Shire (2014), 
namely <24-29% for underfilled and >35% for overfilled. 
 Coarse-coarse coordination numbers produced evidence of a ‘primary structure’ in underfilled 
materials (indicating potential for suffusion), and showed how this primary structure breaks 
down at higher fines contents. 
 Fine-coarse coordination numbers showed a transitional structure which was unique, as 
opposed to a gradual transition between underfilled and overfilled structures. 
 The transitional structure was characterised by an increased number of fine particles with 
fine-coarse coordination numbers of 2 or 3, indicating individual fine particles separating 
coarse particles, which may give rise to suffosion (erosion of fines resulting in overall volume 
change). 
 These potentially suffosive particles were observed more commonly in glass beads than in 
sands, which agrees with the experimental results of Slangen (2015). 
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(c) Geometric criterion for suffusion (Chapter 5) 
 Constriction size distributions (CSDs) were found to be highly dependent on Cu value and 
particle shape, while the effect of a change in void ratio was less significant.  
 The number of constrictions per unit volume, when normalised by 𝐷50
3 , produced linear 
relationships with the Cu value. Spherical particles produced more constrictions than sands 
with the same Cu value, while samples with bi-linear or curved PSDs produced less 
constrictions than linear PSDs (note semi-log PSD plots).      
 Combining CSDs and laboratory filter data highlighted that the Kézdi (1979) criterion relies 
heavily on the self-filtration of fine material and, without self-filtration, materials with D15/d85 
values as low as 2 may be unsafe.  
 Data for samples with the widest range of particle sizes (0.15 – 2.00 mm) were not deemed to 
be reliable. This was attributed to poor resolution of the small constrictions but could not be 
improved due to the limited sample size to resolution ratio for the x-ray scanning hardware. 
 
(d) Fluid flow in voids (Chapter 6) 
 Local velocities at the sub-grain-scale varied significantly from volume-averaged velocity 
(discharge or seepage velocity), with velocities 6 to 8 times larger than the seepage velocity 
occurring locally within the void space. 
 Approximately 65-75% of the total head loss occurred at the constrictions, even though the 
constrictions accounted for <40% of the total length travelled through the void space.   
 Five samples (four materials + 1 repeat) with varying particle sizes, gradations, void ratios 
and particle shapes produced similar relationships between head loss per unit velocity and 
constriction size. 
 Constriction shape (governed by angularity of the particles) had a small impact on head loss, 
with larger head losses in angular materials.  
 
(e) Hydraulic vs Geometric constrictions: 
 This research differentiated between hydraulic constrictions (based on local maxima of fluid 
velocity) and geometric constrictions (the narrowest points in the void space). 
 For geometric constrictions oriented within roughly 30o of the flow direction, hydraulic and 
geometric constrictions were very similar in terms of orientation, position and size. 
 For geometric constrictions oriented between roughly 30o and 60o from the flow direction: 
flow crossed the geometric constrictions at a significant angle and the maximum velocity did 
not occur at the geometric constriction centre, hence the apparent sizes of hydraulic 
constrictions were ≈10% smaller than the geometric constrictions. 
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 For geometric constrictions oriented between roughly 60o and 90o from the flow direction: 
Geometric constrictions may not form valid hydraulic constrictions, suggesting negligible 
flow across the geometric constriction.  
 For all the CFD simulations, only ≈60% of geometric constrictions experienced any 
significant flow.  
 The proportion of constrictions with flow (≈60%) allowed the constriction frequency (number 
of constrictions per unit length) to be estimated from the total number of constrictions 
measured from micro-CT images.  
 The images analysed did not indicate any clear anisotropy in constriction orientations and the 
CSDs were not affected if constrictions with no flow were ignored. 
7.3 Recommendations for future research 
The findings outlined in the previous section highlight the wide range of data which can be obtained 
by analysis of micro-CT images. This study has not been exhaustive and the data collected in this 
study could be used in a number of lines of investigation. An important limitation of micro-CT 
imaging is that the size and quality of the images is dependent on the hardware used to obtain x-ray 
scans and also the software used for processing the digital images. A number of future studies could 
be performed, applying a similar approach but using better scanning hardware to examine a wider 
range of materials. Recommendations are given below for four areas of future research.    
(a) Improved hardware 
A major limitation of the current study was the availability of micro-CT scanning hardware. If a 
laboratory micro-CT scanner with a larger detector and higher x-ray intensity were available, is 
recommended that the analyses in the current study be applied to well graded materials with a wider 
range of particle sizes, in particular linear PSDs with Cu values larger than 4, but also to gap-graded 
materials with larger gap ratios (D15/d85). 
Similarly, the size of the CFD simulations in this study was limited by the requirement to run the 
simulations on a desktop computer with 144 GB of RAM. While the size of 400 × 400 × 400 voxels 
was deemed to be a representative elementary volume (REV) in terms of void ratio, larger volumes 
are recommended to ensure an REV in terms of hydraulic conductivity. Likewise it was not possible 
to observe anisotropy of constriction orientations and larger CFD simulations may provide more 
consistent results.   
If a higher energy x-ray source (e.g. a synchrotron) were available, in-situ scanning of samples within 
a test apparatus would be possible, as demonstrated by Fonseca, (2011) and Ní Bhreasail, (2013). 
Hunter & Bowman (2015) have performed experiments to observe internal erosion by passing fluid 
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through specimens of transparent soils and it may be possible to develop small permeameter or filter 
tests for use within a high energy x-ray scanner.              
(b) Network modelling 
The void geometry and constriction sizes identified in this study are sufficient to develop a 
geometrically accurate network model of the void space, as shown for the Cu3 Sand in Figure 7-1. 
The nodes in the network represent the centres of each void region, which can be obtained from the 
watershed segmented image (Figure 7-1(a)) and the links represent the constrictions joining the voids. 
The thicknesses of the blue links in Figure 7-1(b) represent the constriction sizes and hence it is 
possible to track the largest particle which can fit along any path through the network.  
 
Figure 7-1: Example of network model based on micro-CT image of voids (Cu3 Sand) 
A crucial factor in developing the network model is an algorithm to determine which link will be 
taken from a node. A simple solution is to select a link randomly, but applying weighting factors to 
each option based on link properties, such as constriction size (Khilar and Fogler, 1998; Shire, 2014) 
and it is common to apply simple geometric constraints to ensure the model can travel forwards or 
sideways, but not backwards (e.g. (Locke et al., 2001). Figure 7-1(c) shows an example of a pathway 
through the network based on random selection, weighted by constriction size, with a ‘no backward 
movement’ criterion.  
The complexity of developing and validating a suitable network algorithm were the main reason that 
network models were not used in the current research, although there was sufficient data to do so. 
Furthermore, the results of laboratory filter tests and the CFD streamlines both provide data which 
could be used to inform or validate the selection of a network algorithm.  
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(c) Hydraulic conductivity predictions   
Chapter 6 presented results for 5 CFD simulations and suggested a relationship between a 
constriction’s size and the head loss at that constriction (normalised by velocity). Knowing that the 
constrictions accounted for ≈70% of the total head loss, an approximate estimate of hydraulic 
conductivity can be found based on the head loss (per unit velocity), a measure of constriction size 
and the number of constrictions encountered per unit length, using a simple formula such as: 
𝑘 =  
𝑣
𝑖
 =   
∆𝐿
∆𝐻
𝑣⁄
  ≈  
0.7
(∆𝐻 𝑣⁄ )1 𝑐𝑜𝑛𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛 ×(
𝑁𝑜.𝑜𝑓 𝑐𝑜𝑛𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛𝑠
∆𝐿⁄ )
    (Equation 7-1) 
where (∆𝐻 𝑣⁄ )1 𝑐𝑜𝑛𝑠𝑡𝑟𝑖𝑐𝑡𝑖𝑜𝑛   is the normalised head loss for a representative constriction size, which 
might be 𝐷𝑐
𝑚 or 𝐷𝑐
50, and the factor of 0.7 represents the ≈70% of head loss occurring at 
constrictions. 
Chapter 5 presented relationships between common material properties (PSD, particle shape, void 
ratio), the CSD and the frequency of constrictions. Combining these relationships it may be possible 
to predict the hydraulic conductivity of a material based on its PSD, particle shape and void ratio. This 
would require significant future work, in the form of additional CFD simulations on a wider range of 
materials to ascertain a more accurate relationship between ∆𝐻 𝑣⁄  and constriction size than the very 
approximate linear relationship shown in Chapter 6.        
(d) Drag forces and the hydraulic criterion   
As discussed in Chapter 6, the erosion of fine particles is governed by drag forces, which are poorly 
understood. A relationship between grain-scale drag forces and macro-scale fluid properties would be 
extremely useful in the study of suffusion, but also for a wide range of applications including other 
forms of internal erosion (backward erosion piping, contact erosion), as well as sand production in oil 
and water wells.  
The CFD data collected in this study could be used to examine the resultant force between the fluid 
and a particle by integrating the local pressures around the surface of the particle, as shown 
schematically in Figure 7-2. It is important to note that inter-particle forces cannot be measured in 
micro-CT images and hence it would not possible to ascertain whether or not a particle would be 
transported, however it may be possible to identify relationships between the drag force on a particle 
and the local or macro-scale velocities, as well as the influence of the particle’s geometry. 
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Figure 7-2: Example of pressures acting on particle surface from CFD simulation (DEM Cu3) 
A more accurate examination would require a fully coupled model, where inter-particle forces and 
fluid-particle forces affect each other. This can be achieved with coupled DEM - CFD models, using 
either the coarse grid approach (Tsuji et al., 1993) where several particles exist within each cell of the 
CFD mesh, or using the immersed boundary method (Mittal and Iaccarino, 2005), with sub-grain-
scale resolution of the fluid.    
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potential for suffusion in sands using x-ray micro-CT images’. 
I seek your permission to reprint, in my thesis, an extract from: Sherard, J.L., 
Dunnigan, L.P., 1989. Critical filters for impervious soils. J. Geotech. Eng. Div. ASCE 
115(GT7), 927–947. The extract to be reproduced is: Figure 1, from page 928 
(screenshot shown below). 
I would like to include the extract in my thesis which will be added to Spiral, 
Imperial's institutional repository http://spiral.imperial.ac.uk/ and made available to 
the public under a Creative Commons Attribution-NonCommercial-NoDerivs licence. 
Please note, I attempted to obtain permission through Rightslink online, but the 
request returned the error: “This type of use is not provided through Rightslink”.  
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Howard Taylor  
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for non-commercial purposes under the terms of the user licence. 
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1801 Alexander Bell Drive 
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APPENDIX B: MICRO-CT SCAN DETAILS 
Table B - 1: Micro-CT scanning and processing parameters 
Material PSD Density 
Whole sample scan 9 mm core scan 
Filter 
Threshold 
method 
Watershed merging 
parameters 
Scan 
ID# 
Voxel size 
(micron) 
Scan 
ID# 
Voxel size 
(micron) 
Image size 
(voxels) 
Particles Voids 
Sand 
Cu1.5 
L - - 236 11.318 600x600x920 Median
1
 Otsu 3 2 
M 220/221 72.116 235 11.317 600x600x920 Median Otsu 3 2 
M (rep) - - 324 9.839 630x630x920 Median Otsu 3 2 
D 218 72.116 234 11.317 600x600x920 Median Otsu 3 2 
Cu2 
L - - 237 10.908 600x600x920 Median Otsu 2 1 
M - - 238 11.125 600x600x920 Median Otsu 2 1 
D - - 239 10.808 580x580x920 Median Otsu 2 1 
Cu3 
L 212/213 68.7 222 11.479 585x585x920 Median Otsu 2 1 
M 216 79.327 223 11.316 585x585x920 Median Otsu 2 1 
M (rep) - - 325 9.839 620x620x920 Median Otsu 2 1 
D 217 75.308 224 11.317 585x585x920 Median Manual (match e) 2 1 
Cu4 
L - - 253 10.149 625x625x920 Median Otsu 1 1 
D - - 252 10.149 625x625x920 Median Otsu 1 1 
BL15 M - - 254 10.149 625x625x920 Median Otsu 2 1 
BL50 
M - - 255 10.149 625x625x920 Median Otsu 2 1 
M (rep) - - 317 10.703 600x600x920 Median Otsu 3 2 
Cc0.8 M - - 314 10.343 620x620x920 Median Otsu 1 1 
Cc1.5 M - - 315 10.703 600x600x920 Median Otsu 1 1 
Continued on next page 
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Continued from previous page 
Material PSD Density 
Whole sample scan 9 mm core scan 
Filter 
Threshold 
method 
Watershed 
merging 
parameters 
Scan 
ID# 
Voxel size 
(micron) 
Scan 
ID# 
Voxel size 
(micron) 
Image size 
(voxels) 
Particles Voids 
Sand 
UF18 M - - 259 10.15 620x620x920 Median Otsu 1 + 4
2
 - 
TR30 
L - - 261 10.224 620x620x920 Median Otsu 1 + 4 - 
L (rep) - - 326 9.537 620x620x920 Median Otsu 1 + 4 - 
D 258 75.397 262 10.224 620x620x920 Median Otsu 1 + 4 - 
OF45 M - - 260 10.343 620x620x600 Median Otsu 1 + 4 - 
OF45 
M 
(rescan) 
- - 313 10.343 620x620x920 Median Otsu 1 + 4 - 
Glass 
Beads 
Cu1.5 
L - - 318 10.703 600x600x920 Median Otsu 3 2 
D - - 316 10.703 600x600x920 Median Otsu 3 2 
Cu2 
L - - 322 9.839 630x630x920 Median Otsu 3 2 
D - - 323 9.839 630x630x920 Median Otsu 3 2 
Cu3 
L - - 263 10.47 620x620x920 Median Otsu 2 1 
D - - 251 10.344 610x610x920 Median Otsu 2 1 
Gap-
35-
Med 
D - - 329 9.537 620x620x920 Median 
Manual 
selection 
(matched to 
sample e) 
1 + 4 - 
NOTES: 
1. ‘Median’ denotes a 3D median filter, radius=2, applied in ImageJ 
2. ‘1+4’ denotes the two merging parameters used in two-stage segmentation of gap-graded images  
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Table B - 2: Properties measured from micro-CT images 
Material PSD Density 
Sample 
void 
ratio 
Image 
void 
ratio 
Image Cu Image Cc 
No. of whole 
particles analysed
1
 
No. of constrictions 
analysed
1
 
Sand 
Cu1.5 
L 0.73 0.64 1.6 0.9 1384 2444 
M 0.6 0.60 1.6 0.9 1370 2699 
M (rep) 0.61 0.63 1.6 0.9 927 3549 
D 0.59 0.57 1.4 0.9 739 2486 
Cu2 
L 0.58 0.63 1.9 1.0 369 1557 
M 0.55 0.53 1.9 1.0 317 1398 
D 0.52 0.49 2.1 1.0 320 1496 
Cu3 
L 0.57 0.57 2.1 0.9 814 3554 
M 0.52 0.51 2.6 0.9 1012 4071 
M (rep) 0.54 0.56 2.6 0.9 1026 4177 
D 0.47 0.47 2.9 0.9 458 1996 
Cu4 
L 0.55 0.49 3.7 0.8 6431 12720 
D 0.44 0.44 3.7 0.8 3868 13397 
BL15 M 0.61 0.64 1.8 0.8 1753 6469 
BL50 M 0.56 0.55 2.4 0.9 1406 5491 
BL50 M (rep) 0.57 0.58 2.3 0.8 1903 6704 
Cc0.8 M 0.50 0.58 2.6 0.7 10206 31706 
Cc1.5 M 0.49 0.47 4.2 1.3 4043 12892 
Continued on next page 
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Continued from previous page 
Material PSD Density 
Sample 
void 
ratio 
Image 
void 
ratio 
Image 
Cu 
Image Cc 
No. of whole 
particles analysed
1
 
No. of constrictions 
analysed
1
 
Sand 
UF18 M 0.46 0.56 - - 4521 - 
TR30 L 0.51 0.47 - - 22921 - 
TR30 L (rep) 0.44 0.53 - - 17055 - 
TR30 D 0.37 0.49 - - 26595 - 
OF45 M 0.40 0.51 - - - - 
OF45 
M 
(rescan) 
0.40 0.51 - - 25081 - 
Glass 
Beads 
Cu1.5 
L 0.62 0.62 1.5 1.0 1593 4656 
D 0.59 0.60 1.4 1.0 1785 5164 
Cu2 
L 0.53 0.55 1.7 0.9 665 2356 
D 0.49 0.53 1.7 0.9 632 2252 
Cu3 
L 0.53 0.47 2.6 0.9 892 2463 
D 0.47 0.46 2.6 0.9 1731 4783 
Gap-
35-
Med 
D 0.40 0.40 - - 18143 - 
NOTES: 
1. Note that the volumes used may differ between particles and constrictions, e.g. constrictions within the outermost 10% of 
the images were ignored and some images were manually cropped to remove problematic edge particles in PSD analyses. 
For accurate comparison of numbers of particles vs constrictions (normalised by volume considered), refer to Figure 5-40 
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APPENDIX C: MICRO-CT SCAN IMAGES 
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Particle Size Distributions measured from micro-CT images VS target  
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Particle Size Distributions measured from micro-CT images VS target  
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Particle Size Distributions measured from micro-CT images VS target  
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