Abstract. Broadening the scope of conservation efforts to protect entire communities provides several advantages over the current species-specific focus, yet ecologists have been hampered by the fact that predictive modeling of multiple species is not directly amenable to traditional statistical approaches. Perhaps the greatest hurdle in community-wide modeling is that communities are composed of both co-occurring groups of species and species arranged independently along environmental gradients. Therefore, commonly used ''short-cut'' methods such as the modeling of so-called ''assemblage types'' are problematic. Our study demonstrates the utility of a multiresponse artificial neural network (MANN) to model entire community membership in an integrative yet species-specific manner. We compare MANN to two traditional approaches used to predict community composition: (1) a species-by-species approach using logistic regression analysis (LOG) and (2) a ''classification-then-modeling'' approach in which sites are classified into assemblage ''types'' (here we used two-way indicator species analysis and multiple discriminant analysis [MDA]). For freshwater fish assemblages of the North Island, New Zealand, we found that the MANN outperformed all other methods for predicting community composition based on multiscaled descriptors of the environment. The simple-matching coefficient comparing predicted and actual species composition was, on average, greatest for the MANN (91%), followed by MDA (85%), and LOG (83%). Mean Jaccard's similarity (emphasizing model performance for predicting species' presence) for the MANN (66%) exceeded both LOG (47%) and MDA (46%). The MANN also correctly predicted community composition (i.e., a significant proportion of the species membership based on a randomization procedure) for 82% of the study sites compared to 54% (MDA) and 49% (LOG), resulting in the MANN correctly predicting community composition in a total of 311 sites and an additional 117 sites (n ¼ 379), on average, compared to LOG and MDA. The MANN also provided valuable explanatory power by simultaneously quantifying the nature of the relationships between the environment and both individual species and the entire community (composition and richness), which is not readily available from traditional approaches. We discuss how the MANN approach provides a powerful quantitative tool for conservation planning and highlight its potential for biomonitoring programs that currently depend on modeling discrete assemblage types to assess aquatic ecosystem health.
INTRODUCTION
Predictive ability is viewed by many as the ultimate confirmation of theory and understanding in ecology (Pielke and Conant 2003) . In conservation biology, predictive modeling has been focused predominately on individual species, partly for historical reasons in the wildlife biology antecedents of resource management and conservation, but primarily because of the perceived intractability of a more holistic approach (Caughley 1994) . However, it is increasingly recognized that conservation planning and management for biodiversity cannot be met by focusing on one species at a time, but requires the adoption of multispecies or entire-community approaches (Simberloff 1998, Margules and Pressey 2000) . Indeed, landscape-scale and ecoregional approaches to conservation are a pressing research priority in ecology (Soule´and Orians 2001) , and the biological community is viewed as an appropriate unit of study.
Statistical modeling of species' distributions is playing an increasing role in applied ecology (Rushton et al. 2004) , in particular for identifying biodiversity priority areas (Williams and Arau´jo 2000) . The success of multispecies management strategies and regional conservation planning depends on the development and rigorous testing of quantitative approaches that model the entire species composition of communities. Such models would enable an understanding of how communities are structured across different environmental gradients and provide a basis for predicting community 3 E-mail: olden@wisc.edu change to future environmental alteration. Communitylevel models would also contribute to the analytical needs of regional conservation planning that require the prediction of species compositional similarity across different sites and taxonomic groups (Ferrier 2002) . Unfortunately, beyond the prediction of single species or metrics the field of ecology has seen limited progress in modeling the species membership of entire biological communities because such investigations are not directly amenable to traditional approaches. Frustrated by the need to accommodate more than one species (i.e., more than one response variable) in the modeling process, the use of analytic shortcuts is now widespread in conservation biology. Partly in response to the growing emphasis on monitoring species diversity, ecologists often use traditional statistical approaches to model a single descriptor of the community (e.g., species richness, diversity index) or carefully chosen indicator, focal, keystone, umbrella, or flagship species that serve to represent the larger membership of the community (Caro and O'Doherty 1999) . These so-called surrogate metrics are problematic for modeling community structure because they do not capture the identities of the entire species membership and as a result their use in conservation continues to be questioned (Simberloff 1998) .
A ''classification-then-modeling'' approach has also been widely used to model community composition and is increasingly popular in conservation planning and decision making . This approach first groups species into ''assemblage types'' using deductive (i.e., co-occurring groups based on expert knowledge) or inductive (i.e., data driven using supervised or unsupervised cluster analysis) methods and then models these types using traditional classification approaches. While this approach has proven useful in the past (e.g., Whittaker 1978) , it assumes that communities exist as discrete entities, a debate that has raged in ecology for many years and remains unresolved (see review by McIntosh [1995] ). Despite the fact that species exhibit individualistic responses to environmental gradients and that assemblage types have often been difficult to identify (e.g., Angermeier and Winston 1999) and predict (e.g., Heino et al. 2003 ), ''classification-thenmodeling'' approaches continue to provide the foundation for many conservation programs. In addition to this fundamental ecological issue, there are numerous methodological problems associated with defining assemblage types. These include difficulties in group recognition (Anderson and Clements 2000) , the subjective choice of similarity metric used to define the groups (Jackson et al. 1989) , the degree of similarity required to identify a group, the specific species that are expected to be present in the community when the assemblage type is predicted to occur, and the effects of taxonomic resolution and sampling effort on group structure (e.g., Cao et al. 2002) .
Throughout the recent history of conservation biology, it is clear that traditional statistical approaches to modeling biological communities have unfortunately fostered a practice of shoehorning complex, multispecies problems into simple, single-variable solutions. Such approaches will likely provide unsure footing in conservation and resource management. Fortunately the past decade has seen tremendous progress in advancement of more sophisticated modeling techniques in ecology (Guisan and Zimmermann 2000) . Artificial neural networks, for example, have recently shown considerable promise for addressing complex pattern recognition problems because of their robustness to the various numerical characteristics frequently encountered in ecological data (i.e., nonlinearity) that commonly limit the utility of traditional approaches (Lek and Gue´gan 2000) . Moreover, while many traditional statistical techniques are limited to modeling a single predictor variable, a neural network can simultaneously model multiple dependent variables. Recently, it was this flexibility coupled with neural networks' efficiency with handling complex, nonlinear data that independently prompted Olden (2003) and Joy and Death (2004) to be the first to use a multiresponse artificial neural network (MANN) to develop predictive models for entire biological communities. In both studies, neural networks facilitated the development of a single, integrative model that predicted the species composition of an entire fish community while inherently respecting that species show different relationships with features of the environment. The flexibility of such an approach would appear to provide a powerful analytic tool for modeling communities that are typically both discrete and individualistic in their species composition across space (Shipley and Keddy 1987) .
Although neural networks are attractive for modeling biological communities (Olden 2003) , a comparison of their predictive performance to the more traditional modeling approaches highlighted above is needed to evaluate their potential utility in applied ecology. This study examined the modeling performance of three approaches to predicting species composition of stream fish communities in the North Island of New Zealand. Modeling approaches included those commonly used in the ecological literature for conservation planning and biodiversity prioritization and for assessing aquatic ecosystem health: (1) a species-by-species approach in which predictions are combined from individual logistic regression models (LOG) constructed for each of the fish species in the species pool; (2) a classification-thenmodeling approach in which assemblage types are defined using a clustering algorithm (here, we used two-way indicator species analysis) and modeled as a function of a set of environmental variables using a classification method (here, we used multiple discriminant analysis [MDA] ) in order to determine community composition based on group membership of the predicted assemblage type; and (3) a multiresponse artificial neural network (MANN) that models the entire community. Based on the results we discuss the manner in which the neural network approach provides a powerful quantitative tool for conservation planning and highlight its potential for biomonitoring programs that currently depend on modeling discrete assemblage types to assess aquatic ecosystem health.
MATERIALS AND METHODS

Fish community data and multiscaled environment variables
The study area was the Wellington Region of the North Island, New Zealand (418 S, 1758 E). Fish distribution data was sourced from the New Zealand Freshwater Fish Database (McDowell and Richardson 1983) , which contained fish assemblage data derived from electrofishing surveys on 259 stream reaches (delineated as the watercourse between two confluences with tributaries) sampled between 1980 and 2002. This database was supplemented with additional data for 120 stream reaches from a recent survey by M. K. Joy during the austral summer of 2002 (see Joy and Death [2004] for details). The final database contained records for a total of 16 fish species, ranging in prevalence from 0.024 to 0.789 (Table  1) . Here, we refer to a fish assemblage as those individuals that occur together in a ''locality'' with spatial dimensions such that individual fish have a reasonable probability of encountering one another in the course of daily activities (sensu Matthews 1998) . Although it is difficult to rigorously define, the stream segment is commonly used as an operational unit representing a fish assemblage that results from a single sampling event using conventional ichthyological methods.
We examined a series of reach-scale and catchmentscale descriptors that are believed to be related to critical habitat requirements of fish in New Zealand (Jowett and Richardson 2003) . Habitat descriptors were derived from a geographic information system (GIS) and included variables categorized into four groups: reachscale habitat, catchment-scale habitat, catchment-scale land use, and catchment-scale geology (Table 2 ). Annual mean precipitation and air temperature for each catchment was estimated from thin plate splines fitted to meteorological station data . Catchmentscale geology and land use for the study area region were obtained from the River Environment Classification (Snelder and Biggs 2002) . The geology classifications were sourced from the New Zealand Land Resources Inventory (Newsome 1990) , and land cover classifications were obtained from the New Zealand Land Cover Database (available online).
4 All analyses were conducting using ArcGIS (Environmental Systems Research Institute, Redlands, California, USA).
A series of diagnostic analyses and data transformations were conducted prior to statistical modeling in an attempt to ensure that multivariate normality was met for the traditional statistical approaches (note that neural networks do not depend on these assumptions). Given intercorrelations among land use and geology variables, we separately subjected each of these two variable groups to a principal-components analysis to derive a reduced set of orthogonal composite variables that summarized the major gradients in land use and geology. The statistical significance of the principalcomponent axes was evaluated using the broken-stick rule, in which the observed eigenvalues are compared to eigenvalues from random data (Jackson 1993) . For both the geology and land use analyses the first six principal components were found to be significant and were subsequently used as predictor variables during modeling. The final data set consisted of 379 sites containing fish community data for 16 species and 24 descriptors of reach-and catchment-scale features.
Statistical methods
Modeling individual species using logistic regression analysis.-Predictions of community composition were obtained by constructing logistic regression models relating species occurrence to the suite of environmental variables for each of the 16 fish species (the traditional Notes: All species are native to the region, except brown trout. Prevalence refers to the frequency of site occurrence in the data set. decision threshold of 0.50 was used to assign species' presence) and then combining the site predictions of all the models. Logistic regression analysis is a class of linear models that are parameterized using a maximum likelihood principle and are based on a logistic transformation of the response variable with a linear combination of the independent variables. Logistic regression analysis is commonly used in the ecological literature to model species occurrence (Guisan and Zimmermann 2000) .
Modeling ''assemblage types'' using multiple discriminant analysis.-A classification-then-modeling approach was used to predict community composition in which species were first grouped into assemblage types using two-way indicator species analysis (TWINSPAN) and then these types were discriminated according to the set of environmental variables using multiple discriminant analysis. TWINSPAN (Hill 1979 ) is based on reciprocal averaging and simultaneously classifies species and samples in ordination space with the goal of identifying discrete assemblage types. Following Jowett and Richardson (2003) , who classified fish communities of New Zealand, we set the minimum group size at 10 and we defined groups in five levels giving 32 potential site groups. No attempt was made to use fish abundance data in TWINSPAN due to potential operator bias in the New Zealand Freshwater Fish Database. In cases in which species compositions were similar or the group sizes were small, assemblage delineations were made at higher divisions. Importantly, while some have argued that other clustering algorithms may perform better than TWIN-SPAN (see Belbin and McDonald 1993) , most if not all algorithms are seen to have some form of limitation (e.g., Jackson et al. 1989, Anderson and Clements 2000) , and TWINSPAN continues to have merit as a tool in ecological investigations (e.g., Heino et al. 2003) .
Multiple discriminant analysis (also called canonical discriminant analysis) is a standard multivariate method that seeks a linear combination of the independent variables to maximally separate between-class means (in this case n classes representing each of the TWINSPAN assemblage types) relative to the within-class variance. Predictions of fish assemblage types from the MDA were translated to predicted community compositions using a two-step procedure. First, we calculated the frequency with which individual species occurred in each TWIN-SPAN group (i.e., the relative group frequency) as the number of sites in which that taxon occurs divided by the total number of sites in the group. Second, the overall probability of a species occurring at a site was calculated as the relative group frequency multiplied by the probability of membership in each of the TWIN-SPAN groups from the MDA, and a decision threshold of 0.5 was used to assign species' presence (see Appendix A for an example calculation). This process gives a weighting to all TWINSPAN groups based the discriminant analysis probabilities rather than just the group with highest probability (see Wright 1995) . This assignment procedure is used in the River InVertebrate Prediction and Classification System (RIVPACS; Wright et al. 2000) and other river assessment schemes (e.g., Smith et al. 1999) . In a series of analyses that we do not report in detail, we found that model performance for predicting community composition was lower when using the conventional approach of assigning each site to the single TWINSPAN group with the highest probability and when using different decision thresholds (e.g., using the total proportion of sites in which the species was present as the threshold).
Modeling the community using an artificial neural network.-Fish community composition was modeled using a multiresponse artificial neural network. An artificial neural network is an information-processing system that was inspired by the manner in which biological nervous systems, such as the mammalian brain, assimilate information (Bishop 1995) . The key element of this modeling approach is the novel structure of the information-processing system, which is composed of a large number of highly interconnected processing elements (neurons) working in unity to solve specific problems. In addition to the flexibility of neural networks to model multiple dependent variables (see Olden 2003) , they have a number of advantages over traditional parametric approaches, including their ability to accurately model nonlinear data and accommo- Notes: To meet the data assumption of multivariate normality for the traditional approaches we log e (x)-transformed values of catchment area, lake catchment area, distance to sea, and downstream section elevation, and we arcsine square-root transformed the nine catchment-scale land use and 16 geology categorical variables that were expressed as proportions.
date interactions among predictor variables without a priori specification (Lek and Gue´gan 2000) .
We used a feed-forward neural network (also known as a multilayer perception) trained by the backpropagation algorithm to model the occurrence of the 16 fish species (Rumelhart et al. 1986 ). The architecture of this network consisted of a single input layer, a hidden layer, and an output layer (Fig. 1) . The input layer contained one neuron for each of the environmental variables. The number of hidden neurons in the neural network was chosen by comparing the performances of different cross-validated networks, with 5-100 hidden neurons (increasing by increments of five), and choosing the number that produced the greatest network performance. The output layer contains 16 neurons representing the predicted probability of occurrence for each species. The mechanics of the neural network can be expressed mathematically as
where x i are the input signals, y k are the output signals, w ij are the weights between input neuron i to hidden neuron j, w jk are the weights between hidden neuron j and output neuron k, b j and b k are the biases associated with the hidden and output layers, and u h and u o are activation functions (in this case logistic functions) for the hidden and output layers. We used a traditional decision threshold of 0.5 to classify a species as present or absent. During network training, observations are sequentially presented to the network and the back-propagation algorithm adjusts the weights in a backwards fashion, layer by layer, in the direction of steepest descent in minimizing the error function (in this case the cross-entropy error for the binary response variables). Learning rate (which controls the step size when weights are iteratively adjusted) and momentum parameters (which add inertia to the learning motion through weight space) were included during network training to ensure a high probability of global network convergence. A maximum of 500 iterations of the backpropagation algorithm were used to determine the optimal axon weights during network construction. Prior to training the network, the independent variables were converted to z scores to standardize the measurement scales of the inputs into the network. We refer the reader to the comprehensive text of Bishop (1995) for more details regarding neural networks.
The relative contribution of the environmental variables in the neural network depends primarily on the magnitude and direction of the weights connecting the input and output neurons via the hidden layer (see review by Olden et al. [2004] ). Following the methodology of Olden and Jackson (2002) we quantified variable importance as the product of the input-hidden and hidden-output connection weights between each input neuron (environmental variable) and output neuron (fish species) and then summing the products across all hidden neurons. Positive values represent positive environment-species associations, whereas negative values represent negative associations. The relative contributions of the environmental variables were calculated by dividing the absolute value of each variable contribution by the grand sum of all absolute contributions, and their statistical significance was assessed using a randomization test. All neural network analyses were conducted using computer macros written in the MatLab (MathWorks, Natick, Massachusetts, USA) programming language.
Model construction, validation, and performance
To generate model predictions and assess classification performance of the LOGs, MDA, and MANN, Nfold cross-validation was used. This validation method excludes one observation, constructs the model with the remaining n À 1 observations, predicts the response of the excluded observation using this model, and repeats the procedure n times. The degree of concordance between predicted and observed fish community composition was assessed using the simple matching coefficient and Jaccard's similarity coefficient (Krebs 1999) , both of which range from 0 (no species in common between observed and predicted community composition or 0% similarity) to 1 (all species in common between observed and predicted community composition or 100% similarity). A simple matching coefficient gives equal weighting to correctly predicted presences and absences from the models and was used to provide an overall assessment of the predictability of the fish communities. Jaccard's coefficient quantifies community similarity excluding the cases in which species were correctly predicted absent and therefore accounts for the influence of low species prevalence in the data set for inflating the predictability of species absence. After generating predictions of community composition the next question to address is whether the model performed greater from expectations based on chance. Given that the performance of a statistical model is strongly influenced by the prevalence of species occurrence in the data set (Manel et al. 2001 ), we used a randomization test to assess whether model predictions of fish community composition were greater than expectations based on chance. For each site, the test involved randomly assigning the presence of each species with probability Pr k , where Pr equaled the prevalence of species k in the data set (see Table 1 ), calculating the simple matching coefficient and Jaccard's similarity coefficient between the randomized community composition and the observed community composition, and repeating the entire procedure 9999 times. Significance levels were then calculated as the proportion of trials in which the percentage of similarity between the randomized and the observed community was equal to or greater than the percentage of similarity between the observed and predicted community matrix. A critical alpha of 0.05 was used to determine whether the community at a particular site was correctly predicted (i.e., a significant proportion of the community). Lastly, by summing the predicted occurrences across the individual species, we are able to compare the performances of the approaches for predicting species richness.
RESULTS
The logistic regression models exhibited high predictive power, on average, correctly classifying individual species' presence or absence for 84% of sites, ranging between 67% correct classification for bluegill bully (255 out of 379 sites) and 93% for common smelt (351 out of 379 sites; see Table 1 for scientific names). The TWINSPAN analysis grouped the 379 sites into 11 assemblage types comprised of characteristic suites of fish species that we viewed as representative of the study region. The primary division separated sites containing predominantly large galaxiids (groups G-K, Fig. 2a ) from sites containing a more diverse assemblage (groups A-F). Of the sites containing mainly species in the Galaxiidae family, a secondary division distinguished between those sites containing diadromous species (i.e., regularly migrating between freshwater and saltwater) and the sites containing non-diadromous species (i.e., dwarf galaxies, group G). Of the sites not containing galaxiids, a secondary division separated sites containing or lacking brown trout (groups D-F vs. A-C), and of the sites with brown trout, a tertiary division separated sites with non-diadromous bullies (i.e., Cran's or upland bully, group D) from the sites with the remaining bullies that are diadromous. Importantly, common species were members of multiple assemblage types (e.g., shortfin eel, longfin eel, redfin bully, brown trout), whereas rare species were often not a member of any assemblage type. Assemblage type centroids showed good separation according to the first two canonical functions from the MDA using the environmental data (Fig. 2b) . We found clear separation between galaxiid (types A-F) and nongalaxiid assemblages (types G-K) along the first canonical function, whereas trout (types D-F) vs. non-trout assemblages (types A-C) were separated along the second canonical function. The MDA correctly predicted fish assemblage group membership for 64% of the stream sites (range 47-92%). The five most important variables contributing to the MDA were, in order of importance (according to F-to-enter values based on the overall Wilks' lambda): catchment area (F 1,10 ¼ 15.5, P , 0.001), distance from sea (F 2,10 ¼ 15.0, P , 0.001), catchment elevation (F 3,10 ¼ 14.9, P , 0.001), mean annual precipitation (F 4,10 ¼ 14.4, P , 0.001), and mean annual air temperature (F 5,10 ¼ 13.8, P , 0.001). These groupings and their discriminant functions were then used to predict the expected communities using the assignment approach.
The MANN exhibited higher classification power for predicting community composition compared to the other approaches. Based on the simple-matching coefficient, mean similarity between predicted and observed community composition for the neural network was 91%, which was greater than the classification-then-modeling approach (85%) and species-by-species logistic regression models (84%; Fig. 3 ). The MANN correctly predicted a significant portion of community membership for 82% of the study sites based on the randomization test, whereas the other approaches significantly predicted community composition for only 49-54% of the sites (Table 3) . As a result, the neural network correctly predicting community composition for a total of 311 sites (out of 379) compared to 205 sites (MDA) and 184 sites (LOG). In addition, for 91 sites the MANN correctly predicted the entire species membership of the community (i.e., 16 out of 16 species), whereas only 28 and 23 sites were correctly predicted based on MDA and LOG, respectively. The degree of variation in the similarity between predicted and observed fish community composition was also smallest for the neural network (Fig. 3) .
The MANN also exhibited the greatest classification success in terms of predicting species' presence in the fish   FIG. 2. (a) TWINSPAN classification (using a modified convergence criteria of Hill [1979] ) of the study sites into 11 assemblage types (A-K). The dendrogram shows the number of sites (in parentheses) and the prevalence of the species in each group (shaded cells indicate species' presence based on a threshold probability of 0.5). (b) Position of the mean coordinates of the 11 TWINSPAN groups in discriminant space obtained by multiple discriminant analysis on the 24 environmental variables. The letter in each centroid denotes the assemblage-type group and error bars denote 95% confidence intervals.
communities, thus supporting the efficiency of this approach for modeling communities containing rare species (Fig. 3) . The mean Jaccard's similarity between predicted and observed community composition for the MANN was 66%, which was greater than the combined logistic regression models (47%) and the classificationthen-modeling approaches (46%). This resulted in the MANN correctly predicting the community composition of 76% or 288 sites compared to LOG (173 sites) and MDA (158 sites; Table 3 ).
Predictions of species richness from the MANN showed the strongest correlation with actual richness (R ¼ 0.63), followed by the MDA (R ¼ 0.32) and the combined LOG models (R ¼ 0.28). In fact, the neural network outperformed a multiple regression model that was built specifically for species richness (regression model, F 24, 354 ¼ 5.69, P , 0.05, R ¼ 0.52). Taken together, the MANN provided greater power for predicting both community composition and richness compared to traditional approaches.
Analysis of the network connection weights illustrates the relative importance of the environmental variables for predicting community membership (Fig. 4) . Six environmental variables were found to be statistically significant predictors of fish community composition (averaged across all species values; see Appendix B), in decreasing order of importance: reach-scale descriptors of upstream elevation and stream order; catchment area; mean annual air temperature; land use principal component 1 (PC1; see Appendix C for the results from the principal-components analysis); and mean annual precipitation. Predicted occurrence of all species (i.e., species richness) was positively related to increasing stream size (reflected in stream order and catchment area) and negatively related to site elevation. Sites experiencing greater annual air temperatures were predicted to exhibit greater species richness, as were those located in catchments containing greater proportions of native vegetation vs. pastoral farming (land use PC1).
DISCUSSION
Growing threats to biological diversity and ecosystem integrity call for innovative approaches for meeting current conservation challenges. Recent years have seen a major shift in the focus of conservation and restoration efforts from single species to entire communities and even ecosystems (Franklin 1993 , Young et al. 2005 . Perhaps the greatest hurdle in the development of community models for species occurrence is that biological communities are composed of both co-occurring, repeatable groups of species and aggregations of species arranged independently of one another in ''continua'' along environmental gradients (Shipley and Keddy 1987) . Therefore, any particular community is expected to have both individualistic and discrete elements, and ideally we would like to be able to model both components simultaneously.
Consistent with this methodological need, our study presents a novel neural network approach for modeling entire communities in an integrative and species-specific manner, thus embracing the complexity by which communities assemble in nature. A primary strength of this approach is that it provides a single statistical model that predicts complete species membership from a common set of environmental variables while respecting FIG. 3 . Simple and Jaccard's similarity between observed and predicted fish community composition according to (a, b) the species-by-species logistic regression models, (c, d) the ''classification-then-modeling'' approach using TWINSPAN groups and multiple discriminant analysis, and (e, f) the community multiresponse artificial neural network.
that species are expected to exhibit different functional relationships with the environment (Olden 2003) . This allows the simultaneously assessment of the relationship between environmental change and both species occurrence and community structure, thereby having the flexibility to concurrently model species that exhibit similar habitat affinities (and therefore tend to co-occur or form groups) and species showing more individualistic responses to the environment. Compared to other community-level approaches that have been used extensively in ecology (see review by Ferrier et al. [2002] ), our evaluation showed that the predictive ability of the neural network outperformed the combined logistic regression models and a classification-thenmodeling approach based on TWINSPAN and MDA.
The neural network exhibited greater accuracy and precision for predicting fish community membership and richness at each site and, on average, correctly predicting community composition in nearly twice the number of sites compared to the other approaches.
Community-level modeling approaches based on assemblage classifications continue to be popular in conservation planning and decision making as they are seen to alleviate the need to consider a large number of individual species by instead focusing on a reduced number of higher-level assemblage types (Ferrier 2002) . While this approach has played an important role in planning activities, at the same time it is recognized that ''the principle disadvantage of modelling communities or assemblages instead of species is that the approach Note: Reported values include mean and standard deviation of the similarity metrics comparing predicted and actual species composition and the percentage of sites whose communities were correctly predicted.
Also referred to as multiple discriminant analysis. may not allow planning to give consideration to the needs of individual species of particular conservation concern'' (Ferrier et al. :2310 (Ferrier et al. -2311 . Our finding that the classification-then-modeling technique that relies on the selection of assemblage ''types'' did not perform as well as the neural network is not entirely surprising. This method makes the critical assumption that communities exist as discrete entities and that all the species in an assemblage type respond identically to changes in the environment. In freshwater systems (and many others) this assumption is typically violated. Nearly a century ago, Forbes (1907) showed that fish do not readily fall into discrete groups but rather occupy positions along an environmental continuum, and more generally, recent studies continue to illustrate that establishing the existence of discrete assemblages is a difficult task for a number of aquatic taxa, specifically fish Winston 1999, Pusey et al. 2000) , macroinvertebrates Vinson 2000, Heino et al. 2003) , riparian plants (Nilsson 1986) , and lake shoreline vegetation (Keddy 1983) .
Clearly, there is no simply answer to the ClementsianGleasonian question: ''Do assemblages consist of discrete types?'' However, if discrete groups of taxa do not occur in nature it seems unlikely that a modeling technique that imposes boundaries on groups of taxa is going to perform particularly well. Our results are particularly concerning because community classification approaches (e.g., TWINSPAN followed by MDA) represent the core analytical technique in biomonitoring programs that are used to assess aquatic ecosystem ''health'' . In fact, studies recognize the limitations of using community classifications in bioassessment (Chessman 1999, Hawkins and Vinson 2000) , yet efforts continue to try to enhance the classification component of the analysis by proposing new methodologies for forcing macroinvertebrate assemblages into discrete ''types'' (e.g., Linke et al. 2005) . We reiterate Heino et al. (2003) in emphasizing that macroinvertebrate and fish assemblages do not readily form discrete species groups, and therefore predictive models for bioassessment should not rely too heavily on classification-then-modeling approaches. Such efforts may be futile, and instead, alternative approaches that model entire communities, such as the neural network approach presented here, should be considered.
Despite the apparent advantages of the community neural network over classification-then-modeling, we are not arguing that the use of assemblage types in ecology should be completely abandoned. In fact, such approaches have proven useful in the past (e.g., Ferrier et al. 2002) , and predictions from a neural network could be used to test and refine the definition of assemblage types, thus enhancing their use in conservation biology. Research in this area warrants further investigation. We do suggest, however, that neural networks provide greater utility (and we have shown also predictive and explanatory power) for modeling communities. In fact, work is currently in progress that attempts to modify network architecture to allow for species interactions to be explicitly incorporated into community neural networks, thus respecting the nonadditive manner in which species assemble into communities. This would provide the opportunity to account for species' interactions, both positive and negative, which are seen to play an important role in shaping community structure (Callaway 1997) .
Regional conservation planning is a top priority in conservation biology (Abell 2002) , and recent decades have seen increasing interest in the development and application of systematic approaches to this process (Margules and Pressey 2000) . In a recent review, Ferrier (2002) proposed that information on compositional similarity between different areas may serve as a basis for conservation planning by facilitating the selection of sites that maximize the representation of regional biodiversity. Given that empirical data is typically in short supply, one of the primary challenges is to develop models that predict species compositional similarity based on patterns of environmental similarity. While matrix regression models have been shown to be useful for deriving predictions of compositional similarity (Steinitz et al. 2005) , this approach does not provide information regarding the identity of the species that contribute to the predicted similarity. The neural network approach described in this paper provides an analytical solution to this problem by addressing taxonomic diversity as a whole through dual predictions of individual species and entire communities from which compositional similarity can be calculated. Because it allows the simultaneous assessment of the effects of environmental change at the individual species and entire community levels, it may be particularly suitable for the conservation of biodiversity at regional scales. For example, aquatic resource management in New Zealand is at the research forefront and predictive models are seen as playing an essential role in the areas of bioassessment, risk-assessment for biological invasions, and conservation planning for biodiversity (Woods and Howard-Williams 2004 ). The MANN model developed here is currently used by the Wellington Regional Council; an interactive map called ''point-click-fish'' (interfaced in a geographic information system) has been developed to allow users to ''click'' on any stream reach in a region and simultaneously obtain species-specific probabilities of fish occurrence and community-level composition and richness. Similar models have been completed for three other New Zealand Regional Councils, and we are currently developing an interactive map for the entire country that can be used in regional conservation planning.
CONCLUSION
Ecological forecasting has been described as an emerging imperative and thus the quality of predictive models is also critical. Our study demonstrates that the multispecies neural network possesses all the qualities of an ideal predictive modeling tool, combining the advantages of single-species modeling (focusing on species of interest) with the advantages of community modeling (focusing on collective properties of species groups), which makes it especially useful for both community assessment and conservation planning. Until recently, the ability of researchers to use neural networks was limited to those with computer programming experience, but this is no longer the case. There now exist a number of off-the-shelf, Windows-based programs, modules for commonly used software packages, and libraries for a number of programming languages, and most of these provide the sophistication needed to develop multiresponse neural networks (see Appendix D). In the future, the availability of these techniques, when combined with geographic information systems, will allow managers to integrate the complexity of biological communities and make multispecies decisions about different management strategies. In conclusion, we hope our study will spark interest in the applied potential of artificial neural networks in modeling biological communities for conservation planning and decision making. In combination with multiple-species monitoring efforts (Manley et al. 2004 ) we see the community neural network as a valuable tool in conservation planning by helping derive environmental quality metrics that ensure both the persistence of rare and special-interest species and community-level attributes that are important for ecosystem functioning.
