In this article, we establish a test for multivariate scatter parameter in elliptical model, where the location parameter is known, and the scatter parameter is estimated by the multivariate forward search method. The consistency property of the test is also studied here. Inter alia, we investigate the performances of the test for various simulated data, and compare them with those of a classical one.
Introduction
Our objective in this article is to develop a test for multivariate scatter parameter in elliptical distribution, i.e., H 0 : Σ = Σ 0 against H 1 : Σ = Σ 0 , based on multivariate forward search method. For the purpose, we define first the elliptical distribution of a random variable Y, the density function of which is f Y (y) = k|Σ| Here, µ ∈ R d is the known location parameter, and Σ is the d×d unknown positive-definite scatter matrix. Notation k here is the normalizing constant, i.e., k = Γ( and Nielsen (2010)), we here briefly describe the method for the sake of completeness.
The multivariate forward search method is a concept of fitting a model containing outliers to subsets of an increasing size. Given a sample of n observations y 1 , . . . , y n from an elliptical distribution, the method starts with a subset of cardinality m, which is too small in comparison to the original sample size n. The unknown parameters of the elliptical distribution are estimated using this subset, and the residuals, or other deviance measures like Mahalanobis distances are computed for all n observations. The subsequent fitting subset is then obtained by taking the m + h observations with the smallest deviance measures for h ≥ 1. This iteration of fitting and updating scheme continues until all the observations are used in the fitting subset. In practice, h is always a finite number, and its value depends on n and the postulated model. The typical choice, however, is h = 1. The estimators of the parameters µ and Σ at step γ ∈ (0, 1) such that m = [nγ] are defined aṡ
Here,
η i,γ,n , and c γ is a scaling factor ensuring con-sistency ofΣ γ,n , where I(A) = 1 if A is true, and otherwise, it equals to zero. Among
.., n, is the population Mahalanobis distances, where Σ 0 will be considered as the initial estimator for this forward search methodology at any step, as Σ 0 is known in null hypothesis. Since the multivariate forward search estimator for scatter parameter involvesμ γ,n , thisμ γ,n has been considered as the initial value of the location parameter for computing M d Fang, Kotz and Ng (1989) ). The γ-th quantile of H d (.) thus can be described as
.
We know that the sample variance-covariance matrix has asymptotic breakdown point = 0. In this context, we like to point out that the choice of γ = 1/2 allows the highest possible value of asymptotic breakdown point = 1/2 of the multivariate forward search estimator of scatter parameter (see Section 3). This is one of the significant advantages to constitute the test based on the forward search method. We can now formulate the
, which is nothing but the square of the Euclidean norm between vec ofΣ γ,n and Σ 0 . Our objective here is to propose a test for the scatter parameter Σ using the test statistic T 1 n .
In view of the above, our article is organized as follows. In Section 2, we have formulated the test statistics based on the multivariate forward search estimator and another classical estimator of the scatter parameter. In that section, we have also studied the consistency properties of the tests along with their finite sample performances. Section 3 has investigated the robustness property of the estimator. Some concluding remarks are given in Section 4. All technical details of the tests are provided in Appendix.
Consistency Property of the Proposed Test and Comparison with the Classical One
In order to study the consistency property of the test, let us assume that Y = {y 1 , . . . , y n } is a random sample of size n from an Elliptical distribution, wherein the scatter parameter Σ is unknown, but the location parameter µ is known to be equal toμ γ,n . Now, we want to test H 0 : Σ = Σ 0 against the alternative H 1 : Σ = Σ 0 , where Σ 0 is specified to us (for further details about testing of hypothesis, see Lehmann and Romano (2005) Theorem 2.1 Let c α be the (1 − α)-th (0 < α < 1) quantile of the distribution of
where, λ i s are the eigen values of c 
J ij ⊗J ij , where J is a d×d matrix with one in the (i, j) position and zeros elsewhere;
and κ represents the kurtosis of
will have asymptotic size α. Further, such a test will be a consistent test in the sense that the asymptotic power of the test will be one, when H 1 is true.
Remark 2.1 To implement this test, we have to compute the (1 − α)-th quantile of the
, which is nothing but the distribution of
Here, λ i s are the eigen values of c 
n >ĉ α will be the estimated power, whereĉ α is the estimated critical value.
Consistency Property of Other Test
In this section, we study the consistency properties of the test based on another well-known estimator, as we have already seen that the test based on the forward search estimator is consistent. The sample variance-covariance matrix (denoted asŜ n , most efficient under Gaussian model) is considered to formulate the test statistic. The test statistic for the sample variance-covariance matrix based test is
, where Σ 0 is specified in the null hypothesis. In the following proposition, the asymptotic behaviour of the test based on T 2 n is described.
Proposition 2.1 Let c α be the (1 − α)-th (0 < α < 1) quantile of the distribution of
, where, λ i s are the eigen values of (1 + κ)(
Remark 2.2 Theorem 2.1 and Proposition 2.1 assert that the tests based onΣ γ,n andŜ n are consistent. In other words, the power of all of them will converge to one as the sample size converges to infinity. Hence, the performances of the tests are comparable when the sample size is infinite.
Finite sample level and power study
In this section, we want to see how the test based on T 
in our numerical study. Under H 0 , we generate first the data from 4-dimensional standard
Gaussian and Cauchy distributions, and to compute the power, we study the distribution of the form (1 − β)F + βG, where β ∈ [0, 1]. Here, F is the distribution under H 0 , i.e.,
where H is any proper distribution function; and Σ is the scatter parameter. In the first two cases (as shown in Table 1 and Figure 1 Table 1 , and in the table, N 4 and C 4 denote 4-dimensional Gaussian and Cauchy distributions, respectively. Table 1 and Figure 1 assert that in first two cases, the finite sample power is close to the pre-specified level of the test = 0.05 when β = 0, since the distribution under H 1 , i.e.,
(1 − β)F + βG coincides with the distribution under the null hypothesis, i.e., F . But in the last case, T 2 n exceeds the 5% level for β = 0, though T 1 n still is at alpha-level. We have also observed that the test based on T 1 n performs well compared to the test based on
n when data are obtained from the heavy-tailed distribution like the mixture of Cauchy distributions. This is so since the forward search scatter estimator is more robust than the sample variance-covariance matrix (see Section 3). As it was expected, in the case of Gaussian distribution, the test based on T 2 n (i.e., the test based on the sample variancecovariance matrix) performs better than the tests based on T 1 n (i.e., the test based on the forward search estimator) since the sample variance-covariance matrix is the maximum likelihood estimator of scatter parameter in the normal distribution.
As we have already observed that the test statistic based on forward search estimator works well when data are generated from the heavy-tailed distribution having outliers, this estimator is expected to be a robust estimator against the presence of outliers in the data.
In the view of this, it is our interest now to study the robustness property of the forward search estimator in the next section.
Robustness property ofΣ γ,n
The robustness property ofΣ γ,n is described by the finite sample breakdown point, which is defined as
Here,Σ (n ) γ,n is the forward search estimator of Σ computer on a modified sample Y (n ) ; and
, is the j-th largest eigenvalue of the corresponding matrix. The finite sample breakdown point ofΣ
where m * is the cardinality of the initial subset; andΣ (n ) γ,n is the forward search estimator of Σ based on a modified sample Y (n ) = {y * 1 , . . . , y * n * , y n * +1 , . . . , y n }. To compute the breakdown point ofΣ γ,n , the following condition is assumed.
and denote γ 0 = m 0 n . For the initial estimatoṙ
Remark 3.1 In Assumption 1, the condition on the lower bound of m 0 ensures that the selected initial observations y's are in the general position, i.e., one cannot draw a hyperplane passing through all the observations, in the case ofΣ γ 0 ,n . In fact, such condition leads to the highest possible finite sample breakdown point of an affine equivariant estimator (see Davies (1987) ). To maintain the highest possible breakdown point, a condition on the lower bound of the breakdown point ofΣ γ 0 ,n is also assumed. We next state the breakdown point ofΣ γ,n , and the treatment here will be parallel to Cerioli, Farcomeni and Riani (2014). 
Remark 3.2 Theorem 3.1 asserts that γ controls the breakdown point ofΣ γ,n . It is expected that the forward search estimator cannot be breaking down even in the presence of (1 − γ)
proportion outliers in the data. The breakdown point ofΣ γ,n will achieve the highest possible value 1/2 when γ = 1/2, and on the other hand, when γ = 1 ⇔ m = n, the breakdown point of the forward search estimator will be equal to 0.
Concluding remarks
Main contribution of the article: In this article, we have developed a test for multivariate scatter parameter based on the forward search method. We have observed there that our test is consistent when the sample size tends to infinity. For finite sample study also, it possesses good power when data are coming from the heavy-tailed distribution.
Overall, our test performs well even in the presence of outliers or large influential observations. This phenomenon is expected because of the robustness property of the multivariate scatter parameter based on the forward search method. However, there is still some scope for further studies under different conditions. We mention below a few of them.
If µ is unknown: One needs to estimate µ when it is unknown, and one may adopt the forward search methodology to estimate µ. Given the adaptive nature of the forward search method, when the parameters are unknown, their estimators at step γ must be based on the consistent estimators of a previous step. One can take γ 0 , which may represent either the initial step or any step prior to γ such that 0 < γ 0 < γ < 1.
Non-elliptical distribution: For non-elliptical distribution, the asymptotic distribution of the forward search estimator for the location parameter remains an open problem. Since the forward search estimator for the scatter parameter depends on the forward search estimator for the location parameter, this extension also remains an open problem, whereas one can extend the results of the test based on sample variance-covariance matrix for nonelliptical distributions under some conditions.
Appendix: Proofs
Proof of Theorem 2.1:
we need to compute V ar(vec(η i,γ,n (y i − µ)(y i − µ) )). Suppose that vec(y i − µ)(y i − µ) = X i , where X i = (X 11,i , X 21,i , . . . , X d1,i , X 12,i , X 22,i , . . . , X d2,i , . . . , X 1d,i , X 2d,i , . . . , X dd,i ) is a d 2 × 1 vector. We now have to find
This implies that
To test H 0 : Σ = Σ 0 against H 1 : Σ = Σ 0 , the power of the test based on T 1 n is given
, where c α is the (1 − α)-th (0 < α < 1) quantile of the distribution of
Here, λ i s are the eigen values of c under H 1 , and we now consider
The last implication follows from the fact that √ nvec(Σ γ,n − Σ 1 ) 2 converges weakly to the distribution of
This fact leads to the result. Hence the proof is complete.
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Proof of Proposition 2.1:
we need to compute V ar(vec((y i − µ)(y i − µ) )). From Tyler (1982), we can have
To test H 0 : Σ = Σ 0 against H 1 : Σ = Σ 0 , the power of the test based on T under H 1 , and we now consider 
